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Abstract
The work presented in this thesis was performed under the EU’s Framework
7 (FP7) project, ’REAL3D’. The aim of this project is to develop methods
based on digital holography for real time capture and display of 3D objects.
This thesis forms a small subset of all the work done in this project. Much of
the research work was aimed towards fulfilling our part of the requirements
of the REAL3D project. The central theme of the research presented in
this thesis is that of improving the performance of the digital holographic
imaging system for its use in 3D display. This encompasses research into
speed up of reconstruction algorithms, understanding the influence of noise
and developing techniques to increase resolution and angular perspective
range in reconstructions.
The main original contributions of this research work presented in this thesis
are:
• A computer-interfaced automatic digital holographic imaging
system employing ‘phase shifting’ has been built. This system
is capable of recording high-quality digital holograms of a real world
3D object. The object can be rotated on a rotational stage and a full
360◦ range of perspectives can be recorded. Speckle reduction using
moving diffusers can be performed to improve the image quality of the
reconstructed images. A LabView based user friendly interface has
been developed.
• Novel methods based on space-time tradeoff and fixed point
arithmetic have been developed and implemented for speed-
ing up the reconstruction algorithm used in digital holography.
This has resulted in the publication of one peer-reviewed journal pub-
lication and one conference proceeding [1, 2].
• The influence of additive noise, particularly quantization noise
in digital holography has been studied in detail. A model
has been developed to understand the influence of noise on the re-
constructed image quality. Based on this model, a method has been
developed to suppress quantization noise in a memory efficient man-
ner. This work led to the publication of two peer-reviewed journal
publications [3, 4].
• A novel method of removing the twin image has been devel-
oped.
• Methods to increase the perspectives in holography based on
synthetic aperture have been implemented.
Apart from these primary contributions, the author of this thesis has
also contributed in the form of assisting in experiments, creating figures
for various papers, writing computer programs and discussions during
group meetings. In total, 6 peer-reviewed journal papers (3 being
primary author) have been published and 6 conference proceedings (3
being primary author) have been published. Additionally, 2 talks have
been given at international conferences.
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1Introduction
Three dimensional capture and display of images and objects is widely expected to be
the next revolution in display technology. The human visual system interprets the third
dimension of depth in images using both physiological and psychological depth cues [5].
These include binocular parallax, monocular movement parallax, accommodation and
convergence. The most important depth cue is that of binocular parallax and this refers
to seeing a different image of the same object with each eye. It was first investigated by
Wheatstone [6] in the 1830’s. He was the first to explain the principles of stereo-vision
and invented a stereo-viewer, an apparatus to see images in 3D. Using this instrument,
he was able to scientifically establish the relationship between binocular parallax and
depth perception. Wheatstone’s apparatus was also arguably the world’s first 3D dis-
play device. The second half of the 19th century saw several remarkable developments
in the field of photography and techniques for perceiving depth in images. In 1850,
Brewster perfected the stereoscope [7] and adapted it to stereo-photography and by
1853, Rollmann [8] had shown a method to make anaglyph images for stereoscopy. In
1861, the first colour photograph, was shown by Maxwell [9, 10] in a lecture to the
Royal Society of Great Britain. By 1862, du Hauron and Cros working independently
had demonstrated several methods for making three colour anaglyph photographs [11].
Important contributions were made by Lippmann [12, 13] in 1891 through the devel-
opment of a interference based color photography technique for accurate reproduction
of the color. Lippmann also developed concepts for three-dimensional display based
on integral imaging. For the development of the interference based color photography
method, Lippman was awarded the Nobel prize in 1908. The Eastman Kodak Company
1
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was founded by Eastman in 1892 and led to the development and commercialization
of many new photographic films and simplified cameras [14]. Various advances have
since been made in the area of photography and stereoscopy and today the most pop-
ular technology for generating a 3D effect is still based on achieving binocular parallax
using stereoscopy. Variations of the stereoscopic technique include colour (or polariza-
tion) coded (anaglyphic) displays in which each perspective is encoded with a different
color or polarization, interlaced displays or shutter-glasses which block one eye at the
time and are synchronized with a high frame rate display give a 3D impression to the
observer. For further information on the many variations of stereoscopy and other 3D
display techniques, the reader is referred to [15, 16, 17, 18, 19] and the references within.
Stereoscopy based 3D display however has a number of disadvantages [20]. Eye-wear
is cumbersome for many viewers and the synthesized binocular parallax creates a mis-
match between the various depth cues in human perception. This causes discomfort
to many viewers. Thus there is an increasing need to have a ‘real 3D’, eye-wear free
display technology. It is here that holography based techniques have shown a strong
prospect.
The technique of holography was invented by Gabor in the late 1940’s [21] when he
was trying to improve the resolution of the electron microscope. He was awarded the
Nobel prize in physics in 1971 for this invention. However, widespread application of
this technique required coherent light sources and thus it did not become practically
feasible until the invention of the laser in 1960. Gabor’s original technique was an in-
line recording technique in which weakly scattered light from a transmissive object was
made to interfere with the strong reference wave. The interference pattern contains
both the amplitude and phase of the object. This idea has found immense modern
applications in x-ray imaging of crystallographic structure [22, 23], electron microscopy
[24] and gamma ray holography [25, 26].
The reconstructed image from the in-line architecture was noisy due to the presence
of the twin image of the object. The twin-image was and still is a classical problem
in holographic imaging and several methods were proposed to eliminate or suppress
it in the reconstruction. In 1951, Bragg and Rogers developed a solution to subtract
the twin image by recording a conjugated second hologram of the object at twice the
distance from the first[27]. Related subtraction based techniques were reported in the
late 1950s in the works of Kirkpatrick and El-Sum [28]. However these techniques relied
2
on more than one recording and were not easy to implement. The reader is referred
to a review of the various developments regarding twin-image reduction in holography
Hennelly et al. [29].
An important breakthrough in holography came in the form of the off-axis recording
technique developed in 1960s by Leith and Upatnieks [30] and Lohmann [31]. This tech-
nique was the result of looking at holography and interferometry as an ‘enterprise in op-
tical information processing’ [32]. The off-axis technique led to the complete separation
of the twin image and the object image in the reconstructions and led to developments
in the field of color display holography through the works of Leith and Upatnieks [33],
Mandel [34] and Pennington and Lin [35]. Particularly important developments were
the Denisyuk method of recording white light viewable reflection holograms [36] and
Benton’s rainbow holograms [37] which could be mass produced using hot stamping.
These developments made holography popular as an art form and among the general
public.
The inter-disciplinary approach to holography coupled with advances in coherent
light sources and photosensitive materials such as photographic films [38, 39], pho-
topolymers [40], photorefracrive crystals [41] and even light sensitive bacteria [42] led
to the revivial of holography and fields such as display holography and optical infor-
mation processing. The development of powerful digital computers and high resolution
printing led to the field of computer generated holograms and digital recording of
holograms. Goodman and Lawrence [43], Konrod et.al [44] and Yaroslavskii [45] were
among the first to propose the idea of recording and reconstructing holograms digitally.
With the development and subsequent cost reduction of high resolution CCD (charge
coupled device) technology, this idea was further developed by Schnars and Juptner
[46].
Today holography has become a wide spread discipline of modern optics and finds
many practical applications like fabrication of optical elements [47], holographic data
storage [48], optical computation [49], non-destructive testing of materials [50, 51], 3D
shape measurement [52], phase contrast microscopy [53, 54] and 3D display [18] to name
a few. Display devices using some form of holography have been around since 1980s
and the reader is referred to [55, 56] for a review on holographic displays. The work
presented in this thesis deals with digital holography for recording and display of real
world 3D objects. This was done as a part of the FP7 project, ‘REAL3D’. The aim of
3
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this project was to investigate the potential of technologies based on digital holography
for the purpose of 3D display. In this context, it is interesting to note that Gabor had
already envisioned the possibility of the holographic technique to record 3D objects. In
the conclusion of his 1949 paper [21], he writes,
‘probably the most interesting feature of the new method for light-optical applications
is the possibility of recording in one photograph the data of three-dimensional objects.
In the reconstruction one plane after the other can be focused, as if the object were
in position, though the disturbing effect of the parts of the object outside the sharply
focused plane is stronger in coherent light than in incoherent illumination.’
The project was funded by the European Community’s Seventh Framework Pro-
gramme FP7/2007-2013 under grant agreement 216105. It consisted of seven academic
universities and two industrial partners. The project was sub-divided into four work
packages comprising of (i) the full 360 degrees of perspectives of reflective macroscopic
3D scenes, (ii) microscopic reflective 3D scenes, (iii) transmissive or partially transmis-
sive microscopic 3D scenes, and (iv) capture of 3D scenes at infra-red wavelengths. The
work presented in this thesis was done primarily as a part of the first scenario. The
journal papers [1, 3, 4, 57, 58, 59] and the conference papers [2, 60, 61] were published
as part of this PhD thesis.
The outline of the thesis is as follows. We begin with a brief and concise infor-
mation to the principles of interference, diffraction and holography in Chapter 2. We
discuss the application of digital holography for 3D display [57]. This is followed by an
introduction to digital holography and the associated numerical algorithms in Chapter
3. Here, some of the features and issues surrounding the digital holographic imaging
system are discussed. The basics of imaging objects using digital holography are in-
troduced. The idea of recording and reconstructing holograms on a digital sensor is
introduced and the basic optical setup of a digital hologram interferometer is shown.
The parameters effecting the resolution in the image and the size of the object to
be recorded in digital holography are discussed. The fast algorithms for reconstruc-
tion which are derived by approximating the Fresnel-Kirchoff diffraction equation are
explained. The various features of digital holography like the twin image, ability to
refocus the image to different depths, ability to reconstruct from partial holographic
data and the issue of speckle noise are explained. This is followed by a discussion on
two different architectures for digital holography, Fresnel, Fourier and phase shifting
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digital holography and the optical reconstruction of digital holograms. An investigation
into the resolution limits of digital holographic imaging can be found in [58].
In Chapter 4, methods to speed up the execution time and reduce the memory
usage of the reconstruction algorithms used in digital holography are discussed. The
ideas of pre-computation and compression of the chirp matrices [2] and fixed point im-
plementation [1] of the reconstruction algorithm are introduced. Lowering of memory
usage in digital holography directly leads us to a detailed study of the influence of
quantization noise [3] in Chapter 5. A model is developed for the influence of quantiza-
tion noise on the reconstructed image and experimentally verify it. The same ideas are
extended to study the influence of shot noise [4]. In Chapter 6, the observations made
regarding the nature of quantization noise are used to implement noise reduction tech-
niques to improve the image quality [59]. Memory efficient noise reduction techniques
[61] and a novel method to remove the twin image from inline-Fresnel holograms are
implemented. Finally Chapter 7 discusses the concept of synthetic aperture in optical
imaging and implement a two different methods of synthesis of a bigger aperture in
digital holography.
5
1. INTRODUCTION
6
2Scalar Diffraction, Fresnel
transform and holography
2.1 Introduction
The aim of this chapter is to introduce and summarize the concepts of interference,
scalar diffraction and holography. These concepts are important to gain a complete
picture of digital holography. This chapter begins with an introduction to Scalar diffrac-
tion theory in Section 2.2 where we briefly describe diffraction and interference of light.
This leads us to a discussion of the Fresnel transform in Section 2.3. We then conclude
this chapter with an introduction to Holography in Section 2.4.
2.2 Scalar Diffraction
Diffraction is observed in the shadow of an obstacle when coherent light is blocked by
it. In such a case, there is no sharp shadow but some fringes are observed around the
edges. It is also observed when coherent light travels through a (partially) transmissive
object that affects the phase of the field. Physically, this is a manifestation of the wave
nature of light. It becomes more pronounced when the obstacle’s size is comparable to
the wavelength of light. Diffraction is an important tool for studying the geometry of
microscopic and nanoscopic objects. For example, the double helix structure of DNA
was discovered by studying the pattern of diffraction of X-rays by the nucleic acid poly-
mer. The phenomenon of diffraction was first observed and published by Grimaldi in
1665 [62]. Based on this and the ideas of Robert Hooke, Huygens proposed the wave
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nature of light in 1678. From this hypothesis, Huygens deduced the laws of reflection
and refraction, explained the phenomenon of birefringence in calcite crystal and did
experimental studies on polarization. The wave theory of light received further im-
petus through the introduction of the concept of interference by Young’s double slit
experiment [63]. In 1818, Fresnel brought together these concepts and derived the ex-
pressions to calculate diffraction patterns from simple shapes accurately. A significant
advance in the study of wave nature of light was the establishment of the electromag-
netic nature of light by Maxwell in 1860 [64, 65, 66]. This led to a refined versions of
the Huygens-Fresnel principle in the form of the Fresnel-Kirchoff diffraction formula
and the Rayleigh-Sommerfeld diffraction integral.
Light can be described both as an electromagnetic wave or as a stream of particles
called photons. This duality of light [67] is necessary to explain the various experimen-
tally observed phenomena of light. For example, the interaction of light with matter
at the atomic scale, like the photoelectric effect, is suitably described by considering
the photon nature of light. Phenomena like refraction, diffraction, interference are
explained by a wave nature of light which is based on the theory of classical electro-
magnetism formulated by J.C Maxwell . The phenomenon of diffraction can lead to
some interesting observations like the Poisson spot (a bright spot in the center of a
circular obstacle or a dark spot in the center of a circular aperture Fig. 2.1).
The wave equation which can be derived from the Maxwell’s equations lead to the
description of the electric field of a propagating light wave.
∇2 ~E − 1
c2
∂2 ~E
∂t2
= 0 (2.1)
Here ~E is the electric field vector and∇2 is the Laplacian operator and c is the speed
of light in vacuum and t is the time parameter. In the case of linearly polarized light,
the electric field vibrates only in one plane perpendicular to the propagation direction
and the wave equation reduces to the scalar wave equation
∂2E
∂z2
− 1
c2
∂2E
∂t2
= 0 (2.2)
which gives a linearly polarized, harmonic plane wave as a solution.
E(x, y, z, t) = a exp[i(ωt− ~k~r − φ)] (2.3)
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Figure 2.1: Diffraction pattern showing the Poisson spot. A dark spot was
observed in the center of an open aperture.
E(x, y, z, t) is the modulus of the electrical field vector at the point with the spatial
vector ~r = (x, y, z) at the time t. i is defined as
√
( − 1). The physical wave is
represented in the real part of Equation 2.3. The quantity a is the amplitude and ~k
represents the propagation direction of the wave. The wavenumber is the modulus of
the propagation vector ~k
|~k| = 2pi
λ
(2.4)
The angular frequency ω, the frequency f of the light and the wavelength, λ are
related by the speed of light c as
ω = 2pif (2.5)
and
c = λf (2.6)
The visible light occupies a wavelength range from 380nm to 780nm which corre-
sponds to a frequency of 7.5×1014Hz to 3.8×1014Hz. This is an extremely fast variation
of the electric field and cannot be directly measured by any currently available device.
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Light sensors such as photographic film, CCD chips etc respond only to the the inten-
sity of light which is the time-average of the square of the electric field. Moreover, in
many applications, the spatial distribution of the electric field is of interest and we can
ignore the time varying part and consider only the spatial part of the complex wave.
The plane wave can then be represented as
E = Aexp(i~k.~r) (2.7)
Using this representation of the spatially varying electric field, we can study the
phenomenon of interference and diffraction. Interference refers to the superposition of
two or more mutually coherent light waves and is one of the most important consequence
of the wave nature of light. The phenomenon of interference was first studied by
T.Young [63]. When such a superposition occurs, the electric field at any point is the
vector sum of all the individual fields due to all the interfering waves. We consider here
the simplest case of interference between two plane waves.
Let W1 = A1 exp(i ~k1.~r) and W2 = A2 exp(i ~k2.~r) represent the two plane waves with
amplitudes A1 and A2 respectively and angle θ between them. If these two plane waves
are superimposed on each other in space, the net intensity of the superimposition can
be written as
I = A21 +A
2
2 +A1 exp(i
~k1.~r)A
∗
2 exp(−i ~k2.~r) +A∗1 exp(−i ~k1.~r)A2 exp(i ~k2.~r) (2.8)
Since A1 and A2 are real, this can be simplified to
I = A21 +A
2
2 + 2A1A2 cos(|( ~k1 − ~k2).~r|) (2.9)
The third term in the resulting intensity pattern represents a sinusoidal modulation
in space and is the interference fringe pattern. The ‘grating vector’ is ~k = ~k1 − ~k2 and
the spatial frequency of the fringes is
|k| = | ~k1 − ~k2| = 2pi∧ (2.10)
and
∧ = λ
2 sin( θ2)
(2.11)
10
2.3 Fresnel transform
Figure 2.2: Experimentally obtained interference fringes between two plane
waves
where ∧ is the spatial freuqnecy.
Fig. 2.2 shows the interference fringes obtained in our experimental setup which
is described in Chapter 3. To observe a stable interference pattern, however, the in-
terfering waves must be mutually coherent with one another. Coherence of light can
be classified into a spatial and temporal nature. Spatial coherence relates to the finite
spatial extent of the light source while temporal coherence is related to the finite band-
width of the source. A detailed analysis of coherence of light is beyond the scope of
this thesis and can be found in [68].
2.3 Fresnel transform
The Huygens-Fresnel principle of diffraction states that every unobstructed point on
the wavefront of the light wave at any instance acts as a source of spherical wavelets in
both amplitude and phase. The amplitude of the optical fields is then the superposition
of all these wavelets in both amplitude and phase [69]. The Huygen’s principle however
allows the secondary wavelets to propagate not only in the forward direction but also in
the direction backward to the source. This issue is taken care of in the Fresnel-Kirchoff
integral by the introduction of an obliquity term, Q which allows for propagation only
in the forward direction. The Fresnel-Kirchoff integral relates the amplitude at a point
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(ξ, η) in the x
′
, y
′
plane to the amplitude distribution in the (x, y) plane [46, 70].
Figure 2.3: Co-ordinate system for the Fresnel-Kirchoff diffraction model be-
tween two planes (x
′
, y
′
) and (x, y)
o(ξ, η) =
i
λ
∫ ∞
−∞
∫ ∞
−∞
O(x, y)Q
1
ρ
exp
(−i2piρ
λ
)
dxdy (2.12)
where λ is the wavelength and ρ is the distance between For the purposes of digital
holography, Q is effectively 1 [46] (more information about the obliquity factor Q, can
be found in [62])and Equation 2.12 can be written as
o(ξ, η) =
i
λ
∫ ∞
−∞
∫ ∞
−∞
O(x, y)
1
ρ
exp
(−i2piρ
λ
)
dxdy (2.13)
ρ can be written as
ρ =
√
(x− ξ)2 + (y − η)2 + z2 (2.14)
The distance, z at which the object is placed is typically order of magnitude or more
larger than ξ and η. We can thus use the approximation (1 +x)
1
2 ≈ 1 + x2 to write ρ as
ρ = z
[
1 +
(x− ξ)2 + (y − η)2
z2
] 1
2
(2.15)
By substituting the value of ρ and approximating the denominator as z, we arrive at
the Fresnel transform.
ρ = z +
(x− ξ)2 + (y − η)2
2z
(2.16)
o(ξ, η) =
i
λ
∫ ∞
−∞
∫ ∞
−∞
O(x, y)exp
{−i2pi
λ
[z +
(x− ξ)2 + (y − η)2
2z
]
}
1
z
(2.17)
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By expanding ρ in Equation 2.16 and substituting in Equation 2.17, we arrive the
equation
o(ξ, η) =
i
λz
exp
(
−i pi
λz
(ξ2 + η2)
)
∫ ∞
−∞
∫ ∞
−∞
O(x, y) exp
[
−i pi
λz
(x2 + y2)
]
exp
(
i
2pi
λz
(xξ + yη)
)
dxdy
(2.18)
This is called the Fresnel transform and it describes the propagation between two
planes (x, y), the hologram and the reconstruction plane, (x
′
, y
′
). As it can be seen,
the Fresnel transform of the hologram O(x, y) is obtained by first multiplying it by a
quadratic phase factor and then taking a Fourier transform of the result. In practical
digital holography we sample the propagated field using a digital camera and thus we
routinely deal with a discrete version of the Fresnel Transform. This is discussed in
more detail in chapter 3.
2.4 Holography
An interference pattern between two plane waves resulting is straight fringes can be
considered to be the simplest hologram. In general however, a hologram refers to the
interference pattern between the light scattered by a 3D object and a mutually coherent
reference beam. The amplitude and phase information is encoded in the fringe struc-
ture of the hologram and can be recovered and used for many applications. Mathemat-
ically the concept of mapping the phase variation to intensity variations can be under-
stood if we consider two wavefields given by O exp[iφO(x, y)] and R(x, y) exp[iφR(x, y)]
where O(x, y) is the amplitude and φo(x, y) is the phase distribution of the light re-
flected/transmitted from an object, R(x, y) and φR(x, y) are the reference wave’s am-
plitude and phase distribution respectively. The intensity distribution in the hologram
formed by interference of these two waves is given by
H(x, y) = |O(x, y) +R(x, y)|2 (2.19)
H(x, y) = [O(x, y) +R(x, y)][O(x, y) +R(x, y)]∗ (2.20)
H(x, y) = O(x, y)O∗(x, y)+R(x, y)R∗(x, y)+O(x, y)R∗(x, y)+O∗(x, y)R(x, y) (2.21)
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H(x, y) = |O(x, y)|2 + |R(x, y)|2 +O(x, y)R∗(x, y) +O∗(x, y)R(x, y) (2.22)
h(x, y) = |O(x, y)|2 + |R(x, y)|2 + 2O(x, y)R(x, y) cos[φo(x, y)− φr(x, y)] (2.23)
The last equation in the above series is the fundamental equation of holography.
It can be rewritten in terms of the phase and amplitude of the reference and object
wavefields as follows. If the reference wave is a plane wave and is incident in-line with
the recording plane, i.e the propagation vector of the plane wave is perpendicular to
the recording plane, then we can consider R(x, y) to be a constant, r(x, y) = r and
φr(x, y) = 0. The hologram then becomes
h(x, y) = |O(x, y)|2 + |R|2 + 2O(x, y)R cos[φo(x, y)] (2.24)
h(x, y) = |O(x, y)|2 + |R|2 +RO(x, y) exp[iφO(x, y)] +RO(x, y) exp[−iφo(x, y)] (2.25)
It can be seen from this equation the third term contains O(x, y) exp[iφO(x, y)]
which is the complex object wave. Thus the hologram contains the complex object
wave and both the amplitude and phase of the object are recorded. However, there
are three additional terms namely, |O(x, y)|2, |R|2 which are the zero-order terms and
RO(x, y) exp[−iφO(x, y)] which is the classical twin-image in holography. The twin
image is discussed in more detail in Chapter 3.
These terms are unwanted and one of the major turning points in holography was
the development of the ‘off-axis technique’ to separate these terms by Leith and Upat-
nieks. This technique made it possible to record high quality holograms of 3D objects.
Gabor’s original technique involved the use of a point source to illuminate a weakly
modulated transparent object and the weakly scattered signal interferes with the strong
background signal. As a result, four terms are created, the object intensity term (which
is weak by nature of the object) the reference intensity and the two interference terms.
These two interference terms overlie each other and when the object wavefield is ’re-
played’ it is marred by the presence of the out of focus twin image. In the off-axis
technique, the reference beam is made to interfere at an angle so as to induce a linear
phase shift in the terms and hence a spatial separation of the object and twin image
in the reconstruction . In off axis Fresnel holography the DC and twin terms are sep-
arated by using a reference wave that is incident at a small angle θ. We can describe
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the reference to be defined as follows
r(x, y) = exp
{
(i
2pi
λ
[xsin(θx) + ysin(θy)]
}
(2.26)
There are now many variations of making holograms. The reader is referred to chapter
9 in [62] and the references within for more information.
2.5 Conclusion
We discussed the concepts of diffraction and interference which are critical in the field
of holography. We also dicussed the Fresnel transform which relates the diffracting
complex fields between two planes under the paraxial approximation. We showed the
derivation of the Fresnel transform from the Huygens-Fresnel principle. In the next
chapter, we apply these concepts to the area of digital holography. Some other features
of holography such as the twin image and the different recording architectures are also
discussed in the next chapter.
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3Digital holographic imaging
3.1 Introduction
In this chapter, the basics of imaging objects using digital holography are introduced.
In Section 3.2, the optical setup of a digital hologram interferometer, the parameters
effecting the resolution in the image and the size of the object that can be recorded in
digital holography are discussed. In Section 3.3, fast algorithms for reconstruction are
derived by numerically approximating the Fresnel-Kirchoff diffraction equation. The
direct method and the convolutional method of reconstruction are explained. Section
3.4 deals with the various features of digital holography like the twin image, the capa-
bility to refocus the image to different depths, the capability to reconstruct from partial
holographic data and also the issue of speckle noise. This is followed in Section 3.5 by
a discussion on the different architectures for digital holography that were employed
in the work on this thesis, Fresnel, Fourier and phase shifting digital holography. The
chapter is concluded by discussing the optical reconstruction of digital holograms in
Section 3.6.
3.2 Recording of digital holograms
In digital holography, a coherent reference wave is incident on a 2D image sensor
where it forms an interference pattern with coherent light reflected from or transmit-
ted through an object of interest. The resulting interference pattern, called the digital
hologram (DH), contains encoded information about the 3D topographic features of
the object. The basic concept of digital holography can be understood from the two
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figures, Fig. 3.1 and, Fig. 3.2. Fig. 3.1 shows a simple conventional single lens imaging
system where the object is in front of lens and an image is formed which an be recorded
or viewed. Such one lens imaging systems are well understood [70] and they serve as
a good starting point for understanding digital holographic systems. One lens imaging
systems as shown in Fig. 3.1 require that the object lens distance z1, the lens image
distance z2, and the lens focal length f , can be related by the classical lens law of
geometrical optics (i.e. 1/z1 + 1/z2 = 1/f). If this is the case we can expect an image
of the object at a plane z1 in front of the lens to be produced at a plane z2 behind the
lens. The image will have a magnification of −z2/z1 where the minus indicates that
the image will be inverted. If we wanted to focus on a different plane, i.e. a different z1
(as might be the case in scanning a 3D object) we would have to change either or both
the values of f or z2 which would require physical changes to the imaging system. We
note that with one lens imaging systems the image that is produced in the image plane
is not ‘ideal’ in the sense that there exists a residual quadratic phase factor (‘chirp’)
overlying the image. This phase factor is not observed by intensity sensitive materials
and is therefore never a factor of consideration in one lens imaging systems. Fig. 3.2
shows a digital holographic imaging system where the object is indirectly imaged by
recording a hologram.
Figure 3.1: Conventional single lens imaging
The object is placed in front of a 2D image sensor array and is illuminated with
a coherent beam of light. The scattered radiation is then made to interfere with a
mutually coherent reference beam and a hologram is recorded. This digital hologram
contains the complex object information along with the zero order scattered light and
the twin image term. The digital hologram is then input to a numerical algorithm
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Figure 3.2: Digital holographic imaging
which calculates an image. We note a similarity between the one lens system in Fig.
3.1 and the DH system shown in Fig. 3.2. The first part of both systems is identical
where the light that is scattered by an object is propagated through free space and
passes through an aperture, a lens aperture in the first case and a camera aperture in
the second. In the first case the image is produced by multiplication of the wavefront
with a quadratic phase factor induced by the lens followed by free space propagation
to the image plane. In the second case the image is formed by numerically simulating
the free space propagation of the light backwards to get to the image plane. It can be
shown that this numerical simulation is equivalent to simulating the effect of the lens
and the forward propagation that exists in case 1.
It should be noted in this description of DH there is no physical lens used for the
imaging part, only a ‘numerical lens’ used to create the image of the object from the
hologram. In other arrangements such as digital holographic microscopy, the object
information is picked up by a microscope objective and lenses are used in other parts
of the optical assembly but the imaging from the hologram plane to the object plane
can be done numerically without a physical lens. There are a number of noteworthy
advantages to the DH system over the one lens system; Firstly we can numerically focus
on an image plane without introducing any physical changes to the optical system. In
fact we can do this using a single recorded digital hologram. Secondly we also obtain
the phase of the image as well as the intensity. This phase information is very useful for
metrology applications where we can calculate nanometer deformations of the object
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under investigation. An interesting aspect of the digital hologram is that it can be
transmitted remotely to another place and the 3D object can be reconstructed and
displayed remotely.
Fig. 3.3 shows the optical schematic of the digital holographic process.
Figure 3.3: Optical setup used for digital holography. M(mirrors), N(Neutral
density filter), λ/2 Half-wave plate, P(Polarizers), MO(microscope objective),
Ph(pin hole), BS(beam splitter)
3.2.1 Resolution and size of the object
When a digital hologram is acquired with a discrete CCD/CMOS sensor and recon-
structed digitally, at least five physical effects impact on the image formation and image
quality in the reconstruction plane. They are
1. The camera aperture size which determines the point spread function of the imag-
ing system. The aperture size controls the maximum spatial frequency recordable
in the imaging system which is equal to D/(λz).
2. The averaging effect of the intensity over each pixel’s area to one value.
3. The pixel pitch or sampling rate determines the distance between overlapping
copies caused by sampling. They are separated by integer multiples of λz/T .
Pixel pitches in modern industrial cameras are in the range of 2-8µm.
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4. The quantization of the pixel values. i.e. the pixel values are then quantized in
accordance with the bit-depth of the memory registers in the detection system.
The bit-depth in modern cameras is typically 8-12 bits per pixel.
5. Degradation of the image quality due to speckle noise.
For a detailed discussion on various parameters which effect the image quality and
the resolution limits in digital holography, the reader is referred to [58, 71].
3.2.2 Experimental setup used in this thesis
The basic experimental set up used is illustrated above in Fig. 3.3. A full description
of the practical implementation as well as details on the optical elements is can be
found in Appendix A. Here we briefly describe a few features. We use a Mach-Zehnder
interferometer employing a diode pumped solid state laser (λ=785nm) to record digital
holograms. This is described in more detail in Appendix A. It was used to record
holograms of numerous objects for full 360 degree range of perspectives and in different
configurations like lensless Fourier and synthetic aperture. A Labview interface was
developed for fully automated recording and a novel phase shift calibration algorithm
was developed. These are described in Appendices B and C. Some modifications to the
setup are also described in other chapters. Reconstruction of holograms recorded for
the Real3D project are shown in Appendix D.
Fig. 3.5 shows a typical inline hologram captured from the setup and 3.6 shows the
reconstruction which results from the direct application of the Fresnel transform on the
hologram. A photograph of the object used is shown in Fig. 3.4. As it can be seen,
there is a significant amount of noise present in the reconstructed image. The central
rectangular block is the zero-order term and the surrounding haze of noise is the result
of speckle and twin-image noise which are discussed in more detail in Section 3.4.
3.3 Reconstruction algorithms
In this section, we discuss the two most widely used methods for the implementation of
the Fresnel transform for reconstructing digital holograms. An integral part of these im-
plementations is the discrete Fourier transform (DFT). This is efficiently implemented
using the Fast Fourier transform algorithm. For the moment we assume that we can
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Figure 3.4: One of the objects used for recording digital holograms in this
thesis. A stormtrooper figurine (approximately 5cm tall).
Figure 3.5: An in-line Fresnel digital hologram
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Figure 3.6: Reconstruction from an in-line Fresnel digital hologram
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extract the (discretised) complex object wavefield from the interference pattern, i.e.
that we can remove the three unwanted terms that were discussed in Section 2.4 . We
will discuss how this is done later.
The Fourier transform is used to transform a continuous signal from the time (or
spatial) domain into the frequency (or spatial frequency) domain. The Fourier trans-
form U(f) of the function f(t) is defined as
U(f) =
∫ −∞
−∞
u(x) exp(−i2pifx)dx (3.1)
The inverse fourier transform is defined as
u(x) =
∫ −∞
−∞
U(f) exp(i2pifx)df (3.2)
We can define an operator F for the Fourier transform and similarly F−1 for the
inverse Fourier transform
When dealing with digital acquisitions of a continuous signal, one deals with discrete
matrices and the corresponding implementation of the continuous Fourier transform is
the discrete Fourier transform. For a discrete matrix, u(nT ) where n = 0, 1, ... is the
index and T is the sampling interval, the DFT is defined as
U(k) =
N−1∑
n=1
u(n) exp(i2pikn/N) (3.3)
The most computationally efficient method of implementing the DFT is the Fast
Fourier transform. The basic version of the FFT algorithm is the original radix-2
implementation by Cooley and Tukey [72]. It is based on the Danielson-Lanczos lemma
which links two N/2 sized FFTs to a single N size FFT. Using this, the FFT of a N
size matrix can be computed in O[N log(N)] computational cycles. As we will shortly
demonstrate the DFT (and therefore the FFT) play a central role in reconstructing
digital holograms.
If we now consider the object signal as u(x′) where x′ refers to the coordinate space
in the object plane which is located a distance z away from the camera. For simplicity,
we consider a 1-dimensional representation. In the plane of the CCD this signal is
denoted by uz(x). The relationship between these two planes can be described by the
Fresnel Transform, which models free space propagation of a scalar wave field under
the paraxial approximation and was derived in Chapter 2. For simplicity in this section
24
3.3 Reconstruction algorithms
we limit ourselves to the 1D integral form which is defined below. Extension of the
results to 2D is straightforward.
o(x) = Fz{O(x′)}(x) = Az
∫ ∞
−∞
O(x′) exp
[(
j
pi
λz
(
x− x′)2)] dx′ (3.4)
where Az is the constant phase factor (i/λz). The sampling of the digital camera may
be accounted for by multiplying by a train of Dirac delta functionals. Thus we obtain a
sampled version of O(x), which we can write as uz(x)
∑∞
n=−∞ δ(x−nT ). We can write
this in a shortened form as O(nT ) where −N/2 ≤ n ≤ N/2− 1 and T is the sampling
period of the camera. The reason we end up with a finite sum of delta functions is due
to the finite width of the camera, and the finite number of pixels therein.
3.3.1 The Direct Method
The digital recording process allows one to obtain O(nT ). Discretizing the input and
output variables of the Fresnel Transform, i.e. setting x→ nT and x′ → mT ′′, we get
o(mT ′′) = Az exp
[
j2pi (mT ′′)2
λz
]
×
N/2−1∑
n=−N/2
[
O(nT ) exp
[
j2pi (nT )2
λz
]]
exp
[−j2pinmTT ′′
λz
]
(3.5)
Focusing on the last term in Equation 3.5, if we fix the output sampling (in the image
plane) period as follows
T ′′ =
λz
NT
=
λz
WCCD
(3.6)
and if we interest ourselves with only a finite range of x′′, (x′′ denotes the image plane),
where corresponding to the range of samples defined by −N/2 ≤ m ≤ N/2 − 1, then
Equation 3.5 may be reduced into the form of the DFT,
o(mT ′′) = DIRECT {O(nT ), T, z, λ} =
Az exp
[
jpi (mT ′′)2
λz
]
DFT
{
O(nT ) exp
[
jpi (nT )2
λz
]}
(mT ′′) (3.7)
It is very useful to have this equation in the form of the DFT because the DFT may be
implemented in a computationally efficient manner (N logN computations compared
with N2) by employing an FFT algorithm. The resulting numerical algorithm, derived
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Figure 3.7: Input and Output widths of images obtained by reconstructing
holograms using the direct method for simulating the Fresnel transform.
from Equation 3.7 is known as the direct method and is made up of three parts (i) mul-
tiply the hologram by a discrete quadratic phase factor; (ii) Implement the DFT using
an FFT algorithm and; (iii) Multiply the result by a second discrete chirp function.
The output distribution spans a width of NT ′′ pixels which we can calculate to
be λzT . In Fig. 3.7 we illustrate the dependence of the output reconstruction width
on the distance parameter. The inner lines show the window obtained by the direct
method for a range of different distances. The outer lines show the maximum possible
width of a discrete signal with these characteristics using the Fresnel approximation. In
Fig. 3.8 we further illustrate this point by showing the reconstructed images of digital
holograms of the same object recorded at four different distances.
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Figure 3.8: Reconstructions from direct method when the object is placed at
four different distances and reconstructed using the appropriate distance from
the sensor. Clearly as we increase the value for z we also increase the output
reconstruction width.
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3.3.2 The Spectral Method
Another method for simulating the Fresnel transform is known as the spectral method.
This method is based on the fact that the Fresnel transform is a convolution and may
be written as a product with a chirp function in the frequency domain. The Fresnel
transform may be written as
o(x′) = AzF−1
{
F
{
O(x) exp
(
j2piλzk2
)}}
(3.8)
where = is the Fourier transform and transforms the signal into the frequency, k, domain
and Az is a constant. The following algorithm for simulating Fresnel transform may be
derived from this expression.
o(mT ′′) = SPECTRAL {O(nT ), T, z, λ} =
AzIDFT
{
DFT {O(nT )} exp
[
j2piλz
(
l
NT
)2]}
(3.9)
where the integers n, m and l all have ranges from −N/2 ≤ n,m, l ≤ N/2−1 and where
IDFT represents the inverse DFT. The IDFT can also be implemented by a FFT. The
result is that we obtain samples of our reconstruction with a pitch T ′′ = T . Unlike in
the previous case of the direct method the output spatial width is not proportional to
the reconstruction distance z and remains at a constant value of NT ′′ = WCCD. In Fig.
3.9 we illustrate this point showing the constancy of the output window width from
the spectral method, regardless of distance. An important point arises if the actual
object size is greater than the output window width. In this case we zeropad the input
hologram up to a size equal to that of the object. For the dice object used in the current
experiments we have N = 1392, T = 6.45µ m and WOBJ=1.5cm. Thus, our hologram
size (and therefore our output window size) is WCCD=9mm and is considerably smaller
than the object size. We therefore ’zeropad’ (by embedding the hologram matrix a
larger matrix of zeros) our hologram up to a value of N = 2700 and we reconstruct this
new enlarged hologram. For the sake of comparison we do this to the four holograms
previously reconstructed by the direct method in Fig. 3.8 corresponding to the same
object recorded at four different distances. The width in pixels is converted to units in
distance by multiplication by corresponding pixel pitch in the reconstruction plane. The
result is shown in Fig. 3.10. We expect to see the same output window size in all four
cases. However, it is noticeable that the object appears to be different sizes in all four
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Figure 3.9: Input and Output widths of images obtained by reconstructing
holograms using the spectral method for simulating the Fresnel transform.
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Figure 3.10: Reconstructions from spectral method when the object is placed
at four different distances from the camera and reconstructed using the appro-
priate distance parameter..
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holograms and appears to be larger for increasing recording distance. This is attributed
to the presence of a slight spherical curvature on the reference beam which brings about
an effective magnification in reconstruction. We now examine the impact of failing to
zeropad the hologram sufficiently and we reconstruct the dice hologram (at distance z =
130 mm) for varying amounts of zeropadding. Four different reconstructions are shown
in Fig. 3.11. We can see that for no zeropadding the object is not reconstructed at all.
The aliased copies begin to separate out as we increase the amount of zeropadding up
to the point where we have full separation when the zeropadding is sufficient to bring
the effective hologram size up to that of the object. We note that increasing the number
of samples in this way has a detrimental effect on the time taken to reconstruct. For
this reason the direct method is often the method of choice if there is a better match
between its output window width at the appropriate reconstruction distance and the
physical size of the object.
3.4 Features of digital holograms
3.4.1 The zero order and the twin image
As discussed in Chapter 2, the digital hologram consists of 4 different terms. When
the digital hologram is reconstructed, these 4 terms give rise to 4 different entities in
the reconstruction plane. The terms due to the object and the reference give rise to
the zero order in the reconstruction. The zero order term due to the reference beam is
always located on the axis at the center of the reconstructed image. The two remaining
terms are conjugate to each other. One term represents the object image itself and the
other term is called the twin image. The twin image noise is a fundamental problem in
holography and removing it from reconstructions of holograms is still a very active area
of research. Leith and Upatnieks adapted a technique from synthetic aperture radar and
applied it to optical holography to separate the object and the twin image spatially [30].
This was termed the off-axis technique and it involves the use of an off-axis reference
beam instead of an inline one. The off-axis reference beam induces a linear phase shift
in the hologram plane and thereby induces a spatial shift in the reconstruction plane.
In many non-optical applications of holography such as electron holography and x-ray
holography, in-line holography is still the architecture of choice due to lack of optical
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Figure 3.11: Reconstructions from spectral method using varying amounts of
zeropadding.
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elements to divert such beams. In the case of Fresnel in-line holography, the twin image
manifests itself as an out-of focus speckle like pattern overlying the object image.
3.4.2 Numerical refocussing
In digital holography, we use a numerical lens to propagate the complex object wave and
create the image. An important advantage with this is the ability to refocus the image
at a different distance. Given a digital hologram and the wavelength and camera used
to record it (specifically the pixel pitch), we can numerically propagate the wavefield
and detect the distance at which the object comes into focus. Fig. 3.12 shows a complex
hologram being propagated to 3 different planes, one of which is the right focussing
plane. The correct focussing distance can be detected by using a focussing metric such
as variance which is defined in Equation 3.10 where xi are the pixel values and µ is the
mean of the section of the hologram. Another metric which can be used is the energy in
a high frequency region in the Fourier transform of the reconstruction intensity. This
approach works on objects having sharp edges and features.
V = σ2 =
N∑
i=1
(xi − µ)2
N
(3.10)
Figure 3.12: Reconstruction of the digital hologram at 3 different distances.
Hologram was propagated using the direct method.
When the object is in focus, the edges and the sharp features of the object stand
out and cause an increase in variance or the energy of high frequencies. Fig. 3.13 shows
a focussing curve using variance in the reconstructed image as a focussing metric. As
it can be seen, the variance peaks when the object is sharply in focus and the correct
focussing distance can be recovered. The focussing curve also reveals the depth of focus
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and thereby the effective numerical aperture of the system. The depth of focus typically
varies as ≈ λ
NA2
[63]. The narrower the width of the focussing curve, the larger the
aperture of the digital holographic imaging system .
Figure 3.13: Plot of variance in a section of the reconstruction vs focussing
distance. The hologram was propagated using the direct method.
3.4.3 Reconstructions from partial holographic data
An important feature of holography is the distributive nature of the holographic data.
The hologram is recorded in a Fresnel transform plane where each pixel in the hologram
is the result of a complex sum of all the coherent light emitted from all the points on the
object. Thus the object can be reconstructed, albeit with lower resolution, with only
partial data taken from the hologram. This also gives us the ability to get different
view-points or perspectives of the 3D object in the reconstruction. The ability to
get perspectives of the 3D object is critical for the use of digital holography in 3D
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display. The hologram is recorded on a sensor with finite area and each region of the
sensor observes a different viewpoint of the object. Thus different perspectives can be
reconstructed by isolating different areas from the hologram and reconstructing them.
Fig. 3.14 shows the reconstructions obtained from two different regions from a digital
hologram.
The distributive nature of the holographic data can also be seen when holograms
are quantized. i.e. the number of bits used per pixel to store the information of the
hologram is reduced. We see that even for highly quantized holograms, the object can
be reconstructed. We show some examples in Section 3.6 and discuss this in detail in
Chapter 5.
3.4.4 Speckle
Digital holographic imaging requires the use of a coherent light source. When coherent
light reflects from a rough surface or is transmitted through a medium with random re-
fractive index inhomogenities, the resulting pattern of light is called a speckle pattern.
Speckle is a very important area of study in optics. As mentioned in [73], phenomenon
related to speckle arise in other regions of the electromagnetic spectrum like scattering
of X-rays, radar noise and scattering of electrons by carbon films. In optics, speckle
is observed mainly in laser based coherent imaging and in astronomy. Techniques
involving the use of speckle have many applications, a few of them being speckle inter-
ferometry [74], stellar speckle interferometry [75], testing of optical components [76],
doppler vibrometry [77], etc. Speckle emanating from an object’s surface carries impor-
tant information about the surface properties and is thus not always a source of noise.
In the case of coherent imaging of diffuse objects (as is done in digital holography),
speckle tends to degrade the image quality.
The average speckle size, ∆ in the reconstructed image plane[46] is given by
∆ =
λd
NP
=
λd
WCCD
(3.11)
where WCCD is the size of the detector in number of pixels and P is the pixel
size and WCCD is the width of the camera. There are several methods to reduce the
degrading influence of speckle [78]. A very effective method to remove speckle is by
using a moving diffuser. In this method, the object is illuminated with light passed
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Figure 3.14: Perspectives obtained from different sections of the hologram a)
shows the full reconstruction and b) and c) show the reconstructions obtained
from only part of the hologram. This figure shows that the object can be
reconstructed even from partial holographic data. The angular perspective in
digital holography is typically 2-3 degrees and it is thus difficult to perceive in
the above reconstructions.
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through a diffuser. This generates a speckled image of the object. The diffuser is then
moved to generate a different illumination pattern on the object and thus a different
speckle pattern in the image. The different images obtained by moving the diffusers
are added together [46, 73, 79, 80, 81]. The resulting image has less speckle than the
original image but a lower resolution.
3.5 Architectures for digital holography
Depending on the reference beam, there can be a different architectures of a digital holo-
graphic interferometer. If the reference beam is a plane wave, then the reconstruction
is obtained by a Fresnel transform. If the reference beam is a spherical wave originating
from the same distance as that of the object, then the reconstruction is obtained by a
Fourier transform resulting in what is called a lensless Fourier imaging system. Even
though we show the various architectures for recording digital holograms of relatively
large macroscopic objects, the same experimental setups can be used to perform digital
holographic microscopy by placing suitable lenses like objectives for magnification at
the appropriate place in the object beam.
3.5.1 Fresnel
A digital hologram can be represented by a sum of four interference terms. If O and
R represent the reference wave field and the complex amplitude of the object wave at
the hologram plane respectively, then the hologram, H can be represented by
H(x) = |O(x)|2 + |R(x)|2 +O(x)R(x)∗ +R(x)O(x)∗ (3.12)
For simplicity, we use a one dimensional (1D) representation. The hologram, H contains
the object information, O in the third term. When the reconstruction operation is
performed on H, the other three terms contribute to the zero order noise and the twin
image. The relationship between the wavefield at the hologram plane, O, and the object
plane, o, is given by the Fresnel transform under the paraxial approximation.
O(x) = exp
(
jpix2
λd
)
F
{
o(x
′
)
(
exp
jpix
′2
λd
)}
(x) (3.13)
In the case of a plane reference beam, the reconstruction is obtained by a numerical
simulation of the Fresnel Transform as described in Section 3.2. The input to the
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numerical propagation algorithm is the digital hologram. It is shown in Equation 3.13
for a 1D case. The simpler of the two reconstruction methods discussed previously
was the Direct method which involves the multiplication of the hologram, O(x) by a
numerical quadratic phase factor or chirp and then taking a Fourier transform of the
product. In the Fresnel case, the twin image noise occurs as an out-of-focus noise in the
reconstructed image. A Fresnel system can be in-line or off-axis depending on the tilt
of the plane reference wave. Fig. 3.15 shows the reconstruction with an inline Fresnel
system and Fig. 3.16 shows the reconstruction with an off-axis reference wave. As it
can be seen, in the off-axis case, the twin image noise does not overlap with the object.
Figure 3.15: Reconstruction from an in-line Fresnel digital hologram after zero-
order filtering.
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Figure 3.16: Reconstruction from an off-axis Fresnel digital hologram after
zero-order filtering.
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3.5.2 Lensless Fourier
Lensless Fourier digital holography involves the interference of the object wavefield with
a spherical reference wave originating from a point source located at the same distance
away from the sensor as the object. The basic idea is that we optically multiply the
hologram with a quadratic phase factor so that it is not necessary to do it numerically.
The Fresnel transform then becomes the Fourier transform aside from some constant
phase factors. The reference wave from a point source displaced laterally by ξ and
placed at a distance d away is represented by R = exp
[
ipi(x−ξ)2
λd
]
. The reconstruction
can be written as follows
F {H(x)} (x′) = F
{
|O(x)|2
}
(x
′
) + δ(x
′
)
+o∗(ξ − x′) exp
[
jpi(ξ − x′)2
λd
]
+o(x
′ − ξ) exp
[
−jpi(x′ − ξ)2
λd
]
(3.14)
The Fourier transform of the reference beam is a Dirac delta function, δ(x
′
). So
long as o(x
′
) has a finite extent and ξ is sufficiently large we can expect the latter two
terms to be spatially separated from the zero order terms and which occupy an area
in the center of our reconstruction. In this way the complex object wavefield o(x
′
) can
be recovered. The reconstructed complex image, aside from a quadratic phase factor
is thus given by the inverse Fourier transform of the hologram. This is achieved by
calculating the DFT using the FFT algorithm. A comprehensive analysis of the extent
of these four terms in Equation 3.14 can be found in [62].
A schematic for the experimental setup for lensless Fourier digital holography is
shown in Fig. 3.17. The spherical reference beam is generated by placing a lens (focal
length 10cm) in the path of a plane collimated reference beam such that the lens
generates a point source at the same distance as the object is from the camera. Fig.
3.18 shows the reconstruction from an off-axis hologram. In Fourier digital holography,
both the object and twin image appear in focus in the reconstruction plane but they
are inverted. In Fig 3.2 the object DC term actually occupies the entire reconstruction
plane and thus we have not ensured a correct spatial separation. However in this case
we have lowered the power of the object term sufficiently that the object DC is weak
relative to the other terms.
40
3.5 Architectures for digital holography
Figure 3.17: Schematic for lensless Fourier digital holography. This experimen-
tal set up was used to generate the some of the results for Chapter 5 in this
thesis.
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Figure 3.18: Reconstruction from an off-axis Fourier digital hologram
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3.5.3 Phase shifting digital holography
The idea of using phase shifted holograms was first applied to digital holography by Ya-
maguchi [82] and can be explained as follows. Using a piezo-electric actuator which can
precisely move to nanometer accuracy we can introduce systematic phase differences in
the reference beam. In the commonly used four step phase shifting interferometry tech-
nique, four interferograms are captured with a pi/2 phase shift between the interfering
wavefields. The object wave field is computed from these four images.
Let I1 be the hologram recorded from the camera.
I1 = |o(x)|2 + |r|2 + 2ro(x) cos(φo(x)) (3.15)
If three additional holograms, I2, I3 and I4 are captured after inducing a phase
shift, corresponding to pi/2, pi and 3pi/2 respectively in the object beam, then the new
holograms can be written as
I2 = |o(x)|2 + |r|2 + 2r[o(x) cos(φo(x) + pi/2)]
= |o(x)|2 + |r|2 − 2r[o(x) sin(φo(x))] (3.16)
I3 = |o(x)|2 + |r|2 + 2ro(x) cos(φo(x) + pi)
= |o(x)|2 + |r|2 − 2ro(x) cos(φo(x)) (3.17)
I4 = |o(x)|2 + |r|2 + 2ro(x) cos(φo(x) + 3pi/2)
= |o(x)|2 + |r|2 + 2ro(x) sin(φo(x)) (3.18)
Now, we have 4 interferograms and the phase term, φo(x) can be calculated as
φo(x) =
I4 − I2
I1 − I3 (3.19)
and the amplitude term, ro(x) can be calculated as
ro(x) =
√
(I4 − I2)2 + I3 − I1)2 (3.20)
43
3. DIGITAL HOLOGRAPHIC IMAGING
Figure 3.19: The 4 holograms obtained using 4 step phase shifting.
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Figure 3.20: Reconstruction from complex wavefield obtained using phase shift-
ing. The exposure time was kept the same for all the holograms compared.
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We have implemented phase shifting in our experimental setup and Fig. 3.19 shows
the 4 interferograms obtained experimentally. Fig. 3.20 shows the reconstruction ob-
tained from the phase shifting technique and Fig. 3.21 shows a comparison of the
reconstructions from ordinary in-line with phase shifting. The improvement in image
quality can clearly be seen.
3.6 Optical reconstruction of digital holograms
Digital holograms can not only be reconstructed numerically but also optically. This
can be done by using light modulating devices like Spatial light modulators (SLMs).
The FP7 funded REAL3D project is centered around developing technologies based
on digital holography for 3D display purposes. Spatial light modulators can be either
amplitude or phase modulating in nature. Phase modulating SLMs are more suitable
for digital holography because most of the information is present in the phase of the
hologram.
Fig. 3.24 illustrates the concept of optical replay of digital holograms. The hologram
values are addressed to the pixels of the SLM and a coherent beam of light is made
to illuminate the device. The wavefield embedded in the hologram is diffracted from
the pixels of the SLM and an observing viewer can see the 3D object when viewing
through the SLM. As a partner university in the REAL3D project, we have provided a
number of high quality digital holograms of various objects to other project members.
We have also experimented with optically replaying the holograms captured with our
experimental setup. A replay setup shown in Fig. 3.22 was built at NUIM and a real-
time 3D capture, transfer and replay setup was implemented. Digital holograms were
recorded and were transferred using the local ethernet connection and replayed on the
replay setup. The SLM used was a HoloEye LCOS reflective (model HEO1080P) with
1920 x 1080 pixels and a pitch of 8 µm. The laser used was a fiber coupled 532nm diode
pumped solid state laser. Digital holograms of an object were captured using phase
shifting and displayed on the SLM. Fig. 3.23 shows the numerical reconstructions before
and after phase shifting. Fig. 3.24 shows the reconstruction obtained when replayed
on the SLM.
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Figure 3.21: Comparison of PSI with inline-holograms. a) is the reconstruction
from in-line hologram without filtering and b) is the reconstruction from the
phase obtained by phase shifting.
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Figure 3.22: Experimental setup for reconstructing digital holograms. Built by
Gregorz Finke of Warsaw University of Technology in our lab at NUIM.
Figure 3.23: Numerical reconstructions of the ‘screws’ object. The screws are
each approximately 2cm long. (a) Reconstruction from the original hologram.
(b) Reconstruction obtained after phase shifting
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Figure 3.24: Optical reconstructions of the ‘screws’ object
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3.7 Conclusion
In this chapter, we have discussed the most important features of the digital holographic
imaging system. We discussed the issues which arise in digital holography such as the
twin image noise and speckle noise. We derived the two important algorithms, the
direct method and the spectral method which are used to reconstruct digital holograms.
We also discussed the three different architectures which can be used to record digital
holograms. We concluded by mentioning the optical reconstruction of digital holograms
which forms the basis for the Real3D project. In the next chapter, we show some
methods which we developed for the speed up of the reconstruction of digital holograms.
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algorithms for digital holography
4.1 Introduction
In the previous chapters, the digital holographic imaging system and the reconstruction
algorithms was discussed. In this chapter, we discuss some ways to speed up the
computations involved in the reconstruction algorithms. For applications like real time
digital holographic microscopy (DHM) and digital holographic interferometry of fast
changing events, it is useful to decrease the reconstruction time of the digital holograms.
Recently the use of graphics cards for general purpose computing is becoming popular
[83, 84, 85]. These methods exploit the parallel many-core capability of the GPU
(graphics Processing unit) to offer a significant speedup (5x-20x) over CPUs (central
processing unit). GPGPU (General purpose computing on GPU) has been used to
increase the speed of reconstruction of holograms on the GPU architecture. These
hardware approaches require extra hardware and programming effort. Another way
to decrease processing time is to reduce the numerical complexity of the algorithm
by reducing the memory usage. As imaging sensor technology grows towards larger
CCDs/CMOS and higher bit-depth cameras and digital holography finds more practical
applications, such studies are very practical. In this chapter, we investigate two novel
approaches to reduce the reconstruction time and the computational complexity of the
reconstruction algorithms in digital holography. In Section 4.2 we introduce the idea of
fixed point arithmetic for digital holographic microscopy and in Section 4.3 we discuss
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pre-computation and quantization of chirp matrices to decrease the reconstruction time.
The work presented in this chapter led to the publication of a journal paper [1] and a
conference paper [2].
4.2 Fixed point arithmetic based implementation
The numerical reconstruction process that is used both for digital holography in indus-
try and in the research community employs floating point arithmetic. There are two
major formats for representing real numbers in bit-sequences of 0s and 1s; floating point
and fixed point. Computationally fixed point arithmetic is less demanding than floating
point arithmetic. Fixed point devices have a simpler architecture with fewer gates and
transistors and thus have smaller cycle clock time and are faster. Additionally fixed
point processors consume less power and generate less heat than floating point proces-
sors and are thus well suited to portable devices where battery life is more important.
Most embedded systems and handheld units have fixed point processors [86]. Already
there are variants of DHM that do entail some degree of portability in the recording
side such as submersible-digital inline microscopes for detection of life forms in remote
inaccessible areas [87], holographic on-chip cytometry [88], plankton sampling [89] etc.
In scenarios like these, it is essential to optimize the numerical reconstruction process
so that it takes up as minimum resources as possible if reconstruction is to be carried
out on site.
A floating point bit sequence in binary can be broken into two smaller bit sequences,
the signed mantissa and the signed exponent. In the IEEE floating point notation[90]
a number is represented by N = (−1)s ×m × 2(e−127) where s is the sign bit, m, the
standard binary number represented by the (normalized) fractional mantissa and e the
(biased) exponent. Employing a mantissa and an exponent allows the radix point to
‘move’ within the string of digits and thus floating-point notation allows calculations
over a wide range of magnitudes, using the same number of digits as a fixed point
notation. By convention, the mantissa varies between 0.5 and 1. The spacing between
the numbers in a floating point representation is not uniform. Smaller numbers are
closer to each other and larger numbers have larger separation.
Fixed point notation is simpler and is used in low end microprocessors where there is
no floating point unit. The most common fixed point notation is the ‘two’s complement’.
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In two’s complement, positive numbers always start with a 0 and negative numbers start
with a 1. If the first bit of a two’s complement number is 0, the value is obtained by
calculating the standard binary value of the number. If the leading bit of a two’s
complement number is 1, the value is obtained by assuming that the leftmost bit is
negative, and then calculating the binary value of the number. The spacing between
all the numbers is uniform and thus fixed point notation can be viewed simply as a
scaled integer. The position of the radix point is fixed. A thorough description of fixed
point and floating point arithmetic can be found in [91].
The setup for a typical DHM is shown in Fig. 4.1. An algorithm is presented
for Fresnel propagation of complex phase data for phase contrast microscopy that is
entirely based on fixed point arithmetic.
Figure 4.1: Setup for digital holographic microscopy. The optical and the
numerical channel in digital holographic imaging are shown.
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In addition the fixed point algorithm is tested on experimentally recorded digital
holograms of a micro-lens array. The phase contrast microscopic images obtained al-
low us to investigate the quality of the phase reconstructions and to determine the
minimum number of bits that give good reconstruction of the quantitative phase in-
formation. Previous studies on quantization have focused on reducing the number of
bits only in the digital hologram for compression [92] [93]. By limiting the number
of bits for every stage in the reconstruction algorithm, effectively all the variables in
the reconstruction channel are quantized. In these experiments, a commercially avail-
able digital holographic microscope (DHM-T1000) from LynceeTec Inc is used. Using
this microscope, the wrapped phase hologram of a microlens from a microlens array
is recorded. An offaxis architecture is employed and the hologram is captured with a
microscope objective of power 10x and NA 0.25. The camera in this microscope is a
1392 × 1040 pixels firewire camera and the laser is a monochromatic 682.5nm laser
source. The object under investigation is a microlens array.
As discussed in Chapter 3, different algorithms exist that simulate the Fresnel trans-
form. These different algorithms are derived from different expressions for the Fresnel
transform. The study in this chapter is limited to the fixed point implementation of the
convolutional method to reconstruct microscopic specimens using Matlab’s fixed point
toolbox. This is done because the convolution method is usually the reconstruction
method of choice for DHM.
The key step in this implementation is the 2D-fixed point FFT algorithm. For this
study an ‘in-place’ radix-2 fixed point as described in [72] is implemented. All the
variables involved in all the stages of the reconstruction process (the phase hologram,
the FFT twiddle factors and the chirp matrix elements) are essentially sines and cosines
(fractions lying between -1 and 1). They can be represented by choosing n bits where
one bit is assigned to the sign of the number and the remaining n-1 bits are assigned
to representing the fractional part. Sines and cosines are calculated by the Taylor
series expansion in fixed point processors. This is computationally expensive as each
element requires many multiplications and additions and can be speeded up using
a precalculated table. For this reason almost all DSP systems employ a precalculated
table of sines called the Look up table (LUT). The fixed point reconstruction algorithm
is as follows:
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• Convert discrete phase signal P into the chosen fixed point notation of n bits.
• Perform discrete 2D fixed point FFT of P. A = fixedptfft2(P);
• Calculate grid of the X-Y plane. (m,n) = (m∆x,n∆y) for m = −M2 to M2 −1 and
n = -N2 to
N
2 − 1
• Calculate B = exp[ i2piλd ] exp[−ipiλd( mMdy )2 + ( nNdx)2] in fixed point precision using
a look-up table where λ is the wavelength,d is the specimen distance, dy and dx
are the pixel pitches of the sensor.
• Convert B into the chosen fixed point notation of n-bits.
• Calculate C = A.*B; where .* represents element by element multiplication.
• Perform discrete 2D fixed point FFT of C. D = fixedptfft2(C);
To compare the performance of the fixed point reconstructions with that of the
floating point reconstructions, the reconstructed phase is unwrapped using the discrete
cosine transform method [94]. The phase reconstruction becomes perceptible after 18
bits of representing data and shape of the microlens is completely perceptible at 20 bits
Fig. 4.2 (a). The RMSE error in the surface height at 20 bits is 140nm. At 24 bits it
is 6.28nm Fig. 4.2 (b) and at 32 bits it is 0.028nm. The floating point reconstruction
is shown in Fig. 4.2 (c) for comparison.
The time taken by a version implemented on hardware is dependent on the total
number of computations involved in the algorithm which can be calculated approxi-
mately. The total number of operational cycles required for multiplying a ‘p’ bit word
with a ‘q’ bit word is pq and the total number of operational cycles required for the ad-
dition of a ‘p’ bit word to a ‘q’ bit word is max (p,q) [95]. A radix-2 FFT takes 2N logN
multiplications and 3N logN additions [72]. If we have a hologram of size N pixels and
all the variables required for the numerical reconstruction at ‘b’ bits, then the total
computational cycles required for reconstruction will be b2(4N logN+N)+b(6N logN).
The number of computational cycles and the resulting error in the surface height for
a 512x512 hologram is shown in Fig. 4.3. The latter is calculated by comparing the
unwrapped phase from reconstructions from the fixed point algorithm against ‘ideal’
reconstruction from the floating point algorithm. The ‘*’ line shows the increase in
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Figure 4.2: Fixed point reconstructions Reconstructions for (a)20 bits fixed
point (b) 24 bits fixed point and (c)64 bit(double precision) floating point.
The surface profiles(third row) are shown for the horizontal black line in the
second row.
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the number of computations in the reconstruction algorithm as the variable bit length.
The ‘x’ line shows the corresponding decrease in the RMSE error of the unwrapped
phase. It is seen that as the bit size increases, the number of computations grows al-
most linearly (N logN complexity) but the error in the reconstructed phase decreases
exponentially ( 1
2N
). At 24 bits the total number of operations is approximately 45%
less than those at 32 bits.
Figure 4.3: Number of computations required in reconstruction and the RMS
error in the surface profile. Experimental results show that each additional
bit reduces the error by half.
We have reconstructed phase contrast digital holograms using fixed point arithmetic
for the entire reconstruction process. We have shown that it is possible to reconstruct
quantitative phase data with good fidelity using fixed point arithmetic with 20 bits or
more for reconstructing using the convolutional method. The number of computations
decreases with the number of bits but the error in the signal increases. The number of
bits can be chosen to suit the accuracy required by the application. We believe that
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this work will facilitate the use of low power fixed point processors for a fully portable
record display digital holographic microscope. Such a device would have widespread
application in on site industrial inspection and bedside cellular imaging.
4.3 Precomputation and compression of chirp
In the previous section, we aimed to reduce the number of operations required to
multiply and add the variables by representing them in a fixed point format. In this
section, it is aimed to (i) reduce the numerical complexity of the reconstruction of the
digital hologram on general computer architecture by precomputation and quantization
of the quadratic phase factor also termed as a ’chirp’ used in the Fresnel transform.
(ii) to study the impact of quantization in the numerical computation/reconstruction
of digital holograms and how the memory usage in the reconstruction of a DH can be
minimized. It is shown that precomputations of the chirp can speed up the computation
on CPUs and GPUs. The chirp matrix is subjected to quantization to compress it
and reduce the memory size. The effect this has on the reconstructed image quality
is studied and finally these precomputed and compressed matrices are shown to be
effective in a variance based focus search algorithm in which many reconstructions are
required at various distances.
The idea behind pre-computation can be seen in the the practical implementation of
the direct Fresnel transform which is as follows. Since we are interested in the intensity
of the reconstructed image, we ignore the constant phase factor in the reconstructions.
• Calculate the grid of the X-Y plane where each element represents the x, y co-
ordinates of the pixel. (m,n) = (m∆x, n∆y) for m = −M/2 : M/2 − 1 and
n = −N/2 : N/2− 1
• Calculate the chirp C = exp−i piλd(m2 + n2) at all the points on the grid.
• Perform element to element multiplication of C and O to give P = C.O
• Perform a 2D DFT on P . F = 2DFFT (P ).
• The reconstructed image intensity is given by |F |2.
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We focus our attention to the intensity of the reconstructed image and thus the second
phase factor is not calculated. The camera pixel pitch is ∆x and ∆y in x and y
directions. O is quantized according to the quantization level of the camera and C is
calculated in the computer with user defined precision. In order to speed up the Fresnel
reconstruction, we note that the input chirp is independent of the input hologram
field. The second chirp and the constant factors are also independent of the input.
These matrices are composed of the exponential phase factors which are time-consuming
to compute. If we precalculate a range of these matrices for different distances and
load the corresponding data from memory during reconstruction, we can save 2 N ×
M computations of sines and cosines and thus reduce the time for reconstruction.
This is advantageous for real time high resolution digital holographic systems running
on nominal hardware. The computation reduces to 2 vector multiplications and the
FFT algorithm. Table 4.1 shows the speedup on different hologram sizes achieved by
precomputation.
Hologram size No loading(seconds) With loading (seconds) Speedup
100x100 0.0613 0.04731 1.3
200x200 0.1027 0.07023 1.46
500x500 0.439 0.26449 1.66
1000x1000 1.736 0.99297 1.74
2000x2000 7.1904 4.22684 1.7
Table 4.1: Speedup on CPU
We perform the reconstructions using preloading on a NVIDIA Geforce graphics
card (with 768 Mb of onboard memory) on a AMD Athlon 64 X2, 2.31Ghz, 2 GB
RAM . We use the Jacket engine from Accelereyes for Matlab to run our code on the
GPU. The results are shown in Table 4.2. A large number of these chirp matrices which
cover a large distance can be stored permanently in memory and can be accessed by
the program whenever the reconstruction is demanded for a particular distance.
To speed up the computation further, we quantize the chirp phase factor and study
the effect on the reconstruction. We do so by restricting the total number of angles
used to calculate the sines and cosines in the chirp. Thus the chirp matrix can be
represented using fewer bits. This reduces the total filesize of the data file and thus
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Hologram size No loading(seconds) With loading (seconds) Speedup
100x100 0.0629 0.0555 1.13
200x200 0.0646 0.0522 1.23
500x500 0.0854 0.0672 1.27
1000x1000 0.1819 0.0775 2.34
2000x2000 0.5336 0.2514 2.12
Table 4.2: Speedup on GPU
allows the possibility to load up a large number of matrices in the program memory
space. The quantized chirp can further be subjected to a lossless or lossy compression to
reduce the file size further of the precomputed matrices. The compressed files will then
have to decompressed during execution of the Fresnel integral. Consider the algorithm
described in section 1 to compute the chirp phase factor for a hologram of an object
placed at a distance of 285mm of size 1024 × 1024, with a wavelength of 785nm and
with a pixel pitch of 6.45µm in both directions. Using the direct reconstruction, the
computed chirp matrix has a total of 104265 unique angles at which the sines and
cosines have to be calculated. If we bin the angles into a smaller number of levels, we
will not only reduce the number of computations required to generate the full chirp
matrix but also reduce the total number of bits per pixel required to ‘represent’ this
matrix. (For example using 512 angles we can represent using 9 bits per pixel). A
digital hologram of the object (a stormtrooper figurine), placed at a distance of 28cm is
recorded with our setup and the numerical reconstruction is performed using different
chirp matrices. Fig. 4.4 shows the quantized values of the angles and the resulting
phase distribution and the reconstructed image.
Fig. 4.4 (a), (d), (g), (j), (m), (p) and (s) show the angles representing the chirp
which are the unquantized, 512, 256, 64, 16, 8 and 4 angles respectively. Fig. 4.4
(b), (e), (h), (k), (n), (q) and (t) show the image of the real part of the chirp matrix
showing the subsequent quantization and Fig. 4.4 (c), (f), (i), (l), (o), (r) and (u)
show the intensity of the reconstructed image. As it can be seen limiting the number
of angles to just 4 gives perceptually satisfactory images. To quantify the difference,
we calculate the NRMS error between the reconstructed intensities and the original
intensity by using the following equation where Ifc is the reconstructed intensity when
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Figure 4.4: Reconstructions using quantized chirps.
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we use a complete chirp calculated at all the required angles and Iqc is the reconstructed
intensity resulting from the use of the quantized chirp in the reconstruction algorithm.
NRMSE =
√∑∑ |Iqc − Ifc|2√∑∑ |Ifc|2 (4.1)
Fig. 4.5 shows the NRMS error obtained from the reconstructions. The error is highest
for 4 angles in the chirp (0.241) and decreases with increasing the number of angles. It
can be debated whether the NRMS error metric is a reliable metric when comparing
images from a visual perceptive point of view.
Figure 4.5: NRMS error for the reconstructed images.
It has been shown that the MSE is not a good metric for such studies and variance
of the image is a better metric [96]. In Fig. 4.6 we show the percentage variance of the
reconstructed image versus the number of bits required for the angle in the chirp. The
variance changes to less than 30% for the 4 level representation.
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Figure 4.6: Change in variance with respect to the original.
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Because of the decreased variance of the data, the quantized chirp matrices can be
compressed effectively using lossless compression techniques. We use Matlab’s built-
in compression scheme used in saving MAT format files to compress and store the
chirp matrices. Matlab’s compression scheme is based on gzip and uses the DEFLATE
algorithm [97]. Fig. 4.7 and Fig. 4.8 show the reduction in filesize of the compressed
files. The compressed file size of the un-quantized chirp matrix is 10MB. The file size
of the quantized chirp and the average time taken to load and decompress the file
decreases along with the quantization level.
Figure 4.7: Size of compressed chirp.
We have shown that even with 4 level representation (2 bit) of the matrix, the re-
constructed object can be perceptible. We now investigate the application to a variance
based focus search algorithm to identify the correct focusing distance. The focusing
distance can be found by using variance as a measure of the sharpness of the image. A
section of the reconstruction plane was taken and the variance of that section measured
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Figure 4.8: Time taken to load and decompress the pre-computed chirp matrix.
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at different reconstruction distances. The variance was calculated for the chosen section
of the reconstruction plane. The focusing distance is 285mm as checked manually. The
variance of a reconstructed object in general varies smoothly as a function of recon-
struction distance. The jitter introduced due to the quantized chirp can be removed
by a moving average filter. Fig. 4.9 shows the variance vs. distance plot at different
levels of quantization. The correct distance has been unambiguously recovered even
when using a 2 bit representation of the chirp.
Figure 4.9: Variance of a section of the hologram as a function of distance of
reconstruction. The variance is highest when the object is in focus.
We have shown the benefits of using a table of precomputed chirp phase factor ma-
trix on the speed of digital hologram reconstruction on normal CPUs and GPUs. The
speedup improves with larger matrices and occurs due to the fact that loading large
data from memory takes very little time compared to calculation ’on the fly’. We have
reduced the quantization of the precomputed phase factors in order for it to be com-
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pressed effectively and have shown the NRMS error and variance of the reconstructed
image intensity. Additionally we have also shown how this highly quantized chirp can
be used in focus search algorithm where a large number of reconstructions at differ-
ent distances over the search range are required. We have limited our investigation to
the direct method of computing the Fresnel transforms which is made up of two chirp
multiplications and a FFT algorithm [8]. Other methods of reconstruction also require
calculation of chirp data which is independent of the input hologram. The convolu-
tion method discussed in the previous section and introduced in Chapter 3 requires an
FFT algorithm followed by multiplication by a chirp followed by a second FFT. Since
this chirp is independent of the input hologram field, its precalculation will also result
in considerable time savings. We can expect the same performance as for the direct
method for NRMS error and variance as well as speed up and memory storage. These
reduced complexity matrices can give perceptually satisfactory reconstruction of 3D
objects embedded in holograms and autofocus algorithm based on variance gives the
correct focusing distance.
4.4 Conclusion
In this chapter, we outlined our first investigations into quantization in the reconstruc-
tion algorithms. In section 4.1, we looked at using fixed point arithmetic for the entire
reconstruction process and this included the use of fixed point FFTs. We focused our
study on the convolution method of reconstruction with the application in mind of
using portable low power electronic devices for reconstruction of digital holograms of
microscopic specimen. This study was published in the journal paper [1]. In Section
4.2, we looked at quantizing the angles used in the chirp for the direct method of recon-
struction. We showed that the reconstructed intensity was clearly distinguishable even
with low quantization and we showed that precomputaion of these chirps allowed for
speed up of the reconstruction process with only a small overhead in terms of memory
storage. The investigation outlined in Section 4.2 was published in [2].
These two studies formed the basis of future research into understanding the effect
of quantization of the camera pixels on the final reconstruction in terms of both the
phase and the amplitude. This study is outlined below in Chapter 5. where we study
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the influence of quantization of the hologram on the reconstructed image and phase
quality. We also study the influence of shot noise.
68
5Additive noise in digital
holography: Statistical analysis
5.1 Introduction
In the previous chapter, we showed that reconstruction algorithms can be speeded up
by pre-computation and quantization of the variables involved in the computation. We
also implemented the reconstruction algorithm using fixed point arithmetic. These
studies motivated us to look deeper into the issue of quantization and its impact on
the reconstructed intensity. In this chapter, we do the following.
• In Section 5.2, we review the work done in quantization in digital holography and
the results and observations presented on this topic in the literature.
• In section 5.3, we analyze quantization noise in lensless Fourier digital holographic
imaging. In this architecture, the reconstruction is obtained by a single discrete
Fourier transform(DFT) of the recorded hologram. We believe the results can be
extended to the Fresnel case. To the best of our knowledge, this is the first time
that quantization has been studied for the lensless digital holography architecture.
• We study the influence of quantization noise in the hologram plane and the re-
construction plane in Section 5.3.1 and Section 5.3.2.
• We derive a simple theoretical model that predicts the effect of quantizing the
digital hologram on both the phase (Section 5.3.3) and intensity values (Section
5.3.4) of the reconstructed image.
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• We extend the results obtained to shot noise in Fresnel digital holographic mi-
croscopy in Section 5.4. We again develop a model for predicting the influence in
the reconstructed phase due to shot noise in the recording plane.
5.2 Quantization noise
In digital holography, an interference pattern is recorded on a digital camera. There-
fore quantization of the recorded hologram is an integral part of the imaging process.
Recently the resolution of CCD/CMOS sensors has increased significantly and with
it, so too has the computational requirement of a digital holographic imaging system.
The bandwidth needed for transmission of holograms from one point to another has
also increased and hence compression of digital holograms has been an active area of
research [9-18]. In this context, the quantization of the hologram and the result on the
reconstructed images has been studied before.
Reducing the number of quantization levels to represent the hologram has various
advantages. It directly reduces the memory requirement of the hologram and combined
with suitable processing and hardware can decrease the computational requirement of
the digital imaging system [1]. A quantized hologram can also be compressed effec-
tively. However, as a side effect, the quantization introduces a quantization noise in
the hologram and the reconstructed image. This can have an adverse effect on the
quality of the reconstructed intensity for 3D display applications and on the fidelity of
the phase information in the case of digital holographic microscopy. The advantages
and disadvantages of quantization in digitally recorded holograms in various recording
architectures have been discussed by a number of authors. Naughton et. al. [92] have
demonstrated the effectiveness of quantization in combination with lossy and lossless
compression techniques for transmission and storage of digital holograms. A networked
‘real time Fresnel field transmission system’ was developed by the authors in [98] to
test different compression algorithms. They obtained the complex wavefield by phase
shifting and then quantized and compressed the real and imaginary parts separately.
In [99], quantization of the real and imaginary parts of the complex hologram val-
ues (obtained from phase shifting) was studied in combination with lossless and lossy
compression techniques. In [100], reconstruction from pure phase objects was studied
and perceptible reconstructions were achieved by using a 1 bit (binary) representation
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level. Various other quantization schemes were developed and studied by Shortt et. al.
[101, 102, 103]. An in-depth simulation and experimental study on the effect of quanti-
zation in phase shifting digital holography was performed by Mills and Yamaguchi [93]
in which the individual phase shifted interferograms were quantized before calculating
the complex wavefield. They found that the use of 4 bits for hologram quantization is
adequate for ‘visual recognition’ of the reconstructed images. They also mention that
using 2 bits per pixel (4 levels) gives noisy reconstructions. In phase shifting digital
holography, Darakis et. al. studied the effect of compression in the individual interfer-
ograms, the complex hologram and in the reconstruction [104, 105]. Also see [106] for
a survey on quantization in holography.
The lowest quantization one can achieve directly is 1 bit per pixel, the binary
hologram. This introduces appreciable noise in the reconstructed image. If the noise in
the reconstructed image can be reduced, there are several advantages of using binary
holograms for display and projection applications. Ferroelectric binary SLMs have
very fast switching rate (upto 10000 fps) and can display holograms at a fast frame
rate. Binary holograms occupy considerably less memory (90% less than a 8 or 12 bit
per pixel hologram). Also, in principle it is faster to acquire binary holograms. Such
advantages of optical setups employing binary SLMs have been shown in [107] and
[108]. Another imaging strategy employing binary sensors and compressive sensing was
recently shown in [109].
In the 1960-70s, various authors studied the influence of quantization arising from
the finite printer resolution in computer generated holograms and their efficiency [110,
111, 112]. In [113], Powers and Goodman derive the probability of error in holographic
memory employing computer generated holograms when there is a quantization error
in the hologram plane. Binary holograms were especially studied [114] because of the
ease of printing and new methods were also developed for synthesis of binary CGHs
[115].
Using this experimental setup, we record a lensless Fourier hologram of a 2D object,
a USAF resolution chart. Since we are studying quantization, we intentionally use the
full dynamic range offered by the camera by adjusting the power in the beams. This
results in some saturated pixels. The percentage of saturated pixels is 0.5% and thus
has little effect on the reconstructed image. This hologram is quantized at 12 bit
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Figure 5.1: Setup for Fourier Digital holography.
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precision by the camera and is our benchmark hologram for comparing the effect of
further quantization.
5.3 A model for quantization noise in Fourier digital holog-
raphy
5.3.1 Noise due to quantization in the hologram plane
The image acquired by any digital image sensor is in a quantized format. This can be
further quantized computationally to suit the needs of the application, e.g compression.
We base our experimental results on digital holograms that are obtained by digitally
re-quantizing our benchmark 12 bit hologram to a reduced number of quantization
levels. We use the following notation throughout this chapter which is illustrated in
Fig. 5.3.
• H represents the ideal 2D hologram and h represents its ideal reconstruction.
Hl represents the re-quantized 2D hologram. hl represents its reconstruction. l
denotes the number of bits used to quantize the hologram.
• Ql represents the noise in the hologram plane due to quantization with l bits. It
is a 2D matrix representing the quantization error per pixel. ql represents the
resulting quantization noise in the reconstruction plane. ql is the DFT of Ql.
When an optical wavefield with a particular variation in irradiance (of dark to bright) is
incident onto the image sensor, the image sensor captures this variation in accordance
with the quantization rate. During the digital capture process the camera pixels convert
the charge acquired into a voltage and this voltage is digitized and quantized into a
pixel value which is directly indicative of the intensity of light incident on that pixel.
The interval between Mx and Mn is uniformly divided into 2
l levels and all the pixels
are ‘binned’ into their closest level. The quantizing interval thus is
∆l =
Mx −Mn
2l
(5.1)
and the quantized hologram thus has 2l levels. Quantization results in some loss of in-
formation and causes noise in the reconstructed image in both the phase and amplitude.
This is depicted in Fig.5.4 which shows the degrading effect of uniform quantization
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Figure 5.2: Captured test hologram and reconstruction. (a) The original holo-
gram. (b) The histogram showing the grayscale value and the corresponding
number of pixels. (c) and (d) the reconstructed image.
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Figure 5.3: Illustration of the notation used between the hologram plane and
the reconstruction(Fourier) plane. Ql stands for the quantization noise in
the hologram plane and ql stands for the quantization noise in the Fourier
domain. ql is complex and the reconstruction is the complex sum of the ideal
reconstruction h and the noise ql
on the reconstructed image quality. In Fig.5.4(a), we show the histogram of H12, the
hologram recorded using the full 12 bit range of the camera. In Fig.5.4(b) we show
the intensity of the resulting numerical reconstruction. In Fig.5.4(c), we show the his-
togram of H8, the case where the 12 bit hologram is re-quantized to 8 bits. In this
case there are 16 times fewer levels than the 12 bit case. Thus we see that the number
of pixels in each bin increases. In Fig.5.4(d), the intensity of the resulting numerical
reconstruction is shown. There is no apparent reduction in quality compared with the
12 bit case. In Fig.5.4(e) and Fig.5.4(f), the holograms and the reconstructed image is
shown for the 2 bit case where there are just 4 levels. Even though the visual quality
has decreased the object is still perceptible. Finally Fig.5.4(g) and Fig.5.4(h) show the
limiting case for quantization, the binary case where the object is immersed in a high
amount of quantization noise.
Quantizing in the way described above means that the value of the quantized pixel
will deviate from its correct value by ±∆l/2. Thus we can model the quantization
noise, Ql, by assuming that it is an additive white noise sequence with values uniformly
distributed between −∆l/2 and +∆l/2 where ∆l is the quantization interval[116]. In
the hologram plane, the quantized hologram can be written as
Hl = H +Ql (5.2)
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Figure 5.4: Histograms for various quantization levels and the corresponding
reconstructed images. (a) and (b) 12 bits, (c) and (d) 8 bits, (e) and (f) 4 bits
and (g) and (h) 1 bit( binary) cases.
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For such a uniform white noise sequence, the mean value is 0 as the noise is fluctuating
randomly between −∆/2 and +∆/2 and the variance can be derived as
σ2Ql =
∫ ∆l/2
−∆l/2
x2
(
1
∆l
)
dx =
∆2l
12
(5.3)
Thus for a quantizer with interval ∆, the standard deviation in the error is
σQl =
∆l√
12
=
Mx −Mn
2l
√
12
(5.4)
Figure 5.5: Standard deviation of the quantization noise in the hologram plane
vs the theoretical prediction.
We calculate the quantization error, Ql for different values of l in the following way.
The acquired 12 bit hologram, H12, is re-quantized (as described in section 5.3.1) down
to l bits to generate the lower quantized hologram, Hl. Ql is signal independent (for
low quantization levels) and additive and Hl can be written as Hl = H + Ql. Since
H12 ≈ H, this gives Ql = Hl − H12. We can thus calculate the quantization noise
for various values of l by computing Hl and subtracting it from H12. In Fig. 5.5, the
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Figure 5.6: Quantization of a sinusoidal signal and the corresponding quan-
tization noise for 3 different cases. (a) and (b) 5 bits (b) and (c)2 bits and
(d)and (e)1 bit. It can be seen that for 5 bits the quantization noise has a
higher variance (b) and for the 1 bit case(e) it has the particular characteristic
frequency of the original signal.
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theoretical and actual standard deviation in the quantization noise, Ql for different
values of l (from 12 bits to 1 bit) is shown. The standard deviation closely follows
Equation 5.4. The curves closely match except for the 1 bit case where there is a small
deviation from the predicted value. This led us to discover that at very low bit levels,
the quantization noise carries with it the same structure as that of the hologram, H.
This concept is illustrated in Fig. 5.6, where a simple sinusoidal signal is quantized to
32 levels (5 bits), 4 levels (2 bits) and 2 levels (1 bit). The quantized signal and the
quantization noise are shown for the 3 cases and it can be seen that when the signal
is quantized to the binary case, the quantization noise carries the same characteristic
frequency and the shape as that of the signal. Thus the noise is no longer a random
white noise but has the characteristic frequency of the signal. This is analogous to
the phenomenon of color banding in computer graphics which occurs when there are
very few bits per pixel available for representing color. The concept of dithering in
signal processing is related to reducing such effects in highly quantized signals [117]. In
Fig.5.7, we plot the histograms of the quantization noise, Ql for l= (a) 8 bits, (b) 6 bits
(c) 4 bits and (d) 1 bit. The histogram for the 1 bit case is not uniformly distributed
and thus Ql will contain many of the same frequency components of H for low values of
l. This is again clearly demonstrated when we calculate the DFT of Ql for l=8,6,4 and
1 bits. As we have discussed above, the result of quantizing H at a very low quantizing
rate results in an error signal, Ql, that inherits frequencies of H. The DFT of H is
the reconstructed image and therefore we can expect the DFT of Ql, which we denote
as ql to have resemble the reconstructed image. In Fig.5.8 it can be seen that for the
low value of l = 1 bit, the object can be seen in the reconstruction of the noise. The
‘non-white noise’ occurs only at low quantization rates (i.e. 2 bits and less). For other
cases, the assumption that the quantization noise in the hologram plane is a white
noise sequence holds strongly and we proceed with this assumption for the rest of our
analysis. We refer the reader to [118] for a discussion on the conditions for quantization
noise to be uniform and white.
5.3.2 Noise due to quantization in the reconstruction plane
In the previous subsection it was shown that the noise in the hologram plane can be
described as a uniformly distributed white noise with a standard deviation of ∆l/
√
12.
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Figure 5.7: Normalized histograms of the quantization noise in the hologram
plane. (a) 8 bits. (b) 6 bits. (c)4 bits. (d) 1 bit.
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Figure 5.8: Reconstruction at low quantization levels For low bit quantization
like 1 bit, the quantization noise in the hologram plane is not uniform and
white. This can be seen in the reconstruction from the quantization noise
for 4 different cases. (a) 8 bits (b) 6 bits and (c) 4 bits and (d) 1 bit. The
reconstruction of the noise for 1 bit is not random and the object can be seen
in it.
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We are interested in studying the properties of ql, the resulting noise in the recon-
structed image. In lensless Fourier digital holography, the reconstruction is obtained
by applying a DFT to the acquired digital hologram. The discrete Fourier transform is
a linear operation, therefore the noise in the reconstruction plane is the Fourier trans-
form of the noise in the hologram plane. We now proceed to show that the noise in the
reconstruction plane shares the same first order statistical properties as that of speckle.
In the case coherent light incident on a rough surface, the resulting speckle pattern can
be treated as a random walk and the first order statistical properties can be derived
under the assumptions that the amplitudes and phases of the random walk components
at each point are statistically independent from phasors at other points and also that
the amplitudes and phases are independent of each other. A further assumption is that
the phases are uniformly distributed between −pi and pi. In the case of lensless Fourier
digital holography, quantization noise in the Fourier plane is the DFT of the noise in
the hologram plane. A DFT of white noise can also be considered as a random walk
arising from the phases at which the DFT is calculated which are uniformly distributed
between −pi and pi. Thus in the Fourier holographic system, the noise in the recon-
struction plane has the same first order statistical properties as that of speckle. We
proceed to explicitly derive the statistically properties of this noise.
hl = DFT (Hl) = DFT (H +Ql) = h+ ql (5.5)
The statistical properties of the DFT of a discrete random signal can be calculated.
We derive here the mean and variance of ql which is a sequence of complex numbers
with the real and imaginary parts given by
ql(k) = Rl(k) + iIl(k) (5.6)
Rl(k) =
1√
N
N−1∑
n=0
Ql(n) cos
(
2pikn
N
)
(5.7)
Il(k) =
1√
N
N−1∑
n=0
Ql(n) sin
(
2pikn
N
)
(5.8)
The mean of the real and imaginary parts of the noise, E[Rl] and E[Il] can be found
to be
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E[Rl] =
1√
N
N−1∑
n=0
E
[
Ql(n) cos
(
2pikn
N
)]
=
1√
N
N−1∑
n=0
E[Ql(n)]E
[
cos
(
2pikn
N
)]
= 0
(5.9)
E[Il] =
1√
N
N−1∑
n=0
E
[
Ql(n) sin
(
2pikn
N
)]
=
1√
N
N−1∑
n=0
E[Ql(n)]E
[
sin
(
2pikn
N
)]
= 0
(5.10)
where E represents the expectation or the mean value. The real and imaginary parts
of the complex quantization noise in the reconstruction plane thus have zero mean.
The variance of Rl can be derived to be
σ2Rl = E[R
2
l ] =
1
N
N−1∑
n=0
N−1∑
m=0
E[Ql(n)Ql(m)]E
[
cos
(
2pikn
N
)
cos
(
2pikm
N
)]
(5.11)
For n 6= m, E[cos(2piknN ) cos(2pikmN )] = E[cos(2piknN )]E[cos(2pikmN )] = 0 and only the
n = m terms contribute to the sum. Therefore,
σ2Rl =
N−1∑
n=0
1
N
E[Ql(n)
2]E[cos2 φn] =
1
N
N−1∑
n=0
E[Ql(n)
2]E
[
1
2
+
1
2
cos 2φn
]
=
1
N
N−1∑
n=0
E[Ql(n)
2]
2
=
σ2Ql
2
(5.12)
Similarly σ2Il =
σ2Ql
2 where σ
2
Ql
is the variance of Ql. The statistical distributions of
the amplitude and the intensity of the complex noise can also be derived. A complete
derivation of these statistical distributions with the necessary assumptions and condi-
tions can be found in [119], [120] and [70]. These distributions are summarized in the
table below for the case of a hologram having a quantization interval of ∆l defined in
Equation 5.4. The amplitude of ql which is denoted by Al is Rayleigh distributed and
the intensity, Intl is exponentially distributed. We validate this theoretical model by
calculating a re-quantized digital holograms with 4 bits, H4 from H12 by uniformly
quantizing. We can reconstruct these two digital holograms, H4 and H12 using a FFT
to obtain the complex reconstructions h12 and h4. In Equation 5.5, we showed that
hl= h + ql where h was an ideally reconstructed digital hologram. We can write ql as
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Real Part (Rl) p(Rl) =
12
pi∆2l
exp
(−12Re2l
∆2l
)
Imaginary Part (Il) p(Il) =
12
pi∆2l
exp
(−12Im2l
∆2l
)
Amplitude (Al) p(Al) =
24Al
∆2l
exp
(−12A2l
∆2l
)
Phase (θl) p(θl) =
1
2pi
Intensity (Intl) p(Intl) =
12
∆2l
exp
(
−Intl
∆2
)
Table 5.1: Probability densities of different parts of quantization noise in the Fourier
domain.
the difference between the reconstruction of the quantized hologram, hl and the noise
free reconstruction, h. If we assume that for the 12 bit case, Q12 ≈ 0 and H12 ≈ H, we
can further assume that h12 ≈ h and q12 ≈ 0. Therefore we can calculate ql using the
following equation
ql = h12 − hl (5.13)
We can thus find out the error in the reconstruction for any quantization rate. In Fig.
5.9, we show the theoretical and experimental histograms of the various parts of the
complex noise for the quantization rate of 4 bits. As it can be seen in Fig. 5.9 the
statistics of quantization noise matches the theoretically predicted values. We have
found similar agreement between theoretical model and the experimental results for
quantization at other rates(l=4 bits to 11 bits).
In the previous sections, we examined the characteristics of quantization noise in
both the hologram plane and the resulting noise in the reconstruction plane. The
reconstruction however is the complex sum of both the complex reconstruction and the
complex quantization noise. In the sections that follow, we look at the properties of
this complex sum.
5.3.3 Effect of quantization noise on reconstructed phase for phase
objects
The phase of the reconstructed image is important in digital holographic microscopy.
For quantitative phase contrast microscopy of transparent samples, information about
the three dimensional structure is encoded in the phase variations of the reconstructed
image. Skydan et al. [121] have studied the influence of quantization on the phase
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Figure 5.9: Theoretical and experimental probability distributions for various
parts of the complex quantization noise in the Fourier plane For the 4 bit
quantization case, Red- theoretical. blue-experimental. (a) histogram of quan-
tization noise in hologram plane. (b) distribution of real part of complex noise.
(c) distribution of imaginary part of complex noise. (d) distribution of phase
(e) distribution of amplitude. (f) distribution of intensity.
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error in fringe pattern analysis. In fringe pattern analysis, the phase measurement is
performed on the recording plane whereas in digital holography, the phase measurement
is performed on a Fourier or Fresnel transform plane. Digital holographic methods have
been shown to give sub-wavelength axial resolution of a samples thickness and this is
dependent on the accuracy of the phase measurement [54].
The value at every point in our reconstructed image is the complex sum of the ideal
reconstruction, h and the complex quantization noise, ql. The addition of these two
vectors is illustrated in Fig. 5.10. The resulting phase of the two vectors is different from
the original phase. As seen in the Table 5.1, the phase of the noise in the Fourier domain,
θl is uniformly distributed between −pi and pi and the amplitude of the noise,Aml is
Rayleigh distributed. As seen in Fig. 5.10, the maximum error in the phase occurs
when the noise vector is perpendicular to the signal vector and is minimum when the
noise vector is parallel to the signal vector. It is of considerable interest to evaluate the
influence of quantization error in phase angle measurement in a statistical manner. We
assume that the amplitude of the transmission function of the object under investigation
is uniform. For pure phase objects, this is a reasonably good assumption. We denote
this amplitude as A. Since we measure the error in phase by subtracting the original
phase distribution from the erroneous one this problem is completely analogous to the
phase distribution in the resulting sum of a speckle pattern and a coherent background
[70] and in the case of coherent noise in MRI data [122]. In the case of the speckle on a
coherent background, the background is coherent and uniform and the speckle adds to
this coherent background and the resulting phase is given by the distribution above.
The phase error can be defined as the difference between the phase of the original
signal(So) and the new noisy signal(Sn). The phase error can then be described as
θerr = ∠Sn − ∠So (5.14)
if So = A exp(i∠So) then Sn = So +N and θerr can be written as
θerr = ∠Sn − ∠So = ∠[Sn exp(−i∠So)] = ∠[A+N exp(−i∠So)] (5.15)
In our case, the background is the noise free reconstruction of the phase and is not
uniform. But since we calculate the phase error by subtracting the noise free phase
reconstruction from the noisy one, our situation is similar to the one of the speckle
against a coherent background.
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Figure 5.10: Illustration of the result on the phase of the reconstruction ql is
distributed with a Rayleigh distribution and adds on to the original amplitude
vector. The net phase detected is the angle subtended by the complex vector
sum of the original signal and the complex noise vector.
The probability density for such a phase distribution can be derived to be [123]
p(θ) =
1
2pi
exp
(−A2
2σ2R
){
1 +
A
σR
√
2pi cos θ exp
(
A2 cos2 θ
2σ2R
)[
1− Φ
(
A cos θ
σR
)]}
(5.16)
where
Φ(x) =
1
2pi
∫ ∞
x
exp(−x2/2)dx (5.17)
and σR is the standard deviation in the real part, R. The probability density function
is symmetric around the origin as the error can fluctuate in both the directions. For
A=0, the phase is distributed uniformly between −pi to pi. For high values of A, the
error becomes gaussian and centered around 0 with standard deviation of σR/A and
Equation 5.17 density can be approximated as
p(θerr) =
A√
2piσR
exp(
−θ2errA2
2σ2R
) (5.18)
This can be expected as the magnitude of the corrupting phasors becomes small
relative to the original signal magnitude. For a high number of bits per pixel represen-
tation, the error will be small. From Equation 5.4, the standard deviation in the error
in terms of the quantization interval can be written as
σθerr =
Mx −Mn
2l
√
24A
=
σQl√
2A
(5.19)
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where Mx and Mn as defined previously are the maximum and minimum values in the
recorded digital hologram and A is the average amplitude value in the reconstructed
object area. A is directly proportional to the product of object and reference powers
(O.R) in the hologram plane.
We experimentally verify Equation 5.22 by recording a hologram of a lens using
the same experimental setup. This time the illumination is without a diffuser. The
object beam passes through a aperture of a small lens. The recorded off-axis hologram
and the reconstructed phase are shown in Fig. 5.11. Fig. 5.11 (a) shows the recorded
phase hologram. Fig. 5.11(b) shows the reconstructed image. The spatially separated
areas carrying the object and the twin image can be clearly seen. Fig. 5.11 (c) shows
the amplitude in a section of that area and Fig. 5.11 (d) shows the phase value in
that section. We are interested in the error which occurs in this phase section when the
hologram is quantized to lower number of levels. We re-quantize the recorded hologram
and the phase of the new noisy reconstruction is calculated and subtracted from the
original phase of h12 to give the phase error. The phase error varies between (−pi to
+pi). The distribution of the phase error for 4 different cases (a) 8 bits, (b) 6 bits, (c)
4 bits and (d) 1 bit is shown in Fig. 5.12. As it can be seen the phase error can be
modeled as a gaussian for all these cases.
In our case the mean amplitude value in the object area in the reconstruction,
A is 953 and the fluctuation is less than 20% around this value due to the various
experimental issues like spurious reflections etc. This value is directly proportional
to the mean amplitude in the reconstructed object area. In order to compare the
theoretical probability p(θerr) in Equation 5.19 with the histogram obtained from the
experimental data, the theoretical value of standard deviation in the phase error is
plotted with the experimentally obtained value for different levels of quantization in Fig.
5.13. The curves show a close agreement. The standard deviation in the phase error
decreases by a factor of 2 for every bit added. For 8 bits of quantization, the standard
deviation in the error is σθerr=0.00247 radians. This corresponds to approximately
0.0004λ error in surface height measurement in air for a reflection geometry. For the
1 bit case, the σθerr=0.3165 radians and this corresponds to approximately 0.05λ error
in surface height measurement in air.
As seen in Equation 5.19, the error in the phase resulting from quantization can
be reduced by having a large mean amplitude in the reconstruction relative to the
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Figure 5.11: Hologram of Phase object (a) recorded phase hologram of the
a lens, (b) Fourier reconstruction, (c) Amplitude in a 200×250 section of the
reconstructed object and (d) the phase distribution in the same area.
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Figure 5.12: Error distribution in phase −pi to +pi for (a) 8 bits (b) 6 bits (c)
4 bits and (d) 1 bit
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Figure 5.13: Standard deviation of the error in reconstructed phase θerr for
different levels of quantization of the recorded phase hologram.
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standard deviation in the error introduced due to the quantizer. The mean amplitude
can be easily shifted by increasing the exposure. Thus it is advantageous to have a
high mean intensity in the reconstruction to reduce the influence of quantization error
on the phase measurement.
5.3.4 Effect of quantization noise on reconstructed intensity for 3D
objects
Many applications of digital holography such as 3D display, pattern recognition, imag-
ing through occlusions [124] and projection on 2D surfaces [125] rely on the intensity
pattern in the reconstruction plane. In this subsection, we analyze the statistics in
the reconstructed intensity when quantization noise ql is present. The intensity of the
hologram is
|hl|2 = |h+ ql|2 = |h|2 + |ql|2 + hq∗l + h∗ql (5.20)
which can be written as
|hl|2 = |h|2 + |ql|2 + 2(Real[h]Real[ql]− Imag[h]Imag[ql]) (5.21)
This is the sum of 4 terms all of which are independent of each other. Since h and
ql are independent and the real part and imaginary parts are uncorrelated with each
other [70], the variance in the sum is equal to the sum of the variances. The total
variance in the complex intensity in the Fourier plane can be approximately written as
σ2|hl|2 = σ
2
|h|2 + σ
2
|ql|2 + 4σ
2
Real(|h|)σ
2
Imag(|ql|) + 4σ
2
Imag(|h|)σ
2
Real(|ql|) (5.22)
Since σ2Real(|h|) and σ
2
Imag(|h|) are known apriori, we can use this simple model to calcu-
late the standard deviation in the image for any lower number of quantization levels.
σ2Real(|h|) and σ
2
Imag(|h|) are assumed in our case to be equal to σ
2
Real(|h12|) and σ
2
Imag(|h12|)
respectively. In Fig. 5.14, we plot the standard deviation in a uniform region in the
reconstructed image along with the value calculated using Equation 5.23. The observed
value matches the predicted value with high accuracy down to 2 bits. For 1 bit quan-
tization, the predicted value deviates from the observed value. At 1 bit the deviation
is 26%. We believe that is due to the onset of ‘banding’ as explained previously in Fig.
5.6.
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Figure 5.14: Standard deviation in the intensity of the reconstruction plane.
Red-theoretical, blue-experimental. We can see that the simple model above
can be used to predict accurately the quantization error upto 2 bits (4 levels)
of quantization. The deviation at 1 bit comes due to the non-white nature of
quantization noise in the hologram plane at binary quantization. In this case,
the noise term has a pattern and structure similar to the original signal.
5.4 Shot noise
We have derived a model for the influence of additive noise in the recording plane on
the phase value of the reconstructed image. The reconstructed phase is particularly
important in digital holographic microscopy. It is also known that at low exposures,
the prevalent and the limiting noise is shot noise [126]. For many applications, it is of
interest to perform digital holography at low exposures. In biology, for the visualization
of fast surface changes of cells and in metrology for vibration measurement, a fast frame
rate is needed. In the following sections, we analyze the influence of additive noise in
the hologram plane on the accuracy of phase measurement. We analyze Gaussian
distributed and Poisson distributed shot noise in the camera plane and we develop a
model for quantifying the error in the reconstructed phase.
The influence of shot noise in DHM was first studied by Charrie`re et al [127] [128].
They have experimentally investigated the influence of the parameters like the gain of
the CCD, power in the recording beams and the beam ratio on the standard deviation
in the phase error. They also showed methods of reducing shot noise by combining mul-
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tiple exposures. In [128], the authors used a Signal to Noise ratio (SNR) metric based
on statistical decision theory, which is suitable for biological microscopy specimens, to
study the influence of recording parameters on the reconstructed holograms in presence
of shot noise. In [129], the authors presented a method based on heterodyne holography
where they have demonstrated recording and reconstructing images at extremely low
signal levels. Yamamoto et. al. have recently demonstrated the possibility of object
reconstruction under very weak illumination (43 photons per second) [130]. In such
cases, the issue of shot noise is particularly important.
5.4.1 Effect on phase measurement precision
In digital holographic microscopy(DHM), noise occurs in the capture plane at the image
sensor. This is always real in nature since it occurs due to the square law detection.
The hologram is then reconstructed to extract the phase information of the object.
The reconstruction in DHM is generally obtained by firstly filtering the hologram in
the Fourier domain to remove the twin image and zero order terms and secondly by
computing the Fresnel transform. This gives rise to a second type of noise in the
reconstruction plane. Here we show that both the filtering process and the propagation
process tend to make the real noise in the hologram plane as a complex Gaussian
distributed noise in the reconstruction plane. For our study we use a hologram acquired
from a commercial digital holographic microscope (Lyncee-Tec DHM-T1000). This has
a transmission off-axis Fresnel architecture. The object we used is a micro-lens array.
The hologram is captured under good recording conditions with an exposure time of
314µs. The wavelength used in this system is λ=682nm and the pixel pitch is 6.45µm.
The hologram has a size of 1392x1040 pixels and the size of the mask is 450x450 pixels
in the Fourier domain. Fig. 5.15(a) shows the hologram.
Fig. 5.15(b) shows the DFT before application of the filtering mask. Fig. 5.15(c)
shows the amplitude in the reconstruction and Fig. 5.15(d) shows the phase of the
microlenses structure. Any abberations resulting from the setup are removed by cap-
turing the interference patterns when there is no object and reconstructing it. The
phase of this reconstruction is then subtracted from the reconstruction of the object.
Our acquired holograms has some noise like microscopic dust particles, spurious reflec-
tions and other noise sources like readout noise, quantization noise etc but since we are
measuring the error in phase upon introducing computer generated noise, the hologram
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Figure 5.15: Holograms and reconstructions of microlenses (a) Hologram of
phase object, (b) Fourier transform showing the filtered area. (c) Amplitude
of the reconstruction and (d) Phase of the reconstruction.
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we acquire is treated as a benchmark noise free hologram and we compare the noisy
reconstructions against this hologram.
5.4.2 Fourier filtering
Fourier filtering is used to remove the zero-order term and the twin image in the holo-
gram. This is accomplished by multiplying with a binary mask in the Fourier plane
which has a passband over the object region. The filtering process in the Fourier plane
can be viewed as a convolution with a complex sinc(x) function or a Bessel function
depending on the shape of the filtering mask. As we filter the hologram, the nature of
the noise transforms from uniform real to complex Gaussian. To examine this trans-
formation, we consider real uniformly distributed zero mean random white noise in the
hologram plane and study the characteristics of the resulting complex filtered noise.
Quantization noise is an example of such a uniformly distributed zero-mean white
noise. We use kurtosis as a measure of the peakedness of the distribution of the real
and imaginary parts. The kurtosis of a variable x with mean µ and standard deviation
σ is defined by
K =
< [(x− µ)4] >
σ4
− 3 (5.23)
Uniformly distributed variables have a kurtosis of -6/5 while perfectly Gaussian vari-
ables have a kurtosis of 0. We perform Fourier filtering on this noise for different filter
sizes and calculate the kurtosis of the real and imaginary parts of the resulting complex
noise as a function of the filter size.
In Fig. 5.16, it can be seen that the kurtosis of the real part of the noise decreases
from 0 to -1.2 as the filter size increases. While the kurtosis of the imaginary part
stays almost constant. This is expected as the noise in the hologram plane is real and
transitions to being complex when sufficient frequencies are removed. In the case of
Fresnel off-axis or Fresnel infocus digital holography, the filter size in the Fourier plane
in number of pixels is atleast 1/2 of the number of pixels in the hologram. For this
filter size, the noise is complex Gaussian with both real and imaginary points having
the same variance.
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Figure 5.16: Kurtosis of the real and imaginary part of the complex noise
resulting from Fourier filtering.
5.4.3 Numerical Propagation
The next step in the reconstruction algorithm is numerical propagation of the retrieved
complex waveforms by simulating the Fresnel transform. In DHM, the Fresnel trans-
form is routinely simulated using the convolution approach in which the discrete Fourier
transform (DFT) of the filtered hologram is multiplied by a discrete quadratic phase
function and then an inverse DFT is performed [131] [132]. This further contributes
to the final distribution of the Gaussian noise in the reconstruction plane. This is
demonstrated using the equations below for a simple 1D case. Let H(n) be the filtered
hologram and D represent its DFT.
D(k) =
1√
N
N−1∑
n=0
H(n) exp
(
−i2pikn
N
)
(5.24)
=
1√
N
N−1∑
n=0
H(n) cos
(
2pikn
N
)
− 1√
N
N−1∑
n=0
H(n) sin
(
2pikn
N
)
Let C represent the discrete quadratic phase factor for a wavelength λ and distance
z;
C(n) = exp(ipizn2) = cos(piλzn2) + i sin(piλzn2) (5.25)
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where n =(n∆x) for n = N/2 to n = N/2−1 where ∆x is the pixel pitch of the camera.
The final reconstruction of this is given by
O(k) = IDFT [(D(n)C(n))] (5.26)
thus giving
O(k) =
1√
N
N∑
n=1
D(n)C(n) exp
(
2ipikn
N
)
(5.27)
where IDFT is the inverse DFT. For ease of notation, we have ignored some constant
phase factors. It can be seen that each value in the final reconstruction O is the
result of a weighted sum of the values of the previous DFT. Since the filtering process
and the numerical Fresnel transform are both linear and since we assume the noise to
be additive, we can say that noise is also ‘propagated’ using the same algorithm and
each value of the noise in the output plane results from the sum of a large number
of random values taken from the input plane. The noise term at each point in the
reconstruction plane is therefore given by a large sum of randomly weighted phasors,
the angles of which are uniformly distributed between −pi and pi. We can use the
central limit theorem to conclude that the noise in the reconstruction plane after Fourier
filtering and fresnel propagation has Gaussian statistics. The statistical properties of
the complex noise are similar to that of speckle. The real and imaginary parts are
Gaussian distributed while the amplitude is Rayleigh distributed and the phase of the
noise is uniformly distributed in the range [−pi, pi].
Let σ2I represents the variances of the real additive noise in the input plane and
σ2ORe , σ
2
OIm
represent the variances of the real and imaginary parts of the resulting
noise at the output plane respectively. By using Parseval’s theorem, we can say
σ2ORe + σ
2
OIm
= σ2I (5.28)
Assuming the energy to be evenly distributed between the real and imaginary parts we
can assume
σ2ORe = σ
2
OIm
=
1
2
σ2I (5.29)
We can further say that the variance of the real and imaginary parts of the complex
noise, N , are equal to σ2ORe = σ
2
OIm
= σ2I/2. We assume that the noise energy is
evenly distributed throughout the frequency domain. If there is a bandpass filter in
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the frequency domain with a passband of f2. i.e. the spatial frequency bandwidth of
the transmitting mask in the DFT plane is f times the bandwidth of the hologram in
both dimensions, then by once again using Parseval’s theorem, we can conclude that
the final variance becomes f2σ2I . Thus the real and imaginary parts of the noise in the
reconstruction plane have Gaussian distributions both with a variance given by f2σ2I/2.
5.4.4 Statistics of the error in phase
If we consider the reconstructed signal, Se to be given by the sum of the noise free
signal, So and the error inducing noise term. i.e Se = So + E. Therefore the phase
error can be defined as the difference between the phase of the original noise free signal
(∠So) and the phase of the noisy signal (∠Se);
θerr = ∠Se − ∠So (5.30)
Letting the reconstruction So = A exp(i∠So), where A is the uniform amplitude in
the reconstruction. θerr can be written as
θerr = ∠Se − ∠So = ∠[Se exp(−i∠So)] (5.31)
since Se = So + E, we can write this as
θerr = ∠[(So + E) exp(−i∠So)] = ∠[(So + E) exp(−i∠So)] = ∠[A+ E exp(−i∠So)]
(5.32)
This shows that the phase error in the reconstruction plane has the same form as
that of the phase distribution in the sum of a uniform background of amplitude, A and
a speckle pattern. We restate here that our assumption that the object has uniform
amplitude in the reconstruction, i.e. A is constant. Such an assumption is valid for
phase only objects. In this case the probability distribution of the phase error, p(θerr),
can be interpreted as the distribution of phase in the sum of a constant phasor and
a random speckle like noise. This is similar to the phase distribution in the coherent
sum of a uniform background with the speckle field emitting from a rough surface. The
probability distribution of the phase in such a sum has be shown [123] [78] to be
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p(θerr) =
1
2pi
exp
(−A2
2σ2R
)
{
1 +
A
σR
√
2pi cos(θerr) exp
(
A2 sin2 θerr
2σ2R
)[
1−Q
(
A cos θerr
σR
)]}
(5.33)
where σR is the standard deviation of the real part(or imaginary part) of the complex
noise in the reconstruction plane. From our previous analysis this is equal to σR =
fσI/
√
2 where σI is equal to the standard deviation of the noise in the input(camera)
plane and
Q(x) =
1
2pi
∫ ∞
x
exp(−x2/2)dx (5.34)
Equation 5.33 is also used to model the noise in MRI data [122] and in the general
case of the phase error when Gaussian noise is added to a complex sinusoidal signal
[133]. When A >> σR, Equation 5.33 can be approximated as a Gaussian of the form
p(θerr) =
A√
2piσR
exp
(−θ2errA2
2σ2R
)
(5.35)
with a standard deviation of
σθerr =
σR
A
(5.36)
5.4.5 Application to additive white Gaussian noise
Gaussian noise is a general model that is often used in digital signal processing to
describe the noise from various sources. The combined effect of all the noises due to
quantization, thermal noise, shot noise, readout noise can be described as a zero mean
additive white Gaussian noise (AWGN). We numerically generate AWGN with different
standard deviations and add them to our sample hologram. The noisy holograms are
reconstructed using the convolution method for simulating the Fresnel transform. The
phase of the reconstruction is calculated and the standard deviation in the phase error
is calculated by least squares fitting the observed distribution to a non-normalized
Gaussian. This value is compared with the predicted value given by Equation 5.36.
Fig. 5.17 shows the standard deviation in the phase error vs. the standard deviation
of the noise in the input plane for both small errors. We see an approximately linear
relationship. The phase error starts deviating when the noise standard deviation is
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increases and this is because of the deviation from the assumption that A >> σR. In
this case of high noise, the noise in the capture plane dominates the phase signal. The
phase of the reconstructed signal is immersed in noise and the values tend to become
uniformly distributed in [−pi, pi] and thus with a variance of pi23 . Thus the standard
deviation in the measured error becomes pi√
3
.
Figure 5.17: Standard deviation of the phase error vs the standard deviation
in the camera plane of the hologram for gaussian noise.
At low exposures, the influence of noises like thermal noise and quantization noise
can be reduced by cooling the CCD chip and by using a higher bit rate camera respec-
tively. The ultimate noise limitation is due to the fundamental shot noise at low light
imaging.
5.4.6 Application to Shot noise
In this subsection, we build on the results of previous subsections to investigate the
phase error in DHM when the noise in the hologram plane is generated from a Poisson
distribution. Our theoretical model complements the experimental investigations done
in [127] [128]. Poisson noise is a data dependent noise which occurs due to the random
and discrete nature of the photons and photoelectrons involved in the digital image
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formation process. It can be treated as additive in nature. This noise is a fundamental
limitation to imaging [126] and is particularly influential at low lighting conditions.
Since the amount of shot noise depends only on the signal and not on any other
external factors, we can provide an estimate for the phase error based on the power
of the signal itself. We can estimate the standard deviation of the shot noise in the
following way. An important characteristic of a Poisson distributed variable is that
the variance is equal to the mean. The variance of Poisson noise is equal to the mean
of the signal µ. Thus the standard deviation is given by
√
µ. When this hologram is
amplified by a factor α, the amplitude in the reconstruction becomes αA and the mean
becomes αµ. Once again A represents the amplitude in the reconstructed phase area
of the ideal noise free hologram. Substituting these values in Equation 5.36 gives the
standard deviation in phase error to be
σθerr =
σnf√
2A
=
√
αµf√
2αA
=
√
µf√
2αA
(5.37)
This shows that as the hologram is amplified by increasing α, the standard deviation in
the phase error decreases by a factor
√
α. The filter factor f is a constant for the system
as discussed in section 5.4.3. It should be noted here that the amplification factor is
that of the holographic signal before the recording is made. This can be increased by
increasing the power of the illuminating beams or by increasing the exposure time of
the camera. It should also be noted that amplification by increasing the gain of the
CCD only increases the sensitivity of the photo-detectors but does not decrease the
photon shot noise.
In order to verify the theoretical model, we numerically introduce Poisson dis-
tributed noise into the hologram in order to simulate the presence of shot noise in our
capture and then reconstruct using the convolutional approach. The phase is assumed
to be noise-free and it is used as a benchmark to measure the error resulting from the
noisy holograms. Poisson noise is signal dependent and to generate different noises, the
mean value of the signal is varied by multiplying with a factor α. Each pixel of the
scaled hologram is treated as the mean of a Poisson distributed random variable and is
replaced by a integer randomly selected from a generated distribution. There are vari-
ous algorithms for generating Poisson distributed variables [134]. We use the imnoise
function in Matlab to generate poisson noises for all the holograms with different mean
values. These holograms are reconstructed and the noisy phase values are calculated.
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A histogram of the phase error is calculated and the standard deviation is calculated
by least squares fitting a non-normalized Gaussian to the histogram of the phase error.
This value is plotted against the value given by Equation 5.36. Fig. 5.18(a) shows the
standard deviation in the phase error for amplification factor(α) from 1 to 125 along
with the predicted value from Equation 5.36. Fig. 5.18(b) shows the shot noise in the
hologram. Fig. 5.18(c) the phase reconstruction and Fig. 5.18(d) the histogram of the
phase error with least squared fit of a Gaussian curve.
Figure 5.18: Standard deviation of the phase error vs the amplification (α) of
the hologram. ’blue’ curve is calculated using Equation 5.36 and the red curve
is calculated by using computer generated Poisson noises for each value of the
amplification factor α).
As seen in Fig. 5.18(a), the standard deviation in the phase error follows a
√
α curve
closely. Fig. 5.18 also shows the least squares fit to a function of the form y = a.xn + c
and gives the value of n = 0.49 and fit parameter R = 0.99, confirming the square
root dependence. The same dependence was observed in experimental studies by the
authors in [127]. Even though the simulation results and the predicted values follow the
same
√
N dependence, there is a bias in between the curves. There are two important
factors for this. In the case of an appreciable modulation of the amplitude, uniform
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noise in the hologram plane also becomes complex and Gaussian in the reconstruction
plane. However the phase error cannot be described by the equations here. The model
used here relies on noise being added to a fixed amplitude phasor which is not the case
when there is modulation in the amplitude of the signal. Another assumption is one
with the nature of the noise due to the Poisson process. It is signal dependent. Thus
the assumption that the noise is completely random is not strictly true and thirdly our
curve fitting is based on an approximation of Equation 5.33 under the assumption that
A >> σR. For low image signal intensities, this assumption is not a strong one as the
standard deviation of the Poisson noise is comparable to the signal.
5.5 Conclusion
Quantization error is fundamental to any digital sensor. We have shown that in digital
holography, quantization error is introduced as uniformly distributed additive noise in
the recording plane (camera plane) and this manifests itself as a complex noise in the
reconstruction plane with gaussian distributed real and imaginary parts, rayleigh dis-
tributed amplitude and uniformly distributed phase. We have shown and characterized
the various statistical properties of this noise both theoretically and experimentally in
the case of lensless off-axis Fourier digital holography. We have also discussed the non-
white nature of quantization noise at low bit rate (of binary quantization) in digital
holography for the first time. We have studied the influence on the phase measure-
ment accuracy and the reconstructed intensity quantitatively. The standard deviation
in the phase measurement error increases by a factor of 2 for every bit removed in the
quantization process. The effect of quantization noise on the phase can be suppressed
(linearly) by increasing the mean intensity of the phase hologram during recording. We
have also characterized the noise in the intensity of the reconstructed images. This
complex noise can be treated as the result of a random walk in the complex plane and
shares the same statistical properties as that of speckle.
We have quantified the influence of the additive noise on the phase measurement
error in the hologram plane in digital holographic microscopy under the assumption that
the object is highly transmissive in nature. We have shown that in general, the noise
in the output plane of a digital holographic system has Gaussian characteristics. This
happens due to both the Fourier filtering as well as the numerical propagation of the
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complex wavefield. We have described the relationship between standard deviation in
the error in the camera plane to the standard deviation in the error in the reconstructed
phase in the case of Fresnel off-axis geometry. Shot noise which has Poisson statistics
is a fundamental noise source for holographic imaging. According to our simple model,
the phase error can be decreased linearly by amplifying the image by either increasing
the exposure time or by adding multiple exposures as shown in the experiments by
the authors in [127]. The reduction in error happens because the amplitude of the
reconstructed image increases relative to the perturbation by the noise phasors in a
√
α
fashion where α is the amplification of the holographic signal. Though we have studied
the noise due to quantization and shot noise, we believe that the same method can be
applied to other kinds of additive noise in the hologram plane for other architectures
in digital holography.
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6Noise in digital holography:
improvement of image quality
6.1 Introduction
In this chapter, we continue our discussion on noise in digital holography. Here we deal
with some techniques to remove the noise or to reduce the influence on the reconstructed
image quality. There can be many sources of noise in a practical digital holographic
imaging setup, the most important being speckle, twin image, object DC etc. The image
quality is also susceptible to vibrations during the recording process, abberations, dust
on the optics and spurious reflections. Other important sources include
• Thermal noise in the camera photo-detectors. This occurs because of random
thermal fluctuations in the photodetectors.
• Pixel non uniformity noise (PRNU) because of each pixel having a slightly differ-
ent response [135] and pixel crosstalk between neighboring pixels.
• Computational noise due to the hardware implementation and finite bit represen-
tation of the numerical algorithms. This noise is extremely low for modern 64 bit
precision computers but is still a noise source and can depend on the algorithm
used for reconstructing the image.
• Noise due to vibrations, dust particles, coherent reflections etc.
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• Additionally transmission of digital holograms on a channel without error correc-
tion can lead to ‘channel noise’ where the bits can be lost or assigned a different
value.
Many of these noise sources can be modeled as additive noise source (in the same manner
as quantization noise and shot noise) in the sensor plane with their own statistical
distributions and the statistics in the reconstructed image that were derived in Chapter
5. The first is a method to remove quantization noise and at the same time improve
memory efficiency of the imaging system. This is discussed in Section 6.2. This work
was published in parts in [3] and [61]. The second method is a novel method to remove
twin image noise in reconstructions of 3D objects. This method has the potential for
complete removal of the twin image while preserving the full bandwidth of the camera
and without the need for expensive phase shifting devices.
6.2 Quantization noise reduction using speckle reduction
techniques
Following from our theoretical model described in Chapter 5, we propose and experi-
mentally validate a method to reduce the noise in the reconstructed intensity resulting
from quantization using a speckle reduction technique. This is achieved by moving a
diffuser to generate statistically independent speckle patterns. Since the speckle pat-
tern is generated by a moving diffuser with approximately uniform transmittance and
the quantization rate is constant for all the different captures, the mean value of these
intensity patterns is approximately constant. When N statistically independent inten-
sities are added together, the variance of the sum increases N times and the standard
deviation increases
√
N times but the mean value of the sum increases N times. Thus
the coefficient of variation also called the speckle index [79, 80, 81] which is the ratio
of the standard deviation to the mean in this case decreases as 1/
√
N .
We experimentally prove this by capturing a number of different statistically in-
dependent speckle patterns of the object. This is achieved by moving a diffuser on a
translational stage with steps of 1mm. The resulting holograms are quantized to the
binary level (1 bit per pixel) and reconstructed. The reconstructed intensities for all the
different reconstructions are added together. Speckle reduction dramatically increases
the quality of reconstruction. In Fig. 6.1, the speckle index is plotted with respect to
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the number of diffusers added. The results show a well matched 1/
√
N dependence.
The results are shown for the extreme 1 bit case where the quantization noise is at a
maximum. We mention that in the case of Fresnel geometry, where the twin image oc-
curs as an out of focus noise, speckle reduction can be used to suppress the twin image
[59]. A single hologram acquired by a typical camera requires 12 bits per pixel which
uses the same memory as that of twelve 1 bit holograms. To give another comparison
with respect to memory usage we show in Fig. 6.2 two reconstructions. One from an
individual 12 bit hologram and the other the intensity summed from twelve 1 bit holo-
grams. The summation from twelve 1 bit holograms gives a better reconstruction than
the case from one 12 bit hologram even though both of them utilize the same memory.
For comparison with a 1 bit hologram, the reader can refer to Fig 5.4(h). Of course, it
can be argued that this method of capturing requires more time and requires moving
diffusers but there are significant advantages like better contrast and improved detail
in the reconstruction for the same memory of storage of holograms. Since a binary
capture sequence is inherently fast on hardware, the capture time can be reduced to
be the same as that of a single 12 bit or 8 bit image capture. Another advantage is
that binary ferroelectric SLMs have much faster switching rates (in kHz) than multi-
phase LCOS SLMs which are around 80-90 frames per second. Thus multiple binary
holograms could be captured, transmitted over network/hardware bus with minimal
latency and displayed in a fast amplitude or phase SLM for 3D display and projection
applications. When a captured hologram is displayed on a SLM, this can be used to
generate improved reconstructions. The different speckled holograms are displayed at
a fast frame rate, such that many holograms are averaged over the integration time of
the eye and a speckle and quantization noise reduced image is perceived. This tech-
nique has been demonstrated in the area of computer generated holographic projection
where the different holograms are computed and given a random phase pattern [125].
We have obtained the same results for reflective objects as well.
6.3 Twin image reduction with a scanning aperture
The twin-image noise occurs as an out-of-focus speckle pattern overlapped on the ob-
jects image. In this section, we describe a novel method to completely remove the twin
image noise in digital holography while using the full bandwidth of the CCD. Unlike
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Figure 6.1: Results for speckle reduction on binary holograms (a) 4 diffuse
holograms added together, (b)16 patterns (c)36 patterns (d) Speckle index in
the image. (black-theoretical,blue-observed.
Figure 6.2: Comparison of reconstructions utilizing the same memory. (a) a
single 12 bit hologram, and (b) reconstructions obtained from 12 1 bit holo-
grams. Both the reconstructions involve the same amount of memory usage(in
bits)
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the traditional off-axis method, the full bandwidth of the CCD is utilized and unlike
the previously discussed method of statistical averaging, this method returns the full
complex wavefield. The performance is comparable to phase shifting techniques even
though expensive and high precision piezoelectric devices are not required. The method
exploits the fact that the twin (or virtual) image is the conjugate of the real image. It
is most suitable for recording digital holograms of macroscopic 3D objects but can also
be applied to DHM. Consider the in-line hologram of the stormtrooper object. The
twin images’s conjugate property means that the noise resulting from the top of the
object will appear at the bottom of the reconstructed image. In other words, if the
object taken as a whole is in-line with the reference wave, parts of the object are still
off-axis to the reference wave. If these parts are illuminated separately, the twin image
noise resulting from them can be isolated and removed from the reconstructions. The
concept is illustrated in Figs. 6.3 and 6.4.
Figure 6.3: Reconstruction of an inline hologram showing overlapping twin
image noise
The methodology followed is as follows
1. The object is placed in-line with the camera st the closest distance possible so
that the full bandwidth of the camera can be used.
2. A slit like aperture (typically of 0.2 - 0.25 of the object’s size) is placed in between
the object-camera path.
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Figure 6.4: Reconstruction of an inline hologram with an off-axis aperture
3. Holograms are captured as the aperture is scanned across the object. It is prefer-
able to scan across the longer dimension.
4. These holograms are effectively off-axis holograms( except for the case where the
aperture is in-line with the optical axis and the reference beam).
5. The twin image is filtered from each hologram and the complex reconstructions
are added together to yield the twin-free complex reconstructions.
Fig. 6.5 (a) shows the hologram obtained without any aperture. It is a in-line
Fresnel hologram. Fig. 6.5 (b) shows the Fourier plane of the hologram where it can
be seen that the twin image is overlapping on the object. Fig. 6.5 (c) shows the setup
used in this experiment. The object is the stormtrooper figurine shown in Fig. 6.5 and
is placed 190mm away from camera (cam3 in Table A.1).
Fig. 6.7 shows the reconstruction of the inline hologram of the object. The zero-
order has been filtered. The twin image noise can clearly be seen degrading the object’s
image.
Fig. 6.8 shows the same reconstruction using Phase shifting. The twin image has
been completely removed.
Fig. 6.9 shows the reconstruction obtained from this technique. Comparing it with
Fig. 6.8 and Fig. 6.7, we can see that the twin has been significantly reduced.
The aperture is placed on a translational stage. The aperture is scanned from the
top to the bottom in steps of 3mm and the holograms are acquired. Fig. 6.6 shows
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Figure 6.5: Setup used for aperture scanning. (a) The original in-line Fresnel
hologram without the aperture. (b) The Fourier transform of the hologram
showing the overlapping orders. (c) The setup used for aperture scanning.
The aperture is attached to a translational stage
the Fourier transform of the hologram obtained at different positions of the aperture.
The zero-order term is high pass filtered. As it can be seen in Figs. 6.6 (a)-(c) and
(e)-(f), the twin image can be separated but in Fig. 6.6 (d), the two images overlap
because the aperture is now in line with the optical axis. For this particular aperture
position, the twin image can not be removed but it can be completely removed for the
cases (a)-(c) and (e)-(f). The twin image is filtered and the object is reconstructed and
all the complex reconstructions from different aperture positions are added together to
yield the twin-free reconstruction.
6.4 Conclusion
We have suppressed this noise by using a speckle reduction technique and have shown
good quality reconstructions with binary holograms when speckle reconstruction is
performed. We have shown improved reconstructions while using the same amount of
memory in storing the holograms. Though we have studied the noise due to quantiza-
tion, we believe that the same method can be applied to other kinds of additive noise in
the hologram plane. We also proposed a novel method for reduction of the twin image
113
6. NOISE IN DIGITAL HOLOGRAPHY: IMPROVEMENT OF IMAGE
QUALITY
Figure 6.6: Fourier transforms of the holograms for different aperture positions
The spatial orders separate when the aperture is off-axis.
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Figure 6.7: Reconstruction of the inline hologram The object and the twin
image noise can be clearly seen. The zero order term has been removed by
high pass filtering.
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Figure 6.8: Reconstruction using phase shifting The twin image noise has been
completely removed.
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Figure 6.9: Combined reconstruction with all the different aperture positions
The twin image noise has been significantly separated.
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based on a scanning aperture. This method does not require expensive phase shifting
devices and it preserves the camera bandwidth. It does require a translation stage and
subsequent image processing to filter the twin image.
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7Perspective enhancement and
bandwidth improvement by
synthetic aperture
7.1 Introduction
In Chapter 4, we discussed the speed up of reconstruction algorithms in digital holog-
raphy and in Chapters 5 and 6, we focused on understanding the influence of noise and
improving the quality of reconstructions by reducing noise. These efforts were aimed
towards improving practical implementations of digital holographic imaging systems.
Another important issue with the use of digital holograms for 3D display is the issue of
low range of angular perspectives in the reconstructed image. As discussed in chapter
3, digital holograms can be replayed on a spatial light modulator. The total angular
perspective of the 3D object which is replayed depends on the aperture of the hologram
(i.e. the total dimension of the digital hologram). In many instances, it is desirable
to increase the aperture of the camera so that a wider field of view can be captured.
For example, in digital holography using an infra-red light source, the thermal cameras
are typically in the order of 640x480 pixels in size and get quite expensive as the size
increases.
One of the techniques which can be used to improve the image resolution and the
angular perspective in such cases is to perform aperture synthesis. In this chapter, we
look at another form of improvement in digital holographic imaging by synthetically
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increasing the aperture of the camera. This technique is called ‘synthetic aperture’.
Aperture synthesis or ‘synthetic aperture’ refers to the techniques in which several in-
dividual coherent signals are appropriately combined to yield a high resolution signal.
We begin this chapter with a review of the literature in synthetic aperture digital holog-
raphy in Section 7.1. In Sections 7.2, we discuss the increase in resolution and angular
perspective of the reconstruction due to synthetic aperture. In sections 7.3 and 7.4,
we introduce two methods for synthetic aperture. The first method is implemented by
rotating a beamsplitter in the path of the object beam and the second one is imple-
mented by translating a camera and capturing phase shifted holograms at each camera
position. We discuss the algorithms to join these holograms in both cases.
7.2 Review of synthetic aperture in digital holography
Synthetic aperture imaging was first developed in the 1960s at radio wavelengths by
Martin Ryle [136] and coworkers from the Radio astronomy group at Cambridge. Since
then, this concept has led to the rise of fields such as synthetic aperture radar (SAR)
[137], synthetic aperture sonar [138] and synthetic aperture magnetometry [139]. These
techniques have also been adapted to optical microscopy [140]and digital holography
in various forms and recording geometries. In [141], the author has implemented a
method in which a camera is translated across a plane and multiple captures are taken
and combined. A larger camera will capture a larger solid angle of the object beam and
thus will lead to an increased perspective. The author translated a camera manually on
a translational stage in both x-y directions and obtained a strongly improved resolution
and reduced speckle size in the reconstruction. The setup is for off-axis lensless fourier
digital holography using a spherical reference beam which is generated by using a
concave mirror. Another effective way of achieving synthetic aperture increase was
presented by Binet et.al [142]. This method uses a static camera placed in the far field
of the object wavefield. The object is rotated by very small angles (0.130◦ +/- 0.005◦)
so that the speckle does not decorrelate in between subsequent captures. Another
method was proposed by Hennelly et.al [143]. It involves the rotation of a mirror in
the path of the object beam to direct different parts of the beam to the camera and
then joining the holograms together by determining the shift after correlating.
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In another method, authors Di. et. al.[144] used a linear CCD and scanned it on a
precision translational stage to build a 2D hologram. Since they did not use a 2D array,
no correlation was performed to obtain to register the hologram. In their experiment,
the precision translation stage was automatically controlled by computer to move in the
y direction with a constant velocity of 6.863×10−4m/s, and the linear CCD is triggered
to frame a picture every 0.0102s. In 51s, they recorded 5000 pictures and then orderly
patched them to form a 5000 × 5000 pixel digital hologram with a large area of 3.5cm
× 3.5cm. They demonstrated the numerical reconstruction result of a 4mm object
at a recording distance of 14cm with a theoretically minimum resolvable distance of
2.57µm. Another method to perform synthetic aperture without any scanning type
of motion was proposed by Kreis and Schluter [145]. Here they show a increase in
effective NA in holographic microscopy which is also briefly discussed in Section 7.2
of this thesis. They theoretically found the point spread function (PSF) of a double
camera non-overlapping Fourier holography system and showed that it is the point
spread function of a single aperture multiplied by a cosine whose spatial frequency
depends on the separation of the two apertures. It is narrower than the single aperture
PSF and thus leads to an improved resolution. They propose two methods to generate
synthetic aperture. The first method is the individual reconstruction of both complex
fields and their sub-sequent superposition and the other method is the embedding
of the two holograms into one large matrix of zeroes and the reconstruction of the
effective wave field from this large synthetic hologram. In both cases it is crucial to
know the exact mutual positioning of the CCDs for determining the shift of the second
reconstructed field relative to the first one when superposing or for fixing the positions
of the digital holograms in the large synthetic hologram. This exact position is found
out by recording circular fringes on the camera-gap-camera system and doing a least
squares fit on the fringes to find the distance between the centres of the two circles.
In the area of digital holographic microscopy, Alexandrov et. al. [146] proposed
a method in which amplitude and phase images are synthesized from a set of digital
holograms of different regions of the two-dimensional complex spatial Fourier spectrum
of a wave after interaction with a sample. Selection of an area of the Fourier spectrum
is performed via control of the angular and/or spectral properties of the illumination
and collection light fields. They show high-synthetic-NA (numerical aperture) images
containing spatial frequencies that are outside the modulation transfer function of the
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objective. Zhang et.al. [147] have kept the camera stationary but moved a planar
object laterally across the optical axis. The object region is illuminated with a broad
beam so that the object lies within it wherever it is moved. They used an intensity cor-
relation from each sub-hologram to find the relative shift and stitched 4 sub-holograms
together. Exact improvement was not quantified but visual improvement in the scene
was observed.
Here we implement two novel methods of synthetic aperture in digital holography.
The first method is a modification of the method proposed by Hennelly et.al [143]. The
novelty here is that the correlations are performed on complex wavefields obtained after
phase shifting digital holography. This ensures that the full bandwidth of the camera
is used up and that the reconstructions are free from the twin image.
7.3 Impact of synthetic aperture on perspective and res-
olution
As discussed in Chapter 3 the resolution of the reconstructed image is determined by
the source wavelength, λ, the recording distance, z, and the camera aperture size Dx
and Dy. It is approximately given by Dxλz and Dyλz in the two dimensions and the
resolution of the image is given by the inverse, i.e. Rx = λz/Dx and Ry = λz/Dy.
Reducing z or λ, will improve the resolution. However, as we discussed in Chapter 3,
the minimum value of z must be chosen meet a constraint that is determined by the
sampling rate of the camera where there are different constraints for in-line and off
axis recording architectures. In general we will not be able to control λ in our setup,
and since z will be limited to some minimum value, the only means available to us to
increase the resolution in the reconstructed image is to increase the camera aperture
size, Dx and Dy. This can be achieved by making multiple captures and stitching these
captures together to create a synthetic aperture that is much larger than a single camera
aperture. For synthetic Aperture in the macroscopic case we are simply increasing the
effective aperture of the system by stitching together multiple captures. In each capture
we take a different window in the hologram plane and thus we increase the effective
aperture of the system and reduce the resolution. The resolution in x and y is inversely
proportional to Dx and Dy respectively. For synthetic aperture in the microscopic
case, we can again increase the effective aperture of the system by stitching together
122
7.3 Impact of synthetic aperture on perspective and resolution
multiple captures. This time in each capture we take a different window in the plane of
the microscopic objective which should be roughly matched to the camera aperture. In
this way we can increase the effective aperture of the microscopic objective. Again the
resolution is proportional to the aperture and the distance the object is placed from
it, but this time the relationship is not linear, see Equation (55) Section 8.6 in [70]
where the resolution of a coherent microscope is defined as 0.82λ/NA, where NA is the
numerical aperture of the system, see section 4.8.2 in [70].
In the figures below we plot the improvement in resolution against the number of
contiguous captures that are stitched together using SADH. In Fig. 7.1 (a) we show
the improvement in resolution for the 1D macroscopic case when the camera aperture,
Dx = 1cm, the distance from camera to object is z = 20cm and the source wavelength
λ = 500nm. The figure shows the improvement in resolution through 10 contiguous
captures. We note that after 10 captures the synthetic aperture has a size 10cm. In Fig.
7.1 (b) we show the theoretical improvement in resolution for 10 contiguous captures
in the microscopic case when the distance the object is placed from the MO is given
by z =5mm, the MO aperture has a diameter A = 5mm and again λ = 500nm. Here
we define resolution to be equal to 0.5λ/NA. In both the macroscopic and microscopic
cases we can see a considerable improvement in resolution after 10 captures. We note
however to achieve the same improvement in resolution in both the x and y dimensions
would require 102 captures. We also note that in the case of DHM, synthetic aperture
has the end result of providing an increased field of view. What we mean by this
is that is possible to achieve a resolution that is close to the diffraction limit using
an appropriate MO. In this case there will be little improvement in resolution using
synthetic aperture digital holography (SADH) techniques. In this case we also note
that we will have the smallest possible range of the object under investigation. With
smaller magnification we will a larger span of the object but the resolution will be
increased. Using SADH, the resolution of this image may be improved.
At this point we must mention the relationship between camera aperture and per-
spective in in the case of macroscopic DH. Resolution is not an issue this case in the
same way as it is in the microscopic scenes in DHM. When a DH is displayed on an
SLM, the human eye will often be the limiting aperture in the system and it will there-
fore define the resolution of the image viewed by the observer as well as the speckle size.
The position of the eye, relative to the SLM will determine the perspective. So long
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Figure 7.1: Improvement in resolution over 10 contiguous captures (in one
dimension) for synthetic aperture digital holography. (a) the macroscopic case
and (b) the microscopic case
as the human eye is positioned at a reasonable distance from the SLM, the aperture of
the eye will itself be the limiting aperture in the system and it will limit the resolution.
We now discuss the resolution and the size of the image on the retina of the observer
at a particular distance. We also discuss the range of angular perspective available to
the viewer. Really, it is the increased range of angular perspective from a synthetic
aperture digital hologram that will benefit the viewer’s experience in DH microscopy
and not the reduced resolution. In Fig. 7.2 below we illustrate the improvement in
range of perspective offered by a SADH. The most well-known property of holograms
is that of 3D perspective. A 3D perspective of an object can be seen commonly in
reflection holograms. A similar effect can also be seen in a digital hologram of a 3D
object displayed on an SLM. Various regions in the hologram plane have recorded light
coming from a different angle. So when a small aperture of the wave field propagating
from the hologram is reconstructed, the object is seen from that position. This win-
dowed part of the hologram may be reconstructed optically by the eye or numerically
by selecting the segment and then carrying out a numerical reconstruction as discussed
in Chapter 3. To simplify the following analysis we assume that the SLM that displays
the hologram has similar properties to the CCD that recorded it, i.e. they have the
same aperture Dx and Dy and the same pixel pitch. The effect of SLM/CCD mismatch
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Figure 7.2: Perspectives and enhanced field of view from a synthetic aperture
Hologram where the viewer sees the virtual image.
is not considered here. The range of angles that the viewer can perceive is related to
θn which is the half-angle of the maximum cone of light that can enter the camera and
exit the SLM from a point on the object centred on the optical axis (n can be x or y).
See Fig. 7.3 (a) for an illustration of this concept. We determine that the maximum
range of angles of a 3D point on the optical axis that an observer can see from an SLM
is given by
2θn = 2 tan
−1
(
D
2z
)
(7.1)
where z is the distance of the observer from the SLM and D is the dimension of the
SLM. We can have a different range of perspectives in the two dimensions if Dx and Dy
are different. From this equation we can calculate the theoretical expansion in angular
perspective from a synthetic aperture digital hologram. In Fig. 7.4 (b) we show the
range of angles that are given from a synthetic aperture that is created from some
number of contiguous captures. This plot corresponds to the case when the camera
aperture, Dx = 1cm, the distance from camera to object is z = 20cm and the source
wavelength λ = 500nm. These values are similar to the values that we will have for the
physical parameters in the ‘Real3D’ project. The figure shows an approximate linear
improvement in angular perspective through 10 contiguous captures.
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Figure 7.3: Increase in angular perspectives. (a) Illustration of the range of
angles subtended from an object point on the optical axis to the camera aper-
ture. (b) The expansion of angular perspective using synthetic aperture for a
1cm camera aperture where 10 contiguous camera apertures are recorded.
7.4 Synthetic aperture by rotating the object wavefield
In this technique, a mirror is used to direct the object wavefield to the camera. This
mirror is then rotated so that different parts of the object wavefield are incident on
the camera. The rotation of the mirror then introduces a translational and a linear
phase shift in between the different captured parts. These different parts are then
appropriately shifted in space and spatial frequency and joined together to generate a
synthetic aperture image. Consider that the complex wavefield incident on the camera
in the first instance is represented by
H1 = O(x, y) exp iφ(x, y) (7.2)
The wavefield incident after the rotation of the mirror can be represented by
H2 = O(x− d, y) exp[i(φ(x− d, y)− αx)] (7.3)
The following steps are taken to join the two holograms together:
1. The quantity, d is the translational shift and the quantity α is the linear phase
shift introduced by rotation of the mirror. By correlating |H1| and |H2|, the
translational shift, d is found out.
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2. Next, the parts of the two holograms which have the same amplitude are ex-
tracted. These two parts have a linear phase shift exp(iαx) between them.
3. A linear phase shift in the space domain corresponds to a translational shift in
the spatial frequency domain. This linear phase shift can be easily be found by
correlating the Fourier transform of the two common parts.
4. After the phase shift factor, α is determined, the hologram H2 is multiplied by a
phase factor exp iαx to give o(x− d, y) exp[i(φ(x− d, y))].
5. The two hologram matrices are then appended to each other in the x direction
to yield the larger digital hologram.
6. The same process is repeated for subsequent angles of rotation and multiple holo-
grams are stitched together.
This methodology used is further illustrated shown in Fig. 7.4. By using correlations,
we can accurately determine these shifts and this accuracy can be further increased
by sub-pixel correlation where the holograms are interpolated before correlation. We
implement the above mentioned method in our experimental setup and use a beam
splitter to rotate the object wavefield. We use cam0 in this study (see Table A.1).
Fig. 7.5 shows the amplitude of the complex hologram captured from one position
of the beam splitter using phase shifting. We rotate the beam splitter in steps of
approximately 0.37 degrees and capture 6 complex holograms. These holograms are
then stitched together to yield the wide aperture hologram shown in Fig. 7.6. Fig. 7.7
shows the reconstruction obtained from the original hologram and Fig. 7.8 shows the
reconstruction obtained from the synthetic aperture digital hologram.
As it can be seen, the same object is now represented by a larger number of pixels.
The increase in aperture can be quantified by measuring the depth of focus of the
reconstruction of the hologram. When the aperture of an imaging system increases, the
depth of focus decreases [70]. This can be analyzed by reconstructing the hologram and
calculating a focus metric such as variance. A region in the object plane is selected and
the variance of the pixel values in that region is plotted with distance from the camera.
In Fig. 7.9, we see the depth of focus for the reconstruction of the two holograms.
These curves shows how quickly the focus is falling off and the width of this variance
curve is directly related to the depth of focus of the holographic imaging system. The
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Figure 7.4: Methodology for synthetic aperture stitching in the wavefield ro-
tation method
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Figure 7.5: Hologram captured from one position of the beam splitter.
Figure 7.6: Hologram synthesized from five rotations of the beam splitter.
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Figure 7.7: Reconstruction of original hologram.
Figure 7.8: Reconstruction of Synthetic aperture hologram.
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figure above shows the variance curve normalized to 1. The original hologram is padded
with zeros to bring it to the same size as that of the synthetic aperture hologram. As it
can be seen, the variance curve for the synthetic aperture hologram is more steep and
slightly thinner than the original hologram.
Figure 7.9: Reduction in depth of focus as the aperture is increased syntheti-
cally for method 1
7.5 Synthetic aperture by translating the camera
In this method, we modify and enhance the technique used by Massig [141], in which a
camera is translated across a plane and multiple holograms are joined. In contrast to
the original technique in which off-axis Fourier technique was used, we use inline-Fresnel
architecture with a plane reference beam. We also use phase-shifting to retrieve complex
wave fields and join them together. We again demonstrate an increase in aperture by
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plotting the decrease in the depth of focus. The methodology followed is shown below.
Since we use a translation stage which moves accurately in one direction, we ignore any
phase factors induced due to rotations.
Consider that the complex wavefield incident on the camera in the first instance is
represented by
H1 = o(x, y) exp iφ(x, y) (7.4)
The wavefield incident after the translation of the camera can be represented by
H2 = o(x− d, y) exp i[φ(x− d, y)] (7.5)
The following steps are taken to join the two holograms together:
1. The quantity, d is the translational shift introduced by translation of the camera.
By correlating |H1| and |H2|, the translational shift, d is found out.
2. The two hologram matrices are then appended to each other in the x direction
to yield the larger digital hologram.
3. The same process is repeated for subsequent holograms and they are stitched
together.
The schematic for this setup is shown in Fig. 7.10. The object used in this case is
a transmissive sample(USAF resolution chart) and is placed at a distance of approxi-
mately 102mm from the camera. The experimental setup used is shown in Fig. 7.11.
Fig. 7.12 shows the hologram obtained from one position of the camera. The camera is
translated by an amount less than the width of the sensor so that consecutive captures
have an overlapping area in them. Fig. 7.13 shows the hologram stitched after five
translations of the camera.
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Figure 7.10: Schematic for synthetic aperture using phase shifting and camera
translation.
Figure 7.11: Experimental setup for synthetic aperture using phase shifting
and camera translation.
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Figure 7.12: Hologram captured from one position of the camera.
Figure 7.13: Hologram stitched together after camera translation.
Figure 7.14: Reconstruction from Hologram captured from one position of the
camera.
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Fig 7.14 shows the reconstructions from the hologram captured the original holo-
gram and Fig 7.15 shows the reconstruction from the synthetic aperture hologram. We
see more of the object in the reconstructions of the synthetic aperture.
Figure 7.15: Reconstruction from Synthetic aperture hologram.
We plot a focus metric, the variance of a section of the hologram for different
reconstruction distances. Fig. 7.16 shows the variance curve normalized to 1. Again,
the original hologram is padded with zeros to bring it to the same size as that of
the synthetic aperture hologram. The depth of focus curve for the synthetic aperture
hologram is steeper than the original hologram indicating the effectiveness of stitching.
7.6 Conclusion
In this chapter, we have discussed two methods to implement synthetic aperture digital
holography. We have also shown the impact of synthetic aperture on the resolution and
range of perspectives. The decrease in the depth of focus as a result of increase in the
aperture was also shown. We believe that synthetic aperture techniques may be needed
for the practical implementation of digital holography in a 3D display system.
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Figure 7.16: Reduction in depth of focus as the aperture is increased synthet-
ically.
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8Conclusion
The aim of this chapter is to provide a conclusion to this thesis and summarize the
main contributions of this work. In practice, the work done in this thesis contributes
to the general area of digital holography especially in its application for 3D display.
The contributions of this thesis can be broadly divided into three areas.
• Applications where a faster reconstruction of digital holograms is re-
quired : In chapter 3, we introduced the basics of imaging objects using digital
holography. We began by introducing the idea of recording and reconstructing
holograms on a digital sensor. We discussed the algorithms for reconstruction of
digital holograms. We also introduced the various features of digital holography
like the twin image, ability to refocus the image to different depths, ability to re-
construct from partial holographic data and the issue of speckle noise. In Chapter
4 and 5, our focus was on techniques to improve some aspects of digital recon-
struction algorithm in digital holography. We discussed methods to speed up the
execution time and reduce the memory usage of the reconstruction algorithms
used in digital holography. We showed that with the ideas of pre-computation
and compression of the chirp matrices [2] and fixed point implementations [1],
the reconstruction algorithm can be implemented computationally efficiently. We
believe these results to be highly useful in applications requiring speed up of re-
construction of digital holograms.These can include implementations of digital
holography on portable devices and microscope-on-a-chip applications. In such
cases, it is necessary to reconstruct digital holograms but in a memory efficient
and energy efficient manner. Another important application more relevant for the
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Real3D project is in the processing of captured digital holograms prior to them
being replayed on a display unit. For example, in-line digital holograms can be
captured at a fast frame rate but they suffer from the overlapping twin image.
The overlapping twin image can be removed by an image segmentation based
approach and it requires a few reconstructions of the hologram. The speed-up
technique showed here can be useful in such a case to fasten the intermediate
processing. In a related work in Chapter 6, we have also shown how the image
quality can be improved by speckle averaging but keeping the total number of
bits transmitted the same. This method will be useful in an internet based digital
holographic display system.
• Modeling of noise in digital holographic imaging systems : A major
part of this thesis was the development of a noise model for additive noise in
digital holography. The influence of quantization noise on the complex recon-
structed image was theoretically and experimentally studied. The same study
was extended to study the influence of shot noise [4]. We showed that in digi-
tal holography, quantization error is introduced as uniformly distributed additive
noise in the recording plane (camera plane) and this manifests itself as a complex
noise in the reconstruction plane with gaussian distributed real and imaginary
parts, rayleigh distributed amplitude and uniformly distributed phase. We also
characterized the various statistical properties of this noise both theoretically and
experimentally in the case of lensless off-axis Fourier digital holography. We have
studied the influence on the phase measurement accuracy and the reconstructed
intensity quantitatively. The standard deviation in the phase measurement error
increases by a factor of 2 for every bit removed in the quantization process. We
also characterized the noise in the intensity of the reconstructed images. This
complex noise can be treated as the result of a random walk in the complex plane
and shares the same statistical properties as that of speckle. We quantified the
influence of the additive noise on the phase measurement error in the hologram
plane in digital holographic microscopy under the assumption that the object is
highly transmissive in nature. We showed that in general, the noise in the output
plane of a digital holographic system has Gaussian characteristics irrespective of
the distribution in the capturing plane. This happens due to both the Fourier
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filtering as well as the numerical propagation of the complex wavefield. We de-
scribed the relationship between standard deviation in the error in the camera
plane to the standard deviation in the error in the reconstructed phase in the case
of Fresnel off-axis geometry. Shot noise which has Poisson statistics is a funda-
mental noise source for holographic imaging. According to our simple model, the
phase error can be decreased linearly by amplifying the image by either increasing
the exposure time or by adding multiple exposures as shown in the experiments by
the authors in [127]. The reduction in error happens because the amplitude of the
reconstructed image increases relative to the perturbation by the noise phasors
in a
√
α fashion where α is the amplification of the holographic signal. Though
we have studied the noise due to quantization and shot noise, we believe that
the same method can be applied to other kinds of additive noise in the hologram
plane for other architectures in digital holography.
The quantization aspect of the digital sensor also plays a role in the quality of the
reconstructed image. The work done on the effect of quantization noise on both
the amplitude and phase of the reconstructed image can be useful in modeling of
such imaging systems and in optimization of the capture rate and image quality.
• Improvement in image quality via twin image reduction and synthetic
aperture : In chapter 6, we presented some methods to improve the recon-
struction quality of digital holograms in presence of noise. We presented methods
to improve the reconstruction quality. We showed that the noise due to quan-
tization can be reduced using standard speckle reduction techniques in addition
to lowering the memory usage. Such speckle reduction techniques can find use
especially in the area of real time 3D display of digital holograms. We also pro-
posed a novel method to remove the twin image from inline-Fresnel holograms.
This method does not require expensive phase shifting devices and it preserves
the camera bandwidth and is clearly useful for recording good quality holograms.
For 3D digital holography based displays, it is important to capture a larger range
of angular perspectives. We implemented a novel approach (in chapter 7) for syn-
thetic aperture digital holography for this purpose. We combined phase shifting
and spatial translation of the camera to stitch the complex phase fields. We be-
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lieve this method to be especially useful for applications in 3D display where the
range of perspectives in the reconstructed 3D image can be enhanced.
The work done in this thesis primarily contributed to work packages of Scenario 1
of the FP7 research project, REAL3D. Apart from these primary contributions, con-
tributions were also made in the form of assisting in experiments, creating figures for
various papers, writing computer programs and discussions during group meetings. In
total, 6 peer-reviewed journal papers (3 being primary author)[1, 3, 4, 57, 58, 59] have
been published and 6 conference proceedings (3 being primary author)[2, 60, 61] have
been published. Additionally, 2 talks have been given at international conferences.
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Appendix A
Experimental recording of digital
holograms
During the course of this thesis numerous optical systems were constructed for the
recording of digital holograms of static objects. In Fig. A.1 and Fig. A.2, we show two
common set ups that we used. In Fig. A.1 the laser source outputs a beam directly to
a periscope in order to change the height of the beam. It then passes through a neutral
density filter which allows us to vary the input power to the system as required. A
linear polarizer and a neutral density filter follow next. By varying these two elements
we can control the relative power that is output from the two arms of the polarizing
beam splitter which is the next element to be encountered. The horizontal arm of the
beam splitter travels through a microscope objective that converges the light. The
light passes through a pinhole with a 10µm diameter which spatially filters the light
and it then passes through a lens which collimates the light and creates a plane wave
reference beam which propagates directly toward the camera. The second arm of the
beam splitter is reflected from a mirror attached to a piezoelectric motor which can be
moved by fractions of a wavelength for phase shifting digital holography.
In Fig. A.2, we show a second set up that was used to record holograms. There
are a number of key differences between this set up and the one just described. Firstly
the camera position has been moved. To ensure that object and reference wavefields
travel approximately equidistant paths, thereby maximizing the temporal coherence of
the system. The reference wavefield reflects from a mirror towards the camera face.
Secondly the object beam from the first beam splitter is passed through a quarter wave
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plate and then another polarizing beam splitter. The combination of these elements
allows us to create two object beams so that we can illuminate the objects from two
directions to ensure that we avoid shadows. Both beams are directed towards opposite
sides of the object via a system of mirrors and they are both passed through diffusers
which spread the light out to illuminate the entire object. The light is scattered directly
towards the final beam splitter which reflects the light towards the camera. The use of
multiple diffuser illumination system in the second system allows for more uniformly
distributed illumination on the object with less self-occlusion. We note that the object
was often positioned on a rotation stage and the diffusers in the set up were moved
using a translation stage. Both the rotation and translation stage were controlled by
a common driver. An integrated lab view control system was designed for the entire
set up and this is discussed in more detail in Appendix B. The laser was supplied by
CrystalLaser with a wavelength of 785nm. It is a solid state laser with a coherence
length of approximately 30cm and it is linearly polarized. The various cameras used in
the thesis are summarized below.
Camera Manufacturer Dimensions Pixel pitch Interface
cam1 AVT-Dolphin F-145B 1392x1040 6.45µm IEEE 1394 (firewire)
cam2 Basler piA1900-32gm/gc 1928 x 1084 7.4µm GigE-ethernet
cam3 Basler piA2400-17gm/gc 2448 x 2050 3.45µm GigE-ethernet
Table A.1: Cameras used in experiments
The rotation and translation stage, MFA-PPD (translation stage, resolution 7µm),
SR50PP (rotational stage, resolution 0.001◦) and the controller, (SMC100PP) are from
Newport. The piezoactuator (Model PZ38CAP) from Piezosystem Jena was used to
implement phase shifting digital holography. This has an accuracy of 0.1nm and a
range of 32µm in closed loop operation.
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Figure A.1: Experimental setup I First type of holographic recording setup
, ND: Neutral Density Filter, P: Polariser, λ/4: quarter wave plate, MO:
Microscope Objective, PB: Polarising Beam splitter, PI: Pinhole, L Lens, M
Mirror, PSM Phase Shifting Mirror, D Diffuser, RS rotation Stage, I Iris.
Figure A.2: Experimental setup II Second type of holographic recording setup
with object illumination from two sides : ND: Neutral Density Filter, P: Po-
lariser, λ/4: quarter wave plate, MO: Microscope Objective, PB: Polarising
Beam splitter, PI: Pinhole, L Lens, M Mirror, PSM Phase Shifting Mirror, D
Diffuser, RS rotation Stage, I Iris.
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Appendix B
Calibration for phase shifting
using speckled holograms
In a piezoelectric actuator an applied voltage to a piezoelectric material causes a change
of the dimensions of the material, thereby generating a motion. These actuators use
multilayer ceramics which have a high sensitivity to applied voltage to generate the
piezoelectric effect and exhibit qualities like hysteresis and drift. They are sensitive
to environmental factors such as temperature. Thus it is important to accurately cali-
brate the device frequently. This calibration can be done by setting up an interference
between near planar waves to get wide fringes on the camera. When a voltage is ap-
plied, the fringes ’move’ and a region of the bright fringe is selected and the intensity
monitored as the voltage changes. This yields the voltage-phase curve for the device.
However setting up such interferences regularly is cumbersome and is not a robust
design.
Fig. B.1 shows the mirror attached to the piezoactuator device. In a digital holo-
graphic imaging setup, it is advantageous to acquire the voltage-phase curve from the
speckled hologram of the object present without setting up wide fringes on the camera.
It is possible to do this by selecting all the pixels from a narrow band of intensities
(e.g all the pixels between 0.7 and 0.8 times the maximum valued pixel) (Fig. B.2)and
summing their values for each voltage change. Such a band typically consists of a few
thousand pixels. Each band has a different noise distribution. By choosing different
such bands different independent signals can be obtained and the voltage-phase curve
can be obtained (Fig. B.3).
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Figure B.1: The mirror attached to the piezoactuator.
Figure B.2: Histogram of the hologram showing the selected bands of intensi-
ties.
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Figure B.3: Calibration curves obtained from different bands.
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Appendix C
Computer Interface
We have built a robust program in LabView which can be used with any camera. The
phase shifting device and the translation and rotation stages are connected with serial
ports and are also integrated into the program. This system is capable of recording
high quality digital holograms of a real world 3D object. The object can be rotated
on a rotational stage and a full 360◦ range of perspectives can be recorded. Speckle
reduction using moving diffusers can be performed to improve the image quality of the
reconstructed images. A LabView based user friendly interface has been developed as
shown in Fig. C.1. The main program consists of a number of smaller sub-programs.
Here we show the front interface of the LabView program to record a full 360 degree
range of perspectives of a 3D object. Since digital holograms are susceptible to vibra-
tions, we do the same range 4 times and take the best quality hologram for each angle.
Our phase shifting program captures 4 interferograms and stores them on a hard
disk (Fig. C.2). These files can be sent to our partner universities or can be analyzed
by programs such as Matlab. We have also implemented a real time digital hologram
recording unit (Fig. C.3) . This uses inline or offaxis architecture for real time capture
and replay of holograms. This helps in aligning the system or for initial preview of the
objects reconstruction. The hologram and the reconstructed image can be seen on the
same screen.
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Figure C.1: Computer interface for recording 360 degree range of perspectives.
Figure C.2: Program for phase shifting digital holography.
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Figure C.3: Program for real time digital holography.
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Appendix D
Recording of 360 degree scenes of
static objects
The experimental system described in Appendix A, together with the software described
in Appendix B and C was used to create high quality stop motion videos of a selection
of different objects. Many of these objects were printed using 3D printers in NUIM due
to the difficulty in finding objects in the desirable size range. The angular jump that
we used in recording these videos varied from 1 degree to 4 degrees of rotation and the
number of steps taken was given by the number of these angular shifts were required
to complete a full circle of 360 degrees.
The higher the number of diffuser positions that we select in the program, the
better the speckle reduction that can be achieved. This is assuming that for each object
position all of these digital holograms could be displayed in sequence sufficiently quickly
to integrate in the aperture time of the human eye. We recorded these holograms with
a view to displaying them on SLM as part of the Real3D project. The maximum rate
of the SLMs used in the project was 60Hz.The aperture time of the average human
eye is approximately 1/30 seconds. Therefore it is possible to integrate approximately
three reconstructions over the integration time of the eye. For this reason we record
only four PSI digital holograms of different diffuser positions for each object position
for all our videos. With this we can achieve approximately 50
In Fig. D.1, Fig. D.2 and Fig. D.3 below we show the numerical reconstruction
obtained from videos of PSI digital holograms. For Fig. D.1 we show six reconstructions
from angles separated by approximately 60 degrees. Here the reconstructions were
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calculated numerically using the direct method of simulating Fresnel propagation. The
field of view in the figures is identical to the field of view for optical reconstruction
using the SLMs. The intensity of the numerical reconstruction is calculated and the
four intensities corresponding to the four different diffuser positions are added together
in order to simulate what the eye will see when replayed using the SLMs. The two
chairs were recorded at a distance of 436 degrees and with an angular step of 1.58
degrees. In total 228 different object positions were recorded of which we show only
six here. In Fig. D.2 we show similar reconstructions for the small cube. Here the
recording distance is 174.4mm and a step size of 3.93 degrees was taken. In total 92
object positions were recorded. The same parameters were used for the molecule shown
in Fig. D.3.
Figure D.1: Numerical reconstructions from NUIMs video I. Rotating set of
chairs.
D.1 Recording of holograms of objects under strain - sub-
traction holography
In addition to the videos of static case digital holograms we also recorded subtraction
holograms for display on SLMs. This was achieved by recording PSI digital holograms
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holography
Figure D.2: Numerical reconstructions from NUIMs video II. Rotating cub.
Figure D.3: Numerical reconstructions from NUIMs video III. Rotating
molecule.
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using the optical recording set up discussed in Appendix A. To record these holograms
our objects were mounted in a clamp.
Once the object has been securely mounted a first ‘benchmark’ PSI digital hologram
is recorded using the NUIM Labview program described in Appendix C. The clamp is
then tightened manually in order to put a strain on the object. Once the object has
come to rest after a few seconds a second PSI digital hologram is recorded and stored.
The second complex digital hologram is then subtracted from the benchmark hologram
to create a subtraction hologram. This subtraction hologram can be reconstructed
numerically or optoelectronically on a SLM by displaying the phase of the subtraction
holograms on the SLMs.
The process can be repeated by increasing the strain on the object under inves-
tigation and recording another digital hologram which is then subtracted from the
benchmark hologram in order to create another subtraction hologram. In creating the
subtraction holograms, the reconstructions of which are shown in Fig. D.4 and Fig.
D.5, we always used the benchmark hologram in the subtraction process. We note that
this is not always necessary and we can create a large number of different subtraction
holograms by subtracting any given two holograms rather than always using the first.
In Fig. D.4 we show the reconstructions from subtraction holograms of a small metal
key under increasing strain by a clamp and in Fig. D.5 we show reconstructions from a
small chair figurine under increasing pressure from a manual clamp. The fringes than
can be observed in these reconstructions can be directly related to local strain on the
object surface, and indeed on the clamp itself. We note that in all cases the numerical
reconstructions of the subtraction holograms were obtained by using the direct method
of simulating the Fresnel Transform and the intensities were then calculated. No speckle
reduction techniques, optical or numerical, were applied to these reconstructions.
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Figure D.4: Subtraction holograms I. Recorded for a key under varying
amounts of strain when pressed in a clamp.
Figure D.5: Subtraction holograms II. Recorded for a plastic chair under vary-
ing amounts of strain when pressed in a clamp.
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