Glacier facies are zones of snow on a glacier that have certain specific spectral characteristics that enable their characterization. The accuracy of their extraction will determine the end accuracy of the distributed mass balance model calibrated by this information. Therefore, coarse to medium resolution satellites are not preferable for this particular function as the data derived from such sensors will potentially blur out the minute spatial variations on the surface of a glacier. Very high resolution (VHR) sensors (such as, WorldView (WV)-1, 2, 3) are thus much more suited for this particular task. Hence, this study aims to extract the available glacier facies on the Sutri Dhaka glacier, Himalayas, using very high-resolution WorldView-2 (WV-2) imagery. Extensive pre-processing of the imagery was performed to prepare the data for this purpose. The steps incorporated for this purpose consist of 1) Data Calibration, 2) Mosaicking, 3) Pan Sharpening, 4) Generation of 3D surface, and 5) Digitization. Using image classification as the primary method of information extraction, this study tests the ever-popular pixel-based classification technique against the uprising object-based classification technique. In doing so, this study aims to determine the most accurate technique of information extraction for the WV-2 imagery in the given scenario. The presence of unique bands (Coastal (0.40-0.45 µm), Red Edge (0.705-0.745 µm), NIR-1 (0.770-0.895 µm) and NIR-2 (0.86-1.04 µm) in the multispectral range of WV-2, allows this study to perform facies classification through the development of customized spectral index ratios (SIRs) in the object-based domain. Establishment of thresholds was hence necessitated for information extraction through the developed SIRs. Three supervised classifiers, namely, a) Mahalanobis distance, b) Maximum likelihood, and c) Minimum distance to mean, were then used to perform classification, thereby allowing a comparative analysis between the classification schemes. Accuracy assessment for each classification scheme was performed using error matrices. The object-based approach achieved an overall accuracy of 90% (κ=0.88) and the highest overall accuracy among the pixel-based classification methods is 78.57% (κ=0.75). The results clearly portray that the object-based method delivered much higher accuracy than the pixel-based methods. The carry home message is that future studies must examine the transferability and accuracy of the customized SIRs in varying scenarios, as different scenarios will require varying threshold adjustments. Forthcoming studies can also develop sensor specific and unique indices for other sensors that are suitable for such applications.
INTRODUCTION
Glaciers consist of various zones that are primarily differentiated based on specific characteristics. These characteristics are based on variables, which include, but are not limited to, moisture, texture, hardness, impurities, stratification, grain size, etc. These characteristics themselves are continuously transforming due to changing meteorological conditions (Benson, 1962) . The two predominant zonations of a glacier are the accumulation zone and the ablation zone. The line of transition between them is called the Equilibrium Line Altitude (ELA). These two zones are a concatenation of several small zones having discernible superficial expressions due to changing circumstances. These are referred to as glacier facies (Hall et al., 1988) . Glacier facies are superficial manifestations of the interplay of snow, the climate and the surrounding geology. Each facies occurs as snow metamorphoses through the glacier. Owing to seasonal changes, these glacier facies vary in spatial distribution and quantity throughout the year. As the properties of each facies vary, so does the impact of each vary on the overall health of the glacier. Therefore, although glacier facies are a resultant feature of snow interactions, they are distinct from the erosional and depositional * Corresponding author. features produced by the flow of the glacier (Benn and Evans, 2014) . Ali et al., (2017) , assessed the effects of changing glacier facies on the dimensions of the glacier through recession, deglaciation and meteorological parameters. Thus, it can be inferred that these superficial expressions (facies) are visual cues of the current health of the glacier (Jawak et al., 2018) .
Mass balance modelling is the mechanism by which the changes experienced by a glacier are quantified. Several types of models have been developed (Jóhannesson et al., 1995; Hock, 1999; Klok and Oerlemens, 2002; and Braun and Hock, 2004) to perform single dimensional (ablation) as well as spatially distributed (ablation and energy balance) modelling. Braun et al., (2007) , attempted to fill out the void sites of distributed mass balance models by deriving glacier facies data from Landsat satellite images on the Engabreen glacier in northern Norway. These void sites are a result of few on site data points that often leave out vast extents of the glaciers. Thus, it can be concluded that as each facies has a differential effect on the melting/recession of the glacier (Ali et al., 2017 ) the accurate extraction and analysis of glacier facies would inadvertently lead to much more accurate distributed mass balance modelling.
The beginnings of such complex modelling, centres around the accurate extraction of glacier facies. Image classification is a widely accepted form of information extraction from remotely sensed data. Coarse to medium resolution satellite datasets deliver good classification accuracies using conventional pixel based classification, however, high resolution and even very high resolution (VHR) imageries do not yield good classification accuracies through the same methods. This is attributed to the resultant salt and pepper/speckled effect of very high resolution classification (Gao and Mas, 2008) . To overcome this, the utilization of object based classification has been generating momentum for land cover mapping through very high resolution data (Yadav et al., 2015; Weih and Riggan, 2010) . Although such studies have been performed over land cover, they have not been tested exhaustively over glaciated regions. Therefore, this study yearns to map the available range of glacier facies of the Sutri Dhaka glacier, Himalayas. This mapping has been carried out using both pixel and object based classification (OBC) techniques. Thus, creating a comparative platform for the assessment of classification accuracies. This comparison was performed using error matrices.
STUDY AREA AND DATA
The present study area is the Sutri Dhaka glacier. This glacier lies in the upper Chandra basin of the western Himalaya (Figure 1 ), in the western part of the Lahaul-Spiti valley of Himachal Pradesh. The total area of the extracted glacier in this study is 24.93 km 2 . The extraction of accurate facies through unique methods necessitates unique selection of data. The data selected for this study is the WorldView-2 (WV-2) VHR data. The eight bands offered by WV-2 address issues such as insufficient feature details and limited analysis techniques (Jawak and Luis, 2013) . As described in Table 1 , an Aster GDEM v2 (30m) was used in addition to the WV-2 image, for precise delineation through active reference from a generated 3-dimensional surface. This study attempts to map the available glacier facies using WV-2 VHR data (Table 2 ) by devising customized spectral index ratios (SIRs) within an object based sphere. This classification is then tested against pixel based supervised classification for an evaluation of the accuracy. 
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METHODOLOGY
The methodology used in this study can be separated into a sequence of blocks; block a.) Pre-processing; block b.) Pixel based classification, block c.) Object based classification; and block d.) Accuracy assessment (Figure 2 ).
Pre-processing
The derivation of information from multispectral data requires a correction of the disturbances to the signal (Deshayes et al., 2006) . Incorporating the procedure described by Jawak et al., 2017, pre-processing was performed to minimise the atmospheric effects over the data. The pre-processing block consisted of several sub blocks such as; (1) Data Calibration; (2) Mosaicking; (3) Pan sharpening; (4) Generation of 3D surface; (5) Extraction of study area. The raw data (courtesy of DigitalGlobe) comprised of 21 individual tiles, which were originally geometrically corrected to the projection system of UTM WGS 84 43N and the geographic co-ordinate system of GCS WGS 1984.
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLII-5, 2018 ISPRS TC V Mid-term Symposium "Geospatial Technology -Pixel to People", 20-23 November 2018, Dehradun, India Following Jawak and Luis, (2016); data calibration was performed by (a) The conversion of raw DN values to at sensor spectral radiance, followed by, (b) The conversion of at sensor radiance to at sensor or surface reflectance (FLAASH atmospheric correction, ENVI 5.3). Seamless mosaicking was performed to concatenate the tiles to assemble the final image of the study region. Pansharpening was performed using the GramSchmidt (GS) pan sharpening method (Laben and Brower, 2000) to enhance the spatial resolution of the multispectral WV-2 data (Figure 2) . Extraction of the study glacier was performed by delineation of the glacier boundary with assistance from a 3-dimensional draped surface generated by an Aster GDEM v2.
The delineated boundary was utilized to extract the study glacier. Figure 2 . Protocol devised for the study .
Pixel Based Classification
This study performed pixel based classification through the supervised classification technique. Three supervised classifiers were employed in this study, viz., (1) Mahalanobis Distance (MHD); (2) Maximum Likelihood (MXL); and (3) Minimum Distance (MD). This classification was performed using the TERCAT (Terrain Categorization) tool under the SPEAR (Spectral Processing Exploitation and Analysis Resource) automated workflow in ENVI 5.3. This tool provides for the generation of outputs from multiple classification algorithms via a single input. This input is provided through the means of regions of interests (ROIs) selected from analysis of spectral plots of the concerned targets. Classification in this technique is performed by first selecting ROIs, applying the supervised classifier and subsequently generating the output.
Object Based Classification
Classification in the object-based domain was performed using eCognition Developer 64. The first step in this process is multiresolution segmentation. This particular segmentation algorithm was selected as it increases the overall homogeneity of the created objects (Definiens Developer, 2012). The objects created as a result of segmentation obtain their characteristics from user-defined parameters such as image layer weights, scale parameter, shape and compactness. Layer weights were assigned as follows, NIR1=4, NIR2=3, Coastal=2, Green=2, Red Edge=2, Blue=1, Yellow=1, Red=1. The scale was set at 300, the shape at 0.4 and the compactness was set at 0.8. Segmentation was then followed by the development of customized spectral index ratios (SIRs) to isolate objects having the desired spectral characteristics based on visual scrutiny and spectral curve analysis. The bands used to develop the customized SIRs were chosen after scrupulous attempts and exhaustive trials. Each band of the WV-2 sensor was tested in the form of various combinations to achieve isolation of facies. Three customized SIRs were developed (Table 3 ) after this rigorous procedure that enabled classification of the detectable facies.
Index no.
Mathematical expression
SIR1
1 + 2 2
SIR2
1 + 2 2 SIR3 1 + 2 2 Table 3 . The devised customized spectral index ratios Engagement of indices entails the necessity of thresholds. Thus, as each threshold from one index or a combination of thresholds from one or multiple indices may be used to extract one particular facies, it would suffice to conclude that these thresholds are in fact unique specifications of the spectral characteristics of the resultant extracted facies (Jawak et al., 2017) .
Shadowed areas in this image, owing to the unique conditions, are not entirely discernible using these SIRs. This is because shadowed areas vary spectrally within themselves as well as between each other. Therefore, it was necessary to manually digitize shadowed regions in ArcGIS 10. 
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Accuracy Assessment
Seventy random points were assigned equally among the seven classes by analysis of the spectral plots of image targets. These points were then utilized for determination of the accuracy through several measures calculated by error matrices (Lillesand et al., 2004) . The measures were: (1) Error of commission (EC); (2) Error of omission (EO); (3) Producer's accuracy (PA); (4) User's accuracy (UA); (5) Overall accuracy (OA); and (6) Kappa statistic (κ).
RESULTS AND DISCUSSION
Classification was performed on the extracted study area. This implies that the spectral variations within the shadowed regions were present at the time of object based classification. This led to the overestimation of certain facies within the shadowed area. Masking out the shadowed area would lead to erroneous results in the area wise distribution of the classified facies. Hence, it was imperative to erase the shadowed regions from the classified outputs using the Erase tool in ArcGIS 10.3. The final outputs therefore included no overestimations. Valley rock displayed similar spectral mixing and was subjected to the same procedure. Crevasse detection was highly promising with the SIR1. A combination of adjusted thresholds from SIR2 and SIR1 were necessary to efficiently extract wet snow and glacier ice. The distinction between thick and ice mixed debris were detected using SIR3. Each SIR uses specific bands to formulate a threshold parameter for classification. Therefore, each of the facies extracted hold discernible characteristics within the spectral range of the utilized bands. Each facies extracted is unique to its threshold range. This implies that the spectral response pattern of each of the facies is most influenced by the utilization of these SIRs. Thus, the three devised SIRs are the most influential with respect to the spectral response pattern of the target facies. The pixel based classification outputs required no such adjustments and corrections.
Comparative analysis purely based on measures of accuracy derived from the error matrices revealed that the object based classification did not only perform better than the pixel based classification, but far surpassed it (Table 4) . The MHD (Figure 3 ) performed below average for the purpose of this study and resulted in an overall accuracy of 70%. It delivered the highest errors of commission (21.43%) and omission (23.57%). The user's accuracy for MHD was 77.14%, which was the same as that for MD (Figure 4 ). The MXL ( Figure  5 ) classifier performed the best among the pixel based classifiers, delivering an overall accuracy of 78.57% and a kappa value of 0.75. The object based classification delivered the highest accuracy and lowest errors. The overall accuracy achieved by the OBC (Figure 6 ) was 90%. The kappa value obtained by the OBC was 0.88. The errors of inclusion and exclusion achieved by the OBC were 10% and 9.05% (Table 4) respectively. Thus, the OBC proved to be the most effective and accurate classification technique
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CONCLUSION
This study engages very high resolution WV-2 satellite data in pixel based and object based realms to perform classification of glacier facies. Classification, whether pixel or object based will be dependent on the precision of the spectral response pattern of the target. The entire pre-processing protocol devised for this study was suitably designed to facilitate optimal spectral response detection. The 3-Dimensional surface generated through Aster GDEM v2 (30m) was profoundly useful in the delineation of the glaciers. A significant feature of this study is the non-dependence on short wave infra-red (SWIR) bands. The protocol utilized in this study effectively maps glacier facies without including SWIR bands in the developmental phase. The three customized SIRs were highly efficient in mapping the target facies. Although a certain amount of manual correction was necessary to obtain the final output, the OBC yielded far greater accuracy than the PBC. The customized SIRs developed in this study can be tested in varying scenarios to determine their transformational capacity. Upcoming research may focus on creating a number of readily available index ratios for multiple satellite products to effectively map glacier facies. 
