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Ethical Issues in the Use of Big Data  
for Social Research 
Michael Weinhardt ∗ 
Abstract: »Ethische Fragen bei der Nutzung von Big Data in der Sozialfor-
schung«. With the advent of Big Data (BD) in the social sciences, vast amounts 
of data (and the tools to analyze them) have become available faster than ethi-
cal and legal standards could develop regarding the use of such data. At the 
same time, data collectors and analysts face new moral dilemmas as the prolif-
eration of personal and impersonal data clearly poses new challenges to tradi-
tional assumptions about privacy and autonomy. The discussion of such ethical 
challenges seems to lag behind and the literature specifically dealing with the 
research ethics of BD is still scarce. This article asks which ethical and legal as-
pects need to be considered when collecting and analyzing data on individuals 
from the web and combining them to gain an enriched picture of human activ-
ities. It proceeds to provide a brief overview of existing research ethics regula-
tions and outlines areas of particular relevance to the challenges that come 
with the use of BD, such as the delineation of human subject research, the 
(im)possibility of informed consent for these new kinds of data, the sources and 
public availability of data and questions of risk and risk assessment. It also for-
mulates some generic recommendations in order to stimulate further debate, 
one of which posits that social scientists must address and discuss the chal-
lenges that emerge in research applications of BD more widely than it is cur-
rently the case. 
Keywords: research ethics, digital research, human subject research, informed 
consent, computational social science, big data, data protection, social research. 
1. Introduction 
“Act in such a way that you treat humanity, whether in your  
own person or in the person of any other, never merely as  
a means to an end, but always at the same time as an end.” 
(Immanuel Kant, Groundwork for the Metaphysics of Morals) 
“Art and science, research and teaching shall be free. […]” 
(Basic Law for the Federal Republic of Germany, Art. 5, para. 3) 
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Questions of privacy, data protection, and ethics have been discussed for dec-
ades in social research and related disciplines such as psychology and epidemi-
ology, and solutions have been put in place to address these issues in practice. 
This is somewhat different in the area of Big Data (BD) in the social sciences. 
By now, BD is not a new phenomenon anymore and discussions about its po-
tentials as well as its uses in actual research are increasingly widespread in the 
social sciences and emerging fields such as computational social sciences (Fos-
ter et al. 2016; Lazer and Radford 2017). However, the new availability of vast 
amounts of data and tools to analyze them have come faster than ethical and 
legal standards could develop regarding the use of such data. While the prolif-
eration of personal and impersonal data clearly poses new challenges to tradi-
tional assumptions about privacy and autonomy (Bender et al. 2016), the dis-
cussion of such ethical challenges seems to lag behind.  
Typically, the definition of BD is tied to the three dimensions of volume, va-
riety, and velocity (Salganik 2018). Ganz and Reinsel (2011) define BD ac-
cordingly as “a new generation of technologies and architectures designed to 
economically extract value from very large volumes of a wide variety of data, 
by enabling high-velocity capture, discovery, and/or analysis.” First, the sheer 
volume of information that has become available electronically over the past 20 
years or so is astonishing. In social media, for example, Facebook and Insta-
gram each have more than one billion users and the related mass of pictures, 
videos and text snippets uploaded every day seems unimaginable. Accordingly, 
“Big Data” originally meant the volume of data that could not be processed 
(efficiently) by traditional database methods and tools (Kaisler et al. 2013).1 
Second, the high-velocity aspect is often a result of the online nature of BD. A 
smooth user experience necessitates the processing of large amounts of data in 
real-time. For commercial data use speed often is a key advantage (for example 
in the world of business analytics). The need for timely processing of data that 
does not interfere with users’ online experience certainly has its own challeng-
es, especially for database programming and computation power. Hence, the 
development of BD methods would not have been possible without an incredi-
ble growth in computing power that has roughly doubled every two years over 
at least five decades. Third, BD encompasses data from a wide variety of types 
and sources such as chat rooms, social media, communication tools such as 
 
1  Interestingly, according to this understanding, “big” is relative to context, especially histori-
cally. Every time a new medium for the storage of data was invented, the amount of data 
that could be easily accessed increased manifoldly. What was considered big some time ago 
was rather small a decade later. Also, compared to the amount of data that the tech giants 
around the globe have to manage every day, the data bases used for analyses in the social 
sciences usually are comparatively small, ranging from hundreds to maybe several millions 
of entries. Therefore, Riebling (2018) suggested the term medium data to emphasize the 
smaller scale of the data that social scientists are typically concerned with in contrast to the 
“really” BD computer scientists work on (and their problems of real-time processing). 
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messengers, wearables such as fitness tracking devices, but also video portals, 
digital libraries, and the simple everyday usage of internet browsers. In a way, 
we should rather speak of BD in the plural as it comes in so many different 
forms and flavors. The data itself may consist of different types of entities, 
such as plain numbers, text, audios, videos, or the combination of all of these.2 
In addition, as more and more archives digitize their collections (and projects 
such as Google Books and Project Gutenberg digitize millions of books from 
many different countries), BD begins to reach into (recent) history as well. 
Thus, the variety of BD is huge and may even be growing. 
In value, Ganz and Reinsel (2011) find another characteristic that is central 
to the understanding of BD, one which is also deeply relevant to ethical issues 
in the use of BD. Many scientists agree that BD is very valuable in many re-
spects, and not without reason is it often called the “oil of the 21st century” 
(e.g., Rotella 2012). In addition, new analytic tools for large-scale data analysis 
allow the extracting of information from data where previously nothing of 
value could be found. In combination with new statistical modeling techniques, 
BD may enable advances in many areas that are practically important, such as 
the detection of cancer in patients from biometric data. Other benefits are more 
benign. As BD is often a direct outcome of the digitalization of everyday life, 
one major advantage, for companies as well as consumers, is the increase in 
productivity and the reduction in transaction costs. Transnational communica-
tion, for example, even via video calls, is now available almost instantly and 
free of charge. However, this digitalization of life also involves huge risks. For 
example, in 2018 it was revealed that political data consulting firm had ac-
quired access to the personal information of up to 87 million users of Facebook 
(cf. Hardcastle 2018). The company used the data to build personality profiles 
with the aim to most effectively target social media users with political adver-
tising campaigns. While this practice has been discontinued since, at least 
officially, the example of Facebook – the Cambridge Analytica Scandal – ex-
emplifies the dangers of the misuse of social media data.  
The preceding example stresses the general risks involved in the use of BD. 
Consequently, data collectors and analysts face new moral dilemmas and to-
day’s scientists must address the challenges that emerge in applications of BD 
in both research and practice. This article addresses the ethical questions that 
arise particularly in social research settings. It asks which ethical and legal 
aspects need to be considered when collecting and analyzing data on individu-
als from the web and combining them to gain an enriched picture of human 
activities. While there is an emerging body of literature on the ethics of BD in 
general, literature specifically dealing with the research ethics of BD is still 
scarce (cf. Morena et al. 2013, Williams 2017). The article aims to help fill this 
 
2  As Lazer and Radford (2017) observe: “There are many discrete literatures around different 
BD sources, and even a complete list of those literatures would soon be obsolete.” 
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gap by outlining some of the challenges that come with the use of BD in social 
research. While it seems impossible to give definitive answers to such chal-
lenges without a wider discussion of these issues with researchers and experts 
in the field, the article still formulates some generic recommendations and 
presents them for further debate. 
2. Research Ethics: A Brief Overview 
This section provides a brief overview of theoretical principles and existing 
regulations in the realm of research ethics, the legal requirements of data pro-
tection legislation, and existing codes that cover questions of BD. It lays the 
foundation for the later discussion that specifically addresses ethical issues in 
the use of BD for social research. 
2.1  Existing Regulations and Theoretical Principles 
For the purpose of this article, I will understand ethics as being concerned with 
the question of whether my conduct is justifiable toward other human beings, 
especially if my actions have an impact on them (cf. Fuchs et al. 2010, 4).3 In 
the deontological view of ethics, other persons need to be considered when we 
contemplate our actions as other persons are an end in themselves and bearers 
of some irrevocable basic rights. In the consequential or teleological view of 
ethics, we especially need to consider the consequences of our actions and how 
they affect others, whether these consequences are intended or not (cf. Fuchs et 
al. 2010, 15). Here, the notion of risk becomes important and the assessment of 
potential risks of one’s own conduct becomes an ethical virtue in itself (see 
Salganik 2018 for a brief discussion of overarching ethical principles).  
In the social sciences, it is important to acknowledge that the subjects of re-
search are humans who have the right to be protected from harmful conduct. It 
may be argued that the main intention of research ethics is the protection of its 
research participants, i.e., the subjects under study, from being harmed through 
any element of scientific inquiry. While wider ethical consideration, e.g., about 
the use of scientific discoveries, are pertinent to all scientific disciplines (natu-
ral scientists have often struggled with the question of whether their discoveries 
may be used for the development of new arms for example), this issue is spe-
cific to disciplines which study human beings. The questions of the extent to 
 
3  Another issue concerns the ethical handling of other social entities such as companies and 
organizations or communities. While human subjects should be the main focus of concern, 
others argue that other social entities should also be included in our considerations. For ex-
ample, some German courts have applied data privacy law to judicial persons such as com-
panies and organizations, although the laws were written with natural persons in mind. 
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which humans are subjected to research practices, and of the risks of harming 
those who are involved, itself becomes an important ethical issue (Buchanan 
and Zimmer 2018). 
While many ethical considerations have become enshrined into law, as is the 
case for example with data privacy legislation, this is not always the case. 
Quite often, societal developments and technological advancements are much 
faster than the legislative process and hence there typically is the need for 
ethical contemplation, which goes beyond the existing legal framework. Addi-
tionally, ethical considerations are not and cannot be the same as established 
codes of ethics, because otherwise, the implementation of new rules or the 
criticism of existing rules would be impossible. In this view, many important 
questions of ethical behavior in science only start beyond what the law requires 
in any event.4 Ethical behavior becomes everything that should be done accord-
ing to some ethical standards but that is not legally binding or already codified 
into standard practice (cf. RatSWD 2017b, 15). Still, this makes existing 
frameworks of data protection and ethical research a reasonable starting point 
for the discussion. 
Research ethics now have a longstanding tradition in human subject re-
search (cf. von Unger and Simon 2016). Generally, ethical guidelines are espe-
cially important and prominent in epidemiology and health research, a conse-
quence of the cruel and deadly treatment that individuals have received 
historically in the name of the advancement of science. One major motivation 
for the development of ethical research codes were the atrocities committed by 
doctors in Nazi concentration camps in the name of science during World War 
II. A result of this was the establishment of the Nuremberg code, which laid out 
basic principles to protect human life especially in the medical sciences which 
received a further level of codification in the declaration of Helsinki,5 binding 
medical researchers to the well-being of their research subjects. In the US, the 
infamous, racist Tuskegee Syphilis study –where subjects were left untreated in 
order to study its long-term effects – also led to a review of ethical practices in 
clinical research and the establishment of institutional review boards (IRBs) to 
oversee such research (cf. Salganik 2018, 326).6 The investigation into this and 
 
4  Mostly, law only regulates questions of data protection and privacy. However, this may vary 
widely between countries. 
5  <https://www.wma.net/policies-post/wma-declaration-of-helsinki-ethical-principles-for-
medical-research-involving-human-subjects/>. 
6  IRBs are more prevalent in Anglo-Saxon Countries and often mandatory for all kinds of 
research involving human beings. In Europe, the requirements regarding the necessity of an 
IRB review are much less strict and vary widely between disciplines. For example, they are 
common in psychology at the institutional level. In German sociology, there is one review 
board run by the DGS where researchers may submit their proposals and research ideas vol-
untarily. However, there is a debate about how suited IRBs are for qualitative research in 
principle (e.g., Hammersley 2008; Von Unger et al. 2016). 
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other studies led to the Belmont Report, that further established many of the 
rules which nowadays govern what the report called “Human subjects re-
search.” The report defined three main principles: respect for persons, benefi-
cence, and justice (Hoyle et al. 2002). Respect for persons entails that people 
should be treated as autonomous agents and establishes the concept of in-
formed consent (IC) according to which people should choose to participate in 
research voluntarily and freely, based on all relevant information especially 
about the potential risks involved. The principle of beneficence sets out that 
researchers should do no harm and protect their participants, providing poten-
tial benefits and minimizing risks and potentially negative outcomes, which 
often necessitates a risk-benefit analysis before the research is conducted. The 
third principle of justice states that the selection of participants should assure 
that risks and benefits are distributed fairly and do not unduly burden groups of 
people already disadvantaged in society.  
One should keep in mind that these principles, updated and refined in what 
is called the Common Rule, widely govern the ethical practice of research and 
the review practice of IRBs, especially in Northern America, have their origins 
in guidelines for medical research. Compared to this, social sciences typically 
involve low-impact studies usually without risks of lasting physical or psycho-
logical harm (Kämper 2016; Metcalf 2016). It should be noted that these stand-
ards and their application through IRBs have not gone uncontested (Dingwall 
2008). One argument put forward, especially by qualitative researchers, states 
that such a standardized approach is not suited to the flexible arrangements 
often encountered in (qualitative) social research (e.g., Haggerty 2004; von 
Unger 2014). It has also been questioned to what extent they are suited to guide 
internet research because here the human subjects research model may not be 
entirely appropriate (Bassett and K. O’Riordan 2002). Here, it is important to 
consider whether research deals with (active) participants which in turn de-
pends on the level of involvement of those researched (Keller and Lee 2003).  
Before I turn to the more generic questions of research ethics specifically in 
the context of BD, I briefly describe the legal requirements enshrined in data 
privacy law as a baseline for discussion. This will help to focus this article on 
issues that scientific communities want to address voluntarily rather than what 
is already obligatory given the legal context. Existing codes of research ethics 
will also be discussed to see whether key concepts from the “old days” of sci-
entific research and the handling of individual and sensitive data are still valid 
and important in the times of “BD,” even if only to a smaller degree. Such 
concepts include, among others, privacy, anonymity, public availability, and 
IC. 
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2.2  Data Protection and Privacy Regulation 
This section attempts a brief overview of the rules set out in existing data pro-
tection regulations. Such regulations are ethical requirements enshrined into 
law and build the baseline for any ethical research that needs to be known and 
adhered to in any research setting. In this sense, it is clearly important to under-
stand what they entail.7 Traditionally, data protection holds a special place in 
the German legislature in which the right to personal data sovereignty (infor-
mationelle Selbstbestimmung) even has the status of a fundamental constitu-
tional right (Mühlichen 2014). However, data privacy law in Europe is now 
mainly regulated by the new EU general data protection regulation (EU-
GDPR). In May 2018, the EU-GDPR came into effect and set out the overarch-
ing principles for data protection in all EU countries. Its introduction has 
proved influential even beyond the EU, an instance of what has been called the 
“Brussels Effect” (Bradford 2012). Even American companies have imple-
mented GDPR- principles into their services throughout the world and not just 
for users in Europe.8  
There is the conceptual question of what actually constitutes personal in-
formation on the one hand and what is meant by the identification of a person 
on the other. Many internet services, for example, track users online when they 
surf the web and visit other websites and services, enabling them to gather 
information on these surfing habits and to show personalized advertisements. 
These techniques, often by the use of cookies,9 make the person identifiable 
online even though not necessarily in the traditional sense of connecting names 
and addresses. While the use of cookies can be monitored and is controllable at 
least theoretically, other techniques such as “fingerprinting” fulfill the same 
purpose without users’ consent or knowledge simply by using identifying in-
formation from any machines soft- and hardware components that cannot be 
hidden for technical reasons. Hence, people are always identifiable online, even 
if they are not necessarily connected to the offline world. The answers to these 
questions determine what kind of information needs to be protected and how it 
can be protected by anonymizing data. This is also important from a technical 
 
7  For a good introduction to the situation in Germany, including changes implemented 
through the EU-GDPR, see Schar (2016) and RatSWD (2017). 
8  While the GDPR implements overarching rules which now apply internationally, it grants 
national legislatures the authority to establish their own rules in certain areas (cf. Schaar 
2016, 10). Hence, it will still be necessary to consult national data protection law, for exam-
ple in the relationship between employers and their employees. This section will, therefore, 
provide a brief introduction into the core principles of the concept of personal data, IC, and 
the stated purpose for using personal data as stated in the EU-GDPR, complemented with 
information from the German data protection law where it seems informative.  
9  A cookie is a small file that is placed on visitor's computer when she visits a website. With 
the information stored in the file, which are often used to continue web-sessions started 
previously, it is possible to re-identify returning visitors, and to track their activities. 
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point of view because if researchers are to combine large amounts of data from 
different sources for the same individuals they need to be sure that identifica-
tion works. If they do not get the correct person for data linkage this will lead 
to faulty data and probably to incorrect conclusions. All this begs the question 
of how personal information is defined, which is itself tied to the possibility of 
identifying a person. In short, and similarly, across countries and continents, 
private data protected by judicial regulation is such data that allows for the 
identification of a natural human being as well as the personal information 
about those human beings identified in the research process. According to 
GDPR (Art. 4, 1), “‘personal data’ means any information relating to an identi-
fied or identifiable natural person (‘data subject’).” The GDPR specifically 
protects certain types of personal data “revealing racial or ethnic origin, politi-
cal opinions, religious or philosophical beliefs, or trade union membership, and 
the processing of genetic data, biometric data for the purpose of uniquely iden-
tifying a natural person, data concerning health or data concerning a natural 
person’s sex life or sexual orientation” (GDPR, art. 9, para. 1). It should be 
noted that these kinds of data are often the focus of empirical social research. 
One important provision of legal data protection obligations is the limitation 
of purpose for the usage of the data. That data must be used for specified, ex-
plicit and legitimate purposes only, with a prohibition of general data retention 
(Vorratsdatenspeicherung). Information on purpose and proceedings must be 
provided “in a concise, transparent, intelligible and easily accessible form, 
using clear and plain language” (GDPR, art. 12, para. 1), so that consent can be 
given freely and be withdrawn at any time (GDPR, art. 7). While the purpose 
limitation in the EU-GDPR is somewhat wider than it used to be in German 
legislation,10 this typically still means that personal data must only be used for 
the research project they were collected for and not shared with third parties. It 
also follows that all personal data needs to be deleted after it was used for the 
scientific purpose specified and communicated to the research participants 
(commonly, this is the end date of the research project at the latest). If personal 
data is to be used for other purposes or to be shared with third parties, this 
necessitates further IC from the participants. 
2.3  Existing Ethical Guidelines for the Use of Big Data 
Discussions about the threats that BD poses to individuals and societies 
abound. Hence, the literature on the ethical issues of BD and how to handle 
them is growing. The main topic in ethical debates around BD is the intrusion 
of privacy. Often, it is argued that the sprawling exploitation of private data for 
profitability and state-surveillance threatens freedom and autonomy. However, 
 
10  Compare Schaar (2016, 5) for the changes in purpose limitation and the benefits for re-
search it brings. 
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while general ethical considerations regarding the use of BD are broad and all-
encompassing, issues of research ethics are more fine-grained and specific and, 
therefore, much different from general ethical considerations in this area. One 
reason is the privilege of science mentioned above. There is a general public 
interest in good science and properly grounded scientific knowledge that stands 
against the individuals’ claims to complete privacy. However, the literature on 
the specific topic of research ethics and BD is much less prevalent and so is its 
codification in ethical guidelines for scientific research. BD is hardly men-
tioned in existing codes on the research ethics of most social science associa-
tions (at least the ones we checked from the US, the UK, and Germany).11 I 
continue with a brief overview of the existing discussion of research ethics in 
BD. This may start with guidelines provided by the British Sociological Asso-
ciation (BSA), which is a positive exemption in this respect.12 They not only 
have developed but also published a series of case studies exemplifying and 
discussing ethical dilemmas coming out of online and BD research.  
Another positive example is the ethical guidelines from the Association of 
Internet Researchers (AoIR) who have just recently updated them (franzke et 
al. 2020). According to Lomborg (2013), they  
advocate a bottom-up, case-based approach to research ethics, one that em-
phasizes that ethical judgment must be based on a sensible examination of the 
unique object and circumstances of a study, its research questions, the data in-
volved, and the expected analysis and reporting of results, along with the pos-
sible ethical dilemmas arising from the case. 
However, this approach has also drawn criticism (Eynon and Schroeder 2016) 
and overall, there have been too few debates around these issues. As a result, 
the research ethics of BD are contested and underdeveloped. As Lazer and 
Radford (2017) put it:  
The problem, however, is that there is no consensus on what the rules should 
be, and the policies and recommendations set forth by scientific associations 
vary substantially, often contradicting one another. Rules will eventually be-
come clear, but the risks to researchers, universities, and the public remain 
high until they do. 
 
11  This at least holds for the German research foundation (DFG), the German Political Science 
Association (GPSA), the German sociological association (DGS) as well as its counterpart af-
ter the recent schism, the Academy for Sociology (AS), but also even for the American Asso-
ciation for Public Opinion Research (AAPOR). 
12  It seems that researchers in the UK overall are quicker to react to the new challenges as the 
British Psychological Society (BPS) and the British Society of Criminology (BSC) have also 
updated their guidelines to include online research (<http://www.bps.org.uk/system/files/ 
images/2012_ethics_committee_social_media.pdf> respectively <http://www.britsoccrim. 
org/documents/BSCEthics2015.pdf>) 
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3.  Ethical Issues of BD in Social Research 
This section is going to discuss the ethical challenges that follow from the 
innovations of BD for social research. These new challenges stem from the 
specific features of BD and beg important ethical questions, especially regard-
ing the use of personal information of individuals. Kaisler et al. (2013) see, 
amongst others, the following compliance challenges when using BD: “What 
rules and regulations should exist for prohibiting the collection and storage of 
data about individuals – either centralized or distributed?” and “What rules and 
regulations should exist regarding combining data from multiple sources about 
individuals into a single repository?” As Lazer and Radford (2017) observe, 
“there are major ethical issues regarding the acquisition and use of BD for 
researchers, institutions, and society at large.” However, they also point out 
that “some issues are new, but many are new versions of long-standing issues.” 
This may warrant the assumption that standard ethical guidelines governing 
social research may need adapting in the face of the availability of BD, while at 
the same time some of the practices that have been proven useful in the past are 
suited to cover ethical problems involving BD as well. When discussing these 
issues we must also consider the peculiarities of textual, “qualitative” BD, as 
they may be different from more quantitative data, for example in the possibil-
ity to anonymize such data. 
3.1  New Ethical Challenges for Social Science Research 
It seems useful to identify the ethical challenges of BD in the light of the new 
opportunities discussed in the previous section and the four key features of BD: 
volume, variety, velocity, and value. For example, while the variety of BD 
sources that are potentially of interest for social scientists is vast, this variety of 
BD is a challenge in itself. Many of the ethical issues involving BD will have 
to deal with questions of personal data and the threats BD brings to anonymity 
and confidentiality through new possibilities of re-identification (cf. Barocas 
and Nissenbaum 2014; Bender at al. 2016, ). However, there are many different 
kinds of data which vary greatly and hence may not be treated equally under a 
unified ethics framework but rather require special solutions for different kind 
of scenarios. It is even possible that the attempt to establish one overarching 
form of research ethics for BD as such may be futile. Where the nature and 
content of the data are so diverse, the ethical challenges related to this data may 
be similarly varied. 
One example of crowd-sourced personal information from the web is per-
sonal information from social networks such as Facebook (or Myspace in earli-
er days) or the Russian or Chinese equivalents. This may encompass biograph-
ical information as well as personal interests, political leanings, and even 
activities collected via personally shared content or the clicks and likes of the 
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content provided by others – be they commercial distributors (advertisers, news 
agencies) or other private individuals. In addition to that, a simple but im-
portant piece of information is the network of people that an individual is con-
nected to. Such data provide rich material for many different research questions 
for a range of disciplines from politics and economics to sociology and psy-
chology. Precisely because this material is rich and detailed and may allow an 
intimate assessment of an individual’s personality and values, it is also highly 
sensitive in nature.  
Combining data points to gain insights creates another set of problems. For 
example, data linkage of different sources almost by definition requires the (re-
)identification of individuals in order for the sources to be linked. Given the 
quality and depth of the data at hand, this not only poses a huge challenge to be 
done accurately, but also poses a great risk if linkage goes wrong and data is 
matched which do not pertain to the same individual. This may result in false 
conclusions about connections in the population and false claims about indi-
viduals with possibly damaging results. Another challenge relates to the ques-
tion of how such datasets, in which information on individuals is integrated 
from a range of different sources, may be anonymized to allow for archiving, 
re-use, secondary analysis, and the confirmation of findings in replication stud-
ies. 
Another huge problem consists of personal information that is not provided 
by subjects themselves but by third parties such as family, friends, employers, 
or even state agencies. A simple example are smartphone apps who ask for 
access to one’s contact details in order to check whether friends or family al-
ready use the same service. While possibly helpful, it constitutes unauthorized 
sharing of personal information (the contact details) to a third party that may 
easily be used to identify persons and link them to other online profiles. With-
out one’s knowledge, the circulation of one’s contact details may be wide-
spread.  
Social networking sites are a particular challenge for privacy, not only be-
cause of the often dubious practices of using personal data by the platform 
providers, but also because of the rich amount of information on personal pro-
files and the high connectedness with other people who often share similar 
traits. For example, even though an individual may not want to disclose their 
last name or general family affiliation on a social networking site, one might 
deduce it from close relatives who they are connected to on the platform and 
who have not anonymized their personal information. A related challenge is the 
willingness of some individuals to disclose information about third parties in 
comments and statements, but also by tagging friends in a photo for example. 
Even for people who are not even members of a platform, by using social net-
work theory and some probabilistic theorizing, one may deduce their personal 
network and connections if at least some of their friends and families are on the 
platform. In addition, analysts can make very educated guesses, simply based 
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on statistical models, about cultural and political preferences for people who 
share the more easily observable traits that correlate with the hidden traits. 
Finally, many mobile phones collect data and provide it to Facebook, for ex-
ample, which in this way collects personal information on hundreds of millions 
of people without them even being on Facebook (Hoppensedt 2018). 
One of the new challenges for research ethics is the fact that information is 
bound to stay accessible for anyone at any time for the foreseeable future once 
it has been made public. This increases the risk of de-anonymization but also 
the scope of potential analyses that could not have been foreseen at the time of 
the creation of the data. Sources and data types that previously were anony-
mous now become searchable, linkable, and personalized. This is problematic 
because it was probably impossible for individuals to know back then what the 
information they had provided on the internet is now likely or possible to be 
used for, that it is still available after a long time and that it even may be linked 
to a range of other data that can be found on the web. In another vein, face 
recognition software turns anonymous snapshots into very specific personal-
ized information that may be easily linked to other personal information. This 
may pose an even greater threat when historical archives become digitalized 
and old pictures can be searched for the persons who are depicted.13 
Clearly, before using data for research, it is important to clarify which type 
of data we are concerned with and where the data comes from. This is meant 
geographically, as this will govern the rules and laws that have to be followed. 
This also concerns the ultimate source of the data. At times, this may be diffi-
cult to establish because the online site where we as researchers encounter the 
data may not be the original source of the data. The latter will, however, deter-
mine whether the original data was meant to be shared and to be distributed on 
the web (through user agreements, for example) or whether it simply appeared 
in other places erroneously or even maliciously. Pictures are an obvious exam-
ple that people can copy easily to appear on other websites (in an extreme 
form, to fake a personal account) but which never have been meant to be 
shared or copied. Another level of complexity is added by the temporal dimen-
sion, as data is increasingly available from previous years or even decades as 
archives, newspapers, books, and other types of data typically stored in paper 
format become digitized through either scanning and ORC (or even manual 
keying). This way, information becomes available to data analysts and may be 
linked to other sources which may have been inconceivable at the time those 
texts were produced. An interesting example are newspaper articles. In those, 
individuals may reveal substantial personal information but not specifically for 
 
13  This threat has become much greater in recent years as the amount of pictures taken is now 
by far greater than it used to be previously thanks to digital cameras, smart phones, and 
increased storage capacity. Also, the resolution of pictures is much greater than it used to 
be. 
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the purpose of the data being collected, compiled, and used for research pur-
poses. Such instances beg the question of whether IC can be assumed or 
whether it is even necessary given that people freely provided this information 
to a news outlet where it must have been clear that the information would be 
made available to the public. For individuals, at the time it would have been 
impossible to know how far this information could be available electronically 
and could be linked to other sources and hence a realistic assessment of impact 
and risk of collecting and providing information was probably impossible. This 
is somewhat mitigated by the very fact that some of this information may be 
old by now. However, while some information loses its sensitivity over time, 
other information, such as a criminal conviction, for example, may not. 
Data and services easily cross national boundaries, which makes it harder to 
establish legal rules and to police them. While many principles are valid uni-
versally in all social research around the globe, there will always be specific 
topics to address given the country the research is conducted in. Established 
ethical traditions will differ between cultures and nations states. Germany, for 
example, has a unique tradition of protecting personal information, partly 
through their historical experience with two different dictatorships in the past 
century and the unique conception of human dignity as the anchor and most 
important principle of its constitution. However, what is also important for 
questions of scientific ethics, scientific freedom also ranks as a constitutional 
principle with spill-over effects into the private interactions of citizens. These 
constellations, where both the right for informational self-determination and 
academic freedom enjoy constitutional status, may be unique and hence not 
generalizable across countries; the backing of ethical principles in ethical tradi-
tions may not be the same everywhere. This, however, becomes more and more 
difficult when using web-sourced data as these travel easily and are hardly 
bound by the boundaries of nation-states. However, rules, especially legal ones, 
may still be bound by territory. For example, in some countries, data protection 
laws only cover natural persons, while in others they protect judicial persons as 
well. This distinction may be very consequential for researchers especially 
when they are interested in firms and organizations. This raises the question of 
which regulations you need to comply with when using BD and whether re-
searchers actually have a real chance of knowing which rules from which juris-
dictions are all invoked and need consideration in their research. 
3.2  The Delineation of Human Subject Research 
The question of when BD actually deals with human subjects is central in de-
termining whether and when ethical considerations are necessary. In BD re-
search, humans primarily appear and are represented as data, in their digital 
correlates. However, there are many BD applications that do not involve data 
on humans and with some forms of data, the level of human involvement is 
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marginal. Many of those capture social processes at another level than the 
individual. Examples may involve the development of stock prices around the 
world, the tracking of trucks in automated toll systems for real-time forecasting 
of GDP developments, or the extraction of rental housing market information 
from websites and dedicated portals to estimate the development of rents over 
time. Also, individual-level data, such as terms searched for in online search 
engines, may be used for aggregated level results, such as forecasting the out-
break of influenza or measles. Hence, BD is present and may be accessed for 
many different social units and at many different levels of aggregation, all of 
which may have different ethical implications. The clearest and strongest im-
plications, however, pertain to the individual as a bearer of rights and an end in 
themselves that needs to be considered when doing research. How can human 
subject research be defined under such circumstances? Currently, according to 
45 CFR 46,14 a human subject is “a living individual about whom an investiga-
tor (whether professional or student) conducting research:  
- Obtains information or biospecimens through intervention or interaction 
with the individual, and uses, studies, or analyzes the information or bio-
specimens; or  
- Obtains, uses, studies, analyzes, or generates identifiable private infor-
mation or identifiable biospecimens.”15 
Thus, human subject research is tied to either intervention or interaction with 
participants or the use of identifiable private information. Hence, anonymized 
data or data on an aggregate level that was obtained without such intervention 
or interaction with an individual would not fall under the rules of human sub-
ject research. One may argue that this is still too restrictive and that the in-
volvement of human subjects or the potential risk involved needs to pass a 
certain threshold for the rules of human subject research to kick in (i.e., there 
needs to be a certain severity of intrusion into the dealings of the research par-
ticipants and their state of mind and affairs – compare the discussion around 
the Facebook experiment on emotional contagion; Salganik 2018). Whatever 
the final definition of human subject research will finally look like in the area 
of BD research, it is clear that the first consideration of ethical issues needs to 
be to answer the question of whether and to what extent humans are involved, 
as this will govern the following steps and the application of ethical rules and 
guidelines. 
 
14  <https://www.hhs.gov/ohrp/regulations-and-policy/regulations/45-cfr-46/index.html>. 
15  Until 2018, the Common Rule defined human subjects as follows: “(f) Human subject means 
a living individual about whom an investigator (whether professional or student) conduct-
ing research obtains (1) Data through intervention or interaction with the individual, or (2) 
Identifiable private information” (Metcalf 2016).  
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3.3  The Conundrum of Informed Consent 
The question of IC for doing social research likely needs to be answered afresh 
with BD in its various forms (cf. Barocas and Nissenbaum 2014). As discussed 
above, participation in scientific research should happen voluntarily without 
force. IC has been established as a principle to assure exactly that: a person 
consents to take part in a study based on his or her free will, which requires an 
adequate understanding of the procedures and risks that this involves. Asking 
participants in a study for IC has, therefore, become a key requirement in ethi-
cal research and, in fact, a legal requirement for the use of personal data. IC 
typically covers two aspects of research practices separately: First, participation 
in a scientific study, which is rooted in the assumption that participation in a 
scientific study should be voluntary and must not be forced; second, the per-
mission to use personal data for research purposes. While closely related (it is 
hardly possible to participate in a study without providing any kind of personal 
information), these two points are not identical. In recent years, it has also been 
argued that researchers may need additional consent for the storage of research 
data in scientific data archives, and that other researchers may use the data for 
secondary analysis. This third point is based on data privacy regulations and 
expresses the idea that personal data should only be collected for predefined 
purposes and for a limited amount of time, i.e., until the data was used for this 
purpose. 
This understanding of IC brings up the question of whether all usages of 
human-related BD falls under the necessity of acquiring IC. One may argue 
that IC is not necessary if participants are not affected by the collection of data 
or the usage of the data. In this perspective, IC would not be necessary as long 
as the research is only passive and no active steps or efforts are required on 
behalf of the human subjects themselves. In a way, there would be nothing to 
consent to because the individual person is not actively involved in the research 
and does not have to fear any risks from the usage of their data. This directly 
leads to the precondition for the second aspect of IC, whether the data at hand 
entails personal information that invokes data privacy issues. Even if data 
somehow stems from human subjects, it is important to assess whether personal 
data is involved or not, as many research questions do not involve such data. 
For example, analyses at the country level may use data that originated from 
individual-level data but may no longer be personal when aggregated to a high-
er level. Many other social entities (e.g., organizations or networks) may be 
interesting to study for social scientists, but do not directly involve person-level 
information. However, if they do, IC in the sense of data privacy protection is 
necessary. 
Besides the question of necessity, the practical questions involved in obtain-
ing IC in BD are quite challenging. If the data is collected newly by researchers 
themselves, they have the opportunity to ask for IC properly and definitely 
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should do so (if deemed necessary). Data collection via specialized tools on 
social networks, for example, may reach millions of respondents without the 
need for subsampling and the possibility to collect IC beforehand. However, 
most instances of the use of BD will be cases where data has already been 
collected by other actors. Here, it seems impractical and even impossible, given 
the scale of the datasets, to ask for IC retroactively (in many cases there will be 
no way to contact the persons involved anyway). Therefore, the question be-
comes whether the original data providers (be they a social network or a movie 
rating website) have obtained IC properly and whether these ICs cover the case 
of third parties using the data, maybe specifically mentioning the case of scien-
tific research. Here we encounter the well-known problem that the formulations 
of ICs, as part of user-agreements in general, are regularly hard to understand 
or even outright misleading (cf. Wehofsits 2016). Especially in the past, com-
mercial data often exhibited a laissez-fair approach to data protection issues, 
which is in part understandable as many business models depend on gathering 
as much personal information as possible. For example, on Facebook, for a 
long time, the status of personal information was set to “public” as default and 
could, therefore, be found freely on the internet through search engines or other 
means. This needed users to become active and change the settings if they were 
not wanted, but fortunately Facebook has changed this default since. Thus, 
whether people understand the extent to which their personal data is publicly 
available, collected, and shared with third parties is quite doubtful. Here, one is 
confronted with the very difficult problem that we know user agreements are 
typically ignored by people using online services who are therefore not aware 
of the potential sharing of their personal information. Whether such data should 
still be used for scientific purposes under such circumstances becomes doubtful 
too. The situation seems to have changed for the better, however, as new legis-
lation (notably the EU-GDPR) has been put in place and public scrutiny regard-
ing the data practices of big tech companies has increased due to a wide range 
of data breach scandals. However, it is still an open question as to whether ICs 
can ensure an informed decision to freely participate in research when BD may 
be used for a wide range of scientific “secondary” analyses with research ques-
tions that will only be formed in the future (cf. Wagner 2017, 4). 
3.4  The Question of Sources and Public Availability 
The discussion of IC directly leads to the question of the sources of the data 
and whether it has been obtained properly and lawfully. Just because something 
is available does not mean that it should be used in research. Here, one needs to 
consider whether researchers collect data themselves or whether they use data 
that has been collected by others, e.g., social networks, already. However, the 
benefits of BD are likely to arise with data that already has been collected 
because researchers typically do not possess the means to collect BD them-
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selves. Sometimes, they still do - the myPersonality project, for example, was 
able to collect data on the personality traits of six million Facebook users via an 
app that would run a personality test between 2007 and 2012 (Stilwell and 
Kosinski 2012). This would be an instance of data collection by researchers on 
a scale that amounts to BD in our sense, but such instances do not occur often. 
Rather, typically, when we think of BD in the social sciences we think of the 
usage of data collected by others, which then amounts to some form of second-
ary data analysis. This is important because ethical duties are likely to differ 
between the collectors of data and its users for secondary purposes, and typical-
ly the former will be confronted with higher ethical expectations than the latter 
(cf. RatSWD 2017b, 25). However, I will argue that researchers who use BD 
collected by others have an ethical obligation concerning the question of 
whether the data has been collected ethically and lawfully in the first place. If 
this is not the case, or if the proper sources of such data cannot be obtained, it 
should not be used for research purposes. 
When considering data sources, it is also important to establish whether they 
are strictly private or not. For data that is already public, the question of IC 
becomes irrelevant. It is therefore essential to be clear about what can be safely 
assumed to be public information and therefore accessible for research. For 
example, tweets on Twitter, a microblogging platform, are meant to be public 
and accessible by anyone and therefore can be used for research purposes.16 
While you need to have an account to post something, everyone can read what 
is tweeted even without having an account. However, it should be clear that, 
whenever some information is only accessible after logging on to a certain 
platform or service, it should not be considered public anymore. The matter 
quickly becomes complex, as the level of publicness of a datum can vary wide-
ly and change quickly, even within the same social network (see Williams et al. 
2017 for a thorough discussion of privacy issues regarding using Twitter data, 
including research on users’ views on these issues). Users’ perception of what 
is meant to be public and private varies as well (Sugiura et al. 2017). For ex-
ample, some content may be accessible by anyone, some only by members of 
the same platform, some others only by people marked as friends or acquaint-
ances. A glimpse into the Facebook Data Policy. shows how complex it can 
get:  
Public information is any information you share with a public audience, as 
well as information in your Public Profile, or content you share on a Facebook 
Page or another public forum. Public information is available to anyone on or 
off our Services and can be seen or accessed through online search engines, 
APIs, and offline media, such as on TV. 
 
16  “Terms of service specifically state users’ posts that are public will be made available to third 
parties, and by accepting these terms users legally consent to this” (Williams et al. 2017, see 
also Twitter 2015, 2016). 
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In some cases, people you share and communicate with may download or re-
share this content with others on and off our Services. When you comment on 
another person’s post or like their content on Facebook, that person decides 
the audience who can see your comment or like. If their audience is public, 
your comment will also be public.17 
Thus, it is very easy to inadvertently share some personal preferences publicly 
by liking something else that is public without you really noticing. Also, it 
acknowledges the danger of other private actors involuntarily sharing some of 
your private content to a wider audience without realizing their mistake. Thus, 
there is an inherent risk in sharing material digitally as you may lose control 
over who will be able to see it and who will not. It seems that only recently 
people have become more aware of these issues and they are now more careful 
about what they share online. 
However, not only contemporary online sources are relevant here. A case in 
point are old newspaper articles where it is clear that the information they 
contain was intended for a public audience. However, people cannot have 
known that the information they provided, maybe in an interview 20 or 30 
years ago, would still be available at some point and would be even easier to 
find due to the digitalization of newspaper archives. Thus, the consent to pro-
vide information was not “informed” as the full scope of risks and consequenc-
es was not known at the time. However, this has changed – one may argue that 
nowadays people can be expected to assume that all information they provide 
to a newspaper will become searchable online eventually. Thus, this concern is 
mostly relevant for information that was provided to analog and offline media 
before BD and the Internet became an essential part of everybody’s life.  
As the discussion makes clear, it becomes essential for researchers to clarify 
which data is accessible publicly as this may be used for research without the 
need to obtain consent. However, this necessitates a clear understanding of 
what constitutes the “public” realm, which again differs between countries. 
While existing concepts such as the “public domain” may provide guidance, 
they originate in other contexts, such as copyright legislation. Hence, there is a 
pressing need for further clarification of the question of what information con-
stitutes public data and what information does not.  
3.5  The Role of Risks and Risk Assessment 
Currently, it is common practice (at least in the US) “that IRB’s are thus cur-
rently tasked with reviewing any research that risks harm to an individual per-
son which the researcher is interacting or intervening with in order to collect 
data” (Metcalf 2016). Therefore, assessing the potential risk for individuals 
subjected to the research is common practice (and could be considered a cate-
 
17  <https://www.facebook.com/full_data_use_policy>. 
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gorical, general principle). I argue that the risk involved with BD is a function 
of its value which is why I discuss risk in relation to the outline of the value of 
BD given above. In addition, the level of risk may be thought of as a combina-
tion of severity and likelihood. Some risks may occur more frequently but are 
very minor in their consequence. Other risks involve severe threats to an indi-
vidual, but at the same they are not very likely. Accordingly, risk levels are 
especially high for risks with severe consequences and a high likelihood of 
occurrence (when no measures are undertaken to prevent this). Thus, any risk 
analysis will need to consider these two elements. 
Typically, the potential harm (and its severity) involving web-sourced data 
is associated with the risk of (unintentionally) disclosing personal information. 
This may be harmful in different ways without being legally threatening. As 
Kaisler et al. (2013) put it:  
Perhaps the biggest threat to personal security is the unregulated accumulation 
of data by numerous social media companies. This data represents a severe se-
curity concern, especially when many individuals so willingly surrender such 
information. Questions of accuracy, dissemination, expiration, and access 
abound.  
One example is the aforementioned data dump of the US adultery website 
Ashley Madison where the data was used to threaten and blackmail people by 
exposing them to their friends and families (Zetter 2015). Others include sen-
sors and cameras of self-driving cars used to scan the environment – in combi-
nation with face recognition software this may allow the generation of mobility 
profiles of individuals without them even knowing. This opens the doors wide 
to the misuse of such data. That such things happen has been reported repeated-
ly. Amazon’s Alexa, a smart speaker combined with artificial intelligence to 
act as an AI-driven personal assistant, has already been decried as an espionage 
device in the private home. Through its built-in microphones that record con-
stantly the inner surroundings, it gathers everything that is being said in a room 
and stores it online. While Amazon has pledged to respect privacy, it was re-
ported that employees were listening in on private conversations during their 
work (improving the AI software driving the smart speaker) just for fun (Hern 
2019). Such examples show that misuse of such data happens easily, is possibly 
widespread, and difficult to prevent. 
Overall, the threat from scientific research is likely to be smaller than gen-
eral threats by other actors who likely have access to the same amount of in-
formation. To put it differently, risks involving the uses of BD in social re-
search are comparatively low when compared with those risks people face 
online through their daily activities otherwise (and it is likely smaller than the 
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risks involved in life science or bio-medical science, cf. Kämper 2016).18 Sci-
entists are typically not malicious actors with criminal intent and are bound, or 
should be bound, by legal agreements to prevent the privacy of their subjects. If 
harm is done, this is likely to be unintentional rather than intentional due to 
carelessness and/or ignorance. This, however, does not mean that the research-
er should not care about the risks involved for the subjects of their research. It 
does put this risk into a certain perspective, however. In addition, as long as 
research only uses information that is openly accessible and usable by others 
also, scientists actually do not add any risk to that which already exists. This 
may change if the data is processed and sources and combined. In such instanc-
es, however, questions of data distribution and dissemination arise and should 
be handled accordingly so as to not increase existing threats to privacy. 
4.  Discussion and Initial Recommendations 
This article set out to identify and discuss some of the key ethical challenges 
that social researchers are confronted with in their use of BD. For this purpose, 
it reviewed existing literature on BD ethics and ethical guidelines on the use of 
BD in social research and briefly assessed the nature of BD to identify the 
potential benefits for social research. It discussed ethical pitfalls which follow 
from these research potentials and identified issues that warrant further discus-
sion in the near future and the outline of what needs to be discussed, and what 
can be handled by established codes and practices has become clearer. For 
example, the major problems regarding researching human subjects and their 
data in this area derive from the fact that the data is already collected by some 
third parties like social networks. Also, it appears that the level of ethical pre-
caution needs to be correlated with the level of impact and risks that the re-
search practices bear on the subjects under study. 
In the following, I present a short list of suggestions, proposals, and guide-
lines for social researchers using BD that are not necessarily covered in exist-
ing codes of ethics.19 Most of them are simple and straightforward, invoke 
common sense, and are relatively easy to follow. Some of them are simple 
extensions of existing best practice examples to this new realm of data and may 
appear obvious. Others are more specific to the peculiarities of web-generated, 
mass data. 
 
18  The ethics code of the German Sociological Association (DGS), that those risks which go 
beyond what is common in everyday life require specific attention (DGS & BDS 2014, §2 
(5)). 
19  The order of the list is quite arbitrary and not necessarily indicative of impact or im-
portance. 
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- Existing formal requirements need to be followed. Besides the profes-
sional codes of research ethics, there are obvious legal frameworks that 
may overlap with ethical questions (such as data protection law or copy-
right law) that researchers need to abide by. In addition, there are user 
agreements and terms of services of websites and platforms that re-
searchers need to acknowledge if they want to use those services. 
- The extent to which any given research is about human subjects should 
be clearly stated and defined. This is important as the outcome will gov-
ern the set of rules that will need to be considered and followed, and, po-
tentially, whether an IRB review is necessary or not. 
- Only data from “proper” sources should be used (if researchers do not 
collect data themselves) and the sources should be documented. To de-
termine whether sources are “proper,” researchers need to make sure that 
the data is legally available for research purposes. They also need to 
check that the original data collectors behaved properly and ethically 
when they collected the data. Finally, they should check the data privacy 
regulations and consent procedures used by the data providers. Research-
ers should only use the data if both seem satisfactory. 
- The risks involved for research subjects should be assessed and a risk-
benefit analysis should be conducted. While a “data protection impact as-
sessment” has become obligatory under EU-law if new technologies are 
applied or certain types of sensitive data are to be processed (GDPR, art. 
35), risk assessment should be done in any case. Such an assessment 
should consider who may be affected (not just persons subjected to re-
search, but also providers of infrastructures and fellow scientists) as well 
as the severity and the likelihood of each risk involved. Rules and guide-
lines should be developed, and tools should be put in place that help re-
searchers to conduct a standardized risk assessment. 
- Territoriality needs consideration in BD research as well. While guide-
lines and codes are mostly bound locally, BD research often involves the 
use of online data that easily travels across borders and jurisdictions. 
Consequently, researchers need to check carefully which jurisdiction(s) 
they fall under so that it is always clear which rules apply and which do 
not. Also, researchers must avoid conducting their research in countries 
with lower ethical standards simply to circumvent those rules. To prevent 
such cases and ease the application of ethics rules, international coopera-
tion for the definition of ethical standards is required. 
- The development of ethical guidelines and tools for research using BD in 
the social sciences is in itself an ethical requirement. Given the dynamic 
of the field of computational social sciences and the ever-changing land-
scape of social networks, platforms, and other possible data sources, this 
is likely to be an ongoing task for the foreseeable future. 
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- There should be some form of institutionalization of research ethics, as 
self-contemplation of individual researchers about the ethical implica-
tions of their research is laudable, but not sufficient. As in other areas, 
self-governance at the level of the individual researcher or research team 
should be viewed critically (cf. RatSWD 2017b, 9). While institutionali-
zation does not need to take the form of US-style IRBs, some form of 
ethics review of social research projects seems desirable (cf. Kämper 
2016, 7; Wagner 2017). However, one should also think about an institu-
tionalized body that researchers can turn to and that helps them to assess 
ethical challenges in their research. This aiding body would provide 
guidance and would keep the needs and interests of researchers in mind 
when they navigate existing institutional pitfalls in research ethics. 
The recommendations above clearly do not present a definitive list of every-
thing that needs to be considered in the area of BD ethics. Rather, they present 
discussion points on these matters. The question of further ethical guidelines 
for this emerging area of research is especially pressing, as there is a lack of 
ethics committees in the social sciences. Ethical approval procedures are less 
standardized (and required) here than in other disciplines such as psychology or 
health research and epidemiology. While this may reflect the fact that in gen-
eral, there are fewer risks of personal harm from studies in sociology compared 
to psychology or medicine, it also puts a higher burden on the individual re-
searchers as they have to establish for themselves whether their research is 
ethically proper or not. For example, rather than being an expert on research 
ethics in general, I am a researcher who is interested in using BD for his own 
research agendas but has found too little existing guidance in the field of BD 
research and research ethics. As there is still a gap regarding ethical guidelines 
around the use of BD in the social sciences, it becomes an ethical necessity to 
study such questions before one conducts such research. The development of 
ethical guidelines and frameworks becomes an ethical requirement in its own 
right as long as this is not achieved.  
One should keep in mind that a discussion about research ethics is not about 
research quality and the development of ethical guidelines is not intended to 
produce better research as such (whatever the yardstick for that may be). If this 
was the case, they would not be ethical guidelines, but rather best practice 
guidelines. Rather, ethical guidelines probably narrow the scope of what re-
searchers can and should do; guidelines should prevent researchers from doing 
something they would have done otherwise because they have convinced them-
selves it would be unethical to do so. Thus, following ethical principles in 
research may prevent you from realizing the ideal study design to accommo-
date the interests of your subjects and they may thus limit what you like to do. 
If this was not the case, no one would need ethical guidelines in the first 
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place.20 Still, it must also be emphasized that ethical considerations should not 
prevent social researchers from using BD altogether. There is an intrinsic value 
to scientific research that needs to be weighed against the interest of the sub-
jects of research in the search for scientific truth and insight (cf. RatSWD 2017, 
6). BD is a promising and valuable tool for answering scientific questions and 
should remain that way even after ethical issues have been addressed.  
5.  Conclusion 
One major conclusion from this discussion is that the topic of data privacy and 
the threats to personal data are maybe a lesser concern to research ethics than, 
for example, the commercial uses of BD. In addition, for the majority of data, 
social research will use BD in terms of secondary analysis and hence may only 
use data where subjects have provided consent for scientific uses already. This 
leaves the burden of assuring IC with the original data collectors. However, 
scientists need to check whether the original IC achieved was proper and in-
cluded the right to share personal data with third parties, especially scientists. 
This, however, has consequences. It seems that from the vast amount of data 
that is out there, only a small fraction actually qualifies for its use in scientific 
research if one requires sources to be proper and the provision of consent to be 
acceptable. It also already greatly minimizes the risk of harm for subjects 
whose data is analyzed for research.  
Finally, there is a pressing need for more discussion of research ethics in the 
field of BD and social research, as institutional codes of conduct should offer 
more and better guidelines in this area than they currently do. Overall, it is 
clear that we need further research, ranging from issues such as de-
anonymization and re-identification (Sweeney 2002; Daries et al. 2014), data-
sharing (Zimmer 2010; Borgman 2012; Bishop 2017), and data-ownership 
(Ruppert 2015) to the question of the appropriateness and manageability of IC 
procedures and the vulnerability of specific groups in large-scale online set-
tings (Stopczynski et al. 2014) and institutionalized ethical review boards (von 
Unger et al., 2016). As long as these issues are not settled, the discussion of 
ethical issues involving BD and the development of guidelines for that matter 
remains an ethical requirement in itself. As the landscape of data that becomes 
available is still expanding and the tools for analyzing them are still developing 
so quickly, this may remain a continuous task for some time to come. 
 
20  Thinking about ethical issues in your research may even lead to better and more thoughtful 
studies because an extra level of careful considerations is needed about what you want to 
do beforehand. You may also help the wider research community by keeping or increasing 
the level of trust people have in social research. 
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