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Resumo: Neste trabalho, analisamos a eficieˆncia estat´ıstica de um
novo me´todo de amostragem, num contexto de controlo da quali-
dade, que combina dois outros me´todos: um me´todo que define os
instantes de amostragem em func¸a˜o da estat´ıstica amostral (adapta-
tivo), e outro cujos paraˆmetros sa˜o definidos no in´ıcio do processo,
mas que permanecem constantes ao longo do mesmo (predefinido).
Desta forma, os instantes de amostragem, inicialmente calendariza-
dos de acordo com as expectativas de ocorreˆncia de uma alterac¸a˜o,
tomando como base a distribuic¸a˜o do tempo de vida do sistema, sa˜o
adaptados em func¸a˜o do valor da estat´ıstica amostral calculada no
instante anterior.
Utilizando cartas de controlo para a me´dia do tipo Shewhart, efectu-
amos uma ana´lise do desempenho estat´ıstico do me´todo apresentado,
considerando diferentes alterac¸o˜es da me´dia, diferentes valores para
a dimensa˜o amostral e dois pesos para os instantes de amostragem.
Os resultados obtidos, nesta fase por simulac¸a˜o, permitem concluir
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que este me´todo apresenta um bom desempenho estat´ıstico para di-
ferentes alterac¸o˜es da me´dia (inclusive´ grandes alterac¸o˜es) quando
comparado com outros esquemas amostrais, em termos do tempo
me´dio de mau funcionamento do sistema.
1 Introduc¸a˜o
Qualquer organizac¸a˜o, de produtos ou servic¸os, deve fazer uma ava-
liac¸a˜o rigorosa da qualidade dos bens ou servic¸os que disponibiliza
ao consumidor, recorrendo a te´cnicas estat´ısticas adequadas. Para
monitorizar a qualidade associada a esses bens ou servic¸os, a carta
de controlo e´ uma das ferramentas mais utilizadas, possibilitando a
distinc¸a˜o entre variac¸a˜o intr´ınseca ao processo e variac¸a˜o com ori-
gem em causas externas.
Neste contexto, sa˜o va´rios os estudos que mostram que uma carta
de me´dias com paraˆmetros adaptativos tem melhor desempenho, em
particular, quando as alterac¸o˜es na me´dia sa˜o reduzidas e modera-
das. Assim, ao longo dos tempos teˆm sido apresentados, e analisados,
diversos me´todos de amostragem cujos paraˆmetros variam em fun-
c¸a˜o da estat´ıstica amostral (adaptativos) (p.e., [2], [4] e [5]) e outros
cujos paraˆmetros sa˜o definidos no in´ıcio do controlo do processo, mas
que permanecem constantes ao longo do mesmo (predefinidos) (p.e.,
[1] e [6]).
Considerando uma carta de controlo para a me´dia, em [6] foi estu-
dado um me´todo de amostragem cujos instantes sa˜o definidos, no
in´ıcio do controlo do processo, de modo a que a taxa cumulativa de
risco, definida em 2.1, seja constante entre dois quaisquer instan-
tes consecutivos, denominado PSI (“Predetermined Sampling Inter-
vals”). Os autores mostram que o me´todo PSI e´ sempre mais eficaz
que o me´todo perio´dico cla´ssico, sendo tanto mais eficaz quanto me-
nos amostras sa˜o recolhidas no per´ıodo de controlo, quanto menor
for a magnitude da alterac¸a˜o e quanto mais acentuadamente cres-
cente for a taxa de risco do sistema. Quando comparado com outros
me´todos, revelou-se igualmente eficaz a detectar reduzidas e grandes
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alterac¸o˜es da me´dia, em particular para sistemas com taxas de risco
crescente.
Em [7], e´ apresentado um me´todo de amostragem que combina um
me´todo adaptativo, no qual os instantes de amostragem sa˜o obtidos
segundo a func¸a˜o densidade da distribuic¸a˜o normal standard, com o
me´todo PSI. Neste me´todo, os instantes de amostragem sa˜o defini-
dos pela me´dia ponderada entre os instantes obtidos com o me´todo
adaptativo e o me´todo PSI. Considerando o uso simultaˆneo de carta
para me´dias e carta para amplitudes, os resultados obtidos, em ter-
mos de AATS (“Adjusted Average Time to Signal”), mostraram um
elevado potencial do me´todo, quando comparado com os me´todos
FSI (“Fixed Sampling Intervals”) e VSI (“Variable Sampling Inter-
vals”, [5]).
Em [2] foi apresentado e analisado um me´todo de amostragem adap-
tativo. Neste me´todo, denominado LSI (“Laplace Sampling Inter-
vals”), os instantes de amostragem sa˜o actualizados ao longo do pro-
cesso, dependendo da informac¸a˜o recolhida na amostra anterior, se-
gundo a func¸a˜o densidade da distribuic¸a˜o de Laplace standard. O
me´todo apresenta um bom desempenho, em particular para altera-
c¸o˜es moderadas da me´dia, quando comparado com os me´todos FSI
e VSI.
Neste trabalho, utilizando uma carta de controlo para a me´dia, ana-
lisamos a eficieˆncia estat´ıstica de um novo me´todo que define os
instantes de amostragem com base numa me´dia ponderada dos me´-
todos PSI e LSI, dando maior peso ao me´todo LSI para alterac¸o˜es
moderadas (onde PSI e´ menos eficaz) e maior peso ao me´todo PSI
nos restantes casos (onde LSI e´ menos eficaz). Desta forma, os ins-
tantes de amostragem, inicialmente calendarizados de acordo com as
expectativas de ocorreˆncia de uma alterac¸a˜o tomando como base a
distribuic¸a˜o do tempo de vida do sistema, sa˜o adaptados em func¸a˜o
do valor da estat´ıstica amostral calculada no instante anterior.
Quando os me´todos envolvem apenas instantes de amostragem adap-
tativos, o desempenho estat´ıstico e´, usualmente, medido pelo tempo
me´dio de mau funcionamento do sistema, AATS, o que se faz neste
trabalho. Outras medidas de desempenho estat´ıstico podiam ser
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usadas, por exemplo o ANSIC (“Average Number of Sample In Con-
trol”), apresentada, e utilizada, numa perspectiva econo´mica estat´ıs-
tica em [3].
Na secc¸a˜o seguinte, fazemos uma breve descric¸a˜o dos me´todos LSI
e PSI e apresentamos algumas propriedades do novo me´todo. Pos-
teriormente, recordamos em que consistem os me´todos FSI e VSI e
comparamos, em termos de AATS, o desempenho do novo me´todo
com o desempenho dos me´todos FSI, VSI, PSI e LSI.
Por fim, sa˜o efectuadas algumas considerac¸o˜es e apresentadas ideias
de trabalho em curso ou a desenvolver no futuro.
2 Novo me´todo de amostragem: CAPSI
Nesta secc¸a˜o descrevem-se algumas das principais caracter´ısticas do
novo me´todo e dos me´todos de amostragem que lhe servem como
suporte.
Sejam µ0 e σ0, respectivamente, a me´dia e o desvio padra˜o da ca-
racter´ıstica da qualidade X, que se admite ter distribuic¸a˜o aproxi-
madamente normal.
Seja, no me´todo LSI, ti, i = 1,2, . . . , o instante de amostragem de
ordem i e x¯i a me´dia da amostra analisada nesse instante. De acordo
com o me´todo LSI, o pro´ximo instante de amostragem (ordem i+1)
e´ definido por








n, t0 = 0, x¯0 = µ0 e −L < ui < L, representando
n a dimensa˜o da amostra, k uma constante conveniente de escala,
dependente, em particular, de custos associados ao processo produ-
tivo e L o mu´ltiplo nos limites de controlo.
Sendo ui a me´dia amostral reduzida, quando |ui| > L estamos numa
situac¸a˜o de fora de controlo ou de falso alarme. Assim, os intervalos
de amostragem, di = ti− ti−1 = k · l(ui−1), i = 1,2,3, . . . , onde l(·) e´
a f.d.p. da distribuic¸a˜o de Laplace reduzida, sa˜o i.i.d. com a mesma
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distribuic¸a˜o da uma varia´vel gene´rica D, definida por




A ideia impl´ıcita ao me´todo, adaptativo, e´ diminuir a frequeˆncia
de amostragem quando as me´dias esta˜o pro´ximas da linha central
e aumenta´-la quando e´ maior a probabilidade de alterac¸a˜o da qua-
lidade. Na pra´tica, ao contra´rio de outros me´todos adaptativos,
necessitamos apenas de determinar a constante de escala k (consi-
derando os limites de controlo fixos). Considerando os pressupostos
para (1) e (2), uma carta para me´dias, e que, apo´s alterac¸a˜o do pro-
cesso, µ0 e σ0 podem assumir valores µ1 = µ0±λσ0 e σ1 = ρσ0, onde
λ e ρ sa˜o, respectivamente, os coeficientes da alterac¸a˜o da me´dia e do

































e Φ(u) e´ a func¸a˜o distribuic¸a˜o da normal reduzida. A expressa˜o (3)
e´ func¸a˜o de n, do coeficiente dos limites de controlo L, de λ e de ρ,
mas na˜o depende, directamente, dos valores da me´dia nem do desvio
padra˜o da qualidade. Considerando o processo sob controlo, λ = 0 e
ρ = 1, e igualando (3) ao intervalo fixo (sem perda de generalidade,
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d = 1 em FSI ), obtemos k dado por
k =
β
e1/2 [Φ(L+ 1)− Φ(1)] , (3)
sendo o seu valor igual a 3,8134 quando L=3 (usuais limites “3-
sigma”) e β = 0,9973. Desta forma o me´todo fica completamente
definido, podendo-se consultar a expressa˜o que nos permite obter o
AATSLSI em [2].
Considere-se um sistema cujo tempo de vida e´ uma varia´vel aleato´ria
T com func¸a˜o densidade de probabilidade f(t) cont´ınua e func¸a˜o
distribuic¸a˜o F(t).
Define-se taxa cumulativa de risco do sistema H(t) atrave´s da relac¸a˜o
H(t) = −lnR(t), onde R(t) e´ a func¸a˜o de fiabilidade do sistema.
De acordo com o me´todo PSI, os instantes de amostragem ti, i =
0,1,2, . . . , com t0 = 0, sa˜o determinados pela relac¸a˜o
H(ti) = i∆H, (4)
obtendo-se H(ti+1)−H(ti) = ∆H.
Assim, os instantes de amostragem ti sa˜o determinados de modo a
que a taxa cumulativa de risco entre quaisquer intervalos de amos-
tragem consecutivos seja constante, ou seja, que a probabilidade de
ocorreˆncia de uma falha do processo num intervalo de amostragem,
condicionada ao facto de nenhuma falha ter ocorrido ate´ ao in´ıcio
desse intervalo, e´ constante para todos os intervalos. Considerando
a definic¸a˜o de taxa cumulativa de risco e (3), os instantes de amos-
tragem, em PSI, sa˜o dados por
ti = R
−1 (e−i∆H) , (5)
com t0 = 0. Quando o tempo de vida do sistema segue uma distri-
buic¸a˜o de Weibull, os instantes de inspecc¸a˜o sa˜o definidos por
ti = α (i∆H)
1
δ , i = 1,2, . . . , (6)
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onde α e´ paraˆmetro de escala e δ o paraˆmetro de forma da distri-






δ − (i− 1) 1δ
]
t1, i = 1,2, . . . , (7)
obtida em [1].
Considerando o mesmo nu´mero me´dio de amostras recolhidas, sob
controlo, em FSI e em PSI, em [6] foi considerada uma aproximac¸a˜o






onde d e´ o intervalo de amostragem em FSI e E(T) o tempo me´dio
de vida do sistema. A expressa˜o para calcular o tempo me´dio de
mau funcionamento do sistema, em PSI, e´ dada em [6].
O novo me´todo de amostragem, CAPSI, combina os intervalos de
amostragem definidos pelos me´todos LSI e PSI.
Designem-se por tLSIi os instantes de amostragem obtidos com o
me´todo LSI, dados por (1), e por tPSIi os instantes de amostragem
obtidos com o me´todo PSI, dados por (4).
De acordo com o me´todo combinado proposto, denominado CAPSI
(“Combined Adaptive and Predetermined Sampling Intervals”), o ins-
tante de amostragem de ordem i+1 e´ dado por
ti+1 = θ t
LSI
i+1 + (1− θ) tPSIi+1
= θ
[










t0 = 0, t1 = θ
k
2
+ (1− θ)R−1 (e−∆H) , 0 ≤ θ ≤ 1, (10)
onde l(·) e´ a f.d.p. da distribuic¸a˜o de Laplace reduzida e θ o peso
atribu´ıdo ao instante de amostragem do me´todo LSI.
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+ (1− θ)α (∆H) 1δ , 0 ≤ θ ≤ 1. (12)
Assim, o me´todo que propomos permite melhorar as caracter´ısticas
menos boas de LSI (efica´cia em reduzidas e grandes alterac¸o˜es) e de
PSI (efica´cia em moderadas alterac¸o˜es), tornando-se numa alterna-
tiva aos va´rios me´todos existentes na literatura. Pela sua simplici-
dade, porque so´ depende dos paraˆmetros k e ∆H e, em particular,
pelos valores obtidos para os menores intervalos de amostragem (va-
lores pro´ximos de 0.1 que e´ muito utilizado nos me´todos de intervalos
adaptativos), estamos convictos da mais valia do seu contributo.
Nesta fase, os resultados de AATSCAPSI foram obtidos por simula-
c¸a˜o, mas estamos a trabalhar na obtenc¸a˜o de expresso˜es alge´bricas
que permitam obter o AATSCAPSI , bem como de outras proprieda-
des estat´ısticas do me´todo.
3 Avaliac¸a˜o do desempenho de CAPSI
3.1 Os me´todos FSI e VSI
No me´todo FSI retiram-se amostras em instantes fixos, sendo a di-
mensa˜o amostral e os mu´ltiplos do desvio padra˜o, nos limites de
controlo, tambe´m fixos. Em [6] e´ apresentada uma aproximac¸a˜o
para obter o tempo me´dio de mau funcionamento deste esquema de
amostragem perio´dico.
Em [5] e´ proposto o me´todo VSI. Considerando dois intervalos de
amostragem d1 e d2 (d1 < d < d2), onde d representa o intervalo
de amostragem do me´todo perio´dico cla´ssico, a regia˜o de continua-
c¸a˜o e´ dividida em duas sub-regio˜es, ] − w,w[ e ] − L,−w] ∪ [w,L[,
e o me´todo permite antecipar ou retardar a recolha da amostra se-
guinte. Quando o intervalo me´dio de amostragem, em VSI, e´ igual
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a d, sob controlo, [8] apresentam uma expressa˜o para obter w e [5]
uma expressa˜o para obter AATSV SI . O me´todo VSI e´ particular-
mente eficaz em detectar alterac¸o˜es reduzidas da me´dia.
3.2 Comparac¸a˜o do me´todo CAPSI com os me´-
todos FSI, PSI e LSI
Para comparar a efica´cia dos me´todos, em termos de AATS, consi-
deramos as expresso˜es dadas em [2], [5] e [6] e os valores obtidos, por
simulac¸a˜o, para o me´todo CAPSI, tomando os me´todos nas mesmas
condic¸o˜es sob controlo, com E(D) = 1 e L = 3. Consideram-se, tam-
be´m, que o tempo de vida do sistema segue uma distribuic¸a˜o deWei-
bull com E(T ) = 1000, taxas de risco crescente e o ra´cioQCAPSI/MB
que representa a variac¸a˜o relativa, em %, do AATSCAPSI relativa-
mente ao AATS de um dos outros me´todos (MB na expressa˜o pode





Dos resultados obtidos opta´mos, devido a limitac¸o˜es de espac¸o, por
apenas apresentar duas dimenso˜es amostrais e dois pesos (θ) dos in-
tervalos de LSI.
Assim, da Tabela 1 podemos concluir que: a) CAPSI e´ sempre mais
eficaz do que FSI, melhorando a efica´cia quando aumenta a taxa
de risco do sistema; b) quando aumentamos a dimensa˜o amostral
(para n = 9), o me´todo melhora o desempenho, relativamente a
FSI, para λ = 0.5 e piora para os restantes valores de λ; c) quando
n = 5, o me´todo CAPSI e´ sempre mais eficaz do que o me´todo PSI
para λ ≥ 1; quando n = 9, CAPSI e´ sempre melhor do que PSI
para λ ≤ 1.5; a efica´cia de CAPSI aumenta quando aumentamos
δ ate´ 4, mas decresce para valores superiores; d) o me´todo CAPSI
e´ sempre melhor do que o me´todo LSI quando δ ≥ 3; quando au-
mentamos n, os valores do ra´cio aumentam a` medida que a taxa de
risco e´ mais acentuadamente crescente e para λ ≥ 1, mas diminuem
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quando λ = 0.5.
E(T ) = 1000 δ δ δ
θ = 0.6 2 3 4 5 2 3 4 5 2 3 4 5
(n, ρ) λ QCAPSI/FSI QCAPSI/PSI QCAPSI/LSI
(5, 1) 0,5 27,0 35,4 42,1 45,4 13,8 8,1 2,4 -6,7 3,2 14,3 23,2 27,6
1,0 40,7 50,4 56,1 60,0 37,0 41,3 41,6 40,6 -19,6 0,0 11,4 19,3
1,5 30,3 40,2 45,6 48,9 28,2 33,9 34,2 32,8 -0,5 13,8 21,5 26,4
2,0 9,0 18,1 23,2 26,0 7,4 12,1 11,2 7,3 16,1 24,6 29,3 31,8
(9, 1) 0,5 33,2 43,6 48,7 51,6 28,4 25,6 24,3 18,4 -5,9 10,5 18,5 23,2
1,0 36,8 46,1 52,0 55,1 34,6 38,4 43,4 39,1 -8,5 7,3 17,6 22,8
1,5 9,5 17,5 21,6 25,6 7,8 10,7 13,7 10,5 17,1 24,5 28,2 31,9
2,0 1,4 9,3 15,3 18,6 -1,2 3,7 7,6 -5,4 19,3 25,9 30,7 33,4
Tabela 1: Valores de QCAPSI/MB , em func¸a˜o de λ, com θ = 0.6.
Quando reduzimos o peso dos intervalos de LSI, Tabela 2, podemos
concluir que: a) CAPSI continua a ser, sempre, mais eficaz do que
FSI e os valores do ra´cio aumentam quando aumenta a taxa de risco
do sistema; a efica´cia de CAPSI, relativamente a FSI, diminui com o
aumento da dimensa˜o amostral para λ ≥ 1 e aumenta para λ = 0.5;
E(T ) = 1000 δ δ δ
θ = 0.4 2 3 4 5 2 3 4 5 2 3 4 5
(n, ρ) λ QCAPSI/FSI QCAPSI/PSI QCAPSI/LSI
(5, 1) 0,5 24,6 36,3 47,3 52,2 10,9 9,4 11,2 6,6 0,0 15,6 30,1 36,6
1,0 33,0 48,7 55,4 61,6 28,8 39,3 40,7 43,0 -35,1 -3,5 10,0 22,6
1,5 24,9 38,9 49,8 55,1 22,7 32,5 39,4 40,8 -8,2 11,9 27,6 35,2
2,0 11,1 23,6 33,1 38,6 9,5 18,0 22,6 23,1 18,1 29,7 38,3 43,4
(9, 1) 0,5 29,1 42,2 51,3 56,5 24,0 23,8 28,2 26,7 -12,5 8,2 22,8 31,0
1,0 30,3 43,2 50,6 58,3 27,8 35,0 41,6 43,5 -19,8 2,3 15,1 28,3
1,5 12,0 22,8 34,1 38,4 10,4 16,4 27,5 25,9 19,4 29,3 39,6 43,6
2,0 6,6 16,7 28,3 33,8 4,1 11,5 21,7 14,3 23,6 31,9 41,3 45,9
Tabela 2: Valores de QCAPSI/MB , em func¸a˜o de λ, com θ = 0.4.
b) o me´todo CAPSI e´ sempre mais eficaz do que o me´todo PSI; o
aumento da dimensa˜o amostral diminui os valores do ra´cio quando
λ ≥ 1, excepto quando λ = 1 e δ = 4 ou δ = 5, mas aumenta os
valores do ra´cio quando λ = 0.5; c) CAPSI e´ sempre mais eficaz do
que LSI quando δ = 4 ou δ = 5; o aumento da dimensa˜o amostral
melhora a efica´cia do me´todo CAPSI quando λ ≥ 1.5, mas reduz
ligeiramente a sua efica´cia quando λ ≤ 1 e δ ≤ 3; em geral, a efica´cia
de CAPSI, relativamente a LSI, aumenta com a dimensa˜o da amos-
tra para λ ≥ 1; d) as concluso˜es retiradas, a partir das duas tabelas,
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esta˜o de acordo com as expectativas, pois refletem os pressupostos
em que assentam os me´todos base e o peso atribu´ıdo aos intervalos
de LSI.
3.3 Comparac¸a˜o do me´todo CAPSI com o me´-
todo VSI
Na comparac¸a˜o do desempenho de CAPSI com VSI, consideramos
quatro pares de intervalos de amostragem em VSI e as mesmas condi-
c¸o˜es das comparac¸o˜es anteriores. Assim, no ra´cio (12) substituimos
MB (me´todo base de comparac¸a˜o) por VSI. Os resultados obtidos
sa˜o apresentados na Tabela 3, a partir da qual podemos concluir que:
a) a efica´cia do me´todo CAPSI, relativamente a VSI, aumenta com
a taxa de risco do sistema; b) quando d1 = 0.5 em VSI, o me´todo
CAPSI e´ sempre mais eficaz; c) em geral, o desempenho de CAPSI
melhora, relativamente a VSI, para λ ≥ 1.5 com o aumento da di-
mensa˜o da amostra.
E(T ) = 1000 δ δ δ δ
θ = 0.6 2 3 4 5 2 3 4 5 2 3 4 5 2 3 4 5
(n, ρ) λ (d1, d2) = (0.1, 2) (d1, d2) = (0.1, 1.5) (d1, d2) = (0.5, 2) (d1, d2) = (0.5, 1.5)
(5, 1) 0,5 -11,5 1,3 11,5 16,6 -6,0 6,2 15,8 20,7 8,4 18,9 27,3 31,5 9,6 20,0 28,2 32,4
1,0 -35,7 -13,5 -0,6 8,4 -42,8 -19,5 -5,8 3,6 12,6 26,9 35,2 41,0 9,9 24,6 33,2 39,2
1,5 26,8 37,2 42,9 46,4 6,8 20,1 27,2 31,8 28,3 38,5 44,0 47,5 18,6 30,2 36,5 40,4
2,0 45,3 50,8 53,8 55,5 28,5 35,7 39,7 41,8 33,5 40,2 43,9 45,9 20,9 28,9 33,3 35,7
(9, 1) 0,5 -31,3 -11,0 -1,0 4,8 -23,4 -4,3 5,1 10,5 6,5 20,9 28,0 32,2 7,5 21,8 28,8 32,9
1,0 12,5 25,3 33,6 37,8 -8,0 7,8 18,0 23,2 25,1 36,0 43,1 46,7 17,2 29,3 37,2 41,1
1,5 45,9 50,8 53,2 55,6 29,4 35,6 38,8 42,0 34,2 40,0 42,9 45,9 21,7 28,7 32,2 35,7
2,0 48,0 52,2 55,3 57,0 31,8 37,3 41,5 43,7 34,1 39,5 43,4 45,6 21,0 27,4 32,2 34,8
Tabela 3: Valores de QCAPSI/V SI , em func¸a˜o de λ, com θ = 0.6.
Quando reduzimos θ, aumentamos o peso dos intervalos de PSI. Este
facto, tal como anteriormente, pode ter alguma influeˆncia na efica´cia
do me´todo CAPSI. Com θ = 0.4, os resultados sa˜o apresentados na
Tabela 4, a partir dos quais podemos concluir que: a) em geral,
os valores do ra´cio diminuem quando diminui d2 em VSI (tal ja´
acontecia anteriormente); b) em todas as situac¸o˜es, os valores do
ra´cio aumentam quando aumenta a taxa de risco do sistema; c)
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em geral, quando aumenta a dimensa˜o amostral a efica´cia de CAPSI
aumenta; d) no geral, a reduc¸a˜o do peso dos intervalos de LSI afecta,
de forma positiva mas ligeira, o desempenho do me´todo CAPSI,
reflectindo-se, em particular, em sistemas com uma taxa de risco
acentuadamente crescente (δ ≥ 4).
E(T ) = 1000 δ δ δ δ
θ = 0.4 2 3 4 5 2 3 4 5 2 3 4 5 2 3 4 5
(n, ρ) λ (d1, d2) = (0.1, 2) (d1, d2) = (0.1, 1.5) (d1, d2) = (0.5, 2) (d1, d2) = (0.5, 1.5)
(5, 1) 0,5 -15,2 2,7 19,4 26,9 -9,5 7,5 23,4 30,5 5,3 20,0 33,8 39,9 6,6 21,1 34,7 40,7
1,0 -53,3 -17,4 -2,1 12,2 -61,4 -23,6 -7,4 7,6 1,2 24,4 34,3 43,5 -1,8 22,0 32,2 41,7
1,5 21,2 35,9 47,3 52,8 -0,3 18,3 32,9 39,9 22,8 37,2 48,4 53,8 12,4 28,7 41,4 47,5
2,0 46,5 54,1 59,7 63,1 30,1 40,0 47,4 51,8 35,0 44,2 51,1 55,1 22,8 33,7 41,9 46,7
(9, 1) 0,5 -39,4 -13,8 4,3 14,5 -31,0 -6,9 10,1 19,6 0,7 19,0 31,8 39,1 1,8 19,8 32,5 39,7
1,0 3,5 21,3 31,6 42,2 -19,2 2,8 15,5 28,6 17,3 32,6 41,4 50,5 8,6 25,5 35,2 45,3
1,5 47,4 53,9 60,6 63,2 31,3 39,7 48,5 51,9 36,0 43,8 52,0 55,2 23,9 33,2 43,0 46,7
2,0 50,7 56,1 62,1 65,1 35,4 42,4 50,4 54,2 37,6 44,4 52,1 55,8 25,2 33,3 42,5 47,0
Tabela 4: Valores de QCAPSI/V SI , em func¸a˜o de λ, com θ = 0.4.
4 Considerac¸o˜es finais
Este trabalho apresenta um novo me´todo de amostragem em con-
trolo da qualidade o qual adapta, em func¸a˜o do valor da estat´ıs-
tica amostral e baseando-se na func¸a˜o densidade da distribuic¸a˜o de
Laplace, os instantes previamente calendarizados de forma a que a
taxa cumulativa de risco do sistema permanec¸a constante entre dois
quaisquer instantes de amostragem consecutivos. Apenas para alte-
rac¸o˜es moderadas da me´dia o novo me´todo tem menor efica´cia do
que o me´todo VSI. Para melhorar este aspecto, pensamos considerar
o peso (θ), atribu´ıdo aos instantes de amostragem do me´todo LSI,
como uma func¸a˜o da probabilidade de ocorreˆncia de uma alterac¸a˜o
da me´dia (λ) e determinar qual o peso o´ptimo que minimiza um
custo total me´dio por unidade de tempo.
Pensamos tambe´m realizar estudos comparativos com outros esque-
mas adaptativos, estender a sua aplicac¸a˜o a` utilizac¸a˜o simultaˆnea de
uma carta para a me´dia e de uma carta para o desvio padra˜o e ana-
lisar a robustez deste me´todo quando a caracter´ıstica da qualidade
a ser monitorizada se afasta da distribuic¸a˜o normal.
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