This work addresses a hyperspectral imaging system for maritime surveillance using unmanned aerial vehicles. The objective was to detect the presence of vessels using purely spatial and spectral hyperspectral information. To accomplish this objective, we implemented a novel 3-D convolutional neural network approach and compared against two implementations of other state-of-the-art methods: spectral angle mapper and hyperspectral derivative anomaly detection. The hyperspectral imaging system was developed during the SUNNY project, and the methods were tested using data collected during the project final demonstration, in São Jacinto Air Force Base, Aveiro (Portugal). The obtained results show that a 3-D CNN is able to improve the recall value, depending on the class, by an interval between 27% minimum, to a maximum of over 40%, when compared to spectral angle mapper and hyperspectral derivative anomaly detection approaches. Proving that 3-D CNN deep learning techniques that combine spectral and spatial information can be used to improve the detection of targets classification accuracy in hyperspectral imaging unmanned aerial vehicles maritime surveillance applications.
Introduction
The importance of hyperspectral imaging systems for robotic applications is growing. The huge increase in hyperspectral computational systems capacity, together with their dimensions and weight reduction, has encouraged its use in several research and industrial domains such as agriculture, 1 industry, 2 inspection, 3 and surveillance. 4 The development of novel computational methods, some of them enabling parallel hardware/software implementations, made hyperspectral imaging systems more affordable in terms of price and computational cost, by increasing their capacity to acquire and process huge amounts of data. One of the most recent applications is the use of hyperspectral imaging systems for maritime surveillance. 5 This work was performed under the scope of the SUNNY project, 6 whose objective was to patrol maritime borders using unmanned aerial vehicles (UAVs). For the hyperspectral image sensor, the intended objective was to perform the data processing system onboard the UAV, to acquire hyperspectral imaging data related to the vessels, and to perform vessel detection using solely spatial and spectral information. The information is then transmitted to a Ground Control Station for further processing.
This application imposes two important challenges in the context of Unmanned Aerial Systems: first, the need to customize a hyperspectral payload that holds a sensor unit, a data acquisition unit, and a navigation unit GPS/ IMU, which are considerable both in size and weight to fit into an UAV; second and most importantly the development of the capability to detect vessels with hyperspectral image information.
In this article, we will focus our attention on the development of deep learning methods that allow to detect vessels using hyperspectral imaging information. Lots of research efforts have been conducted to use deep learning based approaches for hyperspectral image classification. [7] [8] [9] [10] [11] [12] [13] [14] However, all of these methods fail in two keypoints:
Almost none correlate spatial and spectral information in the context of hyperspectral images, and the few that do, use it with small-scale networks with relatively fewer number of layers and nodes, instead of a deeper and wider network, leading to poor results. To overcome the lack of training of hyperspectral imaging data, but also its high dimensionality, most of the state-of-the-art approaches use techniques such as Principal Component Analysis, 15 to work with reduced spectral data inputs. However, these techniques can lead to significant loss of spectral information and do not explore the high-level data dimensionality, leading to an incorrectly exploit of the underlying nonlinear spectral and spatial information.
To overcome such constraints, we implemented a Convolutional Neural Network (CNN) approach for performing maritime target detection that combines hyperspectral spatial and spectral data information. The data used to obtain the results were collected during the final demonstration of the SUNNY project in São Jacinto Air Force Base in Aveiro (Portugal), where a rotary wing UAV equipped with a hyperspectral payload was used to simulate a maritime drug smuggling scenario. The UAV performed multiple flight passages over the vessels that were in the area. To compare the results obtained using the deep learning (CNN) approach, we also implemented our own versions of the Spectral Angle Mapper (SAM) method, which is one of the most used method for anomaly detection using hyperspectral data. We also tested our previous detection method that used an unsupervised approach hyperspectral derivative anomaly detection (HYDADE).
All the aforementioned methods were tested using the same data sets to analyze their capabilities in the detection of vessels in maritime surveillance environment. The results were classified using three different metrics: precision, recall, and F1 score. The results show that the 3-D CNN architecture obtains the best results, being able to increase the recall value by approximately 30%, when compared to the non deep learning approaches. Furthermore, when comparing 3-D CNN results with the SAM and HYDADE results, is possible to observe the lower number of false positives that this approach obtains, proved by the recall and precision numbers that are quite similar when compared with SAM and HYDADE.
The remaining article is structured in the following way: the next section presents related work to the use of deep learning approaches in hyperspectral image classification applications. Afterward, the UAV hyperspectral system setup is described, followed by the methods' implementation details and obtained results. Finally, some conclusions about the obtained results are drawn, together with some insights on future work directions.
Related work
There are multiple approaches to the deep learning problem, such as AutoEncoders (AE) and Stacked AE, 7 Deep Belief Networks 16 and CNN. 8, 17, 18 Recently, CNN have attracted a lot of attention due to their performance in many applications: face recognition, 19, 20 object detection, 21 and video classification. 22 CNN is used for hyperspectral data classification due to the ability to automatically learn feature representations through several convolutional blocks, with promising results in terms of accuracy. [23] [24] [25] The CNN hyperspectral image classification approaches can be divided according to their data inputs, namely as follows:
If the method only uses spectral information as presented by Li et al., 26 it is possible to use a 1-D CNN. In this case, the spectral feature of the original image data is used as an input vector, and the 1-D CNN receives N Â 1 input vectors (N is the number of spectral bands). 10, [27] [28] [29] Another approach is using only spatial information. This type of models considers the neighboring pixels of a certain pixel in the original input image to extract the spatial feature representation. This results in a 2-D CNN, where the input data is a patch of P Â P neighboring pixels, only in the XY space (spatial domain). 10 Another approach is a hybrid approach that considers both types of data (spectral and spatial), where it is possible to combine more information and improve the classification accuracy. This architecture is known as 3-D CNN, and the input data is a patch with all spectral data associated (P Â P Â N , where P is the patch size, which defines the width and height in the spatial domain, and N is the number of spectral bands) as presented by Chen et al. 10 One example of the CNN use for hyperspectral data classification is given by Chen et al., 10 where the authors use multiple convolutional layers to extract the nonlinear and invariant deep features, in the spectral-spatial domain, using well-known hyperspectral data sets. 30, 31, 32 They also investigated some strategies to avoid overfitting during the training of the model. Another example of spectralspatial feature classification using deep learning is given by Zhao and Du, 9 where the authors use a CNN to automatically find spatial-related features at higher hierarchical levels. The authors also employ a dimension reduction method before the deep CNN application. Yue et al. 33 show a similar work, where a specific deep CNN is used to learn spectral and spatial features. Hu et al. 8 only use spectral information to build a CNN able to perform material classification. The work presented by Parkhi et al. 19 shows an application where a CNN based on spectral information is used to automatically extract the hierarchical spectral features and then a 2-D CNN is used to extract the hierarchical space-related features. To combine both information, they use a softmax regression classifier, which allows predicting classification results, and a data augmentation scheme is also used to overcome the problem of hyperspectral limited available training samples.
A more recent approach is performed by Gao et al., 34 where a CNN architecture benefits from the multiple inputs corresponding to various image features, in addition to the concurrent exploitation of both spectral and spatial contextual information. This allows creating a robust and efficient network even with a small number of training samples available. Paoletti et al. 24 developed a deep 3-D CNN architecture for spatial-spectral classification of hyperspectral data and also compared all the results obtained with other 1-D, 2-D, and 3-D CNNs already implemented. Table 1 presents a summary of the related work using CNN method to classify hyperspectral data.
Hyperspectral payload UAV integration and data collection
We start this section with a brief introduction and explanation of the hyperspectral payload integration onto the UAV and detail how the hyperspectral data were acquired during the flight trials.
Hyperspectral cameras
Hyperspectral imaging sensors have fine spectral resolution at given wavelengths of illumination, allowing the measurement of the radiation reflected by each pixel in a large number of wavelengths (bands) in the visible and infrared spectrum. To do this, the hyperspectral imaging system uses a spectrometer. This instrument divides the radiation into a number of finite bands and measure the energy in each band. Based on the spectrometer design, the bands may be contiguous or not, with equal width.
Hyperspectral cameras are a combination of spectroscopy and image forming that during the data acquisition create an electromagnetic profile by capturing the intensity of radiation emitted from each pixel at various wavelengths. The collected information is usually combined into a hyperspectral image data cube, which has two spatial dimensions and one spectral dimension. Each pixel (in spatial dimension XY) is a spectrum over the different wavelengths observed by the camera. Figure 1 shows an example of a hyperspectral cube.
The hyperspectral camera utilized in our UAV system payload is a pushbroom hyperspectral camera. Pushbroom cameras acquire data line by line, allowing a full spectral data acquisition simultaneously with spatial line scanning over time, which makes this camera capable of acquiring all the spectral information at the same time. Figure 2 shows an example of a data acquisition method for pushbroom hyperspectral cameras.
The hyperspectral system setup displayed in Figure 3 was composed by two subsystems: the hyperspectral imaging system and data processing system. The hyperspectral imaging system used was the SPECIM (Spectral Imaging Ltd., Finland) Aisa Kestrel 16 and is constituted by:
Hyperspectral camera, composed by the sensor, spectrometer, and lens. The data is collected by Camera Link interface and allow the use of an external trigger to control the acquisition. This interface also guarantees sufficient transfer capacity even at the maximum data rates from the camera. Hyperspectral PC and Control Electronics, composed by a computer motherboard (CPU) with Windows 7, SSD, framelink express frame grabber that allows the connection between the sensor and the CPU for data acquisition, a hyperspectral control board for synchronization between image data and GNSS/IMU data acquisition with 0.1 ms accuracy and hyperspectral camera shutter control, and also a power regulator. GPS/inertial measurement unit (IMU) unit, with a GPS receiver and an inertial system. This is physically coupled to the camera.
The SPECIM Aisa Kestrel 16 characteristics are presented in Table 2 .
The data processing system is composed by: data processing CPU, using Linux Ubuntu 16.04, responsible for the image data acquisition and processing; eletro-optical camera (EO), a Point Grey Blackfly 3.2 MP Color GigE PoE (Sony IMX265, FLIR Integrated Imaging Solutions Inc., Canada) model, used for confirmations purposes only.
The communication between the hyperspectral CPU and the data processing CPU was accomplished via Ethernet and Serial Port. The Ethernet Port was used to send the image and navigation data, while the Serial Port received the PPS synchronization pulse to synchronize both boards with a common timestamp given by the navigation sensor.
The experimental setup was installed into a rotary wing UAV from a Greek company, ALTUS LSA, named ETHERAS, shown in Figure 4 . In Table 3 , it is possible to observe some of the UAV characteristics.
The payload was installed in two major different areas of the UAV: the bottom tray hold all computational power equipment, while the other sensor parts (cameras and inertial system) were placed in the front part of the UAV, to diminish the occlusions and electromagnetic interference. Figure 4 . ETHERAS UAV. UAV: unmanned aerial vehicle.
Spectrum processing
To process the hyperspectral data, first we need to preprocess the raw hyperspectral data. This preprocessing is composed by two main procedures: the reference pattern and the conversion of the raw sensor data into radiance at-sensor values. The first, reference pattern, is established by analyzing and subtracting to the acquired data the average of the dark frames value, where the dark frames are images taken with the camera shutter closed. To accomplish the conversion from the raw sensor data into radiance at-sensor values, it is necessary to use the equation (1)
where the l refers to the wavelength. The gain is a fixed value per pixel and wavelength given by a calibration performed by the manufacturer, while the offset is set to zero.
Target detection methods
Hyperspectral image sensors are advanced devices capable to return a considerable amount of information about a scene in just one frame. Given this information, we need to process the collected data to provide usable surveillance information using target detection methods. For the purpose of this work, we implemented three different methods to detect and identify vessels. The first was a CNN, a supervised method, with a 3-D approach that allows to use both spatial and spectral information given by the hyperspectral camera. The second method tested was SAM, 35 a supervised method that uses the angle between spectra to identify their similarity and finally HYDADE, 5 our previous anomaly detection method.
Deep CNN
In this work, we implemented a 3-D deep CNN architecture using both spatial and spectral data information. A complete CNN stage is constituted by a convolutional layer with a nonlinear operation and a pooling layer. Joining multiple convolution layers with a nonlinear operation and several pooling layers is possible to formulate a deep CNN. A typical CNN is composed by 1-3 complete stages followed by one or more fully connected layers and a final classifier layer. The convolutional layer uses a filter defined by the user and then convolve the filter in a small part of the input data. The main goal of this layer is to identify certain features from the previous layer and mapping their appearance to a feature map. 36 The resulting output volume of a layer l is
The nonlinearity layer embeds a nonlinear function (such as Rectified Linear Unit (ReLU), [37] [38] [39] which is applied to each feature map component to learn nonlinear representations. The pooling layer makes the features invariant from the location and summarizes the output of multiple neurons in convolutional layers using a pooling function. In the CNN method, this is a max polling layer and allows to reduce the spatial size of the output.
Our approach also holds dropout layers to prevent overfitting. The dropout layer deactivates a percentage of neurons during the training stage, improving generalization because each layer will learn the same characteristics with different neurons. These are usually applied after the fully connected layers because of their large parameters number, which increases the overfitting probability of these layers. However, due to the stochastic regularization used in the dropout layers, in practice, these layers can be applied in any place of the network. The dropout probability can be changed according to the desired regularization impact.
To generate enlarged and dense feature maps and to allow the network to increase the resolution of the output map, we implemented deconvolution layers after the convolutional layer, also known as transposed convolution layer. Despite mathematically performing the operations corresponding to the second designation, the final result will be similar to a deconvolution.
The input of the first layer of our CNN implementation is a patch built from the data set, as observed in Figure 5 , where the data set hypercube is shown. This hypercube contains all the data used for these tests, and each portion of the data set will be included in a patch. This patch is given as an input to the first CNN layer.
For the hyperspectral data, each pixel of a hyperspectral scan line that is acquired can belong to a different class. Which means that an individual line can hold all the classes present in the data set. However, if only one line is considered, the spatial information is going to be lost. To exploit the rich spectral and spatial information contained in the hyperspectral data, the CNN is fed with a neighborhood window centered around each pixel vector, which means that the input layer accepts a patch with the size p w Â p h Â n, where p w and p h represent the width and height, respectively, defined by the patch value, and n is the number of bands. The label of each patch is given by the label of the central pixel of the patch, located in ½p=2 þ 1; p=2 þ 1; n. Afterward, the data is divided into 3-D patches and is grouped into batches of size a and sent to the CNN, where the first convolution layer receives the d Â d Â n patches. This layer is composed by r c1 filters of
where b c1 represents the number of bands, the stride is fixed to 1, and there is no padding, with a ReLU function. This layer is followed by another convolutional layer with the same characteristics, and then the ReLU function is applied and the r c1 feature maps generated by the second convolutional layer are sent to the first MaxPool layer, with a feature maps generated by the third convolutional layer are sent to the second and last MaxPool layer, with the stride equal to 2 and no padding. The output has the size l mp2 Â l mp2 Â r c3 is reshaped and sent to the fully connected layer. In this CNN, there are three fully connected layers, where the first two layers compute their output as , where y f c3 are the true labels for the input data. After each fully connected layer is applied a dropout layer with a rate of 0.5. The architecture of the CNN is displayed in Figure 6 .
The loss function used is a sparse softmax cross entropy, which applies the cross-entropy to determine the loss of the CNN model. The initialization of all weights and bias is done using the Xavier initializer, 40 which allows the CNN to gain more stability. The Adagrad optimizer 41 is used for learning rate adaptation. The CNN was implemented using the TensorFlow 42 open source library for machine learning, optimized for GPU utilization.
Spectral angle mapper
SAM is a supervised method, which compares a reference spectrum with the image spectrum. With this comparison, it is possible to determine the angle between both spectra, denoted as spectral angle. The value of this angle represents the similarity between the spectrum, where the smaller angles represent closer matches to the reference spectrum. In this method, it is usual to implement two different thresholds, one to prevent that pixels further away than a given value are not classified and another to limit the maximum value at which the spectra can be considered as the same class.
The value of the spectral angle is given by
where r represents the reference spectrum, t is the image spectrum, and nb corresponds to the number of bands.
Hyperspectral derivative anomaly detection
HYDADE is an anomaly detection method that analyzes the transitions/existing peaks in the spectrum response. This is done with the processing of the first and second derivative of the acquired spectrum for each pixel. This method uses a two-step procedure to segment the target pixels from the background. In the first phase, it tests if the first derivative of the spectrum is higher than a predetermined threshold (that was found empirically based on the acquired data), and if it is higher than the threshold, it means that the pixel is a good candidate (possible target pixel). This allows a quick separation of the target candidate pixels from the background. The second step consists of a deeper analysis of the candidate pixels. For this, it is necessary to count the number of peaks of the first and second derivative of each candidate pixel. Based on this procedure, it is possible to obtain the spectrum data smoothness and detect transitions in the spectrum and then group the different pixels into clusters based on their similarity information. The number of peaks is compared with an adaptive threshold for each derivative. A more detailed description of this method can be found in the study by Freitas et al. 
Results
During this section, we will present the results obtained with the data collected in the scope of the SUNNY project.
Flight experiment
The SUNNY project final demonstration field trials took place in São Jacinto Air Force Base, in Aveiro (Portugal). The data were collected during the 30th of April flight, where two boats of the same material were in the water. The mission objective was to detect the boats using only hyperspectral image information. Figure 7 (b) shows the boats during the rehearsal of a drug smuggling scenario. The SUNNY demonstration scenario consisted of a 12-m fishing boat approaching the surveillance area, with a speed not higher than 5 knots. Then, an 8-m speedboat leaves the harbor heading to the fishing boat, with a speed not higher than 3 knots. The two boats meet at the open sea and leash each other, as it is possible to observe in Figure  7(b) , where the people on the boat exchange possible illegal substances. Finally, the speedboat gets in motion heading to the coastline while the fishing boat changes course as its initial heading. There were two different boats used during the SUNNY project demonstration: a recreational vessel and also a fishing vessel. These are vessels with easy access, which can be easily rented, bought or even stolen for illegal operations. They also allow a considerable amount of payload and due to their physical characteristics (small to medium size, white color) typically do not raise suspicion to maritime authority.
In Figure 8 , it is possible to observe the UAV trajectory during the flight and also the boats' location. The UAV took off from the São Jacinto airfield runway with an interception trajectory toward the boats. The flight altitude of the UAV was 150 m.
To have an easy comprehension of the results, it is necessary to define the metrics used to evaluate the methods. The results are presented in two distinct shapes: through images, where some key points are showed in the image, and also using three different metrics, precision, recall, and the F1 score, which are usually the metrics for this type of systems.
In the case of the unsupervised method, HYDADE, we consider only two classes: boat or water. In this case, the calculation of the three metrics is performed directly based on the number of true positives and negatives and false positives and negatives. However, in the case of the supervised method, CNN, we consider three classes: boat, light water, and dark water. In this case, we use an approach one against all to calculate precision and recall values and compare the true positives of each class versus the false negatives and positives of the remaining classes. The unsupervised methods used are anomaly detection methods, which means that they detect objects/materials from the background. To detect light water, these methods should be able to detect non-background items and also determine their object class. However, due to the light reflection, the difference between the light water spectrum and some boat pixels spectrum is reduced, which will lead to false positives. In the case of anomaly detection, due to the spectra similarity, it is not possible to make these type of distinction. However, CNN is a supervised method, which will allow to train the method for each class, and consequently allow the distinction between similar spectra. This distinction improves the results as shown in the results section.
First, we present the results of the CNN method, where we considered three different classes: boat, light water, and dark water. This division was created due to the similarity between some light water and boat points, mainly due to the water that rises around the boat during its movement. Then, we present the results for SAM using the same class division. Finally, we present the results obtained for the unsupervised method, HYDADE, in which we consider only two classes: boat and water. In this case, the method only detects anomalies, so the boat is considered an anomaly when compared to the background (water).
To test the CNN method, we implemented the architecture displayed in Figure 6 , using a Nvidia Jetson TX2 (NVIDIA, Santa Clara, CA), with 8 GB LPDDR4 RAM and 32 GB eMMC 5.1 Flash Storage, using the TensorFlow open-source library.
For the CNN implementation, it was required to divide the data into training and test data. The training data is used to train the CNN, and then, the trained network is evaluated with the test data. Due to the class imbalance problem, 43 because of the quantity of water data when compared with the boat data, only a few samples of each class were selected for the training data. The samples were randomly selected, a standard procedure in a deep learning data set. In this case, 75% of the data set was used for training, while the rest is used for testing, and the number of selected samples was 500 samples per class.
The SAM implementation is similar to CNN implementation, and the data division and the number of samples per class are equal for both cases. For this two methods, the data set was divided into three different classes: light water, dark water, and boat. The batch size was fixed with the value 100, and the learning rate value was 0.005. The maximum step number was 500, while the epoch number was 20. The optimizer used was the Adagrad optimizer, while the patch size was a square with 7 pixels. The data set used is a boat data combination collected in São Jacinto Airfield, with 111 lines, 640 pixels, and 384 bands, and during the course of the flight, the UAV acquired boat data six times.
In Figure 9 , it is possible to observe one image constructed with the data set, using single band information.
CNN results
In Figure 10 , one can observe the results for the CNN implementation. We start by showing a ground truth image with the classes of each pixel, which is presented in the Figure 11 top left image, where the red points symbolize the boat points, the blue points represent the light water points, and all other pixels without color correspond to dark water.
The other images show the results obtained in different phases of the network training. For this, the state of the network was stored after 99, 199, 299, and 399 iterations, and then the prediction for each pixel was performed to be assigned to a class in each stage of the network.
The first line of images shows the ground truth, the results with 99 and 199 iterations, while the second line of images shows the results with 299, 399, and 499 iterations. Taking in consideration the upper left corner of each image, it is possible to observe that in the ground truth image, there are no red dots (boat pixels). However, in the results with 99 and 199 iterations, it is possible to observe red points in the upper left corner. But if we analyze the results of 299, 399, and 499 iterations, these red points disappeared, which shows the improvement with the training evolution of the CNN, by increasing the number of iterations. This will result in more points correctly associated with the correct class. Table 4 depicts a brief summary of the CNN results. Figure 11 depicts the results for the SAM method, where the red points represent the points classified as boat, while the blue points represent the light water points, and all the points with no color are associated with dark water. In Figure 9 . Data set image constructed using only one band information. 
SAM results

HYDADE results
Finally, in Figure 12 , we present the results for HYDADE method, where the red points represent the anomaly detection, corresponding to boat points. The other pixels, without any color, represent the water points. It is possible to observe, in the first lines and pixels, that there are some false positives represented mainly because of the sunlight reflection. Despite these external artefacts, the method is able to display accurate results as shown in Table 6 .
Comparing the results of the three methods, it is possible to observe that CNN obtains the higher precision value for all classes. The precision value increases according to the class, being approximately 3% and 5% in relation to SAM and HYDADE, respectively. The dark and light water classes are only used for CNN and SAM, and in the case of the first one, the precision increase using the CNN method compared with SAM method was approximately 4%, while in the light water class, it increased approximately 85%. However, the effects of the CNN improvements are even more visible in the recall value. For the case of the boat class, the recall value increased approximately 34% when compared to the SAM method and about 27% when compared to the HYDADE method. The dark water class is the only one with higher recall value, when comparing CNN versus SAM approaches. However, the improvement of the SAM method when compared with CNN is only 0.02%. In the case of light water, CNN has an improvement of more than 40% when compared to SAM method.
It is necessary to take into account precision and recall values to evaluate the method performance. A good balance between both metrics indicates best balance between false and true positives. The method that gives the results with both metrics and more balanced is the CNN method, as can be observed in Table 4 .
Conclusions and future work
Hyperspectral data classification is always challenging due to the amount of data to be processed. In this work, we implemented three different methods, two supervised (3-D CNN and SAM) and one unsupervised (HYDADE). There are several differences between the three methods, mainly in the training architecture of each one. While supervised methods need to have information about the classes before training, unsupervised methods perform the classification without any prior knowledge about the data.
These differences are reflected in the results obtained, where better results were obtained using supervised methods. The best results were obtained with the 3-D CNN, being possible to notice that this method is more invariant to light and environment changes, although it is the more expensive computational method. The precision and recall values for this method are the most balanced between the three methods, and this balancing can be observed for all the classes.
The results were obtained using a data set collected in the scope of the SUNNY project, in a maritime scenario. During the data set, a surveillance action was simulated with two boats having illegal behaviors. All the data collected were transformed into the radiance domain and then classified using the three different method.
The future work includes testing all methods in different classification scenarios. The implementation of the Nvidia Jetson TX2 already performed will simplify this step and allow an easy integration in future data classification with UAVs.
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