We study the Muskat problem for one fluid (Hele-Shaw problem) or two fluids, with or without viscosity jump, with or without rigid boundaries, and in arbitrary space dimension d of the interface. The Muskat problem is scaling invariant in the Sobolev space H sc (R d ) where sc = 1 + d 2 . Employing a paradifferential approach, we prove local well-posedness for large data in any subcritical Sobolev spaces H s (R d ), s > sc. Moreover, the rigid boundaries are only required to be Lipschitz and can have arbitrarily large variation. The Rayleigh-Taylor stability condition is assumed for the case of two fluids with viscosity jump but is proved to be automatically satisfied for the case of one fluid. The starting point of this work is a reformulation solely in terms of the Drichlet-Neumann operator. The key elements of proofs are new paralinearization and contraction results for the Drichlet-Neumann operator in rough domains.
Introduction
1.1. The Muskat problem. In its full generality, the Muskat problem describes the dynamics of two immiscible fluids in a porous medium with different densities ρ ± and different viscosities µ ± . Let us denote the interface between the two fluids by Σ and assume that it is the graph of a time-dependent function η(x, t), i.e. Σ t = {(x, η(t, x)) : x ∈ R d }.
(1.1) The associated time-dependent fluid domains are then given by
and
3) where b ± are the parametrizations of the rigid boundaries
(1.4)
Note that we have normalized gravity to 1 in (1.5) .
At the interface Σ, the normal velocity is continuous:
where n = 1 √ 1+|∇η| (−∇η, 1) is the upward pointing unit normal to Σ t . Then, the interface moves with the fluid:
By neglecting the effect of surface tension, the pressure is continuous at the interface:
Finally, at the two rigid boundaries, the no-penetration boundary conditions are imposed:
(−∇b ± , 1) denotes the outward pointing unit normal to Γ ± . We will also consider the case that at least one of Γ ± is empty (infinite depth); (1.10) is then replaced by the vanishing of u at infinity.
We shall refer to the system (1.2)-(1.10) as the two-phase Muskat problem. When the top phase corresponds to vacuum, i.e. µ + = ρ + = 0, the two-phase Muskat problem reduces to the one-phase Muskat problem (also known as the Hele-Shaw problem) and (1.9) becomes p − = 0 on Σ t .
(1.11)
1.2. Presentation of the main results. It turns out that the Muskat problem can be recast as a quasilinear evolution problem of the interface η only (see e.g. [21, 24, 33, 44] ). Moreover, if η(t, x) is a solution then so is η λ (t, x) := λ −1 η(λt, λx), λ > 0 and thus the Sobolev space H 1+ d 2 (R d ) is scaling invariant. Our main results assert that the Muskat problem in arbitrary dimension is locally well-posed for large data in all subcritical Sobolev spaces H s (R), s > 1+ d 2 , either in the case of one fluid or the case of two fluids with or without viscosity jump, and when the bottom is either empty or is the graph of a Lipshitz function with arbitrarily large variation. We state here an informal version of our main results and refer to Theorem 2.3 and Theorem 2.4 for precise statements. (ii) (The two-phase problem) Consider ρ − > ρ + > 0 and µ ± > 0. Assume that the upper and lower boundaries are either empty or graphs of Lipschitz functions that do not touch the interface. The two-phase Muskat problem is locally well posed in H s (R d ) in the sense that any initial data in H s (R d ) satisfying the Rayleigh-Taylor condition leads to a unique solution in C([0, T ]; H s (R d )) for some T > 0.
The starting point of our analysis is the fact that the Muskat problem has a very simple reformulation in terms of the Dirichlet-Neumann map G (see the definition (2.2) below); most strikingly, in the case of one fluid, it is equivalent to ∂ t η + G(η)η = 0.
(1.12) (i) If (u, p, η) solve the one-phase Muskat problem then η : R d → R obeys the equation
Conversely, if η is a solution of (2.3) then the one-phase Muskat problem has a solution which admits η as the free surface.
(ii) If (u ± , p ± , η) is a solution of the two-phase Muskat problem then
4)
where f ± := p ± | Σ + ρ ± η satisfy
(2.5)
Conversely, if η is a solution of (2.4) with f ± solution of (2.5) then the two-phase Muskat problem has a solution which admits η as the free interface.
PROOF. (i) Assume first that (u − , p − , η) solve the one-phase Muskat problem. Setting q = p − + ρ − y, then p solve the elliptic problem
3) follows from (1.7) and (1.5) .
Conversely, if η satisfies (2.3) then the pressure p − = q − ρ − y is obtained by solving (2.6) , and the velocity is determined from the Darcy's law (1.5).
(ii) As before, (2.4) follows from (1.8) and (1.5) for Ω − . The jump of f in (2.5) is a consequence of the continuity (1.9) of the pressure. Lastly, the jump of Dirichlet-Neumann operators is exactly the continuity (1.7) of the normal velocity. Conversely, if η is known then (u ± , p ± ) can be easily determined. REMARK 2.2. For a given function η ∈ W 1,∞ (R d ) ∩ H 1 2 (R d ), we prove in Proposition 4.7 below that there exists a unique pair f ± solving (2.5) in a variational sense.
Main results.
The Rayleigh-Taylor stability condition requires that the pressure is increasing in the normal direction when crossing the interface from the top fluid to the bottom fluid. More precisely, RT(x, t) = (∇ x,y p + − ∇ x,y p − ) · n > 0.
(2.7)
In terms of η and f ± , we have
Using the Darcy law (1.5) we can write that
See Appendix B for the proof of (2.8) and (2.9). Let us denote
(2.10)
We say that a function g :
in particular, g can be unbounded.
For the one-phase problem, we prove local well-posedness without assuming the Rayleigh-Taylor stability condition which in fact always holds, even in finite depth (see Remark 2.6).
Then, there exist a positive time T depending only on (s, κ), h and η 0 H s (R d ) , and a unique solution
Furthermore, the L 2 norm of η in nonincreasing in time.
As for the two-phase problem, we prove local well-posedness in the stable regime (ρ + < ρ − ) for large data satisfying the Rayleigh-Taylor stability condition.
Then, there exist a positive time T depending only on (s, µ ± , ρ ), (h, a) and η 0 H s (R d ) , and a unique solution 
where the space H s ± (R d ) is defined by (3.21) . Modulo some minor modifications, our proofs work equally for the periodic case. REMARK 2.6. The Rayleigh-Taylor (RT) condition is ubiquitous in free boundary problems. For irrotational water-waves (one fluid), Wu [54] proved that this condition is automatically satisfied if there is no bottom.
In the presence of a bottom that is the graph of a function, Lannes [41] proved this condition assuming that the second fundamental form of the bottom is sufficiently small, covering the case of flat bottoms. In the context of the Muskat problem, there are various scenarios for the stable regime ρ + < ρ − . When the interface is a general curve/surface, the RT condition was assumed in [6, 19, 20] . On the other hand, when the interface is a graph, we see from (2.9) that this condition always holds if there is no viscosity jump but need not be so otherwise. In particular, for the one-phase problem, the local well-posedness result in [14] assumes the RT condition for flat bottoms. However, we prove in Proposition 4.3 that the RT condition holds in the one-phase case so long as the bottom is either empty or is the graph of a Lipschitz function which can be unbounded and have large variation.
Strategy of proof.
Let us briefly explain our strategy for a priori estimates. The main step consists in obtaining a precise paralinearization for the Dirichlet-Neumann operator G ± (η)f when η ∈ H s (R d ), s > 1 + d 2 and f has the maximal regularity H s (R d ). We prove in Theorem 3.15 that
where (B, V ) are explicit functions (see (3.44) ), λ is an elliptic first-order symbol (see (3.40) ) and the remainder R − (η)f obeys
Here we note that the term f − T B η comes from the consideration of Alinhac's good unknown.
1) For the one-phase problem (2.3), taking f = η yields
We observe that the transport term T V ·∇η is harmless for energy estimates and the term −κT λ(1−B) η would give the parabolicity if 1 − B > 0. Then this latter term entails a gain of 1 2 derivative when measured in L 2 t , compensating the loss of 1 2 derivative in the remainder R 1 . Moreover, the fact that the highest order term η H s+ 1 2 −δ in (2.20) appears linearly with a gain of δ derivative gives room to choose the time T as a small parameter. We thus obtain a closed a priori estimate in
x . Finally, we prove in Proposition 4.3 that the stability condition 1 − B > 0 is automatically satisfied.
2) As for the two-phase problem (2.4)-(2.5), we apply the paralinearization (2.18) and obtain a reduced equation similar to (2.19) :
where R 2 obeys the same bound (2.20) as R 1 . Consequently, the parabolicity holds if ρ − B > 0 and in view of (2.8), this is equivalent to RT > 0. This shows a remarkable link between Alinhac's good unknown and the Rayligh-Taylor stability condition.
Finally, we remark that the contraction estimate for the solutions requires a fine contraction estimate for the Dirichlet-Neumann operator, see Theorem 3.21.
Definition and continuity.
We study the Dirichlet-Neumann problem associated to the fluid domain Ω − underneath the free interface Σ = {(x, η(x)) : x ∈ R d }.
Here and in what follows, the time variable is frozen. As for the bottom Γ − , we assume either
where in the case of infinite depth (Γ = ∅), the Neumann condition is replaced with the vanishing of ∇ x,y φ as y → −∞ lim
The Dirichlet-Neuman operator associated to Ω − is formally defined by
where we recall that n is the upward-pointing unit normal to Σ. Similarly, if φ solves the elliptic problem
Note that n is inward-pointing for Ω + . In the rest of this section, we only state results for G − (η) since corresponding results for G + (η) are completely parallel.
The Dirichlet data f for (3.2) will be taken in the following "screened" fractional Sobolev space
5)
where Θ : R d → (0, ∞] is a given lower semi-continuous function. We will choose
In view of assumption (3.1),
.
We also define the slightly-homogeneous Sobolev spaces 
andf is locally L 2 in the complement of the origin such that
is bounded above and below by a multiple of (3.9) so that
On the other hand, f ∈ H
is a constant multiple of (3.11). Thus, we have the continuous embeddingṡ
We will solve (3.2) in the homogeneous Sobolev spaceḢ 1 (Ω − ) wherė
Here, the norm ofḢ 1 (U ) is given by u Ḣ1 (U ) = ∇u L 2 (U ) .
PROOF. Suppose that u n is a Cauchy sequence inḢ 1 (U ). Then ∇u n → F in L 2 (U ). We claim that F = ∇u for some u ∈ L 2 loc (U ). Indeed, for any bounded domain V ⊂ U , the sequence u n − |V | −1 V u n is bounded in L 2 (V ), according to the Poincaré inequality, hence weakly converges in L 2 (V ). By a diagonal process, we can find u ∈ L 2 loc (U ) and a subsequence n k → ∞ such that
Thus,
for any test vector field ϕ. This proves that F = ∇v and thus finishes the proof.
We refer to Appendix A of the present paper for a summary of trace theory, taken from [43] , when U is an infinite strip-like domain or a Lipschitz half space.
for some F : R + → R + depending only on h and ∇b − L ∞ (R d ) .
PROOF. By virtue of Theorem
where F depends only on h and ∇b − L ∞ (R d ) . Set
endowed with the norm ofḢ 1 (Ω − ). We then define φ solution to (3.2) to be
The existence and uniqueness of u is guaranteed by the Lax-Milgram theorem upon using the bound (3.15) . Setting ϕ = u in (3.17) and recalling the definition (3.16) of φ we obtain the estimate (3.14) . It follows from (3.17) that
Thus, if φ is smooth then φ solves (3.2) in the classical sense upon integrating by parts. Finally, it is easy to see that the solution φ constructed by (3.16) and (3.17) is independent to the choice of f ∈Ḣ 1 (U ) that has trace f on Σ.
PROOF. The proof follows along the same lines as in the proof of Proposition 3.3 upon using the trace Theorem A.3 and the lifting Theorem A.4 for the half space U = Ω − . The fact that ∇φ ∈ L 2 (Ω − ) gives a sense to the boundary condition (3.3). NOTATION 3.6. We denote 
Moreover, there exists a constant C > 0 depending only on h such that
PROOF. Let φ solve (3.2). By virtue of Propositions 3.3 and 3.5, φ ∈Ḣ 1 (Ω − ) and ∆φ = 0. According to Theorem A.5, the trace
where C is an absolute constant and
Thus, (3.22) follows from (3.14) and (3.18) .
To propagate higher Sobolev regularity for φ and hence for G − (η)f , following [41, 3] we straighten the boundary as follows. Set
,
where τ > 0 will be chosen in the next lemma. 
Consequently,
On the other hand, using Lemma 3.8, it is easy to see that
Then, applying Theorem A.6 we obtain that
Now from the definition of Ξ we have
, using the product rule (C.12) and the nonlinear estimate (C.13) gives
where (3.31) was used in the last estimate. This finishes the proof.
Then v satisfies v| z=0 = f and div x,z (A∇ x,z v) = 0, (3.32) while, by the chain rule,
Note that the restriction to z ∈ [−1, 0] guarantees that is smooth in z. We have the following Sobolev estimates for the inhomogeneous version of (3.34):
for some F : R + → R + depending only on (σ, s, h, z 0 , z 1 ). 
, is given by (3.55) below. To obtain estimates involving only ∇ x f H σ−1 , it suffices to differentiate this equation in x and apply Proposition C.6 to control T ∇xA v.
In the rest of this subsection, we fix s
In conjunction with (3.14) and (3.18) , this implies
This verifies condition (3.37) of Proposition 3.10 from which the estimate for ∇
, s], follows. Using this and the product rule (C.12) one can easily deduce the continuity of G − (η) in higher Sobolev norms:
for some F : R + → R + depending only on (s, σ, h). 13 REMARK 3.13. Theorem 3.12 was proved in [3] 
In particular, f − is only determined up to an additive constant.
3.2. Paralinearization with tame error estimate. The principal symbol of the Dirichlet-Neumann operator is given by
We first recall a paralinearization result from [3] .
Our goal in this subsection is to prove the next theorem, which isolates the main term in the Dirichlet-Neumann operator as an operator and which will be the key ingredient for obtaining a priori estimates for the Muskat problem in any subcritical Sobolev regularity. 
where φ is the solution of (3.2).
In addition, rougher surfaces lead to smaller gain:
( 
Both (3.47) and (3.45) provide a gain of 1 2 derivative for f . The improvement of (3.45) is in that 1) there is a gain of δ derivative for η; 2) the highest norm η H s+ 1 2 −δ of η appears linearly. For the sake of a priori estimates, 1) gives room to choose the time of existence T as a small parameter; 2) is required to gain 1 2 derivative using the parabolicity when measured in L 2 in time.
In order to simplify notation, we will only prove (3.45) which corresponds to the hardest case g = 1 2 − δ in (3.46) . The case of general 0 ≤ g ≤ 1 2 − δ follows by a simple adaptation of the argument. We fix s > 1 + d 2 in the rest of this subsection. Letting
The coefficients of Q can easily be controlled using (3.35) , (3.25) and Lemma 3.8:
(3.50) We start with a factorization of Q by paradifferential operators and a remainder:
for any z 0 ∈ (−1, 0) and ∇ x,z g ∈ X θ ([z 0 , 0]).
PROOF OF LEMMA 3.17. Letting
(3.54)
Indeed, we see that
where we note that under the restrictions on (s, θ, δ), θ ≤ s − δ and s − δ
The first term can be estimated as above and in view of (C.2), Id − T 1 = Id − Ψ(D) is a smoothing operator so that
We choose
so that a + A = −iβ · ξ, aA = −α|ξ| 2 , (3.51) is satisfied and
(3.57)
where Remark C.5 has been used. Next we have
. Theorem C.4 (i) combined with Remark C.5 then implies
(3.58)
In view of (3.54) and (3.56)-(3.58), the proof is complete.
We can now start analyzing (3.48) . We fix σ ∈ [ 1 2 , s] and apply Proposition 3.10 to have
We note that b| z=0 = (∂ y φ)(x, η(x)) = B given by (3.44) , and u| z=0 = f − T B η. The new variable u is known as the "good unknown"à la Alinhac.
PROOF. The estimate on the first term follows from Lemma 3.8 and (3.59) since multiplication by H s−1 is bounded. The estimate on the second follows similarly after using (C.12) for ∇ x b and using the equation for ∂ z b which in turn follows from (3.34) .
We can now state our main technical estimate
(3.63) REMARK 3.20. The direct consideration of the good unknown u = v − T b in [2, 27] consists in obtaining good estimates for
In our setting, even when σ = s, estimating this in Y s− 1 2 demands an estimate for ∂ 2 z b X s−3 . However, in one space dimension, the low regularity s > 3 2 is insufficient to prove that ∂ 3 z v ∈ X s−3 , where ∂ 3 z v appears when differentiating b twice in z. Lemma 3.19 avoids this issue. 16 PROOF OF LEMMA 3.19. Using (3.48) and Lemma 3.17 with θ = σ − 1, we see that
which gives
Using (3.53), (C.8), (C.9) and (3.50) we can bound the last four terms. As for the commutator we write
From (C.8) and (3.61) we get
On the other hand, Lemma 3.18 and (3.51) combined with Theorem C.4 (ii) imply that, when σ ≥ s
In the case of low regularity, σ < s − δ, we do not use the structure of the commutator but directly estimate using (C.8)
and we can proceed as before. This completes the proof.
Proof of Theorem 3.15
Step 1. Let us fix −1 < z 0 < z 1 < 0 and introduce a cut-off χ satisfying χ(z) = 1 for z > z 1 and = 0 for
It follows from (3.62) that
By virtue of (3.63), (3.59), (3.61) and (3.51) we have
Next we note that
|ξ|.
Since w(z 0 ) = 0, applying Proposition C.12 to equation (3.65) with the aid of (3.66) we obtain
Step 2. Starting from (3.33) and using Bony's decomposition, we see that
where the righthand side is evaluated at z = 0. We will see that this gives (3.43) by estimating each term one by one.
Using Theorem C.4, (3.51) and (3.59), and proceeding as in (3.64), we first observe that
satisfies estimates as in (3.45) . Using the formula (3.40) and (3.55), we see that
and this gives the first main term in (3.43) . Similarly, we obtain that
we obtain the second main estimate in (3.43) .
We claim that all the other terms are remainders. Next we paralinearize the function F (m, n) = 1+|m| 2 n+h − h −1 where m ∈ R d and n ∈ R. Clearly F (0, 0) = 0, ∇ m F = 2m n+h , and ∂ n F = − 1+m 2 (n+h) 2 . Applying Theorem C.11 with µ = s − 1 2 − δ and τ = δ yields
Then by virtue of Theorem C.4 (ii) with ρ = δ we obtain that
is acceptable as in (3.45). The next term follows from (3.67). Finally, by (3.59), (C.9) we get
The proof of Theorem 3.15 is complete.
Contraction estimates.
In order to obtain uniqueness and stability estimates for the Muskat problem, we need the following contraction estimate for the Dirichlet-Neumann operator associated to two different surfaces. THEOREM 3.21. Let s > 1 + d 2 with d ≥ 1 and let δ satisfy
for some F : R + → R + depending only on (s, h, δ). In addition, for σ ∈ (s − 1 2 , s] and δ ≤ 1 2 satisfying (3.68),
Compared with Theorem 3.15, the remainder is of order at least 1, but its norm is bounded in a smoother norm in η 1 − η 2 . We will most often use Theorem 3.21 when σ = s − 1 2 . However, we will also use the following when σ = s − 1 2 − δ: 
73)
where s > 3 2 + d 2 ( 1 2 derivative above scaling). It was also noted in [3] (see Remark 5.3 therein) that the authors were unable to obtain a similar estimate in higher norms. Theorem 3.72 gives such estimates assuming only that s > 1 + d 2 .
From now on, to simplify notation, we let
The rest of this section is devoted to the proof of Theorem 3.21. We follow similar steps as in the previous section, the main novelty coming from the two different domains. To define G(η j )f we call φ j solution to 
(3.75) 19 and set
(3.76)
Note that Ω − 1,2 = Ω − 2,2 and the sets Ω − 1 and Ω − 2 are independent of η j . Define
(3.77)
In particular, 1 = 2 in Ω − 2 . For τ > 0 sufficiently small, it is easy to check that the mappings (
where the latter is smooth in z. Letting also δ = 1 − 2 , we observe as in (3.50) that
with (α j , β j , γ j ) defined in terms of j as in (3.35) and satisfies 1
then solves
As before, we start with an estimate for v in the low norm X − 1 2 ([−1, 0]).
PROOF. We first recall the variational characterization (3.17 ) where
where we used the fact that A 2 = A 1 in Ω − 2 , which in turn comes from the fact that 1 = 2 in Ω − 2 . In view of (3.78) and (3.80),
According to Theorem A. 6 ,
. Setting
and using (3.78) and (3.80), we obtain the bounds 
Finally, by writting
This completes the proof of Lemma 3.24.
This low-regularity bound can easily be upgraded to a bound with no loss of regularity in η 1 − η 2 :
(3.89)
PROOF. This follows from (3.81). Using (3.78)-(3.80) with (C.12), one easily sees that for any
Since v| z=0 = 0, Proposition 3.10 gives that 
PROOF. The estimate on b 2 (3.91) follows as in Lemma 3.18. Let
Using (C.12) and (3.78)-(3.80), (3.90), we obtain the bounds
Since the right hand sides only involve one derivative on v or δ , we easily see that
Finally, using Theorem C.4, (C.8), (C.9), (3.78), (3.89) and (3.91), we can estimate the terms in R 1 δ with the appropriate norm.
We are now ready to prove the main result of this section.
Proof of Theorem 3.21
As in the proof of Theorem 3.15, let us fix −1 < z 0 < z 1 < 0 and introduce a cut-off χ satisfying χ(z) = 1 for z > z 1 and = 0 for z < z 0 . It follows from Lemma 3.27 that
. Applying Lemma 3.25 we get
In addition, (C.8) together with (3.91) implies
Thus, R 2 δ satisfies similar estimates as R 1 δ in (3.92). Since w δ (z 0 ) = 0, applying Proposition C.12 yields
(3.93)
In the rest of this proof, functions of (x, z) are evaluated at z = 0. Besides, we write g 1 g 2 to signify that g 1 and g 2 agree up to acceptable errors,
so that, by (3.78),
(3.94) 23 Using (3.33) and the fact that v| z=0 ≡ 0, we write
Using this, Lemma 3.25, (3.80), (3.93), (3.94) with (C.8) and (C.9), we find that
where by virtue of Theorem C.4 (ii),
Next applying Theorem C.11 we find that
We thus arrive at
Since
We conclude that
which finishes the proof of Theorem 3.21. This section is organized as follows. First, we assume that η is a solution of (2.3) on [0, T ] such that 
where R − (η)η obeys the bound (3.45)
with δ ∈ (0, s − 1 − d 2 ) and δ ≤ 1. Recall that V and B can be expressed in terms of η by virtue of the formulas (3.44) with f = η. Note that
Owing to Theorem C.4 (ii), T λ T B − T λB is of order 1 − δ and
Combining (4.4), (4.5) and (4.7) we arrive at the following paradifferential reduction for the one-phase Muskat problem (2.3).
with f satisfying f (4.10)
In view of the formula (3.44) for B, Lemma 4.2 is a direct consequence of the following surprising upper bound. 
We claim that ψ is also nonnegative elsewhere: which gives ϕ n ∈ H 1 0, * (Ω − ). Replacing φ with ψ + y and ϕ with ϕ n in (4.13) gives
On the other hand,
In particular, for (x, y) ∈ U n ⊂ Ω b,n we have This combined with the fact that ∇ x ψ = ∇ x φ yields
which tends to 0 as n → ∞. Then applying the monotone convergence theorem to (4.17), we arrive that 2M }, we can apply Hopf's lemma (see [51] ) to the C 1,α boundary Σ ∩ {|x| < 2M } of V to have ∂ψ ∂n < 0 for |x| ≤ M , where n is the upward-pointing normal to Σ. Hence, ∂φ ∂n < ∂y ∂n = 1
2. Infinite depth. The proof for this case is in fact simpler. We first let φ ∈Ḣ 1 (Ω − ) be the solution in the sense of Proposition 3.5 to the problem
that is, (4.13) holds. The minimum principle (4.14) remains valid, implying (4.15) . Then we can proceed as in the previous case upon replacing 
By virtue of the upper bound (4.11), if η(t) remains nonnegative on [0, T ] then the energy dissipation over [0, T ] is bounded by the L 1 norm of η:
Note that this bound is linear, while the energy is quadratic. In the case of constant viscosity, the same bound was proved in [16] without the sign condition on η. where
As in (4.6) we have V W δ,∞ ≤ F( η H s ). This combined with (4.9), (4.6) and Theorem C.
]η are of order s + 1 − δ, and that
Taking the L 2 inner product of (4.19) with η s gives 1 2
We have
where by virtue of Theorem C.4 (iii), T V · ∇ + (T V · ∇) * is of order 1 − δ and
Next we write
where ω = λ (1 − B) . In view of (3.40) and (4.3) we have ω ≥ a|ξ|, hence
According to Theorem C.4 (ii) and (iii),
(4.25)
In addition, Theorem C.4 (iii) gives that 
We assume without loss of generality that δ ≤ 1 2 . The gain of δ derivative gives room to interpolate
for some µ ∈ (0, 1). Applying Young's inequality yields
where F depends only on (s, h, κ). Finally, using Grönwall's lemma we obtain the following a priori estimate for η. (4.29) 28 In order to close (4.29), we prove a priori estimates for a and h in the next subsection.
4.1.4.
A priori estimates for the parabolicity and the depth. Using (2.3) (or the approximate equation (4.32) below) and Theorem 3.12 (with σ = 1 2 ) we first observe that
Hence, by interpolation, for
and similarly, by virtue of Theorem 3.12 and Corollary 3.22 (note that s − > s − 1
Thus, there exists θ > 0 such that
Recalling the definition in (3.44), we deduce that
and that inf
where θ ∈ (0, 1) and F 1 : R + → R + depends only on (s, h, κ).
4.1.5.
Proof of Theorem 2.3. Having the a priori estimates (4.29), (4.30) and (4.31) in hand, we turn to prove the existence of H s solutions of (2.3). By a contraction mapping argument, we can prove that for each ε ∈ (0, 1) the parabolic approximation
has a unique solution η ε in the complete metric space
provided that T ε is sufficiently small and that dist(η 0 , Γ − ) ≥ 2h > 0 . Let us note that the dissipation term ε∆η ε in (4.32) has higher order than the term −κG(η ε )η ε so that the parabolicity coming from −κG(η ε )η ε is not needed in the definition of E h .
On the other hand, since η 0 ∈ H s (R d ) with s > 1 + d 2 , applying the upper bound in Proposition 4.3 with f = η 0 we obtain that inf
for some constant a > 0 independent of ε. It then follows from the a priori estimates (4.29), (4.30), (4.31) and a continuity argument that there exists a positive time T such that T < T ε for all ε ∈ (0, 1). Moreover, on [0, T ], we have the uniform bounds 
where F depends only on (s, h, κ). In addition, the L 2 norm of η ε is nonincreasing in time since
Next we show that for any sequence ε n → 0, the solution sequence η n ≡ η εn is Cauchy in the space
Fix δ ∈ (0, s − 1 − d 2 ) such that δ ≤ 1 2 . We introduce the difference η δ = η m − η n and claim that it satisfies a nice equation:
where λ m , λ n , B n , V n are as defined in (3.44) with η n and η m and the remainder terms satisfy R 1 (t)
Indeed, taking the difference in (4.32), we obtain
and we can directly set R 2 := ε m ∆η m − ε n ∆η n . For the remaining terms, we apply Theorem 3.14 with r = s, δ = ε and σ = s − 1 2 − δ and Theorem 3.21 (with σ = s − 1 2 ) to get G − (η m )η δ = T λm η δ + R − 0 (η m )η δ , [G − (η m ) − G − (η n )]η n = −T λnBn η δ − T Vn · ∇ x η δ + R − 2 (η n , η m )η n . Note that the remainder R − 0 and R − 2 lead to acceptable terms as in R 1 . and using Theorem C.4, we easily arrive at (4.38). We will also use the following which follows from (3.40), Sobolev embedding and interpolation and finally, as in (4.27),
Adding all the above estimates yields 1 2
∀n.
We choose ε * < c * 10 and consider m, n sufficiently large so that ε m + ε n < c * 10 . Using the uniform bound (4.37) for η m and η n yields that as long as ).
In view of (4.37), the sequence η n ≤ C ε m + ε n exp(C T ). It follows from (4.42) and (4.43) that η n is a Cauchy sequence in Z s−1 (T ). Therefore, there exists η ∈ Z s (T ) such that η n → η in Z s−1 (T ). By virtue of Theorem 3.12 and Corollary 3.22, G − (η n )η n → G − (η)η in H s−1 and thus η is a solution of (2.3) in Z s (T ).
Repeating the above proof of the fact that η n is a Cauchy sequence in Z s−1 (T ), we obtain the following stability estimate. for some increasing function F depending only on r and . Furthermore, this solution is unique in X s (J) for any s ∈ R.
