Abstract. We prove that any metric space X homeomorphic to R 2 with locally finite Hausdorff 2-measure satisfies a reciprocal lower bound on modulus of curve families associated to a quadrilateral. More precisely, let Q ⊂ X be a topological quadrilateral with boundary edges (in cyclic order) denoted by ζ 1 , ζ 2 , ζ 3 , ζ 4 and let Γ(ζ i , ζ j ; Q) denote the family of curves in Q connecting ζ i and ζ j ; then Mod Γ(ζ 1 , ζ 3 ; Q) Mod Γ(ζ 2 , ζ 4 ; Q) ≥ 1/2000 2 . This answers a question in [5] concerning minimal hypotheses under which a metric space admits a quasiconformal parametrization by a domain in R 2 .
Introduction
The classical uniformization theorem states that any simply connected Riemann surface can be mapped onto either the Euclidean plane R 2 , the sphere S 2 , or the unit disk D by a conformal mapping. For obtaining similar results in the setting of metric spaces, the class of conformal mappings is more restrictive and it is natural to consider instead some type of quasiconformal mapping. One such class is quasisymmetric mappings, and a large body of recent literature has studied quasisymmetric uniformization of metric spaces. We mention specifically papers by Semmes [8] and Bonk-Kleiner [2] as important references.
Another approach is to use the so-called geometric definition of quasiconformal mapping, based on the notion of modulus of a curve family. In the recent paper [5] , the first named author proves a version of the uniformization theorem for metric spaces homeomorphic to R 2 with locally finite Hausdorff 2-measure. In this paper, we call such spaces metric surfaces.
In [5] a condition called reciprocality of a metric surface (see Definition 1.1 below) is introduced and shown to be necessary and sufficient for the existence of a quasiconformal parametrization by a domain Ω ⊂ R 2 . We refer the reader to the introduction of [5] for a detailed introduction to the problem and additional references to the literature.
In this paper, we show that one piece of the definition of reciprocality is satisfied by all metric surfaces and therefore is unnecessary. This result gives a positive answer to Question 17.5 from [5] .
We first recall the relevant definitions and establish some notation. Let (X, d, µ) be a metric measure space. For a family Γ of curves in X, the p-modulus of Γ is defined as
where the infimum is taken over all Borel functions ρ : X → [0, ∞] with the property that γ ρ ds ≥ 1 for all locally rectifiable curves γ ∈ Γ. Such a function ρ is called
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for all curve families Γ in X. In this paper, we always take p = 2 and assume that a metric space (X, d) is equipped with the Hausdorff 2-measure H 2 , and we write Mod Γ in place of Mod 2 Γ.
Throughout this paper, we assume that (X, d) is a metric surface as defined above. A quadrilateral in X is a subset Q ⊂ X homeomorphic to [0, 1] 2 with four boundary edges, denoted in cyclic order by ζ 1 , ζ 2 , ζ 3 , ζ 4 . We write Γ 1 (Q) to denote the family Γ(ζ 1 , ζ 3 ; Q) of curves in Q connecting ζ 1 and ζ 3 , and Γ 2 (Q) to denote the family Γ(ζ 2 , ζ 4 ; Q) of curves in Q connecting ζ 2 and ζ 4 . More generally, for disjoint closed sets E, F contained in the set G ⊂ X, the notation Γ(E, F ; G) is used to denote the family of curves in G which intersect both E and F . Definition 1.1. The metric surface (X, d) is reciprocal if there exists κ ≥ 1 such that for all quadrilaterals Q in X,
and for all x ∈ X and R > 0 such that X \ B(x, R) = ∅,
We then have the following result. The necessity of each condition in Definition 1.1 is immediate; standard computations show that R 2 is reciprocal. The actual content of Theorem 1.2 is that these conditions are sufficient to construct "by hand" a mapping which can then be shown to be quasiconformal. However, the question of whether a weaker set of assumptions might still be sufficient to construct such a quasiconformal mapping is not fully settled in [5] .
It is not difficult to construct examples of metric surfaces for which conditions (1) and (3) fail. For instance, the quotient space R 2 / ∼, where x ∼ y if x = y or if both x and y belong to the closed unit disc, has a natural metric for which both conditions fail. On the other hand, it was conjectured in [5] (Question 17.5) that in fact condition (2) holds for all (X, d). The main result of this paper shows that this is indeed the case. Theorem 1.3. Let (X, d) be a metric space homeomorphic to R 2 with locally finite Hausdorff 2-measure. There exists a constant κ ≥ 1, independent of X, such that
As a consequence of Theorem 1.3, condition (2) in Definition 1.1 is unnecessary. Our proof as written gives a value of κ = 2000 2 , though optimizing each step would improve this to κ = 216 2 . It is a corollary of Theorem 1.5 in [5] , as improved in [6] , that if X is reciprocal (and hence X admits a quasiconformal parametrization), then Theorem 1.3 holds with κ = (4/π) 2 . For this reason, it is natural to conjecture that the best possible κ for the general case is also (4/π) 2 , though our techniques fall far short of this.
In Proposition 15.8 of [5] , Theorem 1.3 (with a larger value of κ) is proved under the assumption that X satisfies the upper mass bound H 2 (B(x, r)) ≤ Cr 2 for some C > 0 independent of x and r. Our proof follows a similar outline; the difficulty is to avoid using the upper mass bound. The organization of the paper is the following. Section 2 contains some basic notation, background, and preliminary results. Section 3 contains the main technical portion of our paper, which is a version of the co-area formula suited to our setting, as well as the proof of 1.3. Section 4 contains a proof of the continuity of the harmonic function u introduced in Section 2.
Preliminaries
In this section, we give a review of notation and auxiliary results from [5] that will be needed. For the remainder of this paper, we let Q denote a fixed quadrilateral in X and let
We begin with an overview of the construction of the "harmonic function" u corresponding to the curve family Γ 1 , as explained in Section 4 of [5] . By a standard argument using Mazur's lemma, there exists a sequence of admissible functions
for all curves γ in Q except for a family of zero modulus. In particular, this implies that ρ is weakly admissible for Γ 1 (that is, admissible after removing from Γ 1 a subfamily of zero modulus). Let Γ 0 be the family of curves in Q with a subcurve on which (4) does not hold. Note that Mod Γ 0 = 0. We define the function u as follows. Let x ∈ Q. If there exists a curve γ ∈ Γ 1 \ Γ 0 whose image contains x, then define
where the infimum is taken over all such curves γ and over all subpaths γ x of γ joining ζ 1 and x. Otherwise, define u(x) by
where E is the set of those y ∈ Q such that u(y) is defined by (5). Lemma 4.1 of [5] shows that u is well-defined in Q.
We recall Lemma 4.3 of [5] , which states that ρ is a weak upper gradient of u. More precisely, |u(x) − u(y)| ≤ γ ρ ds for all curves γ in Q with γ / ∈ Γ 0 . In particular, u is absolutely continuous along any curve γ / ∈ Γ 0 . As final points of notation, for a set A ⊂ Q, we use the notation osc A u to denote sup x,y∈A |u(x) − u(y)|. Also, let |γ| denote the image of the curve γ in Q.
A technical difficulty we must deal with is that, without assuming the reciprocality conditions, we do not know a priori that the function u is continuous. However, without use of the reciprocality conditions it is shown in Lemma 4.6 of [5] that u satisfies a maximum and a minimum principle. To state it, we use the following notation. For an open set Ω ⊂ X, let
Lemma 2.1. Let Ω ⊂ X be open. Then sup x∈Ω∩Q u(x) = sup y∈∂ * Ω u(y) and inf x∈Ω∩Q u(x) = inf y∈∂ * Ω u(y).
From this lemma we obtain the following.
The set u −1 (E) is connected and separates ζ 1 and ζ 3 .
Proof. First, suppose that A = u −1 (E) fails to separate ζ 1 and ζ 3 . Then Q \ A has a connected component intersecting both ζ 1 and ζ 3 , and hence some curve γ
Without assuming the reciprocality conditions, the function u is not a priori continuous. Nevertheless, Lemma 2.3 implies a certain amount of continuity for u, as we show in the following corollary. Proof. Equation (6) for H 2 -a.e. x ∈ Q. Hence lim sup r→0 osc B(x,r) u = 0 for H 2 -a.e. x ∈ Q and the result follows.
Reciprocal lower bound
This section is devoted to a proof of Theorem 1.3. We first state and prove the co-area formula mentioned above which constitutes the main technical contribution of this paper. This corresponds to Proposition 15.7 in [5] , where a similar result is proved under the assumption that X has the upper mass bound H 2 (B(x, r)) ≤ Cr 2 . The proof of Lemma 3.1, like Proposition 15.7 in [5] , is based on standard proofs such as that in [1, Prop. 3.1.5].
Lemma 3.1. Let u and ρ be as above. For all Borel functions g :
Proof. It suffices to consider the case where g is a characteristic function, i.e. g = χ E for some Borel set E ⊂ Q. By approximation we may and will moreover assume that E is open in Q. We want to show that
The value of the left-hand side of (7) is not affected by restricting the integral to E \ ∂Q, so we will assume that E ∩ ∂Q = ∅. The proof is divided into two steps, the first dealing with the subset of "good" points of E and the second dealing with the subset of "bad" points.
Step 1. Consider the set
Fix ǫ > 0. Using the basic covering theorem ([4, Thm. 1.2]), choose a (finite or countable) collection of pairwise disjoint balls B j = B(x j , r j ) such that x j ∈ G and 10r j ≤ min{ǫ, d(x j , X \ E)} for each j, the collection {5B j } covers G, and Moreover, we have
where the last inequality follows since by our choice the balls B j are pairwise disjoint subsets of the open set E. Define g ǫ : [0, 1] → R by
Integrating gives
We observe that if x ∈ u −1 (t) ∩ G for a given t ∈ [0, 1], with j x such that x ∈ 5B jx , then of necessity t ∈ u(5B jx ). Hence
, using the definition of the Hausdorff ǫ-content. Combining estimates and letting ǫ → 0, we obtain
Step 2. We turn our attention next to the set F = E \ G. We claim that
By the definition of F , for all x ∈ F there exists ǫ x = 10 −kx (for some integer k x ≥ 1) such that (9) 
In particular we have
As we did in the first step of the proof, let g j (t) = m r m χ u(Bm) (t). Then, as before, the definition of 
From this we obtain
Finally, letting k → ∞ and using the monotone convergence theorem establishes (8) .
With Lemma 3.1 in hand, the proof of Theorem 1.3 is now simple.
Proof of Theorem 1.3. First, observe from Lemma 3.1 that H 1 (u −1 (t)) < ∞ for a.e. t ∈ [0, 1]. Also, as shown in Corollary 2.2, u −1 (t) is connected for all t and connects ζ 2 and ζ 4 . By Proposition 3.1 in [5] , for a.e. t ∈ [0, 1], u −1 (t) contains a simple rectifiable curve γ t joining ζ 2 and ζ 4 in Q. Let g : Q → [0, ∞] be an admissible function for Γ 2 .
Once again using Lemma 3.1, we have
By Hölder's inequality,
Infimizing over all admissible g, we obtain
Remark 3.2. We can improve the value of κ as follows. For δ > 0, a version of the basic covering theorem yields a family of balls B j with the property that {(3 + δ)B j } covers G, instead of {5B j }. In the definition of the set G in Lemma 3.1, we may then use B(x, 2(3 + δ)r) in place of B(x, 10r). We also replace the constant 200 with 4(3 + δ)
2 + δ. Following the remainder of the proof and letting δ → 0 yields the final value of κ = 216 2 .
Continuity of u
In this section, we strengthen Corollary 2.4 by showing that the harmonic function u is continuous on the entire set Q. In Theorem 5.1 of [5] , the continuity of u is proved employing reciprocality condition (3) . In contrast, we do not assume any of the reciprocality conditions in this section.
First, we need a technical fact. This is proved using Proposition 3.1 in [5] (which is a re-statement of Proposition 15.1 in [7] ) and an induction and limiting argument.
Proposition 4.1. Let X be a metric space and E ⊂ X a continuum with H 1 (E) < ∞. For all x, y ∈ E, there is a 1-Lipschitz curve γ : [0, 2H
1 (E)] → E such that |γ| = E, γ(0) = x, γ(2H 1 (E)) = y, and γ −1 (z) contains at most two points for H 1 -a.e. z ∈ E.
Proof. For this proof, we will let ρ denote the path metric on E induced by d. We write ρ zw in place of ρ(z, w). Observe that ρ zw < ∞ for all z, w ∈ E by Proposition 3.1 in [5] . Also, for z, w ∈ E, we use γ zw to denote some fixed choice of injective 1-Lipschitz curve in E from z to w whose length attains ρ zw ; the existence of at least one such curve is guaranteed by the Hopf-Rinow theorem. Let L = 2H 1 (E). We will inductively define a sequence of curves γ j : [0, L] → E. We define first γ 1 by
For the inductive step, assume that γ j has been defined for some j ∈ N. If |γ j | = E, then stop and take γ = γ j . Otherwise, define γ j+1 as follows. Let z j be a point in E maximizing ρ-distance from |γ j |. Such a point exists by the compactness of E. Let γ wj zj be a shortest path from |γ j | to z j , with initial point w j ∈ |γ j |. Let t j denote the smallest point in [0, L] for which γ j (t j ) = w j . Define now γ j+1 by
Observe that the curve γ j has multiplicity at most 2, except possibly at the points w j . Thus ℓ(γ j ) + 2ρ
Hence the curve γ j+1 is well-defined.
We also note that ρ(γ j+1 (t), γ j (t)) ≤ 2ρ wj zj for all t ∈ [0, L] and j ∈ N, and thus the curves γ j converge pointwise to a curve γ : [0, L] → E. By construction, the curve γ has multiplicity at most 2, except possibly on the countable set {w j }. To see that |γ| = E, assume there exists z ∈ E \ |γ|. But then ρ(z, |γ|) > 0. In particular, there exists j ∈ N with ρ(w j , z j ) < ρ(z, |γ j |), contradicting the maximality of the choice of z j .
We proceed now to the main result of this section. Proof. For all t ∈ [0, 1] such that H 1 (u −1 (t)) < ∞, let γ t denote a curve connecting ζ 2 to ζ 4 whose image is u −1 (t) satisfying the conclusions of Proposition 4.1. By Lemma 4.3 in [5] , u is continuous on each γ t except on a curve family of zero modulus. Observe that
for each t such that γ t is defined, for any Borel function ρ : Q → [0, ∞]. From this fact and the co-area formula Lemma 3.1, it follows that u is continuous on γ t for a.e. t ∈ E, where E ⊂ [0, 1] is a set of full measure. Suppose for contradiction that u is not continuous at the point x ∈ Q. Let s 1 = lim inf y→x u(y) and s 2 = lim sup y→x u(y); then 0 ≤ s 1 < s 2 ≤ 1. Take ǫ satisfying 0 < ǫ < (s 2 − s 1 )/2. We have then x ∈ A 1 ∩ A 2 , where A 1 = u −1 ([s 1 − ǫ, s 1 + ǫ]) and A 2 = u −1 ([s 2 − ǫ, s 2 + ǫ]). Pick t 1 , t 2 ∈ (s 1 +ǫ, s 2 −ǫ)∩E with t 1 < t 2 . Observe that Q \ |γ t1 | consists of two disjoint relatively open sets U 1 , U 2 ⊂ Q, where each component of U 1 intersects ζ 1 and each component of U 2 intersects ζ 3 . Lemma 2.1 implies that A 1 ⊂ U 1 and that A 2 ⊂ U 2 . This shows that x ∈ U 1 ∩ U 2 and hence that x ∈ |γ t1 |. The same argument shows that x ∈ |γ t2 |.
To conclude the argument, we prove that u||γ t1 | = t 1 . Suppose this is not the case; then there exists y ∈ |γ t1 | with u(y) = t 1 . By continuity of u on |γ t1 |, and since u −1 (t 1 ) ⊂ |γ t1 |, there exists r > 0 such that t 1 / ∈ u(B(y, r)). Now let F = |γ t1 | \ B(y, r), observing that u −1 (t 1 ) ⊂ F . Then Q \ F is connected and open in Q. Using Proposition 3.5 in [5] , as we did in the proof of Corollary 2.2, there is a curve in Q \ F connecting ζ 1 to ζ 3 on which u is continuous and hence assumes the value t 1 at some point. This contradicts our statement that u −1 (t 1 ) ⊂ F . We conclude that u||γ t1 | = t 1 . However, the same argument also gives u||γ t2 | = t 2 , giving us the final contradiction.
