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This thesis aims at developing accurate and efficient numerical models for simu-
lating wave interactions with marine multibody systems. The marine multibody
systems could be a complex structure with multiple components, e.g. supporting
columns of a semisubmersible or Tension Leg Platform (TLP); and could also be
several structures in close proximity such as side-by-side FPSO-LNGC upon load-
ing and oﬄoading operations. These multibody systems are far more complicated
in terms of wave-structure interactions, compared with a single simple-geometry
body. Wave trapping or resonances could occur around the system under certain
circumstances. Strong nonlinearity associated with these resonances, resulting in
large responses, becomes a threat to the system. An insightful and clear under-
standing of such (near) resonances is of great importance to the design of offshore
structures.
The problem of wave-structure interactions is traditionally solved by a linear
potential flow model in the frequency domain. Yet linear models fail in capturing
nonlinear effects, especially at wave trapping or resonances. In order to account for
flow nonlinearity, in this study we employ a fully nonlinear potential flow model to
simulate the wave interactions with multiple structures. A higher-order boundary
element method (HOBEM) is adopted to solve this mixed boundary value problem
in the time domain. The Mixed Eulerian-Lagrangian approach is utilized to update
the moving boundary surfaces in a Lagrangian scheme. The focus is to investigate
the nonlinear effects due to the presence of multiple bodies in water waves.
We firstly employ a rectangular numerical wave tank to simulate wave diffrac-
tion around an array of circular cylinders, and the associated near-trapping (res-
onance) phenomenon is comprehensively studied. The near-trapped modes are
demonstrated, and harmonic analysis using the FFTs is performed to investigate
the nonlinearities. In addition to first- and second-order near-trapping, the third-
order (triple-frequency) nonlinear component is also presented for the first time.
To improve computational efficiency and to model an open sea state, we
then reformulate and present a nonlinear decomposition model (a circular numeri-
cal tank) which separates the total wave field into an incident and a scattered wave
field. Employing this decomposition model, we investigate wave diffraction around
two side-by-side barges subjected to both regular and irregular waves. Wave reso-
nances in the gap between the side-by-side barges in beam sea are demonstrated.
The nonlinear effects on the resonant response due to the free surface conditions
are thoroughly investigated. The behaviors of a nonlinear system upon the first
resonant mode are illustrated, where we confirm that wave nonlinearities play a
minor role in suppressing the discrepancies of resonant responses between linear
predictions and experimental data. Nevertheless, the soft/stiff spring behaviors of
gap resonance at the first mode are demonstrated for the first time. They are found
to be dependent on the draft of the side-by-side barges.
In order to simulate the motion responses of the two side-by-side barges, we
extend the application of the auxiliary function method, for indirect calculation of
hydrodynamic forces, to situations of multiple bodies. The new model for multiple
bodies is able to consider the coupling effects between the bodies. It is validated by
simulating two freely floating barges where results are available in the literature.
Furthermore, we simulate wave interactions with two interconnected barges. In
order to have a relatively general model for different connection types, we propose
a new constraint matrix approach for modelling the interconnections. Three dif-
ferent connections are considered, and the features of each type of connection are
discussed.
In summary, this study creates in-depth understandings of wave interactions
with multiple marine structures. Importantly, we have thrown light on the non-
linear effects due to the nonlinear free surface conditions. The numerical models
developed in this study may also become cross-validation tools for the design of
offshore structures.
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The problem of wave-structure interaction has been extensively studied in the last
several decades in the marine and offshore industry. Great efforts have been made
to predict the ocean wave loadings on offshore platforms. In recent years, due to
the increasing energy demand in the globe and fast development of technology, the
offshore industry has been gradually shifting from shallow water to deep sea, for
more oil and gas resources. Meanwhile, huge and highly-integrated marine multi-
unit systems with missions of drilling, production, storage, loading and oﬄoading
have been developed to sustain a low cost and high efficiency to meet the oil market
requirements. Column-supported structures where a single structure consists of
multiple components, e.g., semisubmersibles and Tension Leg Platforms (TLPs),
are among the most popular offshore platforms in construction around the globe
and have been proved to operate well in deep-water fields. Another situation, which
is more complicated in terms of wave-body interactions, is a system of multiple
floating structures undertaking offshore operations, such as a barge conducting
installation near a construction platform, or a shuttle tanker loading/oﬄoading
from a side-by-side moored FPSO (Floating Production Storage Oﬄoading) or
LNG (Liquefied Natural Gas) terminal.
While wave loading on a single and simple-geometry structure can be, accu-
rately and efficiently, predicted using linear wave theory and commercialized soft-
2ware packages, wave interactions with a multibody system remains a challenge due
to the complexity of free water surface induced by diffraction and re-diffraction
around multiple structures. In addition, some crucial phenomena, such as fluid-
structure resonance and wave trapping, would possibly occur at some special wave
frequencies (mostly not coincided with structural natural frequency), where high
wave elevations and large structure responses may risk the structures or the whole
operating system. Generally, with the presence of multiple bodies, the interaction
mechanism becomes far more complicated, which is not a simple superposition of
the solutions for equivalent number of isolated bodies, and sometimes it is almost
impossible to obtain analytical solutions for the cases where the structures are
geometrically irregular and asymmetric.
In general, harsh ocean environments and complex marine systems require more
reliable and more efficient tools to benchmark the design of new marine multibody
systems, in order to fulfill the increasing demand of offshore oil and gas.
Up to date, the predominant method to solve the wave-structure interaction
problems in the offshore industry is the linear potential flow theory (Newman,
1977), based on which various numerical models have been developed through-
out the past few decades. Among the most popular linear software packages are
WAMIT (WAMIT, Inc) and HydroStar (BV), which in recent years both adds on
second-order calculations. However, it is well known that numerical models employ-
ing linear theory may generate unrealistic results in dealing with problems such as
gap resonances and wave trapping, which tend to appear in multibody systems and
where strong nonlinearities are expected. In addition, while linear calculations,
mainly in the frequency domain, provide body responses in amplitude, a large
amount of information on the process of wave-body interactions has been missed.
To better understand the physics and the real situation, saying, at resonances, a
time-domain simulation might be the most appropriate method. Moreover, com-
putational fluid dynamics (CFD) remains also one of the major methodologies for
modeling nonlinear flows. In recent years, CFD simulations are reported to be
incredibly accurate in capturing local features of violent fluid-structure interaction
(FSI). However, researchers using CFD to model ocean waves always suffer from
large scale computations which could be extremely time consuming, although the
3fast development of computer science has, to some extent, relieved such suffering.
Significant diffusion in the fluid domain after performing long time simulations using
CFD is another common problem. In this regard, a fully nonlinear time-domain
potential flow solver remains one of the most accurate and efficient methods for
hydrodynamic analysis of wave interactions with marine multibody systems.
In summary, the aforementioned problems in tackling wave interaction with
multiple structures motivate us to do further investigation on this topic and pro-
vide more insightful understandings of ocean waves and its influence on offshore
structures. In this work, we aim to develop a fully nonlinear potential flow model
in the time domain for the simulation of wave-structure interactions and focus on
the nonlinear wave resonances associated with marine multibody systems.
1.2 Multi-column platforms
As mentioned in the previous section, a multi-leg structure can be regarded as one
type multibody system where the presence of integrated leg members makes the
wave surface in the vicinity of the structure quite complicated. In practice, multi-
column offshore platforms are used both at the shallow water and in the deep sea
(shown in Fig. 1.1). One of the considerations for the platform design is air gap,
which is the vertical distance from the underside of the platform deck to the wave
crest in extreme design storm conditions. Damage to the lowest decks of multi-
column platforms (Swan, Taylor, and van Langen, 1997) has been reported in the
offshore industry. Most of the cases are due to the unreliable prediction of wave
upwelling during the design of the platforms. Different from the wave scattering by
a single cylinder, the diffraction and re-diffraction due to the presence of multiple
cylinders make the free surface very complicated and difficult to solve analytically.
For simplification, the associated cases can be simulated as wave diffraction around
an array of vertical cylinders.
4(a) (b)
Figure 1.1: Multi-column offshore platforms: (a) Fixed; (b) Floating (figures source:
http://www.offshore-mag.com)
(a) (b)
Figure 1.2: Side-by-side operations: (a) Oﬄoading; (b) Cargo transfer (figures source:
http://www.worldoil.com)
1.3 Side-by-side vessels
Another multibody marine system is the moored side-by-side operations between
two close vessels, which are feasible and economical options for the offshore of-
floading of oil and gas, e.g., from LNG FPSOs or FSRUs (Floating Storage and
Regassification Units, Fig. 1.2(a)) to a side-by-side LNG carrier. Similar opera-
tions are offshore lifting from a crane barge to another platform, and ship-to-ship
cargo transfer, as shown in Fig. 1.2(b). For this kind of side-by-side configuration,
5much attention must be paid to the narrow gap between these two vessels, where
high wave elevations may occur at gap resonant frequencies. In considering relative
motions, sufficient clearance must be maintained to avoid any contact, meanwhile
they should also be kept close to each other for high operation efficiency. Successful
execution of these operations needs many aspects of considerations, including the
environmental condition, mooring system, operation procedure, and so on. There-
fore, it is of great importance for engineers to understand the response of the whole
system under crucial ocean conditions. Due to the shortage of knowledge and prac-
tical experience about wave interaction with such multibody systems, further study
is needed to provide some guidelines for associated operations.
1.4 Literature review
The problem of wave interactions with multiple bodies has become increasingly
important since more than thirty years ago when the offshore industry started to
design large marine structures with composition of several elemental members or
legs. Examples of an array of components of offshore platforms or marine systems
include floating bridges, multiple columns of a typical TLP, large numbers of wave
energy devices of a wave-power station, and thousands of supporting columns of a
floating airport which was proposed as early as 1980s (Ando, Okawa, and Ueno,
1983). Research on wave diffraction by multiple cylinders has been intensively
conducted during the 1990s, mainly theoretically and experimentally. Sufficient
accuracy of analytical solutions with linear wave theory can be achieved except for
some special cases such as resonance. The problem of hydrodynamic interactions of
two close vessels in water waves has attracted much attention since the beginning
of this century when demand of oil and gas was dramatically increasing around the
world. Marine operations such as loading and oﬄoading between shuttle tanks and
LNG FPSOs, ship-to-ship cargo transfer have been widely used. However, due to
the complexity of the structure geometries and hydrodynamic characteristics, this
topic remains a challenge in the offshore industry as well as in the academic area.
61.4.1 Linear potential model
Cylinder array
The very first work of this topic is probably that of Twersky (1952), who studied
the two-dimensional scattering of acoustic radiation by an array of circular cylin-
ders. Ohkusu (1974) extended Twersky’s idea to surface waves and applied it to a
structure composed of three vertical circular cylinders. However, in terms of conver-
gence, though computational results in the subsequent work employing this method
suggested that a small number of iterations were in general required, the increased
number of bodies would make these iterative methods inefficient and inaccurate as
the wave components increase rapidly. The matrix method is another approach
which was proposed by Spring and Monkmeyer (1974), who solved the amplitudes
of the wave components around each body simultaneously. Subsequently, Simon
(1982) developed a plane-wave approximation in a direct matrix solution of a linear
array of axisymmetric bodies. McIver and Evans (1984) presented an approxima-
tion for estimating wave forces on a group of vertical cylinders with large distances
between each one, and Eatock Taylor and Hung (1985) investigated the mean wave
drift forces on multi-column structures. Meanwhile, an accurate algebraic method
was developed by Kagemoto and Yue (1986) to predict the hydrodynamic proper-
ties of a system of multiple three-dimensional bodies in water waves. Based on the
method in Spring and Monkmeyer (1974), Linton and Evans (1990) further derived
a considerably simplified formula for the prediction of first-order and mean forces
on multiple cylinders as well as for the calculation of the free surface profile.
Ever since, the method of Linton and Evans (1990) is recommended as the
most effective one for linear waves, where it involves expansions of propagating
waves in terms of cylindrical coordinates with origins at each cylinder, and the use
of addition theorems to link the different expansions through the cylinder boundary
conditions. Linton and McIver (1996) applied the method on investigating an array
of circular cylinders bottom-mounted in a channel and presented an approximate
solution for the forces on the cylinders. The method of Linton and Evans (1990) is
more applicable to the case where the cylinders extend throughout the water depth.
For the scattering and radiation of waves by an array of truncated vertical cylinders,
further results are given by Kagemoto (1992), Yilmaz (1998), Yilmaz and Incecik
7(1998), and Yilmaz et at. (2001), by applying the method of Kagemoto and Yue
(1986). For application to the scattering of waves by arrays of arbitrarily-shaped
bodies, Chakrabarti (2000) determined the scattering characteristics of each body
by an integral equation method. Other related investigations of multiple scattering
of waves by large numbers of cylinders include that of Kim (1993), Maniar and
Newman (1997), Murai et at. (1999), Kashiwagi (2000), and MacIver (2000).
More recently, Thompson et al. (2008) proposed a new approximation method
for wave scattering by long finite arrays of vertical circular cylinders under the as-
sumptions of linear theory. By combining the radiation and diffraction of linear
waves by an array of truncated cylinders, Siddorn and Eatock Taylor (2008) ob-
tained an exact algebraic method for solving the interaction problem, which was
applied to a square array of truncated cylinders with results of excitation forces on
each cylinder and hydrodynamic properties of the oscillating cylinders.
The works reviewed above focus more on solving simple geometry problems
analytically. However, analytical study is quite limited in investigating problems
with complex geometries. Numerical method for solving wave-structure interac-
tions has become very much popular in recently years, as the computation becomes
more powerful and less costly. A number of numerical models for simulating water
waves were presented by Mei (1978) and details can be found in Mei (1983). Some
numerical tools based on the linear potential flow theory have been developed, such
as DIFFRAC (by MARIN, the Netherland), DIFFRACT (in the University of Ox-
ford), HydroStar (BV) and WAMIT. Based on DIFFRACT, several papers, e.g.
Walker et al. (2008) and Grice et al. (2013), have been published to investigate
the associated multiple scattering resonance, i.e. near-trapping (discussed in Sec-
tion 3.3). Extensive numerical work has been done by the WAMIT research group.
Lee et al. (1996) used a boundary integral equation method to calculate the first-
order and mean wave forces on a TLP with removing the irregular frequency effect.
Zhu and Maniar (1996) presented the results of third-order loads and discussed the
phenomenon of ‘ringing’ by a higher-order panel method. Newman (2001) reviewed
the analytical and numerical accomplishments on the topic of wave interaction with
multiple bodies and numerically illustrated first- and second-order interaction ef-
fects, and second-order effects were found important as well. Kim et al. (1997) also
8employed the panel method to investigate interaction of the surface waves with
bodies. Reviews about the panel method can be found in Lee and Newman (2004).
Side-by-side vessels
Based on the assumption that two structures are slender and floating side-by-side
on the water surface, the two-body system in two dimensions can be modeled as
two rectangular sections with a gap in between. Two-dimensional diffraction theory
then can be employed to predict the forces and motions. Kodan (1984) presented
the interaction of two adjacent floating structures in oblique waves by applying
the strip theory and compared the numerical results with the experimental data. A
similar approach was also utilized by Fang and Kim (1986) who investigated the case
of two ships advancing in waves. More recently, Kumar et al. (2007) modeled two
dikes both on water surface and under water, and found that the reflection effects
strongly depends on the location of the interface between the structures and water.
Nevertheless, these 2D models are too restricted in capturing the characteristics
of the interactions between two vessels in close proximity, especially in the case of
resonance and sloshing modes. Therefore, in simulating side-by-side vessels, more
works focused on three-dimensional problems.
The very first study of wave interaction with two barges in three-dimensional
may be that of Sayer and Liang (1986) and Newman and Sclavounos (1988). The
former presented a complete solution of two barges freely floating in waves and dis-
cussed the open-end effects and found that the response of the leeside barge could
be more significant than that of the seaward one. However, in their case, the gap
is not sufficiently small, whereas Newman and Sclavounos (1988) firstly investi-
gated the resonance in the fluid in a narrow gap between two barges. Subsequently,
Newman (1994) used the orthogonal polynomials to predict the natural mode fre-
quencies for inter-hinged barges and showed the approximation of hydrodynamic
force coefficients. Based on the idea that the kinematic boundary conditions are
determined for one ship in motion while the other is at rest, and vice versa, Chen
and Fang (2001) extended the model of Fang and Kim (1986) from 2D to 3D and
also concluded that the leeside ship does not always have advantages, regarding to
the heave and pitch motions. Soon after, Kim and Ha (2002) studied the same ge-
9ometry of model with two ships side-by-side and in tandem. Meanwhile, Choi and
Hong (2002) presented an analysis of FPSO-shuttle multibody system by a higher-
order boundary element method. As the side-by-side moored FPSO-LNG system
is concerned, Koo and Kim (2005) investigated the hydrodynamic interactions and
coupling effects of two floating platforms with mooring lines using a time-domain
multibody coupled dynamic analysis program. All the hydrodynamic coefficients
were obtained from the panel program WAMIT. Other related works include that
of Kim (2003), Kim et al. (2009), and Sun et al. (2011).
Recently, more light has been thrown on the wave motion in the narrow gap
between two close vessels. The pumping/piston and the sloshing modes were cap-
tured by Lewandowski (2008), who examined the behavior of the wave motion at
some ‘critical frequencies’, the added mass, and damping. Molin (2001) theoreti-
cally investigated a simplified case of the wave motion within a closed moonpool.
As shown in Molin (2001), an eigenvalue problem for the resonant frequencies can
be solved, resulting in a few mode frequencies. Subsequently, Molin et al. (2002)
performed a similar analysis for the wave propagating in a channel through an ice
sheet. Different from the wave in a closed moonpool, the water in a channel is
an open-end domain; such that by modifying the boundary conditions, Molin et
al. (2002) derived the formula for the approximation of piston mode and sloshing
mode frequencies. Sun et al. (2010) also performed the analysis of resonant waves
between adjacent barges by the linear program DIFFRACT, where they compared
the resonant frequencies predicted by the numerical model with that obtained from
Molin’s solution and found the values reasonably close.
Artificial damping lid
One of the crucial issues for research on the complex hydrodynamics of two float-
ing bodies in close proximity might be the resonance behavior of waves in the gap
between the two vessels. The standard first-order diffraction programs tend to
overestimate the high wave elevation in the gap. To suppress the unrealistic high
wave elevation, the ‘lid method’ has been introduced by many researchers. New-
man (2005) numerically placed a flexible lid on the free surface inside the gap to
suppress the wave modes. Earlier, Huijsmans et al. (2001) applied a rigid lid on the
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free surface between side-by-side moored vessels; based on the work of Huijsmans
et al. (2001), Buchner et al. (2001) numerically and experimentally investigated
the floating LNG system and justified the approach of damping lid. Chen (2005)
introduced a linear dissipation term to the free surface boundary condition over the
gap between the two side-by-side vessels, whereby the efficiency was presented by
Fournier et al. (2006) with comparison to the linear programs WAMIT and Hy-
droStar, as well as the experimental data. Thereafter, Pauw et al. (2007) utilized
the similar technique to predict the wave response within the gap of side-by-side
moored vessels, at the resonant frequencies of sloshing modes using the approxi-
mated formulations of Molin (2001). The damping coefficient, however, remains an
additional difficulty to deal with, as no rationale could be found in establishing a
priori guess for the value of the damping for the lid. Typically, it is calibrated by
the model test, which is considered costly and time consuming.
1.4.2 Nonlinear potential model
Cylinder array
The works mentioned in the previous section are mainly based on the first-order
wave theory. Nonetheless, the nonlinear effect of wave interaction with an array
of structures remains difficult to analyze directly. Some results of the nonlinear
effect have been obtained from the solution of the linear model by Molin (1979),
Eatock Taylor and Hung (1985), McIver (1987), and Kim (1991a, 1991b). Williams
et al. (1990) compared the complete solution for second-order diffraction loads
on bottom-mounted cylinder array with that of the large spacing approximation
between the array members, and suggested that the approximation method is suffi-
cient to compute hydrodynamic interference effects to the second-order in cylinder
arrays in many practical engineering situations. A predominant method for solv-
ing the associated nonlinear free surface elevation is the second-order wave theory
adopting the perturbation expansion in the wave potential and elevation. Ghalayini
and Williams (1991) provided a complete second-order solution for the hydrody-
namic forces due to the wave interactions within an array of arbitrary cross-section
vertical cylinders in water of finite depth. A full solution of the second-order wave
diffraction by an array of bottom-mounted vertical cylinders and insightful analysis
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for the nonlinear effect were presented by Malenica et al. (1999), who used an
extension of the method for the first-order problem proposed by Linton and Evans
(1990). They found that the second-order contribution to the wave surface eleva-
tion around the cylinders is as important as that of the first-order and is strongly
affected by the interactions within the array.
Numerically, the boundary element method (BEM), is widely used in solv-
ing this problem. Applications of the BEM on the second-order wave diffraction
problems were presented by Isaacson and Cheung (1991, 1992). Perrey-Debain et
al. (2003) introduced a type of interpolation for the potential to modify the usual
boundary element shape functions and applied to the wave radiation and scatter-
ing of plane waves by an elliptical cylinder and an array of four circular cylinders.
Koo and Kim (2004), Koo and Kim (2007), and Bai and Eatock Taylor (2006,
2007), employed the BEM to investigate the fully nonlinear wave interaction with
structures in 2D and 3D, respectively.
The finite element model (FEM) is another important numerical method to deal
with the wave-structure interaction problem. Based on FEM, Ma et al. (2001a,
2001b) studied the fully nonlinear wave diffraction around a pair of fixed cylinders
in a numerical wave tank. Applications of this approach to simulate wave inter-
action with a moving cylinder include Hu et al. (2002), Wu and Eatock Taylor
(2003), Wang and Wu (2010) and Wang et al. (2011).
Side-by-side vessels
Since the wave interaction with marine multibody systems is a very complex prob-
lem, with many issues such as multiple diffraction, six degrees of freedom of each
body’s response, body-induced radiation, action and reaction of the mooring lines
if applicable, effects of the interconnections if applicable and so on, this fully cou-
pled problem is traditionally solved by the linear theory. Few works have tackled
it by a higher-order wave theory. Dealing with the similar FPSO-LNGC system,
Kashiwagi et al. (2005) calculated the wave drift forces and moments of the second
order, which were computed from the quadratic products of the first-order quanti-
ties. They also compared their results with the experimental data for side-by-side
arrangement of a Wigley ship and a rectangular barge, where favorable agreement
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was achieved. A relatively clear map of insight analysis might be that of Teigen
and Niedzwecki (2006), who employed the second-order potential theory to inves-
tigate the side-by-side oﬄoading operation. They presented the wave motion in
the gap of the first order as well as the second order, and of particular interest
was the occurrence of the strong second-order wave amplification. As far as the
second-order resonance is concerned, Sun et al. (2010) showed the sloshing modes
of wave between two barges at the second order and found that the second-order
resonance might occur at near half the frequencies of the first-order resonance, how-
ever, further evidence must be provided to emphasize the second-order resonance
effects. Koo and Kim (2007) investigated the 2D wave interaction with stationary
single and double bodies by a fully nonlinear potential model in time domain. They
discussed some very special phenomenon associated with two-body-wave interac-
tion, e.g. shielding effect, pumping/piston modes of water in the gap. Moreover,
nonlinear effects were analyzed by decomposing their fully nonlinear results into a
series of harmonic components.
1.4.3 Viscous model
While a potential flow model (either linear or nonlinear) is not able to take flow
viscosity into account, a viscous model could provide more information of flow
characteristics if violent local flow separation and vortex are involved in the fluid-
structure interactions. A viscous model usually solves a tremendous number of
Navier-Stokes (N-S) equations in the fluid domain, which is no doubt computa-
tionally expensive. Only when recently computation resources become relatively
cheap and Graphic Processor Units (GPUs) can be used to improve computational
power, more N-S solvers are applied into the problem of wave interaction with off-
shore structures. Here we only review the recent works relating to application on
simulating ocean waves.
Peng et al. (2013) extended a numerical wave tank model based on a con-
tinuous direct-forcing immersed boundary (IB) method with the combination of
volume of fluid (VOF) method. They applied the model to investigate the interac-
tions between water waves and inclined-moored submerged breakwaters. Viscous
process in the flow field, such as flow separation and vortex generation, can be
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captured and reproduced. Comparisons with tests revealed a good agreement. A
similar combined IB-VOF model based on a finite difference method (FDM) was
presented by Zhang et al. (2014) who performed various validation studies includ-
ing oscillating cylinder in fluid without a free surface, liquid sloshing in a tank,
water exit and entry of a horizontal cylinder, and a solitary wave over a submerged
rectangular obstacle. Excellent agreement with existing analytical, numerical and
experimental results was demonstrated. With the model, they investigated a sub-
merged and a semi-submerged ellipse rotating in a tank, respectively. Violent water
splashing, fluid vortex and flow jets were well captured. However, the numerical
models of Peng et al. (2013) and Zhang et al. (2014) are both in two dimen-
sions. In modeling three-dimensional wave-body interactions, Wang and Soares
(2014) presented a finite element model (FEM) to solve 3D N-S equations on the
Arbitrary-Lagrangian-Eulerian (ALE) description, where the fluid is solved by using
an Eulerian formulation while the structure is discretized by a Lagrangian approach.
The interface between solid bodies and fluids are also captured utilizing the VOF
method. They investigated the water impact on a buoy which was a representation
of wave energy convertor (WEC) and maximum pressure were demonstrated to oc-
cur at the moment when the buoy touched the water surface. As carefully studied,
the mesh density of the fluids would generate significant influence on the results,
which indicated that a high mesh density is required to achieve a certain accuracy,
leading to high computational efforts in the case of 3D simulations.
An open source N-S solver OpenFOAM® was recently demonstrated by Higuera
et al. (2013a, 2013b, 2014) to be able to well capture the local flow characteristics
around coastal structures. Specified boundary conditions for realistic wave genera-
tion and active wave absorption were implemented to demonstrate the capability of
modelling various types of nonlinear waves. Both 2D and 3D studies were carried
out, and with comparisons against experiments, the overall performance in terms
of accuracy and computational time is encouraging. A similar OpenFOAM model
with further extension on wave generation was presented by Chen et al. (2014),
who illustrated the higher-harmonic effects of wave run-up and loading on bodies
as well as the higher harmonics of focused wave groups.
Other than gird-based models, the gridless Smoothed Particle Hydrodynamics
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(SPH) method can also handle complex local viscous effects. However the difficulty
is the treatment of fluid-structure interface. Bouscasse et al. (2013) presented a
weakly compressible SPH solver which imposed a no slip boundary condition on the
solid surface via a ghost-fluid technique. Specifically the solid domain boundary is
modelled by a set of imaginary particles, referred as ghost particles, and the fluid
fields (velocity, pressure and internal energy) are extended on these ghost points
through mirroring such that the global loads on solid boundaries are evaluated
through the momentum exchange between fluid and ghost particles. This technique
was demonstrated to be capable of modelling complex interfaces between fluids and
bodies. Yet their model is in two dimensions.
In general, N-S solvers could capture detailed flow properties, namely, turbu-
lence, vortex shedding, separation etc. However, its application to the research on
wave interaction with marine multibody systems is considered limited, and further
verification and validation are still ongoing in practice. Inevitably, using N-S solvers
in calculating such 3D, large-scale, complex problem will lead to significantly in-
tensive computations, resulting in low efficiency. Furthermore, problems such as
numerical diffusion in long time simulations using a N-S solver remain difficult
to tackle. This numerical diffusion is normally induced by inaccurate discretiza-
tion and evaluation of nonlinear convective terms in the Navier-Stokes equation.
N-S simulations usually solve a field of thousands even millions of grids, and the
numerical diffusion accumulates as the simulation time grows. Therefore, a long
time simulation would lead to significant numerical diffusion, which is also known
as ‘false diffusion’. A wider acceptance of robust viscous N-S solvers in scientific
community on water waves needs a longer time and further convincing practical
data.
1.4.4 Summary
In this section, we have reviewed the work on the topic of wave interaction with
multiple bodies. Typically, the problem is solved by a linear interaction theory.
The linear wave theory generally gives fairly good results, except at some particular
situations such as trapping or resonance. In the view of design, those trapping or
resonant cases, however, may be crucial and dominant. Unfortunately, nonlinear
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effects cannot be included in any linear analysis such that a linear simulation may
lead to under- or over-estimated responses of waves and structures. Although there
are some approaches, i.e. adding artificial damping terms, proposed to correct
linear results, extra issues may arise; for example, the damping coefficients of the
damping terms need further calibration by model tests and no universal value can
be used for different body configurations.
Second-order wave theory may give better results in some cases of multiple
circular cylinders, yet components at lower and higher (higher than second order)
frequencies cannot be captured in the second-order simulation, which may cause
problems especially in the cases of near-trapping and resonances.
Problems of applying N-S equations on simulating wave interaction with marine
multibody systems have been deliberately discussed in Section 1.4.3.
To overcome the shortcomings of the linear or second-order wave theory as
well as CFD, as discussed above, in dealing with wave-body interactions, the fully
nonlinear potential flow theory remains an accurate but practical method, which
is capable of capturing all the nonlinear effects for these nonlinear problems in the
time domain. By employing the fully nonlinear potential flow theory, more accurate
results are expected to be provided, and more nonlinear physics associated with the
problems can be discussed. Nevertheless, the application of fully nonlinear potential
model to study the current research topic has not been carried out so far.
1.5 Objective and scope
In order to address the present issues summarized above, the main objective of
this study is to develop an accurate and efficient numerical model employing fully
nonlinear potential flow theory to simulate wave interactions with multibody marine
systems in the time domain, and apply this model to investigate the nonlinear
effects associated with the interactions. In particular, the multibody systems are
an array of cylinders which are representations of multi-column platforms, and two
side-by-side vessels. While linear frequency domain analysis is able to provide a
general prediction of the maximum wave elevation as well as the body responses, an
insight understanding of some special phenomena associated with those multibody
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systems needs the time domain analysis. Additionally, the nonlinearity at possible
resonances could also be important, for the prediction of wave elevation, wave
force and body response. Further analysis for the fully nonlinear results will help
understand the highly nonlinear behavior of both the waves and the structures when
the near-trapping and resonances occur due to the presence of multiple bodies.
Based on the objectives described above, the scope of this study includes the
following:
 Fully nonlinear simulation of regular waves passing by an array of
cylinders: A rectangular numerical wave tank (NWT) is firstly developed
to generate propagating regular waves. Validation cases in the literature
are studied and the results are compared with both analytical solutions and
experimental data. These cases include wave diffraction by a pair of bottom-
mounted circular cylinders and an array of four identical circular cylinders
in various configurations. We then focus on the near-trapping phenomenon
(see Chapter 3) associated with an array of cylinders. The trapped modes
are comprehensively investigated and some remarkable findings are obtained.
Harmonic analysis also contributes to the insightful understanding of the near-
trapped mode at the higher-order.
 Analysis of gap resonances between two fixed side-by-side barges:
A nonlinear decomposition model is developed to simulate the side-by-side
barges in an open sea, i.e. a circular NWT. We reformulate the traditional
fully nonlinear potential flow theory and obtain a new decomposition model.
This model intends to improve the efficiency of the rectangular NWT when
large marine multibody systems are considered. We simulate two identical
rectangular barges with a narrow gap in-between, subject to both regular
and irregular waves. The issue of gap resonances is investigated, with some
new nonlinear behaviors at gap resonances being identified.
 Simulation of side-by-side vessels with interconnections: Finally, we
consider the real situations, i.e. side-by-side vessels undergoing operations
subject to certain constraints. Hence, the model becomes a complete hydro-
dynamic, multibody system, which probably cannot be solved by any analyt-
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ical approach. The coupled motion equations for two bodies with predefined
constraints are proposed and implemented into the model. We investigate
characteristics of both waves and vessels, i.e. wave elevation and run-up,
wave forces and vessel motions, and reaction forces on the constraints. Cou-
pling effects are discussed.
Upon successful simulations of these cases by the newly developed models, we also
discuss some specific issues or phenomena such as transient waves, behaviors due
to nonlinearity, numerical instability and so on.
1.6 Organization of this thesis
This chapter describes the main contents of this thesis and serves as an outline for
quick reference to the appropriate chapters and (sub)sections. The research topic
is introduced at the beginning. A literature review on the linear and nonlinear po-
tential flow theory as well as viscous flow models for simulations of wave interaction
with multiple bodies is presented, followed by the objective and scope of this study.
Chapter 2 presents the basic formulas and equations for the fully nonlinear
potential flow theory and the numerical implementation for an accurate, stable and
robust NWT. A higher order boundary element method (HOBEM) is implemented
to solve this boundary value problem. Discretization of the computational domain
is described, followed by construction of a system of discretized linear equations. An
accurate and efficient solver is chosen based on literature. Time stepping integration
scheme is described to maintain the stability and accuracy of the numerical model.
In addition, special techniques, including velocity interpolation, free surface mesh-
regeneration, numerical damping beach, are also introduced in this chapter.
Chapter 3 focuses on the problem of wave diffraction around an array of circu-
lar cylinders bottom-mounted in a rectangular NWT. Firstly, the numerical model
is validated by simulation of a pair of circular cylinders placed in the centerline of
the tank, and mesh convergence is demonstrated by a simple example. We then
simulate wave diffraction by an array of four identical, bottom-mounted circular
cylinders in square, and comparisons against both linear analytical solutions and
experimental results are presented. The associated near-trapping phenomenon is
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further demonstrated with detailed presentation of mode shapes and wave load
patterns. Harmonic analysis on nonlinear results is performed to examine the non-
linearities observed on both wave elevations and hydrodynamic forces. Both first-
and second-order near-trapping are discussed. This chapter ends with some remarks
on performance of the model and observations of the near-trapping phenomenon.
This chapter has been published in Bai, Feng, Eatock Taylor and Ang (2014).
Chapter 4 presents a nonlinear decomposition model which is derived from the
model described in Chapter 2. Firstly explained is the motivation for developing
such decomposition model. We then present a detailed derivation for the new for-
mulation of the model. Through wave decomposition, the model results in solving
a boundary value problem only for a scattered wave while a nonlinear incident
wave is prescribed. The choosing of a proper nonlinear incident wave model is
then discussed. Developing the decomposition model attributes to improve com-
putational efficiency of the original fully nonlinear model presented in Chapter 2,
while maintaining a high accuracy in terms of nonlinearities. In order to assess
this model, we conduct a comparative study for these two models using the case
of near-trapping investigated in Chapter 3 where nonlinear effects are exceedingly
significant. Lastly numerical instability encountered in simulations is disclosed and
some numerical treatments are proposed to improve stability followed by a few
examples demonstrating their effectiveness. Chapter 4 ends with a summary of
advancing features of the decomposition model.
Chapter 5 investigates wave diffraction by two floating, fixed, side-by-side
barges, employing the decomposition model in Chapter 4. The main concern is
the wave resonances in the narrow gap between the barges. Details of the barge
model and configuration are firstly described. Prescribing a low-steepness wave
(approximately linear) as the incident wave, we compare the free surface responses
in the gap with existing linear results where very good agreements are obtained.
After that we focus on gap resonances occurring at particular wave frequencies. The
resonant mode shapes are illustrated at the first several dominant modes. Next,
we increase the steepness of incident waves in order to investigate nonlinear effects
on the gap resonances. The ‘stiff/soft-spring’ behavior associated with a nonlinear
mass-spring system (first mode of gap resonance) is demonstrated by performing
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large numbers of simulations with a very fine frequency resolution near the resonant
frequency with increasing wave steepness. To add on, simulations of side-by-side
barges in irregular waves are also presented to illustrate capabilities of the decom-
position model. This chapter has been published in Feng and Bai (2015).
Chapter 6 studies wave interactions with a complete, realistic marine multi-
body system: two floating moving barges with interconnections, which is the final
target of this study. The focus is on the coupled motions of the bodies. We first
extend the formulations of auxiliary functions in computing hydrodynamic forces
for single body to multiple bodies. The resulting cross-coupled motion equations
for two bodies are derived by introducing two sets of six auxiliary functions. Then,
modeling of the connections between the barges and other external constraints is
presented. For the purpose of validation, we study a case of two freely floating,
asymmetrically configured barges. Finally, we consider two interconnected barges,
with different types of connections, and present results of hydrodynamic forces as
well as motions of each barge. The effects of different connections are discussed and
some recommendations for design practice are carefully addressed. This chapter is
to be submitted.
In the end, Chapter 7 concludes this thesis with key findings of the present






The basis of the fully nonlinear potential flow theory is introduced in this chapter.
A numerical wave tank (NWT) with multiple structures is modeled to solve wave-
body interactions. This boundary value problem is formulated using the boundary
integral equations (BIEs) and solved by a higher-order boundary element method
(HOBEM) in the time domain. Governing equations and associated boundary con-
ditions are satisfied in the computational domain and the instantaneous boundary
surfaces of the domain respectively. Basic assumptions, mathematical formulations,
numerical implementations and schemes as well as some numerical techniques are
described in this chapter.
2.1 Fully nonlinear potential flow theory
2.1.1 Model definition
The numerical wave tank we are modeling is defined in Fig. 2.1 to simulate wave
propagating towards structures. The schematic figure involves a wave maker at the
left boundary of the tank, two bodies in the centerline of the tank and a numerical
beach placed on the surface at the far end of the tank. Two coordinate systems are
defined in the model: one is the global coordinate system Oxyz with the origin on
the undisturbed water surface (the dashed line) and z-axis pointing upward; the
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other is the local coordinate system O′x′y′z′ with the origin at the gravity center
of the corresponding body. When the bodies are at the equilibrium positions, the
global and local coordinate systems are parallel and the gravity center of each body
is located at its corresponding position Xg = (xg, yg, zg) in the global coordinate
system.
Figure 2.1: Sketch of a rectangular numerical wave tank
The computational domain includes all the wetted boundaries. In particular,
SWM , SD, SW , SF , SBi represent the wave maker, bottom of the tank, side walls of
the tank, free water surface and ith body wetted surface, respectively. The damping
layer acting as a numerical beach at the far end surface is to absorb wave energy to
avoid any reflection from the tank wall. The motion of the wave maker is subjected
to a prescribed sinusoidal displacement with input amplitude (presented in the next
section).
2.1.2 Governing equations and boundary conditions
The assumption following a fully nonlinear potential flow is that the fluid is incom-
pressible and inviscid, and flow irrotational. It should be kept in mind that these
assumptions are not accurate in cases where large bodies are undergoing continuous
forward motions; because effect of fluid viscosity is relatively evident in such situa-
tions. However, these assumptions are quite reasonable for large offshore structures
(floating bodies without continuous forward motions) as viscous effect is negligi-
ble in such cases. Therefore, the numerical simulation of offshore structures based
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on ideal fluid assumptions are valid and widely accepted. And these simulations
provide great agreement with experimental results as well. The wave field can be
formulated in terms of a velocity potential φ(x, y, z, t), which satisfies the Laplace











The kinematic and dynamic conditions on the free water surface SF in the La-
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+v ·∇ is the usual material derivative with respect to fluid particle
velocity v on the free surface, X denotes position of points on the free surface, and
g is the gravitational acceleration. Atmosphere pressure, omitted in Eq. (2.3), on
the free surface is assumed zero. The kinematic and dynamic free surface boundary
conditions are fully nonlinear in nature and a direct application of these nonlinear
boundary conditions is impossible to analytically solve the problem. Hence, diffi-
culties arise to incorporate the nonlinear effects of these boundary conditions into
the solution procedure and special techniques need to be applied to deal with those
difficulties. To update the free surface in the time domain, the Mixed Eulerian-
Lagrangian (MEL) time marching approach is widely accepted and has been applied
in the present model.




where U(t) is the velocity of the wave maker, along the x direction. In the present
model, a piston-like wave maker is placed at the left end of the tank, and a
monochromatic wave is generated by imposing the following motion on the wave
maker {
U(t) = A0ω sin(ωt),
S(t) = −A0 cos(ωt)
(2.5)
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where A0 is the motion amplitude, S(t) the displacement and ω the frequency of
the wave maker, which is also the frequency of the generated monochromatic wave.




where n is the unit normal vector pointing out of the fluid domain in the global
coordinate system, and Vn the normal velocity component of the body surface.
Based on the small angular motion assumption, the motions of a three-dimensional
body about its center of mass Xg can be expressed as
Vn =
[
ξ˙ − α˙× (X−Xg)
]
· n (2.7)
where ξ = (ξx, ξy, ξz) is a translational vector denoting the displacements of surge,
sway, and heave, and α = (αx, αy, αz) is a rotational vector denoting the angles of
roll, pitch and yaw, about the global Oxyz coordinate system in the anticlockwise
direction. On all rigid, fixed boundaries, including tank side walls and seabed, the




If fixed bodies are considered, boundary conditions on the body surfaces are reduced
to the same as the impermeable condition.
At last, an initial condition needs to be set for this initial value problem sim-
ulated in the time domain. The simulation usually starts from the calm water
condition, so that the velocity potential and wave elevation can be set as
φ = 0, z = 0 at t = 0. (2.9)
In addition, in order to absorb wave energy and avoid wave reflection from the
downstream end of the numerical tank, a proper far-field condition needs to be
defined, which is discussed in Section 2.2.2.
2.1.3 Higher-order boundary element method
Among various numerical methods, the boundary element method is widely used
to solve a typical boundary value problem described above. It has been shown to
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be one of the most effective approaches to simulate the wave-structure interaction
problem. Applications can be found in many papers in the literature, for instance,
Ferrant (1993) and Xue et al. (2001). In this method the boundary value problem
is converted to its equivalent form of boundary integral equation (BIE). Green’s
second identity is used, which transforms the volume integration to surface integra-
tion. Consider a Green function G(x,x0), which is a velocity potential at a field
point x0. It satisfies the Laplace equation ∇2G = 0 in the fluid domain except
at its singular point x0. Applying Green’s second identity by integration over the












where C(x0) is the solid angle at field point x0, and n is measured from the source
point x. Calculation of the solid angle remains a difficulty which is discussed later.
In this model, the seabed (z = −d) is assumed to be horizontal. A simple
Rankine source and its image with respect to the seabed can be chosen as the
Greens function. Here, integration on the seabed is excluded. The Green’s function





















(x− x0)2 + (y − y0)2 + (z − z0)2
R2 =
√
(x− x0)2 + (y + y0)2 + (z − z0)2
R3 =
√
(x− x0)2 + (y − y0)2 + (z + z0 + 2d)2
R4 =
√
(x− x0)2 + (y + y0)2 + (z + z0 + 2d)2.
(2.12)
The solid angle C(x0), however, is difficult to evaluate directly. We follow the
treatment as used in Wu and Eatock Taylor (1989) which employs the physical
argument that a uniform potential applied over a closed domain produces no flux.
Therefore, by considering a homogeneous Dirichlet problem where a uniform field,









In this way, the solid angle can be expressed as only a function of the boundary
shape which is easily evaluated.
In order to perform numerical integration over the surfaces in the present
HOBEM, the boundaries need to be discretized. In this model, two kinds of
quadratic isoparametric elements are utilized. As we perform time-domain sim-
ulations, the intersection lines between water surface and bodies could be moving
and changing simultaneously. In terms of mesh generation, it is convenient and
suitable to use six-node triangular elements on the free water surface SF as well
as on the bottom of the bodies if applicable. We adopt unstructured triangular
elements on the free surface because 1) Delaunay triangulation method can be
employed to automatically generate unstructured meshes over a surface regardless
its shape; 2) and it is easier to use triangular elements to generate high quality
meshes on free surface around structures of complicated geometry, especially when
there are sharp corners, multiple surface-piercing components and boundaries of
high curvature. The triangular elements are very suitable for any arbitrary com-
plicated free surface. For other boundaries, the eight-node quadrilateral elements
are utilized. Details of domain discretization are documented in Section 2.2.1. To
evaluate properties within each element, e.g. coordinates, velocity potential and
its derivatives, shape functions are introduced which enable us to obtain the entire
element properties from its nodal points. Since it is easier to describe and evaluate
integrations in the framework of a local intrinsic coordinate (ξ, η), in numerical
integration each element is transferred into the local coordinate system from its
global one (shown in Fig. 2.2). The shape functions at the six nodes (see details in
Gernot et al., 2008) can be constructed as
N1(ξ, η) = (1− ξ − η)(1− 2ξ − 2η)
N2(ξ, η) = ξ(2ξ − 1)
N3(ξ, η) = η(2η − 1)
N4(ξ, η) = 4ξ(1− ξ − η)
N5(ξ, η) = 4ξη
N6(ξ, η) = 4η(1− ξ − η)
(2.14)
where (ξ, η) are the local intrinsic coordinates, Nj(ξ, η) is the shape function at the
jth node in an element.
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Similarly, for the eight-node quadrilateral elements utilized on the wavemaker,
side walls and vertical body surfaces, coordinate transformation from global to
local coordinate is also performed. Fig. 2.3 shows a curved quadratic element in
the global coordinate and its corresponding element in the local coordinate. The
shape functions are constructed in the following form
N1(ξ, η) = 0.25(1− ξ)(1− η)(ξ + η + 1)
N2(ξ, η) = 0.5(1− ξ2)(1− η)
N3(ξ, η) = 0.25(1 + ξ)(1− η)(ξ − η − 1)
N4(ξ, η) = 0.5(1 + ξ)(1− η2)
N5(ξ, η) = 0.25(1 + ξ)(1 + η)(ξ + η − 1)
N6(ξ, η) = 0.5(1− ξ2)(1 + η)
N7(ξ, η) = 0.25(1− ξ)(1 + η)(ξ − η + 1)
N8(ξ, η) = 0.5(1− ξ)(1− η2)
(2.15)
(a) (b)
Figure 2.2: Quadratic triangular element in: (a) global; (b) local intrinsic coordinate
With the shape functions Nj(ξ, η) introduced in each boundary element, we
are able to express the position coordinate x(ξ, η), the velocity potential φ(ξ, η)



























Figure 2.3: Quadratic quadrilateral element in: (a) global; (b) local intrinsic coordinate
where K is the total number of nodes in the element, i.e. 6 for a triangular element
and 8 for a quadrilateral element, xj and φj are the nodal positions and potentials
respectively. Substituting these representations into the boundary integral equation


























where N is the total number of elements over the computational surface, M is
the number of sampling points in each element in the standard Gauss-Legendre
method, ωm is the integral weight at mth sampling point, and Jm(ξ, η) is the Ja-
cobian transformation from the global to the local coordinate. Details of calculat-
ing the integral weight and Jacobian in the standard Gauss-Legendre method can
be found in Gernot et al. (2008). However, singularity problem arises when the
field point x0 is located at a node within the same element as the source point x.
Here the associated singularity is evaluated by using the triangular polar-coordinate
transformation technique described by Eatock Taylor and Chau (1992).
Applying Eq. (2.19) at each field point results in a system of discretized equa-

































































































i = C(xi)φ(xi) +B
(1)
i (2.24)
It ought to be noted that Nn and Np are the numbers of elements on the Neu-
mann and Dirichlet boundaries, respectively. Specifically, the Neumann boundaries
include all the impermeable boundaries, i.e. the tank walls, the wavemaker, and
the bodies surfaces, where
∂φ
∂n
is known and φ is unknown; the Dirichlet boundary
is the free water surface where φ is known and
∂φ
∂n
is unknown, before solving the
above equations.
After numerically assembling all the coefficients in Eq. (2.20), we are able to
obtain a system of linear equations, because the integration is evaluated for each
node on the whole surface. Once the set of linear algebraic equations are solved




node on all boundaries are known, at the current time step. Therefore, the mixed
boundary value problem can be solved at every time step, and the potential and
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velocity on any node within the fluid domain can also be obtained by imposing a
source point at the node of interest and evaluating an integral equation similar to
Eq. (2.19).
2.1.4 Auxiliary function for hydrodynamic forces
With the solution obtained from the mixed boundary value problem described in
the previous section, we are able to calculate the pressure on the body surfaces,






∇φ · ∇φ+ gz
)
(2.25)
where ρ is the density of sea water, and φt =
∂φ
∂t
. The hydrodynamic forces F =
(F1, F2, F3) and the corresponding moments M = (F4, F5, F6) are the integrations




pnidS (i = 1, 2, · · · , 6) (2.26)
where ni are the six components of the normal unit vector n defined in Eq. (2.6).
Since the velocity potential and its derivative are obtained from the afore-
mentioned higher-order boundary element simulation, it is now straightforward to
calculate the velocity components ∇φ on the body surface. However, calculating
the time derivative of the velocity potential, φt, could be a challenge. Different ap-
proaches are found in the literature. Backward difference is the simplest way, which,
however, is probably unstable in the case of freely floating bodies. As described in
Tanizawa (1995), the finite difference formula with respect to time is more suitable
for stationary structures or prescribed body motion cases. In case of freely floating
bodies, the simple backward difference scheme may cause large inaccuracy because
φt on the body surface has to be calculated simultaneously with the body motions,
which unfortunately are unknown before the forces are computed. To overcome the
inaccuracy and instability of the backward difference scheme, some indirect meth-
ods are developed. For example, the mode-decomposition method was utilized by
Koo and Kim (2004); the acceleration potential method was presented by Tanizawa
(1995); and the auxiliary function approach was used by Wu and Eatock Taylor
(1996; 2003).
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Among all the methods, the auxiliary function approach has been proved effec-
tive and accurate for calculating the hydrodynamic force in Bai and Eatock Taylor
(2006, 2007). We employ this approach in the present study. In this approach, some
auxiliary functions ψi(i = 1, 2, · · · , 6) are introduced in order to indirectly calculate
the forces. These auxiliary functions are defined as follows. ψi satisfies the Laplace
equation in the fluid domain and the similar boundary conditions with the velocity
potential except that on the free water surface. Instead of the kinematic and dy-
namic free surface boundary conditions for the velocity potential, we impose ψi = 0
on the free water surface. By Green’s second identity, a relationship between ψi and
φt can be constructed. Finally, the hydrodynamic forces can be expressed in terms
of the velocity potential and its derivative, the auxiliary function and its derivative.
In terms of computation effort, not much additional calculation is required because
this boundary value problem actually shares the same coefficient matrix with the
previous one, i.e. the one for solving the velocity potential. More details can be
found in Wu and Eatock Taylor (2003).
We now present a brief derivation of this approach as follows. The auxiliary
functions satisfy the Laplace equation in the fluid domain
∇2ψi = 0 (2.27)
Boundary conditions are specified as
ψi = 0 on SF (2.28)
∂ψi
∂n
= ni on SB (2.29)
∂ψi
∂n
= 0 on SWM , SW (2.30)
where ni denotes the component of normal unit vector on the surface of the body.
By solving a similar boundary value problem as the velocity potential φ, the aux-
iliary functions ψi and its derivatives can be obtained.
After solving ψi and
∂ψi
∂n
on all boundaries, we now need construct a relation-










dS = 0. (2.31)
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Note that in order to calculate the hydrodynamic forces from Eq. (2.26), what
we actually need is the integration
∫∫
SB
φtnidS, rather than φt itself. It has been
shown in Wu and Eatock Taylor (2003) that the boundary conditions for φt are as
follows.





ξ¨ + α¨× (X−Xg)
]
·n− ξ˙ · ∂∇φ
∂n






On the wavemaker SWM :
∂φt
∂n
= U˙ · n−U · ∂∇φ
∂n
(2.33)




where [ξ¨, α¨] is the acceleration of the body, U and U˙ are the velocity and acceler-
ation of the wavemaker. On the free surface SF , the dynamic boundary condition
Eq. (2.3) gives
φt = −(gz + 1
2
∇φ · ∇φ) (2.35)
We can now substitute boundary conditions for φt, ψi, i.e., Eqs. (2.28)-(2.30)







[ξ¨ + α¨× (X−Xg)] · n− ξ˙ · ∂∇φ
∂n

















ψi(U˙ · n−U · ∂∇φ
∂n
)dS (2.36)
However, the above equation includes the acceleration of the body which is
unknown before we obtain the hydrodynamic forces. A freely floating body’s motion
equation reads
MA = F (2.37)
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where M is the mass matrix of the body and A is the body acceleration in six




. Substituting Eqs. (2.36) and (2.26) into the
motion equation leads to










∇ψi[(ξ˙ + α˙× (X−Xg)) · n][∇φ− (ξ˙ + α˙× (X−Xg))]














ψi(U˙ · n−U · ∂∇φ
∂n
)dS (2.40)
By solving Eq. (2.38), we obtain the body acceleration. Substituting back the
acceleration into Eq. (2.37) results in the hydrodynamic forces. In this way, the
hydrodynamic forces can be calculated indirectly and it has been proved numerically
more stable than the direct method.
2.2 Numerical implementation
Numerical implementation determines how a numerical model performs, i.e. its ac-
curacy, efficiency and stability. Algorithms of meshing, numerical integration, time
marching and matrix solver are carefully chosen based on the literature. Technical
issues, such as numerical beach, time ramping, remeshing, should also well tackled.
This section gives a brief discussion of related features on numerical implementation
in the present model.
2.2.1 Discretization and mesh generation
As the higher-order boundary element simulation is utilized in the present study,
the whole computational domain must be discretized into many boundary elements.
Since the domain is not a smooth, continuous surface, and there are corners and
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edges on the intersection lines, we first decompose the surfaces into several simple,
continuous patches, such that mesh generation can be performed on each simple
patch. Two types of patches are defined here. One type is the vertical surface in-
cluding tank side walls, wavemaker, and vertical body surfaces, on which structured
quadrilateral meshes are generated. The vertical nodes are distributed exponen-
tially in the z direction resembling the vertical decay of the velocity potential.
Therefore, the vertical coordinates are calculated as
zi,j = z1,j − (z1,j + ∆) · exp[−(z1,j + ∆)]− exp[(z1,j + ∆)(1− i)/Nz]
exp[−(z1,j + ∆)]− 1
(i = 1, 2, · · · , Nz + 1) (2.41)
where z1,j is the coordinate of the points on the intersection line between the free
surface and the vertical surfaces, ∆ the water depth or the draft of body and Nz
the number of elements along the z direction. The parameter  represents how fine
the mesh is required near the free surface, varying from 0 to 1.  = 0 represents a
uniformly distributed mesh while  = 1 represents an exponentially stretched mesh
which is finer near the free surface and coarser at the bottom. An example of a
stretched mesh on a vertical surface is shown in Fig. 2.4. Then the middle points
are determined by averaging two adjoining nodes.
Figure 2.4: A stretched mesh on a vertical patch
Another type of patch includes the free water surface and the bottom of the
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body if truncated. Unstructured triangular meshes are generated on these patches
using the Delaunay triangulation method. It is noted that the triangular mesh is
very suitable for the free surface, even in the case where the body-surface intersec-
tion line becomes curved and complicated. Thus, it does not make any additional
effort in mesh generation if the body geometry is changed. Details of the Delaunay
triangulation method are presented in Subramanian et al. (1994).
When the field point locates at the edges or corners of the boundaries, it will
lead to singularity, where the normal direction is hard to define. In order to deal
with the singularity, a double or triple node is imposed at the edges and corners.
Taking a point on intersection line for example, physically this point belongs to both
of the body surface and free water surface, while actually two points are defined
here: one belongs to the body surface and its normal vector is with respect to the
body surface; the other belongs to the free water surface and its normal vector
is defined based on the free water surface. Fig. 2.5 shows a typical mesh of two
bottom-truncated bodies floating in a rectangular tank. The free surface and the
bottoms of bodies are discretized by unstructured triangular elements, whereas the
vertical walls are discretized by quadrilateral elements.
Figure 2.5: An example mesh on the free surface and two floating bodies
2.2.2 Numerical absorbing beach
As shown in the model sketch in Fig. 2.1, an artificial damping layer is placed at the
end of the tank to avoid any reflection of the propagating waves. This numerical
beach is to absorb the wave energy at the far-field. Many forms of numerical
damping beaches have been developed; here in this model we simply modify the
kinematic and dynamic free surface boundary conditions of Eq. (2.2) and Eq. (2.3)
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by adding a damping term over a finite length of the free surface near the end of
the tank wall. Now the free surface boundary conditions become
DX
Dt
= ∇φ− ν(r)(X−Xe) (2.42)
Dφ
Dt
= −gz + 1
2
∇φ · ∇φ− ν(r)φ (2.43)
where r is the distance from a point located in the damping layer to the origin, ν(r)
is the damping coefficient and Xe = (xe, ye, 0) is the reference value specifying at the
condition when the water surface is still. For practical application, the damping
coefficient is imposed to be continuous and tuned to a characteristic excitation








r ≥ r0 = rf − βλ
0 r < r0
(2.44)
where r0 and rf are the starting and ending position of the damping layer respec-
tively, λ is the wave length and β controls the width of the numerical beach. The
damping coefficient shows the feature that weakest damping strength exists at the
starting point of the numerical beach while strongest at the end. We set β = 1.0 in
the present model, which gives a width of one wave length for the numerical beach.
2.2.3 Time marching
At a certain time step, after solving the mixed boundary value problem, the free
surface and the velocity potential need to be updated for the calculation at the next
time step such that the computing can proceed. Various time marching schemes
have been developed in different numerical models, such as trapezoidal method,
Newmark method, Wilson method etc. In the present study, we utilize the standard
fourth-order Runge-Kutta scheme (RK4), which is a stable explicit scheme and
easy for implementation. Formulations of RK4 can be found in many textbooks
(Butcher, 2008).
With the solution of the boundary value problem, we have obtained the po-
tential and its normal derivative in the whole domain. In order to update the free
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surface and potential from the surface boundary conditions, we first need to calcu-
































As there is always more than one element surrounding a node, the velocity at
each node is determined by averaging the values from above equation applied within
every element surrounding this node. Now, based on the boundary conditions of
Eq. (2.42) and (2.43), the free surface position and velocity potential at the next
time step can be updated; with the next surface position and potential as the new
boundary conditions, the time domain calculation can proceed to the next time
step. In this manner, the time is marching forward until the stopping criteria are
satisfied.
To form the wave field gradually from a calm water surface at the beginning of












1 t ≥ Tm
(2.46)
where Tm is a ramp time, taken as two wave periods.
2.2.4 Algebraic equation solver
Solving the full and asymmetric influence matrix Eq. (2.20) arising from the mixed
boundary value problem at each time step is a significant part of the simulation. A
solver in a sense partially determines the efficiency of a numerical model. In this
model, we employ the efficient LAPACK solver, an open source and well optimized
package implemented in FORTRAN. As the LAPACK solver has its distribution
in the system of High Performance Computation (HPC) in National University of
Singapore, it can be easily called as a subroutine in the present code.
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2.2.5 Free surface remeshing and interpolation
One can predict that if the bodies inside the domain have motions due to the
hydrodynamic forces, the position and the shape of the body-wave intersection lines
could be changed at each time step. Thus, mesh re-generation on the free surface
and body surfaces must be performed at each time step. To do the remeshing, one
challenge is the prediction of the new intersection lines between the free surface and
the bodies, while the intersection lines between the free surface and the tank side
walls are easy to capture.
Recall the two coordinate systems we have defined in Fig. 2.1, a transformation
between the moving body-fixed coordinate X′ and the global coordinate X needs
to be performed. In the matrix form, the transformation from local to global
coordinates can be expressed as






0 − sinαx cosαx
 ; Ty =








− sinαz cosαz 0
0 0 1
 (2.48)
Without re-meshing, a saw-tooth profile of the intersection line tends to appear
after a long time run of simulations. The free surface Lagrangian particles on
the initial intersection line move arbitrarily following the wave propagation and
diffraction. This will lead to an intensive numerical instability in the case of moving
bodies. One possible explanation of such instability is the high concentration of
those particles, resulting in singularity. This saw-tooth instability was first reported
by Longuet-Higgins and Cokelet (1976). Dommermuth and Yue (1987) presented an
interpolation technique that can, to some extent, diminish the saw-tooth instability
and stabilize a boundary element simulation. We employ a similar interpolation
technique where the Lagrangian points on the intersection line are re-distributed,
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which avoids possible high concentration of the fluid particles on the intersection
lines.
After the positions, potential and velocity on the free surface have been up-
dated to the next time step, the free surface mesh may be of low quality due to
the arbitrarily moving nodes. A Laplacian smoothing technique is employed to
slightly adjust horizontal positions of the new surface nodes. The new horizontal







where P is the total number of nodes around the node j. Thereafter, the vertical
coordinates and velocity potential of the new node is determined by using the shape
function within the old element that the new node belongs to.
2.3 Summary
In this chapter, we present our numerical model definition, the governing equations
for the fully nonlinear potential flow theory and associated boundary conditions for
a mixed boundary value problem. By a higher-order boundary element simulation,
we show how the boundary integral equation is discretized and solved through an
effective approach. In addition, we present the formula for calculation of hydro-
dynamic forces by using the auxiliary functions. Numerical implementation of the
present model has been briefly introduced, including boundary discretization, time
matching scheme, matrix solver and free surface remeshing.
A complete procedure of the time domain simulation can be summarized in
Fig. 2.6.
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Figure 2.6: Flow chart of present time domain simulation
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Chapter 3
Wave diffraction by an array of
cylinders
In this chapter, we focus on the problem of wave diffraction around an array of
bottom-mounted circular cylinders. The critical issue associated with a cylinder
array is the near-trapping phenomenon, which is discussed in Section 3.3. Numerous
researchers have investigated this phenomenon because of the associated resonant
characteristics. Here we aim to study the nonlinearity of this near-trapping by the
present fully nonlinear potential model. The first- and second-order problem has
been analytically solved in the literature, yet third- or higher order effects remain
a difficulty regarding to the analytical solution. With the present fully nonlinear
results, we are able to perform FFT and decompose the results into first-, second-,
third- and higher-order harmonic components, which provide better understanding
of the nonlinear effects.
Before employing the present model, we need to validate the numerical model.
We reproduce the cases of a pair of two circular cylinders in tandem where both
analytical and numerical results are available. Convergence is also tested. Then
we focus more on the case of an array of four circular cylinders, with incoming
waves of incidence 0 degree and 45 degree. Free surface elevation and wave force
agree reasonably well with the experimental data . Regarding the near-trapping
phenomenon, an comprehensive investigation is carried out on various aspects in-
cluding the mode shape, the wave profile and run-up at a near-trapping frequency
and the harmonics of different orders. In all the following studies in this chapter,
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a is the cylinder radius, l the distance between the centers of two adjacent cylin-
ders, and d the water depth. Other notations for various wave properties include k
the wave number, ω the wave frequency, A the incident wave amplitude and η the
surface elevation.
(a) (b)
Figure 3.1: Example meshes for wave past an array of vertical cylinders at a certain time
instant: (a) two cylinders; (b) four cylinders
3.1 An array of two cylinders
The first case concerns two bottom-mounted vertical circular cylinders aligned in
the incident wave direction at the centerline of the tank, see mesh example in
Fig. 3.1(a). In order to compare with the published results in Linton and McIver
(1996), the following parameters are selected: a = 0.1416 , ω = 1.6748, A = 0.004
and kA = 0.0113, where they are properly normalized following that in Ma et al.
(2001a, 2001b). This corresponds to a wave of low steepness, in order to facilitate
comparison with the linear analytical solution. Unless otherwise specified, the water
depth d, the gravitational acceleration g and the fluid density ρ are taken to be
unity, length scales are non-dimensionalized by the water depth d and temporal
parameters are thereby also non-dimensionalized. The rectangular numerical wave
tank is 12.0 units long and 2.0 units wide, and the center of the upstream cylinder
is located a distance 7.0 units from the wave maker. There are six to ten boundary
elements in the vertical direction on the body surface and on the sidewall, and the
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number of elements around the circumference of each cylinder is 24. Results are
obtained for a range of spacings l between the axis of the cylinders, at the above
mentioned wave frequency. In a typical mesh for kl = 2.0, for example, including
3874 elements on the water surface, there are 13511 nodes distributed on the whole
computational boundary, and Fig. 3.1(a) only shows the free surface and the body
mesh.
3.1.1 Convergence
We first examine the convergence of the computation with different meshes. Besides
the abovementioned mesh that is denoted as ‘Mesh b’, two other mesh systems,
defined as ‘Mesh a’ and ‘Mesh c’, are also tested. ‘Mesh a’ is a coarser one including
16 elements around the cylinder, while the finer ‘Mesh c’ involves 32 elements
around the cylinder. The numbers of quadratic elements on the free surface per
first order wavelength are approximately 13, 18 and 24 for ‘Mesh a’, ‘Mesh b’ and
‘Mesh c’ respectively. Figs. 3.2(a) and 3.2(b) show the maximum wave forces on
the upstream and downstream cylinders (these correspond to the amplitudes of
the linear forces under sinusoidal forcing). Our computed results are given for
the three meshes for three different cylinder spacings. It should be noted that in
order to evaluate the interaction between the two cylinders, the forces are non-
dimensionalized by the force Fisolated that acts on a single isolated cylinder under
the same conditions. By comparing with the analytical solution of Linton and
McIver (1996), it can be seen that the computation converges fast. In fact, it is
hard to distinguish the results obtained with ‘Mesh a’, ‘Mesh b’ and ‘Mesh c’, and
all of them are very close to the analytical solution. In addition, the time history of
wave run-up at the upwave face of the upstream cylinder at kl = 4.0 on these three
meshes is shown in Fig. 3.2(c), also indicating that the computation with ‘Mesh
b’ is convergent for the case of two cylinders. In the latter part of this study, a
similar mesh density equivalent to ‘Mesh b’ is adopted for the investigation of four
cylinders.
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Figure 3.2: Convergence with different meshes of the horizontal wave forces and wave
run-up on a pair of cylinders with three different distances at ω = 1.6748 and A = 0.004:
(a) force on upstream cylinder; (b) force on downstream cylinder; (c) wave elevation at
the upwave face of the upstream cylinder at kl = 4.0
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3.1.2 Horizontal forces
Wave forces on the cylinders are calculated using the auxiliary function approach
presented in Section 2.1.4. Fig. 3.3 shows the variation of the horizontal wave forces
Fx on the upstream and downstream cylinders versus the dimensionless spacing kl
between these two cylinders. For the purposes of comparison, results from the an-
alytical solutions of Spring and Monkmeyer (1974) and Linton and McIver (1996),
based on linear wave theory, are also included in this figure. It can be seen that
agreement is generally achieved for the forces on both the upstream and down-
stream cylinders. The small differences observed between the present results and
the analytical results are mainly due to the fact that the present simulation is per-
formed in a rectangular wave tank but the analytical results are based on an open
sea condition. The reflection from the tank side walls in the present analysis is
expected to slightly affect results. But the overall agreement remains acceptable.
Moreover, for this small steepness wave the behaviors established from linear anal-
ysis of this configuration are reproduced: the effects of interactions between the
cylinders are pronounced, leading to strong variations with frequency of the forces
on the two bodies.
To further validate the current fully nonlinear numerical model in simulating
multiple bodies, the time histories of wave forces are also compared with the results
in Ma et al. (2001b), who used the FEM to study the wave around two cylinders
with a spacing of kl = 2.0. As can be seen from Fig. 3.4, our results agree quite well
with those of Ma et al. (2001b) after the steady state has been achieved at around
t = 35. Good agreements can also be found for the moments on the upstream
and downstream cylinder in Figs. 3.5(a) and 3.5(b), respectively. Note that before
the steady state is reached, the present results are slightly smaller because of the
application of a ramp function (see Section 2.2.3) during the early stages of the
simulation. The purpose of the ramp function is to eliminate the impulse effect
when a sudden velocity is assigned to the wave maker at the first time step; it leads
to a smooth transition from the still water to the fully developed wave field.
The preceding cases demonstrate that the fully nonlinear solution is capable of
reproducing published linear results when the wave steepness is low. The behavior
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Figure 3.3: Horizontal wave forces along wave direction on a pair of cylinders with different
distances situated on the centerline of the tank at ω = 1.6748 and A = 0.004: (a) force
on upstream cylinder; (b) force on downstream cylinder
3.2 An array of four cylinders
After considering two cylinders, in this section we focus on an array of four vertical
circular cylinders in the two configurations shown in Fig. 3.6. Fig. 3.6(a) shows a
group of four cylinders standing in the corners of a square and the incident wave
is propagating along one side of the square: this is referred to as the 0° heading.
Fig. 3.6(b) is a similar arrangement of the cylinders except the incident wave is
propagating along the diagonal of the square, which is defined as the 45° heading.
The same configuration has been much studied, for instance, by Linton and Evans
(1990), Linton and McIver (1996).
In order to compare with the experiments carried out in a wave basin by Ohl et






























Figure 3.4: Comparison of time history of horizontal wave forces on a pair of cylinders
situated on the centerline of the tank at ω = 1.6748 , A = 0.004 and kl = 2.0: (a) force
on upstream cylinder; (b) force on downstream cylinder
ω = 5.024 rad/s) and amplitude 0.049 m is first considered for the both 0° and
45° headings. The same cylinder as that used in the experiments is adopted here,
which has a radius of a = 0.203 m situated in a water depth of d = 2.0 m with a
spacing between cylinders of l = 4a. A proper tank size must be determined. The
dimensions of the wave tank are essentially selected based on two considerations.
The first is the accuracy of simulations. Particularly, the tank size should be large
enough such that possible wave reflection from the tank side walls and wave maker
will not significantly disturb the free surface around the bodies. Secondly we have
to maintain a reasonable computational time such that the computational domain
or the tank size should not be too large. Numerical tests have shown that avoid-
ing the disturbance of reflection wave from the wave maker, upon achieving steady




































Figure 3.5: Comparison of time history of pitch moment on a pair of cylinders situated
on the centerline of the tank at ω = 1.6748 , A = 0.004 and kl = 2.0: (a) moment on
upstream cylinder; (b) moment on downstream cylinder
turbance from side walls reflection requires a tank width of 2.5 times the maximum
structure/system size in the transversal direction. In this case, the computations
are performed in a numerical wave tank 11 m long and 2.6 m wide, and the origin of
the space-fixed global coordinates is set at the center of the cylinder group, which
is located 7.0 m from the wave maker on the centerline of the tank. The wave
steepness corresponds to kA = 0.126, so that a considerably steeper incident wave
is investigated.
Figure 3.7 shows the maximum wave elevation along the x-axis in the center-
line of the tank for the 0° heading, and its comparison with the linear analytical
solution obtained by Linton and Evans (1990). The present fully nonlinear results
are generally close to the experimental results, while the linear solutions tend to
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(a) (b)
Figure 3.6: Arrangements for an array of four cylinders: (a) 0° heading; (b) 45° heading
under-estimate the wave profile. Particularly at the peaks near x = −0.8 m and
x = 0.0 m, the linear approximations could have as large as 40% errors, whereas
the present fully nonlinear results agree much better with the tests. However, vari-
ations are still observed at the peak, which we believe is due to the viscous effect
that cannot be considered in the current nonlinear potential flow model. In addi-
tion, the linear result seems to be symmetric about the middle point between the
two peaks at around x = −0.4 m, but the nonlinear result is obviously asymmet-
ric. This suggests that in this case the nonlinearity plays a significant role and the
linear theory no longer provides a valid model for predicting the maximum wave
elevation. In Fig. 3.8 the mean wave elevation is presented and compared with the
physical experiment. The overall trends are in good agreement, though the value
around the position x = −0.2 m is slightly over-predicted. It should be borne in
mind that the mean wave elevation is of second order and is actually smaller and
more sensitive than the wave amplitude.
Figures 3.9 and 3.10 show the maximum wave elevation and the mean wave
elevation along the diagonal BC from the downstream Cylinder 1 to the upstream
Cylinder 3 (see Fig. 3.6(b)) for the 45° heading. Although some discrepancies can
be observed near the upstream Cylinder 3, the present results are generally able
to describe the global trends of the wave profile. Note that now the nonlinear
simulation is close to the linear prediction. It is possible that at the frequency
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Figure 3.7: Maximum wave elevation along the x-axis for 0° heading at f = 0.800 Hz,
A = 0.049 m and l = 0.812 m
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Figure 3.8: Mean wave elevation along the x-axis for 0° heading at f = 0.800 Hz, A =
0.049 m and l = 0.812 m
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Figure 3.9: Maximum wave elevation along the x-axis for 45° heading at f = 0.800 Hz,
A = 0.049 m and l = 0.812 m
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Figure 3.10: Mean wave elevation along the x-axis for 45° heading at f = 0.800 Hz,
A = 0.049 m and l = 0.812 m
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0.8 Hz the 45° heading wave interacting with cylinders of such configuration results
in less severe nonlinearities than the case of 0° heading wave, such that the linear
analysis remains effective and our nonlinear simulation generates similar results as
the linear model. Another reason for the discrepancies is that possible experimental
errors could result from the presence of disturbances induced by the wave probes
in the wave basin, as commented by Ohl et al. (2001) in the discussion of their
experiments.
Now that the present numerical model has been validated by comparing with
both the analytical solution and the experimental data from the literature, the
complete wave elevation, wave force and run-up around the cylinders are presented
next for the 45° heading configuration (shown in Fig. 3.6(b)), at a dimensionless
wave frequency ω = 1.44 corresponding to a dimensionless wavenumber ka = 0.468.
The computational conditions are similar to those presented above for the same
configuration, except that a smaller wave with A = 0.02 in shallower water at
d = 1.0 is considered, which corresponds to a wave of steepness kA = 0.047. This
case is also considered below for a steeper wave than above, in the context of
nonlinear near-trapping phenomena.
Fig. 3.11 shows the first 20 periods of the surface elevation run-up at the
upstream and the downstream faces of Cylinders 1 and 3 respectively. As expected,
the run-up at Points B and C in Fig. 3.6(b) on the inner faces of the cylinders are
larger than those at Points A and D on the outer faces, due to the superposition of
the incident wave with multiple scattered waves from other cylinders. Examination
of these figures suggests that nonlinear effects appear in the results at Points B
and C, even for this low steepness wave, but the characteristics of the nonlinearity
at these two points are rather different. Such nonlinear behavior will be further
investigated in Section 3.3.3.
Figure 3.12 plots the wave run-up on the cylinders against the counterclockwise
angle β measured from the back of the cylinder (see Fig. 3.6(b)). Due to the
symmetry of the configuration, the run-up on Cylinder 4 is not presented, which
is identical to that on Cylinder 2. The run-up on both Cylinder 1 and Cylinder 3





Figure 3.11: Time history of wave elevation at four different locations for 45° heading at
A = 0.02, ω = 1.44 and l = 0.8: (a) Point A; (b) Point B; (c) Point C; (d) Point D
Figure 3.12: Maximum wave run-up around the cylinders for 45° heading at A = 0.02,
ω = 1.44 and l = 0.8
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The horizontal forces along the wave direction and the corresponding pitch
moments about the mass center of the cylinders are plotted in Fig. 3.13 and Fig. 3.14
respectively. These results for wave run-up and forces and moments on the cylinders
are consistent with those from linear theoretical analyses, as for example, in Linton
and Evans (1990) and Evans and Porter (1997).
Figure 3.13: Time history of horizontal forces Fx on the cylinders for 45° heading at
A = 0.02, ω = 1.44 and l = 0.8
Figure 3.14: Time history of pitching moments My on the cylinders for 45° heading at
A = 0.02, ω = 1.44 and l = 0.8
3.3 Near-trapping phenomenon
In this section, we focus on studying the near-trapping phenomenon associated with
wave diffraction around an array of four circular cylinders. For some arrangements
of an array of cylinders, for example with certain symmetries, near-trapping occurs
at certain frequencies, known as near-trapping frequencies, at which only a small
amount of scattered wave energy is radiated outwards to the far field: the wave
is trapped within the local vicinity of the cylinders, forming a near standing wave
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with much larger amplitude compared with that at other frequencies. In the design
of multi-column platforms, therefore, it is crucial to investigate the near-trapping
phenomenon.
In the literature, trapped modes were first identified in an open channel by
Ursell in 1951. Callan et al. (1991) proved the existence of trapped modes in two-
dimensional waveguides using Ursell’s method. Subsequently, Evans et al. (1994)
theoretically showed the existence of trapped modes for all symmetric cylindrical
cross-sections. Thereafter, the theory of Linton and Evans (1990) was used by
Evans and Porter (1997) to study the first-order near-trapping for waves around
an array of bottom-mounted vertical cylinders, while Maniar and Newman (1997)
observed similar near-resonant modes between adjacent cylinders in a long finite
array at critical wave numbers. Consideration has also been given to the effects
of near-trapping in focused wave groups, e.g. Walker and Eatock Taylor (2005)
and Grice et al. (2013). Malenica et al. (1999) extended the investigation of
near-trapping for an array of equally spaced, identical circular cylinders to second-
order in wave steepness. By studying the second-order diffraction of monochromatic
waves via a semi-analytical approach, they solved for the waves due to the second-
order potential, and suggested that there also exists a near-trapping phenomenon
for the second-order wave around an array of cylinders. This second-order near-
trapping occurs for an incident wave at half the corresponding first-order near-
trapping frequency. For more complex geometries, such as multi-column gravity
platforms, semisubmersibles or tension leg platforms, and other trapping structures,
numerical diffraction codes have been employed by several investigators. Other
experimental and theoretical studies concerned with the trapped and near-trapped
mode include Yao et al. (1994), Kagemoto et al. (2002), Meylan and Eatock Taylor
(2009), and Cobelli et al. (2011).
However, most work in the literature employ a linear or second-order potential
theory which limits the results up to second order. In order to access the nonlinear
effect at orders higher than two in the case of steep waves, the present fully nonlinear
time domain simulation may shed light on this near-trapping phenomenon. A
systematic investigation of the nonlinear features associated with the near-trapping
phenomenon is presented in this section.
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3.3.1 Near-trapped mode shapes
We use the array of four bottom-mounted cylinders with the configuration shown
in Fig. 3.6(b). The aim is to relate the nonlinear results to a well-studied example
for which linear results were given by Evans and Porter (1997), and second order
results by Malenica et al. (1999) and Wang and Wu (2007). In order to make the
comparisons, it is convenient to express all of the quantities in dimensionless form.
The spacing ratio is again l = 4a, and we use the same water depth as in Malenica
et al. (1999), d = 3a.
In this arrangement, the near-trapping frequency was found by Evans and
Porter (1997) using linear theory to be ka = 1.66. Mathematically, the wave
near-trapping corresponds to an eigenvalue problem where the system radiation
damping almost vanishes at certain wave length. Under the configuration of the
circular cylinder array we studied, linear analytical solution predicts the eigenvalue
of wave length corresponding to ka = 1.66. In order to consider nonlinear effects,
in the present study the wave steepness we adopt is equal to kA = 0.157, which
was also used by Wang and Wu (2007) in their time domain second-order analy-
sis. The contours of wave elevation predicted by our model are shown in Fig. 3.15.
Figs. 3.15(a) and 3.15(b) show the wave elevation distributions at the time instants
that both the downstream run-up on Cylinder 1 and the upstream run-up on Cylin-
der 3 have their maximum (crest) and minimum (trough) values, respectively. The
near standing wave pattern within the array can be clearly identified. The wave
within the array is oscillating between the states of Figs. 3.15(a) and 3.15(b) while
the wave outside the array is passing by in the wave direction. Fig. 3.15(c) shows
the maximum wave elevation at every location near the array for any instant in
the wave cycle. It can be seen that the highest elevations are found near the inside
faces of the cylinders, where the maximum wave elevations of the near standing
wave occur in Figs. 3.15(a) and 3.15(b). Along the two axes of symmetry, y = ±x,
the maximum wave elevation is close to that outside the cylinder array, which is
approximately the incident wave amplitude.
Fig. 3.16 shows the time histories of horizontal forces on the three cylinders
over five wave periods. Note that the solid line and the dash-dot line are the




Figure 3.15: Mode shapes (surface elevation η/A) for the near-trapped mode with an
array of four cylinders at ka = 1.66: (a) wave elevation when downstream of Cylinder
1 and upstream of Cylinder 3 at the maximum; (b) wave elevation when downstream of
Cylinder 1 and upstream of Cylinder 3 at the minimum; (c) maximum wave elevation
near the cylinder array
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Figure 3.16: Time history of horizontal forces on the cylinders at the near-trapping when
ka = 1.66
line is the transversal force Fy on Cylinder 2. As can be seen, strong nonlinearity
appears and it significantly affects the maximum forces as well as the mean forces.
It is interesting to find that Fx on Cylinder 1 is in phase with Fy on Cylinder 2, but
it is out of phase with Fx on Cylinder 3. This indicates that when the longitudinal
forces on Cylinder 1 and Cylinder 3 reach their maxima (in opposite directions), the
transverse force on Cylinder 2 also has a local maximum value. Likewise, when the
longitudinal force on Cylinder 2 (not plotted) is at its maximum, the longitudinal
forces on Cylinder 1 and Cylinder 3 are equal to zero. The transversal forces Fy
on Cylinder 1 and Cylinder 3 are always found to be very close to zero due to the
symmetry of the geometry considered.
As mentioned in Evans and Porter (1997), this kind of behavior can be charac-
terized by various combinations of forces on the four cylinders. Fig. 3.17 sketches
the four possible force patterns with the forces being either at the maximum or
equal to zero. Fig. 3.17(a) is the situation where the longitudinal forces on Cylin-
ders 1 and 3 are pointing inwards and the transverse forces on Cylinders 2 and
4 are pointing outwards. Fig. 3.17(c) shows a similar pattern but with the corre-
sponding forces in the opposite directions. Fig. 3.17(b) and Fig. 3.17(d) are the
patterns where the forces on Cylinders 1 and 3 are zero and the longitudinal forces
on Cylinders 2 and 4 are in the same or opposite direction to the incident wave
respectively. Globally, the whole structure will subsequently experience the force
combinations cycling from one pattern to another.
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(a) (b) (c) (d)
Figure 3.17: Possible force patterns of the near-trapped mode at ka = 1.66: (a) pattern
1; (b) pattern 2; (c) pattern 3; (d) pattern 4
Figure 3.18: Mean forces on the array of four cylinders at the near-trapping when ka =
1.66
After calculating the mean force on each of the cylinders, we find that all the
mean forces point towards the center of the array, as shown in Fig. 3.18. It should
be noted however that the mean longitudinal forces on Cylinders 2 and 4 are very
small, so are ignored here. The mean forces tend to push the cylindrical components
inwards, yet the total mean drift force on the entire system is actually rather small.
3.3.2 Amplitude and run-up at near-trapped mode
In order to understand better the near-trapping phenomenon and its influence on
surface elevation around the cylinders, two more cases with ka = 0.754 and ka =
0.468 respectively are investigated. These two ka values correspond to two thirds
and half of the near-trapping frequency at ka = 1.66 respectively for the same
arrangement of an array of four cylinders shown in Fig. 3.6(b). These cases were
also considered in the second order analysis of Malenica et al. (1999). Fig. 3.19
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shows the maximum wave elevation along the diagonal BC for the three different ka
numbers. It can be seen that the maximum wave elevations near the downstream
face of Cylinder 1 and the upstream face of Cylinder 3 are extremely high when
near-trapping occurs at ka = 1.66: they are more than 6 times the incident wave
amplitude at Point B and about 7 times at Point C. Furthermore, the maximum
wave elevation at the near-trapping frequency decreases very quickly from over 6
at x = ±0.37 to less than 2 at x = ±0.2, and subsequently there appears another
small peak at x = 0.0. For the other two ka numbers, the maximum wave elevation
along the diagonal BC is generally less than twice the incident wave amplitude and
the variation of the magnitude is limited to a relatively small range.
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Figure 3.19: Maximum wave elevation along the x-axis for 45° heading at a = 0.2, l = 4a,
d = 3a and kA = 0.157
The same effects associated with the near-trapping phenomenon are found
for the maximum wave run-up on the cylinders as shown in Fig. 3.20. From the
positions of the maximum wave run-up at the near-trapping frequency of ka = 1.66,
i.e. 0° for Cylinder 1, 270° for Cylinder 2 (or 90° for Cylinder 4) and 180° for Cylinder
3, we can also confirm the presence of the near standing wave in the vicinity of the
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Figure 3.20: Maximum wave run-up on the cylinders at a = 0.2, l = 4a, d = 3a and




To further investigate the nonlinear near-trapping phenomenon, the Fast Fourier
Transform (FFT) is adopted to carry out the amplitude spectral analysis of the
time series obtained from the present fully nonlinear time domain simulations. For
each of the time series to be processed, in order to obtain a frequency distribution
in an acceptable resolution, one will need a rather long time history. We extract
5 wave periods of the observed steady state signals and extend the signals to 20
wave periods by repeating these 5 wave period signals four times. By extending the
signals in this way, we are able to increase the frequency resolution in the spectral
analysis, without much additional computational effort or loss of accuracy.
First we consider the wave elevation at the downstream face of Cylinder 3 in
the case of ka = 0.468 and kA = 0.157, for the purpose of demonstration. Fig. 3.21
shows the frequency spectrum of the wave elevation for this case. The time history
is displayed by the solid line in Fig. 3.22. As can be seen from Fig. 3.21, the peaks
appear at the incident frequency ω0, double frequency 2ω0, and triple frequency 3ω0,
which are referred to as the first-, second- and third-order harmonics respectively.
This figure indicates that the first-order harmonic is predominant, however, the
second- and third-order harmonics also play an important role in the wave elevation.
In addition, we can even notice the fourth-order harmonic in the figure, which
highlights again that nonlinearity is significant in this problem; indeed this is one
of the motivations for using a fully nonlinear potential theory in the present study.
The nonlinearity can also be illustrated by performing inversed FFTs of the
spectra, filtered to isolate each of the first three peaks. The time domain approxi-
mations to the first-, second- and third-order elevations may thereby be calculated
and compared with the original fully nonlinear results, and these comparisons are
plotted in Fig. 3.22 (here second-order elevation indicates the total second order
elevation in a Stokes expansion, and similarly for third-order). The first-order ap-
proximation is found to give a relative error of about 30% at the wave trough. The
second-order solution significantly improves the accuracy in general, however, one
can observe significant discrepancies if one examines the concave curve near the
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wave crest. Finally, the third-order approximation is able to capture every detail
and represent accurately the original fully nonlinear results. The frequency anal-
ysis discussed above suggests that under the conditions examined the first-order
harmonics can only give an overall view of the problem, and potentially important
detailed effects are missing. Addition of the second-order harmonic component
provides an improved approximation as expected, but one needs the third-order
component to achieve a good match to the fully nonlinear time history in this case.
Similar results are plotted in Fig. 3.23 at the upstream of Cylinder 3. Here the
first-order approximation gives an underestimation about one third lower for the
maximum elevation. Again, one needs the third-order component to achieve a good
approximation.
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Figure 3.21: Frequency spectra of wave elevation at the downstream of Cylinder 3 when
ka = 0.468
In concern of convergence of higher order results, we have tested three mesh
quality situations for the above case, namely, coarse, normal and fine meshes, which
has elements around the cylinder with a maximum size of about one thirtieth, one
sixtieth and one ninetieth of the first order wave length. The normal mesh case
corresponds to the results presented in Fig. 3.21. Comparisons of time history and
frequency spectra of the wave elevation for the three mesh conditions are shown
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Figure 3.22: Higher-order approximations of wave elevation at the downstream of Cylin-
der 3 when ka = 0.468



















Figure 3.23: Higher-order approximations of wave elevation at the upstream of Cylinder
3 when ka = 0.468
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in Fig. 3.24. In Fig. 3.24(a) the normal and fine mesh results are almost identical
and only negligible difference is observed to coarse mesh. Spectral analysis in
Fig. 3.24(b) also generates very close results, which gives us confidence that the
higher harmonic components we produce from fully nonlinear results are mesh
convergent in using a normal mesh.
This frequency analysis then can be conducted at any point in which we are
interested. We have used this approach to decompose the first-, second- and third-
order harmonics of the wave elevation in the vicinity of the cylinder array, and
thereby to investigate the potential for different near-trapped modes to be excited
by different harmonics. Malenica et al. (1999) demonstrated the near-trapping
phenomenon for second-order waves for this array of cylinders. Their second order
analysis included results for waves at incident frequencies corresponding to ka =
1.66 and ka = 0.468. The first of these corresponds to a trapped mode frequency,
and as discussed above it leads to large elevations for waves at 45° . The incident
wave frequency ka = 0.468 corresponds (for the water depth considered here) to
half this trapped mode frequency. Therefore one may anticipate (and Malenica
et al. (1999) confirmed) that second order effects can excite this same trapped
mode. Here we re-examine this situation using the fully nonlinear model, and make
a preliminary attempt to extend the approach to consider near-trapping by third
order effects. We have also compared our results with the experimental data of Ohl
et al. (2001), who reported results for ka = 0.465. Ohl et al. (2001) measured
results for two steepnesses: kA = 0.135 and kA = 0.261, and the dimensionless
elevations from their harmonic analyses differed somewhat at the two steepnesses.
They suggested that part of the reason for this was breaking of the incident plus
scattered waves in the higher steepness case. Our results are calculated for this
wavenumber at a steepness kA = 0.157.
Fig. 3.25 and Fig. 3.26 show the first-, second-, third-harmonic components
and the mean wave elevation along the diagonal BC (see Fig. 3.6(b)) at these two
wavenumbers ka = 1.66 and ka = 0.468, respectively, and the comparison with the
results obtained by the second-order wave theory from Malenica et al. (1999) and
the experimental data from Ohl et al. (2001) at the lower steepness they considered.
The second order results model the array in the open sea, whereas the experiments
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Figure 3.24: Mesh convergence of higher-order harmonics of wave elevation at the down-
stream of Cylinder 3 when ka = 0.468: (a) time history; (b) spectrum
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were conducted in a square tank; and for practical reasons our numerical model is
based on a long tank, of width 14a. It is not expected that reflections from the tank
walls would significantly affect the higher harmonics, associated with slower wave
speeds. The first, second and third harmonics are non-dimensionalised by A, kA2,
and k2A3 respectively. Results for three meshes for the wavenumber ka = 0.468 are
included in Fig. 3.26, to demonstrate convergence of the higher-order harmonics.
Mesh 1, Mesh 2 and Mesh 3 correspond to mesh qualities of the coarse, normal and
fine mesh conditions discussed in Fig. 3.24. It can be seen in Figs. 3.26(a), 3.26(b)
and 3.26(c) that both the first- and second-order components of the coarse and
fine mesh cases are essentially identical. Small discrepancies are observed in the
third-order components in Fig. 3.26(d), nevertheless, the overall trend still can be
considered as convergent. The above comparisons provide a simple demonstration
of the convergence of the higher-order harmonics, extracted by the FFT, up to third
order in the present numerical model of the cylinder array.
For the wavenumber corresponding to linear near-trapping, the present first-
order results in Fig. 3.25(a) generally agree with those from Malenica et al. (1999)
except near the cylinder edges at Points B and C where the present results are
higher. For the wavenumber causing near-trapping at second-order, the first-order
component in Fig. 3.26(a) is much smaller than that in the first-order near trapping
case, and the first order results from both Malenica et al. (1999) and the present
study are close to the experimental data. However, the dimensionless second-order
component in this case becomes much larger compared with that at the wave fre-
quency causing linear near-trapping. Our numerical results still agree quite well
with the experimental data while the values near the inside faces of Cylinder 1
and Cylinder 3 from Malenica et al. (1999) are significantly larger. It should be
mentioned that the results of Malenica et al. (1999) have been confirmed by an-
other independent diffraction numerical program in Newman (2001). One possible
explanation for this discrepancy between the frequency-domain second order re-
sults on one hand, and the experimental and fully nonlinear time-domain results
on the other, is the difference between the incident wave nonlinear characteristics.
Differences arise at second and higher orders because of the different bound waves
generated by a wavemaker (as in the experiments and the nonlinear model) and
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Figure 3.25: Different harmonic components of wave elevation along the x-axis for the
first-order near-trapped mode at ka = 1.66: (a) first-order component; (b) second-order
component; (c) mean value; (d) third-order component
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Figure 3.26: Different harmonic components of wave elevation along the x-axis for the
second-order near-trapped mode at ka = 0.468: (a) first-order component; (b) second-
order component; (c) mean value; (d) third-order component
70
those in a Stokes expansion for waves in the open ocean. The mean components of
elevation are shown in Figs. 3.25(c) and 3.26(c). As expected, the mean elevation
at ka = 1.66 is very much larger than at ka = 0.468, because the mean quantities
in the Stokes expansion to second order depend only on first order effects, and these
are strongly influenced by near-trapping at ka = 1.66.
The dimensionless third order components at the two incident wavenumbers are
shown in Figs. 3.25(d) and 3.26(d). It is striking that the third order component for
the case ka = 0.468 is almost an order of magnitude larger than that for ka = 1.66.
A likely explanation would seem to be that this incident wave excites a different
trapped mode at third order. It may easily be shown, using a linear analytical
solution based on Evans and Porter (1997), that this configuration exhibits a near-
trapped mode excited by waves from 45° at ka = 3.734. Such a mode would be
excited in the water depth considered here (d/a = 3) by third harmonics due to
an incident wave having wavenumber ka = 0.468. This leads to the remarkable
situation that in this case, for an incident wave at ka = 0.468 at 45°, one trapped
mode is excited by second order effects, and a different trapped mode by third
harmonics.
3.4 Concluding remarks
In this chapter, fully nonlinear wave diffraction around an array of fixed vertical
circular cylinders has been simulated by means of a higher-order boundary element
model in a numerical wave tank. We first validate the present model by considering
a case of two tandem arranged cylinders. Good agreements are achieved in com-
parisons against both existing analytical and numerical results. Later simulations
concern an array of four circular cylinders, which are identical and equally spaced.
We reproduce the experimental tests performed by Ohl et al. (2001) and provide
better predictions than linear models do.
The near-trapping phenomenon in the array has been investigated by the
present time domain simulation. The numerical model has confirmed and extended
the findings of Malenica et al. (1999) that higher order nonlinear effects can excite
near-trapped modes. For a particular case of a square array of four circular cylin-
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ders, Malenica et al. (1999) showed that for an incident wave at half the frequency
of the wave that excites a particular near-trapped mode through linear interactions,
the same mode is excited by second order effects. A harmonic analysis has been
used here to decompose linear, double frequency and triple frequency components
in the time histories obtained from the fully nonlinear model. These have shown
similar behavior to that found by Malenica et al. (1999) with their second order
analysis. We have also provided preliminary evidence of third order excitation of
a trapped mode. For the particular configuration considered here, we observed the
remarkable phenomenon that at one specific incident wave frequency and direction
one trapped mode is excited by second order effects, while a different trapped mode
(having similar symmetries) is excited by third order effects.
The results suggest that under certain conditions of wave frequency and direc-
tion, extremely high local free surface elevations can arise within the array. Such
behavior would have direct implications for the evaluation of airgap, in the process
of designing offshore structures such as semisubmersibles and tension leg platforms,
and for potential damage due to wave-in-deck loads. The observations and find-
ings in the present study suggest that nonlinear effects should be modeled in the




Development of a nonlinear
decomposition model
This chapter presents a nonlinear decomposition model, based on the fully nonlinear
potential model we have described in Chapter 2 and employed in Chapter 3. The
main aim of developing this decomposition model is to improve the simulation
efficiency, not by using faster or more CPUs (computational resources are limited),
but by improving the model itself and related numerical algorithms. We reformulate
the original fully nonlinear potential flow model by decomposing the total wave into
two parts: an incoming wave and a scattered wave. The incoming wave is described
by a nonlinear model and only the scattered wave needs to be solved.
In this chapter, we firstly describe the motivation of developing this decom-
position model, followed by a detailed derivation of the model. Then we present
a comparative study of the original model and the decomposition model. Numer-
ical stability for the present nonlinear time domain model is also discussed, and
improved by implementing some minor numerical treatments. Application of this
decomposition model is presented in the next chapter.
4.1 Motivation
Recall that our original model is a rectangular numerical wave tank (shown in
Fig. 2.1), with a wave maker at one end and a numerical beach at the other.
At the beginning (before developing the decomposition model), we intended to
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employ this tank to study the problem of wave interaction with two side-by-side
barges (one of our major tasks in this research). Fig. 4.1 shows an example mesh
of wave propagating towards two barges in head sea in a rectangular tank (tank
mesh is not shown). However, many ‘trial and error’ numerical tests reveal that
this model works well in some situations but is not satisfying in others (critical
resonance cases). We have studied a twin-barge system with main particulars listed
in Table 4.1. This twin-barge system is exactly the case investigated by Newman
(2005), who studied the associated gap resonance using the program WAMIT.





Gap width Bg 8
Table 4.1: Main particulars of a twin-barge system
Figure 4.2 shows the maximum wave elevations (normalized by incident wave
amplitude) on the free surface at four wave frequencies: ω = 0.55 rad/s, 0.64 rad/s,
0.731 rad/s, 0.806 rad/s. The barges are subjected to regular waves in beam sea.
We run the simulations for 20 wave periods. Note that waves near the right end
of the tank in all four cases are well damped out. It has to mention that there
is no damping layer at the other two side walls. Wave fields near the barges in
Figs. 4.2(c) and (d) are not significantly disturbed by tank sides walls. However,
in the long wavelength cases in Figs. 4.2(a) and (b), clearly reflection waves due to
side walls have strong influence on the elevations near the barges (see the confined
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waves between the barge hulls and the two side walls in Figs. 4.2(a)). To eliminate
the tank wall effect, we can easily implement numerical beaches near the tank walls
as we have done for the right end wall. However, putting near side walls a damping
layer of a width of one wave length can dramatically increase the size of the tank.
This results in an unacceptably long time computation. Moreover, there exists a
very long transient response before the final steady state can be achieved in the
situation of gap resonance (discussed in Section 5.2). These make the rectangular
wave tank impractical for simulations of a large marine multibody system and
associated resonances where a long time simulation is required.
In order to address the problems arising from the original rectangular wave
tank, we aim to develop a nonlinear model which is capable of
 modelling wave-body interactions in a relatively small wave field and elimi-
nating the tank wall effect
 performing long time simulations efficiently
 simulating any desired wave conditions (regular and irregular)
A circular numerical wave tank based on a nonlinear decomposition model is then
presented in this chapter. Its advanced features, accuracy, and efficiency are demon-
strated, by comparisons with the original rectangular tank.
4.2 Formulation of a decomposition model
The idea of decomposition is quite straightforward: we separate the total wave field
into an incident wave and a scattered wave. The incident wave field is prescribed
by a simple nonlinear potential flow model. The scattered wave field is solved by
a corresponding boundary value problem formulated in the next subsection. Via
decomposition, the following features are achieved: a) we do not need to model a
wave maker, since the incident wave is assigned either analytically or numerically;
b) in theory any wave model can be assigned as the incident wave such as a regular
Stokes wave, a focus wave group, or an irregular wave described by a predefined
wave spectrum. This allows us to easily model any sea state by simply imposing a
proper incident wave model; c) unlike in the rectangular wave tank, we do not need
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Figure 4.2: Maximum elevation η/A around two barges at four frequencies in beam sea:
(a) ω = 0.55 rad/s; (b) 0.64 rad/s; (c) 0.731 rad/s; (d) 0.806 rad/s
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to compute the process of wave propagation which starts from the wave maker to
the bodies, since the whole incident wave field is directly imposed.
4.2.1 Boundary value problem for scattered waves
Instead of a rectangular tank, we define a circular numerical wave tank in Fig. 4.3,
which includes a circular tank, two rectangular barges, a free water surface and a
damping zone on the free surface near the tank side wall. The origin of a coordinate
system Oxyz is placed at the center of the calm water surface, with z-axis pointing
upwards.
Figure 4.3: Plain view of a cicular wave tank model with two side-by-side barges
Following the assumptions and formulations of the original fully nonlinear po-
tential flow model presented in Section 2.1, we rewrite the total velocity potential
as φ = φI + φS and the position of water particles on the free water surface as
X = XI + XS, where the subscripts ‘I’ and ‘S’ denote the quantities for incom-
ing and scattered flows respectively. The Laplace equation that the total potential
satisfies remains linear and becomes
∇2φ = ∇2φI +∇2φS = 0 (4.1)
Substituting the total potential and position into the corresponding kinematic and
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= −g(zI + zS) + 1
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∇φ · ∇φ (4.3)







Let the prescribed incident wave satisfies boundary conditions of a fully non-
linear potential flow as follows
∇2φI = 0 (4.5)
DXI
Dt
= ∇φI on SF (4.6)
DφI
Dt
= −gzI + 1
2
∇φI · ∇φI on SF (4.7)
Substituting Eqs. (4.5)-(4.7) into Eqs. (4.1)-(4.4) gives the following new boundary
conditions for the scattered potential
∇2φS = 0 in Ω (4.8)
DXS
Dt
= ∇φ−∇φI on SF (4.9)
DφS
Dt
= −gzS + 1
2
∇φ · ∇φ− 1
2
∇φI · ∇φI on SF (4.10)
∂φS
∂n
= Vn − ∂φI
∂n
on SB (4.11)
where both the total flow velocity ∇φ from the total potential φ and the velocity
component ∇φI due to the incident wave potential φI are calculated on the real
time total free water surface SF . The normal velocity of incoming wave on the
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A similar concept of decomposition has been used in Ferrant et al. (2003), ex-
cept that they expressed the free surface boundary conditions in the semi-Lagrangian
description, whereas we use the fully Lagrangian description. In their model, the
horizontal motions of the free surface points are inhibited and the vertical coor-
dinates become single-valued as z = η(x, y, t). This will make it relatively hard
to simulate the situations with moving structures where intersection lines between
fluid and structures are not horizontally fixed. A fully Lagrangian description of
the free surface boundary conditions is more robust for water wave-body interac-
tion problems as the water particles on the free surface are free to move in three
dimensions.
As discussed in the motivations of developing the decomposition model, we
intend to eliminate the tank wave effect, i.e. no reflection from the tank wall.
We model a hollow-shape numerical beach near the circular tank wall. Since the
incident wave is directly imposed, only the scattered wave needs to be damped
out. Therefore, the free surface boundary conditions in Eqs. (4.9) and (4.10) are
modified to include the damping in the damping area and become
DXS
Dt
= ∇φ−∇φI − ν(r)XS (4.13)
DφS
Dt
= −gzS + 1
2
∇φ · ∇φ− 1
2
∇φI · ∇φI − ν(r)φS (4.14)
The same damping coefficient ν(r) is utilized as for the numerical beach in the
original rectangular tank.
We have now obtained a boundary value problem for the scattered wave field
governed by Eqs. (4.8)-(4.11). Nearly the same procedure in solving the total
potential presented in Chapter 2 can be utilized for solving the scattered potential.
At each time step, the computational mesh is still generated on the total free
water surface, on which the scattered potential is known from the previous time
step. By solving the boundary value problem for the scattered wave, the normal
derivative of the scattered potential on the free surface can be obtained. Based
on this obtained derivative, the total flow velocity is calculated on the total free
surface. In the calculation of total flow velocity the incident wave velocity and
potential are required, both of which are evaluated explicitly on the total free water
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surface. By the time integration of free surface boundary conditions, the position
and potential of the scattered wave can be updated. Consequently the new total
free water surface can be determined by superimposing the incident wave elevation,
and the computation can proceed to the next time step.
4.2.2 Prescribed incident wave models
The above reformulated boundary value problem for solving the scattered wave is
equivalent to that for the original total flow potential if the incident flow satisfies the
Laplace equation and all the fully nonlinear boundary conditions. The convenience
of representing different sea states by prescribing specific incident waves is one of
the important features of the decomposition model. Practically, the incident waves
can be described by any wave model.
For weakly nonlinear waves, in cases where the incident waves are propagating
in a relatively deep water and the wave steepness is not very high, a Stokes model
(5th order for instance) might be utilized. To accurately represent a strongly non-
linear wave, the stream function model can be used. The stream function model
defines a stream function ψ, which is orthogonal to the velocity potential. The
basis is to write the analytical solution for ψ in form







sinh jk(z + d)
cosh jkd
cos(jkx) (4.15)
where c = λ/T = 2pi/kT is the wave celerity, Bj is a dimensionless coefficient for a
particular wave, N a integer for finite terms of truncation. Let the stream function
satisfies the Laplace equation and the following kinematic and dynamic free surface
conditions in 2D Oxz plane









)2] + gz = R (4.17)
where Q and R are two constants. If we evaluate the above two equations at
N + 1 discrete points over half wave length from the crest to the trough, i.e. xj =
jλ/2N (j = 0, 1, · · · , N), we can obtain 2N + 2 nonlinear equations. Here we
have 2N + 4 unknowns: z(xj); Bj (j = 1, · · · , N); k; Q; R. Two extra equations
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are required to solve the unknowns. One is that the mean free surface should
be zero
∑N
j=0 z(xj) = 0; the other connecting the wave crest and trough is H =
z(xN)−z(x0), where H is the given wave height for a particular wave. The system of
nonlinear equations is solved by means of a generalized Newton-Raphson iteration.
Practice shows that in most cases convergence can be quickly obtained when N =
20, which is applied in the present simulations. Once the solution is obtained, the
velocity potential can be calculated as









sin j(kx− ωt) (4.18)
Fig. 4.4 shows a comparison of wave profile generated by the 5th-order Stokes
model and the stream function model. In a weakly nonlinear case kA = 0.067 in
Fig. 4.4(a), these two models generate almost identical waves; whereas difference
arises in the higher steepness case in Fig. 4.4(b) when kA = 0.45. It suggests that
the 5th-order Stokes model remains applicable when considering a weakly nonlinear
wave, and that the stream function model ought to be employed in modelling a
highly nonlinear wave. One should also bear in mind that more effort is needed
to generate a wave by the stream function method than by the 5th-order Stokes
model.
To model a more realistic sea state, we can generate irregular waves with a
given wave energy spectrum S(ω). Once the energy spectrum is chosen, the free
surface elevation and the velocity potential can be calculated as a sum of N (N




An cos(knx− ωnt+ pn), An =
√
2S(ωn)∆ω (4.19)





cosh kn(z + d)
sinh knd
sin(knx− ωnt+ pn) (4.20)
where An is the wave amplitude, ωn the wave frequency, kn the wave number, and
pn the phase offset of the nth component. In addition, d is the water depth and ∆ω
is the frequency interval. The phase is a random function following the standard
uniform distribution, ranging from 0 to 2pi. No transfer function is required due
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Figure 4.4: Wave profiles obtained with 5th order Stokes wave model and stream function
model: (a) kA = 0.067; (b) kA = 0.45
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to the nature that no wave maker is used in this decomposition model. It ought
to mention that this model is a linear superposition of finite wave components.
More details on the irregular wave generation can be found in Dean and Dalrymple
(1984) and Frigaard et al. (1993).
4.3 Model validation
To validate this decomposition model and explore its features, we study again
the case of cylinder array that is extensively investigated in Section 3.3. As the
capability of capturing higher-order effect is concerned, we investigate the case of
second-order near-trapping corresponding to an incident wave frequency ka = 0.468
in 45° heading. The configuration of the cylinder array is shown in Fig. 3.6(b). We
employ the stream function model as the prescribed incident wave model.
(a) (b)
Figure 4.5: Mesh example of four cylinder in a circular tank: (a) overall view; (b) close
view
The boundary mesh of four circular cylinders in the circular tank is shown
in Fig. 4.5. Apparently mesh density near the cylinders is much higher than that
near the tank wall, which is modelled as a numerical beach. In this way, the total
number of elements is significantly reduced compared with the original case where
a long rectangular tank needs to be modelled. Table. 4.2 lists the details of the
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computational domain for the original rectangular tank and the circular tank in
the case of four cylinders. In these two models, the mesh density near the cylinders
are set to be comparable. The radius of the circular tank is four times the incident
wave length, while the width and length of the rectangular tank are four and eight
times the wave length.
Models Original Decomposition
Number of nodes 19909 12057
Number of elements 8238 5238
Table 4.2: Number of nodes and elements on the computational domain for the original
and decomposition models
With the feature of decomposition, we are now able to examine only the scat-
tered wave field which provides a direct view of the complicated diffraction and
re-diffraction between the multiple bodies. Fig. 4.6 demonstrates the free surface
elevation in a cycle at four time instants t = 10.5T , 10.75T , 11.0T , 11.25T . The left
column snapshots show the scattered wave surface and the right the total surface.
It is clearly seen from the scattered surface that relatively high scattered elevation
is formed within the cylinder array.
4.3.1 Effectiveness of numerical beach
A long simulation is now possible thanks to the feature of a hollow numerical beach.
The effectiveness of the damping beach is then of concern. Only an efficient damping
beach eliminates the side wall effect and ensures a perfect open sea environment.
The surface profiles along the centreline of the cylinder array (y = 0) at a time
instant t = 14.6T are shown in Fig. 4.7. Only the wave elevation from the edge of
the downstream cylinder to the outer free surface boundary is shown. The vertical
bold line at x = 0.766 m represents the downstream surface of Cylinder 3 and the
horizontal dotted line is the still water surface. From the figure, we can see that
the scattered wave has been efficiently damped by the damping zone at the outer
region of the domain (x = 2.4− 5.0 m), and no reflection wave is visible. This can






Figure 4.6: Free surface elevation η/A in a cycle, left column for scattered wave and right
for total wave, at the time instants: (a) t = 10.5T ; (b) t = 10.75T ; (c) t = 11.0T ; (d)
t = 11.25T
86
1 . 0 1 . 5 2 . 0 2 . 5 3 . 0 3 . 5 4 . 0 4 . 5 5 . 0- 1 . 5
- 1 . 0








x  ( m )
 S c a t t e r  w a v e  s u r f a c e I n c i d e n t  w a v e  s u r f a c e
C y l i n d e r  3
Figure 4.7: Surfaces of scattered and incident waves downstream Cylinder 3 in the case of
wave past four cylinders with ka = 0.468 at a time instant t = 14.6T . The vertical bold
line at x = 0.766m represents the downstream surface of Cylinder 3 and the horizontal
dotted line is the still water surface.
4.3.2 Accuracy
As the original fully nonlinear model has been well validated in the previous chapter,
and the intention to develop the decomposition model is to improve its efficiency,
it is straightforward for us to compare the decomposition model with the original
model.
Fig. 4.8 plots the non-dimensional time history of wave elevation at the center
of the cylinder array. It can be seen that the new results are very close to those
generated by the original model (published in Bai et al., 2014 ) after the steady
states have been reached, yet a much smaller number of wave periods is required
for the decomposition model to achieve the final steady state. Note that they have
a phase shift as expected. A similar comparison is made in Fig. 4.9 for the dimen-
sionless horizontal wave force on the upstream cylinder. One could notice a minor
difference between these two models in both Figs. 4.8 and 4.9. A likely explanation
for this small difference may be the side wall effects in the numerical model of Bai et
al. (2014) and the different wave generation mechanism between these two models,
while the current simulation is more suitable for open sea conditions.
As in the previous chapter, we have also used the FFT technique to extract
from the time history of wave elevation several higher harmonics, as indicated in
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Figure 4.8: Time history of wave elevation at the center of cylinder array with ka = 0.468
in 45° heading wave










Figure 4.9: Time history of horizontal wave force on the upstream cylinder with ka =
0.468 in 45° heading wave
Fig. 4.10. This shows (suitably non-dimensionalised) different harmonic compo-
nents of wave elevation along the diagonal within the cylinder array at the second-
order near-trapping frequency corresponding to ka = 0.468. The first, second and
third harmonics are the components of fully nonlinear results at single, double, and
triple the frequency of the incident wave, respectively. Analytical solutions by the
second-order potential theory in Malenica et al. (1999), numerical results in Bai et
al. (2014) and experimental data from Ohl et al. (2001) are included in the compar-
isons. The first-order results in Fig. 4.10(a) are generally very close. More striking
is the nondimensionalised second-order wave elevation in Fig. 4.10(b), where results
of both Bai et al. (2014) and the present decomposition model agree well with the
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experiments. The analytical solution of Malenica et al. (1999), however, tends to
over-predict the second-order elevation near x = 0.366 m upwave of the downstream
cylinder. A possible reason is that all results other than the analytical solution are
the second harmonic components extracted from the nonlinear time series and ef-
fects from higher orders, potentially higher resonant modes, can be present, while
the analytical solution of Malenica et al. (1999) is limited to first and second order
only. One example of this may be found in Fig. 4.10(d), which illustrates the third
harmonics of wave elevation from Bai et al. (2014) and the present decomposition
model. Both results show a very similar overall trend, with very high values at some
positions. These high third-harmonic elevations might be explained by a third order
resonant mode excited in the current configuration. A more detailed explanation
can be found in Section 3.3.3. Comparisons of the second-order mean elevation are
plotted in Fig. 4.10(c). Considering the small range (e.g. compared with the second
harmonic results which are non-dimensionalised similarly), the overall agreement is
fairly good for the mean elevation.
4.3.3 Convergence
In order to demonstrate the convergence of the nonlinear decomposition model
with computational meshes, especially for higher harmonic components, another
two mesh configurations, coarse ‘Mesh a’ and fine ‘Mesh c’, are adopted for the
above case, while ‘Mesh b’ corresponds to the reference mesh density used for
results in Fig. 4.10. The element sizes on the free surface near the cylinder array
in cases of ‘Mesh a’, ‘Mesh b’ and ‘Mesh c’ are approximately one thirtieth, one
fiftieth and one seventieth of the linear wave length, respectively.
Mesh Mesh a Mesh b Mesh c
Number of nodes 11681 14057 18753
Number of elements 5154 6238 8202
Table 4.3: Number of nodes and elements on the computational domain in the mesh
configurations Mesh a, Mesh b and Mesh c
Figure 4.11 displays the time history of wave elevation at x = 0.366 m, the
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Figure 4.10: Comparison of harmonic components of wave elevation along the x-axis for
the second-order near-trapped mode with ka = 0.468 in 45° heading wave: (a) first order;
(b) second order; (c) mean value; (d) third order
90
upwave face of the downstream cylinder for these three mesh conditions. They are
almost identical except at the maxima where discrepancies appear within a very
small range (less than 3%). Because higher order effects are of interest in the present
model, second and third harmonics extracted from the fully nonlinear results, of free
surface elevation along the diagonal (equivalent to those in Fig. 4.10) are illustrated
in Fig. 4.12 for the three mesh configurations. One can notice that second-order
components in Fig. 4.12(a) are very close among different mesh densities, and only
minor variances are observed for the third harmonics in Fig. 4.12(b). The above
comparisons suggest that the current numerical model converges very fast with
computational meshes, and in terms of accuracy, it is not very sensitive to mesh
density or mesh size as long as the computational mesh is not too coarse. In all the
simulations in the following chapters, similar mesh densities to that in ‘Mesh b’ are
adopted, in order to achieve a balance between accuracy and computational effort.










Figure 4.11: Time history of wave elevation at x = 0.366 m with ka = 0.468 for three
different meshes
In summary, the nonlinear decomposition model is capable of capturing the
higher-order effects associated with nonlinear free surface boundary conditions and
improves the efficiency against the original rectangular numerical wave tank in
terms of computational effort. Moreover, the nature of the circular tank model
enables a long-time simulation to be performed without the concern about wave
reflection from the tank wall; this is very important if a quite large marine system is
considered and a long time is probably required for the steady state to be achieved
due to transient responses. In the investigation of gap resonances between side-
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Figure 4.12: Mesh convergence of higher harmonics of wave elevation along the diagonal
at ka = 0.468: (a) second harmonic and (b) third harmonic
by-side barges (presented in Chapter 5) where the transient regime might be long,
these advantages become extremely useful.
It has to be noted that, while the decomposition model has some advanced
features over the original rectangular wave tank, the rectangular numerical wave
tank remains a useful tool as well. Notice that, experimental tests are mostly
performed in a rectangular tank/flume; to reproduce an experimental test, the
rectangular numerical tank might remain a valuable model, since it includes the
side wall effect that also exists in a test carried out in a rectangular wave flume.
4.4 Numerical stability
Despite being accurate and efficient, numerical instability is one of the severe issues
the present numerical model (also the rectangular wave tank model) experiences.
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The so-called ‘saw-tooth’ instability has been observed since Longuet-Higgins and
Cokelet (1976) presented probably the first BEM based time-domain model. Dom-
mermuth and Yue (1987) proposed a regridding technique which was reported to ef-
fectively stabilize their nonlinear model where a mixed Eulerian-Lagrangian (MEL)
scheme was utilized. The regridding technique was thereafter employed by many
investigators. The instability has been identified since early development of the
potential flow theory. This numerical instability is directly caused by the intersec-
tion lines between the free surface and bodies, and it is only observed in simulating
steep wave interaction with structures. Simulations of pure water waves or using
mild waves do not show such instability. The root cause is the use of Lagrangian
points on the free surface which may concentrate upon updating their positions.
The concentrated Lagrangian points are prone to cause relatively large numerical
errors while evaluating their velocity gradient. The numerical errors will be ac-
cumulated when simulation continues because there is no viscous damping in the
potential flow model. The divergent solution of velocity potential at these concen-
trated Lagrangian points will eventually cause breaking down of the simulation.
A conventional von Neumann stability analysis for a time marching scheme








where ∆x is the local mesh size and ∆t the time step. However, the Courant
condition is only a necessary condition for stability. Given a minimum grid size,
a critical time step size can be found using the Courant condition. Nevertheless,
some time integration schemes could lead to unconditionally unstable models with
any choice of time step.
In our nonlinear simulations of wave diffraction around fixed bodies, we found
that simulations in condition of mild waves are quite stable, and the steepness of in-
cident wave dominates the stability performance of our nonlinear model, regardless
of how small the time step is chosen and how fine the boundaries are discretized.
Simulations of nonlinear waves without bodies can be to the extent of high steepness
near breaking and are much more stable than those including wave-body interac-
tions. The intersections between free surface and body are usually critical areas
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where the ‘saw-tooth’ instability appears.
This section presents some approaches to improve the numerical stability of
the present time-domain higher-order boundary element model based on the MEL
scheme. We focus on the study of effects from various numerical treatments, i.e.
unstructured free-surface mesh control, dynamic mesh adjustment, interpolation
etc.
4.4.1 Saw-tooth instability
We consider the case of cylinder array studied in the previous sections. In the
concern of numerical stability, we found that the simulations could become un-
conditionally unstable if some relatively steep waves are imposed. A typical ‘saw-
tooth’ instability-induced mesh around a cylinder in our simulations is presented
in Fig. 4.13, which shows a very unsmooth wave surface, right upon the breakdown
of a simulation. In the simulations, the Courant conditions are conservatively sat-
isfied; yet a small time step and a very fine mesh discretization do not improve the
stability performance. A comparison of normalized scattered wave elevation zS/A
of a point with the incident waves of two different amplitudes is shown in Fig. 4.14.
The corresponding point locates in the upwave face of the upstream cylinder in the
array. The case of A = 0.01 is able to proceed until the steady state is obtained,
while the larger amplitude case A = 0.03 breaks down around 2.4T , where T is the
wave period. Varying the time step and discretization in the case A = 0.03 leads to
almost the same unbounded elevation response. We have found from our numerical
tests that the stability of the model is rather sensitive to wave steepness than other
properties. It is essentially quite stable to simulate mild waves even with a large
time step and coarse mesh, whereas relatively steeper waves could lead to unstable
solutions.
4.4.2 Numerical treatments
To improve the stability performance of the model, we can hereby implement some
minor numerical treatments, though they do not fully tackle the stability issue. It
is straightforward to improve the mesh quality in the first place, especially on the
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Figure 4.13: A typical ‘saw-tooth’ instability-caused free surface mesh near a cylinder
Figure 4.14: Scattered wave elevations at the upwave of the upstream cylinder in the
array
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free surface where unstructured mesh is generated. Recall that a Delaunay triangu-
lation is applied to generate the unstructured triangular mesh on the free surface.
Following the procedure of Delaunay triangulation introduced in Subramanian et
al. (1994), we add an elemental quality control by means of evaluating a dimen-
sionless circumcircle radius of a Delaunay triangle. In Fig. 4.15(a), assume we now
have a node P to be inserted into 4ABC. The dimensionless circumcircle radius





LA/lAP + LB/lBP + LC/lCP
1/lAP + 1/lBP + 1/lCP
(a) (b)
Figure 4.15: Demonstration of Delaunay triangulation: (a) before inserting P and (b)
new mesh after P inserted
where rP is circumcircle radius and LP a length scale. The length scale LA, LB, LC
is a property associated with the corresponding node and calculated the same way
as the inserting point P when they are inserted.
A skinny triangle, likely causing singularity, results in a very large RP , which
ought to be avoided. To ensure a high quality mesh, each element ought to be as
close to an equilateral triangle (RP = 2/3) as possible. The final free surface mesh
is formed by inserting a predefined number (N) of points into a coarse triangulation
based on the free surface boundaries. The number of points to be inserted controls
the density of the mesh of the free surface. However, inserting any point will cause
the re-distribution of the mesh nearby. The newly formed elements thus have their
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corresponding dimensionless circumcircle radius which is probably very large if a
poor-shaped element is formed. Therefore, to ensure a satisfying mesh density
as well as to eliminate any skinny triangle, we set two criteria while inserting a
point into the free surface domain: i) the total number of points inserted must be
within (1 ± 0.05)N ; ii) the maximum RP among all triangles must be less than
1.0. Only when both criteria are satisfied the mesh quality is acceptable. If the
number of points inserted on the free surface is between 0.95N ∼ 1.05N but the
maximum RP ≥ 1.0, we then continue inserting points until the second criteria is
satisfied. If the second criterion is unable to achieve even at the moment when
the number of inserting points exceeds 1.05N , we then need to change the input
meshing parameter (number of elements on the panel boundaries or number of
points to be inserted) until both of them are satisfied. However, one might have
to carry out many trials to fulfill the two requirements. A further improvement to
tackle this and make the model more robust in this aspect is still needed.
Figure 4.16: Number of iterations for convergence in Case 1 and 2 in different wave
amplitudes
Figure 4.16 shows the maximum number of iterations needed to obtain con-
verged solutions at each time step while time marching. Two cases under three
wave amplitudes A = 0.001, 0.01 and 0.02 are included. Case 1 represents the
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original case where free surface triangulation is not well controlled and Case 2 for
the one which integrates the above two criteria. 9157 nodes and 4520 elements are
distributed over the free surface in Case 1, and 8721 nodes and 4284 elements in
Case 2. To monitor the convergence of the linear equation system resulted from
the boundary value problem for velocity potential, a GMRES (Generalized Minimal
Residual) solver is employed to solve the discretized linear equation system and the
residual for convergence is less than 1 × 10−6. The GMRES solver is a standard
distribution in the Intel® Math Kernel Library, which can be directly implemented
into the present model. It could be seen in Fig. 4.16 that the required number
of iterations for convergence at steady state increases for both Case 1 and Case 2
with a higher amplitude. Case 1 with the amplitude A = 0.02 breaks down around
4.4T while no instability is observed in Case 2. They actually follow quite similar
build-up towards steady state before Case 1 breaks down. Observations show that
the elevation of a vertex located in a skinny triangle near the upstream cylinder in
Case 1 is suddenly amplified, resulting in the breakdown. This leads to the sugges-
tion that it is necessary to control the free surface mesh quality in elemental level
for the improvement of numerical stability.
However, both cases tend to be unstable if the amplitude is further increased
beyond A = 0.03, where the wave steepness is far below the threshold of a breaking
wave. This breakdown of simulation is thus not induced by the physical breaking
of the wave but a numerical instability. By examining the maximum residual and
its corresponding node as the GMRES solver breaks down, we have found that the
divergence of the potential is induced not by the vertices of quadratic triangular
elements near the body-surface intersections, but by the middle nodes of vertices.
This leads to the unusually high or low elevation of those points. The sudden ‘jump
out’ of those middle nodes causes the quadratic triangles where those middle nodes
locate seriously twisted, resulting in simulation breaking down.
While we are unclear about what on the ground makes the potentials of those
middle nodes near the intersections divergent, we can mitigate this by numerical
treatments. A simple approach is to calculate the potentials at these mid-nodes
by averaging their neighboring corner nodes, instead of using the solutions solved
from the assembled linear algebra equations. That means the elements to be treated
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Figure 4.17: Maximum number of time steps for Cases 1, 2 and 3 with increasing wave
amplitudes
eventually become linear panel elements. In order to maintain a high accuracy of
the model, the transformed elements are only those located next to the water-body
intersections on the free surface. As this treatment highly depends on the water-
body intersections, multiple structures will have more points to be treated. In the
present simulation of four cylinders where mesh convergence has been tested, only
less than 5% elements on the free surfaces are processed under this treatment. Sta-
bility improvement of such treatment is presented in Fig. 4.17, where Case 3 repre-
sents the simulations with transformed elements. The vertical axis is the maximum
number of time steps each case can reach. A case with a thousand time steps (a
pre-set maximal value) means a stable simulation, while it means breakdown of a
case with the time steps less than the maximal value. The horizontal axis is the
increasing wave amplitude for each case. It can be seen that the stability of the
present model is significantly improved in Case 3, capable of simulating cases with
an incident wave of A = 0.05. The initial Case 1 breaks down when the incident
wave amplitude is only A = 0.02. It has to be mentioned that the results are not
sensitive to the variation of meshes (fine or coarse), and the maximum number of
time steps for those broken down cases is generally consistent, varying within a
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difference of 5%. In addition, the accuracy of Case 3 is examined by comparisons
of higher-order harmonic components with the model without implementing the
treatment. The results show a good agreement. A comparison of the horizontal
force on the upstream cylinder of Case 1 and Case 3 at the amplitude A = 0.01 is
plotted in Fig. 4.18, where the responses are almost identical for cases with/without
the numerical treatment. This confirms that the ‘transformation’ of the few ele-
ments does not lower the accuracy of the model, while it improves effectively the
stability.
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Figure 4.18: Horizontal force on the upstream cylinder for Cases 1 and 3 with wave
amplitude A = 0.01
In summary of numerical stability, it is found that the initial mesh quality
slightly influences the stability of the model. Two criteria are imposed to im-
prove elementary equality in Delaunay triangulation. Moreover, the ‘saw-tooth’
instability occurring near the wave-body surface interactions is mainly due to the
divergent potentials of the mid-nodes in the elements near the intersections. In-
direct calculation of the potentials, instead of direct solutions from the boundary
integral equation, has been found to effectively improve the model stability. Nev-
ertheless, more investigations still need to be conducted to better understand the
reasons that cause the instability, and to further improve the performance of the
model in the view of simulating highly nonlinear waves.
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4.5 Summary
This chapter presents a nonlinear decomposition model, which is reformulated from
the original fully nonlinear potential model described in Chapter 2 and employed
in Chapter 3. The basis of decomposition is to separate the total wave field into an
incident and a scattered wave. Instead of solving a boundary value problem for the
total wave, we solve a similar boundary value problem for only the scattered wave
while the incident wave is directly imposed. We now model wave-body interactions
in a circular tank, rather than in a traditional rectangular wave tank. The following
features of the decomposition model are demonstrated
 The sea state can be directly imposed by any wave model as the incident flow.
This is quite robust if one intends to simulate various sea conditions, i.e. uni-
and multi-directional regular waves, focused waves, wave groups, realistic
irregular waves based on a desired energy spectrum, etc. The decomposition
strategy makes it rather easy to implement any wave model (analytical or
numerical), and the computational time of imposing the incident wave can be
neglected.
 With a circular tank and a numerical beach near the tank wall, the compu-
tational domain size can be significantly reduced and the tank wall reflection
can be largely eliminated. This is the initial motivation of developing the
decomposition model. In simulating large multibody systems in the original
rectangular wave tank, in order to diminish the tank wall reflection, we have
to vastly increase the tank size, which makes the computational time unaf-
fordable. The circular tank simply models an open sea environment, and less
computer memory and computational time are required.
 The decomposition allows us to perform a long-time simulation. This could
be extremely useful in studying a steady-state problem where the transient
response however is quite long. This feature is demonstrated in the problem
of gap resonance investigated in the next chapter.
 Comparing with simulations by the long rectangular tank, the slow develop-
ment of a wave field generated by a wave maker can be greatly shortened by
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a direct assignment of an incident wave in the circular tank model. This also
improves the efficiency.
 Finally, the decomposition is demonstrated to remain accurate in capturing
higher order effects, which is of great concern in our nonlinear simulations,
by comparing with existing analytical, experimental and numerical solutions




Wave resonances in a gap between
side-by-side barges
In this chapter, we employ the nonlinear decomposition model present in Chapter
4 to investigate wave resonances in the gap between two fixed side-by-side barges in
beam seas. We first briefly review the problem of gap resonance. We have simulated
a twin-barge system studied numerically and experimentally by Molin et al. (2009).
To clearly understand the gap resonant responses, long time simulations (thanks
to the circular tank) are performed to achieve final steady states, and the resonant
mode shapes of the gap surface are presented. The transient responses before the
steady states are also discussed, to show the gap fluid vibration as a mass-spring
system. The gap free surface RAOs (Response Amplitude Operators) in the case of
mild waves are found to agree well with linear calculations. The nonlinear effects
on the resonant response due to the free surface conditions are then investigated.
The first resonant frequency is found to shift but the peak value is not changed
much with increasing incoming wave steepness, which is known as stiff/soft spring
behavior of a nonlinear mass-spring system. Through the investigation of barges
with different drafts, the stiff and soft spring behaviors are identified. Simulations
are then performed for the side-by-side barges subjected to a realistic sea state.
Satisfactory agreement with the experiments is obtained.
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5.1 Introduction
More side-by-side operations have been adopted in the marine industry with the de-
velopment of offshore technology and increasing consumption of oil and gas. These
side-by-side operations could be, for instance, liquid cargo oﬄoading from a LNG-
Carrier to a FSRU in close proximity. As discussed in Chapter 1, the resonant
phenomenon associated with the waves in a narrow gap between two side-by-side
hulls may be a problem. When gap resonance occurs, high wave motions in the
gap could be excited and hence large drift forces may act on the vessels. The res-
onant behavior of fluid in the gap has attracted much attention especially at the
first mode or piston mode, where wave amplifications are more significant than at
others.
In a broad sense, the side-by-side barges configuration is one type of so-called
‘trapping structure’. The eigenvalue problem associated with trapping structures is
not new, and pioneering work based on linear wave theory has provided analytical
solutions for the trapping or resonant frequencies. A detailed review of employing
linear model on this issue can be found in Section 1.4. What we would like to
emphasize is, applications of linear potential flow models are reported to potentially
over-predict the wave responses in the gap at the frequency of the piston mode.
Consequently the mean drift forces on the hulls and ship motions could vary much
from the predictions.
Recently the piston mode of water column motion in the gap was investigated
by Kristiansen and Faltinsen (2010), who adopted a 2D numerical wave tank model
and captured viscous effects by means of a vortex tracking method. Meanwhile,
Lu et al. (2011) employed a viscous fluid model to study the 2D wave interactions
with closely floating boxes. It was reported that in the 2D case gap elevation
calculated by linear potential theory could become unreasonably high (over four
times higher than model tests) if the gap is sufficiently narrow. Two dimensional
models, however, are somewhat limited in capturing real 3D characteristics of the
fluid in the gap, especially in representing higher-resonant modes. Comparisons
between 3D linear simulations and experimental tests in Molin et al. (2009) show
that indeed, linear models tend to over-predict the resonant wave response (about
40% larger at peaks), yet linear results of gap free surface RAOs in 3D models may
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not be as unrealistic as in 2D simulations.
A straightforward explanation for the discrepancy is that the gap surface ele-
vations in linear theory are over-predicted due to the neglect of fluid viscosity in
the potential flow model, i.e. vortex shedding and flow separation at sharp edges
and corners. On the other hand, it is known that within the framework of potential
flow theory the free surface boundary conditions are nonlinear, which are simplified
in the linear approximation. Therefore, both wave nonlinearity and fluid viscosity
may contribute to the discrepancy between linear results and measurements. Some
research work has been done to throw light on the influence of viscous effects and
nonlinear effects of the free surface. The vortex-shedding effects were evaluated in
Faltinsen et al. (2007) by a discrete-vortex method for a simple case, i.e. a 2D
moonpool formed by two rectangular hulls undergoing heave motions. Compar-
isons with experiments demonstrated that the agreement of resonant frequencies is
reasonable for small forcing amplitudes, while the discrepancy increases for larger
excitations and a wider moonpool. Adding vortex shedding effects in those cases
does not suppress the discrepancy. The reason might be the relatively small forc-
ing amplitudes used in their experiments and the quadratic velocity dependence of
the vortex-induced forces, as explained in Faltinsen et al. (2007). It is of interest
that higher harmonics in time histories of wave elevations were captured in their
measurements, which highlighted possible effects of free surface nonlinearities. In
the vortex tracking analysis in Kristiansen and Faltinsen (2008), it was found that
flow separation mainly accounts for the discrepancy of the gap surface amplification
between linear results and measurements, and nonlinear free surface boundary con-
ditions are of minor importance. However, it should be noted that the propagating
waves in their model tests are of relatively low wave steepness, kA approximately
from 0.3% to 1.0%. Therefore, nonlinear free surface effects may not be significant
in their cases.
In a recent study of Kristiansen and Faltinsen (2012), they utilized a domain-
decomposition approach, which combines potential flow theory and CFD, to analyse
the 2D gap resonance problem. They again concluded that flow separation at
barge/ship bilges explains the discrepancy of peak resonant response between linear
potential flow model and experiments. In the three-dimensional, experimental and
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numerical investigation in Molin et al. (2009), barges with both rounded and square
bilges were simulated and experimental results suggested that the discrepancy is
mostly due to the flow separation at the barge bilges.
Investigating closely the nonlinear effects of free surface on the gap resonance
is one of our major interests here in modelling the gap resonance, where the gap
surface behaves as a mass-spring system (e.g. in its piston mode). Theoretical
analysis of similar nonlinear mass-spring systems can be found in Vinje (1991) for
a narrow moonpool and Miles (2004) for a circular well, as well as more details in
Faltinsen and Timokha (2009) for sloshing. In order to assess the nonlinear effects
of the free surface in three-dimensional situations, the same two barges with square
bilges considered as in Molin et al. (2009) are modelled in this chapter, with wave
steepness varying from 0.34% to 6.7%. Calculations with a small frequency step
near the piston mode resonant frequency are performed, with sufficiently long time
simulations in order to achieve steady state.
5.2 Gap resonances
In this section, we investigate the resonant modes in a narrow gap between side-
by-side barges. The same two fixed rectangular barges with square bilges as in
Molin et al. (2009) are simulated. The configuration of the side-by-side barges at
model scale is as follows: barge length is 2.47 m, width 0.6 m, draft 0.18 m and
gap width 0.12 m. The water depth is set as 3 m (the same as in the tests), and
the tank radius for the present simulations is either 5 m or four times the incident
wave length, whichever is larger. The incident wave heading considered here is 90
degrees, i.e. beam sea, in which the resonances are more critical. The coordinate
system is defined in Fig. 5.1(a). An example of a mesh (free surface and barges)
used for calculations is displayed in Fig. 5.1(b), with 4884 nodes and 1606 elements
on the barges, and 11137 nodes and 5383 elements on the free water surface.
5.2.1 Resonant mode shapes
To closely investigate the resonant frequencies, response peaks and mode shapes,




Figure 5.1: Model of two side-by-side barges in a circular tank: (a) whole model; (b) 3D
mesh on free surface and bodies
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5th-order Stokes wave is specified as the incoming wave. As discussed in Section
4.2.2, a 5th-order Stokes wave remains accurate for simulating a weakly nonlinear
wave, which is the case studied here.
Firstly we utilize a relatively small wave steepness kA = 0.0034 for all wave
frequencies. The nonlinearity of the potential flow model will be considered in
Section 5.3. With a wave of such low steepness, we expect that the results should
be convergent to the linear solutions. Comparisons of free surface elevation against
linear theory and experimental data in Molin et al. (2009) are plotted over the
frequencies 5.0 - 9.0 rad/s in Fig. 5.2. Figs. 5.2(a) - 5.2(d) show the free surface
Response Amplitude Operators (RAOs) in the gap at four positions: x = 0.0 m,
x = 0.3 m, x = 0.6 m, x = 0.9 m, respectively, which are from midship towards
the barge end. The overall agreement is good and the RAOs are characterized by
three peaks over this range of frequencies. Careful inspection finds that the present
results with the low wave steepness almost coincide with the linear calculations
as expected, even near the peaks. However, discrepancies are observed between
the simulations and experimental data. It is found that the potential flow models,
both the linear calculations and fully nonlinear simulations with low wave steepness,
over-predict the wave elevations near the resonant modes.
The peaks appearing in the free surface RAOs correspond to the resonances in
the wave motions. In this case, these three resonances occur near the frequencies
5.75 rad/s, 6.85 rad/s and 8.0 rad/s, respectively. They correspond to mode 1,
mode 3 and mode 5, as only symmetric sloshing modes appear in the case of beam
sea, while there are intermediate anti-symmetric sloshing modes at incidences other
than 90 degrees. The first resonant mode or piston mode, with large wave responses,
is generally more critical than the others, longitudinal sloshing modes in the gap.
To have a direct illustration of the resonant modes, we plot the contours of maxi-
mum free surface elevations normalized by the incident wave amplitude in Fig. 5.3
where the incident wave propagates vertically downwards. Fig. 5.3(a) corresponds
to the piston mode at 5.75 rad/s, where a near-standing wave pattern in front of the
upwave barge forms. The near-standing wave pattern in front of the upwave barge
becomes more complicated at higher resonant modes in Figs. 5.3(b) and 5.3(c).
Reflections in front of the upwave barge seem more evident at mode 5 in Fig. 5.3(c)
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Figure 5.2: Free surface RAOs in the gap in beam sea at different positions: (a) x = 0.0
m; (b) x = 0.3 m; (c) x = 0.6 m and (d) x = 0.9 m
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than those in modes 1 and 3. Three focusing regions are formed in front of the
upwave barge and more are found further upstream. Unlike the decrease of maxi-
mum wave elevation from midship to the gap end at the first mode, three and five




Figure 5.3: Maximum free surface elevation η/A near the barges at near-resonant modes
in beam sea: (a) ω = 5.75 rad/s; (b) ω = 6.85 rad/s and (c) ω = 8.0 rad/s
Focusing on the gap surface, Fig. 5.4 presents the maximum wave elevations
along the gap in these three modes. They are all symmetric with respect to the
midship due to the symmetry in a 90° heading wave. Specifically, the maximum
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elevation near midship in the gap at the first mode is over 6 times the incident
wave amplitude and it decays to nearly the incident wave amplitude at the end of
the gap. It is visible from the movement of the fluid that the free surface in the
gap oscillates as a flexible plate. At mode 3, three peaks, one at midship and two
near the gap ends, are observed in the gap. The peak elevation at mode 3 becomes
about half of that at the first mode and even lower at mode 5. To demonstrate the
movement of fluid in the gap, we plot in Fig. 5.5 the instantaneous free surface in
one cycle (50 time steps in one wave period) at mode 3 with the wave frequency 6.85
rad/s. In the steady state, the waves oscillate within the envelope. It is predictable
that at even higher modes (resonant elevations are very low and of less interest)
analogous mode shapes would also occur.
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Figure 5.4: Maximum free surface elevation along the gap between two barges in beam
sea at modes 1, 3 and 5
The hydrodynamic forces on the barges demonstrate another aspect of the res-
onances. In this configuration with the barges in beam seas, sway forces are of more
practical interest than forces in other directions. Fig. 5.6 shows the maximum sway
forces on the upwave and leeside barges, as well as on the entire two-barge system.
Forces are non-dimensionalised by ρgALD, where L is the length and D the draft
of the barge. It is found that sway forces on both the upwave and leeside barges
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Figure 5.5: Wave elevations along the gap in subsequent time steps at resonant mode ω
= 6.85 rad/s in beam sea
are significantly amplified near the piston mode frequency 5.75 rad/s. Nevertheless,
only a mild hump appears near mode 3 frequency 6.85 rad/s and no amplification
is observed near mode 5 frequency 8.0 rad/s. Moreover, when the incident wave
frequency is beyond the piston mode region (over about 6.0 rad/s), the sway force
on the upwave barge dominates and sway force on the leeside barge becomes very
small and eventually close to zero. This is physically reasonable because the shield-
ing effect becomes more pronounced at higher wave frequencies and reflection by
the upwave barge becomes more significant. This has been demonstrated in the
contours of wave elevation in Fig. 5.3. Interestingly, the total sway force shown
in Fig. 5.6 remains almost constant (slightly dropping) over the broad range of
frequency, even near the piston mode at which sway forces on upwave and leeside
barges are much higher. This suggests that the gap resonances have great influence
on each of the barges, yet no resonance occurs on the whole side-by-side barge
system. In addition, the mean drift forces in sway on each of the barges at differ-
ent frequencies are plotted in Fig. 5.7, which again illustrates the gap resonances.
Drift forces in Fig. 5.7 are normalized by ρgA2L. The directions of the drift forces
indicate that the standing waves in the gap are separating the side-by-side barges
near the resonances.
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Figure 5.6: Maximum sway forces on each barge and two-barge system in beam sea
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Figure 5.7: Mean drift force in sway on each barge in beam sea
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5.2.2 Transient and steady-state wave amplitudes
The previous analysis of the maximum wave elevations in the gap and the wave
forces is all based on the steady-state regime; however, to achieve the steady-state
regime from a state of still water, there exists a rather long regime of transience.
The variation of wave amplitudes during the transient regime is somewhat similar
to that of resonant sloshing in a tank or moonpool, captured both experimentally
and numerically (Hill, 2003 and Faltinsen et al., 2006). In the present study of gap
resonances, the behaviors of transient waves in the gap are found to be related to
the resonant modes and wave nonlinearity.
Figure 5.8 shows the time series of non-dimensional wave elevations at the
midship in the gap for various incident wave frequencies. The dashed line rep-
resents the steady-state amplitude. Notice that the scales for wave elevations at
different frequencies are not the same. Three different transient types of behavior
are observed. The first is the sustained-increasing type, which appears at the fre-
quency corresponding to the piston mode. At the piston mode, the wave elevation
is continuously and smoothly increasing towards the steady-state amplitude and
convergence becomes very slow when the wave elevation is close to the steady-state
amplitude. In Fig. 5.8 for ω = 5.75 rad/s, though it looks steady at about 40
wave periods, careful examination of the maximum elevation shows the amplitudes
continue to increase, really slowly, until beyond 60 wave periods. This build-up of
the amplitude demonstrates a similar appearance to that observed for the trapping
phenomenon in a cylinder array, which is another lightly damped resonant system
in hydrodynamics. After more test cases for incident waves with different steep-
ness, it is observed that steeper waves can achieve the steady state quicker than
milder waves. The second type is the spring-decay type, which generally appears
at the frequencies around the piston mode. For this type, the transient amplitudes
usually vibrate like a spring in a decay manner, around the steady-state amplitude
until convergence. The ‘stiffness’ of the ‘spring’ will depend on how far the wave
frequency is away from the piston mode frequency. The transient amplitudes at ω
= 5.0 rad/s and ω = 6.5 rad/s demonstrate a higher ‘stiffness’ than those at ω = 5.5
rad/s and ω = 6.0 rad/s. The third type, the change of amplitude is not as smooth
as the first two types. This type tends to appear at high frequencies. For instance,
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in the cases of frequency over 7.2 rad/s, some impulse amplitudes appear and they
are usually greater than the steady-state amplitude. Furthermore, it should be
mentioned that the transient amplitudes at the second mode ω = 6.85 rad/s (with
transient amplitudes less than the steady-state amplitude) are close to a combina-
tion of the first two types, and at the third mode ω = 8.0 rad/s (with transient
amplitudes less than the steady-state amplitude) are close to a combination of the
first and third types.
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Figure 5.8: Transient and steady-state wave amplitudes at the midship for ten different
wave frequencies. Dashed line represents the steady-state response
The behavior of sway force provides more indications on how the gap resonances
affect the transient amplitudes of force. Fig. 5.9 presents the time histories of sway
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Figure 5.9: Transient and steady-state sway forces on each barge and two-barge system
at: (a) first mode frequency 5.75 rad/s and (b) third mode frequency 6.85 rad/s
forces on the upwave and leeside barges as well as on the whole system at the first
and second modes, respectively. The transient amplitudes of sway force on each
individual barge seem to follow the same type as the corresponding gap elevation.
Of great interest is that no obvious transient behavior of the sway force on the entire
two-barge system appears: the sway force on the system reaches its steady-state
regime immediately after the period of ramping, while amplitude of the sway force
on each individual barge only becomes fairly stable after about 50 wave periods in
this case. This phenomenon again suggests that the transient behavior is associated
with the gap resonances and is not due to other influences such as the ramp function
applied at the beginning of the simulations.
5.3 Nonlinear effects on gap resonances
It has been reported in Section 5.2.1 that linear potential flow models tend to over-
predict wave response in the gap in the piston mode. Semi-empirical treatments by
introducing either linear or nonlinear terms into the linearized free surface boundary
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conditions as an artificial ‘damping term’ have been developed in several research
groups (Newman, 2003; Chen, 2005; and Molin et al., 2009). It has been recently
demonstrated in Kristiansen and Faltinsen (2012) that flow separation at the barge
bilges mainly accounts for the discrepancy between linear predictions and measure-
ments at the piston mode frequency, and nonlinearity due to the free surface is of
minor importance in modifying the high resonant response. However the nonlinear
effects on the gap resonances have not previously been much discussed. From the
point view of a nonlinear mass-spring system at the piston mode, the nonlinear-
ity may slightly shift the resonant frequency, which shows a ‘stiff/soft spring’ or
Duffing-like behavior (Faltinsen et al., 2007). By performing simulations with a
small frequency step around the peak and increasing wave steepness, we discuss in
this section the nonlinear influence of the free surface on the gap resonances.
5.3.1 Harmonic analysis
With a fully nonlinear time series of elevations in the gap, we can always perform
the FFT to examine the higher harmonic components in the responses. The re-
sults of simulations with low wave steepness kA = 0.0034 are very close to linear
calculations, thus contain very small higher-order harmonics. To obtain relatively
large higher harmonic components, we investigate simulations using a steeper wave
of steepness kA = 0.067. The FFT technique employed is the same as in Section
3.3.3. Simulations are performed over the frequency range 5.7 - 7.5 rad/s, and we
focus on the elevations along the gap from x = −1.3 m to 1.3 m.
Fig. 5.10 demonstrates different harmonic components of steady-state wave
responses along the gap. Each component is normalized by the incident wave
amplitude. Note that the plot axises on the horizontal plane are frequency and
x coordinate along the gap respectively, and the vertical scales are different. The
first harmonic component in Fig. 5.10(a) dominates the responses as expected.
The resonant modes can be clearly identified: one large peak in the gap at mode
1 and three small peaks at mode 3, as similarly presented for the low steepness
case in Fig. 5.4. As shown in Fig. 5.10(b), near the mode 1 frequency 5.75 rad/s
the second-order harmonic follows overall the same distribution as the first order,























































































Figure 5.10: Harmonics of elevations along the gap at the steepness kA = 0.067: (a) first
harmonic component η(1)/A; (b) second harmonic component η(2)/A; (c) third harmonic
component η(3)/A and (d) forth harmonic component η(4)/A
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Figure 5.11: Comparisons of elevations at the gap opening x = 1.3 m for waves at
ω = 6.85 rad/s of steepness kA = 0.0034 and kA = 0.067
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Figure 5.12: Amplitude spectrum of wave elevation at the gap opening x = 1.3 m for
waves at ω = 6.85 rad/s of steepness kA = 0.067
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order harmonic appears close to but not exactly at the middle of the gap. At the
frequencies near mode 3 6.85 rad/s, no obvious peak is observed along the gap.
Figs. 5.10(c) and 5.10(d) present the third- and forth-order harmonics. It is seen
that the higher components near the gap ends become more remarkable than at the
mid-gap. A possible explanation, as also observed from simulations, is that flow
become violent near the gap openings where barge corners are in presence, hence
the flow nonlinearity is more distinctive.
Moreover, this nonlinearity can be clearly identified from the time history of
elevation near the gap openings. Fig. 5.11 compares the time series of elevations at
x = 1.3 m for a mild wave kA = 0.0034 and a relatively steep wave kA = 0.067, both
at the mode 3 frequency ω = 6.85 rad/s. A near sinusoidal response is displayed
for kA = 0.0034 which is close to a linear wave. Spectrum analysis of the elevation
series at kA = 0.067 is performed, and Fig. 5.12 shows that harmonics up to 5th
order are visible. This highlights the importance and possible effect of free surface
nonlinearity. A thorough investigation of nonlinear effect on the wave resonances
in the gap is presented in the following subsections.
5.3.2 Nonlinear behaviors
To examine the effects of free surface nonlinearity on the gap resonances, a sim-
ple approach is to model the system subjected to waves of different steepnesses.
Simulations with increasing wave steepness are performed, keeping all the config-
urations the same except the incident wave amplitude. Again, only the beam sea
case is considered. Of the interest here is the piston mode, where the resonant fre-
quency according to the linear calculation is near 5.75 rad/s. Gap surface RAOs at
midship close to the piston mode frequency with various incident wave steepnesses
(kA = 0.0034, 0.034, 0.055, and 0.067), with a fine frequency resolution around the
peak, are presented in Fig. 5.13. It can be seen that the response curve shifts slightly
to a higher frequency region as the wave steepness increases, leading to the shift of
resonant frequency by about 1% when kA increases from 0.0034 to 0.067. At the
same time, the RAO peak drops by about 5% with the increase of wave steepness
over the range considered here. From the figure we can see that steeper waves lead
to slightly smaller peak resonant responses, however, the present fully nonlinear
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potential flow model still over-predicts the peak resonant response. This indicates
that the free surface nonlinearity plays a minor role in damping the high resonant
response, confirming the well acknowledged understanding that flow separation is
the main reason for the discrepancy between linear solutions and measurements.
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Figure 5.13: Free surface RAOs in the gap at midship near the piston mode with incident
wave of different steepness kA
Fig. 5.14 summarizes this shift of resonant frequency as well as the change of
peak response with increasing wave steepness kA. The horizontal axis represents the
different wave steepnesses kA, while the left vertical axis is the resonant frequency
at different wave steepnesses, normalized by ω0 = 5.75 rad/s, the linear result for
the resonant frequency. The right vertical axis is the corresponding peak RAO,
normalized by the linear peak RAO0. The shift of resonant frequency to higher
values as free surface nonlinearity increases at the piston mode illustrates a ‘stiff
spring’ behavior of such a nonlinear mass-spring system, where a water column is
pumped in a narrow gap formed by side-by-side barges. Some theoretical analysis
on the ‘stiff/soft spring’ behavior of a nonlinear mechanical system can be found
in Faltinsen and Timokha (2009) for the sloshing problem. Experimental studies
in Fults (1962) for the standing wave problem also revealed this nonlinear behavior
associated with a nonlinear resonant system. Near the piston mode frequency, the
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Figure 5.14: Effects of wave steepness on the resonant frequency and peak RAO
water in the narrow gap is pumped periodically, which is exactly similar to a 2D
resonant moonpool/oscillating water column problem. It has been discussed in
Vinje (1991) that the oscillating water column shows response similar to that of
a Duffing oscillator, where the nonlinearity will affect the solution of the system.
Theoretically, multiple solutions of steady state could be found near the resonance.
In our simulations where the free surface is gradually formed from calm water
surface, it is found that unique solution is obtained at the steady state for the
present range of wave steepness.
The wave forces on the barges with different wave steepnesses are also calcu-
lated, to investigate the nonlinear effects on gap resonance. The maximum sway
forces on the upwave and leeside barges near the piston mode frequency are shown
in Figs. 5.15(a) and 5.15(b), respectively. Two sets of sway forces with wave steep-
ness kA = 0.0034 and kA = 0.067 are compared. Similar to the behavior of the
gap surface elevation, the response curve of sway forces on both upwave and lee-
side barges near the peak (at the same frequencies as the elevations) shifts to a
higher frequency when the incident wave is steeper, but the difference is that the
magnitude of the peak sway force on the upwave barge remains almost the same
while that on the leeside barge is slightly enlarged. The mean drift forces on both
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barges at waves of different steepness exhibit similar features, which are shown in
Fig. 5.16.
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Figure 5.15: Comparisons of maximum sway force on each barge in beam sea subject to
waves of different steepness: (a) upwave barge and (b) leeside barge
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Nonlinear waves in the gap under the above configuration of barges demonstrate
a ‘stiff-spring’ behavior at the piston mode. However, for sloshing problems in a
rectangular tank Faltinsen and Timokha (2001, 2009) presented both the ‘stiff-’ and
‘soft-spring’ behaviors. According to Faltinsen and Timokha (2009), the nonlinear
behavior of a ‘stiff’ or ‘soft’ spring is dependent on the ratio of fluid depth to tank
length, and the critical ratio value is around 0.3368. With fluid deeper than the
critical depth, it demonstrates a ‘soft spring’; while it demonstrates a ‘stiff spring’
with a subcritical fluid depth. In the case of gap resonances, this ratio corresponds
to that of the barge draft to gap length or barge length, i.e.D/L. The ratio in
the cases that we have studied in the previous sections is D/L = 0.0729, showing
a ‘stiff-spring’ behavior. It is of interest to further explore the dependence of this
spring behavior on the non-dimensional barge draft D/L.
We first increase the barge draft to D/L = 0.2, a much deeper situation than
the previous case. Other than the draft of the barge, the configurations of the
system remain the same. Again we focus only on the first resonance mode in beam
seas. Gap surface elevation RAOs at midship with two incident wave steepness
of kA = 0.001 and 0.01 are plotted in Fig. 5.17(a), and only the responses near
the peak are shown. It can be seen that the amplification of resonance response
(about 17 times the incident wave amplitude) is much greater than that in the
previous shallow draft case. It is visible that the resonant frequency upshifts from
4.28 rad/s to 4.29 rad/s (within the accuracy of frequency resolution) with the
increase of wave steepness. Fig. 5.17(b) shows the corresponding response curves of
mean elevations, non-dimensionalised by kA2. The peak response almost remains
the same at different kA values but the response curve near the resonance clearly
shifts to a higher frequency range at a larger kA. Those results reveal that both the
responses of maximum and mean elevations in the gap show a ‘stiff spring’ behavior
near resonance, given the barge draft D/L = 0.2.
We further increase the barge draft to D/L = 0.4, which is doubled. The
responses of maximum and mean elevations in the gap at midship are presented
in Figs. 5.18(a) and 5.18(b) respectively. With a deeper draft, the response of
gap surface elevation at resonance is significantly amplified, more than 25 times
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Figure 5.17: Responses of gap surface elevations at midship with barge draft D/L = 0.2:
(a) maximum elevation and (b) mean elevation
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Figure 5.18: Responses of gap surface elevations at midship with barge draft D/L = 0.4:
(a) maximum elevation and (b) mean elevation
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the incident wave amplitude. The local surface steepness near the gap openings is
observed to be considerably enlarged, and we utilize two mild incident waves with
kA = 0.001 and 0.0034 to avoid the possible numerical instabilities. By means of
adopting a relatively fine frequency resolution, the shift of response curves near
the resonant frequency can be captured in Fig. 5.18. Particularly, the resonant
frequency downshifts from 3.63 rad/s to 3.625 rad/s as the wave steepness increases
from kA = 0.001 to 0.0034. This indicates a ‘soft spring’ behavior of the gap
resonances when the draft of the barge is adequately large. The above results for
different draft configurations suggest that the nonlinear behavior (‘stiff spring’ or
‘soft spring’) of gap resonance is influenced by the draft over length ratio, and that
there might exist a critical draft in the case of gap resonance as there does in the
tank sloshing. More numerical and experimental investigations on the influence
of barge draft would be worthwhile and left for future work. However, it should
be mentioned that the above findings are based on the simulations under weakly
nonlinear waves due to the limitation of instability occurred in steeper waves. It
would be valuable for further confirmation of the spring behavior if studies on highly
nonlinear waves can be made.
5.4 Side-by-side barges in a realistic sea state
5.4.1 Irregular incident waves
The previous sections have studied the wave resonances in the gap between side-
by-side barges subjected to regular propagating waves. Nevertheless, in the ex-
periments performed by Molin et al. (2009) the barge system was exposed to an
irregular sea state described by the Pierson-Moskowitz (PM) spectrum. In partic-
ular, it has a significant wave height Hs = 0.02 m and a peak period Tp = 1 s. In
this section, we numerically repeat the experiments by the present decomposition
model, except that their experiments were executed in a large rectangular wave
basin whereas we simulate the case in a circular tank.
In our simulations, we utilize the same PM spectrum, and consider only the
beam sea situations. The frequency range is truncated to 3-25 rad/s which covers
more than 98% of the energy. The incident wave model for an irregular sea state is
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described in Section 4.2.2, and Eqs. 4.19 and 4.20 are used to generate the desired
wave. Specifically, the number of wave components is chosen as N = 480 which
is large enough for the accurate reproduction of the targeted wave spectrum. The
PM spectrum S(ω) of Hs = 0.02 m and Tp = 1 s is plotted in Fig. 5.19, and the
corresponding wave elevation in the first 100 periods as an input at the location
x = 0.0 m is displayed in Fig. 5.20.
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Figure 5.19: PM spectrum S(ω) of Hs = 0.02 m and Tp = 1 s
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Figure 5.20: Wave elevation series at x = 0.0 m generated utilizing the PM spectrum
5.4.2 Wave responses
After imposing the above predefined incident wave, we now can calculate the wave
responses in a realistic sea state. With a small time step in long time simulations,
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no numerical instability is encountered despite of inclusion of some short wave
components (critical for numerical stability). A typical time history of output
surface elevation in the gap at midship x = 0.0 m is plotted in Fig. 5.21, which
is normalized by the significant wave amplitude AS (defined as half the significant
wave height here). A zoomed in plot from t = 30− 50T is shown in the lower panel
in Fig. 5.21.










t / T P










t / T P
Figure 5.21: Time history of elevation in the gap at midship x = 0.0 m with side-by-side
barges in beam sea subject to a PM spectrum
An overview of the free surface elevations near the barges at some time instants
is shown in Fig. 5.22. Although the surface elevations along the wave propagat-
ing direction (unidirectional incident wave) are mostly random, some peak regions
can be clearly recognized within the gap at certain time instants, which indicates
the possible trapping or resonant phenomenon. For instance, at t = 14.5 s in
Fig. 5.22(a) we can observe three peak regions distributed along the narrow gap;
and at t = 24.4 s the whole surface in the gap tends to be high except at the two
openings. This figure implies that in a realistic sea state waves in the gap may
experience as well the possible resonant modes at different time instants in a single
simulation if the simulation runs for a sufficiently long time.




Figure 5.22: Contours of free surface elevation η/A near the barges subject to irregular
waves at different time instants
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a direct comparison against the experimental results in Molin et al. (2009). To
obtain response RAOs, spectral analysis is utilized in processing the recorded time
histories of the present simulations. The inversed FFT is performed to obtain the







where Sinput(ω) is the incident wave PM spectrum.
However, with a single set of record of signals, the generated energy spectrum
tends to be raw with large errors. To achieve convergent results from the statistical
point of view, we repeat the run for ten times and each run contains 200 s simulating
time, with considering the computing resources. The resulting RAOs are estimated
by averaging the results in these ten runs. One must bear in mind that in this
process information within the small frequency interval of 1/200 Hz might be missed
out due to the simulating time and sampling rate adopted in the current study.
Fig. 5.23 shows the response RAOs of the surface elevation in the gap at mid-
ship with the side-by-side barges in beam sea. It can be seen that our results
demonstrate a similar character to that of the experiments, where several peaks
are formed at certain frequencies. These peaks are corresponding to the associated
wave resonances in the gap. The resonant frequencies are well captured at these
peaks in Fig. 5.23, and the overall agreement of RAO values with the experiments
is favorable except at the second and third peaks. Our simulation generates a
higher second peak, but a lower one at the third peak than the experiments. It
is noticed that the present frequency range near resonances tend to be broader at
higher modes, and the peak values are reduced at higher modes compared to that
at lower ones, which seem more reasonable. A fourth peak is also formed near the
frequency 9.5 rad/s, however this mode is even broader and the peak value is much
lower compared to the first mode. The simulation in irregular waves, as in the
experiments, can successfully capture the possible resonant modes, the accuracy,
however, is limited by the fact that the responses are extracted from time recordings
at corresponding positions through spectral analysis. This is sensitive in regard to
obtaining precise RAOs with a small frequency interval (similar issues in the ex-
periments are also commented by Molin et al., 2009). Yet the overall agreement is
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acceptable.
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Figure 5.23: Free surface RAOs in the gap at midship with barges in beam sea subjected
to PM spectrum of Hs = 0.02 m and Tp = 1 s
As far as the free surface nonlinearity concerns, we then impose an irregular
sea state of low significant wave height Hs = 0.002 m as the incident wave. We
repeat the case of Hs = 0.02 m and keep other parameters the same, including
the phase shifts of every wave component in the incident wave. A comparison
of wave elevation in the gap at midship x = 0.0 m is presented in Fig. 5.24 for
these two spectra. Both elevations are normalized by significant wave amplitude
AS. The difference between the elevations can be explained by the nonlinearities
due to free surface conditions in the decomposition model. This suggests that the
present decomposition model is able to capture nonlinear effects despite of adopting
a simple irregular wave model as the incident wave.
5.5 Concluding remarks
The reformulated decomposition model is employed to study wave interactions with
two side-by-side barges. This chapter focuses on simulating wave resonances in
a gap between side-by-side barges, and investigating the nonlinear effects of free
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Figure 5.24: Comparison of wave elevation in the gap at midship for spectra of different
significant wave heights
surface on the gap resonances.
Two identical, three-dimensional barges subjected to regular beam seas, previ-
ously studied in Molin et al. (2009), are modelled. It is found that the responses of
gap free surface elevations in the present fully nonlinear simulations are generally
convergent to the existing linear results when the incident waves of low steepness
are considered. Mode shapes upon the gap surface resonances are successfully cap-
tured. One, three and five peaks appear along the narrow gap surface at mode 1,
mode 3 and mode 5, respectively. The mean drift forces on both barges demon-
strate similar resonant responses as the gap elevation at midship. Furthermore, the
present numerical results show a large sway force peak on each barge at the first
resonant frequency, however, the total sway force on the entire system seems not to
be influenced by the wave resonances. We have further discussed the long transient
responses before the steady states are eventually achieved. The type of transient
responses are found to be dependent on the incident wave frequency. Near the
piston mode frequency, the elevation time histories at midship present a response
similar to a mass-spring vibration system.
The influence of nonlinearity of free surface on the gap resonances has been
studied by varying the incident wave steepness. With increasing steepness, nonlin-
ear simulations were performed using a small frequency step near the gap resonance
frequency. The results show that gap resonances demonstrate behavior equivalent
to a stiff spring in a nonlinear mass-spring system: the resonant frequency slightly
shifts to higher values as steepness increases. Moreover, the free surface nonlinearity
is found to play a minor role in suppressing the over-predicted resonance response
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by linear models. This confirms the experimental findings in Molin et al. (2009)
that the viscous effects, i.e. flow separation at the barge bilges, mainly account for
the discrepancy between linear calculations and measurements near gap resonance.
To further explore this nonlinear ‘spring’ behavior, which has been observed to be a
function of fluid depth for sloshing problems in Faltinsen and Timokha (2001), the
barges with other drafts are investigated. The results reveal that the occurrence of
the ‘stiff-’ or ‘soft-spring’ behavior in gap resonances depends on the draft of the
side-by-side barges which is equivalent to the fluid depth in the situation of sloshing
in a rectangular tank.
Simulations of the side-by-side barges are also conducted in a realistic sea
state. A PM spectrum of significant wave height 0.02 m and peak wave period 1 s,
as used in the experiments by Molin et al. (2009), is utilized to generate the incident
irregular waves. Gap free surface RAOs, resulting from the spectrum analysis, well
predict the gap resonant modes, although the accuracy of RAO values relies on
the duration of the simulations. To explore again the free surface nonlinearity, we
perform a similar simulation using a PM spectrum of lower significant wave height
0.002 m. Differences, though not remarkable, in the responses are observed between
the cases of 0.02 m and 0.002 m, which suggests that the nonlinearities due to free






While the previous section focuses on the gap resonances between side-by-side fixed
barges, this chapter investigates the hydrodynamics for two moving barges, free
or interconnected. The hydrodynamic forces are indirectly calculated through the
auxiliary function approach, which is extended to applications of two moving bod-
ies. We have shown that to obtain the motions it is not to simply solve two sets of
six DOF linear equations, but to tackle a coupled 12 linear equations. To include
any interconnection between two bodies, proper constraint conditions need to be
modelled. The modelled constraints, which are mathematically represented by a
constraint matrix corresponding to each body, are further coupled into the 12 DOF
motion equations for two bodies. Different types of the interconnection can be
modelled, here we have studied the rigid connection, the middle-hinge connection
and the end-hinge connection. Before investigating the connection effects on the
body motions, we first validate the model in simulating two freely moving barges
by comparisons against the linear frequency-domain program HydroStar, for both
hydrodynamic forces and body motions. The results are generally agreeable. Elab-
orations are then presented for two interconnected barges. We have proposed a
new method for modelling the interconnections, which is combined with the aux-
iliary function approach. No publication has been seen to employ this method in
a time-domain simulation. The effects of different connections on body motions
are demonstrated as well as how the connection type affects the constraint forces.
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Conclusions are drawn on the pros and cons of each type for practical engineering.
6.1 Motion equations for two bodies
This section extends the application of auxiliary functions for indirect calculation of
hydrodynamic forces to the cases of two moving bodies. The motion equations for
the two bodies are coupled through two sets of auxiliary functions. Mathematical
modelling of connections based on reasonable assumptions is also presented.
6.1.1 Coupled auxiliary functions
We now follow the procedure of derivation presented in Section 2.1.4 for a single
body, except that for the case of two bodies we define 12 auxiliary functions ψi(i =
1, 2, · · · , 12), where ψi(i = 1, 2, · · · , 6) corresponds to motions of body 1 and ψi(i =
7, 8, · · · , 12) to motions of body 2. Similarly, these 12 auxiliary functions need to
be solved simultaneously with the velocity potential. This does not take much
additional computational effort, as they share the same coefficient matrix with the
velocity potential.
Naturally we let the auxiliary functions satisfy the Laplace equation in the
fluid domain
∇2ψi = 0. (6.1)
The boundary conditions for the auxiliary functions must be well imposed,
which determines the complexity of the derivation. The whole computational
boundary includes now S = SW + SB1 + SB2 + SF . The following boundary condi-
tions are imposed.
On the tank side wall SW :
∂ψi
∂n
= 0 (i = 1, 2, · · · , 12) (6.2)
On the surface of body 1 SB1:
∂ψi
∂n
= n1,i (i = 1, 2, · · · , 6) (6.3)
∂ψi
∂n
= 0 (i = 7, 8, · · · , 12) (6.4)
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where n1,i(i = 1, 2, · · · , 6) are the six components of the normal unit vector n1 of
body 1.
On the surface of body 2 SB2:
∂ψi
∂n
= 0 (i = 1, 2, · · · , 6) (6.5)
∂ψi
∂n
= n2,i−6 (i = 7, 8, · · · , 12) (6.6)
where n2,i(i = 1, 2, · · · , 6) are the six components of the normal unit vector n2 of
body 2.
On the free surface SF :
ψi = 0 (i = 1, 2, · · · , 12) (6.7)
The above mixed boundary value problems for the 12 auxiliary functions hereby
are solved together with the velocity potential. Once the boundary value problems
are solved, we have obtained ψi and
∂ψi
∂n
on all the boundaries.
The boundary conditions for φt are similar to those in the single body case as
shown in Eqs. (2.32)-(2.35). The only difference is that the boundary condition
∂φt
∂n
on the body surface should be calculated using the corresponding body velocity and
acceleration and there is no wavemaker in this decomposition model.















































We now submit the boundary conditions for ψi and φt into the above equation. As
the boundary conditions on body 1 and body 2 surfaces for ψi(i = 1, . . . , 6) and



















































on the body surface is calculated by Eq. (2.32) which includes the corre-














ij · A(1)i + E(1)i +D(1)ij · A(2)i + E(2)i (6.11)
∫
SB2
φtn2,i−6dS = Γ Fi + C
(2)








∇φ · ∇φ) · ∂ψi
∂n






































(2)dS (i = 1, 2, · · · , 12) (6.19)
and
Θ = −ξ˙ · ∂∇φ
∂n






Recall that in order to calculate forces we actually need
∫
SB
φtnidS, if not φt
itself. The whole term can be immediately obtained from Eqs. (6.11) and (6.12),
given the body accelerations, which however are unknown before the hydrodynamic
forces can be computed. Now let us consider the motion equation for freely moving
body 1 with respect to its center of gravity

























∇φ · ∇φ) · n1,idS (6.22)








· A(1)i + ρD(1)ij · A(2)i = −ρΓB1i − ρΓ Fi − ρE(1)i − ρE(2)i








∇φ · ∇φ) · n1,idS (6.24)
Eq. (6.23) can be written in matrix form as
[M1 + C1] A1 + D1A2 = Q1 (6.25)







i = −ρΓB1i − ρΓ Fi − ρE(1)i − ρE(2)i (6.26)
Comparing with the motion equation for the single body case in Eq. (2.38),
an additional term D1A2 appears, which is apparently contributed by the presence
of body 2. Therefore, in this circumstance the acceleration of body 1 can not be
individually solved.
A similar equation for moving body 2 can be obtained
[M2 + C2] A2 + D2A1 = Q2 (6.27)
Combining these two coupled motion equations (6.25) and (6.27), we obtain the
following 12Ö12 equations in the matrix form[
M1 + C1 D1












In this way, the accelerations of body 1 and body 2 are solved at each time step,
and the hydrodynamic forces are computed by substituting back the accelerations
as
F1 = M1A1 = Q1 −C1A1 −D1A2 (6.29)
F2 = M2A2 = Q2 −C2A2 −D2A1 (6.30)
6.1.2 Modeling of connections
In simulations of interconnected bodies, we need to mathematically represent the
connections, which could be rigid, hinged or any other types. With connections, the
bodies are not freely moving but constrained by each other. Additional unknowns
appear, saying, the constraint forces Fcst at the connections. Due to the constraint
forces, the motion equations (6.25) and (6.27) also need to be modified to include
the constraint forces. The modified motion equations read
[M1 + C1] A1 + D1A2 = Q1 + K
T
1 Fcst (6.31)
[M2 + C2] A2 + D2A1 = Q2 −KT2 Fcst (6.32)
where K1,K2 are actually constraint matrices, depending on the connection type
and the configuration of the two bodies. This is demonstrated later. The transposed
constraint matrices are multiplied by the constraint forces, because the constraint
forces are assumed to be acting at a specific connection point while the motion
equations are formulated based on the center of gravity for each body. They trans-
form the constraint forces at the connection point to those equivalent of acting at
the center of gravity of the bodies.
Additional equations are required to close the problem, which are naturally the
constraint conditions. We take the sketch in Fig. 6.1(b) for example. Consider the
displacement ξc at a particular point Xc in the connection. With the motions of
body 1, i.e. the displacement ξ1 at the gravity center of body 1, we can compute the
displacement at the point Xc as ξc = K1ξ1. At the same time, the displacement at
the point Xc can be also computed based on the motion of body 2 as ξc = K2ξ2.
Therefore, the connection gives the following constraint condition
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K1ξ1 = K2ξ2 (6.33)
The constraint matrices K1,K2 only transform the displacements at the center
of gravity of each body to the connection point of interest. Assume the body
displacements are continuous and twice differentiable, taking differentiation twice
on both sides of Eq. 6.33 gives
K1A1 −K2A2 = 0 (6.34)
By combining Eqs. (6.31), (6.32) and (6.34), we finally obtain

M1 + C1 D1 −KT1















The above coupled motion equation system solves the body accelerations and
constraint forces at the same time. It has to be made clear that, the constraint
matrices generically are 6 Ö 6 in dimensions such that Eq. (6.35) is an 18 Ö 18
equation system. Yet some degrees of freedom may be not constrained in certain
connection type and less than 6 constraint forces are present. In these circumstances
the corresponding rows of the constraint matrices become zero. Therefore, while
solving the equation system in Eq. (6.35) these ‘zero’ rows should be removed,
resulting in a reduced equation system.
We now discuss the constraint matrix. The first simple example is two rigidly
interconnected bodies. They are connected through a horizontal bar. In the view
of practical applications, this can be regarded as a simplification of two vessels
transporting a topside or a twin marine lift system shown in Fig. 6.1(a). Top view
of the simplified configuration is shown in Fig. 6.1(b), where the center of gravity
Xg is located at the center of each rectangular barge and the horizontal rigid bar
connects them through the centers (symmetric). We consider the displacements
in 6 DOF at the middle point of the bar Xc, the following conditions for the
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displacement are obtained














The corresponding constraint matrices are
K1 =

1 0 0 0 0 (yg1−yc)
0 1 0 0 0 0
0 0 1 −(yg1−yc) 0 0
0 0 0 1 0 0
0 0 0 0 1 0




1 0 0 0 0 (yg2−yc)
0 1 0 0 0 0
0 0 1 (yg2−yc) 0 0
0 0 0 1 0 0
0 0 0 0 1 0








Figure 6.1: Two barges connected by a horizontal bar: (a) a twin marine lift system (
figure source: http://www.twinmarineheavylift.no); (b) top view of the simplified model
In deriving the modified motion equations, we have assumed the constraint
forces Fcst are acting at the connection point, which is the point Xc in this case
for the rigid bar connection. The motion equations are formulated based on the
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gravitational centers of the bodies, it can be easily shown that the external forces




1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 −(yg1−yc) 1 0 0
0 0 0 0 1 0
(yg1−yc) 0 0 0 0 1

· Fcst = KT1 Fcst (6.37)
F2ext =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 (yg2−yc) 1 0 0
0 0 0 0 1 0
(yg2−yc) 0 0 0 0 1

· Fcst = KT2 Fcst (6.38)
The constraint matrix can be constructed the same way for other connection
types. Details are presented in Section 6.3.
6.2 Two freely moving barges
To verify the auxiliary function approach presented in Section 6.1.1, we first consider
two freely floating barges asymmetrically arranged with a large spacing between
them. The coordinate system and configuration of the two identical barges are
shown in Fig. 6.2(a). The two barges are 2.0 m long and 1.0 m wide, and have a
draft of 0.3 m. They are separated by a distance of 1 m. The center of gravity of
each barge is assumed to locate coincided with its center of buoyancy in still water,
i.e. zg = −0.15 m. The local coordinate system is set at the center of gravity of
each body and initially parallel to the global coordinate system Oxyz. The water
depth in the circular tank is 3 m, which is considered as a deep water. The tank
radius is either 2.5 times the barge length or four times the incident wave length,
whichever is larger. A mesh on the free surface and barges is shown in Fig. 6.2(b).
It has to state that this configuration does merely appear in reality, with one barge
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perpendicular to another barge in close proximity. In offshore engineering, two
vessels staying close to each other are normally either in tandem or side-by-side
configuration. For the purpose of illustration, we choose a more general case which
is asymmetric and large-space separated (this is to diminish possible gap resonance
which is not of interest here). Parametric studies will not be much presented here,
since a frequency-domain code can be more efficient to carry out study on the effects
of configurations such as barge dimension, draft, separation space, etc. We focus
more on the dynamic responses in the time domain.
For simplification, we assume a uniform mass distribution in the barges, which
gives the following standard mass matrix of Barge 1
M1 =

615.0 0 0 0 0 0
0 615.0 0 0 0 0
0 0 615.0 0 0 0
0 0 0 205.0 0 0
0 0 0 0 51.25 0
0 0 0 0 0 4.6125

(6.39)
Here the water density is specified as 1025 kg/m3 and the mass matrix follows the
standard unit.
6.2.1 Barge motions
We denote ship motions in 6 DOF as follows. The translational motions are surge
(ξx), sway (ξy), and heave (ξz); while the rotational motions are roll (αx), pitch
(αy) and yaw (αz).
A 0° incident wave, which propagates toward positive x direction, has been
imposed in the tank. The wave steepness is relatively low with a wave amplitude
of 0.005 m. Simulations essentially run for more than 30 incident wave periods.
Fig. 6.3 plots a typical motion response of 6 DOF of Barge 1 at the wave frequency
ω = 6.0 rad/s. The motions are normalized by the incident wave amplitude. It is
clear that the motions of surge, sway and yaw demonstrate a very different character
from heave, roll and pitch. Fig. 6.3(a) shows that Barge 1 is drifting downstream












Figure 6.2: Two freely floating barges: (a) configuration (unit in ‘m’); (b) mesh on free
surface and barges
from Barge 2 as can be seen in Fig. 6.3(b). Nevertheless, motions of heave, roll and
pitch oscillate around zero. It is understandable and reasonable if we examine the
case we have simulated here. There has no restoring force, under the potential flow
assumption, in direction of surge, sway and yaw, resulting in a drift effect; whereas
hydrostatic restoring forces/moments (increased as motions increase) balance the
motions of heave, roll and pitch.
A feature in the motions of heave, roll and pitch is that they have a relatively
long transient response (some 15 periods) and the transient amplitude could be
higher than the steady-state response. Yet, their steady-state time histories still
are single harmonic dominant.
Apart from the motions of each barge itself, the relative motions may also be
of great importance, which is crucial for side-by-side operations. Fig. 6.4 shows the
motions of Barge 2 relative to Barge 1 in the x, y, z directions. It is found that
Barge 2 drifts faster downstream than Barge 1; this is due to the fact that drift
force in the x direction on Barge 2 is greater than that on Barge 1 as the wave
direction is perpendicular to Barge 2. The negative relative motion (the harmonic
component is quite low) in the y direction again reveals that the 0° incident wave is
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Figure 6.3: Motions of Barge 1 for two asymmetrically arranged barges subject to a
0° incident wave of frequency ω = 6.0 rad/s
separating Barges 1 and 2 at the frequency ω = 6.0 rad/s, and this is mainly due to
anti-directional drift forces on the two barges. Interestingly, the maximum relative
heave is larger than the heave of each barge as their heaves have a phase difference.
This suggests that the enlarged relative motions must be taken into consideration
while performing side-by-side operations.
The velocity and acceleration in every DOF of each barge can be plotted.
We here only present the corresponding responses in surge and pitch of Barge
1 in Fig. 6.5(a) and 6.5(b), which represent typical responses with and without
drift effect, respectively. The top panel plots the displacement, middle panel the
velocity and bottom panel the acceleration. The acceleration in surge displays a
single harmonic response, but its mean value is not zero. This non-zero mean
acceleration leads to a linear increase of the mean velocity with respect to time. It
can be easily proved by time integration of the acceleration. Then a second time
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Figure 6.4: Relative motions of Barge 2 to Barge 1 for two asymmetrically arranged
barges subject to a 0° incident wave of frequency ω = 6.0 rad/s: (a) in x direction; (b)
in y direction; (c) in z direction
integration shows a quadratic component in the displacement response, as shown
in the surge time history. Unlike the surge, pitch acceleration has a zero mean such
that no drift effect is observed in the pitch displacement.
6.2.2 Harmonic analysis
We have been much attracted by the possible harmonics, other than the incident
wave frequency dominated component, observed in the motion responses in heave,
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Figure 6.5: Responses of Barge 1 for two asymmetrically arranged barges subject to
a 0° incident wave of frequency ω = 6.0 rad/s: (a) Surge; (b) Pitch. Top panel is
displacement, middle panel velocity and bottom panel acceleration.
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roll and pitch in Fig. 6.3. A detailed investigation can be carried out by harmonic
analysis using the FFT technique that has been employed in previous chapters.
With the motion responses of heave, roll and pitch (no drift effect), we can
directly perform the FFT to obtain their response spectra. We take the pitch
motion in Fig. 6.5(b) for example. The spectrum of pitch motion, normalized by
the incident wave amplitude, of Barge 1 is plotted in Fig. 6.6, where there exists
a notably component at a lower frequency except the one exactly at the incident
wave frequency ω0. This lower frequency is believed to correspond to the barge
natural frequency of rotation about y-axis. It is hereby illustrated by the amplitude
spectrum of Barge 2 motion about x-axis. It is found that the extra component
has the same lower frequency as that of Barge 1.
0 . 0 0 . 5 1 . 0 1 . 5 2 . 0 2 . 5 3 . 00 . 0 0
0 . 0 2
0 . 0 4
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Figure 6.6: Spectrum of amplitude for pitch displacement of Barge 1
As for the responses of surge, sway and yaw where the drift effect is significant,
the FFT can not be directly employed on the time histories. Before performing
spectrum analysis, we need to eliminate the drift effect or the quadratic component
due to the mean acceleration, to recover the harmonic response. We briefly present
the post-processing for motion responses of surge, sway and yaw.
We assume the response of acceleration in a certain DOF has a form
a(t) =
∑
Aai cos(ωit− pi) + a0 (6.40)
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where Aai and pi are the acceleration amplitude and phase corresponding to the
harmonic at ωi, and a0 is the mean acceleration. This leads to the velocity as
v(t) =
∑
Avi sin(ωit− pi) + a0t+ v0 (6.41)
and the displacement as
ξ(t) =
∑
Aξi cos(ωit− pi) + 1
2
a20t+ v0t+ ξ0 (6.42)
where v0 and ξ0 are the mean velocity and displacement, Avi and Aξi are the
amplitudes of velocity and displacement corresponding to the component at ωi.
The procedures are described as follows
(i). Calculate the mean acceleration a0 by averaging the time history of acceler-
ation response;
(ii). Regenerate the response of velocity by subtracting the component due to the
mean acceleration, and the updated velocity is v′(t) = v(t)− a0t;
(iii). Calculate the updated mean velocity v0 based on the time history of v
′(t);
(iv). Regenerate the data of motion by subtracting the components due to the





After this processing, we are able to obtain the responses of surge, sway and
yaw with the drift effect eliminated. Figs. 6.7(a) and 6.7(b) show the regenerated
responses of surge velocity and displacement. It is now clear to see that both
the velocity and displacement demonstrate a single harmonic dominated response.
Harmonic analysis then can be performed based on the regenerated responses. This
post-process is utilized in obtaining the first order responses for surge, sway and
yaw presented in the next subsection.
6.2.3 Comparisons with HydroStar
As validation of the present model, especially for the newly derived approach of cal-
culating hydrodynamic forces using auxiliary functions, we have here compared our
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Figure 6.7: Regenerated responses of Barge 1 to eliminate the drift effect: (a) Surge
velocity; (b) Surge displacement
simulation results with HydroStar, a commercialized linear software package. First
order forces are extracted by the FFT from the present nonlinear results. Fig. 6.8
shows the comparisons of first order hydrodynamic forces on Barge 1 between the
present model and HydroStar. The forces are normalized by the incident wave am-
plitude. Simulations are performed over the frequency range 5-8 rad/s. The overall
agreements for 6 DOF forces are generally satisfactory. A noteworthy feature for
the force Fy in Fig. 6.8(b) is that, there appears a peak near the frequency 6.0 rad/s.
This is possibly related to the partially trapped wave at this frequency between the
two barges, although they are largely separated. Given the relatively large distance
in-between, the influence of possible resonance is not as significant as the case of a
narrow gap. Such that the response is not that much amplified.
A similar comparison of forces on Barge 2 is presented in Fig. 6.9. Again,
most of the comparisons in 6 DOF give agreeable results. A detailed examination,
however, finds that, near the frequency 5.0 rad/s Mx on Barge 1 and My on Barge
2 the present simulations tend to be more pronounced than those by HydroStar.
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One should note that Mx on Barge 1 and My on Barge 2 correspond to its roll
moment on each barge. Harmonic analysis of the time history of the roll moment
reveals that the barge roll natural frequency is close to 5.0 rad/s. In a time-domain
simulation, a much longer time hence long computational time is required to achieve
the steady state in case of resonance. The simulation time we have set may not
be sufficient. Nevertheless, the roll resonance of a vessel is not of our focus here.
Except the forces Mx on Barge 1 and My on Barge 2 near the frequency 5.0 rad/s,
other simulation results are mostly close to HydroStar.
The first order motions of Barge 1 and 2 in 6 DOF are also plotted in Figs. 6.10
and 6.11, with inclusion of HydroStar results. The good agreement of both forces
and motions well validates the present newly proposed approach for solving the
coupled motion equations. It then has to emphasize that the value of nonlinear time-
domain simulation attributes to its feature of capturing higher- or lower- frequency
components, which cannot be obtained from a linear frequency-domain model.
6.2.4 Movement trajectory
It is valuable to plot the trajectory of movements of the barges, in order to better
gain a straightforward knowledge of their coupled motions. Fig. 6.12 presents the
acceleration of Barge 1 in five directions versus horizontal acceleration along x-
axis. The trajectories are plotted from t = 10T to t = 30T . Most of them have
reached steady states after t = 10T except that in the yaw direction. They generally
demonstrate a near elliptic locus. This is consistent with the motion responses of the
barge. The accelerations in all directions are single harmonic dominant (discussed
in the harmonic analysis in Section 6.2.2) such that the locus of a sin / cos response
versus another sin / cos response of a different amplitude results in an ellipse. The
shape of the ellipse represents the phase difference between motions in these two
directions.
We can identify similar characters from the trajectory of movement of Barge
2 from Fig. 6.13. Note that the acceleration directions of Barge 2 follow the global
coordinate system. The nearly perfect ellipses in Figs. 6.13(a), 6.13(b) and 6.13(e)
reveal that the steady state has been achieved since t = 10T . Fig. 6.13(a) demon-
strates the translational acceleration of the barge on the horizontal plane, and
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Figure 6.8: Comparisons of first order hydrodynamic forces on Barge 1 for two asymmet-
rically arranged barges subject to a 0° incident wave: (a) Fx; (b) Fy; (c) Fz; (d) Mx; (e)
My; (f) Mz
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Figure 6.9: Comparisons of first order hydrodynamic forces on Barge 2 for two asymmet-
rically arranged barges subject to a 0° incident wave: (a) Fx; (b) Fy; (c) Fz; (d) Mx; (e)
My; (f) Mz
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Figure 6.10: Comparisons of first order motions of Barge 1 for two asymmetrically ar-
ranged barges subject to a 0° incident wave: (a) ξx; (b) ξy; (c) ξz; (d) αx; (e) αy; (f)
αz
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Figure 6.11: Comparisons of first order motions of Barge 2 for two asymmetrically ar-
ranged barges subject to a 0° incident wave: (a) ξx; (b) ξy; (c) ξz; (d) αx; (e) αy; (f)
αz
157
Fig. 6.13(b) on the vertical plane. This gives a direct image of how the barge
moves in a 3D space.
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Figure 6.12: Trajectories of accelerations of Barge 1 for two asymmetrically arranged
barges subject to a 0° incident wave of frequency ω = 6.0 rad/s: (a) a2 versus a1; (b) a3
versus a1; (c) a4 versus a1; (d) a5 versus a1; (e) a6 versus a1
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Figure 6.13: Trajectories of accelerations of Barge 2 for two asymmetrically arranged
barges subject to a 0° incident wave of frequency ω = 6.0 rad/s: (a) a2 versus a1; (b) a3
versus a1; (c) a4 versus a1; (d) a5 versus a1; (e) a6 versus a1
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6.3 Two interconnected moving barges
After having simulated the freely moving barges and validated the present nonlinear
model, we now investigate two side-by-side interconnected barges. We consider
three simple types of connections: rigid connection, middle-hinge connection and
end-hinge connection. As has been explained, a more commonly seen configuration
for two close vessels is the side-by-side arrangement for operations. Such that, we
consider two identical barges, symmetrically side-by-side arranged, as an example
for demonstrating the proposed method of modelling the connections. The three
types of connections are shown in Fig. 6.14. Each barge dimension is the same as in
Fig. 6.2(a), which is 2 mÖ1 m with a draft 0.3 m. The separation distance is 1 m.
The origin of the global coordinate system is placed at the middle of the connection
arm. The approach presented in Section 6.1.2 is applied to model the connections.




Figure 6.14: Configurations of interconnected barges: (a) rigid connection; (b) middle-
hinge connection; (c) end-hinge connection
6.3.1 Rigid connection
The first type is two rigidly connected twin-barge system in Fig. 6.14(a). With a
horizontal rigid bar connecting the two bodies, this can actually be treated as a
single body of two hulls. A prototype of this system is a catamaran. Here in order
to examine our connection model, we retain the system as two bodies with a rigid
connection.
Following the example of modeling rigid connections presented in Section 6.1.2
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0 0 0 0 1 0
0 0 0 0 0 1

In order to investigate the influence of the connections and effectiveness of
the present connection model, we also for the purpose of comparison simulate two
side-by-side freely floating barges without any connection, but other configuration
remains the same. We consider both a 0° heading wave which propagates along
positive x direction, i.e. head sea, and a 90° heading wave propagating along posi-
tive y direction as beam sea.
 Head sea
Fig. 6.15 plots the normalized (by the incident wave amplitude) free surface el-
evations in one wave period near the barge system in head sea at the frequency
ω = 6.0 rad/s. Both the scattered and total wave fields are shown. As can be
seen from the total wave field, unlike the narrow gap case discussed in the previous
chapter, no high surface elevation is observed in the gap. Slightly amplified wave el-
evation appears only in the upwave surface of the barges, see t = 16.4T . Compared
with the freely floating barges, the total wave field is not very much influenced by
the rigid connection; this is possibly due to the fact that the barge motions are
relatively small in this case. But surely the barge motions are significantly changed
by the rigid connection, compared to the case of two freely floating barges.
Fig. 6.16 shows the motion responses of Barge 1 for the case of freely floating
barges and rigidly connected barges in head sea at the frequency ω = 6.0 rad/s.
As expected, motions of surge, heave and pitch are not much affected by the rigid
connection due to symmetry. There in theory ought to be no relative surge, heave
and pitch motions between Barges 1 and 2, therefore the motions are not affected
by the presence of rigid connection since the corresponding constraint forces should







Figure 6.15: Free surface elevation in a cycle for side-by-side rigidly connected barges in
head sea, left column for scattered wave zS/A and right for total wave z/A, at the time
instants: (a) t = 16.4T ; (b) t = 16.6T ; (c) t = 16.8T ; (d) t = 17.0T ; (e) t = 17.2T
162
the rigid connection and symmetric configuration. This also is the case for Barge
2. In addition, no drift effect is expected for sway and yaw motions. Yet a small
drift is observed in yaw shown in Fig. 6.16(f). This could possibly be caused by
the unstructured free surface mesh which makes the system not strictly symmetric
about the x-axis. A same drift in the same direction in yaw is also observed for
Barge 2. This suggests that the connection model indeed is effective in terms of
rigidly connecting the two barges.
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Figure 6.16: Comparisons of motions of Barge 1 for two side-by-side free barges and rigid
connected barges subject to a 0° incident wave of frequency ω = 6.0 rad/s: (a) Surge; (b)
Sway; (c) Heave; (d) Roll; (e) Pitch; (f) Yaw
The constraint forces due to the rigid bar are then of interest. Figs. 6.17
and 6.18 plot the time histories of constraint forces and moments at the middle of
the horizontal bar. The shear forces along the x and z directions are quite close
to zero, due to the symmetry as explained in the motions. The constraint force Fy
along the bar is almost equal to the hydrodynamic sway force acting on the barges,
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which pushes the side-by-side barges toward/outward each other, depending on the
incident wave frequency. For constraint moments in Fig. 6.18, the yaw moment
Mz is much higher than the roll moment Mx as well as pitch moment My which
are near zero. It is not surprising to see the near zero pitch moment since there is
no relative motion in pitch between the two barges. The yaw motions of Barges
1 and 2 tend to be opposite (this can be observed from the free barges), which
generates a large yaw moment at the rigid connection to resist their antisymmetric
movement. However, their tendency of antisymmetric roll does not result in very
large moment at the connection. In the perspective of the connection strength,
the bending moment about z-axis is more crucial than that about the x-axis. This
should be much concerned in the practice of designing a rigid connection.
0 5 1 0 1 5 2 0 2 5 3 0- 4 0 0










 F x F y F z
Figure 6.17: Constraint forces at the middle of the rigid connection bar for side-by-side
rigidly connected barges in head sea
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Figure 6.18: Constraint moments at the middle of the rigid connection bar for side-by-side
rigidly connected barges in head sea
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 Beam sea
We next consider these two rigidly connected barges subject to a 90° heading wave,
i.e. beam sea, of frequency ω = 6.0 rad/s. The scattered wave field in one wave
period is displayed in Fig. 6.19. Compared with the head sea case, wave surface
between the two barges are more disturbed. Observing from the scattered elevations
at the downstream of the upwave Barge 2 and the upstream of the leeside Barge
1, it seems a near standing wave occurs. Unlike the longitudinal wave resonance
in a narrow gap which has been extensively investigated in Chapter 5, this can be
explained as a fluid sloshing between two vertical walls. Apparently it depends
much on the wave length/frequency. As we here focus on the influence of the
interconnection to the barge motions, we will not work further into the topic related
to liquid sloshing in this chapter.
The presence of rigid connection is expected to have more influence on the barge
motions in the case of beam sea. The surge, pitch and yaw motions of both Barge
1 and Barge 2 are quite close to zero which is true in a wave of 90° incidence. We
discuss only motions in the other three DOF. Fig. 6.20 shows the responses of sway,
heave and roll of the upwave Barge 2. The single frequency dominant sway motion
in the response in Fig. 6.20(a) is almost, if not equals to, zero. Remarkably the sway
drift becomes nearly half of that of free barges, which is understandable considering
the fact that the rigidly connected system has a lower mean acceleration than the
freely floating barge in upwave. However, this is not the case for the leeside Barge
1, plotted in Fig. 6.21(a). With two free barges, the leeside Barge 1 is well sheltered
by Barge 2 such that Barge 1 has nearly no sway motion and drift. Whereas in the
rigidly connected system the upwave and leeside barges share a same yaw motion,
as expected.
For heave motions, the upwave Barge 2 is more pronounced than the sheltered
leeside Barge 1, in the cases of both the barges with and without connection.
Surprisingly, the heave motions of rigidly connected barges are slightly increased due
to the rigid connection, for both Barge 2 in Fig. 6.20(b) and Barge 1 in Fig. 6.21(b).
This could attribute to the roll motion of the system, performing as a single body
where the roll center is at the middle of the horizontal bar. The roll motions of the





Figure 6.19: Scattered wave elevation zS/A in a cycle for side-by-side rigidly connected
barges in beam sea at the time instants: (a) t = 16.4T ; (b) t = 16.6T ; (c) t = 16.8T ; (d)
t = 17.0T ; (e) t = 17.2T
the free barges. It is observed in Fig. 6.20(c) that a significant drop of roll motion
of the upwave Barge 2 occurs due to the rigid connection. For the leeside Barge 1
in Fig. 6.21(c), although the steady-state roll motion is comparable with the free
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Figure 6.20: Motions of upwave Barge 2 for two rigidly connected barges in beam sea,
with comparisons to two free barges: (a) Sway; (b) Heave; (c) Roll
barges, the transient response before around 20 T for the case of free barges could
be several times higher than the case of rigid connection. Here, a similar conclusion
as in the situation of head sea can be drawn in the perspective of roll motion. For
two side-by-side barges in both head sea and beam sea, the rigid interconnection
helps to significantly diminish the roll motions of freely floating barges. It is an
important benefit since roll motion in practice is more critical than motions in other
DOF.
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Figure 6.21: Motions of leeside Barge 1 for two rigidly connected barges in beam sea,
with comparisons of two free barges: (a) Sway; (b) Heave; (c) Roll
Besides, we notice that the roll motions for the upwave and leeside barges
have a phase difference in the case of free barges. While the roll responses of
the two free barges are in anti-symmetrical direction in the head sea situation,
their phase difference in the beam sea depends on the wave length relative to their
separation distance. With the rigid connection, the two barges simply have a same
roll motion, both in amplitude and phase. A phase difference, especially the out-of-
phase, generates a higher relative motion which threads the side-by-side operations.
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The rigid connection to somewhat stabilizes the system in terms of relative motions
between two bodies.
Similar to that of head sea, very high constraint forces are generated in the
rigid bar in the case of beam sea. Figs. 6.22 and 6.23 show respectively the forces
and moments at the middle of the rigid bar. The in-line force, Fy, now is over ten
times that in head sea plotted in Fig. 6.17. This is due to the fact that the sway
wave force in beam sea is much higher than that in head sea. A shear force Fz is
also excited, though not as high as the in-line force. Unlike in head sea in Fig. 6.18,
where a large bending moment Mz is induced to resist the relative yaw motion
of the barges, a nearly twice the bending moment about the x-axis is generated
in beam sea. Again one must pay much attention to his bending moment Mx if
considering to use a rigid connection.
0 5 1 0 1 5 2 0 2 5 3 0- 6 0 0 0
- 4 0 0 0
- 2 0 0 0
0
2 0 0 0
4 0 0 0





 F x     F y     F z
Figure 6.22: Constraint forces at the middle of the rigid connection bar for side-by-side
rigidly connected barges in beam sea
In summary, the above analysis suggests that the presence of the rigid connec-
tion benefits barge motions (by stabilizing the system) in both head sea and beam
sea. However, one would expect remarkable constraint forces and bending moments
in the rigid connection, especially for the case of beam sea. This has to be of great
concern in the design practice.
6.3.2 Middle-hinge connection
The second type is a middle-hinged twin-barge system, where the barges are con-
nected by a hinge at the middle of a horizontal bar, as shown in Fig. 6.14(b). In the
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Figure 6.23: Constraint moments at the middle of the rigid connection bar for side-by-side
rigidly connected barges in beam sea
practical point of view, this connection is more convenient and efficient than the
rigid connection. The side-by-side barges can be easily connected and disconnected
via the joint hinge according to the requirement. We now discuss the influence of
the middle-hinge connection.
Similar to the case of rigid connection, we need to construct the constraint
matrices for the two barges. As the rotational constraints are freed at the hinge,
the corresponding coefficients in the constraint matrix become zero. The resultant
constraint matrices are written as
K1 =

1 0 0 0 0 1
0 1 0 0 0 0
0 0 1 −1 0 0
0 0 0 0 0 0
0 0 0 0 0 0




1 0 0 0 0 −1
0 1 0 0 0 0
0 0 1 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

Note that the ‘zero’ rows in the constraint matrices must be eliminated while
forming the coupled motion equations, i.e. Eq. (6.35). As the rotational moments
are freed at the hinge, only three constraint forces need to be solved. After elimi-
nating the ‘zero’ rows in the constraint matrices, we are to solve a 15Ö15 equation
system for this coupled motion.
 Head sea
We impose the same incident wave into the tank. A case of head sea is firstly
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considered. Compared with the rigid connection, the middle-hinge connected barges
are not restricted in their roll and yaw movements, particularly for the symmetric
case in head sea where the pitch motions of two barges are the same. It is found
that the roll motions for the middle-hinge connected barges are in coordination
with the two freely floating barges (see Fig. 6.24(a)), this is due to the fact that
the free barges are rolling anti-symmetrically and no bending moment is generated
in the case of middle-hinge connected barges, under the small rotational motion
assumption. The yaw motion of Barge 1 is plotted in Fig. 6.24(b). Harmonic
analysis shows that the first order motion is almost same as in the case of free
barges. However, the drift of yaw is much reduced compared with the free barges.
We have discussed in the simulation of rigidly connected barges that a remarkable
bending moment in the horizontal bar is induced by the hydrodynamic pressure
moment on the barges. This is not an issue here for the middle-hinge connection
and can be considered as one main advantage over the rigid connection.















Figure 6.24: Comparisons of motions of Barge 1 for two side-by-side free barges and
middle-hinge connected barges subject to a 0° incident wave of frequency ω = 6.0 rad/s
The constraint forces at the hinge are presented in Fig. 6.25, similar to the
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force responses for the rigid connection in Fig. 6.17. There is no constraint moment
in the middle-hinge connection.
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Figure 6.25: Constraint forces at the hinge for side-by-side middle-hinge connected barges
in head sea
 Beam sea
We now study the case of the two middle-hinged barges in beam sea. In the
concern of interconnection, the middle-hinge connection has no constraint in relative
rotational motions of the barges while the rigid connection has made the two barges
rotate as a single body. In such circumstance, the surge, sway and heave motions
of middle-hinged barges in beam sea are quite similar to those of rigidly connected
barges. As there is almost no pitch and yaw for the barges in beam sea, the effect on
roll motion is the major difference between the rigid and middle-hinge connection.
Figs. 6.26(a) and 6.26(b) show the roll responses of the leeside Barge 1 and upwave
Barge 2 respectively, with comparisons against the case of two free barges. Note
that the steady-state responses are achieved after around 20 wave period. The roll
amplitude of the upwave Barge 2, at nearly the steady state, slightly decreases due
to the middle-hinge connection, but not as much as that in the rigid connection. On
the contrary, the middle-hinge connection amplifies in a small scale the roll response
of the leeside Barge 1. This could be reasonable if we examine carefully the phase of
the roll motion. The phases of roll motions can be observed to be the same for the
upwave Barge 2 with/without the connection in Fig. 6.26(b) while there apparently
exists a phase difference for the leeside Barge 1. As we have discussed previously,
there naturally is a phase difference for roll motion between the upwave and leeside
barges. Due to the middle-hinge connection, Barge 1 and Barge 2 are now rolling
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exactly out-of-phase. This has somewhat mitigated the discrepancy of roll motions
between the two barges.
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Figure 6.26: Roll motions of two side-by-side middle-hinge connected barges in beam sea:
(a) Barge 1; (b) Barge 2
In this complicated problem of wave interactions with multiple bodies, the
motion variation induced by the interconnection in return could change the hydro-
dynamic forces on the barges. Particularly the heave force and roll moment on
the barges in beam sea are expected to be much influenced because the motions
in these directions are more subject to the interconnection constraints. Fig. 6.27
shows the hydrodynamic force and moment on the upwave Barge 2 in heave and
roll directions. It is found that the variation (increase or decrease) of the hydro-
dynamic forces induced by the middle-hinge connection follows the trend in the
corresponding motions, i.e. the heave force on Barge 2 increases while the roll
moment decreases. It is also true for the forces on the leeside Barge 1, shown in
Fig. 6.28. Both the heave force and roll moment on Barge 1 (steady state) have
been enlarged over 50% of the forces for free barges, which indeed is the case for
their corresponding motions.
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Figure 6.27: Hydrodynamic forces on upwave Barge 2 for two side-by-side middle-hinge
connected barges in beam sea: (a) heave force Fz; (b) roll moment Mx
The constraint forces at the hinge are close to those at the middle point of
the horizontal bar in the case of rigid connection, except that there is no resistant
moment in the middle-hinge connection. The responses of the forces are presented
in Fig. 6.29. The in-line force Fy dominates and a small shear force Fz is also
present. We notice that the steady state of Fy is not a single harmonic response,
but a perturbation component can be clearly identified from its amplitude (not a
constant). A harmonic analysis by the FFT reveals that a higher-frequency com-
ponent appears, shown in Fig. 6.30. However, this component does not correspond
to a second or third harmonic. It appears around 1.35ω0, where ω0 is the incident
wave frequency 6.0 rad/s. This component yet may not be reasonably explained
as an effect of nonlinearity, it could more likely be due to the coupling effect of
motions in other DOF.
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Figure 6.28: Hydrodynamic forces on leeside Barge 1 for two side-by-side middle-hinge
connected barges in beam sea: (a) heave force Fz; (b) roll moment Mx
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Figure 6.29: Constraint forces at the hinge for side-by-side middle-hinge connected barges
in beam sea
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Figure 6.30: Amplitude spectrum of constraint force Fy at the hinge for side-by-side
middle-hinge connected barges in beam sea
6.3.3 End-hinge connection
The third type connection of concern is the end-hinged twin-barge system, where
the two bodies are hinged at the ends of a horizontal bar shown in Fig. 6.14(c). In
view of multibody mechanics, there should exist three constraints of forces at each
hinge. We here assume the forces at the two hinges present as action and reaction
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
Similar to the situation of the middle-hinge connection, a 15Ö15 equation sys-
tem for the coupled motions needs to be solved.
 Head sea
The side-by-side barges connected by two end hinges in head sea are simulated.
Compared with the case of middle-hinge connection, the end-hinge connected barges
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demonstrate quite similar responses except that a significant difference observed is
the yaw motion. Fig. 6.31 compares the yaw motion of Barge 1 for the cases of
freely floating, middle-hinge connected and end-hinge connected barges. The first
order yaw motions for these three cases remain close. Surprisingly the yaw drift
motion becomes almost twice of that for the free barges, while the yaw drift in the
middle-hinge connection is rather negligible. It is reasonable if we further analyze
this mechanical system. In the case of end-hinge connection, once a small yaw drift
(positive) of Barge 1 is induced by the hydrodynamic pressure, the constraint force
along the horizontal bar (its mean value is pressing) can generate a positive yaw
moment with respect to the center of gravity of Barge 1. This additional positive
yaw moment due to the constraint force causes the enlarged yaw drift as seen in
Fig. 6.31. In regard to side-by-side operations, this enlarged yaw drift might be one
of the critical considerations.
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Figure 6.31: Comparisons of yaw motion of Barge 1 for two side-by-side free, middle-hinge
connected and end-hinge connected barges subject to a 0° incident wave of frequency
ω = 6.0 rad/s
The constraint force should naturally be along the horizontal bar, either pulling
or pressing. This is consistent with the simulation results, where the constraint
forces have very similar responses with the case of middle-hinge connection shown
in Fig. 6.25. Again the symmetry of the configuration leads to near zero constraint
forces along x and z directions.
 Beam sea
In the case of two end-hinge connected barges in beam sea, we expect only the roll
motion is different from the case of middle-hinge connected barges. The rotational
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constraints are released in both cases. Comparing these two connections, a signif-
icant difference is the acting position of the constraint force: one is at the center
of the horizontal bar and the other is at the ends of the bar which are nearer to
the center of gravity of the barge. A small variation of the vertical constraint force
would result in a considerable deviation for the roll moment with respect to the
center of gravity of the barge. Figs. 6.32(a) and 6.32(b) compare the roll motions
of Barge 1 and Barge 2 respectively, for three cases of free barges, middle-hinge
connection and end-hinge connection. It is obvious that in free barges the upwave
Barge 2 has much higher roll than the leeside Barge 1. However, in the end-hinge
connection their rolls are comparable, with the roll of Barge 2 diminished and of
Barge 1 increased. The roll motions of both the barges with the middle-hinge con-
nection are somewhere in-between. One can note that the two barges have the roll
motions out-of-phase (rolling in the opposite directions) in both the middle-hinge
connection and the end-hinge connection, yet it is not the case for free barges. De-
spite the variation of amplitude and phase, it is surprising to find that the relative
roll motions between the two barges in all the three cases are quite close, as shown
in Fig. 6.33. What to be paid attention to is that the relative roll motion, in the
concern of side-by-side operations, is higher than each of the single barge.
The in-line constraint force in the end-hinge connection is almost identical to
that in the middle-hinge connection. However, this is not the case for the vertical
shear force. Despite the fact that the shear force is much lower than the in-line
force, it could be more critical in terms of design of the connection especially near
the hinges. Fig. 6.34 shows comparison of the vertical constraint force for the
middle-hinge and end-hinge connections. The later has an amplitude over twice
that of the former. This must be included in considerations while choosing the
end-hinge connection.
We have here presented the three types of connections as examples for demon-
strating the newly developed model for interconnected bodies. Basically more types
of connections can be modeled following a similar approach by imposing proper con-
straint matrices.
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Figure 6.32: Comparisons of roll motions for two side-by-side free, middle-hinge connected
and end-hinge connected barges in beam sea: (a) Barge 1; (b) Barge 2
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Figure 6.33: Comparisons of relative roll motions for two side-by-side free, middle-hinge
connected and end-hinge connected barges in beam sea
6.4 Summary
This chapter focuses on simulations of two moving bodies, possibly with inter-
connections. We have extended the application of auxiliary functions for indirect
calculation of hydrodynamic forces to the case of two moving bodies. The influ-
ence of the presence of multiple bodies can be identified from the resultant coupled
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Figure 6.34: Comparisons of constraint forces in the z direction for two side-by-side
middle-hinge connected and end-hinge connected barges in beam sea
motion equations. The present model solves not two sets of equations of 6 DOF,
but a set of 12 equations which clearly describe the interactions. In the case of
interconnected bodies, to mathematically represent the connections, we impose a
constraint matrix to describe different types of connections. The motion equations
are then modified correspondingly to solve the constraint forces.
Two freely moving, asymmetrically arranged barges subjected to a 0° heading
wave have been simulated to validate the proposed model for calculating hydrody-
namic forces and motions. It is as expected observed that a significant drift effect
appears in the surge, sway and yaw motions of the barges, of which directions there
is no restoring force/moment. In the responses of heave, roll and pitch, a noticeable
component at a frequency other than the incident wave frequency is observed from
their corresponding spectrum. It is probably due to the coupling effect of motions
in other directions. Comparisons of first-order forces and motions are then made
with the linear software HydroStar. A satisfactory agreement is achieved.
Two side-by-side interconnected barges in both head sea and beam sea are fi-
nally investigated. Three types of connections are considered, which are rigid con-
nection, middle-hinge connection and end-hinge connection. The barge responses
are compared with two freely floating barges to examine the influence of the con-
nections. In the rigid connection (a horizontal bar), the two barges perform as
two components of a single body. In head sea, the sway, roll and yaw motions of
each barge become nearly zero. An in-line force in the connection is induced in
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the sway direction as expected. A more striking constraint force is the bending
moment with respect to the z-axis, Mz, due to the relative yaw motions of the two
barges. This significant bending moment on the connection could in practice be
a critical consideration for the rigid connection. In beam sea, the roll motions of
both upwave and leeside barges are effectively suppressed by the rigid connection.
However, the in-line force in the rigid connection is dramatically increased due to
the coincidence with the wave direction, and the large bending moment in the roll
direction Mx is also of great concern.
The possibly large constraint moments are released in the case of hinge(s)
connection. In the symmetric configuration in head sea, more attention should be
paid to the yaw motions of the barges when comparing the middle-hinge connected
and end-hinge connected barges with two free barges. The yaw drift is found to be
much enlarged in the case of end-hinge connection but reduced in the case of middle-
hinge connection. In beam sea, generally the presence of the hinge connection
helps to diminish the motion difference between the upwave and leeside barges,
i.e. suppressing the motion of upwave barge and enlarging that of leeside barge.
In spite of a close in-line force in the middle-hinge and end-hinge connections, a
vertical shear force of nearly twice larger is generated in the end-hinge connection.
This might turn against the option of the end-hinge connection.
The analysis of the three connections presented here suggests that the middle-
hinge connection could be a more favorable interconnection type for the present
configuration of two side-by-side barges, considering that remarkable bending mo-
ments tend to be generated in the rigid connection and the vertical shear force in
the end-hinge connection is very much enlarged.
In the end, it ought to be made clear that more connection types can modeled




The last chapter concludes this thesis by summarizing the key findings presented
in the forgoing chapters and proposes some recommendations for future research
related to the current study.
7.1 Conclusions
The main objective of this thesis is to develop an accurate and efficient numerical
model to simulate nonlinear wave interactions with a marine multibody system.
Particularly, the multibody systems we have considered include a single struc-
ture with multiple supporting components, saying a semisubmersible or tension
leg platforms; and one with multiple units, such as two side-by-side vessels. Em-
phasizes regarding to the problem are: 1) hydrodynamic interactions with multiple
bodies; 2) trapping or resonant phenomenon due to presence of multiple compo-
nents/structures; 3) and associated nonlinearity due to free surface boundary condi-
tions. Based on the studies that have been done, the main conclusions and findings
are summarized as follows.
Concerning the methodology, the fully nonlinear potential flow theory we have
employed in this study is found to remain an advanced and accurate model in
simulating wave-structure interactions. Based on a higher-order boundary element
method, a time-domain nonlinear numerical model for simulating multiple struc-
tures in waves has been developed. The governing equations and boundary condi-
tions are presented in Chapter 2. The Lagrangian description of the fully nonlinear
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free surface conditions is illustrated effective in capturing the intersection lines be-
tween free water surface and structures, and for updating the free surface in the
time marching. The application of the auxiliary function approach is quite an effi-
cient and convenient method for hydrodynamic force calculation, which remains a
challenge due to calculation of differentiation of velocity potential with respect to
time where numerical instability tends to occur in the case of moving bodies.
Numerical implementations, including boundary discretization, meshing, nu-
merical beach, and time step integration, have been described subsequently. The
unstructured triangular element on the free surface is illustrated suitable and pow-
erful for discretization of an irregular-shaped surface boundary, and this allows us
to easily model any complex multibody system. A cosine type wave energy ab-
sorber is found effective in damping out the waves at the end of the free surface
boundary. A Runge-Kutta fourth-order (RK4) scheme is proved to be a stable and
accurate time integration algorithm. Moreover, an economical computational effort
has been put in solving the assembled linear equations thanks to the implementa-
tion of the efficient LAPACK solver, distributed in the cluster of High Performance
Computation (HPC) in the Computer Center of National University of Singapore.
By employing the fully nonlinear model (a rectangular numerical wave tank),
we have simulated wave diffraction around an array of bottom-mounted vertical
circular cylinders. We first validate the present model by considering a case of two
tandem arranged cylinders. Good agreements are achieved in comparisons against
both existing analytical and numerical results. Later simulations concern an array
of four circular cylinders, where we reproduce the experimental tests performed
by Ohl et al. (2001) and provide better predictions than linear models do. Mesh
convergence has been tested through a coarse, normal and fine mesh case, and
a proper mesh density has been chosen in the simulations in order to achieve an
accuracy-efficiency balance.
The near-trapping phenomenon in the array has been investigated by the
present time domain simulation. The numerical model has confirmed and extended
the findings of Malenica et al. (1999) that higher order nonlinear effects can ex-
cite near-trapped modes. A harmonic analysis has shown a behavior similar to
the conclusion by Malenica et al. (1999) with their second order analysis that a
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second-order trapped mode can be excited at half the frequency of the wave that
excites a linear near-trapped mode. For the particular configuration considered in
our study, we observed the remarkable phenomenon that, at one specific incident
wave frequency and direction one trapped mode is excited by second order effects,
while a different trapped mode (having similar symmetries) is excited by third order
effects. The results suggest that under certain conditions of wave frequency and
direction, extremely high local free surface elevations can arise within the array.
Such behavior would have direct implications for the evaluation of airgap, in the
process of designing offshore structures such as semisubmersibles and tension leg
platforms, and for potential damage due to wave-in-deck loads.
In order to improve computational efficiency and eliminate the side wall effect of
the rectangular wave tank, we further developed a nonlinear decomposition model,
which is reformulated from the original fully nonlinear potential model. It simulates
wave-body interactions in a circular tank without a wavemaker. A few advanced
features of the decomposition model are demonstrated. First of all, the decompo-
sition strategy makes it rather easy to implement any wave condition (regular or
irregular) by imposing a desired incident wave model. Second, the computational
domain can be significantly reduced in a circular tank especially in modeling a large
multibody system and the tank wall reflection can be completely eliminated with
a numerical beach near the tank wall. Third, a direct assignment of an incident
wave has shortened the process of development of a wave field generated by a wave
maker, which also improves the efficiency. Of great importance, the decomposition
remains accurate in capturing higher order effects, which is of much concern in our
nonlinear simulations.
We then employed the decomposition model to study wave interactions with
two side-by-side barges. We have focused on simulating wave resonances in a gap
between side-by-side barges. It is found that the responses of gap free surface
elevations in the nonlinear simulations are quite close to the existing linear results
when the incident waves of low steepness are considered. Mode shapes upon the gap
surface resonances are successfully captured. The key findings lie in the nonlinear
effect on the gap resonance, particularly at the first/piston mode. With increasing
steepness and performing nonlinear simulations using a small frequency interval
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near the gap resonant frequency, it has been shown that gap resonances demonstrate
behavior equivalent to a stiff spring in a nonlinear mass-spring system: the resonant
frequency slightly shifts to higher values as steepness increases. Moreover, the free
surface nonlinearity is found to play a minor role in suppressing the over-predicted
resonance response by linear models. This confirms the experimental findings in
Molin et al. (2009) that the viscous effects, i.e. flow separation at the barge bilges,
mainly account for the discrepancy between linear calculations and measurements
near gap resonance. Further exploration of this nonlinear ‘spring’ behavior by
simulating other barge drafts reveals that the occurrence of the ‘stiff-’ or ‘soft-
spring’ behavior in gap resonances depends on the draft of the side-by-side barges.
Simulations of the side-by-side barges subject to a realistic sea state described
by a PM wave spectrum have been conducted to reproduce the experiments by
Molin et al. (2009). Gap free surface RAOs, resulting from the spectrum analy-
sis, well predict the gap resonant modes, which demonstrates the capacity of the
decomposition model in terms of simulating any desired wave condition.
Lastly, we investigated the hydrodynamic interactions of two moving bodies,
with/without interconnections. The extended application of auxiliary functions for
indirect calculation of hydrodynamic forces in the case of two bodies shows the
influence of the presence of multiple bodies, from the resultant coupled motion
equations. The simplified constraint matrix method is found very effective in mod-
eling different types of connections between side-by-side barges. A comparison of
first order wave forces and barge motions, in a case of asymmetrically arranged
barges, with the linear commercialized software HydroStar shows fairly good agree-
ments. It is observed that a significant drift effect appears in the surge, sway and
yaw motions of the barges, in which directions there is no restoring force/moment.
Employing this validated model, we in the end have studied two side-by-side
interconnected barges of three types of connections: rigid connection, middle-hinge
connection and end-hinge connection. Generally, the rigid connection helps to
moderate the system motions, especially the roll motion of the barges. This in a
sense has improved the hydrodynamic stability of the two-body system. However,
a significant drawback is the large bending moments in the rigid connecting bar.
The remarkable bending moments on the connection could in practice be a critical
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consideration for the rigid connection. The large constraint moments are released
in the case of hinge connections. In the symmetric configuration studied, the yaw
drift is found to be much increased in the case of end-hinge connection but reduced
in the case of middle-hinge connection. Furthermore, a twice large vertical shear
force is generated in the end-hinge connection. This suggests that the middle-hinge
connection could be a more preferable interconnection type for the configurations
studied, given that remarkable bending moments tend to be generated in the rigid
connection and the vertical shear force in the end-hinges connection is very much
enlarged.
7.2 Future work
While the present nonlinear model is relatively accurate and efficient for the simu-
lation of wave interactions with a complex marine multibody system, some specific
issues need to be further addressed regarding to the numerical algorithms. Among
all, the numerical instability when modeling a strongly nonlinear wave is a notable
one, which has been discussed in Section 4.4. Though some numerical treatments
are implemented to improve the stability performance, we are not clear about the
exact mathematical reason that causes the well-known ‘saw-tooth’ instability. It
occurs to us that the intersection lines between the free water surface and the struc-
tures are the most vulnerable location where the instability raises. A quite valuable
study in this aspect is to develop an accurate and stable method to capture the
intersection lines. Some existing numerical methods are in the literature proved
better over a boundary element method in simulating the intersection lines. For
example, an N-S solver is quite stable and accurate in capturing the intersections
as well as the local fluid characteristics. It is quite promising to combine these two
solvers, where one the more efficient while the other is more accurate and stable.
In concern of wave diffraction around an array of cylinders, representing a
semisubmersible or tension leg platform, the pontoon effect is not in-depth dis-
cussed. It is true that wave energy mainly concentrates near the free surface, yet
the pontoon certainly would contribute to the radiation wave which is not covered
in our study of fixed cylinders. Also, in dealing with the nonlinear effect on the
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near-trapping phenomenon associated with a cylinder array, the large third-order
component observed in our simulation suggests a third-order trapped mode could
be excited for a particular configuration of the array. A third-order wave theory can
be employed to provide a theoretical confirmation of the existence of such third-
order trapped mode, followed by a nonlinear simulation. This will provide a better
understanding of the nonlinear near-trapping as well as its influence. In addition,
in our simulations we have only considered an array of four circular cylinders, it is
easy for the model to simulate an array of more cylinders, which can be regarded
as a representation of a farm of wave energy converters.
The second scope of this thesis is related to gap resonances between side-by-side
barges. Much effort has been devoted to the nonlinear effects on the resonances.
However, it has been stated that numerical instability prevented us from further
increasing the wave steepness to better evaluate the importance of nonlinearity
in the resonance peak response. In our simulations, we demonstrate a stiff and
a soft spring behavior of the nonlinear mass-spring system at resonance, which
corresponds to a low and high ratio of barge draft to barge length. It is well known
that a critical water depth that classifies a stiff or soft spring exists in a tank sloshing
problem, where similar nonlinear behaviors have been reported. Presumably a
critical barge draft also exists where a stiff spring behavior could turn to a soft one.
Large numbers of different drafts should be simulated to confirm this deduction. In
the aspect of viscosity, as we have shown the nonlinearity does play a minor role in
the discrepancy between a linear prediction and measurements, the viscous effect
definitely attracts much attention and is worthy further exploration.
A simple configuration of interconnected barges has been simulated to demon-
strate our proposed approach in calculating the coupled motions. A detailed para-
metric study certainly will provide more understandings of wave interactions with
such multibody systems. Apart from the arrangement of the barges, it would also
be valuable if more connection types can be considered. We currently have con-
sidered a single point connection, and it could be of interest to model multi-point
connections such as one at the stern and the other at the bow. A more comprehen-
sive perspective is to include mooring systems and fenders, to make it a complete,
realistic marine system.
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Last but not least, this work focuses much on developing numerical models
and presents mostly the numerical simulations. Although numerical models in
recent years become more accurate and efficient, and are necessary tools for cross
validation, model tests remain a reliable method to investigate such a complicated
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