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ABSTRACT 
This paper proposes a generalization of the 
classical Midzuno-Sen sampling procedure to allow more 
than one PPSWOR selection followed by SRSWOR draws. The 
Horvitz-Thompson (H-TI estimator, its variance and 
254 1 
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2542 KUMAR AND SRIVENKATARAMANA 
variance estimator are discussed. Two methods of 
controlling the sampling variability of the H-T 
estimator are out1 ined. These require simple 
transformations of the study or the auxiliary variates. 
They can also be viewed as attempts to make the sampling 
scheme IPPS. Simple numerical illustrations are given. 
1. INTRODUCTION 
The Midzuno-Sen scheme provides one of the 
simplest ways of making the ratio estimator exactly 
unbiased. However when used with the Horvi tz-Thompson 
(H-TI estimator i t  is not quite efficient by itself. 
Efforts have been made to revise the initial 
probabilities so that the scheme has inclusion 
probabilities proportional to the size (IPPS) of units 
(e. g. see Rao 1963, Asok and Sukhatme 1978). It is noted 
that such attempts lead to stringent restrictions on the 
initial probabilities which are difficult to meet in 
practice (Brewer and Hanif 1983, p.25; Konijn 1973, 
p.250). As a result the use of H-T estimator following 
Mldzuno-Sen sampling is often not preferred. Prasad and 
Srivenkataramana ( 1980) have proposed a locat ion shift 
for making the Midzuno-Sen scheme an IPPS procedure. 
This does not impose any condition on the initial 
probabilities. The present paper first generalizes the 
Midzuno-Sen scheme to have k (lckcn) PPSWOR (probability 
proportional to size without replacement) selections 
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f 01 lowed by SRSWOR (simple random sampl ing without 
replacement) draws from the depleted population. The 
first and second order inclusion probabilities are 
evaluated. The nonnegativity of the Yates-Grundy (Y-GI 
variance estimator is examined. Reduction of the 
sampling variance is attempted through revision of the 
selection probabilities and location shift for the study 
variate under the generalized sampling scheme. 
2. THE MIDZUNO-SEN SCHEME 
Let {U1,U2,. . . ,UN} be the labelled units of a 
finite population of N units and let the study variate y 
and a related auxiliary variate x take real values 
(y , xi 1 on the unit U i = 1,2, . . . , N. The x values are 
i 1 '  1 
supposed to be known and to be positive for all the 
units. The objective is to estimate the population total 
N 
Y = C y using a random sample of n units from the 
1 
1 =1 
population. The Midzuno-Sen (1952) scheme is to draw one 
N 
unit with probabilities p = x /X, X = xi, and the 
1 1  
i =I 
other (n-1) units by SRSWOR from the (N-1) units 
remaining in the population. The H-T estimator of Y is 
with variance 
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/ 
where C denotes the sum over all pairs of units in the 
population and n n are the first and second order I' 1J 
inclusion probabi 1 it ies given by 
and 
It is noted that the Y-G variance estimator 
is nonnegative since 
( 2 . 6 )  
2 0, aL i = 1,2 , . . . ,  N. 
In view of using the H-T estimator for Y it is desirable 
to have near proportionality between y and n . From 
I I 
(2.3) it follows that n = npi, that is, the scheme 
I 
becomes IPPS, when the revised probabilities are 
* 
However, since pi is to be positive, the initial 
probabilities are to satisfy the condition 
pi > (n-l)/n(N-11, + i = 1,2,. . . ,N, (2.8) 
which is seen to be a rather stringent condition to 
be met in practice. 
Deshpande 11982) and Deshpande and Ajgaonkar 
(1987) have d!scussed a variant of the Midzuno-Sen 
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scheme. Rao (1961) extended the Midzuno-Sen scheme to 
have k=2 PPSWOR draws and (11-21 SRSWOR select ions. 
Chaudhuri (19%) examines this scheme for making it an 
IPPS procedure using revised probabilities. 
3. A GENERALIZATION OF THE MIDZUNO-SEN SCHEME 
Consider the selection of k(l<k<n) units according 
to a PPSWOR scheme from the population and (n-k) units 
from the (N-k) remaining units in the population by 
SRSWOR. Call this scheme A.  Sen (1955) has examined this 
scheme for obtaining unbiased estimates of between 
component of total error using a sample of primary stage 
units. Let ni(n) and n (n) denote the first and second 
1J 
order inclusion probabilities for the units under scheme 
A. Then it is easily shown that 
ni(n) = ni(k)(N-n)+(n-k) / (N-k) [ I (3.1) 
where n (k) is the first order inclusion probability for 
i 
Ul in the first k draws. The overall second order 
inclusion probability is computed by noting that U and 
i 
U can get selected into the sample in the following 
J 
mutually exclusive ways : 
(i) both U and U are selected in the first k draws, 
i J 
(ii) Ui is selected in the first k draws and U in the 
J 
last (n-k) draws or vice versa, and 
(iii) both U and U get selected in the last (n-k) 
1 J 
draws. 
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This leads to 
where n (k) is the second order inclusion probability 
i J 
in the first k draws. The three components on the right 
side of (3.2) in fact respectively represent the 
probabilities of the mutually exclusive events (i), 
(ii), and (iii). Rearrangement of the terms in (3.2) 
leads to 
+ (n-k)(n-k-l)/(N-k)(N-k-1) (3.3) 
In this set up we consider the H-T estimator (2.1) with 
variance as in (2.2 1 where n and n are now read as 
1 i J 
ni(n) and nij(n). When k=2 the scheme is the same as 
that discussed in Rao (19611, where the inclusion 
probabilities are expressed in terms of the initial 
probabilities p i .  For the same case Seth (1966) has 
given alternative expressions for the inclusion 
probabilities and with k=2, (3. 1) and (3.2) reduce to 
these expressions. It is easily seen that when k=l, 
scheme A reduces to the classical Midzuno-Sen scheme and 
expressions for R (n) and n (n) reduce to those in 
i 1 J 
(2.3) and (2.4). 
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4. VARIANCE ESTIMATION 
Under scheme A any PPSWOR sampling method can be 
used for the first k draws. When k=l, the procedure is 
identical with the classical Midzuno-Sen scheme for 
which the Y-G variance estimator is known to be 
nonnegative. For k=2, Rao (1961) has proved this 
property by expressing the inclusion probabilities in 
terms of the initial probabilities. Seth (1966) has 
shown the same result through an alternative expression 
for the overall second order inclusion probabilities 
while Lanke (1974) establishes this result through an 
argument involving probabilities of exclusion. 
Consider in general the Y-G variance estimator 
under scheme A. This is given by (2.5) with n and 
i 
n replaced by n (n) and n (n). To examine the 
i J  1 i J  
nonnegativity of this estimator we express the 
difference A (n) = [ni(n)n (n) - n (rill in terms of 
i J  J i j 
BIJ(k) = [ni(k)n (k) - n (kll. Relevant substitutions J i J  
from (3. 1) and (3.3) in A (n) and rearrangement of the 
i J  
terms give 
A (n) = B (k) (N-n12/(N-k12 
i J  i J  
which reduces to the expression given by Seth (1966) 
when k=2. An alternative expression for A (n) 
f J 
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convenient for further discussion is 
Thus A (n) r 0 whenever B (k) 2 0 .  This condition is 
i l i J  
known to hold for all i and j when k=l or 2 as mentioned 
above. 
For 2<k<n, the nonnegativity of A (n) is not 
i J 
assured in general. Then one may consider the modified 
variance estimators suggested in the literature (e.g. 
Rao, 1988) or use for the first k draws rejective 
sampling which has been shown to have nonnegative B (k) 
J 
(Haj6k 1981, p. 75, 92; Lanke 1974, Sampford 1967) so 
that under scheme A the variance estimator is 
nonnegat i ve . 
For k>2 one may examine the sufficient condition 
for the nonnegativity of the Y-G variance estimator by 
using the following approximate expression to o(N-~) 
(Hartley and Rao, 1962): 
n i J (k) = k-'(k-l)ni(k)nJ(k) 
Using this we obtain 
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This leads to the condition 
in order that B (k) r 0, for all i and j. 
i J 
For schemes where ri(k) = kpi, for example as in 
systematic sampling, (4.4) reduces to 
This is not a very stringent condition. For a given set 
of pi's and k, this can be verified for its validity. 
Alternatively it may be used to fix an upper limit on k, 
the number of WOR draws as follows. Let po be the 
largest p,. Then (4.5) is satisfied if 
Under scheme A, it is of specific interest to consider 
PPS systematic sampling for the first k draws in view of 
its operational convenience. One main drawback with 
systematic sampling is that the joint inclusion 
probabilities needed for variance estimation are zero 
for some pairs. But this difficulty disappears here 
eventhough n (k)=O for some pairs, as seen from (3.3 1. 
1 J 
This may be considered as an advantage of another 
sampling scheme following systematic sampling. 
5. VARIANCE REDUCTION UNDER SCHEME A 
The sampling variance of the H-T estimator depends 
on the proportionality between y and ni(n) which can be 
i 
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2550 KUMAR AND SRIVENKATARAMANA 
improved by (i) revision of initial probabilities pi or 
(ii) transforming the y-variate. Each of these 
approaches is illustrated below. 
(i) Revision of p 
1 
* 
Let p denote the revised probabilities which make 
i 
ni(n) = npi. For the first k draws let us choose a 
scheme which has ni(k) of the form kp:. In view of the 
relation (3.1) we now get 
which gives 
* 
Since p is to be positive for all i, we require 
i 
min p = p' > (n-k)/n(N-k). 
i (5.2) 
For k=l, (5.2) reduces to the condition (2.8) for the 
Midzuno-Sen scheme to be IPPS which is known to be very 
stringent and not satisfied by most of the 
real-life populations. For low values of k the condition 
(5.2) appears difficult to be satisfied in practice. As 
k increases the stringency of the condition disappears 
as seen from the following illustration. 
The condition (5.2) was verified for four natural 
populat ions (Raj 1965, Hanurav 1967, Sukhatme 1954) each 
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MIDZUNO-SEN SAMPLING 
TABLE I 
Values of #J = (n-k)/n(N-k) 
'x' mark indicates the least value of k 
for which condition (5.2) is met. 
with N=20. A sample of size 6 was assumed. The results 
are summarized in Table I. 
It is noted that the value of k may have to 
be quite close to n in order that (5.2) is met when p' 
is some what low. In such cases the number of SRSWOR 
draws will be small. And use of a scheme like systematic 
sampling for the first k draws under scheme A retains 
simplicity of the selections. However condition (4.5) or 
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2552 KUMAR AND SRIVENKATARAMANA 
(4 .6 )  concerning the nonnegativity of the Y-G variance 
estimator is to be now satisfied by the revised 
* 
probabilities pi. For populations A,B,C and D this is 
verified to be true. 
The condition (5.2) can also be expressed as 
L J 
A practical implication of this is that one can always 
choose a k < n such that scheme A becomes IPPS. 
(ii) Transformation of y-variate 
The revision of p if they are based on xi, in 
1' 
effect transforms the size measure x . Rao (1988) has 
I 
considered the transformation of the auxiliary variate 
for Midzuno-Sen sampling scheme. Alternatively one may 
examine a location shift for y to reduce the variance of 
the H-T estimator under scheme A. This could be 
particularly relevent in a survey with several study 
variates. Consider the case where 
Y, = a + 6xi ( 5 . 3 )  
and the k WOR draws are made such that nl(k) = c + dx 
1 '  
V i = 1,2,. . .,N. Then using (3.1) we get 
6 = d(N-n)/(N-k). Even here y /n (n) is not a constant. 
I i -
Whereas 
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[yi-(a-p7/6) / ni(nl = (Bxi + 67/81 / (7 + 6xi) I 
= 6(x 
i 
+ 7/31 / 6(xi + 7/61 
= p/s 
is a constant for all i = 1,2,. . . ,N. 
Given the scheme for the k WOR draws, the values 
of c and d and hence those of 7 and 6 will be known. 
Thus it follows that if a good assessment of a and p can 
be made even as late as at the estimation stage in a 
survey, the sampling variance can be controlled by 
making a transformation 
z = yi-8, i = 1,2 , . . . ,  N, 
i (5.4) 
where 8 = a - b7/6, and a, b are the assessed values of 
a and p respectively. Then, under scheme A,  we consider 
the unbiased estimator 
A * 
as an alternative to $ The sampling variance of y 
HT' HT 
is given by (2 .4)  with z now replacing y . 
i i 
The parameter 8 needed for making the 
transformation (5.4) may be obtained by assessing a and 
/3 (Method 1) or by estimating 8 (Method 2)  which 
A * 
minimizes the sampling variance of y as discussed in 
HT 
Srivenkataramana and Tracy (1986) and Stuart (1986). 
Under Method 1, we may use the scatter diagram of 
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yI/ni (n) plotted against xI/nI (n) and assess the 
intercept on the vertical axis and also the slope of the 
best fitting line to be used as a and b. Method 2 leads 
T 
1 
- 
- (say) 
A 1 
in which case 
Thus the reduct ion in sampling variance due to the 
2 
optimum location-shift for y is t / A i .  In practice, 
8 may be estimated by 
0 p t  
A 
Since n (n) > 0 V i,j under scheme A,  8 is unbiased 
i J 
A 
for 8 . The impact of using 8 in the place of 8 on 
op t  o p t  
sampling variance has been examined in Stuart (1986). 
Method 1 is motivated by the linear relation (5.3) 
between y and x which is well justified when x and y are 
highly correlated, x being a measure of size. Method 2 
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does not presume this relation and arrives at variance- 
minimizing 8 directly. 
6. CONCLUSION 
The proposed sampling scheme A provides a 
general izat ion of the Midzuno-Sen scheme and it is more 
amenable for being made IPPS unlike the Midzuno-Sen 
scheme. There is also a particular advantage that the 
second order inclusion probabilities are positive for 
all pairs of units to allow unbiased estimation of the 
sampling variance. In particular one can conveniently 
use PPS systematic sampling for the first k draws. The 
sufficient condition for the nonnegativity of the Y-G 
variance estimator which is known to hold for k=l and 2, 
is satisfied under scheme A provided the initial 
probabilities meet a condition, which is not very 
restrictive. Alternatively one can place an upper limit 
on the value of k for this condition to be satisfied. 
The revision of initial probabilities for variance 
reduction imposes conditions on them which become less 
restrictive as k increases. PPS systematic sampling 
seems to be particularly applicable for the first k 
draws in such a situation. The location shift for the 
study variate discussed for reducing the sampling 
variability of the estimator can be carried out provided 
the intercept and slope of the population regression 
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line can be assessed or a certain parameter 8 can be 
estimated from the sample. It is noted that this is not 
difficult to accomplish. The reduction in sampling 
variance can be estimated from the sample itself. 
An usual difficulty with unequal probability 
sampling schemes is that they are complex for 
application for larger sample sizes. There is also the 
associated problem of nonnegative variance estimators or 
the second-order inclusion probability vanishing for 
certain pairs. Such schemes are sometimes not amenable 
for being modified to become nearly IPPS in order to 
control the sampling variance. In this context the 
proposed scheme A provides a practical and useful method 
of sampling with unequal probabilities. 
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