This paper considers the decay of Poiseuille flow within a suddenly blocked pipe. For small to moderate times the flow is shown to consist of an inviscid core flow coupled with a boundary layer at the pipe wall. A small-time asymptotic solution is developed and it is shown that this solution is valid for times up to the point at which the boundary layer fills the whole pipe. A small-time composite solution is used to initiate a numerical marching procedure which overcomes the small-time singularity that arises in the flow and so allows us to describe the ultimate decay of the flow within a blocked pipe. The stability of this flow is then considered using both a quasi-steady approximation and a transient-growth analysis based upon marching solutions of the linearized Navier-Stokes equations. Our transient stability analysis predicts a critical Reynolds number, for transition to turbulence, in the range 970 < Re < 1370.
Introduction
The behaviour of the flow within a suddenly blocked pipe or channel has important applications across a wide range of disciplines. Two such examples are the so-called water-hammer effect which occurs when a valve is suddenly closed in a pipe, and the rhythmic opening and closure of the aortic valve and the pulmonic valve in the heart during ventricular ejection. In both applications an unsteady flow develops which typically exhibits a transient turbulent state; see (1 to 3) for the physiological applications and (4) for applications to pipe flow.
It was the physiological applications that inspired Weinbaum and Parker (5) to first consider the problem of the decay of the flow in a suddenly blocked channel (or pipe). They gave the problem its correct mathematical formulation and employed an approximate technique based upon the Pohlhausen method, used extensively in the early days of boundary-layer research, to describe the flow. This allowed them to demonstrate that the decaying channel flow develops points of inflection, thus suggesting that the flow would be susceptible to wave-like instabilities. The stability of the flow was subsequently considered by Hall and Parker (6) who employed a WKBJ style approximation, based upon the assumption of large flow Reynolds number, to derive a quasi-steady Orr-Sommerfeld equation to describe the stability of the flow.
The theoretical result that the decelerating flow in a suddenly blocked channel (or pipe) is unstable to wave-like disturbances is in qualitative agreement with in vivo measurements of turbulence levels in the ascending aorta (1 to 3). Hall and Parker (6) demonstrated that the decaying flow within a suddenly blocked channel is unstable, due to the inflectional nature of the streamwise velocity profiles, for Reynolds numbers as low as O(10 2 ). Some care must be taken in interpreting these results, since their quasi-steady approximation requires the flow Reynolds number to be simultaneously large (for the asymptotic approximation to be valid) and finite (to justify retaining viscous terms in the resulting Orr-Sommerfeld equation).
One of the drivers of the renewed interest in the behaviour of the flow in a suddenly blocked pipe occurs in the water industry, where considerable attention has been given to the problem of detecting leaks in pipeline systems using inverse transient techniques (7) . Full implementation of this technique requires differentiating between damping due to leaks and damping due to unsteady friction resulting from the (typically) turbulent flow within the pipeline. Current models for the unsteady friction within pipes, such as those of Brunone et al. (8) and Vardy and Brown (9) , as implemented by (10) , are largely empirical and typically under-predict the amplitude and the phase of the pressure response within the pipeline when subjected to a transient event (such as a rapid pipe closure). A stability analysis, similar to that of (6) , of a quasi-two-dimensional transient flow during a water-hammer event was presented in (11) . It is worth emphasizing here that the large majority of experimental studies on this problem have been conducted in copper pipelines, with the main data being obtained through pressure measurements at the blockage point. Recent work by Lambert et al. (12) suggests that this lack of agreement between theory and experiment might be largely due to the empirical nature of the friction models used. Their experiments were conducted in a copper pipe with the result that their data, which they used for comparison with steady friction models, was restricted to pressure measurements at the location of the blockage. In (12) a new model for one-dimensional turbulent unsteady friction, based upon the growth of the wall boundary layer during the transient events, is proposed. These results, based on a model of steady boundary-layer growth, showed some improvements over the classical empirical models in predicting the decay in amplitude of the pressure, and provided a better match for the phase. However, the work of (12) highlights the continuing need for an improved understanding of the flow (laminar or turbulent) within the unsteady boundary layers. Furthermore there seems to be little compelling evidence to suggest that the flow is in a fully developed turbulent state throughout the transient event.
Recently, in the context of the stability of pipe-Poiseuille flow, there has been considerable attention given to the problem of transient growth. Much of the work in this area is founded upon the argument put forward in (13) , that the predictions of classical analysis are generally reliable only for flows subject to specific destabilizing forces, as in the case of thermal gradients (Rayleigh-Bénard convection) and centrifugal forces (Taylor and Görtler vortices). Conversely, agreement between theory and experiment is often poor when the instability mechanism is essentially viscous. Wellknown examples of the latter class include Couette flow, plane-Poiseuille flow and pipe-Poiseuille flow. Experimentally, all of these can become unstable at Re c = O (10 3 ). Yet classical linear theory predicts that Couette and pipe-Poiseuille flows are unconditionally stable, and that plane-Poiseuille flow is stable for Re < 5772. Furthermore, the predicted instability in plane-Poiseuille flow for Re > 5772 disagrees qualitatively with experiment: in keeping with Squire's theorem, it represents a slowly-growing two-dimensional perturbation, quite unlike the vigorous three-dimensional streamwise vortices actually observed. Nonlinear studies, such as those in (14) and elsewhere, do serve to provide theoretical confirmation of the nonlinear and three-dimensional nature of transition in pipe flow.
It has long been known that eigenmodes predict long-term rather than short-term behaviour. Whether this is a reliable guide to short-term behaviour depends on whether the eigenmodes are near-orthogonal and non-degenerate; where this is not the case, transient growth may be possible even if all individual eigenmodes decay. What has not been realized until relatively recently is that the eigenmodes of some flows are very far from orthogonal. This is indeed the case for Couette and plane-Poiseuille flows. For these flows, (13, 15, 16) were able to exhibit linear combinations of eigenmodes which interfere destructively in the early stages, before separating out to produce significant transient growth in the intermediate stage. Eventually, in a purely linear model, such disturbances decay exponentially in accordance with classical predictions. These authors speculated, however, that in practice the transient response may attain a critical amplitude beyond which nonlinear effects destabilize the flow. This conjecture has some support in the small-scale numerical experiments reported in (13, 17, 18) .
Two basic numerical techniques for linear transient analysis are presented in (13, 15, 16 ). The first technique uses the classical eigenmodes to calculate an explicit transient pseudo-mode. As in classical analysis, the pseudo-mode is considered to be a flow perturbation arising instantaneously at some time t = 0. In a purely linear model, the pseudo-mode typically attains an amplification factor g max proportional to the Reynolds number, before decaying exponentially as t → ∞.
The other technique involves studying the pseudo-spectrum of the linear system, rather than (or in conjunction with) the classical eigenspectrum. Physically, the pseudo-spectrum indicates the transient response of the system to an arbitrary continuous-time perturbation signal. Typically, a linear transient within a steady basic flow accumulates energy over an O(Re) time period, eventually reaching a quasi-steady state with amplification factor g max = O(Re 2 ). The pseudo-spectrum technique does not require explicit calculation of signals and transients, although it can easily be extended to do this.
The object of this paper is to develop an accurate solution for the temporally developing boundary layer within a suddenly blocked pipe using the method of matched asymptotic expansions. This will then be used as a starting solution for a full numerical solution of the equation governing the decay of the one-dimensional flow within the pipe after the passage of the pressure wave resulting from the sudden imposition of a blockage. The linear stability with respect to wave-like disturbances will then be considered and compared with the results from an explicit-transient analysis of the time-dependent decaying flow.
The paper is organized as follows. Section 2 presents the formulation of the problem, together with the solution for the decaying flow within a suddenly blocked pipe. In section 3 we consider the stability of the flow. Section 3.1 presents a quasi-steady normal-mode analysis, yielding equations of Orr-Sommerfeld type for the disturbance growth rate. Section 3.2 extends the stability analysis to the problem of transient disturbance growth. In section 4 we discuss our results and present some conclusions.
Formulation
Consider the fully developed unidirectional flow of a viscous incompressible fluid of density ρ and kinematic viscosity ν flowing in a cylindrical pipe of radius R = R * . Let (u, v, w) denote the dimensionless velocity, non-dimensionalized with respect to the centreline axial velocity, in non-dimensionalized cylindrical polar coordinates (x, r, θ). The fully developed flow is then pipePoiseuille (Hagen-Poiseuille) flow in which
where r = 1 denotes the non-dimensionalized pipe radius. Now suppose that at time t = 0 the flow is suddenly blocked at some streamwise location, which we will take to be x = 0. This problem was first considered in (5) where it was demonstrated that the pressure wave that results from the sudden valve closure acts to freeze the vorticity within the flow in the state which existed prior to the closure. Thus, provided the Mach number of the flow is small (which it invariably is for most pipeline applications involving liquids), the vorticity distribution within the flow immediately after the passage of the pressure wave is the same as it was immediately before the closure, namely ω = +2r . Thus in order to obtain the velocity field within the pipe we must solve the vorticity equation. This was done in (5) . Their results are most conveniently represented by the stream function
where J 1 is the order-one Bessel function and {λ 1n } are its zeros. Expression (2.1) shows that immediately after the blockage, roughly two pipe radii downstream of the blockage (that is, far enough downstream of the blockage that the exponential terms in (2.1) can be safely ignored), the flow is then unidirectional and given by
It is clear that the initial post-blockage streamwise velocity does not satisfy the full no-slip boundary conditions on the pipe wall. This is a direct result of the fact that the viscous flow has not had time to adjust to the full no-slip boundary conditions that must be satisfied post-blockage.
The decay of the flow
To determine how the flow ultimately decays, which it must necessarily do, we first note that following the imposition of the blockage the flow develops on the diffusion time scale τ = Re −1 t. Furthermore during the period of early decay (τ 1) the flow is characterized by the development of boundary layers on the pipe wall (that is, at r = 1) and within the vicinity of the blockage. The development of the boundary layer in the vicinity of the blockage (|x| 2) is not considered here, where we focus upon the decay of the flow away from the blockage region. In (5) it was shown that away from the blockage, the flow is unidirectional and governed by the diffusion equation
which must be solved subject to initial and boundary conditions
In addition to (2.3b) and (2.3c) we must satisfy a zero net flux condition across the pipe:
At this point we emphasize that the initial velocity profile for our subsequent calculations does not satisfy the full no-slip boundary condition. This is a simple consequence of the fact that at time τ = 0 the flow is effectively 'frozen' and so can be treated as inviscid. In (2.3a) the term φ (τ ) is the unsteady axial pressure gradient which must be determined as part of the solution process. One's first thought regarding (2.3a) is that this simple, linear, diffusion equation can readily be solved using either Laplace transform techniques or numerically (using some suitable scheme). However, closer inspection shows that at t = 0 the solution is singular; in particular, since φ (τ ) = O(τ −1/2 ) as τ → 0, a numerical solution of (2.3a) would need to be started at some small but non-zero time τ 0 . Thus, an accurate small-time solution is essential. Solving (2.3a) using Laplace transforms yields a solution in the form of Bessel functions which gives little insight into the structure of the solutions and importantly the behaviour of the time-dependent viscous boundary layer that develops on the pipe wall. We therefore choose the solution strategy that allows us to both develop an accurate small-time solution of (2.3a) and elucidate the structure of the unsteady viscous boundary layer. We will then employ this small-τ solution as the initial condition, imposed at some small but non-zero time, in our numerical solution of (2.3a); this allows us to overcome the small-time singularity that arises due to the impulsive nature of the flow.
Following (5), we seek a solution in the form
Substituting this expression into (2.3a) we choose u 1 such that it satisfies the homogeneous diffusion equation
subject to initial and boundary conditions
The secondary flow u 2 is driven by the unsteady pressure gradient φ (τ ) and satisfies
In satisfying (2.3d) it proves convenient to define
The flux condition can then be written as
System (2.5) can then be solved using standard techniques to give
where {λ 0n } are the zeros of the Bessel function J 0 . Note that this corrects (5, expression (4.4)). The velocity defect is then given by
In what follows we will require the small-τ expansion for f (τ ), which is given by
(This expansion was obtained by taking the Laplace transform of (2.5a) with respect to τ and solving the resulting equation forû 1 , the Laplace transform of u 1 . The small-τ form for f (τ ) is obtained by exploiting the fact that the inverse Laplace transform of the large-s asymptotic form ofû 1 yields the small-τ expansion for u 1 .) As noted in (5) the system for u 2 (r, τ ) can readily be solved using Laplace transform techniques. However, the utility of these methods is limited as the inverse transform requires a numerical treatment and does not provide ready access to the details of the boundary-layer growth. Instead these authors chose to solve this system using an approximate technique based upon the Pohlhausen method used extensively in the early days of the development of boundary-layer theory; see (19) for details. Although this method allows (approximate) analytic progress to be made the results so obtained become increasingly inaccurate as the flow develops (once the wall boundary layers have developed to a stage where they interact, the validity of the Pohlhausen method must be questioned). It is, however, possible to develop numerical solutions of this problem provided an accurate starting solution can be obtained. We choose to pursue this solution method in what follows. To do this we proceed by first considering the small-τ asymptotic solution of system (2.6).
The small-τ solution: core flow and viscous boundary layer
The asymptotic form (2.11) for f (τ ) suggests that in the limit τ → 0 we have u 2 = O(τ 1/2 ). From (2.6a) this suggests that φ = O(τ 1/2 ) and thus we pose the following small-time expansion for u 2 and φ:
Substituting the above expansions into (2.6a) we find that, to all orders of approximation,
and thus u 2 = φ in the limit τ → 0. This core flow clearly does not satisfy the full no-slip boundary conditions on the secondary velocity u 2 . We must therefore introduce a boundary layer at the pipe wall in which the core velocity adjusts to the full viscous no-slip boundary conditions. The boundary-layer thickness is obtained in the usual way by balancing normal diffusion with unsteady advection. This gives a boundary-layer thickness of O(τ 1/2 ), thus prompting us to introduce 
The φ n terms appearing in the series expansion for u 2 anticipate matching with the core flow. The governing equation forũ 20 has the analytic solutioñ
solutions for the higher-order terms u 2n (n 1) were obtained numerically using a Chebyshev pseudo-spectral scheme of order N ≈ 30 in the boundary-layer coordinate η. For the sake of brevity we do not give these solutions here.
In order to close the problem we must determine the coefficients φ n in the expansion for φ. To do this we exploit the flux condition (2.8). In order to adequately account for the contribution to this integral from the boundary layer we first define the boundary-layer thickness to be δ * = τ 1/2 δ. The flux condition can then be written as
Using the boundary-layer variable η in the second integral yields
The first integral corresponds to the contribution from the core flow, whereas the second integral gives the contribution from the flow within the boundary layer. All the integrals appearing in this expression were evaluated numerically using a trapezoidal quadrature routine. In the case of the integrals over the boundary layer, the scaled boundary-layer thickness δ must be specified. It was found that a value of δ = 20 produced results that converged to five significant figures.
With the small-τ form for f (τ ) given by (2.11), expression (2.15) yields
In what follows we require a uniform approximation to u(r ). This is constructed in the usual way by writing
where inner, outer refer to the inner and outer solutions and match refers to the approximation to u in the matching region. In our case the outer solution and the solution in the matching region are identical (and equal to φ). Thus the uniform approximation to u(r ) can be written as
where U is the solution within the boundary layer given by (2.13a).
The ultimate decay of the flow
Although the small-time solution described in the previous section proves useful in determining the effect of the initial development of the boundary layer, it cannot provide us with any useful information regarding the rate at which the flow decays. To answer this question we must solve the full problem, for finite values of t. This can be done numerically, employing the small-time solution as a starting point for the calculation. Any number of schemes can be used to solve the inhomogeneous advection-diffusion equation; we choose to employ a Crank-Nicolson scheme. We recast (2.3) as
subject to the initial condition
and the boundary conditions
the last boundary condition forces symmetry on the pipe centreline. Letting u n j denote u(r j , τ 0 + n τ ), where r j = ( j − 1) r are N + 1 uniformly spaced points in the interval [0, 1], then (2.3a) has the Crank-Nicolson discretization
where we have defined h = τ/2 r 2 . When supplemented with the boundary conditions at r = 0 and r = 1, which in discrete form are u n N = 0 and u n −1 = u n 1 , this discretization yields a system for the N unknowns u n j ( j = 1, . . . , N ). If the inhomogeneous term φ appearing in (2.3a) is known then this scheme can be used to march the solution forward in time. However, the value of φ must be chosen so that the total velocity satisfies the flux condition (2.3d) and it is this fact that allows us to set up an iteration scheme to determine φ n+1 given φ n as follows. Suppose that at time τ = τ i the values of u i and φ i are known. Then, using φ i as a guess for φ i+1 , solve system (2.18) to determinẽ u i+1 ; this will be the true value of u i+1 only if the flux condition (2.3d) is satisfied. In general this will not be the case and an iteration scheme for φ i+1 based upon the flux condition can readily be constructed. In practice we employed a Newton-Raphson scheme on the flux condition which was evaluated at each time-step using a simple trapezoidal quadrature routine.
The decay of the flow within the pipe is presented in Fig. 1 . These results were obtained by taking the small-time solution u = u 1 + u 2 described above (with u 2 given by the uniform approximation u unif ) as the initial condition for the numerical marching scheme at time τ 0 = 0·01. Agreement with the approximate early-decay solution (which is plotted in Fig. 1 as dashed lines for τ = 0·06 and τ = 0·1) was found to be very good for times as late as τ = 0·05, by which time the boundary layer has grown to fill most of the pipe. Results for the decay of the streamwise pressure gradient φ (τ ) and the shear at the pipe wall u r (r, τ ) are given in Fig. 2 . The initial algebraic decay of the flow is clear. At later times, when the boundary layer has grown to fill the pipe, the decay rate becomes exponential in nature.
Inspection of the basic streamwise velocity, plotted in Fig. 1 , indicates that the blocked pipe flow develops points of inflection, which result from the rapid boundary-layer growth at the pipe wall. At first glance this fact may suggest that the flow might be susceptible to an inviscid instability. For plane parallel flow, Rayleigh's inflection point theorem provides a necessary condition for (the linear) inviscid instability of the flow; see (20) . For pipe flow the equivalent 'Rayleigh theorem' for instability is that the expression
must be zero somewhere in the flow domain; see (21) for details. Here U is the basic axial velocity, α the axial wavenumber and k the azimuthal wavenumber; see (3.1). The fact that this condition depends upon both the axial and azimuthal wavenumbers reduces its utility in predicting favourable conditions for inviscid instability when compared to its planar counterpart. However, by rearranging this expression we obtain where we have defined γ 2 = α 2 /k 2 . From this expression we can conclude that for k = 0 (2.19) is only ever satisfied at r = 0. On the other hand, for any non-zero k and α there is some region in the flow domain 0 < r < r max in which (2.19) has realizable solutions. Thus, for k = 0 the flow is inviscidly stable whereas for k = 0 the flow satisfies the necessary condition for inviscid instability for some finite band of streamwise wavenumbers. As is the case in the classical theory of the stability of inviscid planar flows, this does not guarantee that the flow is inviscidly unstable.
Linear stability of blocked-pipe flow
We now turn our attention to the question of the stability of the flow whose structure has been described in the previous section. The stability analysis is presented in two parts. Section 3.1 presents a classical linear analysis, based on eigenfunctions of the basic flow u(r, τ ). By assuming that the basic flow does not vary significantly over an O(t) time scale we can invoke a quasi-steady approximation, thus allowing us to consider the stability in the context of Orr-Sommerfeld modes. This analysis follows closely the earlier work in (6) , where the linear stability of the approximate basic flows developed in (5) is considered. We extend our analysis in section 3.2 by relaxing the quasisteady approximation, so that the O(τ ) development of the basic flow is taken into account, and focus upon the effect of transient growth which has been conjectured as playing a major role in the stability of classical pipe-Poiseuille flow. This is accomplished through a detailed analysis of transient pseudo-modes, that is, by considering flow perturbations capable of significant transient growth.
Quasi-steady stability analysis
In this section we invoke a quasi-steady approximation by assuming that the basic flow u(r ; τ ) varies slowly upon an O(t) time scale over which a wave-like disturbance develops. We therefore take the flow field to be comprised of the basic, unidirectional flow of section 2.1, and a small amplitude wave-like perturbation, namely
together with a similar expression for the perturbation pressure. Here U, V and W are the axial, radial and azimuthal components of the perturbation velocity respectively, and c denotes a complexvalued wave speed. The diffusion time scale τ is treated as a parameter (in keeping with the quasi-steady approximation), along with the Reynolds number Re, the axial wavenumber α and the azimuthal wavenumber k (k = 0, 1, 2, . . . ). The special case k = 0 corresponds to axisymmetric perturbations. Substitution into the full Navier-Stokes equations yields, upon linearizing and retaining terms that are first order in the wave amplitude ,
(Note that (3.2c) corrects (7, equation (14)), which gives an incorrect coefficient for the coupling between W and V .) In the case k = 0 the flow is expressible in terms of a single stream-function = ψ(r )e iα(x−ct) , where ψ is governed by a fourth-order differential equation in r ; this is the polar equivalent of the classical Orr-Sommerfeld equation; see (20) . System (3.2) must be solved subject to the no-slip boundary condition (U, V, W ) = 0 on the pipe wall r = 1, together with the following conditions at the pipe centreline r = 0:
Details of the derivation of these can be found in (22) . Unfortunately there is no natural boundary condition for the pressure. For this reason (22) used an iterative solution method based on the technique of artificial viscosity. We prefer to derive an implicit boundary condition on P, based on either the continuity equation (3.2d) or the axial-momentum equation (3.2a) . Evaluated at the wall r = 1, the former reduces to V (1) = 0, while the latter yields P(1) as a function of U(r ). When discretized (3.2) together with (3.3) yield a generalized eigenvalue problem for c:
This may be converted to a standard eigenvalue problem (SEVP) in the interior velocity values:
In deriving (3.5) we have appealed to a quasi-steady approximation, in which the temporal evolution of the basic flow is ignored, so that the time derivative of a disturbance quantity is replaced by −iω, where ω = αc. This assumption will be relaxed subsequently in section 3.2 in which case we take (3.5) to be written in the formÃ
Following (23) the conversion to a standard eigenvalue problem is accomplished by first eliminating boundary values from (3.4) to yield
Next, applying A 21 U = 0 to the first block row yields (A 21 A 11 )U + (A 21 A 12 )P = 0, whence
The system (3.2) was discretized using an N th-order Chebyshev pseudo-spectral scheme which yields an eigenvalue problem of approximate size 3N (for the formulation (3.5) with k = 0). The order N min required to resolve the first eigenvalue to five decimal places was found to range from 15 to 25, depending on choice of parameters (provided that τ 0·001). Furthermore, resolution of the 10 leading eigenvalues was generally possible at N = N min + 5.
The results of our calculations are presented in Figs 3 to 6. We begin our discussion of these results by first noting that all axisymmetric disturbances (that is, those with k = 0) are unconditionally stable. Figure 3 shows the neutral curves for the first azimuthal mode k = 1 for a variety of times ranging from τ = 0·001 to τ = 0·02. It is difficult to compare our results with those reported in (11) as they do not report values of the critical system parameters; however, from (11, Fig. 6 ) we find that our results are in qualitative agreement with theirs. Figure 4 summarizes the results for the first three azimuthal wave numbers k = 1, 2, 3. In Fig. 4a we have plotted the critical Reynolds number (beyond which the flow is unstable) versus τ , from which we can conclude that the k = 1 mode is the most unstable. The critical Reynolds number is seen to decrease over time as the boundary layer fills the pipe, from a value of Re c ≈ 2500 at τ = 0·001 to a minimum of Re c ≈ 440 at τ ≈ 0·02. This result should be compared with that of (6) , whose stability analysis of the approximate solutions obtained by (5) for the flow in a suddenly blocked channel, predicted a critical Reynolds number of Re c = 148·2, which occurs at a non-dimensional time of 0·023. Thus the channel flow and pipe flow results predict that the minimum critical Reynolds number occurs at a time τ ≈ 0·02; at this time the boundary layer has almost filled the pipe. The corresponding critical wavenumber α c is shown in Fig. 4b , from which we can conclude that the least stable wave (that is, the one which becomes unstable at the lowest critical Reynolds number) has a streamwise wavelength λ = 2π/α of approximately two pipe diameters.
In Fig. 5 we present results for the growth rate of the least stable mode (that is, k = 1). For the earliest times presented here (τ = 0·0005, 0·001, 0·002) the growth rate attains a maximum at a finite Reynolds number. This does not seem to be the case for later times (τ = 0·004, 0·01, 0·02). We conjecture that this reflects a change in the basic flow from inviscidly stable to inviscidly unstable. Evidence for this can be found in the behaviour of the upper branch of the neutral curves presented in Fig. 3 . Figure 6 presents velocity-amplitude plots for the least-stable eigenmodes for a Reynolds number of Re = 500, a time τ = 0·004 and a choice of wavenumber α = 1·5. It is clear from this figure that the first azimuthal mode (that is, k = 1) produces the largest three-dimensional response; this mode is also unique in that it features non-zero centreline velocities for the radial and azimuthal The previous results are based upon classical linear stability theory together with the quasi-steady assumption that the τ -scale evolution of the basic flow can be neglected. This leads us to the tentative conclusion that blocked-pipe flow is unstable in the range 440 Re 1000. Typically, the instability does not arise until some time 0·003 τ 0·01, by which time the boundary layer extends roughly halfway to the centre of the pipe. The quasi-steady analysis that underpins these results suffers from the same problems as parallel flow approximation in boundary-layer stability calculations. In both cases the Reynolds number must be simultaneously large (in order to justify ignoring the developing basic flow) and finite (in order to justify retaining viscous terms in the Orr-Sommerfeld equation). Perhaps more importantly, from the perspective of our current problem, is that although the quasi-steady stability analysis predicts a minimum critical Reynolds number Re c ≈ 440 the basic flow has also decayed considerably by the time this minimum critical Reynolds number is attained. There is also an important point to be gained from Fig. 5 which shows that the magnitude of the growth rate is very small. For example, if we consider a flow with Reynolds number 500 (somewhat larger than the minimum critical value) then Fig. 5 shows that between times τ = 0·01 and τ = 0·02 the growth rate remains relatively unchanged and has an average value of 0·006. The growth, based upon a linearized stability analysis, that can therefore be expected over this time is exp(0·006 × 500 × (0·02 − 0·01)) ≈ 1·03, that is, about three per cent. The corresponding decay in the basic flow over that time is from a maximum value of 0·375 (at τ = 0·01) to a maximum of 0·31 (at τ = 0·02), which represents a 20 per cent decay in the magnitude of the basic flow. At higher Reynolds number the overall growth is larger but still comparatively small-approximately 40 per cent at Re = 1000 over the same time interval. Working with the standard rule of thumb that for linear theory to become invalid the disturbance must grow to over a few per cent of the base flow, our quasi-steady analysis indicates that nonlinearity will not become important in this flow except for impractically large times. More importantly, these results also suggest that a disturbance will not achieve this threshold via its own growth but will more likely attain it as a result of the decay in the base flow.
Before moving on to discuss transient growth we make one final observation regarding the quasistability results, as summarized in the neutral curves of Fig. 3 . In the large-Reynolds-number limit the characteristic shapes of the neutral curves at small times τ suggest that the flow goes from being inviscidly stable to inviscidly unstable at τ increases; compare the neutral curve for τ = 0·001 with that for τ = 0·002. The behaviour of this flow at high Reynolds number should be amenable to asymptotic analysis which may serve to shed some light upon the initial development of instabilities in the flow for small times. However, we do not pursue this further here.
Transient growth
As noted in section 1, recent work has indicated that transient disturbance growth may play an important role in transition to turbulence in both Couette and pipe-Poiseuille flow. The present problem differs in one important respect from Couette and Poiseuille flows: the basic flow for a blocked pipe is not fully developed; rather it is unsteady and decaying. To the extent that the quasisteady assumption is valid, the explicit-transient technique and the pseudo-spectrum technique are directly applicable. However, as our aim in this section is to relax the quasi-steady assumption we choose not to pursue the pseudo-spectrum approach here, choosing instead to adapt the explicittransient technique to the case of unsteady flow.
Let an individual transient be denoted bỹ u(t) ≡ũ(t, r, x, θ; τ 0 , Re), (3.10) where τ 0 denotes the time at which the disturbance is introduced into the flow, and t = Re(τ − τ 0 ) denotes elapsed time. This definition of t differs from that given earlier by a shift in the time origin; no confusion should arise in what follows. Following (13) we define the transient-growth factor via its energy norm over space: 1
where here (and subsequently) a subscript 0 indicates a quantity evaluated at time τ = τ 0 . Let the transient denoted by (3.10) be approximated at τ = τ 0 by a linear combination of the J leading eigenmodes of the basic flow:ũ
If nonlinear interactions are neglected,ũ takes the general form 13) where the evolution of the individual eigenmodes {U j } is governed by the linearized Navier-Stokes equations of section 3.1. We solve these equations by combining Crank-Nicolson time-stepping with a Chebyshev spectral scheme in the radial coordinate. Using a uniform time-step of t, together with the matrix operatorÃ(τ ) defined by (3.5), the resulting equations are of the form 14b) and I denotes an identity matrix. The transient-growth profile g(t) is then computed as 15) where R is the Hermitian matrix defined by 16) and an overbar indicates the complex conjugate. For each given time t, we maximize this expression with respect to α and γ to obtain
the envelope function for all possible transient-growth curves {g(t)}. This is computed as follows. For any given α and t, we maximize g(t) by setting ∂g/∂γ = 0 in (3.15). A little algebra then yields 18) where λ 1 is the least-stable eigenmode of the generalized eigenvalue problem R(t)γ = λR 0 γ. (3.19) Figure 7 shows the envelope growth function g max for a Reynolds number of 1000. Here we see that O (10) growth is attained at t ≈ 20 (or equivalently τ ≈ 0·02). For comparison, we also show in Fig. 7 the growth of the particular transient (corresponding to a wavenumber α ≈ 1·625) which attains the maximum growth at t = 30. The growth of the least-stable eigenmode for this particular transient is presented as the curve labelled (c) in this figure. These results clearly demonstrate that the significant growth seen in the magnitude of g max is not due to the leaststable eigenmode alone but instead is due to the interaction between the higher modes which, from a mathematical standpoint, are far from orthogonal.
Figures 8, 9 and 10 show how g max varies with τ 0 , k and Re respectively. Starting the transient at τ = 0·01 rather than 0·001 marginally reduces g max . Figure 9a shows the behaviour of the maximum transient growth for the first three azimuthal modes (with the k = 1 results again presented for comparison). The higher azimuthal modes yield fast-growing but shorter-lived transients. The axisymmetric (k = 0) mode (which is not shown) yields only a very weak transient growth. Not surprisingly, the k = 1 azimuthal mode yields the largest transient growth. Figure 9b shows the variation of the axial wavenumber at which the maximum transient growth occurs. We observe that this rapidly asymptotes to a constant, which for k = 1 is α ≈ 1·625. This value is not entirely dissimilar to the critical wavenumber predicted by the quasi-steady stability analysis of section 3. Figure 10 demonstrates that the maximum transient growth g * (for the most unstable k = 1 mode) increases rapidly with Reynolds number, from g * ≈ 2 at Re = 250 to g * ≈ 75 at Re = 1500. On the other hand, it may be too low, given that the basic flow is short lived and the perturbations evolve over an appreciable length of time. In other words, the optimal transient at Re ≈ Re c may be insufficiently vigorous to destabilize the basic flow.
To explore this idea further, we compare our results with those of (13) for Couette, planePoiseuille and Hagen-Poiseuille flows (plotted as straight lines in Fig. 11 ). Couette flow (for which Re 0 ≈ 29) is known to undergo transition to turbulence in the range 350 < Re < 3500; Poiseuille flow (Re 0 ≈ 71) can become turbulent for O(10 3 ) < Re < O(10 4 ), with 2000 < Re < 4000 constituting a useful rule-of-thumb for engineering applications. On this basis we can conjecture that transition-to-turbulence is usually associated with transient growth factors in the range 15 to 50. Translating these bounds to the case of decaying flow in a blocked pipe we obtain a 'critical' Reynolds number in the range 970 Re 1370.
The results of the present study, as summarized in curve (2) of Fig. 11 , warrant some further discussion. This curve exhibits a change in g max that closely follows the Hagen-Poiseuille flow depicted in curve (1) until the Reynolds number reaches an approximate value of 400. At this point the slope of this curve changes rather dramatically. One could argue that this is a result of the decaying flow going from a state in which it is linearly stable, and so exhibiting true transient growth, to a state in which it is linearly unstable and disturbances exhibit exponential growth. 2 This is contrary to the results for growth rate versus Reynolds number presented in Fig. 5 . Furthermore, if the observed change in g max was to be ascribed to a change in the basic flow from linearly stable to linearly unstable, then we would also expect to see such behaviour in the g max versus Re curve for plane Poiseuille flow, which for comparison purposes is given as curve (3) in Fig. 11 . This flow undergoes a transition from linearly stable to linearly unstable at Re = 5772, at which point the g max plot is terminated; we see no evidence of a change in g max near the critical Reynolds number in this case. We are therefore led to conjecture that the observed change is due to the underlying temporal variation of the decaying flow.
Discussion and conclusions
By employing matched asymptotic expansions we have been able to accurately describe the development of the secondary flow, including the wall boundary layer, that results when fully developed Hagen-Poiseuille flow in a pipe is subjected to an abrupt deceleration due to an instantaneous blockage of the pipe. The structure of the wall boundary layers, which develop over the viscous diffusion time scale, can be described in terms of elementary functions (and their integrals). However, although the boundary-layer equations can be easily solved the solutions so obtained are only valid for relatively short times since the boundary layers grow rapidly and fill the entire pipe, thus invalidating the original boundary-layer approximation. We have overcome this problem by using the small-time solutions to develop an initial velocity profile for use in the full numerical treatment of the unsteady diffusion problem which governs the decay of the streamwise flow.
As noted earlier the general problem of the rapid closure of a valve is usually accompanied by wave reflection from a secondary fluid reservoir (as in the water-hammer effect). In this case the decaying velocity calculated above will hold until such time as the pressure wave has been reflected and returned to a particular location x = x * ; this will occur in time t * = x * /L, where L is the total length of the pipe-reservoir system. At this point the vorticity within the flow will again be frozen (as in section 2) and the whole process will be repeated until such time as viscous damping serves to dissipate the pressure wave. In theory, the analysis presented above can be repeated to take account of the reflected pressure wave, at time t * and location x * , repeatedly freezing the vorticity within the flow. There are, however, two important aspects of this problem that must first be understood.
The first of these concerns wave reflection. In order to determine the precise structure of the decaying flow after each passage of the pressure wave, it is necessary to repeatedly solve for the vorticity profile within the flow, as in section 2. To do this the decay of the total flow within the pipe must be determined. The analysis presented above deals only with the flow away from the region near the blockage (here, typically taken to be of the order of one pipe diameter in streamwise extent). The flow inside this region will also decay; however, this is no longer governed by a simple unsteady diffusion equation, but instead by the full unsteady Navier-Stokes equations. Understanding the flow within this region is crucial if multiple wave-reflection events are to be considered. It may well be that the vorticity within the flow prior to the reflection of the pressure wave can be approximated by that due to the decaying streamwise flow u(r, τ ) of section 2.1. If this is the case then the analysis above can be repeated to determine the subsequent sequence of wave reflections and the decaying friction within pipelines. This appears to be the procedure adopted by (11) where they present results for the streamwise velocity profile after the first passage of the reflected pressure wave (11, Fig. 3 ). However, a detailed analysis of the decay of the flow in the region of the blockage, and its impact upon the total flow after subsequent wave reflection, has yet to be presented in the literature. Although a small-time description of the blockage region may be possible in order to predict the effect of multiple wave reflections (under the assumption that the flow does remain laminar), the long-time behaviour of the flow within the blockage region must be considered. Until such time as this is done the analysis here can only be applied over a time interval before the first wave reflection occurs and little more can be said about the precise nature of the sequence of boundarylayer growth/annihilation events.
The comments above implicitly assume that the flow is laminar throughout the whole decay process. However, as we have shown in section 3 the flow is unstable based upon a quasi-steady (normal mode) analysis, with the k = 1 azimuthal mode being the fastest growing one. These results show that the global critical Reynolds number is 435 and that this occurs at a non-dimensional time of τ ≈ 0·02. These results are derived on the assumption that the Reynolds number is simultaneously large, in order to invoke the quasi-steady approximation, and of order unity, in order to justify retaining the Reynolds number in the Orr-Sommerfeld equation. The growth rate based upon this quasi-steady analysis is so small as to provide no real possibility of nonlinear saturation within the flow in a time interval over which the magnitude of the basic flow remains appreciable. The predictions from quasi-steady stability analysis must therefore be treated with some care. On the other hand it is possible to consider the effect of the temporal variation of the basic flow on the flow stability by considering the transient growth problem as was done in section 3.2. In this case the decaying flow exhibits transient growth at relatively low Reynolds numbers. If we choose to benchmark a transient growth model for Poiseuille flow, say, against known experimental results then we find that a transient growth rate of 15 provides a 'lower bound' on the critical Reynolds number for transition to turbulence. In our blocked flow problem this g max > 15 criterion yields a critical Reynolds number of approximately 970. Importantly, at this Reynolds number, as evidenced by the results of Fig. 9 , the transient growth of the higher modes is also important and therefore we conjecture that these modes may play an important role in transition to turbulence in this class of decaying flows.
Preliminary results from recent experiments by J. Peixinho (private communication) at Manchester show the development of a transient disturbance at a Reynolds number of 1000. The source of this disturbance has been conjectured to be due to very small imperfections that occur at the junctions in the pipe sections used in the Manchester pipe. Although this Reynolds number is greater than the 'critical' Reynolds number we predict on the basis of the results presented in Fig. 11 , the experiments do not show a transition to turbulence at this point. However, at a Reynolds number of 6000 there is a rapid and dramatic transition to a turbulent state which is, however, transient, the turbulence intensity decaying together with the base flow. These preliminary results provide, at least, some validation of our predicted lower bound for transition in decaying pipe flow. Further experiments are planned to further elucidate the process of transition to turbulence in this class of decaying flow.
