






Otimizando o Hadoop 
MapReduce para Tarefas 
Pequenas: um estudo 
envolvendo simulações de 
cenários agrícolas
Alan Massaru Nakai1
O Hadoop (BORTHAKUR, 2007; LAM, 2011) é um 
arcabouço de software livre, mantido pela Apache, 
voltado para processamento distribuído de grandes 
quantidades de dados. O Hadoop permite escalas 
de uma única máquina a milhares delas. Além disso, 
implementa tolerância a falhas no nível da aplicação, 
provendo serviços altamente disponíveis. Dentre 
os diversos componentes do arcabouço, destaca-
-se a sua implementação do modelo de programação 
MapReduce (DEAN; GHEMAWAT, 2008), originalmente 
proposto pelo Google, para processamento e geração 
de grandes quantidades de dados.
No Laboratório de Modelagem Agroambiental (LMA) 
da Embrapa Informática Agropecuária, o Hadoop 
MapReduce é utilizado na simulação de cenários agrí-
colas futuros. Estas simulações são realizadas por meio 
de uma metodologia de zoneamento de risco climático, 
utilizando dados de projeções climáticas provenientes 
do Intergovernmental Panel on Climate Change (IPCC).
A metodologia de zoneamento utilizada é baseada 
no cálculo do balanço hídrico, que requer parâmetros 
como: coeficiente das culturas, capacidade de armaze-
namento de água do solo, evapotranspiração e séries 
temporais de chuva. Utiliza-se um modelo baseado 
em balanço hídrico chamado Bipzon (ASSAD, 1983; 
FOSTER, 1984; VAKSMANN, 2000) para calcular o 
Índice de Satisfação da Necessidade de Água (Isna) 
para cada coordenada desejada. Este índice é utilizado 
pelos especialistas para determinar os cenários agríco-
las com base no risco climático.
Atualmente, os cenários agrícolas futuros são simula-
dos com base em dados históricos de 3313 estações 
climáticas. Estas séries históricas são perturbadas com 
as variações de temperatura e chuva simuladas nos 
modelos de projeção climática. Para cada simulação, 
o valor do Isna deve ser calculado para todas estas 
estações. 
No contexto da computação de alto desempenho, no 
qual a quantidade de dados a serem processados 
frequentemente chegam a centenas de gigabytes ou 
terabytes, a quantidade de dados processados em 
cada simulação de cenário agrícola futuro é relativa-
mente pequena. Apesar disto, a execução distribuída 
destas simulações pode ser justificada pela grande 
quantidade de cenários que podem ser gerados em um 
mesmo estudo. Existem dezenas de modelos de proje-
ção climática que podem ser utilizados para perturbar 
as séries históricas e, eventualmente, novos modelos 
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Figura 1. Esquema da simulação de cenários agrícolas utilizando MapReduce; n é o número de estações.
Descrição do problema
O MapReduce aplica a técnica de dividir para conquis-
tar, no qual o problema é dividido em problemas meno-
res e processados separadamente de forma distribuída, 
nas máquinas do cluster. Neste modelo de programa-
ção a computação é realizada em termos de dois tipos 
de tarefas maps (mapeadores) e reducers (redutores). 
As tarefas de mapeamento são responsáveis por 
executar a computação sobre frações dos dados de 
entradas (splits) e geram resultados intermediários. 
Cada split é processado por uma instância diferente do 
mapeador. Os resultados dos mapeadores são conso-
lidados pelos redutores, que agregam os resultados 
intermediários e geram o resultado final.
O formato dos splits variam conforme a natureza dos 
dados de entrada. Um split pode ser, por exemplo, uma 
quantidade específica de linhas de um arquivo muito 
grande, uma quantidade fixa de bytes ou um arquivo 
inteiro, quando os dados de entrada são uma coleção 
grande.
O software que implementa o MapReduce (ex. Hadoop) 
cuida do escalonamento das tarefas, ou seja, paraleli-
za automaticamente a computação dos mapeadores e 
redutores nas máquinas do cluster. Além disso, fornece 
tolerância a falhas de forma transparente. As tarefas 
são monitoradas e, no caso de falhas, são reexecuta-
das. Estas características facilitam o desenvolvimento 
das aplicações, pois os programadores não precisam 
se preocupar com aspectos de escalonamento e tole-
rância a falhas.
A Figura 1 ilustra como o MapReduce é utilizado na si-
mulação de cenário agrícolas. Os dados de entrada são 
são gerados. Cada modelo possui diversas variações, 
de acordo com a quantidade de emissão de carbono 
considerada na projeção. Além disso, os cenários agrí-
colas futuros podem considerar diferentes períodos dos 
modelos nas simulações (ex. 2025, 2050, 2075, etc). 
Combinando-se tudo isso, com as diferentes culturas 
que podem ser simuladas (atualmente 20), diferentes 
tipos de solo, além parâmetros arbitrários definidos 
pelos pesquisadores, o escopo de possibilidades de 
simulações pode crescer muito, chegando a centenas 
de milhares.
Um problema de se utilizar o MapReduce na simula-
ção de cenários agrícolas é que, apesar de envolver 
o cálculo do Isna para milhares de coordenadas ge-
ográficas, o cálculo em si é relativamente rápido, se 
comparado ao overhead da distribuição das tarefas 
entre as diversas máquinas do cluster. Isto faz com que 
o ganho de desempenho ao se distribuir as tarefas via 
MapReduce seja menos significativo.
Neste contexto, o objetivo deste trabalho é apresen-
tar um estudo sobre a otimização da utilização do 
MapReduce para tratar tarefas relativamente peque-
nas, como é o caso do cálculo do Isna. Os resultados 
apresentados mostram que, a partir da agregação 
de tarefas, pode-se melhorar consideravelmente o 
desempenho do MapReduce nestes casos, melho-
rando significativamente o tempo de simulação de um 
cenário. 
O restante do texto é organizado da seguinte forma: A 
seção 2 introduz o problema tratado. A seção 3 apre-
senta a metodologia empregada. A seção 4 apresenta 
os resultados obtidos e, finalmente, a seção 5 apresen-
ta as conclusões do trabalho.
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Metodologia
A metodologia empregada neste estudo parte da se-
guinte hipótese: se o tempo gasto com o overhead im-
posto pelo controle das tarefas afeta negativamente o 
tempo total da execução, a agregação de várias tarefas 
e a consequente diminuição do número total de tarefas 
aumentaria o ganho de tempo da execução distribuída.
dados climáticos utilizados no modelo Bipzon. Em um 
primeiro momento, estes dados são divididos em splits 
que correspondem ao dados de uma estação climato-
lógica. O Hadoop cria uma instância de mapeador para 
dada split. O mapeador implementa o modelo Bipzon 
para calcular o valor do Isna correspondente a uma 
estação, para todos os decêndios do ano. Todos esses 
Isnas são agregados pelo redutor, que gera um arquivo 
por decêndio contendo os Isnas de todas as estações. 
Posteriormente, esses arquivos serão espacializados 
para criação dos mapas dos cenários agrícolas.
Um problema de se utilizar MapReduce no cálculo do 
Isna é que este cálculo é relativamente rápido, em 
torno de centenas de milissegundos. Isto faz com que 
o tempo gasto pelo Hadoop com escalonamento e mo-
nitoramento das tarefas seja significativo para o tempo 
total da simulação. Por esta razão, apesar do tempo 
total de execução utilizando o MapReduce ser melhor 
do que o tempo que seria gasto em uma execução não 
distribuída (sequencial), o ganho é afetado negativa-
mente.
Figura 2. Esquema modificado da simulação de cenários agrícolas utilizando MapReduce; Ei é a estação 
i. k é número de estações por split; n é o número de estações.
Para avaliar esta hipótese, desenvolveu-se uma va-
riação do mapeador descrito na Seção 2. Esta nova 
versão recebe como entrada um arquivo contendo da-
dos climatológicos de k estações climatológicas, onde 
k é igual ao número de estações dividido pelo número 
de splits que se deseja. O mapeador calcula o valor do 
Isna para as k estações, para os 36 decêndios. A saída 
gerada para o redutor é a mesma da versão anterior. 
A Figura 2 apresenta o esquema da nova versão. Este 
novo esquema reduz o número de tarefas (instâncias 
do mapeador) em k vezes.
Para testar a nova implementação também foi necessá-
rio desenvolver uma ferramenta para agregar os dados 
climatológicos das estações. Esta ferramenta recebe 
com entrada os n arquivos de dados climatológicos e o 
número de splits desejados. A saída é n/k arquivos com 
dados de k estações cada um.
Resultados
Para avaliar o impacto da agregação de tarefas no tem-
po de execução das simulações utilizou-se um cluster 
Hadoop com 16 computadores, configurados com 80 
slots de mapeamentos, ou seja, foram permitidos 80 
mapeamentos simultâneos (5 por computador).
Os dados utilizados nos experimentos são dados de 
3313 estações climatológicas e parâmetros específicos 
para uma cultura arbitrária. Realizou-se 3 conjuntos de 
simulações:
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Figura 3. Tempos médios de execução.
• Normal: utilizou a implementação original com 3313 
splits e mapeamentos;
• 75 splits: utilizou a implementação otimizada, com os 
dados agregados em 75 splits. 
• 150 splits: utilizou a implementação otimizada, com 
os dados agregados em 150 splits.
Os números de splits foram escolhidos com base no 
número de slots de mapeamento. Se o número de 
splits é menor que o número de slots, o cluster é subu-
tilizado. Se o número de splits é maior que o número 
de slots, o Hadoop deve escalonar os mapeamentos 
de forma que os slots de mapeamentos já terminados 
sejam realocados para outros mapeamentos.
Com 75 splits, o objetivo foi avaliar o tempo de execu-
ção da simulação com o poucas tarefas, mas sem su-
butilizar o sistema (apenas 5 slots não utilizados). Com 
150 splits, o objetivo foi avaliar o impacto de duplicar 
o número de tarefas (em relação à simulação com 75 
tarefas).
Cada tipo de simulação foi executada 10 vezes. A 
Figura 3 apresenta os tempos médios de execução 
para cada conjunto de simulações.
Pela figura, pode-se constatar que o tempo médio da 
execução da simulação normal (3313 splits) foi de 245 
s. Diminuindo o número de splits para 75, o tempo 
médio de execução baixou para 66 s, uma redução de 
aproximadamente 73%. Este resultado mostra que a 
diminuição do número de splits teve um impacto signifi-
cativo no tempo da execução da simulação.
Entretanto, um fato interessante é que, aumentando 
o número de splits de 75 para 150, o tempo médio de 
execução baixou para 62 s. Embora esta diferença seja 
relativamente pequena, este fato contradiz a hipótese 
inicial. 
Conclusão
Este trabalho apresentou um estudo sobre a otimização 
do Hadoop MapReduce para tarefas pequenas, mais 
especificamente, para simulação de cenários agrícolas. 
Em resumo, as conclusões obtidas foram:
• O impacto do tempo gasto com o controle da distri-
buição de tarefas é significativo quando as tarefas de 
mapeamento são relativamente pequenas. A diminui-
ção do número de tarefas, pela agregação destas, tem 
impacto positivo no tempo de execução;
• Um número muito pequeno de tarefas 
nem sempre é a melhor escolha, pois 
outros fatores, como o disparo do redutor, 
também influenciam no tempo de execu-
ção.
• Apesar de o ganho absoluto no tempo de 
execução ser pequeno (183 s), o ganho 
agregado é significativo em estudos que 
envolvem muitas simulações (milhares). 
Vale ressaltar que, em muitos casos, 
mesmo com a agregação de tarefas, o 
MapReduce pode não ser a melhor opção 
de tecnologia. Para muitos problemas, nos 
A explicação para a diminuição do tempo de execução 
quando o número de splits aumentou de 75 para 150 
é explicada pela ação de outros fatores. Apesar da 
diferença do número de splits, a quantidade de dados 
a serem processados pelo redutor, a segunda fase 
do MapReduce, continua a mesma. Acontece que, no 
Hadoop, por padrão, a fase de redução só é iniciada 
após 5% do mapeamento ser concluída. Se o número 
de splits é menor que o número de slots, e se as tare-
fas de mapeamento são executadas em tempos se-
melhantes, todos os mapeamentos tendem a terminar 
aproximadamente juntos. Com isso, a fase de redução 
é iniciada quando praticamente 100% do mapeamen-
to é concluído. Isto acontece com as simulações com 
75 splits. No caso das simulações com 150 splits, o 
redutor é iniciando antes, e, por isso, a simulação é um 
pouco mais rápida.
O início da fase de redução pode ser alterada na 
configuração do Hadoop. O escopo deste trabalho não 
abrangeu o estudo de variações desta configuração, 
mas certamente ela deve ser considerada em implanta-
ções de produção.
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quais o tempo de execução é extremamente crítico, o 
desenvolvedor pode considerar modelos de programa-
ção de níveis mais baixos, como por exemplo Message 
Passing Library (MPL). Porém, utilizando este tipo de so-
lução, problemas como escalonamento e recuperação de 
falhas, que são transparentes no Hadoop/MapReduce, 
devem ser tratados pelo desenvolvedor. 
