0
chromatin have revealed Topologically Associating Domains (TADs), within which most of the 2 1 regulatory interactions are thought to occur. Recent studies have shown that TADs are not 2 2 homogeneous structural units, but rather they appear to be organized into a hierarchy. However, 2 3 precise identification of hierarchical TAD structures remains a challenge. We present OnTAD, 2 4
an Optimized Nested TAD caller from Hi-C data, to identify hierarchical TADs. Compared to 2 5 existing methods, OnTAD has significantly improved accuracy and running speed. Results from 2 6
OnTAD reveal new biological insights on the role of different TAD levels, boundary usage in boundaries (see Methods). Because the sizes of TADs are unknown, OnTAD repeats the above 1 0 3 steps using a series of window-sizes, W= 1,2.,…,K, to uncover all possible boundaries for TADs 1 0 4 in different sizes. Here, K depends on the resolution of the Hi-C matrix and the maximum TAD 1 0 5 size that the user aims to call. For instance, for a 10kb resolution Hi-C matrix and a maximum 1 0 6 TAD size of 2Mb, K=2000/10=200. The union of the candidate boundaries of all window sizes is 1 0 7 used to assemble TADs in the next step ( Figure 1b ). 1 0 8 1 0 9
In the second step, OnTAD assembles TADs by selectively connecting pairs of candidate 1 1 0 boundaries using a dynamic programming algorithm (see Methods). To form a TAD between a 1 1 1 pair of boundaries, OnTAD requires the mean contact frequency within the potential TAD area 1 1 2 between the boundaries to exceed that of the surrounding area outside of the TAD by a user-1 1 3 defined margin (ߣ); otherwise, no TAD is formed between the boundaries. The dynamic 1 1 4 programming algorithm is formulated to recursively identify the optimal partition of the genome 1 1 5 for yielding the largest rightmost subTADs within each identified TAD according to a score 1 1 6 function ( Supplementary Figure 1) that de-convolutes the contact frequency signals across the 1 1 7 TAD hierarchy ( Supplementary Figure 2) . At the end of the recursive procedure, the optimized 1 1 8 solution that maximizes the score function is obtained (defined in Methods), producing a 1 1 9 hierarchical TAD organization that best fits the observed Hi-C contact matrix. The locations of 1 2 0 3 3 1 C data and investigates the association of TAD hierarchies with epigenetic features. Here we 3 3 2 introduce OnTAD, a new method to uncover the hierarchical TAD structures from Hi-C data.
3
Based on a dynamic programming procedure that recursively finds the best domain partition of 3 3 4
Hi-C contact matrix in a hierarchical manner, OnTAD identifies the hierarchy of TADs and their 3 3 5 boundaries. It produces a convenient output for visualizing the hierarchy in a genome browser, Using the results from OnTAD, we investigated how hierarchies within TADs were associated 3 4 3 with features related to function. In particular, we observed that, on average, hierarchical TADs 3 4 4
were significantly more active than TADs without hierarchies (i.e. singletons). The active 3 4 5 epigenetic states and active genes were also significantly more enriched in the boundaries 3 4 6 shared by multiple TADs (e.g. hub-boundaries) than those used exclusively by a single TAD.
4 7
These observations echo those on the hierarchy of metaTADs, which also showed a positive 3 4 8 association between the enrichments in promotor activity and gene density and boundary usage 3 4 9
[20]. Interestingly, we also observed a significant asymmetry in boundary usage between the left 3 5 0 and right boundaries in the hierarchical TADs and an asymmetry in the orientation of TAD on Chr21 of A549 cell, showed that both TAD and sub-TAD structures exist in single cells [36] .
6 2
Furthermore, nested TAD structures could be formed by multi-site interactions in a single cell 3 6 3 [36] . However, as acknowledged by the authors, it is still possible that some other domain 3 6 4 structures resulted from population averaging. In principle, OnTAD can also be applied to 3 6 5 single-cell Hi-C data to explore this question. However, the genome coverage in current single-3 6 6
cell Hi-C data is still low and can only support the analysis at the resolution of ~100Kb, limiting 3 6 7 the detection of finer domain structures (typically ~50Kb for subTADs we identified). Future 3 6 8 studies with higher resolution single-cell Hi-C data will be valuable for addressing this question Second, what are the mechanisms to form the hierarchical structures? As observed in our 3 7 2 analyses ( Figure 5 ), though the majority of the outer TAD boundaries were bound by CTCF, 3 7 3 some subTADs appear to be formed without CTCF binding at their boundaries. The formation 3 7 4 of the latter can be explained by the recently proposed 'compartmental domains' mechanism 3 7 5 [34] , which forms domains by establishing A/B compartments without the involvement of CTCF 3 7 6 or loop extrusion. Because OnTAD does not rely on CTCF information for TAD identification, it 3 7 7
can capture all domain structures, regardless the formation mechanisms. The example in Figure   3 7 8 5 could be explained by joint processes of loop extrusion (for the outer TAD) and establishment 3 7 9
of 'compartmental domains ' [34] for the inner TADs. In summary, we have demonstrated that the hierarchies of TAD structures are 3 8 2 associated with gene regulation and have provided a powerful tool for exploring this association.
8 3
Though previous results based on low-resolution data suggest that the majority of TAD 3 8 4
structures are conservative across cell lines [11] , recent analyses found that certain locally 3 8 5 frequent interaction regions within TADs are cell type specific [25] . It will be particularly 3 8 6
interesting to use OnTAD to systematically investigate how the finer domain structures within 3 8 7
TADs differ across cell types, for example, how the levels of hierarchy differ across cell types, 3 8 8 and how the changes in hierarchy are associated with differential gene regulation. The Let X denote a symmetric Hi-C matrix, where each entry (i,j) in the matrix is a value quantifying 3 9 6 the strength of the chromatin interaction of between bins i and j. The Hi-C matrix can be raw 3 9 7 contact matrix or the normalized matrix produced by the normalization procedures such as ICE 3 9 8
[37] and KR [17] . Let X[a:b, c:d] 
TAD between bins a and b corresponds to a diagonal block matrix X [a,b] 
where the 4 0 0 mean of the entries in X [a,b] is expected to be higher than that in its neighboring matrices.
0 1
Because of the distance dependency in Hi-C data, i.e., the dependence of contact frequency on 4 0 2 the proximity of the interaction loci, we normalize the Hi-C matrix before TAD calling by We identify candidate TAD boundaries using a procedure motivated from the TOPDOM method 4 0 7
[13]. This procedure scans the diagonal of the Hi-C matrix, using a sliding square submatrix 4 0 8 whose bottom corner locates on the diagonal (Figure 1a ), and computes the mean Hi-C signals 4 0 9 covered by the submatrix at each location, which is the TOPDOM statistic in [13] . As shown in 4 1 0 [13] , when the corner of the submatrix lands on a TAD boundary, the TOPDOM statistic reaches 4 1 1 a local minimum. Thus, the local minimums of the TOPDOM statistic can be used as candidate 4 1 2 boundaries. The original TOPDOM paper only computed the statistics at a fixed window size. To 4 1 3 identify all candidate TAD boundaries for TADs in different sizes, the TOPDOM statistics are 4 1 4 calculated at all window sizes (W), ranging from 1 to a maximum TAD size (d) specified by 4 1 5 users. Here, we set the minimum size =3 bins, because structures smaller than 3 bins are too 4 1 6 small to form a domain. We set the maximum size=200 for 10kb Hi-C data, because TADs are 4 1 7 known to be smaller than a few Mbs.
1 8
For each window size W, we first obtained a set of local minimums of the TOPDOM statistics, 
2 7
Because different window sizes capture the information of TADs in different sizes, we took the 4 2 8 union of the pruned local minimums over all window sizes, and used the corresponding bins as 4 2 9 candidate TAD boundaries. We selected z according to the procedure described in the section We developed a TAD calling algorithm to assemble TADs from the candidate boundaries.
3 5
Several issues need to be considered in the design of the algorithm in order to produce 4 3 6 biologically meaningful TADs. First, because a region may be shared by multiple TADs, the 4 3 7 scores of these TADs can be strongly correlated. Second, in the TADs with nested structures, 
1
To address these issues, we developed a recursive algorithm to identify the TADs that give the 4 4 2 optimal partition of the genome according to a scoring function g(X) related to the strength of Hi-4 4 3 C signals (see the next section). Our algorithm assumes that any given two TADs are either 4 4 4 disjoint (but can share one boundary) or nested (i.e. one TAD is completely within the other).
5
This assumption is required for the dynamic programming to find an optimal solution in 4 4 6 polynomial time. While this assumption sometimes may not be true, it greatly reduces the 4 4 7 complexity of the problem while still enabling us to 1) de-convolute nested TAD structures, 2) 4 4 8 impose shared boundaries, and 3) obtain an efficient algorithmic solution. Our evaluation 4 4 9
showed that the majority of the genome follows this assumption (see the subsection below).
5 0
Even when it is violated, i.e., the boundaries of the TADs cross each other, our method can still 4 5 1 produce a reasonable approximation ( Supplementary Fig.1C ).
5 2
Briefly, the algorithm works as follows. Given a matrix X [a,b] , the algorithm starts at the root level 4 5 3 to first find the best bin i (a≤i<b) to partition the matrix into two submatrices, X [a,i] and X [i,b] , such 4 5 4 that X [i,b] is the largest right-most TAD in X [a,b] . Since X [a,i] and X [i,b] are disjointed, the TADs 4 5 5 within each submatrix can be called separately in a recursive manner. At each recursive step, 4 5 6 the parent matrix is partitioned into two sub-matrices, and TADs are called within each sub-4 5 7 matrix using the same recursive formula ( Supplementary Fig.2A ). The recursion stops when i=a, 4 5 8
i.e., the sub-matrix X [a,i] contains no TAD. After a recursive step is completed, it identifies the 4 5 9
best TADs in the current branch according to the scoring function, de-convolutes the TAD 4 6 0 signals in the parent matrix by removing signals of inner TADs, and evaluates if the parent 4 6 1 matrix itself is a TAD. This process is repeated until the recursion returns to the root level 4 6 2 ( Supplementary Fig.2B ). Note that, because every TAD is the largest right-most TAD of a parent 4 6 3 matrix in a recursive branch, this recursive procedure guarantees to traverse all TADs, even 4 6 4 though only the largest right-most TAD is called at each step. To investigate the frequency of the violation of the hierarchical TAD assumption, we ran OnTAD 4 6 8 on high resolution (10Kb) in-situ Hi-C data in GM12878. We segregated regions around the 4 6 9 corner of each TAD into four 5*5 quadrants and calculated the average contact frequency of for matrix X [a,b] is defined as
is the score of TADs within X [a,b] , not including the score for X [a,b] itself being a 4 8 3
TAD. It is calculated by finding the best left boundary of the largest right-most TAD in X [a,b] .
is the score of the largest right-most TAD in X [a,b] . It is the sum of the score of TADs diagonal block matrix to be called a TAD, its mean signal is required to be greater than the 4 8 7
means of its neighboring regions on both sides. We therefore define 4 8 8
where m(X [i,b] |sub TADs) denotes the mean of X [i,b] , excluding the TADs within X [i,b] , returned by 4 9 1 the recursion; ߣ is a user-specified nonnegative penalty parameter ;
diagonal matrices in the adjacent flanking regions of X [i,b] ; and finally, and ܺ ത denotes the mean Selection.
0 0
When the score of a candidate TAD is <0, it is likely not a real TAD. We therefore set a lower 5 0 1 bound on the score at 0 and do not output the "TAD" with a score 0. 5 0 2 5 0 3
Parameter Selection 5 0 4
We selected the value of ߣ based on the False Discovery Rate (FDR) of TADs identification.
0 5
The FDR is calculated as follows. First, the entries in the real Hi-C matrix are permuted within 5 0 6 each genomic distance. This results in a null Hi-C matrix that has the same marginal signal 5 0 7
distribution as the original Hi-C matrix but without biologically meaningful TAD structures. Next, 5 0 8
OnTAD is run on both the original and the permuted Hi-C matrix for a series of ߣ . The TADs 5 0 9
identified from the original Hi-C matrix are treated as 'discoveries' (R), which is a mixture of 5 1 0 false and true discoveries, and those from the permuted Hi-C matrix are treated as 'false 5 1 1 discoveries' (V), which is used to approximate the proportion of false discoveries in R. Recall 5 1 2
that OnTAD assigns each TAD a score according to the scoring function (1). Given a TAD size, 5 1 3 the magnitude of the score reflects the strength of evidence to call TAD. Because larger TADs 5 1 4
tend to have a lower mean contact frequency after removing their inner TADs, the score is 5 1 5
usually smaller for larger TADs. Therefore, we computed the FDR accounting for TAD size.
1 6
Specifically, for a given value of ߣ cutoff of 0.05 is selected.
2 7
In our analysis, the stratum is formed by dividing the TAD calls into 25 equal shares according 5 2 8
to the ranking of TAD size (or TAD score, respectively) on the real matrix. This leads to 5 2 9
25*25=625 strata in total. As shown in Supplementary 
3 3
Therefore, we used λ = 0.1 as the default value in our analyses. In the OnTAD software, we 5 3 4 allow users to specify the value of λ to offer more flexibility.
3 5
Another important tuning parameter is Lsize, which is the span of the interval (i.e. the interval 5 3 6 size = 2*Lsize +1) for searching local minimums of the TOPDOM statistics. This parameter 5 3 7
affects the selection of candidate boundaries. If Lsize is too large, some potential boundaries 5 3 8
will be missed. If Lsize is too small, the candidate boundary set may include many false 5 3 9
positives, increasing the computational burden for the assembly step and the quality of final 5 4 0
results. We chose Lsize in the similar way as for choosing ߣ on GM12878 data (10kb).
4 1
Specifically, we ran OnTAD for different values of Lsize (range=3-10), corresponding to the 5 4 2
interval size of 7-21 bins. We chose this range because it is sufficient to cover various TAD Computation complexity of the TAD calling algorithm 5 5 0
We performed an analysis on the computational complexity for our recursive algorithm. For an 5 5 1
lxl Hi-C matrix, if all bins are potential boundaries, then the recursion needs to visit l(l+1)/2 5 5 2 diagonal block sub-matrices. As there are l size 1 diagonal block matrices, the computation 5 5 3 complexity for computing the scores of all size 1 matrices is O(l). Given the scores of size 1 5 5 4 matrices, we can calculate the scores of size 2 matrices. There are (l-1) of them, each 5 5 5 enumerating through (2-1) partitions. Hence the time complexity is O((2-1)(l-1)). Following the 5 5 6 same calculation, the scores of one sub-matrix of size k will be computed by enumerating (k-1) 5 5 7
partitions. As there are (l-k+1) of them, the time complexity is O((k-1)(l-k+1)). Similar calculation 5 5 8
can be done for the mean of sub-matrices. As a result, the total complexity to obtain the scores 5 5 9
of all sub-matrices from size 1 to l is O(l 3 ).
6 0
Empirically, the computational complexity is much lower than the above due to some further formed between neighboring boundaries, we set a constraint in the recursive procedure to limit 5 6 7
the TADs to be formed only between candidate boundaries that are no more than five neighbors 5 6 8 apart. genomic distance, the TAD-adjR 2 is defined as
This quantity essentially measures the proportion of variance in Hi-C signal that is explained by 5 8 6 the classification of TADs, adjusting for the number of TADs and genomic distance. To evaluate the activity of gene expression, we downloaded the RNA-seq data from ENCODE 5 9 0 (See Data), merged the biological replicates of RNA-seq data, and computed the average 5 9 1 FPKM for each gene. Genes with FPKM > 5 were deemed as expressed genes. For each TAD 5 9 2 level, we compute the density of expressed gene as the number of expressed genes per 10Kb.
9 3
For TADs with nested structures, genes covered by the inner level TADs are excluded in the 5 9 4
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