There are two ways to perfectly shuffle a deck of 2n cards. Both methods cut the deck in half and interlace perfectly. The out shuffle 0 leaves the original top card on top. The in shuffle I leaves the original top card second from the top. Applications to the design of computer networks and card tricks are reviewed. The main result is the determination of the group (I, 0) generated by the two shuffles, for all n. If 2 n is not a power of 2, and if 2n * 12,24, then (I, 0) has index 1,2, or 4 in the Weyl group B, (the group of all 2"n! signed n x n permutation matrices). If 2n = 2", then (I, 0) is isomorphic to a semi-direct product of Zi and Z,. When 2 n = 24, (I, 0) is isomorphic to a semi-direct product of 2-j' and M,,, the Mathieu group of degree 12. When 2n = 12, (I, 0) is isomorphic to a semi-direct product of Zi and the group PGL(2,5) of all linear fractional transformations over GF(5).
I~RODUCTI~N
There are two ways to perfectly shuffle a deck of 2n cards. Both cut the deck in half and interlace perfectly. The in shuffle I leaves the original top card second from the top. The out shuffle 0 leaves the original top card on top. Let the deck be labeled (0, 1,. . . , n -1, n,. . . , 2n -1). After an in shuffle the order is (n, 0, n + 1,. . . , 2n -1, n -1). After an out shuffle, the order is (O,n,l,n+ l,..., n -1,2n -1). These shuffles have been used by gamblers and magicians to manipulate cards. A historical review, 175
describing "widely known" properties of the shuffles, is in Section 3. This section also describes results of Levy on the cycle structure of the shuffles, and results concerning decks of odd size.
In and out shuffles appear in computer science as a way of connecting processors in parallel processing machines. One widely known application is an O(log n) FFT algorithm. Section 4 discusses these applications as well as some new results; for example, an array of 2k numbers can be reversed in k in shuffles. Section 5 discusses some related permutations: Levy's work on the "milk shuffle" and Morris' work on generalized perfect shuffles.
The main result of this paper is a determination of the group generated by in and out shuffles. This group will be called the shuffle group and denoted (I, 0). Both of the generators I and 0 preserve central symmetry; that is, cards symmetrically located about the center of the deck (0 and 2n -1, 1 and 2n -2, etc.) are sent to positions symmetric about the center. Thus (I, 0) is a subgroup of the centrally symmetric permutations. This group is isomorphic to the Weyl group B,, of n X n signed permutation matrices. This is the group of all n x n matrices with entries 0, f 1, and one nonzero entry in every row and column. Equivalently, it is the group of all 2"n! symmetries of the n-dimensional generalization of the octahedron, whose vertices are fe,,. . . , f e,, where e,,. . . , e, is the standard basis of BP" (see Coxeter [5] ). The pairs {ei, -ei} correspond to the pairs of card positions which are centrally symmetric.
We will have to deal with three homomorphisms ofB,,. If g E B,, then sgn(g) is its sign as a permutation of 2n cards, and sgn(g) is its sign as a permutation of n centrally symmetric pairs; and g + sgn(g)g(g)
is a further homomorphism to { f l}, whose kernel is the Weyl group 0,.
THEOREM.
Let (I, 0) be the permutation group generated by in and out shuffles of 2n cards. 
The theorem, and a number of other results about the shuffle group, are proved in Section 2. A list of the order of the shuffle group for 2n = 2,4,. . . ) 52, appears in Table I. This table was computed using a streamlined implementation of an algorithm of Sims [24] developed by Eric Hamilton and Donald Knuth at Stanford University. The numerical evidence allowed us to guess at the theorem. For a discussion of Sims' algorithm see Furst et al. [7] .
Finally, we mention the connection between our shuffles (for a deck of 24 cards) and some very recent work of Borcherds et al. [2] on representations of the Leech lattice in hyperbolic space. Section 5 contains further discussion.
PROOF OF THE THEOREM
We begin by establishing a number of basic properties of perfect shuffles. Lemma The order of the in shuffle permutation is the order of 2 (mod2n + 1). The order of the out shuffle is the order of 2 (mod2n -1).
Proof
The order of an in shuffle is the order of an out shuffle with a deck containing 2 more cards, so we only prove the result for out shuffles. If the deck is labeled 0 1 , ,***, 2n -1, then after one out shuffle the card labeled j is at position 2j (mod 2n -1) if j < 2n -1. After k shuffles it is in position 2&j (mod 2n -1). All cards will be in their original positions for the smallest k such that 2k = 1 (mod2n -1 Lemmas 1 and 2 give the following lower bound for the shuffle group: LEMMA 3. The order of the shuffle group is at least 2n X order of 2 (mod2n -1).
The next result proves part (d) of the theorem. It establishes that the lower bound of Lemma 3 is achieved for decks of size 2'. The proof provides a simple interpretation of in and out shuffles as maps on the vector space Zf. LEMMA 4. For 2n = 2k, the shuffle group is isomorphic to a semi-direct product of Zt by zk.
Proof. Label the cards using their binary expansions (xt,. . . , xk). It is easy to check that, using an obvious notation, 0: (x+1 ,..., xk) + (xz,x~,-, xk,x,), 1: (x~,x~,...,xk)-,(x~,x~,...,xk,x,)
The permutations Oj, 0 Q j < k, form a cyclic group (0). The permutations Bj = Oj-'10-i send (x,,. . . , xi,. . . , xk) into (x,,. . . , Xj,. . ., xk), for 1 gjgk.MapZ,kintotheshufflegroupbysendinga=(a,,...,a,)~Z,k into l-l,",,B,?~. It is easy to see this is an isomorphism. The image group intersects the cyclic group (0) only in the identity and their product contains 0 and I. The action of Z, on Zt is a cyclic shift. 0 Both in and out shuffles preserve arrangements with "central symmetry." We now turn to definitions and amplification of this fact. Throughout, permutations will be applied on the right, so xg is the image of x under the permutation g. S,, and A, denote the symmetric and alternating groups of degree n. If S is a set of permutations, then (S) denotes the group generated by S. It is natural to label the objects being permuted as 0, 1, . . . , n -1, (nl)', . . . ) l', 0', where x f) x' is the natural pairing. Let X = {x, x'}. A permutation g E B,, induces a permutation g of {X]x E [0, n)}. The map g + g is a homomorphism from B,, onto S,, with kernel equal to ((0,O')) X ((1,1')) X ... x ((n -l,(n -1)')) E Z;. Note that G(g) = sgn(g).
In this notation the shuffles can be written and
Let G = (I, 0). Let c be the image of G in S,, and let K be the kernel of G + c. the order of M,2. Further, G' is doubly transitive; indeed g is an 1 l-cycle fixing 0 and Z moves 0, so G is transitive, and to bring symbols labeled (i, j) to postions (k, I), bring i to 0, bring j to the appropriate place by iterates of 0, and then bring i to k. Sims [24] showed that M,, is the only doubly transitive permutation group of this order. The result for K follows from the order of G given in Table I. 0 We were intrigued by the appearance of M,,. Table II lists (c) Zf n = 3 (mod4), then G is in the kernel of sgn . G.
Note that parity considerations give no restrictions on G when n = 2 (mod4). On the other hand, all homomorphisms of B, in the lemma are onto {f l}, so that the orders of the groups given in the theorem are upper bounds.
Proof. It suffices to prove that the signs of Z, Z, 0, and Dare as in Table  III . Since the case of Z follows from that of 0 by replacing n by n + 1, we only need to consider the parity of 0 and ??.
In order to deal with 0, we label the cards 0, 1,. . . , 2n -1, so x0 = 2x (mod 2n -1). Let x -C y. We need to decide when x0 > y0. Since x0 = 2x or 2x -(2n -1) and x c y, the inequality x0 > y0 holds if and only if 0 < x d n -1, n < y < 2n -1, and 2x > 2y -(2n -1). Thus, for each x E [0, n -1) we must restrict y to [n, x + n). The number of pairs (x, y) is then c::ix = y 0 .
Next,recallthata=%or2(n-x)-l.LetX<yandz>g. There are two ways this can happen:
(i) x, y > n/2, in which case 2(n -x) -1 > 2(n -y) -1 holds, or (ii) x < n/2, y 2 n/2, and 2x > 2(n -y) -1, that is, x + y >, n.
The number of (js, 7) in (i) is (n 2 m). The number in (ii) is obtained by fixing x E [0, m), and then letting y E [n -x, n). Thus, the total number of pairs (x, 7) is If n is even this is 2 ( 1 T ; if n is odd it is (n -1)2/4. It is now straightforward to check Table III and then deduce Lemma 6. 0 Lemma 7 will be used several times. The simple proof is omitted. LEMMA 7. Suppose n >, 3. Form a graph with vertices the 3-cycles in A,,. Join two 3-cycles when some point of [0, n) is displaced by both of them (i.e., when the corresponding 3-sets are not disjoint). Let H be a subgroup of A,, generated by a connected set of 3-cycles. Zf each point of [0, n) is displaced by a 3-cycle in H, then H = A,.
We now begin the main part of the proof of the theorem. Some further notation will be required. If g and h are permutations, and in cycle notation Table III , at least one of the permutations I, 0 is even. Let h E {I, 0} with 6 even. Let f E G* with f = K, and set k = f -'h. Then k E K -(z), k fixes 0 and o_l, and k-interchanges certain pairs x, x'. Pick any g E G* such that @ = x, G = 0 for some such pair x, x', and such that z = r whenever yk = y. Then kg = (x)(x')(OO') * . . and kkg = (OO')(xx'). Conjugating by elements of G* produces all permutations (aa')(bb'). Thus pq > 2"-'. 0
The argument is easiest for odd n. By Table I we may assume that n > 3.
LEMMA 9. The theorem ho& if n is odd.
Proof: We calculate the following permutations:
(a cut at the center); ;,: l-+-;;~'l , if 0 < x < (n -1)/2,
(cy'O= (1, 3, 5 ) ...) n -2,(n -1)',0,2 )..., n -5,n -3)
Clearly, c and w belong to G*. Restricting G* to [0, n) it is easy to check the connectedness of its set of 3-cycles. Thus, Lemma 7 yields that G* 2 A,. By Lemma 8, (K] 2 2"-'. If n = 3 (mod4), then Gcontains A,, and the odd permutation a, so that G = S,,. Since z is an odd element of S,,, z @ G by Lemma 6(c). Thus 1 K 1 = 2" -', completing the proof in this case.
If n = 1 (mod4), then c = A, by Lemma 6(b). Thus, there is a g E G* with g = 1 Clearly, g is even, while I is odd by Table III . Now g1-' is odd and belongs to K. Since K already contains all permutations of the form (xx')( ~JJ') (see the proof of Lemma 8), it follows that ]K] = 2". Then G consists of all permutations in B, that map to even permutations of S,. 0
The remainder of this section is devoted to the proof of the theorem when n is euen. This will be accomplished in a sequence of lemmas. Lemma 10 determines the result of 0 -'I'. In the language of cards, the effect of this sequence of shuffles is to reverse the top 2' cards, and each consecutive group of 2' cards, in place. Lemma 11 determines the result of I'0 -'. In the language of cards, the effect of this sequence of shuffles can be described as follows: with the deck on the table, cut off the top n/2'-' cards and place them on the table. Cut off the next n/2'-' cards and place them on the original top group. Continue cutting off packets of size n/2'-', placing them on the cards already cut off, until there are no more cards left. Next, let x E [in, n), so that xl = (2n -2x -2)' and 
X (2~ -4,2u -3)(2u -2,2u -1).
Note that h is an odd permutation (of [0,2u)). We will exhibit a 3-cycle. We have Conjugating by elements of H(r), and by h(r + l), we obtain enough 3-cycles to deduce the connectedness of the set of 3-cycles in the action of H(r + 1) on [0,2'+').
• 8x -8x + 7, h(3). If n = 2 (mod 4), then, by Table III , c = S,. Also by Table III , 0 is odd while 0 is even. Let g E G* with g = 0. Then g0 -' is an odd element of K. As in Lemma 9, the proof of Lemma 8 yields that llyl = 2", as required. 0
SOME HISTORY OF THE PERFECT SHUFFLE
There are early descriptions of the perfect shuffle in books on cheating at cards. The first description we can find is on p. 91 of the anonymously authored "Whole Art and Mystery of Modem Gaming," Roberts, London, 1726. The earliest American reference to perfect shuffles we can locate is in J. H. Green's book "An Exposure of the Arts and Miseries of Gambling," James, Cincinnati, 1843. On p. 195 he described a method of cheating at the game of Faro which used the perfect shuffle, calling it "running in the cards." Green remarked that the method was a recent invention. The perfect shuffle is currently called the Faro shuffle in magic circles. It is still widely used as a method of cheating at card games such as gin rummy and poker. 
There has been some mathematical work on perfect shuffles. P. Levy wrote a sequence of papers on them in 1940-1950. These papers (Levy are together in Vol. 6 of Levy's collected works. Levy's motivation for working on these shuffles is charmingly described in his autobiography [19, pp. 151-1531 . Since Levy's work seems unknown, a brief description is presented. Throughout, a deck of size 2n is assumed. We give results for out shuffles. Levy defined the type of a cycle in the cycle decomposition of an out shuffle as follows: suppose a card at position j, goes through positions j,, j2,..., j,, in successive out shuffles. The type of the cycle (j,, j,, . . . , j,) is a binary vector of length u with a zero in the i th position if and only if 0 Q ji G n. Table IV lists 1 1 0) (1 1 1 1 1 1) are imprimitive.)
Only the shorter types appear for an imprimitive type. F. Leighton has pointed out that the type result just stated is equivalent to the representation of an out shuffle as a shift operating on Z,", as in the proof of Lemma 4.
A primitive type is "born" at k, if it occurs in a deck of k, cards and for no smaller deck. Levy showed that if a type is born at k,, then it appears in a deck of size k if and only if k = k, + 2(k, -l)j, j = 0, 1,2,. . . . For example, since a 2-cycle appears for the first time with k, = 4 cards it follows that decks of size k = 4 + 6j have 2-cycles. Levy proved that for a fixed k, all the new born types are of the same length u. This u is the order of 2 (mod k -1). Levy gave a number of other results.
Golomb [9] considered the group generated by out shuffles and cuts. He showed that these operations generate all permutations. He also gave results for a deck of size 2n -1. One implication of his results is that in and out shuffles of an odd-sized deck generate a very small group. (Here, in and out shuffles correspond to the two ways of cutting a deck into two parts of size n and n -1. The out shuffle leaves the top card on top, while the in shuffle leaves the bottom card on bottom.)
THEOREM. The order of the shuffle group for a deck of 2n -1 cards is (2n -1) X order of 2 mod(2n -1).
Proof:
Let c be the operation of cutting the top card to the bottom. It is easy to see that an out shuffle followed by c is the same as an in shuffle. It follows that (0,I) = (0, c). The order of the latter group was shown to be (2n -1) X order of 2 (mod(2n -1)) by Golomb. 0 In fact, if the cards are labeled using [0,2n -l), then x0 = 2x (mod 2n -l), xl = 2x + 1 (mod2n -l), and the cut c is given by xc = x + 1 (mod 2n -1). The order of (0, c) is easily found using the identity co = c2 observed by Golomb. In terms of 0 and I = Oc this asserts that I0 = to-1 .
' I-' The magical properties of perfect shuffles of odd-sized decks are discussed at length in Gardner [8, Chap. lo].
APPLICATIONS OF PERFECT SHUFFLES TO PARALLEL PROCESSING ALGORITHMS
Both types of perfect shuffles and their combinations have been applied to computer algorithms. Some references are Stone [25] , Schwartz [23] , and Chen et al. [4] . For a simple example, due to Stone, consider computing the transpose of a 2" X 2m matrix. Suppose that the matrix is stored in a 22m linear array in row major order. For a 4 x 4 matrix this is aooao1a02a03a10a11a12L113c120a21a22a23a333.
It is easy to verify that after m out shuffles the array is in column major order, and so transposed. In the 4 X 4 example this is a a a a a a a a a a a a a 00 10 20 30 II 21 31 12 32 03 13 23 33' Out shuffles are performed by network connection patterns like the example in Fig. 1 in which 2 sets of 8 registers are connected. Often an out shuffle connection is combined with an array of simple processors (Fig. 2) . If the processors P take two input numbers and output their sum (Fig. 3 ) then, after m iterations of a network with 2" registers, all registers will contain the sum a, + a, + -. suitably chosen linear combinations the result of m iterations is the discrete Fourier transform Zujwjk. In a more complex application the processors output the sorted pair (ai, uj). This yields an algorithm that sorts 2" numbers in 0( m2) iterations. See Brock et al. [3] for further discussion. It should be emphasized that these applications mostly amount to the "out" part of the proof of Lemma 4. Namely, when 0 is used on a deck of size 2" it cyclically shifts the digits in the binary expansion of each integer in [0,2").
As a simple new example, we mention the fact that an array of 2" numbers is brought into reverse order by m in shuffles. Other length arrays may also be reversed; for length 52, 26 in shuffles suffice. In general, an array of length 2n reverses after j in shuffles, where i is the smallest exponent such that 2j = -l(mod2n + 1). In shuffles cannot always be called upon to reverse an array of length 2n. For example, if 2n = 2" -2, the order of 2 (mod2n + 1) is m and 2j g -1 (mod2n + 1) for any j. A simple corollary of the main theorem is that an array of length 2n can be reversed by some combination of in and out shuffles if and only if n = 0, 1, or 2 (mod4). Indeed, if z denotes the permutation reversing the position of 2n symbols, sgn z = (-l)", sgn Z = 1, now apply Lemma 5 and the theorem. As an example, if 2n = 10, the sequence IO 0 IO 0 0 0 0 yields z. We do not know a simple algorithm for determining a minimal length sequence for general n.
GENERALIZATIONS AND VARIATIONS
In and out shuffles are related to the so-called "milk" and "Monge" shuffles. The milk shuffle can be described as a permutation on m cards labeled 0, 1, . . . , m -1 as follows. The card labeled j (and initially in position j) is moved to position 125'1, where 1x1 denotes the unique y, 0 G y G m, such that y = f x (mod 2m -1). Thus, after one milk shuffle, the deck now has the order 0, m -1, 1, m -2,2,. . . . This permutation is easily performed on a deck of cards. Remove, or "milk," the cards at top and bottom simultaneously and place them on the table. Then milk off the second pair from the top and bottom and place them on top of the first removed pair. Continue this process until no cards remain. Basic properties of the milk shuffle were given by Levy in the papers cited in the bibliography. Levy [18] showed that the results he proved for milk shuffles had easy translations into corresponding results for out shuffles. A useful connection between the two shuffles is the following observation due to John Conway. The permutation of the pairs 3 in an out shuffle of 2m cards is just a milk shuffle of the m symbols X0, Z,, . . . , Tm _ ,. The inverse of the milk shuffle was actually analyzed by Monge in 1773 (see Ball and Coxeter [ 11). In fact, there are two types of "Mange" shuffles, which we will call the "up" shuffle and the "down" shuffle. For the up shuffle, successive cards are removed from the top of the deck and placed alternatively on the top and the bottom of the new stack (with the second card being placed on top of the first). For the down shuffle, the same procedure is followed except that the second card is placed below the first. In particular the order of a milk shuffle of m cards is the order of an out shuffle of 2m cards: the order of 2 (mod 2m -1). Symbolically, for a deck of m cards, the up shuffle sends a card originally in position j to position [m/2] + (-l)'[(i + 1)/2]. Note that a down shuffle is actually just an up shuffle followed by a "reversal" shuffle z, i.e., z(j) = m -1 -j. It follows from what we have noted that the group (u, d) of permutations generated by up and down shuffles on m --cards is exactly (I, 0) acting on (pairs of) 2m cards. In particular, since (u, d) = (u, z), it follows that for m = 2 (mod 4) (u, z) z S,,, while for m = 12, (u, z) Z M,*. Borcherds et al. [2] have used this fact in order to relate two different bases for the Leech lattice.
Levy also mentioned a curious connection between the milk shuffle and the down and under shuffle. This shuffle successively places the top card on the table, the next card under the deck, the next card on (top of the card on) the table, and so on. Let E be the set of integers with the property that the milk shuffle and the down and under shuffle have the same cycle structure (and in particular the same order). Levy showed that n E E if and only if 2n -1 divides a number of the form 2' + 1. Both permutations have one 3-cycle and two fixed points, and 2n -1 = 9 which divides 23 + 1. A. M. Odlyzko has shown that E is small in the sense of density: the number of elements in E smaller than x is asymptotic to C~/m3 x) 'I3 for an explicit constant c. The down and under shuffle is thoroughly studied under the name of the Josephus permutation (see Herstein and Kaplansky [ 111). The milk shuffle is described and applied in early books on card cheating. For example, the anonymously authored book "Whole Art and Mystery of Modern Gaming" (London, 1726) contains a description of several methods of cheating at the card game of Faro that make use of milk shuffles.
A simple way to achieve an inverse in or out shuffle is to deal a deck of cards into two face-up piles alternatively. Place one pile on the other, and turn the deck face down. This suggests a generalized perfect out shuffle: for a deck consisting of a . b cards, deal a face-up piles and gather the piles so that the original top card remains on top. This shuffling operation arises naturally in circuit applications such as the final shuffling in the Cooley-Tukey algorithms for the discrete Fourier transform. Davio [6] contains a nice discussion of this and other examples. One application involves the noncommutativity of tensor products. If the permutation matrix of the generalized out shuffle is denoted S,, b and if m, and m, are (r,, c,) and (ra, cO) matrices, then Davio [6] showed that Morris and Hartwig [22] have determined properties of generalized out shuffles and generalized out shuffles and cuts; they also proved a special case of the above formula (when r, = c, and r0 = c,,). We observe that it is also possible to define generalized in shuffles by picking up the piles in the opposite order. Both generalized in and out shuffles preserve central symmetry; it would be interesting to know what group these generate. Going further, if a . b cards are dealt into a piles with b cards in each pile, there are a! possible ways of picking up the piles, and this leads to more questions of the same sort.
