Introduction.
The BGK equation, introduced by Bhatnagar, Gross and Krook [2] and independently by Welander [3] is a simplified model of the Boltzmann equation [4] and it is widely used in the kinetic theory of gases. In the BGK model the Boltzmann (integral) collision operator is replaced by a relaxation operator; the initial value problem for the distribution function f (t, x, v) that at time t and at position x have velocity v reads as
where d and N denote the dimension of the physical and velocity spaces, respectively, and ε −1 is the collision frequency, that, throughout this paper, is assumed to be a fixed constant for simplicity. M [f ] denotes the local Maxwellian with the same macroscopic moments of the distribution function f (x, v, t), and is given by
2πRT (x, t)
where R is the ideal gas constant and ρ(x, t) ∈ R + , u(x, t) ∈ R N and T (x, t) ∈ R + denote the macroscopic moments of the distribution function f , that is: density, mean velocity and temperature, respectively. They are obtained in the following way (3) (ρ, ρu, E)
The physical quantity E(x, t) is the total energy density, that is related to the temperature T (x, t) by the underlying relation:
E(x, t) = 1 2 ρ(x, t)u(x, t) 2 + N 2 ρ(x, t)RT (x, t).
The BGK model (1) satisfies the main properties of the Boltzmann equation [2, 3] , such as conservation of mass, momentum and energy, as well as entropy dissipation. In detail, for φ given in (3)
The equilibrium solutions are clearly Maxwellians, indeed the collision operator vanishes for f = M [f ]. The BGK model is computationally less expensive than the Boltzmann equation, due mainly to the simpler form of the collision operator, but it still provides qualitatively correct solutions for the macroscopic moments near the fluid regime (namely, when ε → 0). These two aspects, the lower computational complexity and the correct description of the hydrodynamic limit, explain the interest in the BGK model over the last years (see for instance [5] [6] [7] [8] and the references therein). Several numerical schemes have been recently proposed to solve the BGK equation in an efficient way, with particular attention to schemes that are able to capture the limiting behaviour of the solution as ε → 0 (asymptotic preserving schemes, AP) [8] [9] [10] . The authors in [1] have proposed and investigated high order accurate schemes for the initial value problem (1) for the BGK equation based on the semi-Lagrangian formulation. Semi-Lagrangian methods for BGK models have recently received increasing interest [11, 12] , since they well describe either a rarefied or a fluid regime. The relaxation operator has been treated implicitly and the semi-Lagrangian treatment of the convective part allows to avoid the classical CFL stability restriction. Time integration has been dealt with DIRK (Diagonally Implicit Runge Kutta) and BDF methods, and high orders in space have been obtained by suitable WENO reconstruction [13] . The aim of this paper is to include the treatment of boundary conditions into the high order semi-Lagrangian numerical schemes for the BGK equation developed in [1] ; in particular, in this work we will focus on BDF methods, which turn out to be accurate but computationally less expensive than DIRK methods. In many applications in rarefied gasdynamics the gas moves in a region D bounded by one or several solid bodies, and thus boundary conditions have to be prescribed to characterize the behaviour of the gas near the wall [4, 14] . The first attempt to propose boundary conditions for the Boltzmann equation goes back to Maxwell in a paper published in 1879 [15] , where he discussed the way to describe the interaction between a gas and a wall. The first hypothesis he proposed corresponds to a simple gas-solid interaction where he assumed that the wall is smooth, perfectly elastic and without any minute deviations, so that the gas particles are specularly reflected. The condition reads as:
where n(x) is the unit inward normal to the surface at x. Maxwell noticed that assumption (5), known as specular reflection boundary condition, means that the gas can exert stress on the surface only in the direction of the normal. This assumption is extremely unrealistic and can be only used in particular cases, since in many situations the gas can exert stress also in oblique directions to the surface, that cannot be represented as perfectly reflected. This is why he introduced another type of boundary conditions, corresponding to a more complex gas-solid interaction. As a second model for a real wall, Maxwell considered a stratum in which fixed elastic spheres are placed so far apart from one another that any one sphere is not sensibly protected by any other from the impact of molecules. Moreover the stratum is assumed to be deep enough so that every molecule going from the gas to the wall must collide once or more with the spheres. In this case, the particle is reflected into the gas with a velocity taken with a probability whose density corresponds to the gas in thermodynamical equilibrium with the wall. In this case the boundary condition reads as
where T b is the temperature of the wall, and the value of ρ b is determined by mass conservation at the surface of the wall for any t ∈ R + and x ∈ ∂D
This model is known as diffusive reflection boundary condition. Finally, Maxwell proposed a more realistic model of boundary conditions, intermediate between the two previous ones. He postulated that there is a fraction of the gas which accommodates to the temperature of the wall and another one which is reflected by the solid and obtained the mixed boundary condition, that reads:
where α ∈ [0, 1] is called the accommodation coefficient and represents the tendency of the gas to accommodate to the wall. It means that the fraction (1 − α) of molecules satisfies specular boundary conditions whereas a fraction α satisfies diffusive boundary conditions. When α = 0 we recover the specular boundary condition while when α = 1 we recover the diffusive boundary condition. The paper is organized as follows. In Section 2 the numerical methods used and developed in [1] are recalled; in Section 3 we investigate the treatment of reflective and diffusive boundaries; two ways of adapting semi-Lagrangian schemes to diffusive boundary conditions are illustrated, using or avoiding iterative procedures. In Section 4 we report the inverse Lax-Wendroff technique proposed in [16] [17] [18] and adopted by Filbet and Yang in the context of diffusive boundary conditions [19] ; numerical results are presented and compared in Section 5 and conclusions and future developments are discussed in Section 6.
Lagrangian formulation and numerical schemes.
We shall consider the BGK equation in one space and velocity dimension (namely d = N = 1 in (1), (2) ). In the Lagrangian formulation, the time evolution of f (x, v, t) along the characteristic lines is given by the following system:
For simplicity, we assume constant time step ∆t and uniform grid in physical and velocity space, with mesh spacing ∆x and ∆v respectively, and denote the grid points by t n = n∆t,
where N x + 1 and 2N v + 1 are the number of grid nodes in space and velocity respectively, so that [x 0 , x Nx ] is the space domain. We also denote the approximate solution f (x i , v j , t n ) by f n ij . Relaxation time ε is typically of the order of the Knudsen number, defined as the ratio between the molecular mean free path length and a representative macroscopic length; thus, the Knudsen number can vary in a wide range, from order greater than one (in rarefied regimes) to very small values (in fluid dynamic regimes). For this reason, if we want to capture the fluiddynamic limit, we have to use an L-stable scheme in time.
First order scheme
An implicit first order L-stable semi-Lagrangian scheme ( Figure 1 ) can be achieved in this simple way
The quantityf n ij f (x i − v j ∆t, v j , t n ) can be computed by suitable reconstruction from {f n ·j }; linear reconstruction will be sufficient for first order scheme, while higher order reconstructions, such as ENO or WENO [13] , must be used to achieve high order avoiding oscillations. The convergence of this first order scheme has been studied in [12] .
is the discrete Maxwellian constructed with the macroscopic moments of f n+1 :
This formula requires the computation of the discrete moments of f n+1 , through a numerical approximation of the integrals in (3). This is obtained in the following standard way (see [1] for more details)
From now on, we will denote formulas in (11) with the more compact notation: (ρ
], where, in general, m[f ] will indicate the approximated macroscopic moments related to the distribution function f .
It is evident that Equation (10) cannot be immediately solved for f n+1 ij . It is a non linear implicit equation because the Maxwellian depends on f n+1 itself through its moments. To solve this implicit step one can act as follows. Let us take the moments of Equation (10); this is obtained at the discrete level by multiplying both sides by φ j ∆v, where φ j = {1, v j , v 2 j } and summing over j as in (11) . Then we have
because, by definition, the Maxwellian at time t n+1 has the same moments as f n+1 and we assume that Equations (11) is accurate enough so that exact moments are well approximated by the discrete sum in (11) . Indeed
Equations (11) provide spectral accuracy for smooth functions on compact support [6] . Thus we get
Once the Maxwellian at time t n+1 is known using the approximated macroscopic moments m[f n i· ], the distribution function f n+1 ij can be explicitly computed
This approach has been already used in [12, 20] , and in [8] in the context of Eulerian schemes.
BDF method.
The scheme of the previous section corresponds to implicit Euler applied to the BGK model in characteristic form. High order discretization in time can be obtained by DIRK or BDF methods [1] .
Here the characteristic formulation of the BGK model, that leads to ordinary differential equations, is approximated by using BDF2, in order to obtain second order approximation. The relevant expression, under the hypothesis that the time step ∆t is fixed, is (see Figure 2 ): Figure 2 . Representation of the BDF2 scheme. The black circles denote grid nodes, the gray ones the points where interpolation is needed. }; we make use of WENO techniques [13] for accurate non oscillatory reconstruction. 3. Numerical treatment of the boundary conditions.
Specular reflection.
For the sake of simplicity we suppose that the wall is placed in x b = 0. Each particle hitting the wall is immediately reflected by the wall with the same tangential velocity and opposite normal velocity:
where v refl is the particle velocity after reflection and v the particle velocity before reflection. This holds true for each particle such that v·n(x b ) ≥ 0. For v · n(x b ) < 0, the distribution function on the boundary is already known from the inner cell. The distribution function for the boundary points has to be computed only for v · n(x b ) > 0. Therefore the numerical discretiza- tion of the specular reflective condition is very easy. In order to extend the distribution function beyond the wall, for the first order scheme (10) it is sufficient to use a number of ghost points equal to the smallest integer greater or equal to the CFL number. The ghost points will be placed symmetrically with respect to the wall, and, if x g = −x k is the ghost point symmetric to x k , the value of the distribution function on x g will be f n k,−j , whereas in x k one has f n k,j . In this way we can compute the feet of the characteristics by considering the extension of the impinging characteristics (dashed lines in Figure 3 ) beyond the wall without using the reflected characteristics. The extension to high order accuracy can be achieved in analogous way; in details, if we use BDF2, the characteristics have to be traced until time t n−1 ; then, the number of ghost points will be double respect to the first order scheme. To interpolate in space we use the WENO approach of second order accuracy developed in [13] and used in [1] .
Diffusive reflection.
Now we focus on the numerical approximation of solutions of kinetic BGK equations in presence of diffusive reflection boundary conditions. We propose two techniques: the first is based on an iterative procedure, the second one avoids the iterative procedure. The proposed techniques do not make use of ghost points. For simplicity, in Figure 4 the wall is located on a grid node, but the scheme can be easily adapted also to the case in which the wall is not on a grid node. Figure 4 . Discretization of diffusive conditions. We can distinguish inner nodes (for instance x i+3 ), whose characteristics fan do not touch the wall, nodes located on the wall (x b ), and nodes for which only a part of the characteristics fan touches the wall (e.g. x i ).
Approach using an iterative procedure (IP).
We have to consider three types of spatial nodes: those that are far enough from the wall, for which the characteristics fan does not touch the wall (inner nodes); nodes sufficiently close to the wall, for which only a part of the characteristics fan touches the wall, and then nodes located at the wall, for which a special treatment is needed. In the inner nodes f n+1 can be computed using the standard procedure described in Section 2. Now we compute the values of the distribution function on the wall. Let us assume that the boundary is located on the left, at position x b = 0 with temperature T b . Let us consider the first order scheme; we assume that the solution at time t n : f n ij , i = 0, . . . , N x , j = −N v , . . . , N v is known, together with the density at
is a suitable reconstruction of {f n ·j }, as stated above. The halfspace Maxwellian M n+1 bj cannot be computed using (12) , because it is defined only for v j · n(x b ) ≥ 0. Thus, we are not able to compute the macroscopic moments of (M n+1 b· − f n+1 b· ) by summing on the whole domain of velocities, as needed to obtain (12) . In order to not alter the semi-lagrangian method developed in [1] , a natural way to proceed is through an iterative procedure, which is simple to implement and physically sound. Let
bj . Then one can iterate until convergence:
Finally we set f n+1 bj
Once the density at time t n+1 has been found on the wall, one can then compute the function at other grid points as follows. Let us consider, for example, point x i in the previous Figure 4 . Then one has:
f θ ij represents the value of f on the wall and along the characteristic starting from x i with velocity v j . The geometrical factor θ ij = 1 − x i /(v j ∆t) can be computed for each velocity.
The Maxwellian M n+1 ij may be computed by using an iterative procedure similar to the one used for the computation of ρ n+1 b
. Starting from
Finally we set f n+1 ij
ij . Here we show how to obtain a second order treatment of the boundary. The extension to high order is analogous and does not present particular difficulties. Using the BDF2 scheme presented in the previous section and in [1] we have
is obtained again by means of an iterative procedure.
Let
with
Once the density at time t n+1 has been found on the wall, the function at other grid points is computed as follows:
where f θ ij is the value of the distribution function in the point of intersection between the characteristic which start from x i with velocity v j and the wall. It is obtained by interpolation from f . Starting from
The main drawback of this approach is that it requires an iterative loops. Indeed, the iteration may be slow if ε ∆t because, for instance for the first order scheme, one has:
and the coefficient ∆t ε + ∆t may be very close to 1.
An improvement can be achieved by the following technique that avoids iterative procedures.
Approach without iterative procedure (EP).
Let us assume that the boundary is located on the left, at position x b = 0 with temperature T b . We assume that the solution at time t n , f n , and the density at x b , ρ n b , are known. First of all, the distribution function at time t n+1 at points, that we will call inner nodes, for which the characteristics fan does not touch the wall (light gray region, Figure 5 ) can be computed using the technique described in Section 2. Then one can obtain the distribution function at the outflow region (dark gray region, Figure 5 ), where v · n(x b ) < 0, for the spatial grid nodes whose characteristics fan touches the wall, by extrapolation. A natural way to extrapolate the distribution function is by using Lagrange polynomials. However, when a shock goes out of the boundary, the high order extrapolation may lead to severe oscillations near the shock. In such case, a lower order accurate but more robust extrapolation is needed to prevent oscillations. Therefore, a WENO type extrapolation [16, 19] has been applied and will be described in the Appendix; however, a first order approach could be coupled with a linear extrapolation. We will denote by f E,n+1 i,j the distribution function obtained by extrapolation at time t n+1 in (x i , v j ). Let us consider the first order scheme; we can compute the distribution function at the inflow boundary v · n(x b ) > 0 in a very simple way, through a slight modification of the expression (16) . We define the distribution function at the boundary in this way:
In Equation (20) , extrapolation is used to obtain the values of f , instead of considering values along the characteristics for v j · n(x b ) < 0. In this way, the main difference between expressions (16) and (20) is that in (20) the Maxwellian at time t n+1 does not appear at all, therefore there is no need for iterative loops. The unknown is only ρ , that can be easily computed by (15) imposing zero mass flux at the boundary. At last, we have to update the distribution function at time t n+1 in the spatial grid nodes whose characteristics fan touches the wall at the inflow (white region, Figure 5 ). In this case we define the distribution function as follows:
where f
I,n+1 ij
is obtained by a linear interpolation between f n+1 bj , f θ ij on the left, and the value of f n+1 ij in the inner nodes (light gray region in Figure  5 ) on the right. Also in this case the main difference with respect to expression (17) is that in expression (21) the Maxwellian at time t n+1 does not appear, therefore there is no need for iterative loops to compute the macroscopic moments of the Maxwellian. The main advantage of the EP technique respect to IP approach is that the computational time does not increase as the relaxation parameter tends to zero, but remains constant. The formulation is self consistent, mass conservation is maintained, and the numerical technique illustrated in Figure 5 has to be used only for few grid points near the boundary. Moreover, the extension to high order is very easy. It is enough to update f n+1 ij at the inner nodes by high order schemes, like BDF2 for instance; then, to compute the outflow and inflow we proceed in the same way as described for the first order scheme, using now high order extrapolation (see Appendix) and high order interpolation [1, 13] .
The extrapolation techniques assume that the distribution function is smooth. For moderate values of ε this is a reasonable assumption, since usually discontinuities are introduced in the distribution function coming from the boundary, while we extrapolate from the inner region towards the boundary. As the Knudsen number becomes smaller and smaller, regions of large gradients may form (shocks), and the extrapolation procedure may be inaccurate if the grid does not resolve the shock or boundary layer. An additional advantage is that such a formulation is easily parallelizable: the extrapolated values can be computed in parallel, after updating the inner nodes and before the computation of the updated solution near the boundary.
Inverse Lax-Wendroff technique (ILW).
A technique already available in literature to treat diffusive boundary conditions, proposed by Shu and Tan [16] and adopted by Filbet and Yang in the context of BGK model [19] , is the Inverse Lax-Wendroff (ILW) method. This technique is useful when the numerical scheme requires ghost points, as in the case of IMEX schemes used in [19] . In particular, the ILW method is applied to compute the values of f at the ghost points for the inflow boundary. In this case we cannot approximate f by an extrapolation, since the distribution function at the interior points cannot predict the inflow. Filbet and Yang extended the ILW type procedure proposed in [16] [17] [18] 21] for solving kinetic equations. At the boundary x b , a first order Taylor expansion in space gives
Hence a first order approximation of f at ghost points x g is
To obtain the values at the ghost points it is necessary to approximate the first spatial derivative. By reformulating the BGK equation we have
Now, instead of approximating the first spatial derivative, one has to compute the time derivative and the collision operator in x = x b . An approximation of the time derivative and of the collision term can be computed explicitly using the values of f at previous time instants at the boundary. In the numerical tests section a comparison between the technique proposed in this paper and the ILW method is performed. In our tests the ILW method is adopted in conjunction with the following second order IMEX scheme [7] 0 0 0 0
Numerical tests.
In this section, we present a variety of test cases in 1D space-velocity showing the effectiveness of our methods to get an accurate solution of Table 3 . Relative errors and convergence rate of the distribution function in the whole domain, in L 2 norm using IP with CFL=1.5. the BGK equation in a bounded domain with purely diffusive boundary conditions (α = 1 in (8)). The results related to reflective conditions have been presented in [1] . The numerical results have been obtained using BDF2 Table 4 . Relative errors and convergence rate of the distribution function at the boundary, in L 2 norm using IP with CFL=1.5. scheme.
Smooth solutions.
First of all, we consider a smooth initial data to compute the order of convergence in L 2 norm of our numerical method. We consider a bounded spatial domain [x L , x R ] and a smooth initial datum
with a density ρ 0 (x) = 1+0.1 cos(2πx). We consider purely diffusive boundary conditions with a wall temperature T L = T R = 1. We perform several numerical simulations on a time interval [0, t f ] with t f = 1, N v = 20, and an increasing number of nodes in space: N x = 40, 80, . . . , 1280. In Tables  1, 2 , 3, 4 we compute the error and the accuracy order in L 2 norm (in the whole domain and at the boundary) of the numerical method with IP (see Sect. 3.2), when the Knudsen number ε varies from rarefied to hydrodynamic regimes, for two different values of CFL (CFL= 0.45 in Tables 1,  2 , CFL= 1.5 in Tables 3, 4) . Analogously, in Tables 5, 6 , 7, 8 we compute the error and the accuracy order in L 2 norm of the EP method, for different Knudsen and larger CFL numbers, which can be considered for the EP method without loss of accuracy, contrary to IP. A comparison between the two techniques for the same CFL number (CFL=1) will be shown in the next test. The error is computed taking the differences between two solutions obtained by two different meshes, N x and 2N x . We can clearly see the expected second order convergence in rarefied regime; as the Knudsen number becomes smaller, the order decreases. A degradation of the order of accuracy for small values of ε is common to several implicit methods for stiff problems. For a method or order p, standard truncation analysis only states that the error is of O(∆t/ε), which is not useful in the regimes in which ε < ∆t. A more detailed analysis, based on the expansion in ε of the exact solution and of the numerical solution, allows to study the accuracy for small values of ε. Such analysis can be found, for example, in the classical book of Hairer and Wanner [22] for systems of ODE's. A similar analysis has been applied to IMEX Runge-Kutta schemes for hyperbolic systems with relaxation [23] , thus providing not only the explanation of the phenomenon, but also a guideline to the construction of schemes with better uniform accuracy with respect to ε. In all such analyses one assumes that there is no initial or boundary layer, which would cause degradation of accuracy in any cases. Initial layers can be cured by adopting small time steps during the transient, while boundary layers require an adaptive grid, which is finer near the boundary. Even without initial or boundary layers, the analysis in [23] cannot be applied here as it is, because of the different structure of the numerical scheme, which is semi-Lagrangian and BDF. It would be interesting to perform similar analysis, with the hope that it leads to suggestion on how to improve the accuracy of the methods for small and intermediate values of ε, however such analysis is beyond the scope of the present paper. Now we consider a test case of more interesting physical meaning. We suppose to have a hot wall, that will generate a flow towards the interior. We consider a bounded spatial domain [x L , x R ] and the initial data is the one used in [19] , that is Table 7 . Relative errors and convergence rate of the distribution function in the whole domain, in L 2 norm, using EP, CFL=4. with a density ρ 0 (x) = 1 and T 0 (x) = 1 + 0.44(x + 0.5), x ∈ (−0.5, 0.5).
We consider purely diffusive boundary conditions with wall temperatures T L = 1 and T R = 1.44. We perform numerical simulations on a time interval [0, t f ] with t f varying from one test to the other (varying the Knudsen number the equilibrium is reached at different time), and we fix N v = 20.
In Figure 6 we compare the stationary density and temperature profiles for two different Knudsen numbers, by plotting the differences between the solutions obtained with IP, EP techniques (with N x = 50) and a reference solution obtained by ILW method (with N x = 200), using the same CFL =1 to ensure the applicability of all of them; the results show that the EP technique turns out to be more accurate than the IP one. In Figure 7 we have the stationary profiles of density, temperature and pressure obtained with the EP approach. We perform numerical simulations on a time interval [0, t f ] with t f varying from one test to the other (varying the Knudsen number the equilibrium is reached at different time), N v = 20, CFL number equal to 4 and N x = 100. In Figure 7 we can see in particular the temperature and pressure profiles at different Knudsen numbers that are in good agreement with the results presented in [19] and obtained with the ILW method. A boundary layer (Knudsen layer) appears in the profiles of the macroscopic quantities; we can observe it without zoom in the pressure, because its profile is almost constant in the bulk of the gas. Moreover, we can observe that the magnitude of the boundary layer is of order ε.
Conclusions and perspectives.
In this paper we have presented a second order approach for the numerical approximation of the space non homogeneous, time-dependent BGK equation in a bounded domain with different boundary conditions. The method is an extension of the semi-Lagrangian schemes proposed in [1] to problems in bounded domains where reflective and diffusive boundary conditions are imposed. Two approaches are proposed: one is based on an iterative procedure (IP) and the other is based on an extrapolation technique (EP). The IP procedure is physically more intuitive and may be easier to implement in some cases. However, the EP procedure works better than IP in terms of both accuracy and efficiency. Indeed, the EP technique gives more accurate results also for high CFL number (Tables 7, 8) , that is using larger time step, and thus it preserves the main feature of schemes based on a semi-Lagrangian formulation. Moreover, numerical tests show that the EP technique is reliable and efficient for small ε; the solution obtained by the ILW technique instead loses accuracy at the ghost points for small ε. The computational time needed for EP method does not increase as ε becomes smaller, contrary to what happens for IP technique, due to the growing number of iterations for ε approaching zero. These good properties of EP method suggest its application to other physical problems, like for instance the case of a binary mixture between two parallel planes reacting at the boundary [24] . The presented techniques can be generalized to two-dimensional (in space) problems, and some issues have to be considered. As regards specular reflection conditions, because of the discretization of the velocity space, one needs to compute f (v refl ), where in general v refl does not correspond to a collocation point. In other words, even though v is a grid point, v refl is not a velocity grid point except if the wall is parallel to the grid. Therefore f (v refl ) must be interpolated. The interpolation must be higher-order accurate to guarantee zero mass and energy fluxes at the wall with an acceptable degree of approximation. In the 1D case instead, it is enough to have a velocity grid symmetric with respect to v = 0 to avoid this problem. Moreover, in 2D, due to interpolation errors [25] mass and energy fluxes are not identically zero at the wall. This error leads to a boundary layer in the limit of inviscid gas simulations that should not exist. As shown in [25] , to remove this spurious effect it is possible to use either a finer velocity grid or a higher-order interpolation, at the price of significantly larger computational costs. As an alternative, the authors propose to use a Maxwellian reflected velocity that has zero net mass flux, temperature equal to molecule temperature, and mean velocity corresponding to specular reflection. Such conditions are compatible with inviscid conditions for Euler equations of gas dynamics, in the limit of zero Knudsen number. A similar approach for the treatment of specular reflection boundary conditions could be adopted with our semi-Lagrangian scheme.
As concerns diffusive boundary conditions, the EP technique is, with no doubt, easier to adapt to 2D problems with respect to the IP approach. Close to the wall, suitable extrapolation and interpolation 2D techniques allow to evaluate the solution without following the characteristics. The extension to high order is straightforward. At the inflow, where interpolation is used, it could be worthwhile to use ghost points outside the domain to improve the accuracy. The values of the distribution function in these points could be obtained using the ILW procedure developed by Filbet in [19] for the 2D case.
Appendix.
The WENO type extrapolation used for the treatment of diffusive boundary is the one developed in [16, 17, 19] . The key point of WENO type extrapolation is to define smoothness indicators, which are designed to balance the high order accuracy and the low order, but more robust, extrapolation. Assume that we have a three points stencil S = {x 1 , x 2 , x 3 } and denote the corresponding distribution function by f 1 , f 2 , f 3 . Instead of extrapolating f at the point x ex by Lagrange polynomials, we use the following Taylor expansion
We aim to obtain a (3 − k)-th order approximation of (d k f /dx k ) x=x denoted by f (k) , k = 0, 1, 2. Three candidate sub-stencils are given by S r = {x 1 , ..., x r+1 }, r = 0, 1, 2.
