Let n4(k; d) be the minimum length of a linear [n; k; d] code over GF(4) for given values of k and d. For codes of dimension ÿve, we compute the exact values of n4(5; d) for 75 previously open cases. Additionally, we show that n4(6; 14)=24, n4(7; 9)=18, and n4(7; 10)=20. Moreover, we classify optimal quaternary codes for some values of n and k.
Introduction
A central problem in coding theory is to optimize the parameters of error-correcting codes, in particular, linear codes. A q-ary linear [n; k; d; q] code is a k-dimensional linear subspace of F n q with minimum distance d. Here by F n q we denote the vector space of dimension n over the Galois ÿeld F q = GF(q). The minimum distance of a code is the minimum Hamming distance between two vectors, i.e., the number of coordinates in which they di er. For linear codes, we consider the problem of optimizing one of the parameters n, k, d for given values of the other two. Two versions are: Problem 1. Find d q (n; k), the largest value of d for which there exists an [n; k; d;q] code.
Problem 2. Find n q (k; d), the smallest value of n for which there exists an [n; k; d; q] code.
A code which achieves one of these two values is called optimal. Note that a code can be optimal in the sense that its minimum distance is maximal for the given length and dimension, or that its length is minimal for the given dimension and minimum distance.
Bounds for d q (n; k) have been published in Brouwer's tables [7] . In this paper, we concentrate on the second problem. A lower bound on n q (k; d) is the Griesmer bound [18, 32] given by
For ÿxed k and su ciently large d, the lower bound is achieved, i.e., there is a constant D 0 (k) such that n q (k; d) = g q (k; d) for d ¿ D 0 (k) [1] . Until now, the following exact values for the function n q (k; d) have been known: Bouyukliev, et al. completed the problem for n 2 (k; d) when k 6 8 [5] . Landjev solved the last unknown cases for q = 3 and k = 5 [24] . The quaternary case was considered, e.g., in [2, 9, 14, 15, 17, 21, 23, 25, 26] . Recent results on n 4 (5; d) can be found in [25, 28] .
In this paper, we investigate quaternary linear codes. We found 25 new codes and proved the non-existence of four codes, using di erent approaches. Our main tools are an algorithm for the construction of codes using their residual codes, the dual transform of linear codes, and a heuristic algorithm. Our results give 75 new exact values for n 4 (5; d). Additionally, we present some new results on the classiÿcation of optimal linear codes over GF(4) (see also the results related to geometrical constructions [21] , near-MDS-codes [11] , and the results of [22, 29] ).
Our tools

Q-EXTENSION
The program Q-EXTENSION contains two main approaches to construct new codes from a given code. The ÿrst one is based on puncturing, the second one on shortening. While in general the dimension of a code is unchanged by puncturing, this is not true if all non-zero positions of a codeword are deleted. Let G be a generator matrix of a linear [n; k; d; q] code C. Then the residual code Res(C; c) of C with respect to a codeword c is the code generated by the restriction of G to the columns where c has a zero entry. A lower bound on the minimum distance of the residual code is given by Lemma 1 (Dodunekov [13] ). Suppose C is an [n; k; d]-code over GF(q) and suppose c ∈ C has weight w, where d ¿ w(q − , we obtain for example the codes [8; 3; 5] and then [28; 4; 20] .
The second approach increases both the length and the dimension of the code, i.e., we construct an [n + i; k + i; d] or an [n + i + 1; k + i; d] code starting from an [n; k; d ] code. If G is a generator matrix for an [n; k; d ] code, the generator matrix of the new code is of the form 
where I i denotes an i × i identity matrix and by 1 i we denote a column vector with i ones. We take the matrix G in systematic form, thus we can ÿx k additional columns. More information on this topic can be found in [6] .
Heuristic search for good linear codes
Let S k; q be the set of all column vectors a = (a 1 ; a 2 ; : : : ; a k ) t ∈ F k q such that either a 1 = 1 or a 1 = a 2 = · · · = a i−1 = 0, a i = 1 for some integer i in {2; 3; : : : ; k}, where k ¿ 3 and F k q is the vector space of dimension k over F q . Then S k; q consists of all (q k − 1)=(q − 1) normalized non-zero vectors in F k q and the vectors in S k; q can be regarded as (q k − 1)=(q − 1) points in a ÿnite projective geometry PG(k − 1; q). A linear code is called projective if no two columns of a generator matrix are linearly dependent. We consider the columns of the generator matrix of a projective code as a subset of S k; q . For any n-element subset of S k; q there is a projective [n; k 0 ; d; q] code (k 0 6 k) with a generator matrix containing these elements as columns. On the other hand, for a code C we denote by T (C) the set of the columns of the generator matrix of C, considered as elements of S k; q . Then the problem to construct a projective linear [n; k; d; q] code (if such a code exists) can be stated in the following way:
Find n elements of S k; q such that the corresponding k × n matrix generates an [n; k; d; q] code.
We use the following notations:
(1) Each n-element subset S of S k; q is called a solution.
(2) The substitution of a given element of a solution S by another element of S k; q \ S is called an elementary transformation.
(3) The neighborhood N (S) of a solution S is the set of all solutions S that can be obtained from S by an elementary transformation. (4) We deÿne the evaluation function by
where d min (S) is the minimum distance of the corresponding code and A d min (S) is the number of codewords of minimum weight in the corresponding code.
The problem to construct an [n; k; d; q] code (if such a code exists) can be reformulated as the following combinatorial optimization problem:
To ÿnd a solution of this problem, we use the following heuristic algorithm (similar local optimization algorithms have been used e.g. in [19, 20, 30, 31] 
Output Solution(S) else S:= Add Noise(S); end if; end for; end.
The initial solution S can be chosen in several ways (1) By using a code C with parameters [n − l; k; d − ; q] where 6 l. In this case l elements from S k; q , not belonging to T (C ) are randomly added to T (C ). (2) By using a code C with parameters [n + l; k; d + l − 1; q]. In this case l elements of T (C ) are randomly deleted.
The function Add Noise(S) replaces m (1 6 m 6 CONST) random elements of S by m other, randomly chosen elements of S k; q \ S. This algorithm can not only be used to construct optimal projective codes. If n ¿ q k−1 , we just take several copies of the set S k; q . For all codes in this paper constructed by this method, the set S k; q is taken twice.
Some other codes were found by random search using the computer algebra system MAGMA [3] .
Dual transform
Below we describe a construction by Brouwer and van Eupen [8] , which in some cases produces optimal codes. Let C be a projective [n; k; d; q] code with non-zero weights w 1 ; w 2 ; : : : ; w s and let D be a subcode of dimension k − 1. By B i (D), we denote the number of codewords in D of weight i divided by q − 1. Let further n D be the number of coordinate positions where not all codewords of D are zero. One has
Since C is projective, we have n D = n − 1 for n subcodes of C and n D = n for the remaining (q k−1 − 1)=(q − 1) − n subcodes of dimension k − 1. It follows that for an arbitrary choice of and ÿ the sum
does not depend on D, but only on n D and hence it takes only two values. We ÿx and ÿ in such a way that w i + ÿ are all non-negative integers. Then consider the multiset X of n-tuples deÿned in the following way: for each one-dimensional space c ∈ C with wt(c)=w take w + ÿ copies of the vector c. Fixing a generator matrix of C, every such vector can be considered as a point in the projective space PG(k − 1; q). Each hyperplane in PG(k − 1; q) corresponds to a k − 1 dimensional subspace D of C and contains
Let G X be a k × |X| matrix having the vectors of X as its columns and consider the code C X generated by the rows of G X . Obviously, its length is
where (A 0 ; A 1 ; : : : ; A n ) is the weight distribution of C. Its dimension is K 6 k. It follows that C X is a two-weight code of minimum distance
with non-zero weights
Generalizations of this construction can be found in [12] .
New bounds for n 4 (k; d)
Using the program Q-EXTENSION, we have proved the non-existence of several codes with given parameters and in this way we have found new lower bounds for the function n 4 (k; d). Most of the lower bounds in this section are known from [7, 28] . Theorem 2. n 4 (5; 17) = 27 and n 4 (5; 21) = 32.
Proof. The Griesmer bound yields n 4 (5; 17) ¿ g 4 (5; 17) = 26. There exist exactly four non-equivalent [9; 4; 5] codes over GF (4) . Using Q-EXTENSION we prove that none of those codes can be extended to a [26; 5; 17; 4] Theorem 4. n 4 (7; 9) = 18 and n 4 (7; 10) = 20.
Proof. The Griesmer bound yields n 4 (7; 9) ¿ g 4 (7; 9) = 17. The residue code of a code [17; 7; 9; 4] would be an MDS code [8; 6; 3; 4] . Its dual would be an MDS code [8; 2; 7; 4] which does not exist as g 4 (2; 7) = 9. Hence n 4 (7; 9) ¿ 18. The dual distance (the minimum distance of the dual code) of an [18; 7; 9; 4] 
(Here and throughout the paper we use {0; 1; 2; 3} to denote the elements of F 4 .) Its weight enumerator is 1 + 393z 9 + 666z 10 18 . For n 4 (7; 10), the Griesmer bound yields n 4 (7; 10) ¿ g 4 (7; 10) = 18, but via the residue code, we get n 4 (7; 10) ¿ 19. Using Q-EXTENSION we obtain exactly three non-equivalent [18; 6; 10; 4] codes, but none of these codes can be extended to a [19; 7; 10; 4] code, therefore n 4 (7; 10) = 20, as a [20; 7; 10; 4] code exists.
The results in Theorem 5 are obtained by the heuristic search described in Section 2.2, in combination with previously known lower bounds. The weight enumerators of the codes are shown in Table 1 , and generator matrices are given in Appendix A.
The following results are obtained by the dual transform described in Section 2.3, again in combination with previously known lower bounds.
Theorem 6. n 4 (5; 144) = 194, n 4 (5; 160) = 215, n 4 (5; 176) = 236, n 4 (5; 272) = 364, n 4 (5; 288) 6 386, n 4 (5; 304) = 407, and n 4 (5; 320) = 428. 
Their weight enumerators are: Using Theorems 2 and 3 we obtain n 4 (5; 18) = 28, n 4 (6; 15) = 25, n 4 (6; 17) = 28, n 4 (6; 18) ¿ 29, n 4 (7; 14) ¿ 25, n 4 (7; 17) ¿ 29, n 4 (8; 14) ¿ 26, n 4 (8; 15) ¿ 27, n 4 (9; 14) ¿ 27, n 4 (9; 15) ¿ 28, n 4 (10; 14) ¿ 28, and n 4 (10; 15) ¿ 29.
All the bounds derived from Theorem 5 and Theorem 6 are summarized in Table 2 . Furthermore, the following results have been included: Remark 9. In [10] 
Classiÿcation results
Finally, we present some classiÿcation results for codes [n; k; d; 4] with n 6 35 and k 6 6. First we note that codes with parameters [16; 3; 12; 4] , [20; 3; 15; 4] , and [21; 3; 16; 4] are McDonald codes, so each of them is unique. Our new classiÿcation results have been obtained by Q-EXTENSION. We summarize them together with known results, including references, in Table 3 . Note that we only count codes with dual distance greater than one, i.e., there is no position in the code that is constantly zero. Table 3 Bounds for d 4 (n; k) for k = 3; 4; 5; 6 and the number of inequivalent codes for some optimal codes. Note that we only count codes with dual distance greater than one 
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Appendix A
A.1. Generator matrices for some codes
Let S k; q be the set of all column vectors a = (a 1 ; a 2 ; : : : ; a k ) t ∈ F k q such that either a 1 =1 or a 1 =a 2 =· · ·=a i−1 =0, a i =1 for some integer i in {2; 3; : : : ; k}, where k ¿ 3. Let the vectors from S k; q be arranged in lexicographic order. A generator matrix of a projective code can be represented by a binary vector of length (q k − 1)=(q − 1) with 1 indicating the presence, and 0 the absence, of a vector of S k; q . This binary vector is then broken into blocks of length 4, each of which is represented by a hexadecimal symbol from {0; 1; : : : ; 9; a; b; c; d; e; f}. If it is necessary the last block is beforehand completed by zeroes. 1111|0001|1111|0011|1110|1 (2) = f1f3e8 (16) :
If the code is not projective, e.g., when n ¿ (q k − 1)=(q − 1), we take several copies of S k; q and encode the set of columns by the corresponding number of such strings. 
Then we obtain generator matrices of non-projective codes with parameters [221; 5; 164 
