In this article we consider a simple step stress set up under the cumulative exposure model assumption. At each stress level the lifetime distribution of the experimental units are assumed to follow the generalized exponential distribution. We provide the order restricted
Introduction
Nowadays, since the products are highly reliable, it is very difficult to get sufficient failure time data in a normal condition during a reasonable experimental time. The accelerated life testing (ALT) procedures are proposed to overcome this problem. The ALT method has been introduced in a reliability experiment mainly to obtain more failures in a shorter interval of time. In an ALT experiment, units are put into a higher stress level than the usual that ensures early failure of the experimental units. Interested readers are referred to Nelson [13] and Bagdanavicius and Nikulin [3] for an exposure to different ALT models. The step stress life test (SSLT) model is a special type of the ALT model in which stress level can be changed during the experiment. In a conventional SSLT, the stress levels are changed at pre-fixed time points. Hence, in a conventional SSLT experiment, n experimental units are placed into life testing experiment at an initial stress level S 1 and then the stress level changes to S 2 , S 3 , . . . , S m at prefixed time points τ 1 , τ 2 , . . . , τ m−1 , respectively. If m = 2, i.e., in case of only two stress levels, the experiment is known as the simple SSLT experiment.
The data collected from such an SSLT experiment, may then be extrapolated to estimate the underlying distribution of failure times under normal stress level. To connect the distributions of lifetime under different stress levels various models have been proposed in the literature. One such model was introduced by Seydyakin [15] , and it is known as the cumulative exposure model (CEM). The CEM relates the distributions of lifetime under different stress levels by assuming that the residual life of the experimental units depends only on the cumulative exposure that the units have experienced, with no memory of how this exposure was accumulated. Latter this model was extensively studied by Nelson [13] . Interested readers are referred to a review article by Balakrishnan [4] or the recent monograph by Kundu and Ganguly [11] , and the references cited therein.
In this paper we consider a simple step stress model when the lifetime distribution of experimental units follow generalized exponential (GE) distribution with the common shape parameter α but different scale parameters θ 1 and θ 2 at the two different stress levels. From now on it is assumed that a GE distribution with the shape parameter α > 0 and scale parameter λ > 0, has the following probability density function (PDF) f (t; α, λ) = αλ(1 − e −λt ) α−1 e −λt ; t ≥ 0,
zero otherwise, and it will be denoted by GE(α, λ). The GE distribution was first considered by Gupta and Kundu [9] as an alternative to the well known gamma or Weibull distributions. It is also an extension of the exponential distribution, and it also can have increasing or decreasing hazard functions similar to the gamma and Weibull distributions. The GE distribution has a decreasing density function if the shape parameter is less than one and the density function becomes unimodal if the shape parameter is greater than one. This distribution has a very good interpretation in case of integer shape parameter. If the shape parameter is an integer, this distribution represents the lifetime of a parallel system where each component follows independent exponential distribution. It is observed, see for example Gupta and Kundu [10] , that there are many cases where GE provides a better fit than the gamma or Weibull distribution. Interested readers are referred to the article by Nadarajah [12] for a survey on the GE distribution and the recent monograph by Al-Hussaini and Ahsanullah [2] for the development of the different exponentiated distributions. It may be mentioned that Abdel-Hamid and AL-Hussaini [1] considered the inference of the parameters of a GE distribution for simple SSLT model for Type-I censored data.
In a step stress model the basic assumption is that the expected lifetime of units under higher stress level is shorter than under the lower stress level. Therefore, this information can be incorporated by considering the order restriction on the scale parameters as θ 1 < θ 2 .
It seems although for a step-stress model, the order restricted inference is a natural choice, not much work has been done along this line mainly due to analytical difficulty. The order restricted inference for an exponential step stress model was first considered by Balakrishnan et al. [5] The main aim of this paper is to provide the Bayesian inference on order restricted parameters of a GE distribution for a simple SSLT model. It is assumed that at the two different stress levels the lifetime distributions of the items follow GE(α, θ 1 ) and GE(α, θ 2 ), respectively with θ 1 < θ 2 . Moreover, it is assumed that it satisfies the CEM assumptions.
We consider the Bayesian inference on the unknown parameters under a fairly flexible prior assumptions (the details of the priors will be provided in the next section). First we consider the complete sample, and provide the Bayes estimates and the associated credible intervals based on importance sampling technique. The necessary theoretical results for the convergence of the corresponding importance sampling procedure are also provided. The results are extended for different other censoring schemes, namely for Type I censoring, Type II censoring, Type I hybrid censoring scheme (HCS), introduced by Epstein [8] , and for Type II hybrid censoring scheme, introduce by Childs et al. [6] , also. Extensive Monte Carlo simulations are performed for complete and censored samples to see the performance of the proposed method, and they are quite satisfactory. Two simulated and one real data sets have been analyzed for illustrative purposes.
Finally we consider the 'optimal' simple SSLT model under the same assumptions. Similar to the idea proposed by Zhang and Meeker [16] , we propose to choose the 'optimal' value of τ 1 , so that the sum of the posterior coefficient of variations of α, θ 1 and θ 2 is minimum.
Since the posterior coefficient of variations of the unknown parameters cannot be obtained in explicit forms, we use Lindley's approximation for the posterior coefficient of variations, and provide a methodology to choose the 'optimum' τ 1 . A small table with the 'optimal' values of τ 1 is provided for different sample sizes and for different parameter values.
The rest of the paper is organized as follows. In Section 2, we provide the model and the necessary prior assumptions. The Bayesian inference of the unknown parameters for complete sample is provided in Section 3, and for different censoring schemes the results are provided in Section 4. Simulation and data analysis results are reported in Section 5. In Section 6 we consider the optimality of the simple SSLT model, and finally we conclude the paper in Section 7.
Model Assumption and Prior Information
Consider the simple step-stress model with two stress levels S 1 and S 2 . Suppose n items are put into an experiment under the stress level S 1 and the stress level is changed to S 2 at a pre-fixed time τ 1 . The failure times, denoted by t 1:n < t 2:n < t 3:n < . . . < t n:n , of the unit placed on the test are recorded chronologically. It is assumed that the lifetimes have a generalized exponential (GE) distribution under both the stress levels, with the common shape parameter α and different scale parameters, say θ 1 and θ 2 under stress level S 1 and S 2 , respectively. It is further assumed that the lifetime satisfies CEM assumptions. Hence, the cumulative distribution function (CDF) of the lifetime is given by
and corresponding PDF is given by
The purpose of an ALT procedure is to increase the stress level which ensures the early failure of the experimental units. Hence, it is reasonable to assume that the mean lifetime at the stress level S 1 is larger than that at the stress level S 2 , i.e.,
where ψ(·) is the digamma function. From (4), it follows that θ 1 < θ 2 . We use this information in our prior assumption as follows. Let us assume θ 1 = βθ 2 , where 0 < β < 1. Suppose the prior belief of the experimenter is measured by the function π(α, θ 2 , β), which is given
It is assumed that α ∼ Gamma(a 0 , b 0 ), θ 2 ∼ Gamma(a 1 , b 1 ), β ∼ Beta(a 2 , b 2 ) and they are independently distributed. The joint prior distribution of (α, θ 2 , β), is given by
3 Posterior Analysis and Bayesian Inference
Based on the joint prior distribution (5), and under the CEM assumptions, the joint posterior distribution of α, θ 2 and β is given by
where n 1 denotes the number of failures till τ 1 , and
Therefore, the Bayes estimate of some parametric function of (β, θ 2 , α), say g(β, θ 2 , α), under the squared error loss function iŝ
provided the expectation exists. In general (7) cannot be obtained in explicit form. One can use approximation procedure like Lindley's approximation or Tierney and Kadane's Method. However, the associated credible interval cannot be constructed using these techniques. Hence, we propose to use importance sampling technique to compute the Bayes estimates and the associated credible intervals of the unknown parameters. Note that posterior density of (β, θ 2 , α) can be written as
where
Using equation (8), following algorithm can be executed to compute the Bayes estimate and the associated credible interval of some parametric function g(β, θ 2 , α) of β, θ 2 and α, as given in (7).
Algorithm 1
Step 1. Generate β 1 from Uniform(0, 1), θ 21 from Gamma(n + b 1 , A 1 (β 1 )), and α 1 from
Step 2. Repeat Step 1, N times to obtain (β 1 , θ 21 , α 1 ), . . . , (β N , θ 2N , α N ), where β i , θ 2i and α i is the generation of β, θ 2 and α at i-th (i = 1, . . . , N) replication respectively.
Step 3. Calculate g i = g(β i , θ 2i , α i ) and
Step 4. The approximate value of (7) can be obtained as
Step 5. Rearrange (g 1 , w 1 ), (g 2 , w 2 ), . . . , (g N , w N ) as (g (1) , w (1) ), (g (2) , w (2) 
. Note that w (i) 's are not ordered, they are just associated with g (i) 's.
Step 6. A 100(1 − γ)% credible interval for g(β, θ 2 , α) can be obtain as (g j 1 , g j 2 ), where j 1 and j 2 satisfy
The 100
for all j 1 and j 2 satisfying (9).
Different Censoring Schemes and Posterior Analysis
Due to the experimental time and budget restrictions, the experimenter often terminates the experiment before the last unit fails. This is known as censoring in the statistical terminology. In this section we discuss different censoring schemes and associated posterior analysis based on the same prior and model assumptions. Consider the following general notations for different censoring schemes. n * 1 = number of failure before τ 1 ; n * 2 = number of failure between τ 1 and τ * ; τ * = termination time of the experiment; n * = total number of failure before τ * .
Type-I Censoring
In Type-I censoring scheme we stop the experiment at a prefix time, say τ 2 and the number of observations failed under stress level S 1 and S 2 are n 1 and n 2 respectively. In this case observed data are one of the forms (a) {τ 1 < t 1:n < ... < t n 2 :n < τ 2 },
Under Type-I censoring scheme posterior distribution can be written as
Here τ * = τ 2 and in case (a) n *
, and in case (c)
The Bayes estimate and the associated HPD credible interval of any parametric function of (β, θ 2 , α) can be obtain using the same algorithm as discussed in case of complete data.
Type-II Censoring
In this censoring scheme the life testing experiment is terminated when the rth (prefixed number) failure occurs, i.e, the total number of failure is fixed but the termination time of the experiment is random. Available data under this censoring scheme is one of the forms.
(a) {τ 1 < t 1:n < ... < t r:n }, (b) {t 1:n < t 2:n < ... < t n 1 :n < τ 1 < t n 1 +1:n < ... < t r:n }, n 1 < r, (c) {t 1:n < t 2:n < ... < t r:n < τ 1 < τ 2 }.
Based on Type-II censored data, the posterior analysis is same as that of Type-I censoring scheme with τ * = t r:n , n * = r and in case (a) n *
All other expressions and the following analysis are same as the Type-I censoring scheme.
Type-I Hybrid Censoring
The termination time in Type-I HCS is τ * = min{t r:n , τ 2 }. Let n 1 and n 2 be the number of failures under stress level S 1 and S 2 , respectively. Available data under this censoring scheme is one of the forms (a) {τ 1 < t 1:n < ... < t r:n } if t r:n ≤ τ 2 , (b) {t 1:n < t 2:n < ... < t n 1 :n < τ 1 < t n 1 +1:n < ... < t r:n } if t r:n < τ 2 , n 1 < r, (c) {t 1:n < t 2:n < ... < t r:n < τ 1 < τ 2 } if t r:n < τ 1 ,
Based on Type-I Hybrid censored data, the posterior analysis is same as that of Type-I censoring scheme with, for case (a) n * 
Type-II Hybrid Censoring
In Type-II HCS the experiment is terminated at τ * = max{t r:n , τ 2 }. In this case the experimental time and the number of failures both are random but it ensures at least r failures from the experiment. Let n 1 and n 2 be the number of failures under stress level S 1 and S 2 , respectively. Available data under this censoring scheme is one of the forms
Based on the Type-II Hybrid censored data, the posterior analysis is same as that of the Type-I censoring scheme with, for case (a) n *
All other expressions and the following analysis are same as the Type-II censoring scheme.
Simulation and Data Analysis

Simulation
In this section first we perform some simulation experiments on complete data to evaluate the performances of proposed method. In this simulation study we consider almost noninformative priors on α, β and θ 2 , i.e., a 0 = 0.0001, b 0 = 0.0001, a 1 = 0.0001, b 1 = 0.0001, a 2 = 1 and b 2 = 1 as suggested by Congdon [7] . Results are obtained on 5000 replications with N = 15000. The Bayes estimates and the associated mean square errors (MSEs) for different parameter values are obtained and they are presented in Tables 1, 2 and 3. As expected, the MSEs of Bayes estimates decrease as n increases. Also we provide the 95% symmetric and HPD CRI of the different parameters in Tables 4, 5 and 6. It has been observed that most of the cases average estimates (AE) are overestimated for all the parameters. Hence, we also consider the left sided CRIs in simulation study. Tables 14 and 15 , respectively. 95% CRIs of censored data are provided in Tables 16 and   17. Tables 14 to 17 
Data Analysis
Simulated Data Analysis
Here we consider the analysis of two simulated data sets; one the shape parameter is less than one and other it is greater than one. Data presented in Table 7 is generated from (2) with α = 0. Table 8 .
We analyze another data presented in Table 9 which is generated from the (2) with α = 1.5. All other parameter values are same as the first data set. Here also we have considered Type-I and Type-II censored data. The Bayes estimates of α, θ 1 , and θ 2 in Type-I censoring are 1.2787, 0.1109, and 0.2269, respectively. In Type-II censored data Bayes estimates of α, θ 1 , and θ 2 are 1.2147, 0.1041, and 0.2220, respectively. 90%, 95% and 99%
CRIs for both Type-I and Type-II censoring schemes are reported in Table 10 . Table 10 : CRIs for the unknown parameters for data in Table 9 Type 
Solar Lighting Device Data Set
A simple step stress test was conducted in order to asses the reliability characteristics of a solar lighting device. Thirty five (35) devices are put on a life test at the normal operating temperature 293K, and then the stress factor temperature is changed to 353K at the time point τ 1 = 5 (in hundred hours). The experiment was terminated at the time point τ 2 = 6
(in hundred hours). Thirty one (31) failures occur before τ 2 and among them fifteen (15) devices are failed at first stress and remaining sixteen (16) devices are failed at second stress level. The data are presented in Table 11 . Now one natural question whether the GE distribution fits the data set or not. We have used the Kolmogorov-Smirnov (K-S) statistic, which quantifies the distance between the empirical distribution function of the data set and the cumulative distribution function of the fitted distribution function, for that purpose. The K-S distance and associated p-value is 0.2070 and 0.1212, respectively. It indicates that we cannot reject the null hypothesis at the 10% level of significance that the data are coming from a GE distribution.
Optimality of Test Plan
In the previous section we have obtained the Bayes estimates of the unknown parameters when the stress changing time τ 1 is pre-fixed. In this section we consider the problem of choosing the optimal value of τ 1 , for a simple step-stress experiment. We obtain an optimal value of τ 1 by minimizing the sum of posterior coefficient of variations of α, θ 1 and θ 2 . Since explicit form of the equation (7) 
Algorithm 1
Step 1. For given α, θ 1 , θ 2 , τ 1 and n generate data from CEM.
Step 2. Obtain the posterior variance of all the parameters using Lindley's approximation as explained in Appendix A.1.
Step 3. Repeat Step 1 and Step 2, N times and take the average of variances.
Step 4. Calculate the coefficients of variation for Bayes estimates of α, θ 1 , θ 2 .
Coefficient of Variation =
posterior standard deviation posterior mean
Step 5. Take the sum of coefficients of variation for Bayes estimates of α, θ 1 and θ 2 .
Step 6. Repeat Step 1 -Step 5 for different values of τ 1 within its range.
Step 7. Choose τ 1 for which the sum of coefficients of variation is minimum.
We have obtained numerically the optimal values of the stress changing times for different sample sizes and for different parameter values. It has been observed that the posterior variance of α is decreasing with the increase of τ 1 . As expected the posterior variance of θ 1 has a decreasing trend and the posterior variance of θ 2 increases with τ 1 . However, if we consider total dispersion of three parameters in terms of coefficient of variation, it is initially decreasing and then increasing as τ 1 increases. Hence, we have obtained a point where the total dispersion is minimum and which is the optimal value of the stress changing time τ 1 .
The experimental results and the plots of the sum of the coefficient of variations are given below. where
and L is log likelihood of the data;
σ ij = (i, j) th element of the inverse of the matrix having elements((−L ij )); 
The MLEs of α, θ 2 , and β can be obtain by maximizing (12) .
For known β(0 < β < 1), the estimate of θ 2 can be obtain by solving (14) numerically and hence an estimate of α from (13) . The value of β between 0 and 1 and the corresponding estimates of α and θ 2 , for which likelihood is maximum will be the MLEs of β, α and θ 2 respectively.
Note that L ijk does not depends on the order of appearance of i, j and k.
To obtain the posterior variance of the parameters we need to take below assumptions on the function g(α, θ 2 , β).
(a) To calculate posterior variance of α : g = α and g = α 2 .
(b) To calculate posterior variance of θ 1 : g = βθ 2 and g = β 2 θ 2 2 .
(c) To calculate posterior variance of θ 2 : g = θ 2 and g = θ
In case (c) if g = θ 2 , u 2 = 1,
2 , u 2 = 2θ 2 , u 1 = u 3 = 0, u 22 = 2, u ij = 0 for i, j = 1(1)3 and (i, j) = (2, 2).
Note that u ij = u ji for all i, j = 1(1)3. Now posterior variance of the parameters can be obtain by using the equation (11) . 
A.2 Simulation Results
