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MARKOV PROCESSES, POLYNOMIAL MARTINGALES AND
ORTHOGONAL POLYNOMIALS
PAWE L J. SZAB LOWSKI
Abstract. We study general properties for the family of stochastic processes
with polynomial regression property, that is that every conditional moment of
the process is a polynomial. It turns out that then there exists a family of
polynomial martingales {Mn(Xt, t)}n≥1 that contains complete information
on the distribution (both marginal and transitional) of the process.
We specify conditions expressed in terms of M ′
n
s under which a given pro-
cess has independent increments and further is a Levy process, contains re-
versed martingales, is a harness or quadratic harness. We also give conditions
under which some of these martingales are also reversed martingales.
1. Introduction
We study a subclass of one dimensional Markov processes X =(Xt)t∈I defined
on a finite or infinite segment that has the property that all its conditional mo-
ments of degree say n are polynomials of degree not exeeding n. Poisson, Wiener,
Ornstein–Uhlenbeck processes or more generally q−Wiener and (α,q)−OU process
(described in detail in [22] or briefly in Subsection 2.1 of [20]) are examples of
such processes. Similar approach, using polynomials to derive some properties of
stochastic processes, was applied by Schoutens, and Teugels in [16] to study Le´vy
processes. Our approach is general, hence applicable to all Markov processes that
have marginal distributions identifiable by moments.
To be more specific let us assume the following:
Let X =(Xt)t∈I be a real stochastic process defined on some probability space
(Ω,F ,P ) where I = [l,r] is some finite or infinite segment of a real line. Cases l
= −∞ or r = ∞ are allowed. Let us also assume that ∀t ∈ I : suppXt contains
infinite number of points and that ∃α > 0,∀t ∈ I : E exp(α |Xt|) <∞. It is known
that then, the marginal measure µ is identifiable by moments. It turns out that
there exist slightly milder conditions assuring this. For details see e.g. [1], [2], [18],
[17].
Let us denote also
F≤s = σ(Xt : t ∈ [l, s]),F≥s = σ(Xt : t ∈ [s, r])
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and
Fs,t = σ (Xv : v /∈ (s, t), v ∈ I) .
Moreover, let us assume that ∃N : ∀0 < n ≤ N ; si ∈ I, si 6= sj , for i 6= j
and i, j = 1, . . . , n, the matrix [cov(Xsi ,Xsj )]i,j=1,...,n is non-singular. Processes
satisfying these assumptions will be called totally linearly dependent of degree N
(briefly N−TLD).
Notice that processes which for every t ∈ I are constant i.e. Xt = X for some
random variable X are also not TLD.
We will also assume that ∃N : ∀m, j ≤ N : EXmt X
j
s are continuous functions of
t, s ∈ I at least for s = t. Such processes will be called mean-square continuous of
degree N (briefly N−MSC).
Let us remark that sequence of independent random variables indexed by some
discrete linearly ordered set are not MSC.
By L2(t) let us denote a space spanned by real square integrable functions with
respect to one-dimensional distribution of Xt. By our assumptions in L2(t) there
exists a set of orthogonal polynomials that constitute base of this space.
Thus, the class of Markov processes that we will consider is a class of stochastic
processes that are N−TLD and N−MSC and moreover, satisfying the following
condition:
(1.1) ∃N : ∀N ≥ n ≥ 1, s ≤ t : E(Xnt |F≤s) = Rn(Xs, s, t),
where Rn(x, s, t) is a polynomial of degree not exceeding n in x. We will call this
class of processes Markov processes with polynomial regression of degree N (briefly
N−MPR process). If N can be taken ∞ then, we will talk of MPR processes.
More precisely we should call this class N−rMPR class i.e. right Markov processes
with polynomial regression. However, until we will consider left (with the obvious
meaning) class of Markov processes we will use the name MPR class.
We will study general properties of Markov processes from MPR class.
As shown in [20] then, under our assumptions there exists a family of polynomial
martingales {Mn(Xt, t)}n≥0 with M0(Xt,t) = 1. It should be underlined that in
the two akin papers written by the author [20] and [24] there are some additional
assumptions based on which the results of these papers are obtained, e.g. in [20] we
assume additionally that polynomial martingales {Mn} constitute also the family of
orthogonal polynomials. In [24] we additionally assume that the analyzed process
is stationary.
In this paper we study the most general case. The only assumptions we are
making are those mentioned above. The additional assumptions are imposed to
obtain some additional properties. In particular, by imposing certain conditions
on these polynomial martingales we characterize processes with independent in-
crements (among them Le´vy processes), harnesses, and quadratic harnesses. We
also specify conditions for a martingale Mn(Xs,s) to be a reversed martingale or
for the set of polynomial martingales {Mn(Xt, t)}n≥0 to be the set of orthogonal
martingales.
To see the role of these polynomials let us consider the space L(Ω,F , µ) of mea-
surable real functions such that
∫
exp(α|f |)dµ is finite for some α > 0 for all f ∈ L.
Then, the moments i.e. the numbers
∫
fndµ for n ≥ 0 do exist and moreover,
their values enable us to regain the so-called distribution of the function f i.e. the
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function Ff (t) = µ {ω : f (ω) ≤ t} for all t. In other words the knowledge of poly-
nomials {pn(x)} in the space L such that degree of pn is n and
∫
pn(x)dµ(x) = 0
allow firstly to build (using the so-called Gram–Schmidt procedure ) a family of or-
thogonal polynomials and secondly find the measure that makes these polynomials
orthogonal. The algorithm is rather complicated. For details see e.g. the excellent
monographs [1], [2], [18] or [17].
Hence, taking the above into account, the family of polynomial martingales
{Mn(Xt, t)}n≥0 contains complete information about the so-called transitional dis-
tribution. More precisely, given polynomials pn(x, y, s, t) =Mn(x, t)−Mn(y, s),for
s < t, n ≥ 1 we can (by the so-called the Gram–Schmidt procedure) get a fam-
ily of polynomials orthogonal with respect to the so-called transitional measure
µ(A|s, y, t) defined by µ(A|s, y, t) = P (Xt ∈ A|Xs = y) and consequently, charac-
terize this transitional measure completely.
Further, we will assume that ∀n ≥ 1, EMn(Xt,t) = 0, hence we get linearly
independent family of polynomials from which (again by Gram–Schmidt procedure)
we can get family of polynomials that are orthogonal with respect to marginal
distribution of the process at time t.
In other words, a family of polynomial martingales contains complete information
on the stochastic process that generated these martingales.
It is an interesting question if polynomials {Mn} can be made identical with the
family of orthogonal polynomials. We will show in the sequel that it is not always
possible.
The paper is organized as follows. In the next section we study general properties
of these polynomial martingales i.e. we study what conditions have to be imposed
on them to get process with independent increments, a reversed martingale or make
them orthogonal. In Section 3.1 we study necessary conditions for the process X
to be a harness and we also specify sufficient conditions for this to happen. In
Subsection 3.2 we study necessary conditions to guarantee that the process is a
quadratic harness. Longer proofs are shifted to Section 4.
2. General properties
Let us assume that we deal with the Markov process X =(Xt)t∈I defined on a
certain probability space (Ω,F , P ) with real values that has the property that its
every conditional moment of degree n conditioned upon the past is a polynomial
of degree n. I denotes an index set, usually N∪{0}, R+, Z, R. What is important
about I is that there exists a total order in it i.e. the binary relation that is
antisymmetric, transitive and total.
As it follows from [20] the property of being MPR process is equivalent to the
fact that there exist a family of polynomial martingales {Mn (Xt, t)}n≥0,t∈I that is
E (Mn(Xt, t) |F≤s) = Mn(Xs, s),
for all n ≥ 0 and s < t. For the sake of brevity of notation we will suppress
dependence of Mn on Xt and will abbreviate Mn(Xs, s) to Mn(s).
Let us also write mn(s) for EM
2
n(s). From the theory of martingales it follows
that the functions {mn}n≥0 are nondecreasing. We will additionally assume that
all functions mn(s) are continuous and that lims−→lm (s) = 0, where l denotes
the left hand side boundary of the index set I. Hence, from these two additional
assumptions it follows that EMn(t) = 0.
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Proposition 1. ∀n > 0,s ∈ I : M2n(s) = mn(s) +
∑2n
j=1 cj(s)Mj(s), for some
continuous functions cj(s), j = 1,. . .,2n.
Proof. It follows the fact that martingales Mn are polynomials such that Mn is a
polynomial of degree n. Hence, is M2n is a polynomial of degree 2n and the result
yields by uniqueness of the polynomial expansion. 
Notice that from the listed above assumptions it follows that for ∀t ∈ I, the
moment generating function of Xt exists in some neighborhood of 0. Consequently
we deduce that every measurable function g(x) such that E |g(Xt)|
2 < ∞ can be
expanded in a Fourier series of polynomials that are orthogonal with respect to
marginal measure of Xt.
By [20] we know that the considered class of random processes contains processes
with independent increments (II-class) with all moments existing. Below we have
characterization of II class within the MPR class of random processes.
Proposition 2. The MPR process has independent increments iff there exist a
sequence of continuos functions {gk(t)}k≥1 defined on I such that martingales
{Mn (t)}n≥1 satisfy the following recurrence:
(2.1) Mn(t) = X
n
t − gn(t)−
n−1∑
j=1
(
n
j
)
gj(t)Mn−j(t),
for n ≥ 1. Then, gn(t) = EX
n
t .
Proof. Since EMn(t) = 0, we easily see that gn(t) = EX
n
t . Now considering the
lower triangular matrix Vn(t) = [
(
i
j
)
gi−j(t)]i,j=0,...,n, vectorsXn = (1, Xt, X
2
t , . . . , X
n
t )
T
andMn(t) = (1,M1(t), . . . ,Mn(t))
T , recurrences (2.1) can be expressed in the form
Vn(t)Mn(t) = Xn for all natural n. Consequently, referring to results of [20] we
deduce that Vn(t) is a structural matrix of the process X. Following the lines of
reasoning presented in [20] we deduce that process X has independent increments.
Conversely, if X has independent increments then, (2.1) is read in the following
way
Xnt =
n∑
j=0
(
n
j
)
gn−j(t)Mj(t), E(X
n
t |F≤s) =
n∑
j=0
(
n
j
)
gn−j(t)Mj(s),
and more importantly E((Xt −Xs)
n|F≤s) is a nonrandom quantity, say, equal to
γn(s,t). On the other hand, since γn(s,t) = E(γn(s,t)) we deduce that γn(s,t) =∑n
j=0(−1)
j
(
n
j
)
E(Xn−jt )E(X
j
s ) =
∑n
j=0(−1)
j
(
n
j
)
gn−j(t)gj(s). Besides, notice that
γn(s,s) = 0. We have
E(Xnt |F≤s) = E((Xt −Xs +Xs)
n|F≤s) =
=
n∑
j=0
(
n
j
)
Xjsγn−j(s, t) =
n∑
j=0
(
n
j
)
γn−j(s, t)
j∑
k=0
(
j
k
)
gj−k(s)Mk(s)
=
n∑
k=0
(
n
k
)
Mk(s)
n∑
j=k
(
n− k
j − k
)
γn−j(s, t)gj−k(s)
=
n∑
k=0
(
n
k
)
Mk(s)
n−k∑
l=0
(
n− k
l
)
gn−k−l(s)
l∑
r=0
(−1)rgr(s)gl−r(t).
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Now notice that
n∑
j=0
(
n
j
)
gn−j(s)
j∑
k=0
(−1)j−k
(
j
k
)
gk(t)gj−k(s)
=
n∑
k=0
(
n
k
)
gk(t)
n∑
j=k
(−1)j−k
(
n− k
j − k
)
gj−k(s)gn−k−j(s) = gn(t),
by the properties of γn(s,t). Hence, indeed
E(Xnt |F≤s) =
n∑
k=0
(
n
k
)
Mk(s)gn−j(t).

Corollary 1. The MPR process X is a Le´vy process iff the polynomial martingales
Mn(t) satisfy (2.1) and moreover, the functions gi(t) satisfy the following condition:
gn(t− s) =
n∑
j=0
(−1)j
(
n
j
)
gn−j(t)gj(s).
Proof. By Proposition 2 we know that X is a process with independent increments
with moment functions gn(t) = EX
n
t . Now recall that Le´vy processes are processes
with independent increments satisfying the property that Xt − Xs has the same
distribution as Xt−s for all t > s 
In the sequel it will be understood that t ∈ I often without specifying so. To
proceed further, we need the following observation:
Lemma 1. Suppose s ≤ u1 ≤,. . .,≤ un. Then,
E(Mk1(u1) . . .Mkn(un)|F≤s) =
k1+...+kn∑
j=0
φj(u1, . . . , un−1)Mj(s),
for some continuous functions φj(u1,. . .,un−1).
Proof. The proof is by induction. Let us take n = 2. Then, E(Mk1(u1)Mk2(u2)|F≤s)
= E(Mk1(u1)Mk2(u1)|F≤s) since Mk2 is a martingale. Further, since Mk1 and Mk2
are polynomials we deduce that Mk1(u1)Mk2(u1) =
∑k1+k2
j=0 φj(u1)Mj(u1) by our
assumptions concerning polynomials Mi. Hence, now we have
E(Mk1(u1) . . .Mkn(un)|F≤s) = E(Mk1(u1)E(Mk2(u2) . . .Mkn(un))|F≤u1)|F≤s)
=
k2+...+kn−1∑
j=0
φj(u2, . . . , un−1)E(Mk1(u1)Mj(u1)|F≤s)
=
k1+...+kn−1∑
j=0
φj(u2, . . . , un−1)
j+kn∑
m=0
φm(u1)Mm(s)
=
kn∑
m=0
Mm(s)
k1+...+kn∑
j=0
φm(u1)φj(u2, . . . , un−1)
+
k1+...+kn∑
m=kn+1
Mm(s)
k1+...+kn∑
j=m−kn
φm(u1)φj(u2, . . . , un−1).
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
Let us first deal with the case when these martingales are also reversed martin-
gales.
Proposition 3. Suppose that there exists a function a(s) such that
(2.2) a(s)E (Mn(s) |F≥t) = a(t)Mn(t),
for some fixed n > 0. Then, one can select a(s) to be positive for all s and a(s) =
1/mn(s). Moreover,
(2.3) ∀j ≥ 0 : EMn(s)Mj(s) = χj,nmn(s),
for some constants χj,n. Conversely, if condition (2.3) holds then, {Mn(s)/mn(s)}
is a reversed martingale.
Proof. Multiplying both sides of (2.2) by Mj(t) and taking expectations we get on
the left hand side: a(s)E(E (Mn(s) |F≥t)Mj(t)) = a(s)EMn(s)Mj(s), since Mj is a
martingale. On the right hand side we have: a (t)EMn(t)Mj(t). First taking j =
n we get
a(s)mn(s) = a(t)mn(t),
from which follows that a(s)mn(s) does not depend on s. Moreover, since the
functions mn(t) are positive we deduce that the function a(s) does not change its
sign hence it can be selected to be positive and we get the first assertion. From the
equality EMn(s)Mm(s)/mn(s) = EMn(t)Mm(t)/mn(t) we get the second.
Now let us assume that (2.3) holds. To show that Mn(s)/mn(s) is a reversed
martingale we have to show that for all bounded functions g measurable with respect
to F≥t we have EgMn(s)/mn(s) = EgMn(t)/mn(t). Lets consider g(u1,. . .,un) =∏n
j=1Mkj (uj), for t ≤ u1 ≤, . . . ,≤ un. Then, we have that
EMn(s)g(u1, . . . , un) = mn(s)
k1+...+kn∑
j=1
φj(u1, . . . , un−1),
by Lemma 1 and by our assumption. Similarly we show that:
EMn(t)g(u1, . . . , un) = mn(t)
k1+...+kn∑
j=1
φj(u1, . . . , un−1).
Now notice that linear combinations of such functions g are dense in the space
of functions measurable with respect to F≥t we deduce by Dynkin’s pi−λ Theorem
that this is true for all functions g measurable with respect to F≥t. 
We have the following theorem
Theorem 1. Suppose that all functions mn(s) are different that is mn(s)/mj(s) 6=
1 for all j 6= n and all s. Then, the following statements are equivalent:
1. All martingales {Mn(t)}n≥1 are orthogonal with respect to the marginal mea-
sure of Xt.
2. There exist continuous functions an(t) such that {an(s)Mn(s)}n≥0 are re-
versed martingales.
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Proof. First let us show that 2. implies 1. From Proposition 3 we have:
an(s)EMn(s)Mj(s) = an(t)EMn(t)Mj(t).
However, the fact that all an(s)Mn(s) are reversed martingales yields that we have
also:
aj(s)EMn(s)Mj(s) = aj(t)EMn(t)Mj(t).
Consequently, we deduce that EMn(s)Mj(s) = χj,nmn(s) = χn,jmj(s). Since by
assumption all functions mn(s) are different, we deduce that EMn(s)Mm(s) = 0
for all m 6= n.
Hence, now let us assume that the polynomials {Mn} are orthogonal. Let us
fix n then, from the orthogonality assumption we have ∀j ≥ 0 : EMn(t)Mj(t) =
0mn(t). By Proposition 3 we deduce that Mn is a reversed martingale. 
Remark 1. Following results of [23] and [24] one can state that there exists MPR
processes such that under some quite natural assumptions all polynomial martin-
gales Mn can be selected to be orthogonal with respect to the marginal measure.
For example, stationary MPR processes have this property. On the other hand, as
shown in [23] the only MPR Le´vy process with orthogonal martingales is a Wiener
process. Moreover, martingale M2 for Le´vy MPR process is a reversed martingale
for only a very specific marginal distribution. Hence, only a family of polynomial
martingales does exist for all MPR processes.
3. Harnesses related classes of Markov processes
Now let us analyze conditions for the process X to be a harness. This subclass
of Markov processes has been introduced by Hammersley in [15]. Some basic prop-
erties of them under additional simplifying assumptions were discussed in e.g. [11],
[20]. In both papers it was assumed that the family of martingales {Mn} consti-
tutes also a family of orthogonal polynomials. Below we do not assume this. We
start only with the assumption that an analyzed process is a MPR-process.
Recall that a stochastic process is a harness iff
∀s < t < u : E(Xt|Fs,u) = aˆ(s, t, u)Xs + bˆ(s, t, u)Xu + c(s, t, u),
for some aˆ,bˆ,c being functions of s,t,u. Notice that taking expectations of both sides
we see that
(3.1) c(x, t, u) = EXt − aˆEXs − bˆEXu.
3.1. Harnesses. Since M1(s) is linear function of Xs we can assume that M1(t)
= At(Xt − EXt) for some nonzero At, since we have assumed that EM1(s) = 0.
Further, M1 is a martingale and thus we have:
(3.2) AtE(Xt − EXt|F≤s) = As(Xs − EXs).
Now taking into account (3.1) and (3.2) we deduce that one can define harnesses
in an equivalent way, namely:
(3.3) ∀s < t < u : E(M1(t)|Fs,u) = a(s, t, u)M1(s) + b(s, t, u)M1(u),
almost surely with a = Ataˆ/As and b = Atbˆ/Au.
Let us multiply both sides of (3.3) by M1(s). We have then, m1(s) = am1(s) +
bm1(s). Since the functionm1(s) is positive and increasing we deduce that a(s, t, u)+
b(s, t, u) = 1.
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Now let us multiply both sides of (3.3) by M1(u). We will get then, m1(t) =
am1(s) + bm1(u). So
a(s, t, u) =
m1(u)−m1(t)
m1(u)−m1(s)
, b(s, t, u) =
m1(t)−m1(s)
m1(u)−m1(s)
.
We have the following observation.
Theorem 2. If process X is a harness then,
1. {M1(s)/m1(s)} is a reversed martingale,
2. ∀n ≥ 1 there exist constants aj,n , bj,n, j = 1,. . .,n+ 1 such that:
(3.4) M1(t)Mn(t) =
n+1∑
j=1
(αj,nm1(t) + βj,n)Mj(t) + χn,1m1(t).
Proof. Shifted to Section 4. 
As a corollary we get the following result.
Theorem 3. If all polynomials Mi(t) are orthogonal, then condition (3.4) is also
sufficient for the process X to be a harness.
Proof. Shifted to Section 4. 
Remark 2. Notice that condition (3.4) is in fact a generalization of necessary
conditions that the 3-term recurrence of the family of orthogonal polynomial mar-
tingales have to satisfy so as the process this family defines to be a harness (compare
results of [20]). Here we do not have orthogonal martingales hence, there are no
3-term recurrences. However the fact that the coefficients of the M1Mn expansion
are linear functions of m1 remains true.
3.2. Quadratic harnesses. The class of quadratic harnesses (QH) has been in-
tensively studied in recent years by W. Bryc, J. Weso lowski and occasionally by
W. Matysiak in several papers [3], [11], [8], [9], [10], [12] under some more or less
restricting and regularizing assumptions of which the most important was the pos-
tulated existence of the family of orthogonal polynomial martingales of the specific
type with linear dependence on t of the 3-term recurrence coefficients. In [20]
Szab lowski studied quadratic harnesses under the less restricting assumption of ex-
istence of orthogonal polynomial martingales and the additional assumption that
the transitional distribution is absolutely continuous with respect to the marginal
distributions and more over that the Radon–Nikodym derivative of these distribu-
tions is square integrable with respect to the marginal one. Of course, generalization
of the results of Bryc & Weso lowski were obtained. In the present paper we study
existence of quadratic harnesses under no restrictions except of course, from the
assumption that it belongs to MPR class.
Let us recall that in [20] the following, slightly more general than in the works
of Bryc and Weso lowski, definition of a QH was used.
The process X is QH if it is a harness and almost surely
(3.5) E(M2(t)|Fs,u) = AM2(s)+BM1(s)M1(u)+CM2(u)+DM1(s)+EM1(u)+F,
for some functions A, B, C, D, E, F of s,t,u. Immediately notice that since
E(Mi(s)) = 0, i = 1,2, we have: Bm1(s) + F = 0.
To proceed further, let us assume in the sequel that the martingalesM1 and M2
are orthogonal i.e. ∀t ∈ I : E(M1(t)M2(t)) = 0.
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Lemma 2. Suppose that a MPR process X is a harness then, keeping in mind the
following definitions of parameters αi,j βi,j, i = 1,2,3, j = 1,2 and χ3,1 that follow
assumption that X is a harness:
(3.6) M1(t)
2 = (α2,1m1(t) + β2,1)M2(t) + (α1,1m1(t) + β1,1)M1(t) +m1(t),
M1(t)M2(t) = (α3,2m1(t) + β3,2)M3(t) + (α2,2m1(t) + β2,2)M2(t)(3.7)
+ (α1,2m1(t) + β1,2)M1(t),
(3.8) EM3(t)M1(t) = χ3,1m1(t),
and denoting for simplicity aˆ = α3,2χ3,1 + α1,2, a = β3,2χ3,1 + β1,2, we have:
1.
E(M21 (t)) = m1(t), E(M1(t)M2(t)) = 0,
E(M31 (t) = (α1,1m1(t) + β1,1)m1(t),
E(M21 (s)M2(s)) = m1(s)(aˆm1(s) + a),
2.
m2(t) =
(aˆm1(t) + a)
(α2,1m1(t) + β2,1)
m1(t),
E(M21 (t)M
2
1 (s)) = m1(s)((α2,1m1(t) + β2,1)(aˆm1(s) + a)
+ (α1,1m1(t) + β1,1)(α1,1m1(s) + β1,1) +m1(t)).
Proof. Keeping in mind that EMi(t) = 0 and our assumption is valid and looking
also on expansions (3.6)-(3.8) we see that 1. is trivially true. To see that the first
statement of 2. is true we compute the E(M2(t)M
2
1 (t)) in two ways. Firstly by
multiplying (3.6) by M2(t) and taking expectation, secondly by multiplying (3.7)
by M1(t) and taking expectation. 
Proposition 4. Suppose that MPR process X is a quadratic harness then, functions
A, B, C, D, E F defined by (3.5) are given by the following formulae.:
A = h
(a21m(s) + b21)(b21aκ− b21aˆ(λ− κ)m(t) + b21aˆκm(u) + a12aˆκm(u)m(t))
((a21m(t) + b21)(b21aκ− b21aˆ(λ− κ)m(s) + b21aˆκm(u) + a12aˆκm(u)m(t))
,
(3.9)
B =
(m(t)−m(s))λb21aˆ
(a21m(t) + b21)(b21aκ− b21aˆ(λ − κ)m(s) + b21aˆκm(u) + a12aˆκm(u)m(t))
,
(3.10)
C = (1− h)
(a21m(u) + b21)(b21aκ− b21aˆ(λ− κ)m(s) + b21aˆκm(t) + a12aˆκm(s)m(t))
(a21m(t) + b21)(b21aκ− b21aˆ(λ− κ)m(s) + b21aˆκm(u) + a12aˆκm(u)m(t))
,
(3.11)
D = −b11B, E = −a11Bm(s), F = −Bm(s),(3.12)
where we denoted
m(.) = m1(.), aˆ = α3,2χ3,1 + α1,2,
a = β3,2χ3,1 + β1,2, κ = (1 + a11b11 + a21a),
λ = (b21aˆ− a21a),
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and
h = h(s, t, u) =
m(u)−m(t)
m(u)−m(s)
.
Proof. Shifted to Section 4. 
As a corollary we obtain the following nice result.
Theorem 4. If X is a quadratic harness then, M2 is a reversed martingale.
Proof. Shifted to Section 4. 
4. Proofs
Proof of the Theorem 2. 1. Let us multiply both sides of (3.3) by Mn(u). We get
then,
EM1(t)Mn(t) =
m1(u)−m1(t)
m1(u)−m1(s)
EM1(s)Mn(s) +
m1(t)−m1(s)
m1(u)−m1(s)
EM1(u)Mn(u).
For simplicity, let us denote hn(t) = EM1(t)Mn(t). Notice that the above men-
tioned equality is equivalent to to the following:
hn(t)− hn(s) =
m1(t)−m1(s)
m1(u)−m1(s)
(hn(u)− hn(s),
for s < t < u. Thus, we deduce that hn(t)−hn(s)
m1(t)−m1(s)
does not depend on t. Con-
sequently, hn(t) = hn(s) + Cn(s)(m1(t) −m1(s)) for some constant Cn(s) for all
s < t < u. Besides, by our assumptions hn(0) = 0 and m1(0) = 0. Hence, we
deduce that hn(s) = βnm1(s). By Proposition 3 this yields that M1(s)/m1(s) is a
reversed martingale.
2. Since Mn(t) are polynomials we deduce that there exist n + 1 continuous
functions {δj,n(t)}
n+1
j=0 such that
(4.1) M1(t)Mn(t) =
n+1∑
j=0
δj,n(t)Mj(t).
Since X is a harness, we deduce by the previous theorem that δ0,n(t) = χn,1m1(t).
To show that δj,n(t) = αj,nm1(t) + βj,n for some reals αj,n, βj,n let us multiply
(3.3) by Mn(u) and then, calculate conditional expectation with respect to F≤s.
We get then:
E(M1(t)Mn(t)|F≤s) = a(s, t, u)M1(s)Mn(s) + b(s, t, u)E(M1(u)Mn(u)|F≤s).
Now apply (4.1) and use the fact thatMj(t), j = 1, . . . , n+1 are martingales, thus:
n+1∑
j=1
δj,n(t)Mj(s) + β0,nm1(t) = a(s, t, u)
n+1∑
j=1
δj,n(s)Mj(s) + χn,1m1(s)
+ b(s, t, u)
n+1∑
j=1
δj,n(u)Mj(s) + χn,1m1(u).
Since polynomials Mi are linearly independent we deduce that the functions δj,n
have to satisfy the following n+ 1 equations:
δj,n(t) =
m1(u)−m1(t)
m1(u)−m1(s)
δj,n(s) +
m1(t)−m1(s)
m1(u)−m1(s)
δj,n(u),
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for j = 1,. . .,n + 1. Subtracting δj,n(s) from both sides of the above equality we
get:
δj,n(t)− δj,n(s)
m1(t)−m1(s)
=
δj,n(u)− δj,n(s)
m1(u)−m1(s)
.
We deduce that
δj,n(t)−δj,n(s)
m1(t)−m1(s)
does not depend on t so δj,n(t) = δj,n(s)+fj,n(s)(m1(t)−
m1(s)) for some fj,n(s). Now notice that for s = 0 we havem1(0) = 0 hence, δj,n(t)
= βj,n + αj,nm1(t), where we denoted δj,n(0) = βj,n and fj,n(0) = αj,n. 
Proof of Theorem 3. First of all notice that since polynomials {Mi} are assumed
to be orthogonal, condition (3.4) takes a for of 3-term recurrence
M1(t)Mn(t) = (αˆn+1m1(t) + αn+1)Mn+1(t)+
(βˆnm1(t) + βn)Mn(t) + (γˆn−1m1(t) + γn−1)Mn−1(t),
for n ≥ 2. Recall that also following Theorem 1, all martingales Mn(s) multiplied
by 1/mn(s) are also reversed martingales. If n = 1 we have
M21 (t) = (αˆ2m1(t) + α2)M2(t) + (βˆ1m1(t) + β1)M1(t) +m1(t).
Hence, we deduce that αˆ1 = γ0 = 0, α1 = γˆ0 = 1. Secondly notice that for
σ ≤ s < t < u ≤ υ
E(E(Mn(σ)M1(t)Mk(υ)|Fs,u)) =
mn(σ)
mn(t)
E(Mn(t)M1(t)Mk(t))
=
mn(σ)
mn(t)
E(Mn(t)((αˆk+1m1(t) + αk+1)Mk+1(t)
+(βˆkm1(t) + βk)Mk(t) + (γˆk−1m1(t) + γk−1)Mk−1(t))
=


mn(σ)(αˆnm1(t) + αn) if n = k + 1
mn(σ)(βˆnm1(t) + βn) if n = k
mn(σ)(γˆnm1(t) + γn) if n = k − 1
0 if n /∈ {k − 1, k, k + 1}
.
On the other hand, by similar reasoning
E(E(Mn(σ)M1(s)Mk(υ)|Fs,u))
=


mn(σ)(αˆnm1(s) + αn) if n = k + 1
mn(σ)(βˆnm1(s) + βn) if n = k
mn(σ)(γˆnm1(s) + γn) if n = k − 1
0 if n /∈ {k − 1, k, k + 1}
,
and
E(E(Mn(σ)M1(u)Mk(υ)|Fs,u)) =


mn(σ)(αˆnm1(u) + αn) if n = k + 1
mn(σ)(βˆnm1(u) + βn) if n = k
mn(σ)(γˆnm1(u) + γn) if n = k − 1
0 if n /∈ {k − 1, k, k + 1}
.
Consequently, we see that we have for any n,m ∈ N0
E(Mn(σ)M1(s)Mk(υ)|Fs,u) =
a(s, t, u)E(Mn(σ)M1(s)Mk(υ)|Fs,u) + b(s, t, u)E(Mn(σ)M1(u)Mk(υ)|Fs,u).
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Now we have to refer to way of reasoning used in the proof of Proposition 3. Let
us consider σ1 < σ2 ≤ s < t < u ≤ υ2 < υ1. Then,
E(Mn1(σ1)Mn2(σ2)M1(t)Mk2(υ2)Mk1(υ1)) =
mn1(σ1)
mn1(σ2)
E((
n1+n2∑
j=0
φj,n1,n2(σ2)Mj(σ2))M1(t)
m1+m2∑
j=0
φj,m1,m2(υ1)Mj(t))
=
mn1(σ1)
mn1(σ2)
n1+n2∑
j=0
φj,n1,n2(σ2)
mj(σ2)
mj(t)
m1+m2∑
i=0
φj,m1,m2(υ1)E(Mj(t)M1(t)Mi(t))
=
mn1(σ1)
mn1(σ2)
n1+n2∑
j=0
φj,n1,n2(σ2)mj(σ2)
m1+m2∑
i=0
φj,m1,m2(υ1)
×


αˆnm1(t) + αn if j = i+ 1
βˆnm1(t) + βn if j = i
γˆnm1(t) + γn if j = i− 1
0 if j /∈ {i− 1, i, i+ 1}
.
Similarly, for E(Mn1(σ1)Mn2(σ2)M1(s)Mk2(υ2)Mk1(υ1)) and
E(Mn1(σ1)Mn2(σ2)M1(u)Mk2(υ2)Mk1(υ1)). Using a previous result we see that
also in this case equation (3.3) is satisfied and so on for any finite products of
the form E(
∏l
j=1Mnj (σj)M1(t)
∏λ
j=1Mmj (υj) for σ1 < . . . σl ≤ s < t < u ≤
υλ < . . . < υ1. Finally we utilize the fact that linear combinations of functions∏l
j=1Mnj (σj)
∏λ
j=1Mmj(υj) are dense in the space of square integrable functions
measurable w.r. to Fs,u. 
Proof of Proposition 4. First we multiply both sides of (3.5) successively byM1(s),
M1(u), M1(s)M1(u) , M2(s), M2(u) and then, we take expectation. We get that:
EM2(s)M1(s) = AEM2(s)M1(s) +BEM
3
1 (s) + CEM2(s)M1(s) + (D + E)m1(s),
EM2(t)M1(t) = AEM2(s)M1(s) +B
m1(s)
m1(u)
EM31 (u)
+CEM2(u)M1(u) +Dm1(s) + Em1(u),
m1(s)
m1(t)
EM21 (t)M2(t) = AEM
2
1 (s)M2(s) +BEM
2
1 (s)M
2
1 (u)
+
m1(s)
m1(u)
CEM21 (u)M2(u) +DEM
3
1 (s) + E
m1(s)
m1(u)
EM31 (u)−Bm
2
1(s),
m2(s) = (A+ C)m2(s) +BEM
2
1 (s)M2(s) + (D + E)EM1(s)M2(s),
m2(t) = Am2(s) + Cm2(u) +
m1(s)
m1(u)
BEM21 (u)M2(u) + (
m1(s)
m1(u)
D + E)EM1(u)M2(u).
Using our assumption we get.
0 = B(α1,1m1(s) + β1,1) +D + E,
0 = Bm1(s)(α1,1m1(u) + β1,1) +Dm1(s) + Em1(u),
from which it follows that D = −β1,1B and E = −α1,1m1(s)B (to compare (3.12)),
m2(t) =
(α3,2m1(t) + β3,2)
(α2,1m1(t) + β2,1)
χ3,1m1(t) +
(α1,2m1(t) + β1,2)
(α2,1m1(t) + β2,1)
m1(t).
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Now we utilize our assumptions and cancel out m1(s) in third, fourth and fifth
equation:
((α3,2m1(t) + β3,2)χ3,1 + (α1,2m1(t) + β1,2))
= A((α3,2m1(s) + β3,2)χ3,1 + (α1,2m1(s) + β1,2))
+B((α2,1m1(u) + β2,1)((α3,2m1(s) + β3,2)χ3,1+
(α1,2m1(s) + β1,2)) + (α1,1m1(u) + β1,1)(α1,1m1(s) + β1,1) +m1(u))
+C(α3,2m1(u) + β3,2)χ3,1 + (α1,2m1(u) + β1,2)
−β1,1B(α1,1m1(s) + β1,1)− α1,1m1(s)B(α1,1m1(u) + β1,1)−Bm1(s),
(1 −A− C) = B(α2,1m1(s) + β2,1),
m1(t)(
(α3,2m1(t) + β3,2)
(α2,1m1(t) + β2,1)
χ3,1 +
(α1,2m1(t) + β1,2)
(α2,1m1(t) + β2,1)
) =
Am1(s)(
(α3,2m1(s) + β3,2)
(α2,1m1(s) + β2,1)
χ3,1 +
(α1,2m1(s) + β1,2)
(α2,1m1(s) + β2,1)
)
+Cm1(u)(
(α3,2m1(u) + β3,2)
(α2,1m1(u) + β2,1)
χ3,1
+
(α1,2m1(u) + β1,2)
(α2,1m1(u) + β2,1)
) +m1(s)B((α3,2m1(u) + β3,2)χ3,1 + (α1,2m1(u) + β1,2)).
Solving these these 3 equations, we obtain (3.9)-(3.11). 
Proof of Theorem 4. Set n ≥ 3 and let us multiply (3.5) by Mn(u) and integrate.
We get then,
E(M2(t)Mn(t) = AE(M2(s)Mn(s)) +
m1(s)
m1(u)
BE(M21 (u)Mn(u) + CE(M2(u)Mn(u))
+Dχn,1m1(s) + Eχn,1m1(u).
Let us denote for simplicity hn(t) = E(M2(t)Mn(t)). Using (3.6) we get
hn(t) = Ahn(s) + Chn(u) +
m1(s)
m1(u)
B(α2,1m1(u) + β2,1)hn(u)
+
m1(s)
m1(u)
B(α1,1m1(u) + β1,1)m1(u)χn,1 +Dχn,1m1(s) + Eχn,1m1(u).
Now notice that taking into account (3.10) and (3.12) we have that
m1(s)
m1(u)
B(α1,1m1(u) + β1,1)m1(u)χn,1 +Dχn,1m1(s) + Eχn,1m1(u) = 0.
Hence, we have to prove that only solution of the equation:
hn(t) = Ahn(s) + Chn(u) +
m1(s)
m1(u)
B(α2,1m1(u) + β2,1)hn(u),
14 PAWE L J. SZAB LOWSKI
among the continuous functions hn(.) is χn,2mn(,). To prove this notice that the
following three identities hold for all s < t < u:
A+B(α2,1m1(s) + β2,1) + C = 1,
Am1(s)aˆ+B(m1(u)κ+m1(s)(λ− κ+ α21a)+
α21aˆm1(s)m1(u)) + Caˆm1(u) = aˆm1(t),
Am2(s) +
m1(s)
m1(u)
Bm2(u)(α2,1m1(u) + β2,1) + Cm2(u) = m2(t).
We treat these identities as a system of linear equations in (A,B,C) with matrix:
Mm =

 1 (α2,1m1(s) + β2,1) 1m1(s)aˆ (m1(u)κ+m1(s)(λ − κ+ α21a) + α21aˆm1(s)m1(u)) aˆm1(u)
m2(s)
m1(s)
m1(u)
m2(u)(α2,1m1(u) + β2,1) m2(u)


whose determinant is equal to:
− α21aˆκm1(s)m1(u)
2 + α21aˆ(κ+ α21(a− 1))m1(s)
2m1(u)
− β21aˆ(λ− κ− α21(a− 1))m1(s)
2 + β21aˆκm1(u)
2 + β12aˆ(β21aˆ− α21)m1(s)m1(u)
− β21aκm1(u) + β21a(κ+ α21(a− 1))m1(s).
This determinant is in fact a polynomial in m1(s) and m1(u) of order 3 with not
all coefficients equal to zero and as such is equal to zero only for u and s from a set
of measure zero. Hence, there exists only one solution of this system of equations
which is known. Thus, if the third row of the matrix was replaced by some functions
(l(s),m1(s)
m1(u)
l(u)(α2,1m1(u) + β2,1),l(u)) with l(s) 6= χn,2m2(s) for some χn,2, we
would have got a different solution, which is not the case. Hence, hn(s) = χn,2m2(s)
which by Proposition 3, implies that M2(s) is a reversed martingale. 
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