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Network (CNN) to improve the throughput[18], and
the secondary users in Ref. [19] utilized reservoir
computing, which is from the recurrent neural network
family, to develop their spectrum access schemes
distributively based on their current and prior knowledge
about the spectrum. Deep learning is also widely
used in modulation classification. In Ref. [20], VGG16[21] was used to investigate the effect of Polar
and Cartesian coordinates in modulation classification
accuracy under phase shift environment with 12 and
20 dB Signal-to-Noise Ratio (SNR). The result shows
that using Polar coordinates as input for CNN has
better recognition accuracy compared with Cartesian
coordinates. The authors in Ref. [22] proposed a new
way to process data. The constellation diagrams were
transformed into colored images by applying filters on
the data and fed into both ResNet-50 and Inception
ResNet V2 architectures. Both models were able to
recognize the modulation modes with SNR above 5 dB.
However, they had difficulty in distinguishing 16 and
64-Quadrature Amplitude Modulation (QAM) and these
two modulation schemes were often confused with each
other. Reference [23] proposed a Long-Short Term
Memory (LSTM) based architecture for modulation
classification that achieved an accuracy of 75% with
the input sample length of 64. Reference [24] proposed
novel Autocorrelation Convolution Networks (ACNs) to
classify modulation schemes, and the authors compared
the recognition accuracy among Wavelet, CNN, LongShort Term Memory (LSTM), and ACNs with SNR from
–20 to 10 dB and ACNs out-performed the other methods
from –20 to 0 dB SNR and had a similar effect while
SNR is above 0 dB.
This paper focuses on using deep learning models for
spectrum sensing, identifying systems and terminals, and
understanding various protocol layers, such as fading
channel parameters, signal distortions, MAC protocols,
radio signal types, and cellular systems. Reference
[25] analyzed the estimation of Rician K-factor in
signal fading with LeNet-5, Ref. [26] identified phase
distortion level using convolutional neural network,
Ref. [27] compared machine learning and deep learning
approaches in MAC protocols identification, Ref. [28]
implemented Inception V3 model for Industrial,
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Scientific and Medical (ISM) band signal identification,
and Ref. [29] used deep learning architecture to identify
5G signals. Notice that the motivation of our research
is to explore the use of deep learning to support the
objective of full-spectrum awareness.
The remainder of this paper is organized as follows. In
Section 2, the main data processing technique and deep
learning models used in this paper are elaborated. In
Section 3, Rician K-factor value estimation is explained.
In Section 4, classification of Quadrature Phase Shift
Keying (QPSK) signal noise levels is proposed. In
Section 5, MAC protocol identification is studied. In
Section 6, several ISM band signal is illustrated and
identified. In Section 7, various cellular signal types are
recognized by the deep learning model. In Section 8, we
conclude this paper.

2

Data processing and deep learning model

Several models have been proved to have excellent
performance in the image recognition and identification
tasks with the emerging of convolutional neural
networks, such as LeNet, AlexNet, and Inception V3
models. In our approach, we took advantage of these
models and fine-tuned them to fit our experiments.
The LeNet architecture was first composed by
Yann LeCun et al., which was first designed to
identify the handwritten and machine typed characters
(http://yann.lecun.com/exdb/lenet). It has a relatively
compact structure compared with some modern CNN
architectures. The LeNet model, often referred to as
LeNet-5, consists of 2 sets of the convolutional layers
along with pooling, 2 fully-connected layers, and the
final softmax classifier. The LeNet architecture uses tanh
as the activation function, which has a slower converge
speed compared to the now commonly used Rectified
Linear Unit (ReLU) function. The applications of LeNet
architecture can be found in Sections 3, 4, and 7.
The AlexNet has 5 convolutional layers and 3 fully
connected layers, and achieved 37.5% top-1 error and
17.0% top-5 error in the 2010 ImageNet competition.
To achieve this accuracy, AlexNet utilized several new
approaches, including the ReLU activation function,
overlapping pooling, multiple Graphics Processing Unit
(GPU), etc. The output of the ReLU activation function
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will be the input itself if it is greater than 0, and the
output will be 0 if the input is smaller or equal to 0.
This enables the CNN model to converge 6 times faster
than using the tanh activation function. Overlapping
pooling is another crucial element in AlexNet. The
CNN model prior to AlexNet was used to pool the result
of neighboring areas without overlap. By introducing
overlapping pooling, the Alexnet successfully reduced
the error by about 0.5%. Furthermore, the AlexNet
model is found to be more robust to overfitting with
overlapping pooling. Section 5 used the AlexNet as the
base for MAC protocol recognition.
As shown in Section 6, the Inception V3 model also
has superior performance in image recognition. The
Inception model was initially called GoogLeNet; its
concept is to make the layers wider instead of deeper
to better suit the salient parts in an image. A salient
part in an image can either take the whole scope or
just a corner, which makes it challenging to find the
right kernel size for recognition. Larger kernel size
tends to capture features that are distributed globally
while smaller kernel works better with features that
are concentrated locally. Thus, the Inception model
introduces various sizes of kernels in a single layer along
with the dimension reduction technique to extract as
many features as possible while reducing the required
resources.
Data procession is an essential part of deep learning
and machine learning. Adequately processed data can
yield better recognition accuracy. On the other hand, if
the data are not appropriately cleaned, it could lead to
overfitting or underfitting in the identification. In our
research, several data processing methods have been
used to enable the deep learning models to work better
with the collected signals, such as constellation diagram,
spectrogram, waveform plots, and 2D transformation.
In Section 3, waveform plots were used as the input
data. A waveform graph contains 2 dimensions, the y
axis represents the amplitude of the signal and the x-axis
is the time domain. The waveform plots show how the
amplitude of the signal varies by time and resizes to
128128 pixels to fit the LeNet-5 model. Constellation
diagram was used in Section 4 as the input of the LeNet
architecture. A constellation diagram composes a 2D

complex plane along with scattered sample data points of
a received signal. The number of symbols in a digitally
modulated signal depends on the type of scheme that was
used. There are 2 symbols in Binary Phase-Shift Keying
(BPSK) and 4 symbols in Quadrature Phase-Shift Keying
(QPSK). The identification of phase noise in the QPSK
signal was performed in Section 4 using constellation
diagram as input samples and we have observed good
accuracy with this approach.
The captured signals were visualized to image in
Section 6. In Section 5, the received signals were
transformed into spectrograms to serve the AlexNet. The
spectrogram used in our research has 10 channel slots
and varying observation window as the y-axis based on
the experiment set up. The data sample shows a brighter
color where a collision occurs in the experiment and the
data point has a darker shade with a weaker power level.
The spectrogram not only presents how the signal varies
during the time but also displays the signal strength in
the meanwhile.
In Section 7, the signals were initially generated as
128128 pixel JPG images, then sampled into a 307 200
long 2D vector and saved in CSV format. In order to
achieve better accuracy in the identification task, the
vectors were re-sampled at 1000, 5000, and 10 000
intervals to extract the features.
We combined the deep learning models and the data
processing methods according to the nature of the data
and the aim of the identification tasks to improve our
experiments’ recognition accuracy. We have observed
good results with the selected deep learning architectures
and data processing approaches that will be explained in
the following sections.

3

Identification of Rician K-factor values

Multipath interference is widely studied in wireless
communication, which is formed by the signal taking
2 or more paths to reach the receiver. Rician fading
occurs when one of the paths takes a dominant position,
such as the line of sight. K-factor is the ratio between
the power of the dominant path and the remaining
paths in Rician fading. Many research works have been
conducted to estimate the K-factor in Rician fading[30--33]
as it is crucial for wireless system design. The Rician K-
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factor estimation could be done with a lookup table[34] or
James-Stein estimator[35]. Reference [36] demonstrated
K-factor estimation with CNN; however, the paper failed
to show the relationship of the value of K and the
estimation accuracy. In this paper, the CNN model was
used to estimate the K-factor of a received signal with
a wide range of K values. The signals were generated
via the Rician channel function “comm.RicianChannel”
in MATLAB. 1500 waveform images were plotted for
each class with K D 0; 1, and 10 as shown in Fig. 1.
When K D 0; the channel is Rayleigh fading, which
is a special case of Rician fading. The LeNet-5 model
was modified to fit this specific task as illustrated in
Fig. 2. With 1500 waveforms for each class, a total
of 4500 samples were collected for the experiment.
60% of the samples were used for training, 20% were
applied to validation, and the final 20% were used in
testing. These waveform plots were resized to 128128

pixels before processed by the CNN model. Additive
White Gaussian Noise (AWGN) was also considered
in this task. Figure 3 shows the estimation accuracy
for the three K-factor classes with SNR D 3; 0,
3, and 10 dB. The estimation accuracy increases with
the rise of the SNR, and larger dataset yields better
performance. Table 1 contains the confusion matrix
for the K-factor estimation accuracy when the SNR is
10 dB. The identification accuracy for K = 0, 1, and
10 is 84%, 75%, and 100%, respectively. Then more
classes are introduced into the sample set, each class
now has 1000 waveform samples, and there are 5000
figures for the whole dataset with 5 classes. Table 2
lists the confusion matrix for K D 0; 1, 2, 4, and 8.
The overall estimation accuracy decreases with more
classes and a narrower interval between the value of Kfactors in Table 2 when compared with Table 1. The
convolution network is effective in the estimation of Kfactor in Rician fading without precedent knowledge of
any parameter of the signal even with different SNRs,
dataset sizes, and window sizes.

4

Fig. 1 Rician channel with Gaussian noise of SNR = 10 dB
for K = 0, 1, and 10.

Fig. 2
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Phase distortion level

Phase noise is a common phenomenon in wireless
systems, which could be resulted from thermal noise
or the channel itself[37]. Phase noise suppression has
gained interest in the industry with the implementation
of 5G devices and applications since phase noise
could cause Common Phase Error (CPE) and InterCarrier Interference (ICI) in 5G communication. To
maintain and improve the communication quality, it is
crucial to identify and measure the phase noise level.
Recognizing phase noise can help to test and compare

CNN architecture for estimation/classification of K = 0, 1, and 10.
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Fig. 3 Rician K-factor test accuracy vs. SNR for two
datasets of 4500 and 9000 waveform plots when K = 0, 1, and
10.
Table 1 Confusion matrix of SNR = 10 dB for dataset of
4500 waveform plots.
K D 0 K D 1 K D 10

Class

Accuracy
Overall
(%)
accuracy (%)

KD0

250

48

0

KD1

72

218

0

75

K D 10

0

0

312

100

84
86.3

Table 2 Confusion matrix for five classes with Gaussian
noise of SNR D 10 dB.
Class K D 0 K D 1 K D 2 K D 4 K D 8
K D 0 116

82

K D 1 39

109

K D2

46

4

11

Accuracy Overall
(%) accuracy (%)

0

0

56

40

0

0

58

125

17

0

65

K D4

0

3

31

158

8

79

K D8

0

0

0

49

162

77

67

the quality of wireless devices. Instead of the traditional
manual measurement with the field engineer on-site, we
proposed a much feasible approach.

Fig. 4

In our method, the QPSK signals were converted into
constellation diagrams, then fed into a CNN model for
classification. A constellation diagram contains scattered
points that represent modulated signals[38]. Each diagram
contains 1000 samples.
A QPSK signal with no phase noise, 20ı phase noise,
and 35ı phase noise was evaluated first. Then the sample
set was broadened to contain 0ı , 10ı , 20ı , 35ı , and 40ı
phase noise. Then we compared the recognition accuracy
between the 3-class and 5-class datasets. The LeNet
model was used in the experiment; the architecture was
illustrated in Fig. 4. 900 figures were used in the training
set, and 300 and 600 samples were for validation and
testing, respectively. AWGN with SNR from 0 to 20 dB
was also considered in the setup. Figure 5 shows the
QPSK signal in constellation representation with AWGN
at 0, 5, 10, and 15 dB. We examined the impact of SNR
on the recognition accuracy when phase noise is equal
to 0ı , 10ı , 20ı , and 35ı . Table 3 lists the identification
accuracy under the impact of AWGN. The performance
improves with the increase of SNR, which is 86.6% at
0 dB and 99.7% at 20 dB. The SNR was fixed to 10 dB in
the following experiment that measured the phase noise
at 0ı , 20ı , and 35ı . From the confusion matrix in Table
4, we can see the model successfully recognized the
QPSK signals without phase noise, while 20ı and 35ı
could be confusing in some cases. The overall accuracy
achieved 96.7%.
Then more phase noise levels were introduced into the
sample set. The confusion matrix for QPSK signal with
10 dB SNR is shown in Table 5. The overall accuracy

Convolutional neural network for phase noise level identification (3 classes).
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It is clear that higher SNR yields better accuracy in
both cases. The accuracy for 5 classes at 0 dB SNR
is significantly lower than that with 3 classes, and the
difference gets closer with the increase of the SNR. The
LeNet model successfully estimated the phase noise
levels, especially with higher SNR.

5

Fig. 5 Illustrations of three phase noise levels under
different SNRs.
Table 3 Three phase noise levels: Identification accuracy
with respect to SNR.
SNR (dB)

Accuracy (%)

0

86.6

5

95.7

10

98.0

15

98.3

20

99.7

Table 4 Confusion matrix for three classes (0ı , 20ı , and
35ı ) with SNR D 10 dB.
Class

0ı

20ı

30ı

0ı

194

0

0

20ı

0

168

14

30ı

0

2

222

Overall accuracy (%)
96.7

Table 5 Confusion matrix for five classes (0ı , 10ı , 20ı , 35ı ,
and 40ı ) with SNR D 10 dB.
0ı

10ı

20ı

35ı

40ı

0

184

0

0

0

0

10ı

0

21

6

0

0

20ı

0

48

160

8

0

35ı

0

0

8

190

6

40ı

0

0

0

8

170

Class
ı

MAC protocol identification

MAC protocol recognition helps the users to join
an ad-hoc network dynamically. In a cognitive radio
environment, the ability to identify the MAC protocol
enables the secondary users to efficiently utilize the
idle spectrum while the primary users are absent. MAC
protocol recognition can also be applied to SoftwareDefined Wide Area Network (SD-WAN), where the SDWAN devices need to fall over to the next optimum WAN
resource when the primary link is compromised. With
MAC protocol identification, the SD-WAN device can
intelligently adapt to the wireless network and eliminate
the need to swap the modules manually.
Support-Vector Machines (SVMs) have been used to
identify Carrier-Sense Multiple Access with Collision
Avoidance (CSMA/CA), slotted/pure aloha, and TimeDivision Multiple Access (TDMA) in Refs. [5, 8]. SVM
has also been used in this paper and we compared the
performance of SVM and CNN. In our experiment,
the received signal is transformed into spectrograms
and then fed into the convolutional network. Figure 7
illustrates the CNN model used in this task.
The dataset contains 2000 received signals for TDMA,
slotted aloha, and Frequency Hopping (FH). All the
received signals are transformed into spectrograms. 1000

Overall accuracy (%)

91.6

dropped by 5% after 10ı and 40ı phase noises were
introduced into the classes. Still, the deep learning
model was able to identify different classes of phase
noises for most samples. The performance of the model
at various SNR levels with 5 phase noise classes was
also investigated and the result is illustrated in Fig. 6.

Fig. 6 Accuracy of three and five phase noise classes under
different SNRs.
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TDMA

Slotted
Slotted
Slotted
aloha
aloha
aloha

Slotted
Slotted
Slotted
Slotted
aloha
55*55*96
aloha
Slotted
27*27*96
aloha
Slotted
aloha
Slotted
Slotted
aloha
55*55*96
aloha
aloha
27*27*256
27×27×256
aloha

Slotted
Slotted
Slotted
aloha
55*55*96
Slotted
aloha
aloha
55*55*96
55×55×96
aloha

227*227*3
227*227*3
227*227*3
227×227×3

13*13*384
13×13×384

13*13*384
13×13×384

13*13*256
13×13×256

4096

4096

Slotted
Slotted
Slotted
aloha
aloha
aloha

Frequency
Hopping
h
Convolutional layer
+
max pooling
Max
Pooling

Convolutional layer
+
max pooling
Max
Pooling

Fig. 7

Convolutional
layer

Convolutional
layer

D5 dB
(a) SNRD

Convolutional
layer

Convolutional layer
+
Max
Pooling
max pooling

Fully
connect

Fully
connect

CNN structure for MAC protocol recognition illustrated.

spectrograms are used as the training set, and the rest
1000 spectrograms are divided into validating and testing
set equally. The signals for the 3 MAC protocols are
generated through 5, 10, and 15 dB signal to noise
ratio environment as shown in Fig. 8, which are sample
spectrograms of FH with three SNR levels.
In TDMA, the time domain is divided into slots,
and each user transmits in turns. In slotted aloha, the
users can only start their transmission at the beginning
of each time slot and they will need to back up for
a random period if a collision occurs. For the FH
MAC protocol, the users hop to the optimum spectrum
at the end of a time slot. Both machine learning
and deep learning methods have been applied to the
MAC protocol recognition task. Figure 9 shows the

D10 dB
(b) SNRD

100

Accuracy (%)

50% traffic fixed length
30% traffic fixed length
10% traffic fixed length
5% traffic fixed length
1% traffic fixed length

99

90
80
50
30
0

10

5

15

SNR (dB)

Fig. 9 Accuracy for frequency hopping, TDMA, and slotted
aloha with observation window of 100 time slots using SVM
(Rayleigh fading).

identification accuracy for TDMA, slotted aloha, and
frequency hooping using SVM. The features used in
SVM were carefully examined and composed based on
the correlation coefficient (cor) and the F1 score as listed
in Table 6.
The power level of the signal (pmax , pmean , and pmin ),
busy (bmax and bmean ), and idle (imax and imean ) time
period were extracted as features for MAC protocol
recognition using SVM. These features were further
processed and their correlation coefficient of minimum,

D15 dB
(c) SNRD

Fig. 8 Sample plots of FH with 5% traffic load, SNR=5, 10,
and 15 dB, and 100 slots of an observation window.
Table 6

Slotted
a
Aloha

Correlation coefficient and F1 score of TDMA, slotted aloha, and frequency hopping recognition features.
pmax

pmean

pmin

imax

imean

bmax

bmean

cor

pmax

1.0000

0.0690

0.0463

–0.0280

–0.1111

–0.0114

0.0658

0.0395

pmean

0.0690

1.0000

0.0232

–0.0422

–0.2581

–0.1649

0.3322

0.0297

pmin

0.0463

0.0232

1.0000

–0.0056

–0.0135

0.0135

0.0056

–0.0324

imax

–0.0280

–0.0422

–0.0056

1.0000

0.0538

0.0610

–0.0185

–0.0208

imean

–0.1111

–0.2581

–0.0135

0.0538

1.0000

0.0508

–0.1790

–0.0128

bmax

–0.0114

–0.1649

0.0135

0.0610

0.0508

1.0000

–0.1766

–0.0169

bmean

0.0658

0.3322

0.0056

–0.0185

–0.1790

–0.1766

1.0000

0.0719

cor

0.0395

0.0297

–0.0324

–0.0208

–0.0128

–0.0169

0.0719

1.0000

F1 score

0.5824

0.7716

0.3040

0.3737

0.4013

0.3635

0.4703

0.2976
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mean, and maximum value were carefully examined as
shown in Table 6. Then the F1 score was calculated
for each of these features. A higher F1 score means
that the feature represents the data better. Features
were ranked by their F1 scores, and features with
high correlation coefficient were removed from the set.
Features were added one at a time following their F1
scores, and the recognition accuracy was evaluated after
adding each feature. The mean power feature and the
combination of mean power and maximum power almost
had the same accuracy in our experiment. Adding the
average busy time period and average idle time period
both had a positive effect on the experiment; however,
introducing max idle time period did not further increase
the recognition accuracy. In this way, the feature set was
determined and applied to the MAC protocol recognition
task and the result is shown in Fig. 9.
CNN model was also used to recognize the MAC
protocols as a deep learning approach and Fig. 10
demonstrates the identification results. It is clear that
the deep learning approach has better accuracy than the
machine learning scheme. The recognition accuracy
increased from 85% to 99% when using CNN instead of
SVM. Notice that features in SVM were constructed
manually while the deep learning architecture can
extract feature by itself. Manual feature selection could
introduce inaccuracy to the experiment as it is hard to
construct a feature set that covers all the characteristics
of the data and avoids overfitting at the same time. On
the other hand, auto-feature selection in deep learning
helps to eliminate manually introduced errors.

6
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ISM band signal identification

ISM band signal identification can help the wireless
network nodes to adapt their transmission scheme to
the system and improve their performance. If a node
is able to detect what kinds of signals are existing in
the network, then the node can adjust its power level
or channel to achieve optimum throughput. In existing
research, Refs. [39--42] measured spectrum occupancy
to recognize complex signals. In this work, three ISM
band signals and the combination of their coexistence
are fed into a CNN model for identification. The input
signals including Bluetooth, WiFi, Microwave, and their
combinations: Bluetooth-WiFi (B-W), WiFi-Microwave
(W-M), Bluetooth-Microwav (B-M), and BluetoothWiFi-Microwave (B-W-M) and noise. These signals
are generated with the ComBlock modules, which are
designed for soft designed radios that are capable of all
essential wireless communication functions. A 2.5 s of
signal fractural is captured and transformed into pictures
(see Fig. 11).
500 samples were collected for each class with 400
used in training and validation and 100 saved for testing.
These samples were fed into the Inception V3 model as
shown in Fig. 12, which had been proved to be effective
in image recognition tasks by the ImageNet database.
We took advantage of transfer learning and used this
pre-trained CNN model for the ISM band recognition
task as illustrated in Fig. 13. The number of nodes in the
output layer was adjusted to 8 to fit our study and the
other parameters of the Inception V3 were frozen in the

100
50% traffic fixed length
30% traffic fixed length
10% traffic fixed length
5% traffic fixed length
1% traffic fixed length

Accuracy (%)

99

(a) Bluetooth
90

50
30
0

5

10

SNR (dB)

15

Fig. 10 Accuracy for frequency hopping, TDMA, and
slotted aloha with an observation window of 100 time slots
using CNN (Rayleigh fading).

(b) WiFi-Microwave
Fig. 11

(c) Bluetooth-WiFi-Microwave
ISM band signal samples.
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Fig. 12

Inception V3 structure.

signal patterns, such as Bluetooth-WiFi and BluetoothMicrowave. Overlapped signal patterns make it hard
for the deep learning architecture to identify the signal
classes. The model still reaches 96% accuracy even
when all 3 types of signals are overlapped. We can
conclude that this method has been proved to be
promising in the ISM band signal identification work
for both single signal and multi-signal overlapping
scenarios.

7

Fig. 13

Inception V3 model training.

training process as transfer learning was applied in the
model.
The overall identification accuracy reached 98.875%
for 3 signals types and their combinations with 800
testing samples for each class. The confusion matrix
is shown in Table 7.
From the confusion matrix, we can see the Inception
V3 model reaches 100% accuracy under a single signal
scenario, then 99% accuracy when it comes to complex

Cellular system identification

As we march into the 5G age, there are still a
significant amount of devices that are running on Fourth
Generation (4G) or Third Generation of wireless mobile
telecommunications technology (3G) system. Gaining
the ability to identify the 3G, 4G, and 5G signals, the
wireless users can achieve better performance in their
applications. The waveform of the three generations of
cellular signals is illustrated in Fig. 14. Deep learning
was used in signal classification in Refs. [43, 44] to
identify Global System for Mobile communications

Table 7 Confusion matrix of identification results using
Inception V3.
Class
B
W

B

W M

100 0

N B-W B-M W-M B-W-M Accuracy
(%)

0

0

0

0

0

0

100

0 100 0

0

0

0

0

0

100

M

0

0 100 0

0

0

0

0

100

N

0

0

0 100

0

0

0

0

100

B-W

0

1

0

0

99

0

0

0

99

B-M

0

0

1

0

0

99

0

0

99

W-M

0

2

0

0

0

0

97

1

97

B-M-W 0

0

0

0

1

0

3

96

96
Fig. 14

3G, LTE, and 5G signal waveforms.
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(GSM), Universal Mobile Telecommunications System
(UMTS), and Long-Term Evolution (LTE) signals. We
will also use deep learning models to identify 5G signal
in this section.
In the signal generating stage, 1000 signals were
generated for each category in image form. The 3G
signal was generated using MATLAB UMTS function,
the 4G signal was composed by the “lteRMCDL”
function in Matlab, and the 5G data were produced by
the 5G toolbox. In addition to the original cellular signal,
more data were generated under various signal to noise
ratios, including 20, 15, 10, 5, 3, 0, –3, –5, –10, –15, and
–20 dB. Signals with AWGN and Rayleigh fading were
also examined in the experiment. Each of the images
contained 128128 pixels and they were sampled into
an array with the length equal to 307 200 and re-sampled
as we evaluated the effect of the number of features on
the recognition accuracy. The LeNet-5 model was used
to identify these cellular signals in various transmission
environments as shown in Fig. 15. Fn are the features
which are used as input and the outputs are the three
types of cellular signals, 5G, LTE, and 3G.
In the experiment, we observe that larger training
dataset yields better recognition accuracy. Figure 16
shows the accuracy with training data sizes 500, 1000,
and 10 000 with SNR from –20 to 10 dB. At –20 dB
SNR, 500, 1000, and 10 000 yield identification accuracy
around 90%, 93%, and 94%, respectively. The difference
between 1000 and 10 000 training sizes is smaller than
that between 500 and 1000.
Then we tested the model with different numbers

Fig. 15

25

of features. Tables 8 and 9 are the confusion matrix
for the signals with 1000 features and 10 000 features,
respectively. The recognition accuracy increases from
97.4% to 98.5% with the number of features increasing
from 1000 to 10 000, and we can see that more features
lead to better accuracy.
Rayleigh fading was also introduced into the dataset.
Figure 17 shows that signals with a fading channel
are more challenging to identify than with the AWGN
channel, and the accuracy drops by over 10% on average.
Deep learning is an effective method in cellular signal
recognition, we are able to achieve good identification
accuracy even under a high signal to noise ratio. More
extensive training sets and more features yield better
performance, while signals in the AWGN channel are
easier to identify than signals in the fading channel.

8

Conclusion

This paper explored the application of deep learning
architectures in spectrum awareness from various levels
and aspects of the wireless system. The deep learning
models can help solve problems in modulation, signal
propagation, MAC protocols, and wireless and cellular
signals. Deep learning demonstrated its advantage over
traditional methods in most cases. We can also see that
deep learning not only guarantees superior accuracy
but also provides more efficiency. Moreover, due to
the automatic feature extraction function, deep learning
architectures require less preliminary knowledge about
the input data, which gives us more freedom in data
manipulation.

Convolutional neural network.
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[2]

[3]

[4]
Fig. 16 Identification accuracy with different training set
sizes (1000 features, AWGN channel).
Table 8 Confusion matrix of SNR = –10 dB for 1000 features
in AWGN channel.
Class

3G

LTE

5G

Accuracy (%)

3G

958

33

9

95.8

LTE

9

961

30

96.1

5G

8

15

977

97.7

[5]

Overall
accuracy (%)
97.4

[6]

Table 9 Confusion matrix of SNR = –10 dB for 10 000
features in AWGN channel.
Class

3G

LTE

5G

Accuracy (%)

3G

985

11

4

98.5

LTE

7

981

12

98.1

5G

3

6

991

99.1

Overall
accuracy (%)

[7]

98.5
[8]

[9]

[10]

[11]

Fig. 17 Performance comparison of fading and AWGN
channels (1000 features, 1000 training dataset).
[12]
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