We consider the one-dimensional logistic problem (r α A(|u
Introduction and the main results
As pointed out in the recent monograph by Buttazzo et al. [3] , one-dimensional variational problems deserve special attention. In fact, problems of this kind have their own characters. Sometimes, as we will also see in this paper, higherdimensional variational problems can be reduced to one-dimensional ones.
We study the following problem: in the radial case.
(ii) For α = N − 1 and A(t) = (1 + t 2 ) −1/2 , (1.1) becomes the radial mean curvature equation, that is,
(1.3) (iii) Typical functions A that verify (A1):
Our first result concerns the nonexistence of the solution to problem (1.1) in the case where lim t→∞ tA(t) < ∞. Next we consider the case where (A2) lim t→∞ A(t)/t m−2 = A 0 ∈ (0,∞), for some m > 1.
We point out that the case A(t) = t m−2 , m > 2, was studied in [11] . (ii) Functions satisfying both conditions (A1) and (A2) are given, for example, by (1.4) and (1.6), with m > 1.
Define
, it follows that Ψ is a continuous increasing function with Ψ(0) = 0.
From (A2), and l'Hospital's rule, we deduce that [6, 13] ) and it plays a basic role in the treatment of elliptic equation that admits large solutions. Basic results in the study of large solutions for stationary problems have been recently obtained in [1, 2, 4, 5, 7, 8, 9, 10, 11] .
then (1.1) has at least one positive solution. Moreover, this solution is large.
Our next result gives an estimate of the growth of a solution of (1.1) in case if f is bounded. More precisely, we prove the following theorem.
Theorem 1.6. Assume (A1), (A2), and (g1) hold and f is bounded. If u is a positive solution of (1.1), then
.
(1.10)
Proofs
If u is a positive solution of (1.1), then
We deduce that A(|u (r)|)u (r) > 0 for r > 0 which implies u (r) > 0. Since f is nondecreasing, it follows that
Proof of Theorem 1.2. Arguing by contradiction, let u be a solution of (1.1). Since u(0) > 0 and f , u are nondecreasing functions, from (2.1) we get
On the other hand, lim t→∞ tA(t) < ∞, which implies that A(u (r))u (r) is bounded on [0,∞). This fact and the above inequality lead to a contradiction since 
Multiplying by u the above inequality and integrating on [0,r], we obtain
Now, integration by parts yields
for all r > 0. By a change of variables, we now find
Hence,
By (1.7) and using the fact that u (r) → +∞ as r → ∞, there exist r 0 > 0 and a positive constant C > 0 such that
Integrating this inequality on [r 0 ,r], we find
Letting r → ∞ in the above relation, we get Using (2.1) and the fact that A(u )u ≥ 0 on [0,R), we have 
According to (1.7), there exists R 0 ∈ (0,R) such that
where C 1 > 0 is a constant independent of f and u. Hence,
An integration over [R 0 ,r], r < R, and a change of variable lead to
Now, letting r R, we find
which contradicts our assumption (1.9). We conclude that there exists a solution of (1.1) and the proof is now complete. From (A2), we get
. This completes our proof.
Applications to the N-dimensional case
In this section, we show how the previous results can be applied to the corresponding problem (1.1) in the N-dimensional case, that is,
Many papers have been devoted to the semilinear case A ≡ 1 (see, e.g., [1, 2, 4, 5, 6, 7, 8, 9, 10, 11, 13] and the references therein). In [12] , Naito and Usami studied the case p ≡ 1 and A satisfying (A1).
A very useful tool is the following comparison principle. 
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We also have the following proposition. The proofs of Propositions 3.1 and 3.2 are similar to those for the case p ≡ 1, which can be found in [12] . Now we state the results that can be reduced to the one-dimensional case of the inequality problem (3.1). Remark 3.7. The assumptions (g1) and (g2) are sufficient but not necessary for the existence of a solution to inequality (3.1). As a counterexample we can take A ≡ 1, f (r) = r, p(r) = 2N/(r 2 + 1). It is obvious that (g1) and (g2) fail to hold but the inequality problem (3.1) has the positive entire large solution u(x) = |x| 2 + 1.
