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We study a model for the evolution of chemical species under a combination of population dy-
namics on a short time scale and a selection mechanism on a longer time scale. Least fit nodes are
replaced by new nodes whose links are attached to the nodes of the given network via preferential
attachment. In contrast to a random attachment of newly incoming nodes that was used in previous
work, this preferential attachment mechanism accelerates the generation of a so-called autocatalytic
set after a start from a random geometry and the growth of this structure until it saturates in a
stationary phase in which the whole system is an autocatalytic set. Moreover, the system in the
stationary phase becomes much more stable against crashes in the population size as compared to
random attachment. We explain in detail in terms of graph theoretical notions which structure of
the resulting network is responsible for this stability. Essentially it is a very dense core with many
loops and less nodes playing the role of a keystone that prevents the system against crashes almost
completely.
INTRODUCTION
One of the key challenges in understanding the origin
of life on prebiotic earth concerns the creation of non-
random and self sustaining entities at first place from
an assumed completely random scenario [1, 2]. From
a naive point of view, it seems extremely unlikely that
highly non-random organizations can evolve from a ran-
dom start in a self-organized manner within a reasonable
period of time. This key question in the origin of life
problem can be addressed on various levels. Jain and
Krishna [3] were among the first to illustrate such a pos-
sibility through their mathematical model on the level
of graphs with interacting populations: a highly non-
random structure can evolve from an initial random sce-
nario in a short period of time. In their evolving network
model, the population dynamics on a short time scale
is coupled with a selection mechanism on a longer time
scale. As shown in Ref. [3], it is the appearance of cer-
tain non-random structures in the graph of interacting
species together with the population dynamics assigned
to the species that triggers the evolution of the network
towards larger complexity. These non-random structures
turn out to be so-called autocatalytic sets (ACS) [1, 2, 4]
which are a set of nodes that can collectively replicate.
In the context of the Jain and Krishna (JK) model
[3, 5, 6, 7], an ACS is defined as a set of nodes in the graph
where each node has at least one incoming link from some
other node in the same set [3, 5, 6]. One can further
divide the nodes of the ACS into two sets: its core and
its periphery (for the precise definition we refer to Ref. [6,
7]). In the JK model, it is the first occurrence of an ACS
after the start from an initial random graph that triggers
the onset of the growth phase. In the growth phase, there
is a dramatic increase in the number of links in the graph
in conjunction with the ACS accreting more and more
nodes into it. The growth phase culminates with the ACS
spanning the whole graph. This event marks the start of
the organized phase in which the number of populated
nodes becomes stationary. The system remains in the
organized phase until a crash occurs with a sudden drop
in the number of populated nodes. After such a crash,
the system ends up either in the initial random phase or
in the growth phase from where it starts all over again
until it reaches the organized phase which is followed by
an eventual next crash. In Ref. [6, 7], different structural
changes in the evolution of the graph were analyzed in
detail that may result in the crash of the majority of
populations in the model. As it turned out, crashes may
happen as a consequence of certain kind of innovations at
an earlier time or of extinction of certain keystone species
in the network. More precisely, crashes are often a result
of core-shifts (to be explained later) [6, 7]. Recently it
was shown that the number of crashes in the model gets
reduced with increase of diversity in the system, diversity
in the sense of larger system size [8].
In this paper, we incorporate a kind of the preferential
attachment mechanism [9, 10] into the JK model after
selection and removal of the weakest node. We show
that preferential attachment of the newly added node
to existing nodes of higher degree renders the network
model extremely robust against crashes. So, in our ver-
sion, we also start with an initial random network and
let the populations of the species evolve according to the
same linear population dynamics as the one in the JK
model until it reaches the attractor. Next, we select the
“worst performing” node or species in the network with
the lowest relative population and eliminate it from the
network with all its connections [11]. A new node is
then introduced into the network with an average num-
ber of incoming and outgoing links that are attached to
existing nodes in the network according to a preferential
attachment rule. In the context of our model, it means
that a new chemical species is more likely to catalyze
2(or get catalyzed by) existing nodes which already do
catalyze (or get catalyzed by) several other nodes than
those nodes with low connectivity. The reason why we
call the species ”chemical” is due to the type of popula-
tion dynamics. The model can be argued [3] to provide
a simplified description of metabolic networks with sub-
strates with gain and loss terms when they catalyze each
other. The very mechanism of preferential attachment or
the “rich get richer” scheme is certainly at work in shap-
ing real networks like the World Wide Web (WWW),
social and economic networks [9, 10]. In certain cases
the preferential attachment mechanism may also explain
the origin of scale-free degree distributions in biological
networks [12]. In particular, it has been shown that the
metabolic networks inside various organisms across the
three domains of life have a scale-free degree distribution
with few high-degree metabolites dominating the overall
connectivity of the metabolic networks [13, 14]. Further-
more, according to Ref. [14] the high-degree metabolites
such as ATP and NAD, which play a central role within
the organization of the metabolic network, are also be-
lieved to be the most primitive ones. Many of these high-
degree metabolites also participate in the tricarboxylic
acid (TCA) cycle and glycolysis which are considered to
be among the most primitive pathways in metabolic net-
works. This overlap of high-degree metabolites with the
list of ancient metabolites has been argued as an indirect
evidence for the role of preferential attachment mecha-
nism in shaping metabolic networks in the course of evo-
lution. Similarly, in the Barabasi-Albert model of gener-
ating scale-free networks the hubs are the oldest nodes in
the network. Another strong support for the role of the
preferential attachment mechanism in shaping biochemi-
cal networks comes from the recently reported power-law
distribution of the ligand-protein mapping [15]. In Ref.
[15], it was shown that there are a few ligands that bind
to many different domains while most ligands bind to
few domains. The highly connected ligands also bind to
the most primitive domains in the protein universe. This
observation again suggests that preferential attachment
has certainly played some role in shaping biochemical
networks.
In the JK model, the accelerated growth towards a
highly complex and non-random organization was a re-
sult of the occurrence of an ACS by chance along with
the selection of the weakest node. The reason is that in
the growth phase the weakest node cannot belong to the
dominant ACS, the number of nodes and links belonging
to the ACS, once it was created, gets amplified. In our
version of the model, in addition to the selection of the
weakest node, the newly added node preferentially at-
taches to the ACS due to its higher density of links, and
most likely to the nodes forming the core of the ACS.
This explains why in our version an ACS preferentially
grows along with its core, and core shifts, which are of-
ten the main cause for crashes, are extremely rare. Fur-
thermore, in our case, the dense architecture of the core
goes along with many loops within the core and there-
fore multiple sustenance pathways, resulting in only a
few keystone nodes in the graph, so that the structure is
much less vulnerable and becomes extremely stable in the
organized phase. These results should be compared with
the error and attack tolerance of scale-free networks as
studied in [16]. The error tolerance in scale-free networks
is pronounced with respect to random failures and makes
these networks more robust than their random counter-
parts, but, in contrast to our networks, they are very vul-
nerable against intentional attacks due to the presence of
their hubs.
The paper is organized as follows. In section 2, we de-
scribe the evolving network model with population dy-
namics on a short time scale coupled to selection and fol-
lowed by preferential attachment on a longer time scale.
In section 3, we present the results from simulations of
the new model and compare its behavior with that of the
JK model. In secttion 4, we analyze the enhanced stabil-
ity in terms of structural changes in the graph, generated
during the update events. In section 5 we summarize our
results and conclusions.
THE MODEL
The system consists of s nodes forming a network of di-
rected interactions. The graphical structure can be com-
pletely specified by its adjacency matrix C ≡ (cij), i, j =
1, . . . , s. A node in the network may be thought to rep-
resent a molecular species, the assigned variable gives its
concentration. The element cij = 1 if species j catalyzes
the growth of species i, and zero otherwise. Also, cii = 0
for all nodes i, since self replicating species are excluded
from this model.
The equation for the population dynamics of the dif-
ferent molecular species in the network is then given by
y˙i =
s∑
j=1
Cij yj − φyi . (1)
Here, y˙i is the rate of change of the population of species
i. The first term on the right hand side of Eq. 1 can be
interpreted as the positive effect of all species catalyzing
species i, each one having an effect proportional to that
of its population. The second term on the right hand
side of Eq. 1 corresponds to a loss term with φ as the
common death rate for population yi. In terms of the
relative populations xi with xi = yi/
∑
k yk, the Eq. 1
can be written as
x˙i =
s∑
j=1
cij xj − xi
s∑
k,j=1
ckj xj , (2)
So far the set up of the model is exactly the same as in
3the JK model. For a detailed motivation we refer to the
original reference [3].
For the dynamics described by Eq. 2, the system ap-
proaches a fixed-point attractor at which all xi become
time independent constants. It was shown in [6, 7, 17]
that this steady state is just the Perron-Frobenius eigen-
vector of the matrix C corresponding to its largest real,
so-called Perron-Frobenius eigenvalue. For a generic non-
negative matrix C, there is a unique, global attractor of
the system independent of the choice of initial conditions
and stable against perturbations of the xi.
Next we come to the evolution on a longer time scale.
The first step in the evolving network model involves the
generation of a sparse matrix C that is drawn from the
random binomial ensemble with on average m links per
node (with m < 1). In the next step, we use the pop-
ulation dynamics equation given by Eq. 2 to determine
the steady state for the initial random network. The
steady state can be either obtained from the converg-
ing dynamics, or, as mentioned earlier, as the Perron-
Frobenius eigenvector of the adjacency matrix C of Eq.
2. In order to introduce evolution in the model, selec-
tion is imposed in the spirit of Darwin’s ‘Survival of the
fittest’. In this context it is natural what to call least fit:
the species or node with the lowest relative population
in the steady state. This node is removed from the sys-
tem [11] along with all its links from the graph. If there
are more than one least fit nodes, we select one of these
candidates at random.
The difference between our model presented here and
the JK model lies in the mechanism by which a new node
is added after the removal of the least fit node from the
network. In the JK model, the newly added node has an
average in-degree and out-degree equal to m, it has equal
probability of attaching to any of the existing nodes in
the graph. In our model, the new node shall on average
have the same in-degree and out-degree equal to m as in
the JK model, but preferentially [9, 10] attaches to an
existing node with higher degree. A new node i will have
an an outgoing link and an ingoing link to an existing
node j in the network both with the same probability
kj m∑s
j=1 kj
, (3)
where kj denotes the total degree of node j. The pro-
portionality factor m is used to tune the average (in- and
out-) degree by which a new node gets equipped. Here it
is chosen such that on average the out- and in degrees are
the same as in the random phase and as in the JK model
in order to facilitate the comparison of results. Since the
average degree in the simulations is chosen less than 1
(due to fixing m as 0.25), in the majority of graph up-
date events the new node will not have any link to the
existing nodes, but in some update events it must estab-
lish more than one, since otherwise no loops would ever
form. We have checked in our simulations that the av-
erage (in- and out-) degrees in the JK model and in our
version are approximately equal to m = 0.25. Note that
the preferential attachment scheme presented here differs
from the standard preferential attachment rule that leads
to scale-free degree distributions in the Barabasi-Albert
algorithm [9, 10] where the number of incoming links be-
longing to the new node is fixed in contrast to our scheme
where m gives only an average connectivity of the node
over many update events.
The selection and update mechanism together result in
a structural perturbation of the initial network. For the
new network we then determine again the attractor of
the population dynamics Eq. 2 and repeat the selection
and update afterwards to study the interplay between
structure and dynamics during evolution in time. This
way two time scales are implemented: The short time
scale refers to the population dynamics during conver-
gence to the fixed point, the longer time scale to the time
interval between two structural updates, but further time
scales are generated dynamically due to the duration of
the transient random phase, the transient growth phase,
and the interval between two crashes.
In the next section, we present the results from the sim-
ulations of our model in comparison with the JK model.
For simplicity, from now on we will refer to the JK model
as the ‘former model’ and the model presented here with
preferential attachment as new ingredient as the ‘modi-
fied model’.
RESULTS AND DISCUSSION
In this section, we present our results from simulations
of the former model and the modified model, and then
compare the observed features. For these simulations, we
have chosen the number s of nodes or chemical species
in the network to be equal to 100 and the parameter m
entering the preferential attachment of the new node to
be equal to 0.25 in both models in order to facilitate com-
parison. Most of our results presented below are based
on data compiled from a single run of 105 time steps of
the former model (shown in Fig. 1(a) and Fig. 2(a))
and a single run of 105 time steps of the modified model
(shown in Fig. 1(b) and Fig. 2(b)) with the parameter
values s = 100 and m = 0.25 in each of them. In order
to check that the runs shown in Fig. 1 and Fig. 2 are ac-
tually representative for both models, we have repeated
25 times the run of the former model and the run of the
modified model starting with a different random number
seed in each run, but with the same parameter values
s = 100 and m = 0.25. We find that the characteristic
behavior observed in the single runs shown in Fig. 1 and
Fig. 2 are representative. For some aspects like the du-
ration of the transient random phase, (i.e., the number of
time steps starting from the initial random network un-
4til the appearance of the first ACS in the network) and
the duration of the first growth phase, (i.e., the number
of time steps from the appearance of the first ACS un-
til the ACS spans the whole network), we report results
averaged over 1000 different runs of the former and the
modified model, starting with a different random num-
ber seed in each run. Towards the end of this section,
we present results from simulations where we have var-
ied the number of nodes (s) between s = 40, 60, 80 and
100 keeping the parameter m = 0.25 in each case. Apart
from a few test runs we have not varied the value of the
parameterm, since it is known for the former model from
Ref. [17] that very small values of m keep the system in
the initial random phase. Beyond a certain threshold in
m, the system can transit into the growth and organized
phases in a finite time which in general depends on both
values of m and s. The three phases observed during
network evolution are explained in detail below.
Three phases are observed during network evolution
in both models
In Fig. 1, the number of populated nodes in the graph
(s1) is plotted as a function of time steps (n) for the
former model and the modified model. In both models,
three phases are observed during network evolution. The
random phase extends from the initial random network
until the appearance of the first ACS in the network. This
is followed by a growth phase where the ACS accretes
more and more of the given set of nodes and grows until
an organized structure is built where all s nodes in the
network are populated and are part of the ACS. The
network then continues to stay in the organized phase
for some time with at least s − 1 nodes populated. In
case of the former model, it is observed that from the
organized phase the network may return to the growth
phase or the random phase (an indication for a so-called
crash, see below), while in case of the modified model,
the network continues to stay in the organized phase.
Preferential attachment mechanism accelerates the
creation of the first ACS and the transition from the
growth to the organized phase
It was found that the first ACS appears after 1107 time
steps on an average over 1000 runs in the former model
while it appears after only 113 time steps on average in
the modified model, starting from the initial random net-
work. The duration of the first growth phase was found
to be 1600 time steps on average in the former model
compared to 491 time steps in the modified model. All
numbers refer to an average over 1000 different runs each
starting with a different random number seed. Thus,
the duration of the initial random phase and the first
growth phase are considerably shorter in the modified
model. This observation can be explained by the graph
update scheme. Starting from a initial random network,
the creation of the first ACS is facilitated by the prefer-
ential attachment mechanism in the modified model as
the new node is more likely attaching to existing nodes
with higher than with lower degrees. Further, since the
nodes in the ACS have higher degrees compared to nodes
that are not part of the ACS, the new node is more likely
attaching to nodes belonging to the ACS, this obviously
accelerates the growth phase in the modified model.
Crashes are extremely rare in the modified model
The most important difference observed between the
two models during network evolution lies in the occur-
rence of crashes. A crash in the context of the for-
mer model was defined as a single graph update event
in which the number of populated nodes (s1) drops by
more than s/2 nodes [7]. During a crash an overwhelm-
ing number of nodes get extinct at the next time step
due to some structural change in the graph. A compari-
son in Fig.2 shows that crashes are extremely rare in the
modified model.
We also compared the number of crashes in both mod-
els in a larger data set compiled from 25 different runs
each of 105 time steps for the same parameter values
s = 100 and m = 0.25 in each run. A total of 1160
crashes was observed in the 25 runs of 105 time steps
each of the former model, but only a total of 6 crashes
were observed in the 25 runs of 105 time steps each of
the modified model. Further, after the appearance of
the first ACS in the graph, in the modified model the
network never returns to the random phase without any
ACS, in contrast to the former case. Thus, the modified
model is extremely robust to crashes which can lead to
the extinction of a majority of species in the network..
Since both models only differ in the graph update
scheme, the enhanced robustness of the modified model
must be attributed to the preferential attachment mecha-
nism. We now present a detailed analysis of the structure
of graphs at different time steps during network evolution
in Fig. 2 in order to better understand the origin of ro-
bustness to crashes in the modified model.
A typical graph in the organized phase has a much
larger Perron-Frobenius eigenvalue in the modified
model
As it was shown in Ref. [7], the Perron-Frobenius
eigenvalue (λ1) of the adjacency matrix, assigned to the
network and measured as a function of time, is an impor-
tant measure for elucidating the structural changes in the
graph during the course of network evolution. Moreover
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FIG. 1: (Color online) The number of populated nodes, s1, as a function of time steps, n, in (a) the former model and (b) the
modified model with number of nodes s = 100 and m = 0.25. To get a better resolution of the initial and the growth phase in
the modified model, we plot s1 only for 10000 time steps while the runs actually extended over 10
5 steps.
we know from [7] that λ1 is 0 if the graph has no ACS.
Further, λ1 indicates the creation of the first ACS in the
graph when it becomes larger than or equal to 1. The ap-
pearance of the first ACS leads to the onset of the growth
phase which is characterized by a sudden increase in the
number of links in the graph. In the organized phase,
λ1 is larger than or equal to 1 for both models as there
is at least one ACS in the graph in both phases. We
have plotted the time evolution of the Perron-Frobenius
eigenvalue (λ1) in Fig. 3 for both models corresponding
to the runs shown in Fig. 2. By comparing the value of
λ1 for different graphs in the organized phases (cf. Fig.
3), it is seen that λ1 has a much larger value for a typical
graph in the modified model. As it was shown in [7, 17],
the value of λ1 is correlated to the density of links in the
core of the ACS . Thus the core of the ACS of a typical
graph in the modified model is more dense. This renders
networks in the organized phase of the modified model
more robust against crashes.
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FIG. 2: (Color online) The number of populated nodes, s1, as a function of time steps, n, in (a) the former model and (b) the
modified model with number of nodes s = 100 and m = 0.25. The runs shown in part (a) and (b) are the same as those of Fig.
1 (a) and (b), respectively, but here we have plotted the value of s1 for each of the 10
5 time steps.
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FIG. 3: (Color online) The Perron-Frobenius eigenvalue λ1 of the adjacency matrix of a graph, as a function of time n, in (a)
the former model and (b) the modified model for the runs shown in Fig. 2.
The core of a typical graph in the organized phase
has many more fundamental loops in the modified
model
We further explored the structural properties associ-
ated with the core of the ACS at each time step that en-
dows the system with enhanced stability against crashes
in the modified model. We computed the number of
nodes in the core as a measure for its size and the num-
ber of fundamental loops in the core as a function of
time for the runs of the two models shown in Fig. 2.
The corresponding data are plotted in Fig. 4 and Fig. 5.
Obviously the core size in the former model can become
as large as in the modified model (cf. Fig. 4), but the
number of fundamental loops within the core is clearly
different (cf. Fig. 5). The number of fundamental loops
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FIG. 4: (Color online) The number of nodes in the core of the graph as a function of time steps, n, in the former model (black
curve) and the modified model (red curve) for the runs shown in Fig. 2.
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FIG. 5: (Color online) The number of fundamental loops in the core of the graph as a function of time steps, n, in the former
model (black curve) and the modified model (red curve) for the runs shown in Fig. 2.
is given by the first Betti number (or cyclomatic number)
which is the number of edges minus the number of nodes
plus the number of connected components, all measured
within the core. The larger number of loops in the core
also explains the observed higher value of λ1 in the mod-
ified model. It is an indicator of the multiplicity of paths
within the core and the reason for its stability.
In addition to a denser core, also the total number
of links in the organized phase is larger (cf. Fig. 6).
This is again a consequence of preferential attachment,
combined with the ”survival” criteria implemented via
the population dynamics.
Degree distribution and clustering coefficient of a
typical graph in the organized phase
We next study typical graphs in the organized phase of
the two models in terms of standard graph-theoretic mea-
sures that characterize the structure of various complex
networks. The degree distributions for typical graphs in
the organized phase of the two models are shown in Fig. 7
and Fig. 8. It is clear that both in-degree and out-degree
distributions are not exponential but rather power-like,
but it is not possible to uniquely read off the actual val-
ues of the power for the degree distributions from our
data. An extension of the degree distribution over more
than two orders of magnitude is also not possible, since
the number of nodes (s) in our simulations is restricted
to 100. The in-degree distribution spans even one order
of magnitude less than the out-degree distribution (cf.
Fig. 7 and Fig. 8). The reason for this asymmetry is
a dynamical one, it is not specific to preferential attach-
ment in the modified model. The observed asymmetry
in the degree distributions can be understood as follows.
The ACS is defined as a set of nodes for which each node
has at least one incoming link from some other node in
the set. The nodes in the ACS can be further divided
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FIG. 6: (Color online) The number of links in the graph as a function of time steps, n, in the former model (black curve) and
in the modified model (red curve) for the runs shown in Fig. 2.
into two sets: the core and the periphery. A node in
the graph that has an incoming link from a core node
but no outgoing link to any core node will be part of the
periphery of the ACS. It will have nonzero population
in the attractor, while, vice versa, a node in the graph
that has an outgoing link to a core node but no incoming
link from any core node will not be part of the ACS and
will have zero population in the attractor. Such a node
may get eliminated during selection, so that a formerly
connected core node to this node will loose one incoming
link in such an event. Thus, in general, core nodes will
have larger out-degrees than in-degrees, as any node that
has an incoming link from a core node is guaranteed to
be populated while a node that has an outgoing link to
a core node is not and may get eliminated via selection.
We then computed the clustering coefficient [18] of the
graphs in the organized phase for the two models. The
average value of the clustering coefficient for the graphs
in the organized phase in the run of the former model
was found to be 0.02(9) ± 0.02 and 0.7(9) ± 0.09 in the
modified model. The much larger value of the clustering
coefficient in the modified model is a mere reflection of
the higher density of links in the core of the graphs.
For illustration we show in Fig. 9 the structure of
the graph at time step 81000 for the run of the modified
model corresponding to Fig. 2(b) with parameter values
s = 100 and m = 0.25. The graph is fully autocatalytic
and all nodes are populated. The figure nicely shows the
dense architecture of the core in the organized phase of
modified model with many loops within the core (black
nodes).
TABLE I: Number of crashes as a function of the number of
nodes in the network for the two models.
Number of nodes Number of crashes in Number of crashes in
(s) the former model the modified model
40 113 23
60 82 6
80 49 2
100 44 1
Both diversity and preferential attachment can
enhance network robustness
In Ref. [8] it has been observed for the former model
that the stability of the model with respect to crashes
increases with an increase in the number of nodes. A
larger number of nodes stands for more diversity in the
population. This increase in the stability was attributed
to a larger number of cycles in the core of the graph
[8]. We find the same qualitative behavior: an increase
of stability of the modified model to crashes with an in-
crease in the number of nodes in the network. We ob-
tained data on the number of crashes from simulations
with s = 40, 60, 80, and 100 nodes in the graph, keeping
the parameter m = 0.25. From the data in Table 1 we
can conclude that the number of crashes increases with
a decrease in the number of nodes. The data presented
here are based on a single run of 105 time steps each,
for s = 40, 60, 80, and 100 nodes with m = 0.25 for both
models. These results show that both the preferential at-
tachment mechanism and the increase in the number of
nodes in the network can contribute towards the stability
of the evolving network against crashes.
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FIG. 7: (Color online) The in-degree distribution of nodes in the typical graphs of the organized phase for the former model
(black diamonds) and the modified model (red squares) for the runs shown in Fig. 2.
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FIG. 8: (Color online) The out-degree distribution of nodes in the typical graphs of the organized phase for the former model
(black diamonds) and the modified model (red squares) for the runs shown in Fig. 2.
CLASSIFICATION OF GRAPH UPDATE
EVENTS INTO DIFFERENT TYPES OF
INNOVATIONS
In this section, we present an overview of the types
of structural changes that occur in the graph during up-
date events in the course of network evolution in the two
models. An innovation in the context of the former model
has been defined as a graph update event in which the
relative population of the new added node in the new
attractor is nonzero, i.e, an event in which the new node
survives until the next graph update [17, 19]. Following
Ref. [19], we have classified each of the 105 graph update
events in the runs represented in Fig. 2(a) and 2(b), into
the category “no innovation” and different categories of
innovation. The results are summarized in Table 2.
We now compare the two models based on different
categories of innovation.
TABLE II: Classification of the graph update events in the
runs of the two models shown in Fig. 2 into different cate-
gories of innovation.
Type of Innovation Former model Modified model
No innovation 83670 77872
Random phase innovation 112 19
Incremental innovation 15130 18462
Creation of an ACS 4 1
Dormant innovation 92 26
Core enhancing innovation 728 2970
Core reducing innovation 224 649
Core shifting innovation 39 1
Complete destruction 1 0
• No innovations: These are graph update events
in which the new node has a zero relative popula-
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FIG. 9: The structure of a fully autocatalytic graph in the organized phase of network evolution in the modified model. It
illustrates the dense core (black nodes) with many loops and the less connected periphery (grey nodes).
tion in the new attractor. The data listed in Table
2 show that most graph update events correspond
to this category in the two models as on average
the probability of a new node having a link in the
network is much less than unity as the parameter
m was set to 0.25 in our simulations.
• Random phase innovations: These are graph
update events that occur in the random phase when
there is no ACS in the graph. The new node has
a nonzero relative population in the new attractor
The lower number of random phase innovations in
the modified model compared to the former one
can be explained by our findings for the duration
of phases: the random phase is much shorter in
the modified model (cf. Table 2). Also, after the
creation of the first ACS in the modified model, the
graph contains at least one ACS in all subsequent
time steps.
• Incremental innovations: These are graph up-
date events that occur in the growth and organized
phases when there is an ACS in the graph. The new
node comes in and joins the periphery of the dom-
inant ACS without creating any new irreducible
subgraphs. The data listed in Table 2 show that the
number of such innovations increases in the modi-
fied model.
• Creation of an ACS: These are graph update
events that occur in the random phase when there
is no ACS in the graph. The new node comes in
and attaches itself to the existing nodes such that
an ACS is created in the graph. Further, the new
node has nonzero population in the new attractor.
The data of Table 2 show a large number of such
events in the former model since the graph there
can revert to the random from the organized phase,
so that an ACS can be created more than once in
contrast to the modified model.
• Dormant innovations: These are graph update
events that occur in the growth and organized
phases during network evolution. The new node
comes in and attaches to existing nodes such that
it creates a new irreducible subgraph but this ir-
reducible subgraph has a Perron-Frobenius eigen-
value less than that of the core of the dominant
ACS. The new node has nonzero population in the
new attractor. Such irreducible graphs in the pe-
riphery can be the cause for later crashes as a result
of competition between different irreducible sub-
graphs [6, 7]. Comparing the number of such in-
novations in the two models, we can see that there
are less such events in the modified model since
preferential attachment works against this kind of
competition (cf. Table 2).
• Core enhancing innovations: Core enhancing
innovations are graph update events that occur in
the growth and organized phases during network
evolution. The new node comes in and attaches to
the core of the dominant ACS of the graph at the
previous time step and strengthens it. The core of
the dominant ACS of the updated graph is larger
than the core of the graph at the previous time step.
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The set of nodes forming the core of the graph at
the present time step has a nonzero intersection
with the set of nodes forming the core of the graph
at the previous time step. Also, the new node has
nonzero population in the new attractor. The data
listed in Table 2 show that in the modified model,
there are many more update events in which the
new node strengthens the existing core of the dom-
inant ACS, explaining its enhanced robustness.
• Core reducing innovations: These are graph
update events that occur in the growth and orga-
nized phases during network evolution. The new
node comes in and attaches to existing nodes such
that the size of the core of the dominant ACS gets
reduced after the update event. However, the set of
nodes forming the core of the graph at the present
time step has a nonzero intersection with the set
of nodes forming the core of the graph at the pre-
vious time step. Also, the new node has nonzero
population in the new attractor. From Table 2
we see that there is also a larger number of core
reducing events in the modified model compared to
the former one due to preferential attachment to
the core with its higher density of links, but these
events are compensated by an even higher number
of core enhancing events.
• Core shifting innovations: These are graph up-
date events that can occur in the growth and orga-
nized phases during network evolution. The deleted
node is a keystone node [7] and is part of the core of
the dominant ACS. The new node comes in and at-
taches to existing nodes such that another dormant
irreducible graph lurking earlier in the periphery of
the dominant ACS takes over as the new dominant
ACS of the graph and the new node has nonzero
population in the new attractor. The set of nodes
forming the core of the graph at the present time
step has no overlap with the set of nodes forming
the core of the graph at the previous time step. In
the modified model, only one such event is observed
compared to 39 in the former model (cf. Table 2).
Thus, core shifting events, which are the main cause
for crashes, are extremely rare when the preferen-
tial attachment mechanism is introduced.
• Complete destruction: These are graph update
events that occur in the growth and organized
phases during network evolution when there is an
ACS in the graph. The deleted node is a keystone
node in the graph and the new node comes in and
attaches to the existing nodes such that no ACS is
left in the new graph. However, the new node has
a nonzero relative population in the new attrac-
tor. Only one such event is observed in the original
model and none in the modified model among the
105 graph update events in both models (cf. Table
2). Such events are extremely rare in both cases.
SUMMARY AND CONCLUSIONS
In this paper, we have incorporated the preferential
attachment mechanism into the graph update scheme of
an earlier model for evolving networks [3, 5, 6]. In the
modified model presented here, three phases are observed
during network evolution similar to those observed in the
former model. However, the initial random phase and the
first growth phase are much shorter now as compared to
the former model. Furthermore, crashes are extremely
rare in the modified model. We have studied in detail
how the incorporation of a preferential attachment mech-
anism into the graph update scheme renders the structure
of the network robust against crashes during the course
of evolution. We find that the core of the ACS becomes
highly dense in terms of the number of links during the
course of network evolution in the modified model. The
ACS of the graph including its core are endowed with
much more stability due to a large number of fundamen-
tal loops in the core as a result of the preferential attach-
ment. Along with that, there are multiple pathways in
the core, only very few keystone nodes and seldom core
shift events. Coming back to the key question in the
origin of life problem on how to generate complex non-
random structures in a reasonable time when starting
from a completely random scenario: here we have pre-
sented an efficient mechanism in the attachment of new
nodes that not only accelerates the creation of complex
structures, but also renders them stable against crashes
when all other parameters are kept fixed.
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