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ABSTRACT
We propose a novel algorithm for adaptive blind audio source ex-
traction. The proposed method is based on independent vector anal-
ysis and utilizes the auxiliary function optimization to achieve high
convergence speed. The algorithm is partially supervised by a pi-
lot signal related to the source of interest (SOI), which ensures that
the method correctly extracts the utterance of the desired speaker.
The pilot is based on the identification of a dominant speaker in the
mixture using x-vectors. The properties of the x-vectors computed
in the presence of cross-talk are experimentally analyzed. The pro-
posed approach is verified in a scenario with a moving SOI, static
interfering speaker and environmental noise.
Index Terms— Independent vector extraction, adaptive pro-
cessing, auxiliary function, x-vector, speaker identification
1. INTRODUCTION
Independent Vector Analysis (IVA) performed in the frequency-
domain is a popular approach to Blind Source Separation (BSS)
of audio sources. It assumes that sources are mutually independent
while separation proceeds jointly for all frequency bins by exploiting
inter-channel higher-order dependencies. A variety of algorithms
were proposed for IVA over the years, e.g., natural gradient [1] or
fast converging Auxiliary-function-based IVA (AuxIVA) [2].
Typically, only a desired source should be extracted from the
mixture in speech enhancement applications, which is the goal of
Blind Source Extraction (BSE). A modification of IVA for the BSE
problem, relating mixing and de-mixing vectors corresponding to
the SOI through the orthogonal constraint (OG), was proposed in
[3]. In this work, a novel BSE algorithm referred to as AuxIVE
(Auxiliary-function-based Independent Vector Extraction) is derived
from AuxIVA by applying the OG. The method is adaptive in order
to cope with possible movements and periods of inactivity of the
SOI. A simmilar but non-adaptive modification of AuxIVA for BSE
has been recently presented in [4].
In BSE, there is the so-called global permutation problem that
means that a different Interfering Source (IS) can be extracted in-
stead of the SOI when no information about the SOI is available.
In order to avoid this problem, a piloted IVA was introduced in [5]
where the pilot signal related to the SOI is used for influencing the
convergence to the SOI. However, the acquisition of a proper pilot
signal poses a challenge. For example, a constrained location of the
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SOI has been exploited in [5], additional audio measurements in the
target area were used in [6], or video information was used in [7].
No additional measurements are required when the pilot is ob-
tained through a pre-trained network. For example, a pilot based on
voice activity detection was proposed in [7] for separating speech
from non-speech. However, this solution fails when the interference
is a concurrent utterance. In this work, we utilize a pilot that is based
on the identification of a dominant speaker using speaker embed-
dings. This approach is applicable even when the observed signals
contain non-speech noise as well as speech interference.
The concept of speaker embeddings has been introduced in the
area of speaker recognition [8] and diarization [9]. The goal is to
map utterances to fixed-dimensional vectors which encode charac-
teristics of the given speaker. Several embedding variants exist such
as i-vectors [10] or the recently proposed Deep Neural Network-
based (DNN) x-vectors [9]. Very recently, the speaker embeddings
have been utilized in a fully supervised speech extraction methods
based on a pretrained dnn-based beamformer [11, 12]. With a pre-
trained x-vector DNN, speaker identification is often performed us-
ing probabilistic linear discriminant analysis (PLDA, [13]). Here, a
hypothesis is tested whether the embedding of an unknown speaker
is produced by any of known speakers which are represented by em-
beddings computed from short clean utterances called enrollments.
It is usually assumed that the test signal contains a single
speaker, nevertheless, multiple active speakers are possible as well
[14]. In this work, we experimentally demonstrate that x-vectors can
identify an active speaker even in the presence of cross-talk. This
identification is reliable for the speaker with the highest energy in
the mixture.
The contribution of this paper is thus three-fold. First, the adap-
tive algorithm for piloted BSE is proposed. Second, speaker iden-
tification using x-vector [8] in the presence of cross-talk is investi-
gated. Third, a pilot signal derived from the estimated dominance of
the SOI is applied within the proposed algorithm. It is shown that
short intervals of a dominant SOI activity are sufficient for the effi-
cient dominance estimation and source extraction. We show that the
method can be applicable also in situations where the SOI has lower
global power than the other interfering sources.
2. PROBLEM DESCRIPTION
In the time-frequency domain, a mixture of d original signals ob-
served by d microphones can be, within the kth frequency bin, ap-
proximated by the instantaneous mixing model
Xk = AkSk (1)
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where Sk and Xk denote the original and mixed signals, respec-
tively. In IVA, we are looking for a de-mixing matrix Wk that
fulfills WkXk = WkAkSk ≈ Sk, which means W−1k ≈ Ak,
k = 1, . . . ,K.
2.1. Independent Vector Extraction
In IVE, only one row of Wk is sought such that extracts the SOI
from the mixture. Without any loss on generality, let the SOI be the
first signal in Sk and Ak be partitioned as Ak = [ak,Qk]. Then,
(1) can be expressed in the form
x1k,1 · · · x1k,L
x2k,1 · · · x2k,L
...
. . .
...
xdk,1 · · · xdk,L
 = [ak,Qk]

sk,1 · · · sk,L
z2k,1 · · · z2k,L
...
. . .
...
zdk,L · · · zdk,L
 , (2)
where k = 1, . . . ,K, ` = 1, . . . , L is the frame index, sk =
[sk,1, · · · , sk,L] represents the SOI, zjk for j = 2, . . . , d are the
other original signals in the mixture, and xk,` = [x1k,`, . . . , x
d
k,`]
T
corresponds to the signals on microphones. Using the parameteri-
zation from [15], Wk can be partitioned as Wk = [(wk)H ; Bk],
where wk is a vector extracting the SOI, and Bk is a sub-matrix
whose rows are orthogonal to ak.
Now, we apply the IVE statistical model from [15], so the con-
trast function (for one signal sample) for the estimation of parameter
vectors ak and wk, k = 1, . . . ,K, is given by
J ({wk}Kk=1, {ak}Kk=1) = log f
(
ŝ1, . . . , ŝK
)
− 1
L
K∑
k=1
L∑
`=1
xHk,`B
H
k C
−1
zk Bkxk,` +
K∑
k=1
log | detWk|2, (3)
where ŝk,` = (wk)Hxk,`, f(·) is the model probability density
function of SOI and Czk is the covariance of the interference sig-
nals (assumed to be Gaussian). Furthermore, to keep wk and ak
more tightly connected, the OG is imposed through
ak =
Ĉkwk
wHk Ĉkwk
, (4)
where Ĉk is the sample covariance matrix of the mixture.
2.2. Adaptive AuxIVE Algorithm
For the optimization of the contrast function given by (3), we can
apply the auxiliary function technique in a similar way to [2]. By
stating the same assumption about the model density f(·) as in The-
orem 1 in [2], the auxiliary function for (3) (for all available samples)
can have the form
Q({wk}Kk=1, {a}Kk=1, r`) = −1
2
K∑
k=1
(wk)
HVkwk
− 1
L
K∑
k=1
L∑
`=1
xHk,`B
H
k C
−1
zk Bkxk,` +
K∑
k=1
log | detWk|2 +R,
(5)
where
Vk =
1
L
L∑
`=1
ϕ(r`)xk,`x
H
k,`, (6)
and r is the auxiliary variable, which is scalar in this case; R is a
constant term, and ϕ(·) is related to the f(·) according to Theorem
1 [2]. The equality between (3) and (5) holds if and only if r` =√∑K
k=1 |(wk)Hxk,`|2.
The derivative of (5) with respect to wHk under the OG (4) has
the closed solution form
wk = V
−1
k ak. (7)
Considering the sequential (block-by-block) adaptive processing
of data blocks with a length of Lb frames with shift Lshift, the update
rules for the ith block have a form
r`,i =
√∑K
k=1
|wHk,i−1xk,`|2 for ` = `s, . . . , `e (8)
Vk,i = αVk,i−1 + (1− α) 1
Lb
∑`e
`=`s
[ϕ(r`)xk,`x
H
k,`], (9)
Cˆk,i = αCˆk,i−1 + (1− α) 1
Lb
∑`e
`=`s
xk,`x
H
k,` (10)
ak,i =
Cˆk,iwk,i−1
wHk,i−1Cˆk,iwk,i−1
, (11)
wk,i = V
−1
k,iak,i, (12)
where α is a forgetting factor; `s = (i − 1)Lshift + 1 and `e =
(i− 1)Lshift +Lb denote the beginning and the end of the ith block,
respectively. For the case Lb = 1 and α ∈ (0, 1〉, we refer to the
proposed method as to “Online AuxIVE”, and, for Lb > 1 and α =
0, we call it “Block Online AuxIVE”. Note that, for Lb = 1, the
matrix inversion lemma can be applied for the fast computation of
(12).
2.3. Supervised AuxIVE
To ensure the extraction of the desired source, we propose to employ
a pilot component in the same manner as in [16]. Let P be a pilot
signal that is SOI-dependent and independent with the other signals
in the mixture. P is independent of the mixing model parameters and
thus does not change the analytic learning rules of AuxIVE up to the
difference that the non-linearity ϕ(·) depends on P. Consequently,
the step given by (8), for the ith block, is modified to
r`,i =
√∑K
k=1
|wHk,i−1xk,`|2 +P`, ` = `s, . . . , `e. (13)
The rest of the algorithm remains the same.
3. X-VECTOR COMPUTATION
3.1. The x-vector DNN
Our implementation of the x-vector DNN, described in Table 1,
stems from paper [8]. Its input consists of a single-channel audio
signal, it does not use any spatial information. The input features
are 40 filter bank coefficients computed from frames of length of
25 ms and frame-shift of 10 ms. The TDNN (time-delayed DNN)
layers introduced in [17] operate on frames with a temporal context
centered on the current frame `. The TDNN layers build on top of
the context of the earlier layers, thus the final context is a sum of
the partial ones. In contrast to [8], we introduced four differences
in the DNN: 1) We use all the frames in the context without any
sub-sampling, in order to exploit the time-dependencies in the sig-
nal. 2) At the input of each TDNN layer, we weight all the frames
Table 1: Description of the DNN producing the x-vectors. The input
size for the TDNN layers is stated after the mean pooling operation.
Layer Layer Total Inpup
context context x output
TDNN 1 `± 50 101 40× 512
TDNN 2-6 `± 5 151 512× 512
Fully-conn. 1 ` 151 512× 128
Pooling `± Lc−1
2
max(151, Lc) (Lc · 128)× 128
Fully-conn. 2 ` max(151, Lc) 128× 128
Softmax − max(151, Lc) 128×N
in the context by a trainable matrix and perform mean time-pooling,
in order to limit the number of trainable parameters. 3) We replaced
the rectified linear units at the output of TDNN and fully-connected
layers by exponential linear units (ELU), which speeds up conver-
gence in our case. 4) The pooling layer computes only variances
of frames (means are omitted) in the context, which is during the
training phase set to Lc = 151.
The DNN was trained to classify N speakers. The training
examples consisted of 151 frames of features and the speaker la-
bel. The data originate in the development part of the Voxceleb
database [18].
3.2. Speaker identification in the presence of cross-talk
During test phase, the x-vectors are extracted at the output of the
pooling layer. In order to obtain time-localized x-vectors, the con-
text of the DNN is shifted by a single frame through the utterance.
The assignment of test recording to the enrollment speakers is per-
formed via PLDA [13], trained using the test part of the Voxceleb
database [18]. Prior the PLDA modelling, no dimensionality reduc-
tion is performed, the vectors are centered and length-normalized.
For the dominant speaker identification, we assume a scenario
with a closed set of a small number of known speakers. We show in
Section 4.1 that if the test signal contains two active speakers from
such a limited enrollment set, the PLDA score is usually highest for
the dominant speaker from the perspective of signal energy. How-
ever, the second active speaker cannot be reliably determined in this
manner, the PLDA score often suggests a non-active speaker.
3.3. Pilot signal estimation
The pilot signal needs to be dependent on SOI. It should exhibit
high values when SOI is active and vice versa. Thus, we define the
“oracle" energy-based pilot PORAC` in the `th frame as
PORAC` =

∑K
k=1 |Xk,`|2
∑K
k=1 |sk,`|2∑d
j=2
∑K
k=1
|zj
k,`
|2 ≥ ν,
0 otherwise,
(14)
where ν is a free threshold parameter and zjk,` for j = 2, . . . , d is
the jth original signal not related to SOI. Signal PORAC` cannot be
computed in practice, as it depends on the unknown energies of the
underlying sources/utterances. It serves us as an ideal example of
the functionality of the pilot.
Based on observations from Section 4.1, the highest PLDA score
corresponding to SOI is usually related to the frames where SOI is
dominant. In a manner similar to (14), we propose the pilot PXVEC`
as
PXVEC` =
{∑K
k=1 |Xk,`|2 O(s`)max(O(y1
`
),...,O(yM
`
))
≥ η,
0 otherwise,
(15)
where O(s`) is the PLDA score of SOI, O(ym` ) for m = 1, . . . ,M
is the PLDA score of the enrollment speakers other than SOI and η
is a free threshold parameter.
4. EXPERIMENTAL EVALUATION
The experiments simulate speaker movements in a reverberant room
of dimension 6×6×3m, with T60 = 100ms. An array of five omni-
directional microphones was placed close to the center of the room
and rotated counter-clockwise by 45◦. SOI was moving 40 cm/s in
a semicircle 1.5 m in front of the array. The IS was placed either
at coordinates (3, 4.74) or (3, 0.74), see Fig. 1. The distance from
both IS positions to the microphone array was 2 m.
We utilized signals originating from the CHiME-4 database,
namely the simulated part of the test and development sets. We
concatenated one minute of single-channel noiseless speech from
four speakers (F01, F06, M04, M05) for the enrollment. For the test
signals, another utterances of each considered speaker, distinct to the
enrollment, were concatenated. We obtained 5 unique one minute
long test signals sampled at 16 kHz. The RIR generator [19] was
used to simulate the source movements. Noise signal, positioned at
(1, 2.74), consists of one minute of pedestrian area sounds.
The experiments are evaluated using improvement of Signal-
To-Noise ratio (iSNR), where all undesired sources are included
in the noise term. We also provide attenuation of SOI defined
as 10 log10
∑
k |sˆk,`|2/
∑
k |sk,`|2. Ideally, the extracted source
should have constant attenuation with respect to time index `, i.e.,
exhibit no loudness fluctuations.
Free parameters of the proposed methods were set in the follow-
ing manner. For Block online AuxIVE, Lb = 100, Lshift = 75 and
α = 0. For Online AuxIVE, Lb = 1, Lshift = 1 and α = 0.97. Both
methods used K = 512 with frame shift 160 samples (that is 10 ms
as in x-vector DNN). The demixing vector updates were computed
using single iteration in every block. Oracle pilot (14) used ν = 0.5;
x-vector-based pilot (15) used η = exp(−5).
4.1. Case study: dominant speaker identification
This sections shows the basic properties of x-vectors, when com-
puted on a test signal with overlapping utterances. We analyze one
minute of mixed noiseless speech originating from speakers F01 and
M04; global energy of F01 being slightly higher by 2 dB.
The Figure 2 shows for the first twenty seconds of the mixture
(from the first microphone), the obtained PLDA score O(·) and the
signal energies of the underlying utterances. The energy is computed
within the same context centered around the current frame as utilized
by the DNN (in this case T = 151, i.e., 1.5 s). It can be seen that
the highest PLDA score corresponds to the speaker with the highest
energy most of the time. However, the second highest PLDA score
often does not correspond to the second active speaker. For example,
in interval 0 − 3 s the second speaker according to PLDA score is
F06, which is not active in the recording. For the whole mixture,
the dominant speaker is determined with 79.8% accuracy. Only in
0.1% cases, one of the non-active speakers (F06, M05) is estimated
as dominant.
To construct the pilot PXVEC` via (15), we shorten the context
of the pooling layer within the x-vector DNN to Lc = 10 frames,
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lated room scenario
Table 2: Mean iSNR [dB] with standard deviation and percentage of failed extractions (iSNR < 1)
for experiment in Section 4.3. The mixtures with IS in position 1 are prone to extraction of an
undesired source.
Block online AuxIVE Online AuxIVE
Bl
ind
P
XV
EC
` P
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` Bl
ind
P
XV
EC
` P
OR
AC
`
IS position 1 iSNR [dB] 4.3 ± 3.6 6.4 ± 1.9 10.0 ± 1.7 -0.5 ± 1.8 2.0 ± 1.5 5.0 ± 1.5fail cases [%] 24.67 2 0 77.67 23.67 1.67
IS position 2 iSNR [dB] 9.3 ± 1.7 9.6 ± 1.5 12.6 ± 1.8 5.0 ± 1.6 5.9 ± 1.4 8.5 ± 1.5fail cases [%] 0 0 0 0.34 0 0
Average time per mixture[s] 4.55 11.8 4.65 15.24 24.42 15.32
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Fig. 2: PLDA score and the corresponding energy of the respective
utterances for the mixture discussed in Section 4.1.
in order to obtain more time-localized dominance estimate. How-
ever, usage of the shorter context lowers the accuracy of the speaker-
dominance estimate to 62.4%. Also, the non-active speaker is miss-
classified as dominant more often, in 21.7% cases. However, to con-
struct PXVEC` we actually classify a simpler problem: we want do
distinguish dominant/non-dominant frames for SOI only, not all of
the potential speakers. If F01 is the SOI, this accuracy is 68.9%; for
M04 the accuracy is 77.7%.
4.2. Case study: SOI extraction in cross-talk
This section extends the case study discussed in Section 4.1. We
create a mixture of moving speaker M04 as SOI and speaker F01
from position 1 as IS. Input SNR of the mixture was -2.68 dB. We
compare SOI extracted by the Block AuxIVE with and without pilot.
The average iSNR was only 1.66 dB for the blind Block Aux-
IVE. The dependency of iSNR on time in Figure 3 suggests that the
blind version suffers with the global permutation problem, as the
iSNR drops bellow zero several times, i.e., the incorrect source was
extracted. The utilization of PXVEC` increases the average iSNR to
7.12 dB and no source permutation is observed.
The Figure 3 shows that blind AuxIVE does have very variable
SOI attenuation, because it changes its focus on and off the SOI. The
piloted version using PXVEC` achieves more stable one, approaching
utilization of the oracle PORAC` .
4.3. Extraction in noisy environment
This section discusses average results yielded by the proposed meth-
ods extracting SOI from 600 simulated mixtures (6 speaker combi-
nations ×2 speaker roles ×25 utterance combinations ×2 IS posi-
tions). Each mixture consists of a moving SOI, a fixed IS and noise
(with global energy 10 dB lower compared to the summed utter-
ances). The IS was situated either in position 1, where the methods
are prone to permutation problem due to close proximity to SOI path
or position 2, which should not have such problem. The input SNR
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Fig. 3: Time dependence of iSNR and SOI attenuation for case study
discussed in Section 4.2.
was approximately the same for all mixtures at 1.35 dB on average.
We consider the SOI extraction as failed, when iSNR < 1.
The results in Table 1 indicate that the blind variants of AuxIVE
yield positive iSNR for most of the considered mixtures. The intro-
duction of a pilot improves the extraction especially for cases with
IS in position 1. The higher iSNR along with its lower variance and
lower fail-rate show that the utilization of pilot successfully prevents
the source permutation.
In comparison toPORAC` , the supervision byP
XVEC
` brings lower
improvements in average iSNR. However, it never leads to major
deterioration compared to the blind method. Considering IS in posi-
tion 1, PXVEC` improves the iSNR in 83% of cases for Block online
AuxIVE and 100% cases for the online version. The worst case de-
terioration due to use of PXVEC` is always lower than 1 dB.
5. CONCLUSION
A blind adaptive and fast converging method for BSE was proposed,
suitable for SOI extraction in the noisy cross-talk scenario. To avoid
extraction of an incorrect source, a pilot related to SOI activity was
presented based on x-vectors. For environments with low rever-
beration, it was shown that the x-vectors can identify the energy-
dominant speaker even in the presence of cross-talk.
The future research can be directed towards improvement of the
pilot. The x-vector DNN can be adapted to function even for higher
reverberation levels (e.g. through augmentation of the training data)
or to produce more time-localized estimates of the active speaker.
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