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INTRODUCTION
 .The object of this paper which consists of two parts is to describe
irreducible varieties over free groups and to characterize finitely generated
fully residually free groups. We prove that any variety over a free group F
can be defined by a finite number of systems of equations S s 1 in
triangular form where quadratic words play the role of leading terms.
Algebraically, irreducible varieties are exactly the varieties whose coordi-
nate groups are fully residually F. The crucial point of the classification of
fully residually free groups is to prove that the coordinate groups of
w x Zw x xirreducible varieties are embeddable into Lyndon's free Z x group F .
Since every finitely generated fully residually free group is a free factor of
the coordinate group of an irreducible variety, and the group F Zw x x is fully
residually F, we obtain a characterization of finitely generated fully
residually free groups as subgroups of F Zw x x.
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The group F Zw x x and its subgroups have been studied extensively during
the last several years. In particular, every finitely generated subgroup of
Zw x x  .F hence, every finitely generated fully residually free group can be
obtained from free abelian groups of finite rank by finitely many free
products with amalgamation and HNN extensions of the type, where
amalgamated and associated subgroups are free abelian of finite rank. In
particular, this implies that every finitely generated fully residually free
group is finitely presented.
There are three parts to this paper: algebraic geometry over free groups,
the theory of free exponential groups, and Makanin]Razborov's machin-
w xery to deal with equations over free groups 11, 14, 13 .
The algebraic geometry approach has been shown to be very useful in
dealing with equations over groups. It provides necessary topological
means and a method to transcribe geometric notions into pure group-theo-
w xretic language. Following Baumslag, Myasnikov, and Remeslennikov 1 ,
we use the standard algebraic geometry notions such as variety, Zariski
topology, irreducibility of varieties, radicals, and coordinate groups. Some
w xof the ideas of the algebraic geometry approach go back to Lyndon 9 ,
w xRips, Stallings 16 .
The theory of exponential groups i.e., groups admitting exponents in
.some ring A starts with results of P. Hall, A. Malcev, G. Baumslag, and R.
Lyndon. It provides a technique to deal with noncommutative modules
over the ring A. Lyndon gave an axiomatic description of the notion of an
Zw x x exponential group. He described and studied the group F free expo-
w x.nential group over the ring of integral polynomials Z x and showed the
crucial importance of this group in the study of equations over free groups.
A modern treatment of exponential groups was given by Myasnikov and
w x Zw x xRemeslennikov 12 . In particular, they showed that F can be described
using HNN extensions of a very special type, namely, extensions of
centralizers. Basically, to obtain F Zw x x from F one needs just to extend all
w x Zw x xcentralizers of F up to free Z x modules of rank 1. Namely, F is the
union of groups:
F - G - G - ??? ,1 2
 t  .:  .where G s G , t ¬ u s u , u g C u , where C u is some properiq1 i i i i i i
centralizer in G .i
Zw x x w xThe groups F happen to be fully residually F 8 . Basically there
exists only one known method of proving that a group is fully residually
free. This method is owing to Baumslag, who showed that the surface
 .groups except the nonorientable case of genus 1, 2, 3 are embeddable
into an extension of a centralizer of a free group, and, hence they are fully
residually free. Baumslag gave other examples of fully residually free
groups using the same method.
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In 1992 Myasnikov and Remeslennikov, while studying ultrapowers of
free groups, came to the following conjecture: every finitely generated fully
residually free group is a subgroup of Lyndon's group F Zw x x.
w xIn 4 , the conjecture was proved for 3-generated fully residually free
groups. Moreover it was proved that there are just three types of 3-gener-
ated fully residually free groups: free groups, free abelian groups, and
 t :extensions of centralizers x, y, t ¬ u s u , where u is an arbitrary element
 .in F x, y that is not a proper power.
In the second part of this paper we shall prove the conjecture and will
discuss the applications.
In the first part we concentrate on quadratic equations over a free group
wF. Quadratic equations have been widely studied; see, for example, 6, 5, 3,
x2, 10 .
We shall prove that the coordinate group F of the quadratic equa-RS .
Zw x x  .tion S s 1 is embeddable into F . This implies that the variety V S is
irreducible in the Zariski topology over F n. Moreover, we completely
describe the radical of the quadratic system S s 1. It turns out that the
 .  .radical Rad S coincides with a few exceptions with the normal closure of
 .S in the group F ) F X . In particular, this implies the Nullstellensatz for
the system S s 1. The group-theoretic formulation of the Nullstellensatz
was first given by E. Rips. He actually announced in New York, in the fall
of 1995, the joint result with Z. Sela about the Nullstellensatz for quadratic
equations over a free group.
We should mention that Baumslag and Remeslennikov took part in
different stages of the discussions leading to the proof of Theorem 1 in the
first paper, and in a sense they could be considered as coauthors of that
w xtheorem. We will follow the terminology given in 1 .
 .Let G be a group, F s F X be the free group with basis X s
 4 w xx , x , . . . , x , and G X s G) F be the free product of G and F. An1 2 n
w xelement s from G X is called an equation o¨er the group G. We write this
as s s 1. As an element of the free product, s can be written as a product
y1  .of some elements x , . . . , x from X j X which we called ¨ariables1 n
 .and elements g , . . . , g from G constants . We will write, sometimes,1 m
 .  .s x , . . . , x , g , . . . , g s 1 or, simply, s x, g s 1. A system of equations1 n 1 m
 4 o¨er a group G is an arbitrary set of equations S s s s 1 ¬ i g I we shalli
.  .denote this as S s 1 . A solution of a system S x , . . . , x , g , . . . , g s 11 n 1 m
over a group G is a tuple of elements a , . . . , a g G such that after1 n
 .replacement of each x by a in every equation s x, g s 1 from s onei i
gets the trivial element in the group G. On the other hand, a solution of
the system S s 1 over G can be described as a G-homomorphism i.e., a
. w x  .homomorphism which is identical on G f : G X ª G such that f S s 1.
 .These definitions are equivalent. By V S we denote the set of all
solutions in G of the system S s 1.
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w x  .Let S be a subset of G X . Then V S is called an algebraic subset or an
 . naffine variety in G . Two systems S s 1 and T s 1 are equivalent over G
 .  . w x  .   ..if V S s V T . For any S : G X we have V S s V ncl S , where
 . w xncl S is the normal closure of S in G X .
A group G is called a CSA group if every maximal abelian subgroup M
of G is malnormal, i.e., M g l M s 1 for any g f M.
w xIt was shown in 1 that for a nonabelian CSA group G, all algebraic sets
in Gn define a topology on Gn in which they are exactly the closed sets.
The topology defined by algebraic sets as closed subsets is said to be a
Zariski topology.
Below, G is always a nonabelian CSA group.
DEFINITION 1. Let Y : Gn. Define a set
w xI Y s s g G X ¬ s g , . . . , g s 1 ; g , . . . , g g Y . 4 .  .  .1 n 1 n
 .The set I Y has a nice description in terms of homomorphisms. Any
 . w xtuple g s g , . . . , g g Y defines a G-homomorphism f : G X ª G by1 n g
the condition x ª g . Theni i
I Y s ker f . .  .F g
ggY
Let us recall that a subgroup N is an isolated subgroup in a group H if
for any x g H and any nonzero integer n, inclusion x n g N implies that
x g N. For any set S ; H the intersection of all normal isolated subgroups
’containing S is denoted by S .
w x  .  . w xLEMMA 1 1 . 1 I Y is a normal subgroup of G X ;
 .  .2 If G is a torsion-free group, then I Y is an isolated normal
’w x   ..subgroup of G X ; in particular, I V S contains S .
 . w xDEFINITION 2. Let V S be a variety defined by S ; G X . Then
  ..  .I V S is called the radical of the system S s 1 and is denoted by Rad S .
w x  .The quotient group G s G X rRad S is called the affine coordinateRS .
 .group of the variety V S .
 .Systems S s 1 and T s 1 define the same variety over G iff Rad S s
 .Rad T .
Let S s 1 be a system of equations over a torsion-free group G. Then
’w xthe quotient group of G X by the S is denoted by G . A system S s 1’S
w xover G is called consistent if there is a G-homomorphism p : G X ª H
 .G G such that S g ker p . Otherwise, it is inconsistent over G. If a
system S s 1 over G is consistent, then the canonical homomorphism
 .  .G ª GrRad S is monic. Therefore, for nonempty varieties V S we will
assume that G is a subgroup of G .RS .
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 . nLet G be a torsion-free group and V S be an algebraic set in G
’ .defined by a system S s 1. Then by Lemma 1, Rad S contains S .
DEFINITION 3. A system of equations S s 1 over a torsion-free group
G satisfies the Nullstellensatz if
’Rad S s S . .
DEFINITION 4. Let H be a group and G be a family of groups.
 .1 A homomorphism of groups c : H ª G separates a nontrivial
 .element h g H if c h / 1.
 .  42 A family of homomorphisms C s c : H ª G ¬ G g G is called
 .a separating discriminating family of homomorphisms if any nontrivial
 .h g H any finite number of nontrivial elements h , . . . , h g H can be1 n
separated by some c g C. In this case H is called a residually G group
 .v-residually G group or fully residually G group .
In the case when G consists of a single group G, which is also a
 .subgroup of H and if the separating discriminating homomorphisms in C
 .are all G-homomorphisms, we say that H is separated discriminated by
G-homomorphisms.
w xLEMMA 2 1 . A system of equations S s 1 o¨er a torsion-free group G
satisfies the Nullstellensatz in G if and only if G is separated in G by’S
G-homomorphisms.
w x  .Denote by G the factor group G X rncl S .S
LEMMA 3. If G is torsion free and G is separated in G by G homomor-S’ .  .phisms, then ncl S s S s Rad S .
The proof is straightforward.
 . w xA group G is called equationally Noetherian EN 1 if for every system
 .S of equations over G there is a finite subsystem S such that V S s0
 . w xV S . For example, a free group is EN group 7 .0
A closed set in a topological space is called irreducible if it is not a union
of two proper closed subsets. Zariski topology over an EN CSA-group is
Noetherian, and consequently every closed subset is a finite union of its
irreducible components.
w x  .LEMMA 4 1 . Let G be an EN CSA group. Then V S is irreducible if and
only if G is discriminated in G by G-homomorphisms.RS .
 .  . n  .Proof. Suppose V S is not irreducible and V S s D V S is itsis1 i
 . n  .decomposition into irreducible components. Then Rad S s l Rad Sis1 i
 .   .  . 4and hence there exist s g Rad S _ Rad S , Rad S , j / i . The set s ,i i j i
i s 1, . . . , n, cannot be separated in G by G-homomorphisms.
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Suppose now s , . . . , s are elements such that for any retract f : G1 n RS .
n .  .  .ª G there exists i such that f s s 1. Then V S s D V S j s .i is1 i
 .DEFINITION 5. Let K be a group, C u the centralizer of an element
 .u g K. Suppose C u is abelian. Then the following group is called a free
extension of a centralizer in K :
 :K u , t s K , t ¬ C u , t s 1 . .  .
 .Note that K u, t can be obtained from K by an HNN extension with
 .  .respect to the identity isomorphism C u ª C u :
 y1 :K u , t s K , t ¬ t at s a, a g C u . .  .
We introduce the following notation. Let
G s G F G u , t s G F ??? F G u , t s G .  .0 0 0 0 1 n n n nq1
be a finite sequence of extensions of centralizers of elements u g G .i i
 .Then we denote the resulting group G by G U, T , where U snq1
 4  4u , . . . , u and T s t , . . . , t .0 n 0 n
Let A be an arbitrary associative ring with identity and G a group. Fix
an action of the ring A on G, i.e., a map G = A ª G. The result of the
action of a g A on g g G is written as g a. Consider the following axioms:
1. g1 s g, g 0 s 1, 1a s 1;
aqb a b a b  a . b2. g s g ? g , g s g ;
 y1 .a y1 a3. h gh s h g h;
w x  .a a a4. g, h s 1 « gh s g h .
DEFINITION 6. Groups with A actions satisfying axioms 1]4 are called
A-groups.
In particular, an arbitrary group G is a Z group. We now recall the
w xdefinition of an A-completion from 12 .
DEFINITION 7. Let G be a group. Then an A-group G A together with a
homomorphism G ª G A is called a tensor A-completion of the group G, if
G A satisfies the following universal property: for any A-group H and a
homomorphism w : G ª H there exists a unique A-homomorphism c :
A  .G ª H a homomorphism that commutes with the action of A such that
the following diagram commutes:
w
A6G G
6
w
c6
H
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w xBy Z x we denote as usual the ring of polynomials of one variable with
w xinteger coefficients. ``Z x '' completion of a free group F is called Lyndon's
w xfree Z x -group.
w xLEMMA 5 12 . E¨ery group obtained from a CSA group G by a sequence
of free extensions of centralizers is embeddable into GZwxx.
1. QUADRATIC EQUATIONS OVER GROUPS
w xNotation. Let S ; G X , then the set of all variables which occur in S
 .is denoted by var S .
 .Two systems S s 1 and T s 1 over G are termed disjoint if var S l
 .var T s B. A system S s 1 is splittable if it is a union of two nonempty
 .  .disjoint subsystems: S s S j S and var S l var S s B.1 2 1 2
w xDEFINITION 8. A set S ; G X is called quadratic if every variable
 .from var S occurs in S not more than twice. The set S is strictly quadratic
 .if every letter from var S occurs in S exactly twice.
 .A system S s 1 over G is quadratic strictly quadratic , if the corre-
 .sponding set S is quadratic strictly quadratic .
The main result of this paper is the following theorem.
THEOREM 1. Let G be a fully residually free group and let S s 1 be a
consistent quadratic equation o¨er G. Then G is G-embeddable intoRS .
 . Zw x xG U, T for some finite U and T , hence, into G .
DEFINITION 9. Let G be a group, c a tuple of elements from G,
m  .x , . . . , x disjoint tuples of variables. A system D S c, x , . . . , x s 11 n is1 i i m
is said to be triangular quasi-quadratic if for every i the equation
 .S c, x , . . . , x s 1 is quadratic in the variables from x .i i m i
Such a system is said to be nondegenerate if for each i the equation
iy1w x  . S s 1 over G s G x , . . . , x rR D S with elements x consid-i iy1 iq1 m js1 j i
ered as variables and elements from c, x ??? x as coefficients fromiq1 m
.G has a solution.iy1
The following result is a corollary of Theorem 1.
THEOREM 2. If S is a nondegenerate triangular quasiquadratic system o¨er
 .a fully residually free group G, then G is a subgroup of G U, T for someRS .
V and T and hence a subgroup of GZ w x x.
COROLLARY 1. Algebraic sets corresponding to triangular quasiquadratic
systems of equations are irreducible sets in the Zariski topology on Gn for fully
residually free group G.
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To formulate Theorem 3 we need few more definitions. Every quadratic
equation over G can be transformed into a standard equation:
DEFINITION 10. A standard quadratic equation over the group G is an
equation of one of the forms
n
w xx , y s 1, n ) 0, 1 . i i
is1
n m
y1w xx , y z c z s d , n , m G 0, m q n G 1, 2 . i i i i i
is1 is1
n
2x s 1, n ) 0, 3 . i
is1
n m
2 y1x z c z s d , n , m G 0, n q m G 1, 4 . i i i i
is1 is1
where d, c are nontrivial elements from G.i
LEMMA 6. Let S be a strictly quadratic word o¨er G. Then there is a G
 w x. fautomorphism f g Aut G X such that S is a standard quadratic wordG
o¨er G.
w xFor the proof, see 2 .
f w xIn this case we say that S is equivalent to S over G X .
DEFINITION 11. Strictly quadratic words of the type
w x 2 y1x , y , x , z cz ,
where c g G, are called atomic quadratic words or simply atoms.
DEFINITION 12. Any standard quadratic equation S s 1 over G can be
 .written see above as product of atoms r :i
r r ??? r s g .1 2 k
The minimal such number k is called the atomic rank of S. We denote this
 .as k s r S .
DEFINITION 13. A solution f of a quadratic equation of r , r , . . . , r s1 2 k
w f f xg atomic rank k G 2 is called commutative if r , r s 1 for all i si iq1
1, . . . , k y 1; otherwise it is called noncommutative.
The following theorem describes the radical of a standard quadratic
equation.
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THEOREM 3. Let G be a fully residually free group and let S s 1 be a
standard quadratic equation o¨er G. Then
1. If either the atomic rank of S s 1 is greater than 1 and S s 1 has a
noncommutati¨ e solution, or S s 1 is one of the following two equations,
w x y1 w xw x  .  .x, y d s 1, or x, y z, t s 1, then Rad S s ncl S ;
w xw x2. If either all solutions of S s 1 are commutati¨ e and S / x, y z, t ,
or S s c zdy11, then up to some linear transformation of old ¨ariables into
 . w x 4new ¨ariables u y s Rad S s ncl u , b s 1 ¬ i s 1, . . . , k where b y si i i i
are constants from G;
3. in the following cases S s 1 always has a noncommutati¨ e solution;
 .  .hence, Rad S s ncl S :
 .a S s 1 is of type 1, n ) 2,
 . wb S s 1 is of type 2, n ) 0, n q m ) 1 in case n s 1, m s 0, the
 .  .xnotion of noncommutati¨ e solution is not defined, but Rad S s ncl S ,
 .c S s 1 is of type 3, n ) 3,
 .d S s 1 is of type 4, n ) 2.
The proof of Theorem 1 will be given in Sections 2]6. In the remaining
part of Section 1 it will be shown that characterizing the solutions of an
arbitrary quadratic system of equations can be reduced to studying a
system of standard quadratic equations with the disjoint sets of variables.
In Section 2 we will show that for every standard quadratic equation either
there is a so-called solution in general position or all solutions are
commutative. We will also describe the radical in the case of all commuta-
tive solutions. In Sections 3]6 it will be proved by induction on the atomic
rank that for every standard quadratic equation S s 1 that has a solution
 .in a general position the group G is embeddable into G U, T , and,S
hence, G s G .S RS .
LEMMA 7. Set S be a quadratic system o¨er G. Then there exists a system
X  4S s s , . . . , s of strictly quadratic pairwise disjoint equations s , . . . , s1 n 1 n
such that
G , G X .S G S
 .Proof. Suppose a letter x g var S occurs in some equation s g S
exactly once. Then we can rewrite the equation s s 1 in the form x s sX.
Hence the group G can be Tietze transformed to the G-isomorphic groupS
G U , where SU is obtained from S by deleting the equation s s 1 andS
replacing all other occurrences of x by sX. After finitely many transforma-
tions of this type we arrive at a system SX with G G-isomorphic to G X andS S
 X. Xevery variable from var S occurring in one and only one equation from S
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exactly twice. It follows that SX is a system of pairwise disjoint strictly
quadratic equations over G.
The following result can be deduced from Lemma 6 and Lemma 7.
LEMMA 8. Let S be a quadratic system o¨er G. Then there exists a system
X  4S s s , . . . , s of standard quadratic pairwise disjoint equations s , . . . , s1 n 1 n
and a free group F such that
G , G X ) F .S G S
A system SX s 1 from the lemma above splits over G in such a way that
G , ??? G ??? ) F . . /S G s 1s1 s2 n
Hence we have:
COROLLARY 2. Let S s 1 be a quadratic system o¨er G. Then
G , ??? G ??? ) F , . /S G s s1 s2 n
where s is a standard quadratic equation o¨er G and F is some finitelyi
generated free group.
Let S: r r ??? r gy1 s 1 be a standard quadratic equation of atomic1 2 k
rank k over the group G. Denote
S s r ??? r , R s r ??? r .i 1 i i iq1 k
 .  .Let Q s var S and P s var R . Then X s Q j P .i i i i i i
Notation. Let H  i. denote the subgroup of G generated by G and Q ,S i
 i.  .i.e., H s gp G, Q .i
LEMMA 9. Let S s 1 be a standard quadratic equation o¨er a torsion-free
 .  i.  .group G and let rk S s k G 2. Then H , G) F Q for any i - k.i
Proof. It is sufficient to prove the lemma just for i s k y 1. The
equation S s 1 has the form
r r ??? r gy1 s 1,1 2 k
which can be written as
r s Sy1 g .k ky1
Obviously,
 y1 :G , G, X ¬ r s S g .s k ky1
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Now we claim that G is either a free product with amalgamation or anS
HNN extension with respect to the form of r . Notice that the elementk
 y1 .  .S and hence S is in a reduced form as an element of G) F Q .ky1 ky1 ky1
It begins and ends with different letters from Q , unless either S sky1 ky1
zy1cz or S s y2. Therefore, we have just two possibilities for theky1
element Sy1 g : either it is of length more than 1 in the free productky1
 . y1 y1 y2 y1G) F Q or it equals either z c zg or y g. In any case, S g is ofky1 ky1
 . w x 2infinite order in the G) F Q . Now, if r s x , y or r s x , then Gky1 k k k k k S
is a free product with amalgamation
G , F P ) G) F Q ¬ r s Sy1 g : .  . .S k ky1 k ky1
 .  . y1over two infinite cyclic subgroups gp r in F P and S g ink k ky1
 . ky1.  . y1G) F Q . In this event H , G) F Q . If r s z c z , thenky1 ky1 k k k k
G is an HNN extensionS
G , G) F Q , z ¬ zy1c z s Sy1 g : .S ky1 k k k k ky1
 . with associated infinite cyclic groups gp c in G notice that G is ak
.  y1 .  .torsion-free group and c / 1 and gp S g in G) F Q . Again, fromky1 ky1
ky1.  .the properties of HNN extensions we know that H , G) F Q .ky1
Let S s 1 be a standard quadratic equation of atomic rank k over
group G, i.e.,
r r ??? r s g .1 2 k
We can rewrite this in the form S R s g or R s Sy1 g. The elementi i i i
y1  .  i.h s S g belongs to the group G) F Q , H . Hence we can consideri i
the initial equation S s 1 also as an equation R s h over the group H  i.i
and denote this equation by R hy1 s 1; it is a standard quadratic equationi
of atomic rank k y i. It turns out that the group G of the equation S s 1S
over G is G-isomorphic to the group H  i. y1 of R s h over H  i.. Indeed,R h ii
we have:
PROPOSITION 1. Let S s 1 be a standard quadratic equation o¨er G with
atomic rank k ) 1. Then using the notation abo¨e G , H  i. y1 , whereS G R hi
R s h is the quadratic equation of atomic rank k y i o¨er the group H  i. si
 .G) F Q .i
Proof. The proposition follows immediately from the fact that the
 i.
y1groups G and H have exactly the same presentations.S R hi
To be able to freely manipulate quadratic equations we shall need the
following:
PROPOSITION 2. Let H F G be arbitrary torsion-free groups and let S s 1
be a standard quadratic equation o¨er H. Then H is canonically H-embedda-S
ble into G .S
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Proof. Let S s 1 be a standard quadratic equation of atomic rank k;
say,
r r ??? r gy1 s 1.1 2 k
As in Lemma 9 we can decompose G , as well as H , into a free productS S
w xwith amalgamation or an HNN extension. Namely, if r s x , y ork k k
2 y1 r s x and S g / 1 this means that either k ) 1 or k s 1; but thenk k ky1
.g / 1 , so G is a free product with amalgamationS
G , F P ) G) F Q ¬ r s Sy1 g : .  . .S k ky1 k ky1
 .  . y1along two infinite cyclic subgroups gp r in F P , and S g ink k ky1
 . w x 2 y1G) F Q . If r s x , y or r s x and S g s 1, thenky1 k k k k k ky1
 :G , F P ¬ r s 1 ) G) F Q . .  . .S k k ky1
If r s zy1c z , then Sy1 g / 1 and, consequently, G is an HNNk k k k ky1 S
extension
< y1 y1G , G) F Q , z z c z s S g . : .S ky1 k k k k ky1
It is clear that H has a similar decomposition; one just has to replace GS
by H. The embedding H ¨ G gives rise to an H homomorphism f
H ª G which is identical on X. Since the groups H and G haveS S S S
similar decompositions into free product or HNN extensions, it follows
that every reduced form in H will have a reduced form as its image underS
f. Hence f is monic.
2. SPLITTING
w xLet G be a group, X a finite set of variables and S g G X .
DEFINITION 14. An equation S s 1 is termed separable if there exists a
nontrivial partition of X into k ) 1 pairwise disjoint subsets X s X1
 . w xj ??? j X and elements w X g G X such that S can be written ask i i i
S s w X ??? w X . .  .1 1 k k
 .  .By the definition a separable equation has the form w X ??? w X1 1 k k
 .s 1. Sometimes it is convenient to write it also in the form w X ???1 1
 .w X s g, where g g G. Notice that any standard quadratic equationk k
over G is separable. We now need some more definitions.
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w x w xDEFINITION 15. Let f : H X ª H X be an H endomorphism of the
w x w xgroup H X . We say that an element w g H X is an eigenvector of f if
there exists an element g g H such that
wf s w g .
We term g an eigenvalue of w with respect to f.
This definition of an eigenvector becomes more natural if one thinks of
w xH X as a noncommutative H space over the ``ground field'' H, in which
case H-endomorphisms play the role of linear transformations. Let
 w x.End H X be the set of all such H-endomorphisms.H
w xDEFINITION 16. An element w g G X is termed to be of complete
spectrum if every g g G is an eigenvalue of w with respect to a suitable
 w x.f g End G X .G
 .  w x.Any word w g F X considered as an element from G X is an
element of complete spectrum. All quadratic atoms are elements of
complete spectrum; for example, the G-homomorphism z ª zg maps c z
 z. gonto c . On the other hand, the quadratic word xbx has no eigenvalue a
w x  .in the group F x , where F s F a, b is the free group on a, b. This
follows from the fact that the equation yby s ay1 ba with one variable y
has no solutions in F.
 .  .DEFINITION 17. Let w X ??? w X s g be a separable equation1 1 k k
over the group G. We say that a solution f of this equation is:
 . w f f xa in general position if w , w / 1 for every i s 1, . . . , k y 1;i iq1
 . w f f xb commutati¨ e, if w , w s 1 for every i s 1, . . . , k y 1;i iq1
 . fc degenerate, if w s 1 for some 1 F i F k.i 00
One may think of solutions in general position as those which give
linearly independent neighbors in the sequence wf, . . . , wf as elements in1 k
the Lie algebra associated to the group G. The commutative solutions
result in all neighbors in the sequence as above being a ``collinear to each
other.''
 .  .PROPOSITION 3. Let S: w X ??? w X s g, k G 2, be a nondegener-1 1 k i
ate separable equation o¨er a CSA group G and let all elements w be ofi
w xcomplete spectrum in G X . Then either S s g has a solution in generali
position, or e¨ery nondegenerate solution of S s g is commutati¨ e.
Proof. For k s 2 the statement of the proposition is obvious. Let k s 3
 .  .and suppose that both statements a and b do not hold for some
equation of the type
S : w X w X w X s g . .  .  .1 1 2 2 3 3
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That would imply that there exists a nondegenerate solution f : G ª GS
such that either
f f f fw , w s 1 and w , w / 11 2 2 3
or
f f f fw , w / 1 and w , w s 1.1 2 2 3
 .  .  .LEMMA 10. Let S: w X w X w X s g be a separable equation1 1 2 2 3 3
w xo¨er a CSA group G and the words w be of complete spectrum in G X . Ifi i
f : G ª G is a nondegenerate solution of this equation such that eitherS
f f f fw , w s 1 and w , w / 1 5 .1 2 2 3
or
f f f fw , w / 1 and w , w s 1, 6 .1 2 2 3
then there exists a solution c : G ª G in general position.S
 .Proof. Suppose we have the condition 5 ,
f f f fw , w s 1 and w , w / 1,1 2 2 3
for some nondegenerate solution f. To simplify the formulas we will use
yf  y1 .fthe following notation u s u .
 f f .NLet t s w w , where N is a big positive integer which will be2 3
 w x.  .specified in due course. Define c g End G X i s 2, 3 to be a Gi G i
endomorphism such that w is the eigenvector of c with the eigenvalue t.i i
 w x.Define c g End G X to be equal to f on X . This c exists because1 G 1 1 i
w is of complete spectrum:i
wc2 s ty1 w t , wc3 s ty1 w t .2 2 3 3
Since the equation S s g is separable, the sets of variables X , X , X are1 2 3
pairwise disjoint, therefore we can construct a G endomorphism c U g
 w x. U w xEnd G X j X j X such that the restriction of c on each G X isG 1 2 3 i
 . Uequal to c i s 1, 2, 3 . Now let c s f (c be the composition of f andi
U w xc ; in particular c : G X j X j X ª G is a G homomorphism.1 2 3
Compute the image of w w w under c :1 2 3
c f y1 f fw w w s w t w w t .  .1 2 3 1 2 3
fs w w w s g ; .1 2 3
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hence, c induces a solution c : G ª G. Moreover,S
tc c f fw , w s w , w / 12 3 2 3
w f f x w c c xsince w , w / 1. We claim that w , w / 1. Suppose, to the contrary,2 3 1 2
w c c xthat w , w s 1. Then1 2
tc c f fw , w s w , w s 1. .  .1 2 1 2
Therefore, by malnormality of abelian subgroups in a CSA group G one
w f x w f xhas w , t s 1. This implies that w , t s 1, and by the transitivity of2 3
w f f xcommutation, w , w s 1. This is a contradiction.2 3
 .In case 6 we can consider the inverse equation
y1 y1 y1 y1w X w X w X s g .  .  .3 3 2 2 1 1
 .for which f is a solution too, and in this case f satisfies the condition 5 ,
but for the new equation. Now, according to the argument above, we can
construct the solution a in general position to the new equation. This a is
a solution of the initial equation too, and clearly a is still in general
position.
Now suppose that k ) 3 and let f : G ª G be a nondegenerateS
solution which is neither in general position nor commutative. Then there
exists an index 1 F i F k y 3 such that the triple w , w , w satisfiesi iq1 iq2
 .  .  .either 5 or 6 after replacing index i by 1 . However, then, according to
w xLemma 10, we can construct a G-homomorphism c : G X j X j Xi iq1 iq2
 . f  . f t  . f tª G such that c w s w c w s w and c w s w ; Herei i iq1 iq1 iq2 iq2
 f f .Nt s w w ,iq1 iq2
c fw w s w w , .  .iq1 iq2 iq1 iq2
and, moreover,
c c c cw , w / 1 and w , w / 1.i iq1 iq1 iq2
w xExtending c to G X j ??? j X by1 k
xc s xf , for all x g X , where j / i , i q 1, i q 2,j
we see that
c f ff f f fw ??? w s w ??? w w w w ??? w s w ??? w s g .  .  .1 k 1 i iq1 iq2 iq3 k 1 k
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and, hence, c is a solution of S s g. Notice that
c c f fw , w s w , w for j / i , i q 1, i q 2,j jq1 j jq1
and
c c c cw , w / 1, w , w / 1.i iq1 iq1 iq2
w f t f x w f f xWe have to show that w , w / 1 if w , w / 1. Suppose on theiq2 iq3 iq2 iq3
w f f x w f t f xcontrary that w , w / 1 and w , w s 1.iq2 iq3 iq2 iq3
Rewrite this equality
ty1 wyf twyf ty1 wf twf s 1.iq2 iq3 iq2 iq3
w f x w f xIf N is large enough we have to have either w , t s 1 or w , t s 1.iq2 iq3
w f x w f x w f f xIf w , t s 1 holds, then w , t s 1 and w , w s 1}a contra-iq2 iq1 iq2 iq1
w f x w f t xdiction. If w , t s 1, then by commutation transitivity w , t s 1 andiq3 iq2
w f x w f f xhence w , t s 1 and w , w s 1}a contradiction.iq2 iq2 iq3
Thus we refine the solution f to a solution c which has less than f
commuting neighbors of the type wc, wc . Repeating the process wej jq1
arrive at a solution in general position. It follows that the equation S s g
either has a solution in general position or all nondegenerate solutions are
commutative.
Now we can formulate several corollaries for standard quadratic equa-
tions and their radicals. We will consider all three cases separately:
orientable of genus G 1, genus s 0, and nonorientable of genus G 1.
ismw x jsn z j  .PROPOSITION 4. Let S:  x , y  c s g m G 1, n G 0 be ais1 i i js1 j
nondegenerate standard quadratic equation o¨er a residually free group G.
Then S s g has a solution in general position unless S s g is the equation
w xw x w x zx , y x , y s 1 or x, y c s 1.1 1 2 2
Proof. Let n s 0. In this event we have a standard quadratic equation
of the type
w x w xx , y ??? x , y s g ,1 1 k k
which we will sometimes write as r ??? r s g, where, as before, r s1 k i
w xx , y .i i
w xw xLEMMA 11. Let S: x , y x , y s g be a nondegenerate equation o¨er1 1 2 2
a nonabelian fully residually free group G. Then S s g has a solution in
w xw xgeneral position unless S s g is the equation x , y x , y s 1.1 1 2 2
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Proof. Suppose S s g has a solution f such that r f s 1 and r f s 1.1 2
Then g s 1 and our equation takes the form
w x w xx , y x , y s 1. 7 .2 2
From now on we assume that for all solutions f, either r f / 1 or r f / 1.1 2
f  .Suppose now that just one of the equalities r s 1 i s 1, 2 takes place,i
say r f s 1. Write xf s a and yf s b. Then the equation is in the form2
w x w x w xx , y x , y s a, b / 1.2 2
This equation has other solutions, for example,
c : x ª aby1a, y ª abay1 ,
y1 y1 w y1 x y1x ª ab aba s a b , a , y ª ab a 8 .2 2
for which
ay1 y1ac 2 cw x w xr s a , b / 1 and r s b , a / 1.1 2
w c c xWe claim, that for this particular solution c we have r , r / 1. Indeed,1 2
w c c x ww 2 x w xxr , r s 1 if and only if a , b , b, a s 1, but the elements a, b freely1 1
ww 2 2 x w xx  .generate a free subgroup in G and a , b , b, a / 1 in F a, b .
w f f xThus, just one case is left to consider. Suppose that r , r s 1 and1 2
f  .r / 1 i s 1, 2 for all solutions f. To treat this case we need some factsi
about commutators in a fully residually free group, which will also be of
use later.
LEMMA 12. Let G be a fully residually free group. If two nontri¨ ial
w x w xcommutators a, b and c, d commute in G, then
y1w x w x w x w xa, b s c, d or a, b s c, d .
Proof. A nontrivial commutator in a free group is never a proper
w xpower. This is a result of Schutzenberger 16 . Hence, in a free group any
two nontrivial commuting commutators should be in the same cyclic
subgroup and, since they are not proper powers, they should be generators
of the cyclic subgroup. Consequently, they satisfy one of the equalities
from the lemma. Now, suppose there are two nontrivial commuting com-
mutators in G which do not satisfy any of the equalities from the lemma.
Then we could approximate these inequalities into a free group}this is a
contradiction.
According to Lemma 12 a priori we have two possibilities for the
f  f.y1solution f. However, if at least for one solution f we have r s r ,1 2
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w xw xthen g s 1, and we have just the exceptional equation x , y x , y s 1.1 1 2 2
So now we can make an auxiliary assumption that r f s r f for all solutions1 2
w x2f. In this event g s a, b for some a, b g G and the equation actually
takes the form
2w x w x w xx , y x , y s a, b .1 1 2 2
Consider the map j :
x j s aby1a, y j s abay1 , x j s aby1abay1 , y j s a.1 1 2 2
Then
jj y1 y1 y1 y1 2 y1w x w xr s x , y s ab a, aba s a b a ba1 1 1
and
jj y1 y1 y1 y1w x w x w xr s x , y s ab aba , a s ab a b a, b .2 2 2
It follows, that
2j j y1 y1 2 y1 y1 y1 y1 y1w x w x w xr r s a b a ba ab a b a, b s a b ab a, b s a, b ,1 2
w j j xi.e., j is a solution of the equation. We claim that r , r / 1. Indeed, as1 2
j j w x2we saw r r s a, b , but1 2
j j y1 y1 w x y1 y1 2 y1r r s ab a b a, b a b a ba .2 1
Taking a homomorphism from G into a free group in such a way that the
images of a and b do not commute, we can assume from the beginning
that a and b freely generate a free subgroup in G. Then the condition
w j j xr , r s 1 would imply that1 2
2 y1 y1 y1 y1 2 y1w x w xa, b s ab a b a, b a b a ba
 .in the free group F a, b . That is not the case since the two words are
reduced and graphically different. Thus, we have proved that either S s g
w xw xhas the form x , y x , y s 1 or there is a solution c such that1 1 2 2
c cw xr , r / 1.1 2
w x w xLEMMA 13. Let S: x , y ??? x , y s g be a nondegenerate equation1 1 k k
o¨er a nonabelian fully residually free group G and assume that k G 3. Then
S s g has a solution in a general position.
Proof. The proof will follow by induction on k.
Let k s 3. Assume first that g s 1. This means we have the equation
w x w x w xx , y x , y x , y s 1,1 1 2 2 3 3
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which has a solution f : G ª G such thatS
xf s a, yf s b , xf s b , yf s a, xf s yf s 1,1 1 2 2 3 3
where a, b are arbitrary noncommuting elements from G. Therefore the
equation
w x w x w xx , y x , y s b , a2 2 3 3
is nondegenerate of atomic rank 2; hence, by the lemma above it has a
w j j xsolution j such that r , r / 1. Now we can combine the solutions f2 3
and j to get the solution u , namely, let
xu s a, yu s b , xu s x j , yu s y j , for i s 2, 3.1 1 i i i i
We have proved that the equation S s g has a solution u such that r u / 1i
 . w u u xi s 1, 2, 3 and r , r / 1. Now we are in a position to apply Proposition2 3
3. It follows that there exists a solution c to S s g in general position.
Assume now that g / 1. Then there exists a solution X such that for at
least one i we have r f / 1. Renaming variables, we can assume thati
f w xexactly r s a, b / 1. Then the equation3
w xr r s g b , a1 2
w xhas a solution in G. Again we have two cases: if g b, a / 1, then we can
w x w xargue as above; if g b, a s 1 then g s a, b and the initial equation
S s g actually has the form
w xr r r s a, b .1 2 3
In this event, consider a solution j : G ª G such thatS
x j s a2 , y j s b , x j s b , y j s a2 , x j s a, y j s b.1 1 2 2 3 3
We see that r j / 1 for all i s 1, 2, 3, andi
j j 2w x w xr , r s b , a , a, b / 12 3
in the free group generated by a, b. By Proposition 3 there exists a solution
c to S s g in general position. We are done.
Let k ) 3. The equation
r ??? r s g1 k
has a solution f such that at least for one i, say i s k by renaming
. f w xvariables we can always assume this , we have r s a, b / 1. Then thek
equation
w xr ??? r s g b , a1 ky1
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 .is nondegenerate and by induction notice that k G 3 there is a solution j
w j j xsuch that r , r / 1 for all i s 1, . . . , k y 1. Extend this j to a solutioni iq1
of the initial equation S s g defining x j s a, y j s b. Now by Lemma 10k k
we can refine j on the last three atoms r , r , r and get a solution cky2 ky1 k
w c c xsuch that r , r / 1 for all i s 1, . . . , k y 1, i.e., a solution in a generali iq1
position.
Let n G 1. Let m s 1. In the event when n s 1 we have the following:
w x zLEMMA 14. The equation S: x, y c s g o¨er a nonabelian fully residu-
ally free group G always has a solution in general position pro¨ided g / 1.
w x zProof. Let x ª a, y ª b, z ª d be an arbitrary solution of x, y c s g,
w x dwhere g / 1. Then g s a, b c and the equation takes the form
w x z w x dx , y c s a, b c .
w x w x w xWe can assume that a, b / 1. Indeed, suppose a, b s 1. If c,d / 1,
then we can write the equation as
w x z d w y1 xx , y c s c s d , c c,
y1 w x w y1 xwhich has the solution x ª d, y ª c , z ª 1 such that x, y ª d, c
w x/ 1. So we can assume now that c, d s 1, in which case we have the
equation
w x z w x w y1 xx , y c s c or equivalently x , y s c , z .
The group G is a nonabelian CSA group; hence, the center of G is trivial.
w xIn particular, there exists an element g g G such that c, g / 1. We see
y1 w xfthat x ª c , y ª g, z ª g is a solution f for which x, y / 1.
w x z w x d w xThus we have the equation x, y c s a, b c , where a, b / 1. Con-
sider the map c defined as
y1 y1c d c d d c dx s bc a, y s bc b bc , z s d bc . .  .  .  .
Straightforward computations show that
c cd z d dw x w x w x w xx , y s a, b b , c and c s c , b c ; .
hence,
cc c z d d d dw x w x w x w xx , y c s a, b b , c c , b c s a, b c
and, consequently, c is a solution.
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w c c x w c c xWe claim that r , r / 1. Indeed, suppose r , r s 1. Then we have1 2 1 2
c cc z d c c z dw x w x w xx , y , c s 1, a, b , c s 1, and x , y c s a, b c ,
which implies that in the following sequence of elements in G all neigh-
bors commute:
c c cz z d dw x w xc , c x , y , a, b c , c .
The group G is commutative transitive, so all elements in this sequence
w z c d x w z c dy1 xpairwise commute; in particular, c , c s 1. This implies c , c s 1
w c y1 x and, consequently, z d , c s 1 the last implication comes from the
.malnormality of centralizers in G . Thus,
w f y1 xz d , c s 1,
which implies that
w d y1 x w y1 x w y1 x w d x1 s dbc d , c s dbd c, c s dbd , c « b , c s 1.
ww x xFrom transitivity of commutation we obtain that a, b , b s 1, but this
 .contradicts the fact that the subgroup gp a, b is freely generated by a and
c cw xb. Hence, we have found the solution c such that r , r / 1.1 2
Now suppose that n ) 1. Let f : G ª G be an arbitrary solution ofS
S s g. Write
yfn
z jh s g c j /js3
and consider the equation
w x z1 z2x , y c c s h. 9 .1 2
If this equation satisfies the conclusion of the proposition, then by Propo-
sition 3 the equation S s g will satisfy the conclusion. So we need to
 .prove the proposition just for the equation 9 . There are now just two
possibilities.
 .  .Case a . There exists a solution j of the equation 9 such that
 z2 . jc / h. In this event, by Lemma 14 the equation2
yjz z1 2w xx , y c s h c / 1 .1 2
has a solution u in general position. Hence we can extend this u to a
 . u w u u xsolution of 9 in such a way that r / 1 for i s 1, 2 and r , r / 1.i 1 2
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Consequently, by Proposition 3 we can construct a solution c in general
position.
 . z2 fCase b . Assume now, that c s h for all solutions f of equation2
 .9 . Then we actually have
w x z1 z2x , y c s 1 and c s h ,1 2
w xand this system of equations has a solution in G. It follows that c s a, b1
 ./ 1 for some a, b g G. Therefore equation 9 is in the form
z1 z2w x w xx , y a, b c s h2
and has a solution c of the type
xc s b f , yc s a f , zc s f , zc s zf ,1 2 2
 .where f is an arbitrary element in G and f is an arbitrary solution of 9 .
w xThe two elements a, b and h are nontrivial in the CSA group G; hence,
U ww x f U xthere exists an element f g G such that a, b , h / 1 However, this
implies that if we take f s f U , then the solution c will have the property
w c c xr , r / 1. Now it is sufficient to apply Proposition 3.2 3
The case m s 2. In this event we have the equation
jsn
z jw x w xx , y x , y c s g .1 1 2 2 j
js1
Again, if there exists a solution f of this equation such that
fjsn
z jc / g , j /js1
then we can write
yfjsn
z jh s g c j /js1
and consider the equation
w x w xx , y x , y s h ,1 1 2 2
which according to Proposition 3 has a solution j in general position. We
can extend it to a solution of S s g and by Proposition 3 we can construct
a solution c in general position.
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Let us assume now that
fjsn
z jc s g j /js1
for all solutions f of the equation S s g. This implies that an arbitrary
map of the type
x ª a, y ª b , x ª b , y ª a1 1 2 2
extends by means of any f above to a solution c of the equation S s g.
ww x f xChoose a, b g G such that b, a , r / 1 for the given solution f. This is3
w x w 2 x falways possible, because either b, a or b , a does not commute with r3
w xin the fully residually free group G provided a, b / 1. Again, we just
need to appeal to Proposition 3.
The case m ) 2 is easy since if f is a solution of this equation, then we
can consider the equation
yfjsnism
z jw xx , y s g c , i i j /is1 js1
which by Proposition 3 has a solution in general position. After that, to
finish the proof we need only apply Proposition 3.
PROPOSITION 5. Let S: c z1 ??? c zk s g be a nondegenerate standard1 k
quadratic equation o¨er a fully residually free group G. Then either S s g has
a solution in the general position or e¨ery solution of S s g is commutati¨ e.
Proof. By the definition of a standard quadratic equation, c / 1 for alli
i s 1, . . . , k. Hence every solution of S s g is nondegenerate. Now the
result follows from Proposition 3.
The following simple lemma will be of use throughout the paper.
LEMMA 15. Let G be a group, S s 1 be a system o¨er G with ¨ariables
w x ffrom X, and w g G X . If w s 1 for e¨ery solution f: G ª G, thenS
 4S ; S j w o¨er G.
Proof. If wf s 1 for every solution f : G ª G, then w belongs to theS
 .  4radical Rad S . Therefore, S ; S j w over G.
z1 zk  .PROPOSITION 6. Let S: c ??? c s g k G 2 be a nondegenerate stan-1 k
dard quadratic equation o¨er a CSA group G such that all of its solutions are
commutati¨ e. Then S s g splits o¨er G:
y1S s g ; z a , c s 1 ¬ i s 1, . . . , k , 4G i i i
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where a g G. Moreo¨er, in this case, up to some linear transformations ofi
¨ariables z ª g z h s u , where g , h g G, we can rewrite the system in thei i i i i i i
form
X w xS s u , b s 1 ¬ i s 1, . . . , k , 4i i
w xwhere b g G and b , b s 1 for e¨ery i, j.i i j
Proof. Notice, that g / 1; otherwise, the equation S s g is not stan-
dard. Fix an arbitrary solution, say z ª a , i s 1, . . . , k. Then g s ca1 ???i i 1
ak w ai aiq1 xc and c , c s 1.k i iq1
Let f: G ª G be an arbitrary solution of S s g. In the CSA group GS
we have
f f f fz z a a z z a ai iq1 i iq1 1 k 1 kc , c s 1, c , c s 1, c ??? c s c ??? c .i iq1 i iq1 1 k 1 k
From commutation transitivity in G we deduce that for any i, j,
f fz z a ai j i jc , c s 1, c , c s 1.i j i j
 a1 akAgain, from transitivity of commutation in G notice that g s c ??? c /1 k
.1 we obtain
fz ai ic , c s 1i i
and from malnormality of centralizers in G we see that
f y1z a , c s 1, i s 1, . . . , k ,i i i
for all solutions f. By Lemma 15,
z z a a y11 k 1 kS s g ; c ??? c s c ??? c , z a , c s 1, i s 1, . . . , k s S . 4G 1 k 1 k i i i 1
w y1 x z i aiThe equation z a , c s 1 can be rewritten as c s c . This allows usi i i i i
to eliminate the initial equation S s g from S . Thus finally,1
y1 y1S s g ; z a , c s 1, . . . , z a , c s 1 s S . 4G 1 1 1 k k k 1
w a1 aj x w aj a1y1 xMoreover, c , c s 1; therefore, c , c s 1. If we conjugate the1 j 1 j
w y1 x y1equation z a , c s 1 by d s a a , we obtainj j j j j 1
y1 y1 d jS s g ; d z a d , c s 1 ¬ j s 1, . . . , k s S . 5G j j j j j 1
Renaming u s dy1 z ay1d and b s cd j we can rewrite the system so thatj j j j j j j
w x w xS s g ; u , b s 1, . . . , u , b s 1 , 4G 1 1 k k
w xwhere b , b s 1. This finishes the proof.i j
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It easy to describe the radical of the system SX s 1 from the proposition
above.
X w x 4 PROPOSITION 7. Let S s u , b s 1 ¬ i s 1, . . . , k be a system withi i
. w xindeterminates u o¨er a CSA group G such that b g G and b , b s 1 fori i i j
e¨ery i, j. Then the radical of the system SX is the normal closure of the system
U w x w xS s u , C s 1, u ,u s 1 ¬ i , j s 1, . . . , k , 4i i j
 . Uwhere C s C b , . . . , b . Moreo¨er, G s G is an extension of theG 1 k RS . S
centralizer C in G.
Proof. The system SU must follow from SX because G and, conse-
quently, G , are CSA groups. On the other hand, G U is an extension ofRS . S
 .the centralizer C; hence, it is fully residually G, so the radical Rad S
U w xcoincides with the normal closure of S in G u , . . . , u .1 k
COROLLARY 3. Let S: c z1 ??? c zk s g be a nondegenerate standard1 k
quadratic equation o¨er a CSA group G such that in the case k G 2 all
 .solutions of it are commutati¨ e. Then the radical Rad S is equal to
y1a z , C s 1, j j
y1 y1a z , a z s 1 ¬ i , j s 1, . . . , k ,5i i j j
 a1 a2 ak .where z ª a is a solution of S s g and C s C c , c , . . . , c . More-i i G 1 2 k
o¨er, G is an extension of the centralizer C in G.RS .
The proof follows from Proposition 6 and 7.
PROPOSITION 8. Let S: x 2 ??? x 2 c z1 ??? c zk s g be a nondegenerate stan-1 p 1 k
dard quadratic equation o¨er residually free group G. Then:
1. If p G 2, then there is always a nondegenerate solution.
2. If p s 1, then either there is a nondegenerate solution or xc s 1 for1
any solution c and the radical of S is the same as the radical of equations
c z1 ??? c zk s g.1 k
3. If k s 0, g s 1, and p G 4 or k s 0, g / 1, and p G 3 or k / 0
and p G 3, then there is always a solution in general position.
4. If p G 2, then either there is a solution in general position or all
solutions are commutati¨ e and G is an extension of a centralizer.RS .
Proof. 1. All quadratic atoms of the form zy1c z are nontrivial.i i i
 .  .Suppose c x s a, c x s 1. Then we can take another solution f,i iq1
 . 2  . y1  .  .such that f x s a , f x s a , and f x s c x for all j / i,i iq1 j j
 .  .f z s c z . This solution has fewer trivial atoms.k k
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 .  .Suppose c x s 1 and c x s 1. Then again we can take anotheri iq1
 .  . y1  .solution f, such that for some a f x s a, f x s a , and f x si iq1 j
 .  .  .c x for all j / i, i q 1; f z s c z .j k k
This solution again has fewer trivial atoms.
2. Trivial.
3. Suppose there is a solution such that all the atoms commute. If
there is a solution f such that x 2f ??? x 2f s s2 ??? s2 / 1, for some q G 3,1 q 1 q
 .  . y1 w xthen there is another solution c x s b, c x s b , where b, s / 1,1 2 i
 .  .  .  .  .c x s s s s , c x s f x , for i / 1, 2, 3, and c z s f z . For3 1 2 3 i i k k
p G 4 and for the case p G 3, k s 0, g / 1, such a solution f always
exists. If p s 3 and x 2f x 2f x 2f s 1, then take an element b which does1 2 3
 . 2  .not commute with any conjugate of c and put c x s b and c x s1 1 2
 . y1c x s b .3
4. If there is a solution with two noncommuting atoms, then by
condition 1 there is a solution in general position. All we have to prove is
that if all solutions are commutative, then G is an extension of aRS .
centralizer.
Fix an arbitrary nontrivial solution say z ª a , i s 1, . . . , k, x ª s ,i i i i
i s 1, . . . , p. Then g s s2 ??? s2ca1 ??? cak and from transitivity of commu-1 p 1 k
w a aj x w ai x w xtation in G we have c , c s 1, c , s s 1, and s , s s 1.i j i j k j
Let f : G ª G be an arbitrary solution of S s g. ThenS
f f fz z z f f fi j ic , c s 1, c , x s 1, x , x s 1.i j i j j k
 2 2 a1Again, from transitivity of commutation in G notice that g s s ??? s c1 p 1
ak .??? c / 1, otherwise the equation is not standard , we obtaink
fz ai ic , c s 1,i i
and from malnormality of centralizers in G, we see that
f y1z a , c s 1, i s 1, . . . , k ,i i i
for all solutions f.
w f y1 x z i aiThe equation z a , c s 1 can be rewritten as c s c . So we havei i i i i
x 2f ??? x 2f s s2 ??? s2. In a residually free group G this equality implies1 p 1 p
xf ??? xf s s ??? s . Hence1 p 1 p
f f y1 aiS s g ; x ??? x s s ??? s , a z , c s 1, i s 1, . . . , k ,G 1 p 1 p i i i
ai w x w xc , x s 1, x , x s 1, x , s s 1 s S .4i j i j i j 1
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Write u s ay1 z . Then the radical of the system S is the normal closurei i i 1
of the system
U w x w xS s x ??? x s s ??? s , u , C s 1, u , u s 1, i , j s 1, . . . , k , 1 p 1 p i i j
w x w xu , x s 1, i s 1, . . . , k , j s 1, . . . , p , x , x s 1, i , j s p ,4i j i j
 a1 ak .where C s C c , . . . , c , s ??? s . The group G is just the extensiong 1 k 1 p RS .
of a centralizer C.
The proposition is proved.
3. ATOMIC RANK 1
In this section we prove Theorem 1 for a standard quadratic equation
S s d of atomic rank 1.
Quadratic equations of atomic rank 1 have one of the following three
forms.
w xForm 1. x, y s d for some d g G. By the conditions of the theorem
this equation has a solution in the group G, say x ª a, y ª b; conse-
w x w xquently, d s a, b . Suppose, a, b s 1. Then
 :w xG s G) x , y ¬ x , y s 1 , G) Z = Z . .S
 t f :DEFINITION 18. Let K s H, t ¬ a s a , a g A be the HNN extension
of a group H with associated subgroups A and Af. We say that we make
a pinch if we replace in the word w g K a subword at by af or a subword
af t
y1
by a, a g A.
w xWe need now a modification of a result from 1 .
 .LEMMA 16. Let G be a nonabelian CSA group, G u, t be an extension of
w x  .2a centralizer of G, and ¨ g G such that u, ¨ / 1. Then for z s t¨ t the
 z z.subgroup gp G, u ,t is G-isomorphic to the free product of G and a free
abelian group of rank 2 generated by u z and t z.
 z z.  .Proof. The subgroup H s gp u , t F G u, t is free abelian of rank 2.
 .We claim that the subgroup N s gp G, H is G isomorphic to G) H. Let
x s g zy1 h z g zy1 h z g ??? zy1 h z g 10 . .  .  .0 1 1 2 2 n n
be an element in N such that 1 / h g H, i s 1, . . . , n, and 1 / g g G,i j
j s 1, . . . , n y 1, in the case n / 0, and g / 1 in the case n s 0. Using1
the method of normal forms for free products to prove that N , G) H
 .one needs only to prove that x / 1 in the HNN extension G u, t . To get a
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 .contradiction, let us suppose that x s 1. If n / 0, then the word 10
 .contains a pinch. Let us consider a ``typical'' subword of the word 10 :
zy1 h z g zy1 h z . 11 . .  .i i iq1
 .  .There are only two possible types of pinches in 11 , namely, h g C ui
 . y1 y1and g g C u . In those cases one has t h t s h and t g t s g .iq1 i i iq1 iq1
 .Then ``making a pinch'' one can rewrite the word 11 according to the
reductions in HNN extensions. In the rewritten word new pinches can
y1 y1 w xoccur only in subwords of the type ¨ h ¨ and ¨g ¨ . However, u, ¨i iq1
 .  . y1  . y1/ 1 and h g C u , g g C u , and, hence, ¨ h ¨ f C u and ¨g ¨i iq1 i iq1
 .f C u }this follows from the malnormality of centralizers in CSA groups.
 .This means that there are no more pinches in 11 . This argument shows
 .  .that pinches in 11 and hence in 10 do not affect each other and,
 .consequently, after all possible reductions in 10 the remaining word
 .represents a nontrivial element in G u, t whenever n / 0. However, if
n s 0, then x s g / 1 by the supposition. The contradiction proves the0
lemma.
The lemma shows that G is G embeddable in every nontrivial exten-S
 .sion of a centralizer G u, t of G.
w xSuppose now that a, b / 1. Then G is a free product with amalgama-S
  . w x w x:tion G) F x, y ¬ a, b s x, y .
 .LEMMA 17. Let G u, t be an extension of a centralizer of a nonabelian
 t:CSA group G. Then the subgroup G, G is isomorphic to the free product
 t  .  . t:with amalgamation G)G ¬ e u s C u .
The proof is similar to the proof of the Lemma 16, but simpler.
w xThe element a, b is not a proper power in G because G is a residually
 t:free group. By Lemma 17, the subgroup G, G is G-isomorphic to the
 t w x. w x. t: w x .free product G)G ¬ C a, b s C a, b in the extension G a, b , t
w xof the centralizer of a, b g G. Any two noncommuting elements in G
 t. hence in G generate a free subgroup this is a property of residually free
.  t t:groups . Therefore, the subgroup G, a , b is a free product of G and the
 t t: w x w t t xfree group a , b with amalgamation a, b s a , b , so this subgroup is
G-isomorphic to G .S
Form 2. Let S s 1 be an equation of the type zy1cz s d. Assume now
 .that c is a generator of C c . This equation has a solution in G, so weG
y1 w y1 xcan assume that d s a ca, for some a g G. This implies za , c s 1.
Hence,
 y1 :  :w x w xG s G, z ¬ za , c s 1 , G, t ¬ t , c s 1 ,S
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where t is a new letter obtained by the corresponding Tietze transforma-
 y1 .tion t s za . So, in this case, G is an extension of a centralizer of G.S
 .  :Suppose that C c / c . In this case by Lemma 15,G
y1 4S s 1 ; za , C c s 1 s S . . 4G 1
The group G is an extension of a centralizer of G; hence, it is residuallyS1
 . w y1  .x w xG and consequently, Rad S is the normal closure of za , c c in G z .G
Thus G is embeddable into an extension of a centralizer of G.RS .
2  .Form 3. S s 1 is in the form x s d the case d s 1 is included . If
x ª a is a solution of S s 1 in G, then a2 s d and our equation takes the
2 2  2 4  4 2form x s a . Hence x s d ; x s a for some a g G such that d s a .
 :The group G, x ¬ x s a is isomorphic to G and, consequently, it is a
 .residually G group. Hence the radical R S is equal to the normal closure
y1 w xof xa in G x and G s G . The case k s 1 is finished.RS .
Remark 1. In this proof we used just the following properties of the
group G: G is a nonabelian CSA group; every nontrivial commutator is not
a proper power in G; every two noncommuting elements in G generate a
free subgroup.
4. SOME AUXILIARY RESULTS
We shall need the following auxiliary results.
LEMMA 18. For all solutions f of the equation cm xcn s cl z in a free
w f x w f xgroup F one has x , c s 1 and z , c s 1.
Proof. We can assume, that the absolute value of at least one of the
w f x w f x  w x.numbers m, n, l is equal to 1. Otherwise x , c s 1, z , c s 1 see 15 .
 .Without loss of generality we can suppose that l s 1. Suppose f x s a,
 .f z s b.
We can rewrite the equation in the form cym cm ab
y1
cnb
y1
cyn s c1ymyn
w m y1 xw yn x 1ymynor c , ab b, c s c . The members of the lower central series
of the free group are isolated subgroups. Hence in the case m q n / 1
this equality implies that c belongs to the intersection of the lower central
series of F. This intersection is trivial; hence c s 1.
Consider now the case n s 1 y m. Let H be the subgroup generated by
w x m a nc and a. If a, c / 1, then H is free of rank 2. Elements c and d s c c
 .are virtually conjugate in H i.e., they are conjugated in a free group F
w xand not proper powers in H. By Theorem 4 from 4 we have that either c
and d are conjugate in H but this is not the case, because c and d are
.cyclically reduced in H and of different length in H or the element
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y1 y1 y1  m a n.y1  :t ctd s t ct c c is primitive in the free group a, c, t . But this
y1  m a n.y1is also impossible, because t ct c c belongs to the commutator
 : w x bsubgroup of a, c, t . This implies that a, c s 1. But then c s c and
w xc, b s 1.
LEMMA 19. Let H be a CSA group and
F s f : H ª H 4f
be a separating family of homomorphisms of H. Then for any finite partition
n  .F s D F there exists an index i 1 F i F n such that F is also ais1 i i
separating family of homomorphisms.
Proof. A family of homomorphisms F separates H if and only if the
diagonal homomorphism h: H ª  H is an embedding. For every if g F f
 .i s 1, . . . , n we have the diagonal homomorphism
h : H ª H s H .i i f
fgF i
Now we can concoct the diagonal homomorphism
n
h : H ª H , i
is1
which is an embedding because F is a separating family for H. To prove
the proposition it is sufficient to prove that at least one of homomorphisms
h is an embedding. Let K be the kernel of the map h . If all these kernelsi i i
are nontrivial, then we can choose nontrivial elements k g K . Then,i i
according to the CSA property, there are some elements x g H such thati
the commutator
x x x2 3 nc s k , k , k , . . . , k1 2 3 n
is nontrivial. However the image of c under h is trivial, since every hi
 .maps c onto 1 because h maps k onto 1 . This contradicts the fact that hi i
is an embedding.
w xLEMMA 20. Let G be a fully residually free group, a, b g G, a, b / 1,
 .  .  .and let C ab not be conjugate to either C a or C b . Let A consist ofG G G
 .  .alternating products of nontri¨ ial elements p g C a and q g C ab , suchi G j G
 :  .  :that the alternating product does not belong to b . Let B s C b _ b andG
h s h g h ??? g h be an alternating product of elements g g B and h g A,0 1 1 n n i j
 .which does not begin and end with an element from B. Then h f C b .G
w xfProof. For each homomorphism f : G ª F if a, b s 1, then either
f f  .f w xa or b or ab is not a proper power, see 15 . The family F of
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discriminating homomorphisms for G can be subdivided into three sub-
families F , F , and F corresponding to these three possibilities we can1 2 3
w xf .assume a, b s 1 for each f g F .
By Lemma 19 one of these three families F is a separating family forj
G. According to the CSA property for any nontrivial elements k , . . . , k1 n
g G there are some elements x g G such that the commutatori
x x x2 3 nc s k , k , k , . . . , k1 2 3 n
is nontrivial. As a separating family, F contains a homomorphism f suchj
that cf / 1. Hence f separates the elements k , . . . , k . Hence F is1 n j
discriminating. Suppose for definiteness that F is a discriminating family.3
 . f  f f .nThen for any c g C ab and any f g F , c s a b , for some n.G 3
w xWe show now that for an element s g A, s, b / 1. Indeed, by Lemma
 .  .21, s belongs to the free product of the centralizers C a and C ab ; bG G
also belongs to this free product, has length 2 as a reduced word in the
free product, and is not a proper power. Hence the centralizer of b in this
 :free product is b .
We will show that for h , . . . , h g A and g , . . . , g g B, h g . . .1 k 1 ky1 1 1
h bhy1 ??? gy1 hy1 by1 / 1.k k 1 1
t i1 t i2 w xLet h s b p q ??? p q b and c s p q , b / 1 and d si i1 i1 im im i i1 i1 ii iw x w xp q , b / 1. Such representation exists because h , b / 1. Thereim im ii i w xis a homomorphism f g F separating the elements h , b , c , d ,3 i i i
t i2qa t iq1, 1qb  4b g b where a , b g 0, 1, y1 .i
Consider
hfg f ??? hfbhyf ??? gyf hyf by1 . 12 .1 1 k k 1 1
Let af s a and bf s b . Consider this element as an element in the free0 0
 .  . fproduct of C a and C b , and suppose that all h s are in the reducedF 0 F 0 i
 .form in this product, hence containing a . Then 12 will be in the reduced0
f f f y1 f .form, because there are no pinches in h g h or in h bh .i i iq1 k k
5. ATOMIC RANK 2
In this section we shall prove the following result.
PROPOSITION 9. For e¨ery fully residually free group G and e¨ery nonde-
generate standard quadratic equation S s 1 of atomic rank 2 that has a
solution in a general position o¨er G there is an extension of centralizers
 .  .G U, T and a G embedding c : G ª G U, T .S
Let S s 1 be a standard nondegenerate quadratic equation of atomic
rank 2. In this case the equation S s 1 can be written as
r r s g , g g G,1 2
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where r , r are standard quadratic atoms of the types:1 2
w x y1 2x , y , z cz , x .
With respect to the different forms of atoms we consider four cases.
w xCase 1. If r s x, y , then the equation takes form1
w xx , y r s d.2
There exists a solution f : G ª G of the equation S s 1 over G suchS
w f f xthat r , r / 1. Let1 2
f : x ª a, y ª b , r ª c.2
w x w x w x.This implies that a, b c s d, a, b / 1, and that the centralizers C a, bG
 .  .and C d have trivial intersection because G is a CSA group .G
 .Let us consider a group G U, T which is obtained from G by two
extensions of centralizers:
w xG U, T s G, s, u ¬ C a, b , s s 1, C d , u s 1 . : .  . .G Gw a , b x , s.
Define a G map c which depends on the form of the atom r : if2
w xr s x , y , then2 2 2
u usu su f fc : x ª a , y ª b , x ª x , y ª y ; .  .2 2 2 2
if r s zy1cz, then2
c : x ª asu , y ª bsu , z ª zf u. .
 .The map c can be extended to a G homomorphism c : G ª G U, T .S
Indeed,
su u uc f f f f ur r s r r s r r s d s d. .  .  .  . .1 2 1 2 1 2
PROPOSITION 10. Let f : G ª G be a solution of the equation S s 1S
w f f x  .o¨er G such that r , r / 1. Then the G-homomorphism c : G ª G U, T1 2 S
 :defined abo¨e is monic on the subgroup H s G, x, y .
 .Proof. From Lemma 9 we know that H , G) F x, y . Hence to prove
 . cthe proposition we need to show that c is monic on F x, y and H ,
 .c  c .G) F x, y we have G s G since c is a G map . The homomorphism
 .c is monic on F x, y if and only if
suc c c f f f fF x , y , F x , y , F x , y , F x , y s F a, b , .  . .  .  .
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which is equivalent to saying that a, b freely generate a free subgroup of
f w xrank 2. Notice that r s a, b / 1 in G and the group G is residually1
 :free; so the subgroup a, b is indeed free of rank 2. Now it is sufficient to
c  .cprove that H , G) F x, y .
Choose an arbitrary nontrivial element h g H. It can be written in the
form
h s g ¨ x , y g ¨ x , y g ??? ¨ x , y g , .  .  .1 1 2 2 3 n nq1
 .  . where 1 / ¨ x, y g F x, y are words in x, y and 1 / g g G with thei i
.possible exception of g and g , they could be trivial . Then1 nq1
su su such s g ¨ a, b g ¨ a, b g ??? ¨ a, b g . 13 .  .  .  .1 1 2 2 3 n nq1
 . The group G U, T is obtained from G by two HNN extensions extensions
.  .of centralizers , so every element in G U, T can be rewritten in reduced
 .form by making finitely many pinches. In the case of G U, T , to make a
pinch means to rewrite the element according to the following rules: here
 4 w x.  ..e g 1, y1 , p g C a, b , q g C dG Gw a, b x, s.
sepsye ª p , uequye ª q ,
which allows us to cancel s or u.
 .CLAIM. The leftmost occurrence of u in the product 13 occurs in the
reduced form of hc uncancelled. Moreo¨er, the element hc can be written in
the reduced form
hc s g uy1 wf , 14 .1
where
 .a either w is an alternating product p q ??? p g of nontri¨ ial ele-1 1 k k
 . w x.ments perhaps, with the exception of q such that p g C a, b andk i G
 .q e C d or w is tri¨ ial;i G
 .b f begins with either the letter u or s or their in¨erses, or f is tri¨ ial. In
"1  .particular, if w s 1, then f does not begin with u because the form 14 is
reduced.
We prove the claim by induction on n. If n s 1 and hc is already a
reduced form, then the claim is obviously correct. Suppose now, there is a
 .pinch there. Since u does not commute with any element of G U, T
y1  .containing s in reduced form s ¨ a, b s, then we should have a pinch
y1  .  . w x.s ¨ a, b s. This means ¨ a, b g C a, b . After cancelling s we haveG
hc s g uy1 ¨ a, b ug ; .1 2
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w xthis is a reduced form, since the centralizers of d and a, b have trivial
 .intersection. In this case w s ¨ a, b s p , f s ug , and all conditions of1 2
the claim are satisfied.
c  .Assume now that h is in the general form 13 and n ) 1. Let
su such s g ¨ a, b g ??? ¨ a, b g . .  .1 2 2 3 n nq1
By induction we can write hc in a reduced form which satisfies the1
conditions of the claim:
hc s g uy1 w f .1 2 1 1
In particular, if w / 1, then w s p g ??? is an alternating product of2 2
nontrivial elements from the corresponding centralizers. It follows that
hc s g uy1sy1 ¨ a, b sug uy1 w f . 15 .  .1 2 1 1
 .If this form is reduced, then it satisfies the statement of the claim. If 15 is
y1  . y1  .not reduced then either s ¨ a, b s or ug u or both should be a2
pinch. Indeed, g uy1 w f is already reduced by induction, so either the2 1 1
y1 y1  . pinch is inside g u s ¨ a, b sug and this case was already discussed1 2
. y1 y1  .for n s 1 or it should be of the type ug u . If s ¨ a, b s is the only2
 .pinch in 15 , then cancelling s we have a reduced form which evidently
y1 y1  .satisfies the claim. If ug u is a pinch, but s ¨ a, b s is not a pinch,2
 .then we have g s q g C d and2 1 G
hc s g uy1sy1 ¨ a, b sq w f s g uy1sy1 ¨ a, b sq p q ??? f . .  .1 1 1 1 1 1 2 2 1
 . w x.If we have both possible pinches, then ¨ a, b s p g C a, b and1 G
hc s g uy1 p q p q ??? f .1 1 1 2 2 1
In the last two cases to meet the conditions of the claim, we need to prove
that the rewritten forms are reduced. It is sufficient to prove that any
alternating product w s p q ??? of length at least 2, in which all factors1 1
w x.are nontrivial, does not belong to either of centralizers C a, b orG
 .C d . Now we need:G
LEMMA 21. Let G be a fully residually free group. If centralizers A s
 .  .  :C g and B s C h in G do not coincide, then the subgroup C s A, BG G
generated by them in G is isomorphic to the free product A) B.
Proof. Consider an alternating product of the type
c s c c ??? c , c g A j B ,1 2 n i
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where neighbors c and c are in different centralizers. The group G isi iq1
fully residually free, so there exists a homomorphism l: G ª F which
separates all the elements c in F and also separates the commutatori
w x w l lx  l.g, h . The inequality g , h / 1 ensures that the centralizers C g andF
 l.C h do not coincide in F and, consequently, they generate a freeF
subgroup of rank 2, which is exactly their free product. Hence,
cl s clcl ??? cl / 1.1 2 n
This implies c / 1 and therefore C , A) B.
We have almost completed the proof of Proposition 10. Indeed, the
element w s p q ??? has length at least 2 in the free product C s1 1
w x.  .C a, b )C d ; hence, it does not belong to either of the factors. TheG G
proposition has been proved.
w xw xCase 1a. Let the equation r r s d be of the form x, y z, w s d.1 2
Then by Proposition 1 G , H y1 and by Proposition 10, H isr r sd r sr d1 2 2 1
 . y1G-embeddable into some G U, T . Hence, by Proposition 2, Hr sr d2 1
 .  .y1 y1is embeddable into G U, T . According to Section 3, G U, Tr sr d r sr d2 1 2 1
 . .  .is embeddable into G U, T U , T s G U j U , T j T for some U1 1 1 1 1
and T .1
Case 1b. Let the equation S s 1 have the form
w x y1x , y z c z s d1 1 1
w f f xand suppose there is a solution f of this equation such that r , r / 1.1 2
Denote zf s a , xf s a, yf s b.1 1
Consider the following group which is obtained from G by two exten-
sions of centralizers:
a1G U, T s G, s, u ¬ C c , s s 1, C d , u s 1 . : .  . .G 1 G
 a1.  .Notice that the centralizers C c and C d have trivial intersection inG 1 G
 .G. This shows that the centralizers of s and u in G U, T have trivial
 w x.intersection see 12 . Moreover,
a1  : :C s s C c , s , C u s C d , u . 16 .  .  .  . .GU , T . G 1 GU , T . G
 .Define a G map b : G ª G U, T byS
z ª a su , x ª au , y ª bu .1 1
By straightforward verification we see that
b y1w xr r s a, b a c a s d; .1 2 1 1 1
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hence, c defines the G homomorphism which we denote again by c :
 .G ª G U, T .S
 :PROPOSITION 11. The restriction of b onto the subgroup H s G, z is1
monic.
The proof of this proposition is the same as the proof of Proposition 12
below. Now to finish the case 1b, it is sufficient to repeat the argument
from the end of 1a.
Case 2. Let the equation S s 1 have the form
zy1c z zy1c z s d1 1 1 2 2 2
w f f .xand suppose there is a solution f of this equation such that r , r / 1.1 2
f a1 a2 w a1 a2 xDenote z s a , i s 1, 2. Then d s c c and c , c / 1. We can alsoi i 1 2 1 2
w xassume that the solution f also satisfies an auxiliary condition a , c / 1.1 1
w xIn fact, if a , c s 1, instead of f we can consider the solution1 1
fX : z ª a d, fX : z ª a d1 1 2 2
 X .in the group G clearly, f is a solution of our equation . Now, if
w x w x a2 w a2 xa d, c s 1, then d, c s 1, but d s c c . Therefore c , c s 1}a1 1 1 1 2 1 2
w f f xcontradiction to the condition r , r / 1.1 2
In this event we have also
a1c , c / 1.1 1
 .a1  .Otherwise C c l C c / 1, but the group G is a CSA group; henceG 1 G 1
 .every stabilizer is malnormal in G and consequently a g C c , which1 G 1
w ximplies that c , a s 1}a contradiction to the choice of f.1 1
 .  .  .In the CSA-group G the centralizers C c , C c , C d are eitherG 1 G 2 G
 .conjugate to each other or at least one of them, say C d , is not conjugate
w bi xto any of the others. Suppose c , d s 1 for some b g G, i s 1, 2. Theni i
 bi.b1y1 z1 b2 .b2 z2 w b1 b2 xC C s d where c , c s 1. By lemma 18 for every solu-1 2 1 2
w y1 .w bi xtion w of this equation we have b z , c s 1, i s 1, 2. This impliesi i i
w w w xr r s 1 contradiction with conditions of the proposition. Hence, every1 2
 .  .  .conjugate of C d intersects trivially with C c and C c .G G 1 G 2
Consider the following group which is obtained from G by two exten-
sions of centralizers:
a1G U, T s G, s, u ¬ C c , s s 1, C d , u s 1 . : .  . .G 1 G
 .  .Since every conjugate of C d has trivial intersection in G with C cG G 1
 w x.see 12 :
a1  : :C s s C c , s , C u s C d , u . 17 .  .  .  . .GU , T . G 1 GU , T . G
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 .Define a G map c : G ª G U, T byS
z ª a su , z ª z u.1 1 2 2
By straightforward verification, we see that
c y1 y1r r s a c a a c a s d; .1 2 1 1 1 2 2 2
hence, c defines a G-homomorphism which we denote again by c :
 .G ª G U, T .S
 :PROPOSITION 12. The restriction of c to the subgroup H s G, z is1
monic.
 .Proof. We know that H , G) F z . It is sufficient to prove then that1
c  c .H , G) F z . Let1
h s g z l1 g z l2 ??? z ln g1 1 2 1 1 nq1
be an element in H such that hc s 1. Then
l l lc 1 2 nh s g a su g a su ??? a su g s 1. 18 .  .  .  .1 1 2 1 1 nq1
 . The group G U, T is obtained from G by two HNN extensions extensions
.  .of centralizers , so every element in G U, T can be rewritten in its
reduced form by making finitely many pinches. In our case to make a
pinch means to rewrite the element according to the following rules here
 4  a1.  ..e g 1, y1 , p g C c , q g C dG 1 G
sepsye ª p , uequye ª q ,
which allow us to cancel s or u.
 . Claim. In the product 18 the leftmost occurrence of s in the case
.  .when l ) 0 or u in the case when l - 0 occurs in the reduced form of1 1
hc uncancelled. Moreover, the element hc can be written in one of the
following two reduced forms:
 .a l ) 0:1
hc s g a swf , 19 .1 1
where either w is trivial or w is an alternating product of nontrivial
 .elements with a possible exception of p , q of the type q p ??? q p ,k k 1 1 k k
 a1.  . y1 y1 . l2 kq1such that p g C c and q g C d , and f s s a a su =i G 1 i G 1 1
 . l2 ky1y1 g ??? , if q / 1 and f s u a su g ??? , if q s 1 notice that if2 kq1 k 1 2 k k
.q s 1, then p s 1 .k k
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 .b l - 0:1
hc s g uy1 wf , 20 .1
where either w is trivial or w is an alternating product of nontrivial
 .elements maybe, with the exception of p , q of the type p q ??? p q ,k k 1 1 k k
 a1.  .  . l2 ky1such that p g C c and q g C d , and f s u a su g ??? , ifi G 1 i G 1 2 kq1
y1 y1 . l2 kq1q1q s 1, p / 1 and f s s a a su g . . . , if p s 1.k k 1 1 2 kq2 k
 .We prove the claim by induction on n in 18 . For n s 1 we have
lc 1h s g a su g . .1 1 2
This form is reduced and the claim is obviously correct.
c  .Assume now that h is in the general form 18 and n ) 1. Let
l lc 2 nh s g a su ??? a su g . .  .1 2 1 1 nq1
By induction we can write hc in a reduced form which satisfies the1
conditions of the claim. The arguments we use depend on the signs of
exponents l and l .1 2
Subcase 1. Let l ) 0. In this event by induction the element hc can be2 1
written in the reduced form as
hc s g a swf ,1 2 1
 a1.where w s q p ??? q p is an alternating product of p g C c , q g1 1 2 k k i G 1 i
 .C d such that all of them are not trivial except, perhaps, p .G k
If l ) 0, then1
lc 1h s g a su g a sw f , .1 1 2 1 1 1
and this form is evidently reduced.
Suppose l - 0. Then we have1
< <l1c y1 y1 y1h s g u s a g a sw f . .1 1 2 1 1 1
 .According to the description of the centralizers of s, u in 17 the element
u commutes just with powers of u and some elements from G; the same is
y1  a1.true for s. Therefore to have a pinch we must have a g a g C c .1 2 1 G 1
Write p s ay1 g a . Now, we see that by cancelling s we get1 1 2 1
< <l y11c y1 y1 y1 y1h s g u s a u p w f , .1 1 1 1
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 .and this form is already reduced, since w begins with q g C d and,1 1 G
consequently, w s p w s p q p ??? q p does not belong to the central-1 1 1 1 2 k k
 . izer C d this means that we will not have a pinch even if f begins withG 1
. c  .letter u . Moreover this reduced form of h satisfies condition a of the
claim.
Subcase 2. Let l - 0. In this case by induction the element hc can be2 1
written in reduced form as
hc s g uy1 w f ,1 2 1 1
where w s p q ??? p q .1 1 2 k k
If l - 0, then we have no pinches in the product1
< <l1c y1 y1 y1 y1h s g u s a g u w f . .1 1 2 1 1
c  .So this is a reduced form of h and it satisfies the condition b of the
claim.
If l ) 0, then we have1
lc y11h s g a su g u w f . .1 1 2 1 1
 .To have a pinch we must have g g C d , and by writing q s g we2 G 1 2
obtain
l y1c 1h s g a su a sq w f . .1 1 1 1 1 1
As above, this form is reduced and satisfies the conditions of the claim.
The outcome of this discussion is that for every nontrivial h g H there
c  .exists a reduced form of h in which the leftmost letter u or s is
cuncancelled. Consequently, h / 1.
Let, as above, the equation S s 1 have the form
zy1c z zy1c z s d.1 1 1 2 2 2
where c , c g G. Let there be a solution f of this equation such that1 2
w f f x f a1 a2 w a1 a2 xr , r / 1. Let z s a , i s 1, 2. Then d s c c and c , c / 1. As1 2 i i 1 2 1 2
above, we can assume that the solution f also satisfies an auxiliary
w xcondition a , c / 1. In this event we have1 1
a1c , c / 1.1 1
Conjugating the equation by ay1 and changing variables we can rewrite2
the equation in the form zy1c z zy1c z s cac s d. If some conjugate of1 1 1 2 2 2 1 2
c commutes with c , then instead of c we can take this conjugate.1 2 1
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 a .  .We can suppose that C c c is not conjugated to C c and notG 1 2 G 1
 .conjugated to C c . Indeed, either all three centralizers are mutuallyG 2
nonconjugated or two of them are conjugated. Then changing variables, we
can suppose that c and c commute. In the latter case, using approxima-1 2
 a .  .tions and Lemma 18 one shows that C c c is not conjugated to C c .G 1 2 G 1
Consider the following group which is obtained from G by four exten-
sions of centralizers:
aG U, T s G, s, u , t , r ¬ C c , s s 1, C d , u s 1, .  . .G 1 G
ut , C c s 1, r , C c s 1 .: .G 2 Gd , u. 2
a1  : :C s s C c , s , C u s C d , u , .  .  . .GU , T . G 1 GU , T . G
u uC r s C c , t , r . 21 : .  .  .GU , T . G 2
w xIn the case when c , c s 1 we have1 2
a uy1 a a  :C s s C c , s, r , t , C u s C d , u . 22 : .  .  .  . .GU , T . G 1 GU , T . G
 .Define a G map c : G ª G U, T byS
z ª asu, z ª tur .1 2
By straightforward verification we see that
cr r s d; .1 2
hence, c defines the G homomorphism which we denote again by c :
 .G ª G U, T .S
PROPOSITION 13. The homomorphism c is monic.
Proof. Let
i i i1 2 kh s g z g z ??? z g 23 .1 2 2 2 2 kq1
 .be an element in G in reduced form such that g g G) F z , H andS i 1
hc s 1. Then
i i ic c c c1 2 kh s g tur g tur ??? tur g s 1. 24 .  .  .  .1 2 kq1
The element h was in reduced form in G ; hence in the case i - 0,S j
u :  :i ) 0, g f c , and in the case i ) 0, i - 0, g f c .jq1 jq1 2 j jq1 jq1 2
 . The group G U, T is obtained from G by four HNN extensions exten-
.  .sions of centralizers , so every element in G U, T can be rewritten in its
reduced form by making finitely many pinches.
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From the description of the centralizer of r and elements from H c in
 .the proof of Proposition 12, it follows that in 24 in the product
 y1 y1 y1.  . c  .r u t g tur , where g g H , r can only be cancelled if g g C c .G 2
 :Notice that g f c because h is in the reduced form. In that case2
 y1 y1 y1.  . ur u t g tur s g . Direct verification shows that in the product
 .  y1 y1 y1. ctur g r u t , where g g H , the element r cannot be cancelled.
 y1 y1 y1.  .  .  :Replace all products r u t g tur , where g g C c _ c in theG 2 2
 . uelement 24 by g . There are two possibilities.
c1. The element h does not contain r anymore. Then it is an
c  :u   .  :.ualternating product of elements in H _ c and in C c _ c .2 G 2 2
c2. The element h contains r.
cWe start with the second case. The nontriviality of h in the first case
will be proved in the process of considering the second case. Consider the
product
tur g ry1 uy1 ty1 , 25 .  .  .
c  :uwhere g is an alternating product of elements in H _ c , and in2
  .  :.u   .C c _ c , g does not begin and end with a syllable in C c _G 2 2 G 2
 :.uc . Such restrictions on the alternating product follow from the fact2
 .that 23 was in reduced form in G . In this product we can make anS
 .u ur-pinch if and only if g belongs to a subgroup generated by C c , t ,G 2
ay1 u w  .xand possibly s if c g C c . This would only be possible if g had1 G 2
the form of g u, where g does not contain u. From the Claim in the proof1 1
of Proposition 12, it follows that g must be an alternating product of1
 .  :nontrivial elements from C c _ c andG 2 2
A s p q ??? p ¬ p g C ca , q g C cac , i , j s 1 ??? k ; .  . 1 1 k i G 1 j G 1 2
p / 1, q / 1, i s 2, . . . , k y 1, j s 1, . . . , k y 1 ,4i j
and g begins and ends with elements from A. However, by Lemma 201
 . usuch an element g belongs to G and does not belong to C c ; hence g1 G 2 1
 .does not belong to the centralizer of r, so there is no r pinch in 25 .
Consider the product
ry1 uy1 ty1 g tur , 26 .  .  .
c   .where g is an alternating product of elements in H , and in C c _G 2
 :.u cc , g f H . This product can be rewritten as2
uy1 ty1 ury1 uy1 g uruy1 tu 27 .  .  .
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Then g must not contain s and must be in the form g s g u where g is an1 1
 .  :alternating product of elements from C c _ c and A. However, rG 2 2
does not commute with uy2 g u2, where g g G, so we cannot have r2 2
 .pinch in the product 27 .
 .Finally, in the element 24 either u or r cannot disappear.
Case 3. If r s x 2 and r s zy1cz, there exists a solution f : G ª G1 2 S
w f f xof the equation S over G such that r , r / 1. Let1 2
f : x ª a, z ª b.
2 y1  .  b.This implies that a b cb s d, a / 1, the centralizers C a and C cG G
 .have trivial intersection because G is a CSA group , and, consequently,
 .  .that the centralizers C a and C d have trivial intersection.G G
 .Let us consider the group G U, T obtained from G by three extensions
of a centralizer:
bG U, T s G, u , s, r ¬ C d , u s 1, C c , s s 1, .  .  . G G
buC c , r s 1 . . ;Gd , u.
Define a G map c :
c : x ª au , z ª bsur .
 .The map c can be extended to a G homomorphism c : G ª G U, T .S
PROPOSITION 14. Let f : G ª G be a solution of the equation S o¨er GS
w f f x  .and such that r , r / 1. Then the G homomorphism c : G ª G U, T1 2 S
defined abo¨e is monic.
The proof is very similar to the proposition above, but much simpler.
Case 4. Suppose r s x 2, r s y2, In this case the equation takes the1 2
form
x 2 y2 s d.
There exists a solution f : G ª G of the equation S over G such thatS
w f f xr , r / 1. Let1 2
f : x ª a, y ª b.
2 2  .  .This implies a b s d, a / 1, the centralizers C a and C b haveG G
 .trivial intersection because G is a CSA group , and, consequently, the
 .  .centralizers C a and C d have trivial intersection.G G
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 .Let us consider a group G U, T which is obtained from G by a single
extension of a centralizer:
 :G U, T s G, u ¬ C d , u s 1 . .  .G
Define a G map c :
c : x ª au , y ª bu .
PROPOSITION 15. Let f : G ª G be a solution of the equation S o¨er GS
w f f x  .such that r , r / 1. Then the G homomorphism c : G ª G U, T de-1 2 S
fined abo¨e is monic.
6. INDUCTION STEP AND THE PROOF OF
THEOREMS 1, 2, AND 3
We have shown that for every fully residually free group G and every
nondegenerate standard quadratic equation S s 1 of atomic rank 2 that0
has a solution in a general position over G there is an extension of
 .  .centralizers G U , T and a G-embedding c : G ª G U , T .0 0 0 S 0 00
THEOREM 4. For e¨ery fully residually free group G and an arbitrary
nondegenerate quadratic equation S s 1 o¨er G that has a solution in a
 .general position, there exists an extension of centralizers G U, T and a G
 .embedding c : G ª G U, T .S
Proof. First we formulate the following simple lemma.
 .LEMMA 22. Let G be a group and S X an arbitrary system of equations
o¨er G. Suppose X s X j X is an arbitrary partition of the set X. Then any1 2
 .specialization map j : F X ª G gi¨ es rise to a unique G epimorphism j :2
w x w xG X ª X which can be extended to the unique G epimorphism1
f : G ª G j .j S S
j  .In particular, S X s 1 is a system of equations o¨er G with ¨ariables from1
X .1
The proof is straightforward.
We will now prove the theorem by induction on the atomic rank. The
basis of the induction is given in the previous section. Suppose that the
theorem is true for atomic rank less than k. Let S be a nondegenerate
standard quadratic equation of atomic rank k ) 2 over a group G, which
 .is a subgroup of F U , T . As was mentioned above we can rewrite it in1 1
the form
S s gRy1 ,2 2
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where g g G, S s r r , and R s r ??? r . Let f : G ª G be a solution2 1 2 2 3 k S
of S in G. Then in G we have the equality
ff y1S s gR . .  .2 2
 .fIf we denote h s S g G, then the equation2
S s h2
has a solution in G. Notice that if we consider the restriction j of f on
the set P of all variables from R , then the equation S s h is exactly of2 2 2
the form Sj s 1. Hence by the lemma above we have a canonical G-
epimorphism
f : G ª G j .j S S
1.   ..By Lemma 9 the epimorphism f is monic on H s H s gp G, F Q .j 1
The system S s h over G is of atomic rank 2 having a solution in a2
general position; hence there exists a G-embedding c : G ª0 RS sh.2
 . c G U , T , which is monic on H. We identify now H with H via c then0 0 0
.  .G is identified with itself, because c is a G map . Thus H F G U , T .0 0 0
Denote by h the canonical epimorphism h: G ª G . By theS sh RS sh.2 2
conditions of the theorem, h is an H homomorphism. Now, the equation
S s 1 can be written as
R s ry1 g ,1 1
which is an equation over H and is of atomic rank k y 1. By Proposition 1
we have G , H here, as everywhere above, we omit the constant h inS R1
.the equation R s h and write simply R . Let c be the composition of1 1
 .f , h, and c . Then c : H ª G U , T is an H-homomorphism; inj 0 R 0 01 wparticular, c is a solution of the equation R s h which originally is an1
 .xequation over H and, consequently, over the group G U , T Hence,0 0
R s h is a nondegenerate standard quadratic equation of atomic rank k1
 .y 1 over G U , T . It has a solution in a general position. Indeed,0 0
w  .  .x w  .  .xc r , c r / 1 since f r , f r / 1, and f is a specialization of c .2 3 2 3
 .The group G U , T is fully residually G and therefore it is fully residually0 0
 .free. By induction there exists an embedding l: G U , T ª0 0 RR .1
 . .  . .  .G U , T U , T . We have that G U , T U , T s G U j U , T j T0 0 2 2 0 0 2 2 0 2 0 2
 X X .  .  .s G U , T . Hence, l gives an G U , T -embedding of G U , T0 0 0 0 RR .1
into some extension of centralizers of G.
Theorems 1 and 3 now follow from Theorem 4, Propositions 3]8,
Section 3, and by considering Case 2 in Section 5. Theorem 2 follows by
induction from Theorem 1.
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