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BREAK-DOWN CRITERION FOR THE WATER-WAVE EQUATION
CHAO WANG AND ZHIFEI ZHANG
Abstract. We study the break-down mechanism of smooth solution for the grav-
ity water-wave equation of infinite depth. It is proved that if the mean curvature
κ of the free surface Σt, the trace (V,B) of the velocity at the free surface, and the
outer normal derivative ∂P
∂n
of the pressure P satisfy
sup
t∈[0,T ]
‖κ(t)‖Lp∩L2 +
∫ T
0
‖(∇V,∇B)(t)‖6L∞dt < +∞,
inf
(t,x,y)∈[0,T ]×Σt
−
∂P
∂n
(t, x, y) ≥ c0,
for some p > 2d and c0 > 0, then the solution can be extended after t = T .
1. Introduction
1.1. Presentation of the problem. In this paper, we are concerned with the mo-
tion of an ideal, incompressible, irrotational gravity fluid in a domain with free bound-
ary of infinite depth:{
(t, x, y) ∈ [0, T ]×Rd ×R : (x, y) ∈ Ωt
}
,
where Ωt is the fluid domain at time t located by the free surface
Σt =
{
(x, y) ∈ Rd ×R : y = η(t, x)}.
where t, x, y denote the time variable, the horizontal and vertical spacial variables
respectively. Throughout this paper, we will use the notations:
∇ = (∂xi)1≤i≤d, ∇x,y = (∇, ∂y), ∆ =
∑
1≤i≤d
∂2xi , ∆x,y = ∆+ ∂
2
y .
The motion of the fluid is described by the incompressible Euler equation
∂tv + v · ∇x,yv = −ged+1 −∇x,yP in Ωt, t ≥ 0, (1.1)
where−ged+1 = (0, · · · , 0,−g) denotes the acceleration of gravity and v = (v1, ..., vd, vd+1)
denotes the velocity field. The incompressibility of the fluid is expressed by
div v = 0 in Ωt, t ≥ 0, (1.2)
and the irrotationality means that
curl v = 0 in Ωt, t ≥ 0. (1.3)
At the free surface, the boundary conditions are given by
∂tη−
√
1 + |∇η|2vn|y=η(t,x) = 0, P (t, x, y)|y=η(t,x) = 0, for t ≥ 0, x ∈ Rd, (1.4)
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where vn = n+ · v|y=η(t,x), with n+ := 1√
1+|∇η|2
(−∇η, 1)T denoting the outward
normal vector to the free surface Σt. The first equation of (1.4) means that the free
surface moves with the fluid. In general, the pressure at the free surface is given by
P |y=η(t,x) = −κ∇ ·
( ∇η√
1 + |∇η|2
)
for t ≥ 0, x ∈ Rd,
where κ ≥ 0 is the surface tension coefficient. In this paper, we will consider the case
without surface tension. In such case, the pressure at the free surface can be set to
zero.
As in [13, 17], we use an alternative formulation of the water wave system (1.1)-
(1.4). From (1.2) and (1.3), there exists a potential flow function φ such that v =
∇x,yφ and
∆x,yφ = 0 in Ωt, t ≥ 0. (1.5)
The boundary condition (1.4) can be expressed in terms of φ
∂tη −
√
1 + |∇η|2∂n+φ|y=η(t,x) = 0, for t > 0, x ∈ Rd, (1.6)
where we denote ∂n+
def
= n+ · ∇x,y. The Euler’s equation (1.1) can be put into
Bernoulli’s form
∂tφ+
1
2
|∇x,yφ|2 + gy = −P in Ωt, t ≥ 0. (1.7)
We next reduce the system (1.5)-(1.7) to a system where all the functions are
evaluated at the free surface only. For this purpose, we introduce the trace of the
velocity potential φ at the free surface
ψ(t, x)
def
= φ(t, x, η(t, x)),
and the (rescaled) Dirichlet-Neumann operator G(η)
G(η)ψ
def
=
√
1 + |∇η|2∂n+φ|y=η(t,x).
Taking the trace of (1.7) on the free surface, the system (1.5)-(1.7) is equivalent to
the system {
∂tη −G(η)ψ = 0,
∂tψ + gη +
1
2 |∇ψ|2 − (G(η)ψ+∇η·∇ψ)
2
2(1+|∇η|2)
= 0,
(1.8)
which is an evolution equation for the height of the free surface η(t, x) and the trace
of the velocity potential on the free surface ψ(t, x).
1.2. Main result. Let us first recall some known results on the well-posedness of
the water-wave problem. Nalimov [21], Yosihara [28] and Craig [13] proved the local
well-posedness of the 2-D water-wave equation in the case when the motion of free
surface is a small perturbation of still water. In general, the local well-posedness of
the water wave equation without surface tension was solved by Wu [23, 24] in the case
of infinite depth. See also Ambrose and Masmoudi [4, 5], where they studied the well-
posedness of the water-wave equation with surface tension and zero surface tension
limit. Based on the formulation (1.8), Lannes [17] proved the local well-posedness
of the water-wave equation without surface tension in the case of finite depth; while
Ming and Zhang [20] dealt with the case with surface tension. Recently, Alazard,
Burq and Zuily [1, 2] proved the local well-posedness of the water-wave equation
with surface tension for the low regularity initial data by using the paradifferential
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operator tools and Strichartz type estimates. We should mention some recent results
[10, 19, 11, 22, 29] concerning the local well-posedness of the rotational water-wave
equation.
For small initial data, Wu [25] proved the almost global well-posedness of 2-D
water-wave equation, and Wu [26] and Germain, Masmoudi and Shatah [16] proved
the global well-posedness of 3-D water-wave equation. On the other hand, Cas-
tro, Cordoba, Ferferman, Gancedo and Lopez-Fernandez [7] showed that there exists
smooth initial data for the water-waves equation such that the solution overturns in
finite time. See [8, 12] for the splash singularity. Wu [27] also construct a class of
self-similar solution for the 2-D water-wave equation without the gravity.
In this paper, we will study the possible break-down mechanism of the local solution
of the system (1.8). For the incompressible Euler equation in the whole space, Beale,
Kato and Majda [6] showed that as long as∫ T
0
‖ curl v(t)‖L∞dt < +∞,
then the solution v can be extended after t = T . For the water-wave equation, Craig
and Wayne in a survey paper [15] propose the similar problem “How do solutions
break down?” and state:
There are several versions of this question, including “ What is the lowest expo-
nent of a Sobolev space Hs in which one can produce an existence theorem local in
time?” Or one could ask “For which α is it true that, if one knows a priori that
sup[−T,T ] ‖(η, ψ)‖Cα < +∞ and that (η0, ψ0) ∈ C∞, then the solution is fact C∞ over
the time interval [−T, T ]?” · · · · · · It would be more satisfying to say that the solution
fails to exist because the curvature of the surface has diverged at some point, or a
related geometrical and(or) physical statement.
For the first version of Craig-Wayne’s problem, Alazard, Burq and Zuily make the
important progress in a recent work [3]. To state their result, we denote by (V,B)
the horizontal and vertical traces of the velocity on Σt, which is defined by
V
def
= ∇φ|y=η, B def= ∂yφ|y=η . (1.9)
Theorem 1.1. [3] Let d ≥ 1, s > 1 + d2 . Assume that the initial data (η0, ψ0) satisfy
η0 ∈ Hs+1/2(Rd), ψ0 ∈ Hs+
1
2 (Rd), V0 ∈ Hs(Rd), B0 ∈ Hs(Rd).
Then there exists T > 0 such that the system (1.8) with the initial data (η0, ψ0) has
a unique solution (η, ψ) satisfying
η ∈ C([0, T ];Hs+ 12 (Rd)), ψ ∈ C([0, T ];Hs+ 12 (Rd)),
V ∈ C([0, T ];Hs(Rd)), B ∈ C([0, T ];Hs(Rd)).
Remark 1.2. In fact, the authors in [3] consider the case of finite depth with rough
bottom, in which case one need to impose an extra condition on the initial data:
a(0, x) ≥ c > 0 for x ∈ Rd, where a(t, x) = −(∂yP )(t, x, η(t, x)),
which is the so-called Taylor sign condition. In the case of infinite depth or finite
depth with the flat bottom, this condition automatically holds, see [17, 23, 24] for
example.
The goal of this paper is to answer the second version of Craig-Wayne’s problem.
Our main result is stated as follows.
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Theorem 1.3. Let (η, ψ) be the solution of the system (1.8) on [0, T ] stated in The-
orem 1.1. If the solution (η, ψ) satisfies
M(T )
def
= sup
t∈[0,T ]
‖κ(t)‖Lp∩L2 +
∫ T
0
‖(∇V,∇B)(t)‖6L∞dt < +∞,
TS
def
= inf
(t,x,y)∈[0,T ]×Σt
−∂P
∂n
(t, x, y) ≥ c0,
for some p > 2d and c0 > 0, then we have
sup
t∈[0,T ]
Es(t) ≤ C
(
Es(0),M(T ), T,TS
−1
)
.
Especially, the solution (η, ψ) can be extended after t = T . Here κ(t, x) is the mean
curvature of the free surface Σt defined by
κ(t, x)
def
= ∇ ·
( ∇η(t, x)√
1 + |∇η(t, x)|2
)
,
and Es(t)
def
= ‖(η, ψ)(t)‖
Hs+
1
2
+ ‖(V,B)(t)‖Hs , and C(·, ·, ·) is an increasing function.
Remark 1.4. Theorem 1.3 implies that there are three possible blow-up mechanisms
for the solution of the gravity water-wave equation: rolling-over of the surface, blow-up
of the curvature or the formation of shock.
Remark 1.5. The same result should be true for the case of finite depth. In a future
work, we will extend a similar result to the rotational water-wave equation.
2. Paradifferential calculus
In this section, we recall some results about the paradifferential calculus from [18],
see also [1, 3].
2.1. Paradifferential operators. Let us first introduce the definition of the symbol
with limited spatial smoothness. We denote W k,∞(Rd) the usual Sobolev spaces for
k ∈ N, and the Ho¨lder space with exponent k for k ∈ (0, 1).
Definition 2.1. Given ρ ∈ [0, 1] and m ∈ R, we denote by Γmρ (Rd) the space of
locally bounded functions a(x, ξ) on Rd×Rd\{0}, which are C∞ with respect to ξ for
ξ 6= 0 and such that, for all α ∈Nd and all ξ 6= 0, the function x→ ∂αξ a(x.ξ) belongs
to W ρ,∞ and there exists a constant Cα such that
‖∂αξ a(·, ξ)‖W ρ,∞ ≤ Cα(1 + |ξ|)m−|α| for any |ξ| ≥
1
2
.
The semi-norm of the symbol is defined by
Mmρ (a)
def
= sup
|α|≤3d/2+1+ρ
sup
|ξ|≥1/2
‖(1 + |ξ|)|α|−m∂αξ a(·, ξ)‖W ρ,∞ .
Given a symbol a, the paradifferential operator Ta is defined by
T̂au(ξ)
def
= (2π)−d
∫
χ(ξ − η, η)â(ξ − η, η)ψ(η)û(η)dη, (2.1)
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where â(θ, ξ) is the Fourier transform of a with respect to the first variable; the
χ(θ, ξ) ∈ C∞(Rd×Rd) is an admissible cut-off function: there exists ε1, ε2 such that
0 < ε1 < ε2 and
χ(θ, η) = 1 for |θ| ≤ ε1|η|, χ(θ, η) = 0 for |θ| ≥ ε2|η|,
and such that for any (θ, η) ∈ Rd ×Rd,
|∂αθ ∂βηχ(θ, η)| ≤ Cα,β(1 + |η|)−|α|−|β|.
The cut-off function ψ(η) ∈ C∞(Rd) satisfies
ψ(η) = 0 for |η| ≤ 1, ψ(η) = 1 for |η| ≥ 2.
Throughout this paper, we will take the admissible cut-off function χ(θ, η) as
χ(θ, η) =
∞∑
k=0
ζk−3(θ)ϕk(η),
where ζ(θ) = 1 for |θ| ≤ 1.1 and ζ(θ) = 0 for |θ| ≥ 1.9; and
ζk(θ) = ζ(2
−kθ) for k ∈ Z,
ϕ0 = ζ, ϕk = ζk − ζk−1 for k ≥ 1.
We also introduce the Littlewood-Paley operators ∆k, Sk defined by
∆ku = F−1
(
ϕk(ξ)û(ξ)
)
for k ≥ 0, ∆ku = 0 for k < 0,
Sku = F−1
(
ζk(ξ)û(ξ)
)
for k ∈ Z.
In the case when the function a depends only on the first variable x in Tau, we take
ψ = 1. Then Tau is just the usual Bony’s paraproducts and
Tau =
+∞∑
k=0
Sk−3a∆ku. (2.2)
Furthermore, we have Bony’s decomposition:
au = Tau+ Tua+R(u, a), (2.3)
where the remainder term R(u, a) is defined by
R(u, a) =
∑
|k−ℓ|≤2;k,ℓ≥−2
∆ka∆ℓu.
Now we introduce the Besov space.
Definition 2.2. Let s ∈ R, p, q ∈ [1,∞]. The inhomogeneous Besov space Bsp,q(Rd)
consists of the temperate distribution f satisfying
‖f‖Bsp,q
def
=
(∑
k
2ksq‖∆kf‖qLp
) 1
q
< +∞.
When p = q = 2, Bsp,q(R
d) is just the usual Sobolev space Hs(Rd); When p = q =
∞ and s /∈N, it is the Zygmund space Cs(Rd). From the definition, it is easy to see
that if s1 ≤ s2 and q2 ≤ q1, then
‖f‖Bs1p,q1 ≤ ‖f‖Bs2p,q2 ; (2.4)
if s2 > s1, then
‖f‖Bs1p,1 ≤ ‖f‖Bs2p,∞ . (2.5)
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The following Berstein’s inequality will be repeatedly used.
Lemma 2.3. Let 1 ≤ p ≤ q ≤ ∞, α ∈ Nd. Then it holds that
‖∂αSku‖Lq ≤ C2kd(
1
p
− 1
q
+|α|)‖Sku‖Lp for k ∈ N,
‖∆ku‖Lq ≤ C2kd(
1
p
− 1
q
−|α|)
sup
|β|=|α|
‖∂β∆ku‖Lp for k ≥ 1.
2.2. Symbolic calculus. We recall the symbolic calculus for the paradifferential
operators.
Proposition 2.4. Let m,m′ ∈ R and ρ ∈ [0, 1].
(1) If a ∈ Γm0 (Rd), then for any µ ∈ R,
‖Ta‖Hµ→Hµ−m ≤ CMm0 (a);
(2) If a ∈ Γmρ (Rd), b ∈ Γm
′
ρ (R
d), then for any µ ∈ R,
‖TaTb − Tab‖Hµ→Hµ−m−m′+ρ ≤ CMmρ (a)Mm
′
0 (b) +KM
m
0 (a)M
m′
ρ (b);
(3) If a ∈ Γmρ (Rd), then for any µ ∈ R,
‖Ta − (Ta)∗‖Hµ→Hµ−m+ρ ≤ CMmρ (a).
Here (Ta)
∗ is the adjoint operator of Ta, and C is a constant independent of a, b.
Remark 2.5. If µ, µ+m 6∈ N, then we have
‖Ta‖Wµ+m,∞→Wµ,∞ ≤ CMmρ (a),
and if µ, µ−m−m′ + ρ /∈N, the we have
‖TaTb − Tab‖Wµ,∞→Wµ−m−m′+ρ,∞ ≤ CMmρ (a)Mm
′
0 (b) +CM
m
0 (a)M
m′
ρ (b).
Lemma 2.6. Let m,m′, µ ∈ R, q ∈ [1,∞] and ρ ∈ [0, 1].
(1)If a ∈ Γm0 (Rd), then
‖Ta‖Bµ∞,q→Bµ−m∞,q ≤ CM
m
0 (a);
(2) If a ∈ Γmρ (Rd), b ∈ Γm
′
ρ (R
d), then
‖TaTb − Tab‖Bµ∞,q→Bµ−m−m′+ρ∞,q ≤ CM
m
ρ (a)M
m′
0 (b) +CM
m
0 (a)M
m′
ρ (b).
Here C is a constant independent of a, b.
Proof.Take α such that α,α + m /∈ N. From the definition of Ta, we know that
there exists a constant N0 ∈ N such that
∆j(Tau) =
∑
|j−k|≤N0
∆j(Ta∆ku). (2.6)
Then it follows from Remark 2.5 that
‖∆jTau‖L∞ ≤
∑
|j−k|≤N0
‖∆jTa∆ku‖L∞
≤
∑
|j−k|≤N0
2−jα‖Ta∆ku‖Wα,∞ ≤ C
∑
|j−k|≤N0
2−jα‖∆ku‖Wα+m,∞
≤ C
∑
|j−k|≤N0
2mk‖∆ku‖L∞ ,
which implies (1). The proof of (2) is similar. 
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Remark 2.7. If the symbol a(x, ξ) satisfies
‖∂αξ a(·, ξ)‖C−ρ ≤ Cα(1 + |ξ|)m−|α| for any |ξ| ≥
1
2
,
for some ρ > 0, then Ta is bounded from H
µ(Rd) to Hµ−m−ρ(Rd) and Bµ∞,q to
Bµ−m−ρ∞,q (Rd).
Lemma 2.8. Let F be a smooth function with F (0) = 0 and µ > 0, q ∈ [1,∞]. Then
it holds that
‖F (u)‖Hµ ≤ C(‖u‖L∞)‖u‖Hµ ,
‖F (u)‖Bµ∞,q ≤ C(‖u‖L∞)‖u‖Bµ∞,q .
2.3. Commutator estimates.
Proposition 2.9. Let m,µ ∈ R, s > 0 and a ∈ Γmρ (Rd) with ρ ∈ (0, 1]. Then∥∥[〈D〉s, Ta]u∥∥Hµ ≤ CMmρ (a)‖u‖Hs+µ+m−ρ .
Proof.We write
[〈D〉s, Ta]u = T〈ξ〉sTau− T〈ξ〉sa + (〈D〉s − T〈ξ〉s)Tau,
then the proposition follows from Proposition 2.4 and
‖(〈D〉s − T〈ξ〉s)Tau‖Hµ ≤ C‖〈D〉s(1− ψ(D))Tau‖Hµ ≤ CMm0 (a)‖u‖H−µ′
for any µ′ > 0. 
Proposition 2.10. Let V ∈ C([0, T ];B1∞,1(Rd)) and p = p(t, x, ξ) be homogenous in
ξ of order m. Then it holds that∥∥[Tp, ∂t + V · ∇]u(t)∥∥L2 ≤ C(Mm0 (p)‖V (t)‖B1∞,1 +Mm0 (∂tp+ V · ∇p))‖u(t)‖Hm .
Proof.We follow the proof of Lemma 2.16 in [3]. As in [3], it suffices to consider
the case when p = p(t, x) by decomposing p into a sum of spherical harmonic. By a
direct calculation, we have
[∂t + V · ∇, Tp]u = T∂tpu+ V · T∇pu+ V · Tp∇u− Tp(V · ∇u)
= T∂tp+V ·∇pu+
(
V · T∇p − TV ·∇p
)
u+
(
V · Tp∇u− Tp(V · ∇u)
)
.
First of all, we get by Proposition 2.4 that
‖T∂tp+V ·∇pu‖L2 ≤ C‖∂tp+ V · ∇p‖L∞‖u‖L2 .
Set Sj−3(V ) =
∑
k≥j−3∆kV . Then V = Sj−3(V ) + S
j−3(V ) . Hence,
V · T∇pu =
∑
j
Sj−3(V ) · Sj−3(∇p)∆ju+
∑
j
Sj−3(V ) · Sj−3(∇p)∆ju
=
∑
j
(Sj−3(Sj−3(V ) · ∇p)∆ju+ ([Sj−3(V ), Sj−3] · ∇p)∆ju)
+
∑
j
Sj−3(V ) · Sj−3(∇p)∆ju
=TV ·∇pu−
∑
j
(
Sj−3(S
j−3(V ) · ∇p)+ ([Sj−3(V ), Sj−3] · ∇p))∆ju
+
∑
j
Sj−3(V ) · Sj−3(∇p)∆ju.
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By Lemma 2.3, we get∥∥∑
j
Sj−3(V ) · Sj−3(∇p)∆ju
∥∥
L2
≤ C‖p‖L∞
∑
j
2j‖Sj−3(V )‖L∞‖∆ju‖L2
≤ C‖p‖L∞‖u‖L2
∑
j
2j
∑
k≥j−3
‖∆kV ‖L∞
≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
Noting that Sj−3(S
j−3(V ) · ∇p)∆ju is spectrally supported in an annulus {c12j ≤
|ξ| ≤ c22j}, we infer from Lemma 2.3 that∥∥∑
j
Sj−3(S
j−3(V ) · ∇p)∆ju
∥∥2
L2
≤
∑
j
(
2j‖Sj−3(V )p‖L∞ + ‖Sj−3(∇ · V )p‖L∞
)2‖∆ju‖2L2
≤ C‖p‖2L∞‖V ‖2B1
∞,1
∑
j
‖∆ju‖L2
≤ C‖p‖2L∞‖V ‖2B1
∞,1
‖u‖2L2 ,
Similarly, ([Sj−3(V ), Sj−3]∇p)∆ju is also spectrally supported in an annulus {c12j ≤
|ξ| ≤ c22j}, thus,∥∥∑
j
([Sj−3(V ), Sj−3]∇p)∆ju
∥∥2
L2
≤ C
∑
j
‖([Sj−3(V ), Sj−3]∇p)∆ju‖2L2
≤ C
∑
j
‖Sj−3(V )‖2W 1,∞‖p‖2L∞‖∆ju‖2L2
≤ C‖V ‖2W 1,∞‖p‖2L∞‖u‖2L2 .
Here we used the commutator estimate
‖[Sj , g]∇f‖L∞ ≤ C‖∇g‖L∞‖f‖L∞ ,
which follows from the identity
[Sj , g]∇f(x) =
∫
Rd
ζ˘k(x− x′)(g(x′)− g(x))∇f(x′)dx′
=
∫
Rd
∇ζ˘k(x− x′)(g(x′)− g(x))f(x′)dx′
−
∫
Rd
ζ˘k(x− x′)∇g(x′)f(x′)dx′,
and ‖ζ˘k‖L1 + ‖x∇ζ˘k‖L1 ≤ C. This proves that
‖(V · T∇p − TV ·∇p)u‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
Next we write
V · (Tp∇u) =
∑
j
Sj−3(V )Sj−3(p) ·∆j∇u+
∑
j
Sj−3(V )Sj−3(p) ·∆j∇u.
It follows from Lemma 2.3 that∥∥∑
j
Sj−3(V )Sj−3(p)∆j∇u
∥∥
L2
≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
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On the other hand, we have
Tp(V · ∇u) = TpTV · ∇u+ Tp(V − TV ) · ∇u
=
∑
j
Sj−3(p)∆j{Sj−3(V ) · ∇u}
+
∑
j,k
Sj−3(p)∆j{(Sk−3 − Sj−3)(V ) · ∇∆ku}+ Tp(V − TV )∇u
=
∑
j
Sj−3(V )Sj−3(p)∆j∇u+
∑
j
Sj−3(p)[∆j , Sj−3(V )] · ∇u
+
∑
j,k
Sj−3(p) ·∆j{(Sk−3 − Sj−3)(V ) · ∇∆ku}+ Tp(V − TV ) · ∇u
≡
∑
j
Sj−3(V )Sj−3(p) · ∇∆ju+ I1 + I2 + I3.
We get by Proposition 2.4 and (2.3) that
‖I3‖L2 ≤ C‖p‖L∞‖(V − TV ) · ∇u‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
Note that the summation index (j, k) in I2 should satisfy |k − j| ≤ N0 for some
N0 ∈ N, hence,
‖I2‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
We rewrite I1 as
I1 =
∑
j
Sj−3(p)[∆j , Sj−N0(V )] · ∇u+
∑
j
Sj−3(p)[∆j , (Sj−3 − Sj−N0)(V )] · ∇u
for some N0 ∈ N so that Sj−3(p)[∆j , Sj−N0(V )] · ∇u is spectrally supported in an
annulus {c12j ≤ |ξ| ≤ c22j}. Then as in the above, it is easy to get
‖I1‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
Hence, we conclude
‖V · Tp∇u− Tp(V · ∇u)‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
This finishes the proof. 
3. Parabolic evolution equation
Let I = [z0, z1]. We denote by Γ
m
ρ (I×Rd) the space of symbols a(z;x, ξ) satisfying
M˜mρ (a)
def
= sup
z∈I
sup
|α|≤3d/2+1+ρ
sup
|ξ|≥1/2
‖(1 + |ξ|)|α|−m∂αξ a(z; ·, ξ)‖W ρ,∞ < +∞.
In this section, we study the parabolic evolution equation{
∂zw + Tpw = f,
w|z=z0 = w0, (3.1)
where the symbol p ∈ Γ1ρ(I ×Rd) is elliptic in the sense that there exists c1 > 0 such
that for any z ∈ I, (x, ξ) ∈ Rd ×Rd, it holds that
Re p(z;x, ξ) ≥ c1|ξ|. (3.2)
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In order to obtain the maximal parabolic regularity of the solution, we introduce
Chemin-Lerner type space L˜qz(I;Brp,ℓ(R
d)), whose norm is defined by
‖f‖L˜qz(I;Brp,ℓ)
def
=
(∑
k
2krℓ‖∆kf‖ℓLqz(I;Lp)
) 1
ℓ
,
which was firstly introduced by Chemin and Lerner [9] to study the incompressible
Navier-Stokes equations. When p = ℓ = ∞, we denote it by L˜qz(I;Cs(Rd)). When
p = q = ℓ = 2, we have L˜qz(I;Brp,ℓ(R
d)) ≡ L2(I;Hr(Rd)); When q = ∞, p = ℓ = 2,
we denote it by L˜∞z (I;H
r(Rd)). In this case, we have
‖f‖L∞z (I;Hr) ≤ ‖f‖L˜∞z (I;Hr). (3.3)
Proposition 3.1. Let r ∈ R, ℓ ∈ [1,∞] 1 ≤ q ≤ p ≤ ∞. Assume that p ∈ Γ1ρ(I×Rd)
for ρ > 0 and w is a solution of (3.1). Then for any δ > 0, we have
‖w‖
L˜pz(I;B
r+1p
∞,ℓ )
≤ C(M˜1ρ (p), c−11 )(‖w0‖Br∞,ℓ + ‖f‖
L˜qz(I;B
r−1+ 1q
∞,ℓ )
+ ‖w‖
L˜pz(I;C−δ)
)
,
where C(·) is a nondecreasing function independent of p.
The proof is based on the following classical parabolic smoothing effect.
Lemma 3.1. Let κ > 0 and p ∈ [1,∞]. Then there exists some c > 0 such that for
any t > 0, k ≥ 1, we have
‖e−tκ|D|∆ku‖Lp ≤ Ce−ct2k‖∆ku‖Lp .
Proof. Take a function χ1 ∈ C∞0 (Rd \ {0}) such that χ1(ξ/2k) = 1 for ξ ∈ suppϕk.
Then we have
e−tκ|D|∆ku(x) = (2π)
−d
∫
Rd
eix·ξe−κt|ξ|χ1(ξ/2
k)∆̂ku(ξ)dξ = Gk,t ∗∆ku(x),
where
Gk,t(x) = (2π)
−d
∫
Rd
eix·ξe−κt|ξ|χ1(ξ/2
k)dξ.
Then the lemma will follows from Young’s inequality and the estimate
|Gk,t(x)| ≤ Ce−ct2k2dk
(
1 + |2kx|)−N (3.4)
for some N > d.
Now we prove (3.4). Noting that
Gk,t(x) = (2π)
−d2dk
∫
Rd
ei2
kx·ξe−κt2
k |ξ|χ1(ξ)dξ ≡ 2dkG˜k,t(2kx),
thus it suffices to show that
G˜k,t(x) ≤ Ce−ct2k(1 + |x|)−N . (3.5)
It is easy to see that
|G˜k,t(x)| ≤ C
∫
|ξ|∼1
e−κt2
k
dξ ≤ Ce−ct2k . (3.6)
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To obtain the behavior of G˜k,t(x) for large x, we need to integrate by parts. For this
end, we introduce the operator L(x,D) =
x·∇ξ
i|x|2
. Since L(x,D)eix·ξ = eix·ξ, then for
any N ∈ N, we have
G˜k,t(x) = (2π)
−d
∫
Rd
LN (eix·ξ)e−κt2
k |ξ|χ1(ξ)dξ
= (2π)−d
∫
Rd
eix·ξ(L∗)N (e−κt2
k |ξ|χ1(ξ))dξ,
where the integrand can be majorized by
|x|−N max (1, (t2k)N , t2k|ξ|1−N)e−κt2k |ξ|1|ξ|∼1.
Hence, we infer that
|G˜k,t(x)| ≤ CN |x|−Ne−ct2k
∫
|ξ|∼1
(1 + t2k|ξ|)Ne−κt2
k
2
|ξ|dξ
≤ CN |x|−Ne−ct2k ,
which along with (3.6) implies (3.5). 
Proof of Proposition 3.1.For y ∈ I and z ∈ [z0, y], we set
e(y, z;x, ξ) = exp
(
−
∫ y
z
p(s;x, ξ)ds
)
.
Noting that ∂ze = ep, we get by (3.1) that
∂z(Tew) = T∂zew + Te∂zw =
(
Tep − TeTp
)
w + Tef.
Integrating it on [z0, y], we get
T1w(y) = Te|z=z0w0 +
∫ y
z0
Tef(z)dz +
∫ y
z0
(Tep − TeTp)w(z)dz
, G1 +G2 +Rw
so that for any N ∈ N, there holds
w = (I +R+ · · ·+RN )(G1 +G2 − T1w + w) +RN+1w, (3.7)
where for any δ > 0, we have
‖w − T1w‖
L˜py(I;B
r+1p
∞,ℓ )
= ‖(1− ψ(D))w‖
L˜py (I;B
r+1p
∞,ℓ )
≤ C‖w‖
L˜py(I;C−δ)
.
It is east to verify that e(y, z;x, ξ) exp(c1(y − z)|ξ|/2) ∈ Γ0ρ(Rd) for y, z ∈ I, z ≤ y
with the bound
M0ρ
(
e(y, z;x, ξ) exp(c1(y − z)|ξ|/2)
) ≤ CM˜1ρ (p).
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Thus by (2.6), Remark 2.5 and Lemma 3.1, we have
‖∆jTeu‖L∞ ≤
∑
|j−k|≤N0
‖∆jTe∆ku‖L∞
≤
∑
|j−k|≤N0
2−
j
2 ‖∆jTe exp(c1|D|(y − z)/2) exp(−c1|D|(y − z)/2)∆ku‖
C
1
2
≤ CM˜1ρ (p)
∑
|j−k|≤N0
2−
j
2‖ exp(−c1|D|(y − z)/2)∆ku‖
C
1
2
≤ CM˜1ρ (p)
∑
|j−k|≤N0
exp(−c(y − z)2k)‖∆ku‖L∞ (3.8)
for some N0 ∈ N and c > 0(Important note: the summation index k ≥ 1 due to
the definition of Te).
Now let us turn to the estimates of Gi. We get by (3.8) that
‖G1‖
L˜py(I;B
r+1p
∞,ℓ )
=
(∑
j
2jℓ(r+
1
p
)‖∆jG1‖ℓLpy(I;L∞)
) 1
ℓ
≤ CM˜1ρ (p)
(∑
j
( ∑
|j−k|≤N0
2j(r+
1
p
)∥∥ exp(−c(y − z0)2k)‖∆kw0‖L∞z ∥∥Lpy(I))ℓ) 1ℓ
≤ CM˜1ρ (p)
(∑
j
( ∑
|j−k|≤N0
2
j(r+ 1
p
)
2
− k
p ‖∆kw0‖L∞z
)ℓ) 1ℓ
≤ CM˜1ρ (p)‖w0‖Br∞,ℓ . (3.9)
For G2, we have by (3.8) that∫ y
z0
‖∆jTef(z)‖L∞dz ≤ CM˜1ρ (p)
∑
|j−k|≤N0
∫ y
z0
exp(−c(y − z)2k)‖∆kf(z)‖L∞dz,
from which and Young’s inequality, we infer that∥∥∥ ∫ y
z0
‖∆jTef(z)‖L∞dz
∥∥∥
Lp(I)
≤ CM˜1ρ (p)
∑
|j−k|≤N0
2
−k(1+ 1
p
− 1
q
)‖∆kf‖Lqz(I;L∞).
This implies that
‖G2‖
L˜py(I;B
r+1p
∞,ℓ )
≤ CM˜1ρ (p)‖f‖
L˜qz(I;B
r−1+ 1q
∞,ℓ )
. (3.10)
Similar to the proof of (3.8), we can get
‖∆j(TeTp − Tep)w‖L∞ ≤ C(M˜1ρ (p))
∑
|j−k|≤N0
2k(1−ρ) exp(−c(y − z)2k)‖∆kw‖L∞ ,
which implies that
‖Rw‖
L˜py(I;B
r+1p
∞,ℓ )
≤ C(M˜1ρ (p))‖w‖
L˜pz (I;B
r+1p−ρ
∞,ℓ )
. (3.11)
Take N big enough so that r + 1p − (N + 1)ρ ≤ −δ. Then the proposition follows
from (3.7) and (3.9)-(3.11). 
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Given r ∈ R, let us introduce the spaces
Xr(I)
def
= L˜∞z (I;H
r(Rd)) ∩ L2z(I;Hr+
1
2 (Rd)),
Y r(I)
def
= L˜1z(I;H
r(Rd)) + L2z(I;H
r− 1
2 (Rd)).
In a similar way as in Proposition 3.1, one can show that
Proposition 3.2. Let r ∈ R. Assume that p ∈ Γ1ρ(I × Rd) for ρ > 0 and w is a
solution of (3.1). Then it holds that
‖w‖Xr(I) ≤ C
(
M˜1ρ (p), c1
)(‖w0‖Hr + ‖f‖Y r(I) + ‖w‖L2(I;Hr)),
where C(·) is a nondecreasing function independent of p.
Let us conclude this section by presenting some product estimates in the Chemin-
Lerner type space.
Lemma 3.3. Let r ∈ R and q, q1, q2 ∈ [1,∞] with 1q = 1q1 + 1q2 . Then for any
r1, r2 > 0, we have
‖Tgf‖L˜qz(I;Hr) ≤ C‖g‖L˜q1z (I;L∞)‖f‖L˜q2z (I;Hr),
‖Tgf‖L˜qz(I;Hr) ≤ C‖g‖L˜q1z (I;C−r1 )‖f‖L˜q2z (I;Hr+r1),
‖Tgf‖L˜qz(I;Hr) ≤ C‖g‖L˜q1z (I;C0)‖f‖L˜q2z (I;Hr+r2).
Proof.By the definition of paraproduct, we have
∆jTgf =
∑
|j−k|≤N0
∆j
(
Sk−3g∆kf
)
for some N0 ∈ N.
Hence, we get by Lemma 2.3 that
‖∆jTgf‖L˜qz(I;L2) ≤ C
∑
|j−k|≤N0
‖Sk−3g‖L˜q1z (I;L∞)‖∆kf‖L˜q2z (I;L2)
≤ C
∑
|j−k|≤N0
‖g‖L˜q1z (I;L∞)‖∆kf‖L˜q2z (I;L2),
which implies the fisrt inequality of the lemma. On the other hand, by the definition
of Sk, we have
‖Sk−3g‖L˜q1z (I;L∞) ≤
∑
ℓ≤k−2
‖∆ℓg‖L˜q1z (I;L∞) ≤ 2
jr1‖g‖
L˜
q1
z (I;C−r1 )
or
‖Sk−3g‖L˜q1z (I;L∞) ≤ Ck‖g‖L˜q1z (I;C0) ≤ C2
kr2‖g‖L˜q1z (I;C0),
which imply the last two inequalities. 
In a similar way, one can show that
Lemma 3.4. Let r ∈ R and q, q1, q2, ℓ ∈ [1,∞] with 1q = 1q1 + 1q2 . Then for any
r1, r2 > 0, we have
‖Tgf‖L˜qz(I;Br∞,ℓ) ≤ C‖g‖L˜q1z (I;L∞)‖f‖L˜q2z (I;Br∞,ℓ),
‖Tgf‖L˜qz(I;Br∞,ℓ) ≤ C‖g‖L˜q1z (I;C−r1 )‖f‖L˜q2z (I;Br+r1∞,ℓ ),
‖Tgf‖L˜qz(I;Br∞,ℓ) ≤ C‖g‖L˜q1z (I;C0)‖f‖L˜q2z (I;Br+r2∞,ℓ ).
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Lemma 3.5. Let q, q1, q2, ℓ ∈ [1,∞] with 1q = 1q1 + 1q2 . Then for any r > 0 and
r1 ∈ R, we have
‖R(f, g)‖
L˜qz(I;Hr)
≤ C‖g‖
L˜
q1
z (I;Cr1 )
‖f‖
L˜
q2
z (I;Hr−r1)
,
‖R(f, g)‖L˜qz(I;Br∞,ℓ) ≤ C‖g‖L˜q1z (I;Cr1)‖f‖L˜q2z (I;Br−r1∞,ℓ ).
If r ≤ 0 and r1 + r2 > 0, then we have
‖R(f, g)‖
L˜qz(I;Hr)
≤ C‖g‖
L˜
q1
z (I;Cr1 )
‖f‖
L˜
q2
z (I;Hr2)
,
‖R(f, g)‖L˜qz(I;Br∞,ℓ) ≤ C‖g‖L˜q1z (I;Cr1)‖f‖L˜q2z (I;Cr2 ).
Proof.Due to the definition of R(f, g), we have
∆jR(f, g) =
∑
|k−ℓ|≤2;k,ℓ≥j−N0
∆j
(
∆kf∆ℓg
)
for some N0 ∈ N,
from which and Lemma 2.3, we infer that
‖∆jR(f, g)‖L˜qz(I;L2) ≤ C
∑
|k−ℓ|≤2;k,ℓ≥j−N0
‖∆kf‖L˜q2z (I;L2)‖∆ℓg‖L˜q1z (I;L∞)
≤ C‖g‖L˜q1z (I;Cr1)
∑
k≥j−N0
2−kr1‖∆kf‖L˜q2z (I;L2),
which implies the first inequality of the lemma. The proof of the other three inequal-
ities are similar. 
4. Elliptic estimates in a strip of infinite depth
In this section, we consider the elliptic equation in a strip of infinite depth S ={
(x, y) : x ∈ Rd, y < η(x)}: {△x,yφ = g in S,
φ|y=η = f. (4.1)
Throughout this section, we assume that η ∈ Hs+ 12 (Rd) ∩ C 32+ε(Rd) for s > 1 + d2
and some ε > 0. We denote by Kη = Kη
(‖η‖
C
3
2+ε
, ‖η‖L2
)
a nondecreasing function,
which may be different from line to line, I = (−∞, 0).
First of all, we flatten the boundary of S by the following regularized mapping:
(x, z) ∈ Rd × (−∞, 0] 7−→ (x, ρδ(x, z)) ∈ S,
where ρδ with δ > 0 is given by
ρδ(x, z) = z + (e
δz|D|η)(x). (4.2)
Remark 4.1. For any z < 0, we have
‖∂zρδ − 1‖L∞ ≤ δ‖eδz|D||D|η‖L∞ = δ
∥∥P−δz ∗ |D|η∥∥L∞
≤ Cδ‖P−δz(·)‖L1‖|D|η‖L∞ ≤ Cδ‖η‖C 32+ε .
Here Pz(x) is the poisson kernel. Throughout this paper, we will fix δ small enough
depending only on ‖η‖
C
3
2+ε
such that
‖∂zρδ − 1‖L∞ ≤ 1
2
, hence ∂zρδ ≥ 1
2
.
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We set v(x, z) = φ(x, ρδ(x, z)). It is easy to find that v satisfies{
∂2zv + α△v + β · ∇∂zv − γ∂zv = F0,
v|z=0 = f,
(4.3)
where F0 = αg and the coefficients α, β, γ are defined by
α =
(∂zρδ)
2
1 + |∇ρδ|2 , β = −2
∂zρδ∇ρδ
1 + |∇ρδ|2 , γ =
1
∂zρδ
(∂2zρδ + α∆ρδ + β · ∇∂zρδ). (4.4)
By the definition of ρδ, we find{
∂z(ρδ − z)− δ|D|(ρδ − z) = 0,
ρδ − z|z=0 = η.
Then we infer from Proposition 3.2 and Proposition 3.1 that
‖∇ρδ‖
Xs−
1
2 (I)
+ ‖∂zρδ − 1‖
Xs−
1
2 (I)
≤ C(‖η‖
C
3
2+ε
)‖η‖
Hs+
1
2
, (4.5)
‖∇x,zρδ‖
L˜∞z (I;C
1
2+ε)
+ ‖∂2zρδ‖L˜∞z (I;C− 12+ε) ≤ C
(‖η‖
C
3
2+ε
)
. (4.6)
In order to obtain the tame elliptic estimates, we paralinearize the elliptic equation
(4.3) as
∂2zv + Tα△v + Tβ · ∇∂zv = F0 + F1 + F2, (4.7)
with F1, F2 given by
F1 = γ∂zv, F2 = (Tα − α)△v + (Tβ − β) · ∇∂zv.
As in [3], the equation (4.7) can be decoupled into a forward and a backward parabolic
evolution equations:
(∂z − Ta)(∂z − TA)v = F0 + F1 + F2 + F3 , F, (4.8)
where
a =
1
2
(− iβ · ξ −√4α|ξ|2 − (β · ξ)2),
A =
1
2
(− iβ · ξ +√4α|ξ|2 − (β · ξ)2),
F3 = (TaTA − Tα△)v − (Ta + TA + Tβ · ∇)∂zv − T∂zAv.
Remark 4.2. The symbols a,A satisfy
a(z;x, ξ) ·A(z;x, ξ) = −α(x, z)|ξ|2, a(z;x, ξ) +A(z;x, ξ) = −iβ(x, z) · ξ.
Noticing that
4α|ξ|2 − (β · ξ)2 ≥ c2|ξ|2
for some c2 > 0 depending only on ‖η‖
C
3
2+ε
, it follows from (4.6) that
M˜11
2
+ε
(a) ≤ C(‖η‖
C
3
2+ε
)
, M˜11
2
+ε
(A) ≤ C(‖η‖
C
3
2+ε
)
.
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4.1. Elliptic estimates in Sobolev space.
Proposition 4.3. Let v be a solution of (4.3) on I×Rd. Then for all σ ∈ [−12 , s− 12 ],
it holds that
‖∇x,zv‖Xσ(I) ≤ Kη
(‖∇x,zv‖L2(I×Rd) + ‖f‖Hσ+1 + ‖F0‖Y σ(I) + ‖η‖Hs+12 ‖∇x,zv‖L∞(I×Rd)).
Moreover, for σ = −12 , we have
‖∇x,zv‖
X−
1
2 (I)
≤ Kη
(‖F0‖
Y −
1
2 (I)
+ ‖∇x,zv‖L2(I×Rd)
)
.
Before proving the proposition, we make the estimates for the coefficients α, β, γ
and Fi(i = 1, 2, 3).
Lemma 4.4. It holds that
‖α− 1‖
Xs−
1
2 (I)
+ ‖β‖
Xs−
1
2 (I)
+ ‖γ‖
Xs−
3
2 (I)
≤ Kη‖η‖
Hs+
1
2
,
‖α‖
L˜∞z (I;C
1
2+ε)
+ ‖β‖
L˜∞z (I;C
1
2+ε)
+ ‖γ‖
L˜∞z (I;C
−
1
2+ε)
≤ Kη,
‖α− 1‖
L˜1z(I;H
s+12 )
+ ‖β‖
L˜1z(I;H
s+12 )
+ ‖γ‖
L˜1z(I;H
s− 12 )
≤ Kη‖η‖
Hs+
1
2
,
‖α‖L˜2z(I;C1+ε) + ‖β‖L˜2z(I;C1+ε) + ‖γ‖L˜2z(I;Cε) ≤ Kη.
Proof.Noting s− 32 > 0, the first two inequalities of the lemma follows from Lemma
2.8 and (4.5)-(4.6) except that ‖γ‖
L∞z (I;C
−
1
2+ε)
. Thanks to (4.6) and Lemma 2.8, γ
can be written as
γ = γ1∇2γ2, where γ1 ∈ L˜∞z (I;C
1
2
+ε), γ2 ∈ L˜∞z (I;C
3
2
+ε)
with the following bounds
‖γ1‖
L˜∞z (I;C
1
2+ε)
+ ‖γ2‖
L˜∞z (I;C
3
2+ε)
≤ Kη.
We use Bony’s decomposition (2.3) to write γ1∇2γ2 as
γ = Tγ1∇2γ2 + T∇2γ2γ1 +R(γ1,∇2γ2).
We infer from Lemma 3.4 and Lemma 3.5 that
‖Tγ1∇2γ2‖L˜∞z (I;C−12+ε) ≤ C‖γ1‖L∞‖γ2‖L˜∞z (I;C 32+ε) ≤ Kη,
‖T∇2γ2γ1‖L˜∞z (I;C2ε) ≤ ‖γ1‖L˜∞z (I;C 12+ε)‖γ2‖L˜∞z (I;C 32+ε) ≤ Kη,
‖R(γ1,∇2γ2)‖L˜∞z (I;C2ε) ≤ ‖γ1‖L˜∞z (I;C 12+ε)‖γ2‖L˜∞z (I;C 32+ε) ≤ Kη.
This gives the estimate of ‖γ‖
L˜∞z (I;C
−
1
2+ε)
.
For the last two inequalities of the lemma, the proof is similar, but we need to use
the following estimates for ρδ:
‖∇2x,zρδ‖L˜1z(I;Hs− 12 ) ≤ C‖η‖Hs+12 , (4.9)
‖∇x,zρδ‖L˜2z(I;C1+ε) + ‖∂
2
zρδ‖L˜2z(I;Cε) ≤ Kη. (4.10)
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Indeed, by the the definition of ρδ, we have
‖∇2x,zρδ‖2
L˜1z(I;H
s− 12 )
≤
∑
j
22j(s−
1
2
)‖∆j∇2x,zρδ‖2L1z(I;L2)
≤ C
∑
j
22j(s−
3
2
)‖∆j |D|2eδz|D|η‖2L1z(I;L2)
≤ C
∑
j
22j(s+
1
2
)‖∆jη‖2L2 ≤ C‖η‖Hs+12 ,
and by Lemma 3.1, we get
‖∇x,z(ρδ − z)‖L˜2z(I;C1+ε) ≤ supj 2
j(1+ε)‖∆j∇x,zρδ‖L2z(I;L∞)
≤ sup
j
2j(1+ε)‖∆j |D|eδz|D|η‖L2z(I;L∞)
≤ sup
j>0
2j(2+ε)‖eczδ2j‖L2(I)‖∆jη‖L∞ + ‖∆0|D|eδz|D|η‖L2z(I;L∞)
≤ C‖η‖
C
3
2+ε
+ C‖η‖L2 ,
where we use the estimate in the last inequality:
‖∆0|D|eδz|D|η‖L2z(I;L∞) ≤ C‖eδz|D||D|∆0η‖L2(I×Rd) ≤ C‖η‖L2 .
The proof is finished. 
Lemma 4.5. For any 0 < δ1 ≤ 12 and σ + δ1 ≤ s− 12 , it holds that
‖F1‖Y σ+δ1(I) ≤ Kη
(‖∂zv‖L2z(I;Hσ+δ1−ε) + ‖∂zv‖L∞(I×Rd)‖η‖Hs+12 ).
Proof.Using Bony’s decomposition (2.3), we write F1 as
F1 = γ∂zv = Tγ∂zv + T∂zvγ +R(γ, ∂zv).
We infer from Lemma 3.3 that
‖Tγ∂zv‖
L2z(I;H
σ+δ1−
1
2 )
≤ C‖γ‖
L∞z (I;C
−
1
2+ε)
‖∂zv‖L2z(I;Hσ+δ1−ε),
‖T∂zvγ‖L2z(I;Hσ+δ1− 12 ) ≤ C‖∂zv‖L∞(I×Rd)‖γ‖L2z(I;Hσ+δ1− 12 ),
and by noting σ + δ1 ≤ s− 12 ,
‖R(γ, ∂zv)‖L˜1z(I;Hσ+δ1) ≤ C‖∂zv‖L˜∞z (I;C0)‖γ‖L˜1z(I;Hs− 12 ).
This together with Lemma 4.4 gives the lemma. 
Lemma 4.6. For any 0 < δ1 ≤ 12 and σ + δ1 ≤ s− 12 , it holds that
‖F2‖Y σ+δ1(I) ≤ Kη‖∇x,zv‖L∞z (I×Rd)‖η‖Hs+12 .
Proof.Recalling F2 = (Tα−α)△v+(Tβ−β)·∇∂zv, it suffices to consider (Tα−α)△v.
We get by (2.3) that
(Tα − α)△v = −T∆v(α− 1)−R(∆v, α− 1).
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Due to σ + δ1 ≤ s− 12 , we infer from Lemma 3.4 and Lemma 3.5 that
‖T△v(α− 1)‖
L2z(I;H
σ+δ1−
1
2 )
≤ C‖∇v‖L∞z (I×Rd)‖α− 1‖L2z(I;Hσ+δ1+12 )
≤ C‖∇v‖L∞z (I×Rd)‖α− 1‖L2z(I;Hs),
‖R(∆v, α − 1)‖L˜1z(I;Hσ+δ1) ≤ ‖R(∆v, α − 1)‖L˜1z(I;Hs− 12 )
≤ C‖∇v‖L˜∞z (I;C0)‖α − 1‖L˜1z(I;Hs+12 ),
which along with Lemma 4.4 give the lemma. 
Lemma 4.7. For any σ, δ1 ∈ R, it holds that
‖F3‖Y σ+δ1(I) ≤ Kη‖∇v‖L2z(I;Hσ+δ1−ε).
Proof. It follows from Remark 4.2 and Proposition 2.4 that
‖(TaTA − Tα△)v‖
L2z(I;H
σ+δ1−
1
2 )
≤ Kη‖∇v‖L2z(I;Hσ+δ1−ε),
‖(Ta + TA + Tβ · ∇)v‖
L2z(I;H
σ+δ1−
1
2 )
≤ Kη‖∇v‖L2z(I;L2).
By the definition of A and the proof of Lemma 4.4, we have
‖∂αξ ∂zA(z; ·, ξ)‖C− 12+ε ≤ Kη(1 + |ξ|)
1−|α| for any |ξ| ≥ 1
2
,
from which and Remark 2.7, it follows that
‖T∂zAv‖L2z(I;Hσ+δ1− 12 ) ≤ Kη‖∇v‖L2z(I;Hσ+δ1−ε).
The proof is completed. 
Lemma 4.8. It holds that
‖∇α∇v‖
L1z(I;H
−
1
2 )
+ ‖∇β∂zv‖
L1z(I;H
−
1
2 )
+ ‖γ∂zv‖
L1z(I;H
−
1
2 )
≤ Kη‖∇x,zv‖L2(I×Rd).
Proof.We get by the proof of Lemma 3.3 that
‖Tγ∂zv‖
L1z(I;H
−
1
2 )
+ ‖T∂zvγ‖L1z(I;H− 12 )
≤ ‖γ‖L2z(I;L∞)‖∂zv‖L2(I×Rd) ≤ ‖γ‖L˜2z(I;Cε)‖∂zv‖L2(I×Rd),
and by the proof of Lemma 3.5, we see that
‖R(γ, ∂zv)‖
L1z(I;H
−
1
2 )
≤
∫
I
(∑
j
2−j
( ∑
|k−ℓ|≤2;k,ℓ≥j−N0
‖∆kγ‖L∞‖∆ℓ∂zv‖L2
)2) 12
dz
≤ C
∫
I
∑
j
2−
j
2
∑
|k−ℓ|≤2;k,ℓ≥j−N0
‖∆kγ‖L∞‖∆ℓ∂zv‖L2dz
≤ C‖γ‖
L˜2z(I;C
ε)
‖∂zv‖L2(I×Rd),
which along with Lemma 4.4 and (2.3) give
‖γ∂zv‖
L1z(I;H
−
1
2 )
≤ Kη‖∂zv‖L2(I×Rd).
The estimates for the other two terms are similar. 
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Now let us turn to the proof of Proposition 4.3.
Proof of Proposition 4.3. First of all, we consider σ = −12 . We have(∇v(z),∇v(z))
H−
1
2
≤ 2
∫ z
−∞
(
∂z′∇v(z′),∇v(z′)
)
H−
1
2
dz′ ≤ 2‖∇x,zv‖2L2(I×Rd),
and by the equation (4.3) and Lemma 4.8, we get(
∂zv(z), ∂zv(z)
)
H−
1
2
= 2
∫ z
−∞
(
∂2z′v(z
′), ∂zv(z
′)
)
H−
1
2
dz′
= 2
∫ z
−∞
(
F0 − α∆v + β∇∂zv − γ∂zv, ∂zv
)
H−
1
2
dz′
≤
(
‖F0‖
Y −
1
2 (I)
+ ‖div(α∇v + β∂zv)‖L2z(I;H−1)
+ ‖∇α∇v +∇β∂zv + γ∂zv‖
L1z(I;H
−
1
2 )
)
‖∂zv‖
X−
1
2 (I)
≤ Kη
(‖F0‖
Y −
1
2 (I)
+ ‖∇x,zv‖L2(I×Rd)
)‖∂zv‖
X−
1
2 (I)
.
This implies the case of σ = −12 .
For general σ, we use the bootstrap argument. To this end, let us first assume
‖∇x,zv‖Xr(I) ≤ Kη
(‖∇x,zv‖L2(I×Rd) + ‖f‖Hr+1 + ‖F0‖Y r(I) + ‖η‖Hs+12 ‖∇x,zv‖L∞(I×Rd)).
Then we show that the inequality remains true for r + δ1 ≤ s − 12 with δ1 ≤ 12 , thus
the proposition follows since it is true for r = −12 .
Set w = (∂z − TA)v. Then (v,w) satisfies the forward and backward parabolic
equation respectively:
(∂z − Ta)w = F on I ×Rd, w|z=−∞ = 0,
(∂z − TA)v = w on I ×Rd, v|z=0 = f.
By Proposition 3.2 and Lemma 4.5-Lemma 4.7, we infer that
‖w‖Xr+δ1 (I)
≤ Kη
(‖F‖Y r+δ1(I) + ‖w‖L2z(I;Hr+δ1))
≤ Kη
(‖F0‖Y r+δ1(I) + ‖∇x,zv‖L2z(I;Hr+δ1−ε) + ‖∇x,zv‖L∞(I×Rd)‖η‖Hs+12 ). (4.11)
Here we use the estimate
‖w‖L2z(I;Hr+δ1) ≤ Kη‖∇x,zv‖L2z(I;Hr+δ1) ( by Proposition 2.4).
Take ∇ to the equation of v to get
(∂z − TA)∇v = ∇w + T∇Av on I ×Rd, ∇v|z=0 = ∇f.
By Remark 2.7 and Remark 4.2, we have
‖T∇Av‖
L2z(I;H
r+δ1−
1
2 )
≤ Kη‖∇v‖L2z(I;Hr+δ1−ε).
Then by Proposition 3.2 and (4.11), we get by using ∂zv = TAv + w that
‖∇x,zv‖Xr+δ1 (I)
≤ Kη
(‖w‖Xr+δ1 (I) + ‖∇v‖L2z(I;Hr+δ1) + ‖f‖Hr+1+δ1 )
≤ Kη
(‖f‖Hr+1+δ1 + ‖F0‖Y r+δ1(I) + ‖∇x,zv‖L2z(I;Hr+δ1−ε) + ‖∇x,zv‖L∞(I×Rd)‖η‖Hs+12 )
≤ Kη
(‖∇x,zv‖L2(I×Rd) + ‖f‖Hr+δ1+1 + ‖F0‖Y r+δ1(I) + ‖η‖Hs+12 ‖∇x,zv‖L∞(I×Rd)).
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This completes the proof of the proposition. 
4.2. Elliptic estimates in Besov space.
Proposition 4.9. Let q ∈ [1,∞] and v be a solution of (4.3) on I ×Rd. Then for
any r ∈ [0, 12 ], δ2 > 0, it holds that
‖∇x,zv‖L˜∞z (I;Br∞,q) + ‖∇x,zv‖L˜2z(I;Br+
1
2
∞,q )
≤ Kη
(‖∇f‖Br∞,q + ‖F0‖Y˜ rq (I) + ‖∇x,zv‖L˜∞(I;C−δ2 ) + ‖∇x,zv‖L˜2z(I;C−δ2 )),
where Y˜ rq (I)
def
= L˜1z(I;B
r
∞,q) + L˜
2
z(I;B
r− 1
2
∞,q ).
Let us first present the Ho¨lder estimates of F .
Lemma 4.10. For any r ≤ 12 and q ∈ [1,∞], we have
‖F1‖
L˜2z(I;B
r− 12
∞,q )
≤ Kη
(‖∇x,zv‖L˜∞z (I;C− ε2 ) + ‖∂zv‖L˜∞z (I;Br− 12∞,q )).
Proof.By Lemma 3.4 and Lemma 3.5, we have
‖Tγ∂zv‖
L˜2z(I;B
r− 12
∞,q )
≤ C‖γ‖L˜2z(I;L∞)‖∂zv‖L˜∞z (I;Br−
1
2
∞,q )
,
‖T∂zvγ‖
L˜2z(I;B
r− 12
∞,q )
≤ C‖∂zv‖L˜∞z (I;C− ε2 )‖γ‖L˜2z(I;Cε),
‖R(γ, ∂zv)‖
L˜2z(I;B
r−12
∞,q )
≤ C‖∂zv‖L˜∞z (I;C− ε2 )‖γ‖L˜2z(I;Cε),
which along with Lemma 4.4 and (2.3) gives the lemma. 
Lemma 4.11. For any r ≤ 12 and q ∈ [1,∞], we have
‖F2‖
L˜2z(I;B
r− 12
∞,q )
≤ Kη‖∇x,zv‖L˜∞z (I;C− ε2 ).
Proof.Using (2.3), we infer from Lemma 3.4 and Lemma 3.5 that
‖F2‖
L˜2z(I;B
r− 12
∞,q )
≤ ‖(Tα − α)∆v‖
L˜2z(I;B
r− 12
∞,q )
+ ‖(Tβ − β)∇∂zv‖
L˜2z(I;B
r− 12
∞,q )
≤ C(‖α‖
L˜2z(I;C
r+12+ε)
+ ‖β‖
L˜2z(I;C
r+12+ε)
)‖∇x,zv‖L˜∞z (I;C− ε2 )
≤ Kη‖∇x,zv‖L˜∞z (I;C− ε2 ).
The proof is finished. 
Lemma 4.12. For any r ≤ 12 and q ∈ [1,∞], we have
‖F3‖
L˜2z(I;B
r−12
∞,q )
≤ Kη‖∇x,zv‖L˜∞z (I;C−ε).
Proof.From the proof of Lemma 2.6, we see that
‖(TaTA − Tα∆)v‖
L˜2z(I;B
r− 12
∞,q )
≤ C(M˜10 (a)‖A‖L˜2z (I;M11+ε) + ‖a‖L˜2z(I;M11+ε)M˜10 (A))‖∇v‖L˜∞z (I;C−ε)
≤ Kη‖∇v‖L˜∞z (I;C−ε),
where we denote
‖a‖L˜2z(I;M11+ε)
def
= sup
|α|≤d/2+1+ρ
sup
|ξ|≥1/2
‖(1 + |ξ|)|α|−m∂αξ a(z; ·, ξ)‖L˜2z (I;C1+ε),
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and by Lemma 4.4, we have
‖a‖
L˜2z(I;M
1
1+ε)
+ ‖A‖
L˜2z(I;M
1
1+ε)
≤ Kη.
The estimate for the other parts of F3 is similar. 
Now let us turn to the proof of Proposition 4.9.
Proof of Proposition 4.9.Recall that if we set w = (∂z−TA)v, then (v,w) satisfies
(∂z − Ta)w = F on I ×Rd, w|z=−∞ = 0,
(∂z − TA)v = w on I ×Rd, v|z=0 = f.
By Proposition 3.1 and Lemma 4.10-Lemma 4.12, we deduce that
‖w‖L˜∞z (I;Br∞,q) + ‖w‖L˜2z(I;Br+
1
2
∞,q )
≤ Kη
(‖F‖Y˜ rq (I) + ‖w‖L˜∞z (I;C−δ2 ) + ‖w‖L˜2z (I;C−δ2))
≤ Kη
(‖F0‖Y˜ rq (I) + ‖∇x,zv‖L˜∞z (I;C− ε2 ∩Br− 12∞,q ) + ‖∇x,zv‖L˜2z(I;C−δ2 )), (4.12)
and noting that (∂z − TA)∇v = ∇w + T∇Av, we get by Proposition 3.1 that
‖∇v‖L˜∞z (I;Br∞,q) + ‖∇v‖L˜2z(I;Br+
1
2
∞,q )
≤ Kη
(‖∇f‖Br∞,q + ‖w‖
L˜2z (I;B
r+12
∞,q )
+ ‖∇x,zv‖L˜2z(I;Br−ε∞,q∩C−δ2 ) + ‖∇x,zv‖L˜∞z (I;C−δ2 )
)
≤ Kη
(‖∇f‖Br∞,q + ‖F0‖Y˜ rq (I) + ‖∇x,zv‖L˜∞z (I;C− ε2 ∩Br− 12∞,q ) ++‖∇x,zv‖L˜2z(I;Br−ε∞,q∩C−δ2 )).
The estimate for ∂zv can be deduced by using ∂zv = TAv + w and (4.12). Thus, we
obtain
‖∇x,zv‖L˜∞z (I;Br∞,q) + ‖∇x,zv‖L˜2z(I;Br+
1
2
∞,q )
≤ Kη
(‖∇f‖Br∞,q + ‖F0‖Y˜ rq (I) + ‖∇x,zv‖L˜∞z (I;C− ε2∩Br− 12∞,q ) + ‖∇x,zv‖L˜2z(I;Br−ε∞,q∩C−δ2 )),
from which and the interpolation, we conclude the proof of the proposition. 
5. Dirichlet-Neumann operator
5.1. Definition and basic properties. We consider the boundary value problem{
∆x,yφ = 0 in S,
φ|y=η = f, (5.1)
where S = {(x, y) : x ∈ Rd, y < η(x)}. Given f ∈ H 12 (Rd), the existence of the
variation solution φ with ∇x,yφ ∈ L2(S) can be deduced by using Riesz theorem, see
[3] for example. Moreover, it holds that
‖∇x,yφ‖L2(S) ≤ C(‖∇η‖L∞)‖f‖H 12 . (5.2)
Definition 5.1. Given η, f, φ as above, the Dirichlet-Neumann operator G(η) is de-
fined by
G(η)f
def
=
√
1 + |∇η|2∂nφ|y=η .
We have the following basic properties for G(η), see [17].
Proposition 5.2. It holds that
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1. the operator G(η) is self-adjoint:
(G(η)f, g) = (f,G(η)g), ∀f, g ∈ H 12 (Rd);
2. the operator G(η) is positive:
(G(η)f, f) = ‖∇x,yφ‖L2(S) ≥ 0, ∀f ∈ H
1
2 (Rd);
3. for any f, g ∈ H 12 (Rd), we have
|(G(η)f, g)| ≤ C(‖∇η‖L∞)‖f‖
H
1
2
‖g‖
H
1
2
;
4. the shape derivative dηG(η) of G(η) is
dηG(η)ψ · ∂tη = −G(η)(∂tηB)− div(∂tηV ),
where V = ∇φ|y=η, B = ∂yφ|y=η .
Remark 5.3. By the definition of Dirichlet-Neumann operator G(η), it is easy to
see that
B =
∇η · ∇ψ +G(η)ψ
1 + |∇η|2 , V = ∇ψ −B∇η.
With the notations in Section 4, we denote v(x, z) = φ(x, ρδ(x, z)). In terms of v,
the Dirichlet-Neumann operator G(η) can be written as
G(η)f =
(1 + |∇ρδ|2
∂zρδ
∂zv −∇ρδ · ∇v
)∣∣∣
z=0
. (5.3)
5.2. Tame estimates of the Dirichlet-Neumann operator. In this subsection,
we assume that η ∈ Hs+ 12 (Rd) ∩ C 32+ε(Rd) for s > 1 + d2 and ε > 0. We denote
I = (−∞, 0) and by Kη = Kη
(‖η‖
C
3
2+ε
, ‖η‖L2
)
an increasing function.
Following [3], we first paralinearize G(η). We set
ζ1 =
1 + |∇ρδ|2
∂zρδ
, ζ2 = ∇ρδ.
By Lemma 2.8 and (4.6), we have
‖ζ1 − 1‖
L˜∞z (I;H
s− 12 )
+ ‖ζ2‖
L˜∞z (I;H
s− 12 )
≤ Kη‖η‖
Hs+
1
2
, (5.4)
‖ζ1‖
L˜∞z (I;C
1
2+ε)
+ ‖ζ2‖
L˜∞z (I;C
1
2+ε)
≤ Kη. (5.5)
Using Bony’s decomposition (2.3), we decompose G(η) as
G(η)f = Tζ1∂zv + T∂zvζ1 −R(ζ1, ∂zv)− Tiζ2·ξv − T∇v · ζ2 −R(ζ2,∇v)
∣∣
z=0
.
Replacing ∂zv by TAv, we get
G(η)f = Tλf +R(η)f, (5.6)
where λ = ζ1A− iζ2 · ξ with A = 12(−iβ · ξ +
√
4α|ξ|2 − (β · ξ)2) and
R(η)f =
[(
Tζ1TA − Tζ1A
)
v − Tζ1(∂z − TA)v
+
(
T∂zvζ1 +R(ζ1, ∂zv)− T∇v · ζ2 −R(∇v, ζ2)
)]∣∣∣∣
z=0
≡R1(η)f +R2(η)f +R3(η)f.
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Proposition 5.4. It holds that
‖R(η)f‖
Hs−
1
2
≤ Kη
(‖f‖Hs + ‖∇x,zv‖L∞(I×Rd)‖η‖Hs+12 ),
‖R(η)f‖Hs−1 ≤ Kη
(‖f‖
Hs−
1
2
+ ‖∇x,zv‖L∞(I×Rd)‖η‖Hs+12
)
.
Proof.Recalling that A ∈ Γ11
2
+ε
(I×Rd), we get by Proposition 2.4, (5.5), Proposition
4.3 and (5.2) that
‖R1(η)f‖
Hs−
1
2
≤Kη‖∇v‖L∞z (I;Hs−1)
≤Kη
(‖∇x,zv‖L2(I×Rd) + ‖f‖Hs + ‖∇x,zv‖L˜∞z (I;L∞)‖η‖Hs+12 )
≤Kη
(‖f‖Hs + ‖∇x,zv‖L∞(I×Rd)‖η‖Hs+12 ),
and by Proposition 2.4, we have
‖R2(η)f‖
Hs−
1
2
≤ Kη‖(∂z − TA)v‖L∞z (I;Hs−1) ≤ Kη‖∇x,zv‖Xs−1(I)
≤ Kη
(‖f‖Hs + ‖∇x,zv‖L∞(I×Rd)‖η‖Hs+12 ).
For R3(η), we infer from Lemma 3.3, Lemma 3.5 and (5.4) that
‖R3(η)f‖
Hs−
1
2
≤ Kη‖∇x,zv‖L∞(I×Rd)‖η‖Hs+12 .
This gives the first inequality. The proof of the second inequality is similar. 
Proposition 5.5. For any δ3 > 0, it holds that
‖R(η)f‖
C
1
2
≤ Kη
(‖f‖C1 + ‖∇x,zv‖L˜∞z (I;C−δ3) + ‖∇x,zv‖L˜2z(I;C−δ3 )).
Proof.By Lemma 2.6, Proposition 4.9 and (5.5), we get
‖R1(η)f‖
C
1
2
≤ Kη‖∇v‖L∞z (I;C0) ≤ Kη
(‖f‖C1 + ‖∇x,zv‖L˜∞z (I;C−δ3 ) + ‖∇x,zv‖L˜2z(I;C−δ3)).
Set w = (∂z − TA)v. From the proof of Proposition 4.9(with r = 12), we see that
‖w‖
L˜∞z (I;C
1
2 )
≤ Kη‖∇x,zv‖L˜∞z (I;C0),
hence,
‖R2(η)f‖
C
1
2
≤ Kη‖(∂z − TA)v‖
L∞z (I;C
1
2 )
≤ Kη
(‖f‖C1 + ‖∇x,zv‖L˜∞z (I;C−δ3 ) + ‖∇x,zv‖L˜2z(I;C−δ3 )).
It is easy to show by Lemma 3.4 and Lemma 3.5 that
‖R3(η)f‖
C
1
2
≤ Kη‖∇x,zv‖L∞z (I;C0)
≤ Kη
(‖f‖C1 + ‖∇x,zv‖L˜∞z (I;C−δ3 ) + ‖∇x,zv‖L˜2z(I;C−δ3 )).
This finishes the proof. 
Remark 5.6. The estimates of R(η) may not be optimal, but it is suitable for our
application. We refer to [3] for more sharper estimates.
Remark 5.7. By (5.5) and Remark 4.2, we know that λ ∈ Γ11
2
+ε
(I ×Rd) with the
bound
M˜11
2
+ε
(λ) ≤ Kη.
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6. The estimate of the pressure
Throughout this section, we denote Ωt = {(x, y) : x ∈ Rd, y < η(t, x)}, I =
(−∞, 0), f˜(t, x, z) = f(t, x, ρδ(x, z)), and by Kη = K(‖η‖
C
3
2+ε
, ‖η‖L2) a nondecreas-
ing function.
6.1. The estimates of the velocity potential. Recall that the velocity potential
φ satisfies
∆x,yφ = 0 in Ωt, φ|y=η = ψ. (6.1)
We infer from Proposition 5.2 that
‖∇x,yφ‖L2(Ωt) =
(
G(η)ψ,ψ
) 1
2 ≡ E0(ψ). (6.2)
By the definition of (V,B), we have
∆x,y(∇φ) = 0 in Ωt, ∇φ|y=η = V,
∆x,y(∂yφ) = 0 in Ωt, ∂yφ|y=η = B.
Then it follows from (5.2) and the maximum principle that
‖∇2x,yφ‖L2(Ωt)) ≤ Kη‖(V,B)‖H 12 , (6.3)
‖∇x,yφ‖L∞(Ωt)) ≤ ‖(V,B)‖L∞ . (6.4)
Further more, we find that{
∆x,y∂xi(∇φ) = 0 in Ωt,
∂xi∇φ|y=η = ∂xiV − ∂xiη
(
∇B + divV−∇B·∇η
1+|∇η|2
)
,
and {
∆x,y∂y(∇φ) = 0 in Ωt,
∂y∇φ|y=η = ∇B +∇η
(
divV−∇B·∇η
1+|∇η|2
)
,
and {
∆x,y(∂
2
yφ) = 0 in Ωt,
∂2yφ|y=η = −divV−∇B·∇η1+|∇η|2 .
Using the maximum principle, we deduce that
‖∇2x,yφ‖L∞(Ωt) ≤ Kη‖(∇V,∇B)‖L∞ . (6.5)
Then by Proposition 4.3 and (6.3), we infer that
‖∇x,z(∇˜φ, ∂˜yφ)‖Xs−1(I) ≤ Kη
(‖(V,B)‖Hs + ‖η‖
Hs+
1
2
‖∇2x,yφ‖L∞(Ωt)
)
≤ Kη
(‖(V,B)‖Hs + ‖η‖
Hs+
1
2
‖(∇V,∇B)‖L∞
)
. (6.6)
And by Proposition 4.9 with δ2 >
d
2 , (6.4) and (6.2), we get
‖∇x,zφ˜‖
L˜∞z (I;C
1
2 )
+ ‖∇x,zφ˜‖L˜2z(I;C1)
≤ Kη
(‖∇ψ‖
C
1
2
+ ‖∇x,zφ˜‖L˜∞(I;C−δ2) + ‖∇x,zφ˜‖L˜2z(I;C−δ2 )
)
≤ Kη
(‖∇ψ‖
C
1
2
+ ‖∇x,zφ˜‖L∞(I×Rd) + ‖∇x,zφ˜‖L2(I×Rd)
)
≤ Kη
(‖(V,B)‖W 1,∞ +E0(ψ)). (6.7)
Here we use the fact that ∇ψ = V +B∇η so that ‖∇ψ‖
C
1
2
≤ Kη‖(V,B)‖W 1,∞ .
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Using (2.3), we get by Lemma 3.4 and Lemma 3.5 that
‖α△φ˜+ β · ∇∂zφ˜‖L˜2z(I;C0) ≤ C‖∇x,zφ˜‖L˜2z(I;C1)‖(α, β)‖L˜∞z (I;Cε),
‖γ∂z φ˜‖L˜2z(I;C0) ≤ C‖∂zφ˜‖L˜∞z (I;C0)‖γ‖L˜2z(I;Cε).
Hence, using the equation
∂2z φ˜ = −α△φ˜− β · ∇∂zφ˜+ γ∂zφ˜,
we infer from Lemma 4.4 that
‖∂2z φ˜‖L˜2z(I;C0) ≤ Kη
(‖(V,B)‖W 1,∞ + E0(ψ)). (6.8)
Noticing that
∂z∂˜yφ = ∂z
( ∂zφ˜
∂zρδ
)
=
∂2z φ˜
∂zρδ
− ∂zφ˜∂
2
zρδ
(∂zρδ)2
,
thus by (2.3), Lemma 3.4, Lemma 3.5, (6.7), (6.8) and (4.10), we have
‖∂z ∂˜yφ‖L˜2z(I;C0) ≤ Kη
(‖∂2z φ˜‖L˜2z(I;C0) + ‖∂zφ˜‖L˜∞z (I;C0)‖∂2zρδ‖L˜2z(I;Cε))
≤ Kη
(‖(V,B)‖W 1,∞ + E0(ψ)).
Similarly, we can prove
‖∇x,z∇˜x,yφ‖L˜2z(I;C0) ≤ Kη
(‖(V,B)‖W 1,∞ + E0(ψ)).
Then by Proposition 4.9 with δ2 >
d
2 again, (6.5) and (6.2), we get
‖∇x,z(∇˜φ, ∂˜yφ)‖L˜∞z (I;C0) + ‖∇x,z(∇˜φ, ∂˜yφ)‖L˜2z(I;C 12 )
≤ Kη
(‖(V,B)‖C1 + ‖∇x,z(∇˜φ, ∂˜yφ)‖L∞(I×Rd) + ‖∇x,z(∇˜φ, ∂˜yφ)‖L˜2z(I;C−δ2 ))
≤ Kη
(‖(V,B)‖W 1,∞ + E0(ψ)). (6.9)
As an application of (6.9), we infer from Proposition 5.4 and Proposition 5.5 that
Lemma 6.1. It holds that
‖R(η)(V,B)‖
Hs−
1
2
≤ Kη
(‖(V,B)‖Hs + (‖(V,B)‖W 1,∞ + E0(ψ))‖η‖Hs+ 12 ),
‖R(η)(V,B)‖Hs−1 ≤ Kη
(‖(V,B)‖
Hs−
1
2
+ (‖(V,B)‖W 1,∞ +E0(ψ))‖η‖Hs+ 12
)
,
‖R(η)(V,B)‖
C
1
2
≤ Kη
(‖(V,B)‖W 1,∞ + E0(ψ)).
6.2. The estimates of the pressure. Recall that the pressure P satisfies
−P = ∂tφ+ 1
2
|∇x,yφ|2 + gy.
Take ∆x,y on both sides and use the fact ∆x,yφ = 0 to get
∆x,yP = −|∇2x,yφ|2 = −∇x,y ·
(∇2x,yφ · ∇x,yφ) in Ωt, P |y=η = 0. (6.10)
By the L2 energy estimate and (6.5), we get
‖∇x,y(P − y)‖L2(Ωt) ≤ ‖∇x,yφ∇2x,yφ‖L2(Ωt)
≤ Kη‖(∇˜φ, ∂˜yφ)∇x,z(∇˜φ, ∂˜yφ)‖L2(I×Rd)
≤ Kη‖(∇˜φ, ∂˜yφ)‖L2(I×Rd)‖∇x,z(∇˜φ, ∂˜yφ)‖L∞(I×Rd)
≤ KηE0(ψ)‖(V,B)‖W 1,∞ ,
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which implies that
‖∇xP˜1‖
L∞(I;H−
1
2 )
+ ‖∇x,zP˜1‖L2(I×Rd) ≤ KηE0(ψ)‖(V,B)‖W 1,∞ . (6.11)
Here and in what follows, we denote P1 = P − y. Indeed, if y < η(x) − 2, following
the proof of Proposition 9.2, we can get
|∇x,yP1(x, y)| ≤ C
(
E0(ψ) + ‖(V,B)‖W 1,∞
)2
.
For z ∈ [−2, 0], we have
∂zP˜1(x, z) − ∂zP˜1(x,−2) =
∫ z
−2
∂2z P˜1(z
′)dz′
=
∫ 0
−2
(
F0 − α∆P˜1 + β∇∂zP˜1 − γ∂zP˜1
)
dz′
with F0 = −α|∇˜2x,yφ|2. Using (2.3), we get by Lemma 3.4, Lemma 3.5 and Lemma
4.4 that
‖α∆P˜1 − β∇∂zP˜1 + γ∂zP˜1‖L1z(−2,0;H−1) ≤ Kη‖∇x,zP˜1‖L2
So, we conclude that
‖∂zP˜1‖L∞z (I;L∞+H−1) ≤ Kη
(
E0(ψ) + ‖(V,B)‖W 1,∞
)2
. (6.12)
Lemma 6.2. It holds that
‖α ˜|∇2x,yφ|2‖L˜2z(I;B0∞,1) ≤ Kη
(
E0(ψ) + ‖(V,B)‖W 1,∞
)2
,
‖α ˜|∇2x,yφ|2‖L˜2z(I;Hs−1) ≤ Kη
(‖(V,B)‖W 1,∞‖(V,B)‖Hs + ‖(V,B)‖2W 1,∞‖η‖Hs+12 ).
Proof.Using (2.3), we get by Lemma 3.4 and Lemma 3.5 along with Lemma 4.4 and
(4.6) that
‖α ˜|∇2x,yφ|2‖L˜2z(I;B0∞,1) ≤ Kη‖
˜|∇2x,yφ|2‖L˜2z(I;B0∞,1)
≤ Kη‖∇˜2x,yφ‖L˜∞z (I;C0)‖∇˜2x,yφ‖L˜2z(I;C 12 )
≤ Kη‖∇x,z(∇˜x,yφ)‖L˜∞z (I;C0)‖∇x,z(∇˜x,yφ)‖L˜2z(I;C 12 ),
where we use the chain rule so that
˜∂xi∇x,yφ = ∂xi∇˜x,yφ− ∂xiρδ
∂z∇˜x,yφ
∂zρδ
, ˜∂y∇x,yφ = ∂z∇˜x,yφ
∂zρδ
.
Then the first inequality of the lemma follows from (6.5) and (6.9).
Using (2.3), we get by Lemma 3.3- Lemma 3.5 along with Lemma 4.4 and (4.5)-
(4.6) that
‖α ˜|∇2x,yφ|2‖L˜2z(I;Hs−1)
≤ Kη
(‖∇2x,yφ‖2L∞(Ωt)‖η‖Hs+12 + ‖∇2x,yφ‖L∞(Ωt)‖∇˜2x,yφ‖L2z(I;Hs−1))
≤ Kη
(‖∇2x,yφ‖2L∞(Ωt)‖η‖Hs+12 + ‖∇2x,yφ‖L∞(Ωt)‖∇x,z∇˜x,yφ‖L2z(I;Hs−1)),
from which, (6.6) and (6.5), we deduce the second inequality. 
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Now we infer from Proposition 4.9 with δ2 >
d
2 + 1, Lemma 6.2, (6.11) and (6.12)
that
‖∇x,zP˜1‖
L˜∞z (I;B
1
2
∞,1)
+ ‖∇x,zP˜1‖L˜2z(I;B1∞,1)
≤ Kη
(‖α ˜|∇2x,yφ|2‖L˜2z(I;B0∞,1) + ‖∇x,zP˜1‖L˜∞z (I;C−δ2 ) + ‖∇x,zP˜1‖L˜2z(I;C−δ2))
≤ Kη
(‖α ˜|∇2x,yφ|2‖L˜2z(I;B0∞,1) + ‖∇x,zP˜1‖L∞z (I;L∞+H−1) + ‖∇x,zP˜1‖L2(I×Rd))
≤ Kη
(
E0(ψ) + ‖(V,B)‖W 1,∞
)2
. (6.13)
On the other hand, using the equation
∂2z P˜1 = −α△P˜1 − β · ∇∂zP˜1 + γ∂zP˜1 − α ˜|∇2x,yφ|2, (6.14)
we infer from Lemma 3.4, Lemma 3.5, Lemma 4.4 and Lemma 6.2 that
‖∂2z P˜1‖L˜2z(I;B0∞,1) ≤ C‖(α, β)‖L˜∞z (I;Cε)‖∇x,zP˜1‖L˜2z(I;B1∞,1)
+ C‖γ‖L˜2z(I;Cε)‖∂zP˜1‖L˜∞z (I;B
1
2
∞,1)
+ ‖α ˜|∇2x,yφ|2‖L˜2z(I;B0∞,1)
≤ Kη
(
E0(ψ) + ‖(V,B)‖W 1,∞
)2
. (6.15)
While, it follows from Proposition 4.3, Lemma 6.2, (6.11) and (6.14) that
‖∇x,zP˜1‖
Xs−
1
2 (I)
+ ‖∂2z P˜1‖L2z(I;Hs−1)
≤ Kη
(‖∇x,zP˜1‖L2(I×Rd) + ‖α ˜|∇2x,yφ|2‖L˜2z(I;Hs−1) + ‖η‖Hs+12 ‖∇x,zP˜1‖L∞(I×Rd)))
≤ Kη
(
1 + E0(ψ) + ‖(V,B)‖W 1,∞
)2(‖η‖
Hs+
1
2
+ ‖(V,B)‖Hs
)
. (6.16)
Here we use the fact ‖∇x,zP˜1‖L∞(I×Rd) ≤ C‖∇x,zP˜1‖
L˜∞z (I;B
1
2
∞,1)
and
‖∂2z P˜1‖L2z(I;Hs−1) ≤ Kη
(‖∇x,zP˜1‖L∞(I×Rd)‖η‖Hs+12 + ‖∇x,zP˜1‖Xs− 12 (I) + ‖α ˜|∇2x,yφ|2‖L˜2z(I;Hs−1)),
which follows from Lemma 3.3, Lemma 3.5 and Lemma 4.4.
To estimate (∂t + V · ∇)a, we derive the equation of P˙ def= (∂t +∇x,yφ · ∇x,y)P .
Lemma 6.3. Assume that (φ, η, P ) is a smooth solution of the water-wave system
(1.5)-(1.7). Then we have{
∆x,yP˙ = 4∇2x,yφ · ∇2x,yP + 2
∑
i,j,k(∂i∂jφ)(∂i∂kφ)(∂j∂kφ) ≡ F in Ωt,
P˙ |y=η = 0.
(6.17)
Proof.By (1.5) and (6.10), we get
∆x,y(∇x,yφ · ∇x,yP ) = 2∇2x,yφ · ∇2x,yP +∇x,yφ ·∆x,y∇x,yP
= 2∇2x,yφ · ∇2x,yP − 2∂kφ(∂i∂jφ)(∂i∂j∂kφ).
Hence,
∆x,yP˙ = 2∇2x,yφ · ∇2x,yP − 2(∂i∂jφ)
(
∂t(∂i∂jφ) + ∂kφ∂k(∂i∂jφ)
)
.
Taking ∂i∂j on both sides of (1.7), we get
∂t(∂i∂jφ) + ∂kφ∂k(∂i∂jφ) = −∂i∂jP − (∂i∂kφ)(∂j∂kφ).
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This gives the first equation.
Due to P (t, x, η) = 0, we infer that
Pt + ηt∂yP |y=η = 0, ∇P +∇η∂yP |y=η = 0,
which implies that
Pt +∇x,yφ · ∇x,yP |y=η = −∂yP (ηt +∇φ · ∇η − ∂yφ)|y=η ,
from which and (1.6), it follows that P˙ |y=η = 0. 
Remark 6.4. Using ∆x,yφ = 0, the second term on the right hand side of (6.17) can
be written as the divergence form:∑
i,j,k
(∂i∂jφ)(∂i∂kφ)(∂j∂kφ)
=
∑
i,j,k
∂i
(
(∂jφ)(∂i∂kφ)(∂j∂kφ)
)−∑
i,j,k
(∂jφ)(∂i∂kφ)(∂i∂j∂kφ)
=
∑
i,j,k
∂i
(
(∂jφ)(∂i∂kφ)(∂j∂kφ)
)− 1
2
∑
i,j,k
(∂jφ)∂j
(
(∂i∂kφ)(∂i∂kφ)
)
=
∑
i,j,k
∂i
(
(∂jφ)(∂i∂kφ)(∂j∂kφ)
)− 1
2
∇x,y ·
(|∇2x,yφ|2∇φ).
Now we infer from (6.17) and Remark 6.4 that
‖∇x,yP˙‖L2(Ωt) ≤ 4‖∇2x,yφ‖L∞(Ωt)‖∇x,yP1‖L2(Ωt) + 2‖∇2x,yφ‖2L∞(Ωt)‖∇x,yφ‖L2(Ωt).
Then following the proof of (6.12), we get by (5.2), (6.2), (6.5), (6.11) and (6.13) that
‖∇x,z ˜˙P‖L∞(I;L∞+H−1) + ‖∇x,z ˜˙P‖L2(I×Rd) ≤ Kη(E0(ψ) + ‖(V,B)‖W 1,∞)3. (6.18)
Lemma 6.5. It hods that
‖αF˜‖L˜1z(I;B0∞,1) ≤ Kη
(‖(V,B)‖W 1,∞ +E0(ψ))3.
Proof.Using (2.3), we get by Lemma 3.4 and Lemma 3.5 that
‖αF˜‖L˜1z(I;B0∞,1) ≤ Kη
(‖∇˜2x,yφ · ∇˜2x,yP‖L˜1z(I;B0∞,1) + ‖ ˜(∇2x,yφ)2‖L˜1z(I;Cε)‖∇2x,yφ‖L∞(Ωt))
≤ Kη
(‖∇˜2x,yφ‖L˜2z(I;Cε)‖∇˜2x,yP‖L˜2z(I;B0∞,1) + ‖∇˜2x,yφ‖2L˜2z(I;Cε)‖∇2x,yφ‖L∞(Ωt)).
By the chain rule, we have that for i = 1, · · · , d,
∂iP˜ = ∂˜iP + ∂˜zP · ∂iρδ, ∂zP˜ = ∂˜zP · ∂zρδ, (∂i = ∂xi)
∂2z P˜ = ∂˜
2
yP · (∂zρδ)2 + ∂˜yP · ∂2zρδ,
∂2i,jP˜ = ∂˜
2
i,jP + ∂˜
2
i,zP · ∂jρδ + ∂˜2j,zP · ∂iρδ + ∂2i,jρδ · ∂˜zP + ∂iρδ∂jρδ · ∂˜2zzP ,
∂2i,zP˜ = ∂˜
2
i,zP · ∂zρδ + ∂2i,zρδ · ∂˜iP + ∂zρδ∂iρδ · ∂˜2i,zP ,
which along with Lemma 3.4, Lemma 3.5, (4.6) and (4.10) implies that
‖∇˜2x,yP‖L˜2z(I;B0∞,1) ≤ Kη
(‖∇x,zP˜1‖
L˜∞z (I;B
1
2
∞,1)
+ ‖∂2z P˜1‖L˜2z(I;B0∞,1)
)
.
Then the lemma follows from (6.4), (6.9), (6.13) and (6.15). 
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Then we infer from Proposition 4.9 with δ2 >
d
2 + 1, Lemma 6.5 and (6.18) that
‖∇x,z ˜˙P‖L˜∞z (I;B0∞,1) ≤ Kη(‖αF˜‖L˜1z(I;B0∞,1) + ‖∇x,z ˜˙P‖L∞z (I;L∞+H−1) + ‖∇x,z ˜˙P‖L2(I×Rd))
≤ Kη
(‖(V,B)‖W 1,∞ + E0(ψ))3. (6.19)
7. New formulation and symmetrization
Recall the water-wave system{
∂tη −G(η)ψ = 0,
∂tψ + gη +
1
2 |∇ψ|2 − (G(η)ψ+∇η·∇ψ)
2
2(1+|∇η|2)
= 0.
(7.1)
Following the framework of [3], we introduce the new unknowns
ζ = ∇η, B = ∂yφ|y=η, V = ∇φ|y=η, a = −∂yP |y=η . (7.2)
Recall that the pressure P satisfies
−P = ∂tφ+ 1
2
|∇x,yφ|2 + gy, (7.3)
where φ is the solution of the elliptic equation
∆x,yφ = 0 in Ωt, φ|y=η = ψ.
Then the system (7.1) can be reformulated as(see [3]):
Lemma 7.1. The new unknowns (V,B, ζ) satisfy
(∂t + V · ∇)B = a− g, (7.4)
(∂t + V · ∇)V + aζ = 0, (7.5)
(∂t + V · ∇)ζ = G(η)V + ζG(η)B. (7.6)
Proof. For the reader’s convenience, we present a proof. By the chain rule, for any
function f = f(t, x, y), we have
(∂t + V · ∇)(f |y=η) = (∂t + V · ∇)(f(t, x, η))
=
[
(∂tf +∇φ · ∇f) + ∂yf(∂tη + V · ∇η)
]∣∣
y=η
= (∂tf +∇x,yφ · ∇x,yf)|y=η. (7.7)
Here in the last equality we use the fact that
∂tη + V · ∇η = B. (7.8)
Taking∇x,y to (7.3), we deduce the equalities (7.4)-(7.5) from (7.7) and P (t, x, η) =
0. Taking ∂xi to (7.8), we get
(∂t + V · ∇)∂xiη = ∂xiB −
∑
j
∂xiVj∂xjη. (7.9)
By the definitions of (V,B) and G(η), we find
∂xiB −
∑
j
∂xiVj∂xjη =∂y∂xiφ−
∑
j
∂xjη∂xj∂xiφ
∣∣
y=η
+ ∂xiη
(
∂y(∂yφ)−∇η · ∇∂yφ
)∣∣
y=η
=G(η)Vi + ∂xiηG(η)B,
which along with (7.9) gives (7.6). 
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Now we introduce the so called good unknown (Us, ζs) defined by
Us
def
= 〈D〉sV + Tζ〈D〉sB, ζs def= 〈D〉sζ.
Lemma 7.2. The unknown (Us, ζs) satisfies{
(∂t + TV · ∇)Us + Taζs = f1,
(∂t + TV · ∇)ζs = TλUs + f2, (7.10)
where (f1, f2) is given by
f1 =〈D〉sh1 − [〈D〉s, TV · ∇]V − [〈D〉s, Ta]ζ − [〈D〉s, Tζ ](∂t + TV · ∇)B
− Tζ [〈D〉s, TV · ∇]B − [Tζ , ∂t + TV · ∇]〈D〉sB,
f2 =〈D〉sh2 − [〈D〉s, TV · ∇]ζ + [Tλ, 〈D〉s]U,
with U = V + TζB and (h1, h2) given by
h1 = (TV − V ) · ∇V −R(a, ζ) + Tζ(TV − V ) · ∇B,
h2 = (TV − V ) · ∇ζ + [Tζ , Tλ]B + (ζ − Tζ)TλB +R(η)V + ζR(η)B.
Proof.Applying Bony’s decomposition (2.3) to (7.4)-(7.6), we get
(∂t + TV · ∇)V + Taζ + Tζ(∂t + TV · ∇)B = h1,
(∂t + TV · ∇)ζ = TλU + h2.
Then the system (7.10) follows by applying 〈D〉s to the above equations. 
We denote
γ =
√
aλ, q =
√
a
λ
, θs = Tqζs.
Taking Tq on the both sides of the second equation of (7.10), we obtain the following
symmetrized system: {
(∂t + TV · ∇)Us + Tγθs = F1,
(∂t + TV · ∇)θs − TγUs = F2, (7.11)
with (F1, F2) given by
F1 = f1 + (TγTq − Ta)ζs,
F2 = Tqf2 + (TqTλ − Tγ)Us − [Tq, ∂t + TV · ∇]ζs.
8. Energy estimates
Assume that (Us, θs) is a solution of (7.11) on [0, T ], and a(t, x) satisfies
inf
(t,x)∈[0,T ]×Rd
a(t, x) ≥ c0. (8.1)
We denote by K1η = K
1
η
(
supt∈[0,T ]
(‖η(t)‖
C
3
2+ε
+ ‖η(t)‖L2
)
, c−10
)
by an increasing
function, which may be different from line to line. By the definition of (γ, q), it is
easy to show that
M
1
2
0 (γ) +M
− 1
2
0 (q) ≤ K1η‖a‖
1
2
C
1
2
, M
1
2
1
2
(γ) +M
− 1
2
1
2
(q) ≤ K1η‖a‖C 12 . (8.2)
And by Lemma 3.3, we have
‖(Us, θs)‖L2 ≤ K1η
(‖(V,B)‖Hs + ‖η‖
Hs+
1
2
)
.
The goal of this section is to prove that
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Proposition 8.1.
d
dt
‖(Us, θs)‖L2 ≤ K1η
(
G1(t)‖(V,B)‖Hs +G2(t)‖η‖
Hs+
1
2
+ ‖a− g‖
Hs−
1
2
)
, (8.3)
where Gi(i = 1, 2) is defined by
G1(t) = 1 + ‖a‖
C
1
2
+ ‖(V,B)‖B1
∞,1
,
G2(t) = 1 + ‖a‖
3
2
C
1
2
+ ‖∂ta+ V · ∇a‖L∞ + ‖a‖
C
1
2
(‖(V,B)‖B1
∞,1
+ E0(ψ)
)
.
Proof.We multiply (Us, θs) by both sides of (7.11) and integrate on R
d to obtain
1
2
d
dt
‖(Us, θs)‖2L2 = I1 + I2 + I3, (8.4)
with Ii given by
I1 = −〈TV · ∇Us, Us〉 − 〈TV · ∇θs, θs〉,
I2 = −〈Tγθs, Us〉+ 〈TγUs, θs〉,
I3 = 〈F1, Us〉+ 〈Fs, θs〉.
By Proposition 2.4, we know that
‖(TV · ∇)∗ + TV · ∇‖L2→L2 ≤ C‖V ‖W 1,∞ ,
‖(Tγ − (Tγ)∗‖L2→L2 ≤ CM
1
2
1
2
(γ) ≤ K1η‖a‖C 12 ,
from which and (8.4), we infer that
d
dt
‖(Us, θs)‖L2 ≤ K1η
(‖(V,B)‖W 1,∞ + ‖a‖C 12 )‖(Us, θs)‖L2 + ‖(F1, F2)‖L2 . (8.5)
It remains to estimate ‖(F1, F2)‖L2 . By Proposition 2.4 and (8.2), we get
‖(TγTq − Ta)ζs‖L2 ≤ K1η‖a‖
3
2
C
1
2
‖ζs‖
H−
1
2
≤ K1η‖a‖
3
2
C
1
2
‖η‖
Hs+
1
2
,
‖(TqTλ − Tγ)Us‖L2 ≤ K1η‖a‖C 12 ‖Us‖L2 ≤ K
1
η‖a‖C 12 ‖(V,B)‖Hs .
By Proposition 2.4 and Proposition 2.9, we get
‖[〈D〉s, TV · ∇]V ‖L2 ≤ C‖V ‖W 1,∞‖V ‖Hs ,
‖Tζ [〈D〉s, TV · ∇]B‖L2 ≤ K1η‖V ‖W 1,∞‖B‖Hs ,
‖Tq[〈D〉s, TV · ∇]ζ‖L2 ≤ K(η, a)‖a‖C 12 ‖V ‖W 1,∞‖η‖Hs+12 ,
and by Remark 5.7,
‖[〈D〉s, Ta]ζ‖L2 ≤ C‖a‖C 12 ‖∇ζ‖Hs− 12 ≤ C‖a‖C 12 ‖∇ζ‖Hs− 12 ,
‖Tq[〈D〉s, Tλ]U‖L2 ≤ K1η‖a‖C 12 ‖U‖Hs ≤ K
1
η‖a‖C 12 ‖(V,B)‖Hs .
Using the equation ∂tB + V · ∇B = a− g, we get by Proposition 2.9 that
‖[〈D〉s, Tζ ](∂tB + TV · ∇B)‖L2 ≤ K1η‖∂tB + TV · ∇B‖Hs− 12
≤ K1η
(‖a− g‖
Hs−
1
2
+ ‖B‖W 1,∞‖V ‖Hs
)
.
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By Proposition 2.10, we get
‖[Tζ , ∂t + TV · ∇]〈D〉sB‖L2
≤ K1η
(‖V ‖B1
∞,1
+ ‖∂tζ + V · ∇ζ‖L∞
)‖B‖Hs
≤ K1η
(‖V ‖B1
∞,1
+ ‖(V,B)‖W 1,∞
)‖B‖Hs .
Here we use the fact that
(∂t + V · ∇)∂iη = ∂iB −
d∑
j=1
∂iVj∂jη.
Similarly, we have
‖[Tq, ∂t + TV · ∇]ζs‖L2
≤ C(M− 120 (q)‖V ‖B1
∞,1
+M−
1
2
0 (∂tq + V · ∇q)
)‖ζs‖H−1/2
≤ K1η
(‖a‖
C
1
2
‖V ‖B1
∞,1
+ ‖∂ta+ V · ∇a‖L∞ + ‖a‖
C
1
2
‖∂t∇η + V · ∇∇η‖L∞
)‖η‖
Hs+
1
2
≤ K1η
(‖a‖
C
1
2
‖V ‖B1
∞,1
+ ‖∂ta+ V · ∇a‖L∞ + ‖a‖
C
1
2
‖(V,B)‖W 1,∞
)‖η‖
Hs+
1
2
.
Using (2.3), we infer from Lemma 3.3 and Lemma 3.5 that
‖〈D〉sh1‖L2 ≤ K1η
(‖(V,B)‖W 1,∞‖(V,B)‖Hs + ‖a‖C 12 ‖η‖Hs+12 ).
Next we present the estimate of h2. First of all, we have by Lemma 3.3 and Lemma
3.5 that
‖(TV − V ) · ∇ζ‖
Hs−
1
2
≤ K1η‖V ‖Hs ,
‖(ζ − Tζ)TλB‖
Hs−
1
2
≤ C‖TλB‖L∞‖η‖
Hs+
1
2
.
It follows from Proposition 2.4 that
‖[Tζ , Tλ]B‖
Hs−
1
2
≤ K1η‖B‖Hs .
And by Lemma 6.1, we get
‖R(η)V ‖
Hs−
1
2
≤ K1η
(‖V ‖Hs + (‖(V,B)‖W 1,∞ + E0(ψ))‖η‖Hs+ 12 ),
‖ζR(η)B‖
Hs−
1
2
≤ K1η
(‖R(η)B‖
Hs−
1
2
+ ‖R(η)B‖L∞‖ζ‖
Hs−
1
2
)
≤ K1η
(‖B‖Hs + (‖(V,B)‖W 1,∞ + E0(ψ))‖η‖Hs+ 12 ).
Hence, we deduce that
‖〈D〉sTqh2‖L2
≤ K1η‖a‖C 12
(‖(V,B)‖Hs + (‖(V,B)‖W 1,∞ + E0(ψ) + ‖TλB‖L∞)‖η‖Hs+ 12 ).
Noting that
‖TλB‖L∞ ≤ ‖TλB‖B0
∞,1
≤ K1η‖B‖B1
∞,1
,
then by summing up the above estimates, we conclude that
‖(F1, F2)‖L2 ≤ K1η
(
G1(t)‖(V,B)‖Hs +G2(t)‖η‖
Hs+
1
2
+ ‖a− g‖
Hs−
1
2
)
,
from which and (8.5), we deduce (8.3). 
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Next we recover the estimate of (V,B, η) from that of (Us, θs).
Lemma 8.2. It holds that
‖η‖
Hs+
1
2
≤ K1η
(‖(η, θs)‖L2 + ‖a‖ 32
C
1
2
‖ζs‖H−1
)
,
‖(V,B)‖Hs ≤ K1η
(‖Us‖L2 + ‖(V,B)‖L2 + (‖(V,B)‖W 1,∞ + E0(ψ))‖η‖Hs+ 12 ).
Proof.First of all, we have
ζs = (1− T1/qTq)ζs + T1/qTqζs = (1− T1/qTq)ζs + T1/qθs,
which along with Proposition 2.4 and (8.2) implies
‖ζs‖
H−
1
2
≤ K1η
(‖a‖ 32
C
1
2
‖ζs‖H−1 + ‖θs‖L2
)
.
Hence, we get
‖η‖
Hs+
1
2
≤ ‖η‖L2 + ‖ζs‖H− 12 ≤ K
1
η
(‖η‖L2 + ‖a‖ 32
C
1
2
‖ζs‖H−1 + ‖θs‖L2
)
. (8.6)
Recall that
U = V + TζB, ∇B = G(η)V.
Thus, we get
∇U =∇V + Tζ∇B + T∇ζB
=∇V + TζG(η)V + T∇ζB
=∇V + Tζ(TλV +R(η)V ) + T∇ζB.
Let TpV = Tiξ+ζλV , then
TpV =∇U − (TζTλ − Tζλ)V − Tζ(R(η)V ) + (TiξV −∇V )− T∇ζB
≡∇U +R′(η)V − T∇ζB,
which implies
V = T1/p
(∇U +R′(η)V − T∇ζB)+ (1− T1/pTp)V. (8.7)
Then by Proposition 2.4 and Lemma 6.1, we get
‖V ‖Hs ≤K1η
(‖U‖Hs + ‖R(η)V ‖Hs−1 + ‖B‖Hs− 12 + ‖V ‖Hs− 12 )
≤K1η
(‖U‖Hs + ‖(V,B)‖L2)+ 12‖(V,B)‖Hs
+K1η (‖(V,B)‖W 1,∞ + E0(ψ))‖η‖Hs+ 12 ,
on the other hand, we have
‖B‖Hs ≤ ‖B‖L2 + ‖G(η)V ‖Hs−1
≤ ‖B‖L2 +K1η
(‖V ‖Hs + (‖(V,B)‖W 1,∞ + E0(ψ))‖η‖Hs+ 12 ),
from which, it follows that
‖(V,B)‖Hs ≤ K1η
(‖Us‖L2 + ‖(V,B)‖L2 + (‖(V,B)‖W 1,∞ + E0(ψ))‖η‖Hs+ 12 ). (8.8)
Then the lemma follows from (8.6) and (8.8). 
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Lemma 8.3. It holds that
‖(V,B)‖B1
∞,1
≤ K1η
(
1 + ‖(V,B)‖W 1,∞ + E0(ψ)
)
ln(e+ ‖Us‖L2 + ‖B‖Hs).
Proof. It follows from (8.7), Lemma 2.6 and Lemma 6.1 that
‖V ‖B1
∞,1
≤ K1η
(‖U‖B1
∞,1
+ ‖R(η)V ‖B0
∞,1
+ ‖(V,B)‖
B
1
2
∞,1
)
≤ K1η
(‖U‖B1
∞,1
+ ‖(V,B)‖W 1,∞ +E0(ψ)
)
,
hence by ∇B = G(η)V , we get
‖∇B‖B0
∞,1
≤ ‖G(η)V ‖B0
∞,1
≤ ‖TλV ‖B0
∞,1
+ ‖R(η)V ‖
C
1
2
≤ K1η
(‖V ‖B1
∞,1
+ ‖(V,B)‖W 1,∞ + E0(ψ)
)
≤ K1η
(‖U‖B1
∞,1
+ ‖(V,B)‖W 1,∞ + E0(ψ)
)
.
This proves that
‖(V,B)‖B1
∞,1
≤ K1η
(‖U‖B1
∞,1
+ ‖(V,B)‖W 1,∞ +E0(ψ)
)
.
Give any N ∈ N, we have
‖U‖B11,∞ ≤
∑
j≤N
2j‖∆jU‖L∞ +
∑
j>N
2j‖∆jU‖L∞
≤ CN‖(V,B)‖W 1,∞ +
∑
j>N
2(1−s)j‖∆j〈D〉sU‖L∞
≤ CN‖(V,B)‖W 1,∞ +
∑
j>N
2(1−s)j‖∆j〈D〉sU‖L∞
≤ CN‖(V,B)‖W 1,∞ + 2−N(s−1−
d
2
)‖〈D〉sU‖L2 ,
taking N such that 2−N(s−1−
d
2
)‖〈D〉sU‖L2 ∼ 1, we get
‖U‖B11,∞ ≤ C
(
1 + ‖(V,B)‖W 1,∞
)
ln(e+ ‖〈D〉sU‖L2)
≤ K1η
(
1 + ‖(V,B)‖W 1,∞
)
ln(e+ ‖Us‖L2 + ‖B‖Hs).
The proof is finished. 
9. Proof of Theorem 1.3
9.1. The basic energy law. We introduce the total energy functional H(η, ψ) as
H(η, ψ)
def
=
∫
Rd
(
g|η|2 + ψG(η)ψ)dx. (9.1)
Proposition 9.1. Assume that (η, ψ) is a smooth solution of (1.8) with the initial
data (η0, ψ0) on [0, T ]. Then it holds that
H(η(t), ψ(t)) = H(η0, ψ0) for any t ∈ [0, T ].
Proof.Multiplying gη and G(η)ψ on the both side of the first and second equation of
water wave respectively, and integrating on Rd, then we add the resulting equations
to obtain
(∂tη, gη) + (∂tψ,G(η)ψ) = −1
2
(
|∇ψ|2 − (G(η)ψ +∇η · ∇ψ)
2
(1 + |∇η|2) , G(η)ψ
)
.
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First of all, we have
(∂tψ,G(η)ψ) = ∂t(ψ,G(η)ψ) − (dηG(η)ψ · ∂tη, ψ) − (ψ,G(η)∂tψ).
Then by Proposition 5.2 and (1.8), we get
2(∂tψ,G(η)ψ) = ∂t(ψ,G(η)ψ) − (dηG(η)ψ · ∂tη, ψ)
= ∂t(ψ,G(η)ψ) + (G(η)(∂tηB) + div(∂tηV ), ψ)
= ∂t(ψ,G(η)ψ) + (∂tηB,G(η)ψ) − (∂tηV,∇ψ)
= ∂t(ψ,G(η)ψ) + (G(η)ψB,G(η)ψ) − (G(η)ψV,∇ψ)
= ∂t(ψ,G(η)ψ) + (G(η)ψ,G(η)ψB) − (G(η)ψ, V · ∇ψ)
= ∂t(ψ,G(η)ψ) + (G(η)ψ,G(η)ψB − V · ∇ψ). (9.2)
It follows from Remark 5.3 that
|∇ψ|2 − (G(η)ψ +∇η · ∇ψ)
2
(1 + |∇η|2) = (V +B∇η) · ∇ψ −B(G(η)ψ +∇η · ∇ψ)
= V · ∇ψ −BG(η)ψ,
which along with (9.2) implies that
d
dt
∫
Rd
(g|η|2 + ψG(η)ψ)dx = 0.
This implies the proposition. 
9.2. Ho¨lder estimate of the free surface from the mean curvature. Recall
that the equation of the mean curvature
∇ ·
( ∇η√
1 + |∇η|2
)
= κ, (9.3)
where κ is the mean curvature of the free surface y = η(t, x).
Proposition 9.2. Assume that η ∈ W 1,∞ and κ ∈ L2 ∩ Lp for some p > d. Then
η ∈ C2− dp with the bound
‖η‖
C
2− dp
≤ C(‖∇η‖L∞ , ‖κ‖L2∩Lp).
Proof.Taking ∂ℓ = ∂xℓ on both sides of (9.3), we get
∂ℓκ = ∂i
(
(1 + |∇η|2)− 12 ∂i∂ℓη − (1 + |∇η|2)−
3
2 ∂jη∂iη∂i∂ℓη
)
.
We set ηℓ = ∂ℓη and aij = (1+ |∇η|2)−
3
2
(
(1+ |∇η|2)δij − ∂iη∂jη
)
. Then we find that
∂j
(
aij∂iηℓ
)
= ∂ℓκ. (9.4)
It is easy to verify that the matrix
(
aij
)
is uniformly elliptic with the elliptic constants
depending on ‖∇η‖L∞ . Using the De Giorgi method, it can be proved that ηℓ ∈ Cǫ
for some ǫ > 0 and
‖ηℓ‖Cǫ ≤ C(‖∇η‖L∞ , ‖κ‖Lp).
This means that η ∈ C1+ǫ, hence aij ∈ Cǫ.
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Next we prove Ho¨lder regularity of ηℓ by freezing the leading coefficients method.
For any ball Br(x0) ⊂ Rd with radius r and center x0, let w be a unique solution of
the Dirichlet problem∫
Br(x0)
aij(x0)∂iw∂jϕdx = 0 for any ϕ ∈ H10 (Br(x0))
with w − ηℓ ∈ H10 (Br(x0)). Then v = ηℓ − w satisfies∫
Br(x0)
aij(x0)∂iv∂jϕdx =
∫
Br(x0)
(− κ∂ℓϕ+ (aij(x0)− aij(x))∂iηℓ∂jϕ)dx
for any ϕ ∈ H10 (Br(x0)). Take ϕ = v to get∫
Br(x0)
|∇v|2dx ≤ C
(
r2ǫ
∫
Br(x0)
|∇ηℓ|2dx+
∫
Br(x0)
|k|2dx
)
,
which along with Lemma 9.3 gives for any 0 < ρ ≤ r∫
Bρ(x0)
|∇ηℓ|2dx ≤ C
((
r2ǫ +
(ρ
r
)d) ∫
Br(x0)
|∇ηℓ|2dx+ rd(1−
2
p
)‖κ‖2Lp
)
,
from which and a standard iteration, we infer that there exists R0 > 0 such that for
any 0 < ρ < r ≤ R0,∫
Bρ(x0)
|∇ηℓ|2dx ≤ C
((ρ
r
)d(1− 2
p
)
∫
Br(x0)
|∇ηℓ|2dx+ ρd(1−
2
p
)‖κ‖2Lp
)
.
In particular, taking r = R0 yields that for any ρ < R0,∫
Bρ(x0)
|∇ηℓ|2dx ≤ Cρd(1−
2
p
)(‖∇ηℓ‖2L2 + ‖κ‖2Lp) ≤ Cρd(1− 2p )(‖κ‖2L2 + ‖κ‖2Lp).
This implies that ηℓ ∈ C1−
d
p and
‖ηℓ‖
C
1− dp
≤ C(‖∇η‖L∞ , ‖κ‖L2∩Lp).
Hence, η ∈ C2− dp and the proposition follows. 
Lemma 9.3. Let w be as in the proof of Proposition 9.2. Then for any u ∈ H1(Br(x0))
and 0 < ρ ≤ r, it hods that∫
Bρ(x0)
|∇u|2dx ≤ C
((ρ
r
)d ∫
Br(x0)
|∇u|2dx+
∫
Br(x0)
|∇(u− w)|2dx
)
,
where C is a constant depending only on the elliptic constants of (aij(x0)).
Proof. Set v = u− w, we have for any 0 < ρ ≤ r,∫
Bρ(x0)
|∇u|2dx ≤ 2
∫
Bρ(x0)
|∇w|2dx+ 2
∫
Bρ(x0)
|∇v|2dx
≤ C(ρ
r
)d ∫
Br(x0)
|∇w|2dx+ 2
∫
Br(x0)
|∇v|2dx
≤ C(ρ
r
)d ∫
Br(x0)
|∇u|2dx+ C
∫
Br(x0)
|∇v|2dx.
Here we used the property of Harmonic function for w, since it satisfies an elliptic
equation with constant coefficients. 
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9.3. Proof of Theorem 1.3. Recall the assumption of the theorem:
M(T )
def
= supt∈[0,T ] ‖κ(t)‖Lp∩L2 +
∫ T
0 ‖(∇V,∇B)(t)‖6L∞dt < +∞,
inf
(t,x,y)∈[0,T ]×Σt
−∂P
∂n
(t, x, y) ≥ c0.
In order to prove Theorem 1.3, it suffices to show that
sup
t∈[0,T ]
Es(t) ≤ C
(
Es(0),M(T ), T, TS(a)
−1
)
,
where C(· · · ) is an increasing function, and
Es(t)
def
= ‖(η, ψ)(t)‖
Hs+
1
2
+ ‖(V,B)(t)‖Hs , TS(a) def= inf
(t,x)∈[0,T )×Ωt
a(t, x).
In what follows, we denote by K1η = K
1
η
(
supt∈[0,T ]
(‖η(t)‖
C
3
2+ε
+ ‖η(t)‖L2
)
,TS(a)−1
)
an increasing function.
Thanks to the equation of η, we find that
(∂t + V · ∇)∂iη = ∂iB −
d∑
j=1
∂iV ∂jη.
which implies that
‖∇η‖L∞((0,T )×Rd) ≤ C
(
Es(0),M(T ), T
)
.
Hence by Proposition 9.1 and Proposition 9.2, we obtain
sup
t∈[0,T ]
(‖η(t)‖
C
3
2+ε
+ ‖η(t)‖L2
) ≤ C(Es(0),M(T ), T ),
with ε = 12 − dp > 0. Hence, Kη ≤ C
(
Es(0),M(T ), T
)
. Note that
a(t, x) = −∂yP |y=η = − 1√
1 + |∇η|2
∂P
∂n
|y=η.
Hence, TS(a) ≥ c1 for some c1 > 0.
By the definition of a, we infer from (6.13) and (6.16) that
‖a‖
C
1
2
≤ K1η
(‖(V,B)‖W 1,∞ + E0(ψ))2, (9.5)
‖a− g‖
Hs−
1
2
≤ K1η
(
1 + ‖(V,B)‖W 1,∞ + E0(ψ)
)2(‖η‖
Hs+
1
2
+ ‖(V,B)‖Hs
)
.(9.6)
By (7.7), we find that
∂ta+ V · ∇a = ∂yP˙ − ∂y∇x,yφ · ∇x,yP |y=η ,
which along with (6.19), (6.13) and (6.5) implies
‖∂ta+ V · ∇a‖L∞ ≤ K1η
(‖(V,B)‖W 1,∞ + E0(ψ))3. (9.7)
Recall that (V,B, ζ) satisfies
(∂t + V · ∇)B = a− g,
(∂t + V · ∇)V + aζ = 0,
(∂t + V · ∇)ζ = G(η)V + ζG(η)B.
Making L2 energy estimate for (V,B), we get
d
dt
‖(V,B)‖L2 ≤ ‖(∇V,∇B)‖L∞‖(V,B)‖L2 + ‖a− g‖L2 + ‖a‖L∞‖ζ‖L2 .
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While, making Hs−1 energy estimates for ζ, it is easy to obtain
d
dt
‖ζ‖Hs−1 ≤ C‖∇V ‖L∞‖ζ‖Hs−1 + ‖ζ‖L∞‖V ‖Hs + ‖G(η)V ‖Hs−1 + ‖ζG(η)B‖Hs−1
≤ K1η
(‖∇V ‖L∞‖ζ‖Hs−1 + ‖(V,B)‖Hs + (‖(V,B)‖W 1,∞ + E0(ψ))‖η‖Hs+ 12 ).
Then by (8.3), (9.5)-(9.7), Lemma 8.2 and Lemma 8.3, we obtain
d
dt
(‖(Us, θs)‖L2 + ‖(V,B)‖L2 + ‖ζs‖H−1)
≤ K1ηG(t)
(‖(Us, θs)‖L2 + ‖ζs‖H−1 + ‖(V,B, η)‖L2) ln (e+ ‖(Us, θs)‖L2 + ‖(V,B, η)‖L2).
with G(t) =
(
1 + E0(ψ) + ‖(V,B)‖W 1,∞
)6
. Note that
‖(V,B)‖L∞ ≤ C
(‖(V,B)‖
H−
1
2
+ ‖(∇V,∇B)‖L∞
) ≤ Kη(E0(ψ) + ‖(∇V,∇B)‖L∞),
E0(ψ) + ‖η‖L2 ≤ C
(‖ψ0‖
H
1
2
+ ‖η0‖L2
)
.
Then we apply Gronwall’s inequality to obtain
‖(Us, θs)‖L2 + ‖(V,B)‖L2 ≤ C
(
Es(0),M(T ), T, TS(a)
−1
)
.
Noting that for any ǫ > 0,
‖(V,B)‖W 1,∞ ≤ Cǫ‖(V,B)‖L2 + ǫ‖(V,B)‖Hs .
Then by Lemma 8.2 again, we deduce that
‖η‖
Hs+
1
2
+ ‖(V,B)‖Hs ≤ C
(
Es(0),M(T ), T, TS(a)
−1
)
.
This completes the proof of the theorem. 
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