Abstract. Spatial-sign covariance matrix (SSCM) is an important substitute of sample covariance matrix (SCM) in robust statistics. This paper investigates the SSCM on its asymptotic spectral behaviors under high-dimensional elliptical populations, where both the dimension p of observations and the sample size n tend to infinity with their ratio p/n → c ∈ (0, ∞). The empirical spectral distribution of this nonparametric scatter matrix is shown to converge in distribution to a generalized Marčenko-Pastur law. Beyond this, a new central limit theorem (CLT) for general linear spectral statistics of the SSCM is also established. For polynomial spectral statistics, explicit formulae of the limiting mean and covarance functions in the CLT are provided. The derived results are then applied to an estimation procedure and a test procedure for the spectrum of the shape component of population covariance matrices.
Introduction
Elliptical family of distributions, originally introduced in [20] , is an important extension of the multivariate normal distribution and has been broadly applied in biology, finance and economics, signal and image processing, etc. [14, 17] . A random vector x with zero mean is said to be elliptically distributed if it has a stochastic representation [14] :
where A is a p × p matrix with rank(A) = p, w ≥ 0 is a scalar random variable representing the radius of x, and u ∈ R p is the random direction, independent of w and uniformly distributed on the unit sphere in R p . Besides the normal distribution, this family includes many other celebrated distributions, such as multivariate t-distribution, Kotz-type distributions, and Gaussian scale mixture. In general, the radius w needs not be independent of the direction u but can be a function of the chosen direction [35] .
Let x 1 , . . . , x n be a sequence of independent and identically distributed (i.i.d.) random vectors from the elliptical model in (1.1). Many statistical procedures for this model prefer to transform the original observations into spatial-sign samples for the purpose of robustness, which are defined as
One can refer to [26] and [29] for a comprehensive review. When an inference is concerned with the shape matrix T = AA ′ , assuming tr(T) = p so that w and A can be identified in the model (1.1), one of the most important statistics is the so-called spatial-sign covariance matrix (SSCM), i.e.
which is actually the sample covariance matrix (SCM) of (y j ). As a robust alternative to the SCM S n = n j=1 x j x ′ j /n, this nonparametric scatter matrix B n is a fast computed and orthogonally equivariant statistic with high breakdown point, and thus is highly recommended in applications, such as principle component analysis and structural test for covariance matrices, see [23] , [16] , [39] , [31] , to name a few. Despite its merits, the SSCM is also a controversial statistic in " small p, large n" scenarios due to its lack of affine equivariance [27] . However, the pursuit of this property seems not advisable for high-dimensional situations, as claimed in [38] that any well-defined affine equivariant scatter matrix must be proportional to the SCM S n whenever p > n. Therefore, it is of great interests to discover behaviors of the SSCM in high-dimensional robust statistics.
In this paper, using tools of random matrix theory, we investigate asymptotic spectral behaviors of the SSCM B n in high-dimensional frameworks where both the dimension p and the sample size n tend to infinity with their ratio p/n → c, a positive constant in (0, ∞). Specifically, let (λ j ) 1≤j≤p be the eigenvalues of B n , then the empirical spectral distribution (ESD) of B n is by definition
where δ b denotes the Dirac mass at b. Our aim is to study the limiting properties of F n and the central limit theorem (CLT) for linear spectral statistics (LSS) of the form f (x)dF n (x) for a class of smooth test functions f . These properties may become powerful tools to recover spectral features of the population SSCM, i.e. Σ = pE(xx ′ /||x|| 2 ), and then those of the shape matrix T since the matrices Σ and T share the same eigenvectors and their eigenvalues have a one-to-one correspondence [9] . Moreover, as p → ∞, the two matrices coincide in the sense that the spectral norm ||Σ − T|| → 0, as long as ||Σ|| (or ||T||) is uniformly bounded, see Lemma 4.1.
Spectral properties of high-dimensional SCM have been extensively studied in random matrix theory since the pioneer work of [25] . The standard model in the literature has the form
where A is as before, σ is a constant, and z = (z 1 , . . . , z p ) ′ ∈ R p is a set of i.i.d. random variables satisfying E(z 1 ) = 0, E(z can refer to [25] and [36] . The CLT for LSS of S n was first studied in [19] by assuming the population to be standard multivariate normal. One breakthrough on the CLT was obtained by [3] , where the population is allowed to be general with E(z 4 1 ) = 3. This fourth moment condition was then weakened to be E(z 4 1 ) < ∞ in [30] . For more references, one can refer to [4] , [2] , [15] , and references therein. However, these results do not apply to general elliptical populations since the two underlying models in (1.1) and (1.2) have little in common, except for normal distributions. In fact, for general elliptical populations, it has been reported that the ESD of the SCM S n converges to a deterministic distribution that is not a generalized MP law, but has to be characterized by both the distribution of w and the limiting spectrum of T through a system of implicit equations [11, 24] . The involvement of w seriously interferes with our understanding of the spectrum of T from the ESD of S n . This again motivates us to shift our attention to the SSCM B n which discards the random radiuses (w j ) and focus only on the directions (Au j ).
The main contributions of this paper are as follows. First in Section 2, asymptotic results on the eigenvalues of B n are derived, including the limit of the ESD F n and a new CLT for LSS of B n . As a corollary, polynomial spectral statistics are fully addressed with explicit limiting mean and covariance functions in the CLT. Then in Section 3, relying on these results, we develop two statistical applications on the spectrum of Σ, the population SSCM, under a setting that the spectrum forms a discrete distribution with finite support. One is to estimate the spectrum of Σ through moment methods and the other is to test the hypothesis that there are no more than d 0 distinct eigenvalues of Σ. Technical proofs of the main theorems are gathered in Section 4. Some lemmas and their necessary proofs are postponed to the last section.
2. High-dimensional theory for eigenvalues of B n 2.1. Limiting spectral distribution of B n . We consider here the limit of the ESD sequence (F Bn ) in high-dimensional regimes, namely limiting spectral distribution (LSD). Our main assumptions are listed below.
Assumption (a). Both the sample size and population dimension n, p tend to infinity in such a way that c n = p/n → c ∈ (0, ∞).
A is a p × p matrix with AA ′ = T and (u j ) are i.i.d. random vectors, uniformly distributed on the unit sphere in R p .
Assumption (c).
The spectral norm of Σ = E(y 1 y ′ 1 ) is bounded and its spectral distribution H p converges weakly to a probability distribution H, called population spectral distribution (PSD).
From Lemma 4.1, it is clear that the spectral distributions of Σ and T are asymptotically identical. So one can certainly replace Σ with T in Assumption (c), which does not affect the LSD of F Bn . However we keep Σ because it is easy to describe the CLT for LSS using the spectral distribution H p of Σ.
For the characterization of the LSD of F Bn , we need to introduce the Stieltjes transform of a measure G on the real line, which is defined as
where S G ⊂ R denotes the support of G.
Theorem 2.1. Suppose that Assumptions (a)-(c) hold. Then, almost surely, the empirical spectral distribution F Bn converges weakly to a probability distribution F c,H , whose Stieltjes transform m = m(z) is the unique solution to the equation
The LSD F c,H defined in (2.1) agrees with that in [25] . Let m = m(z) denote the Stieltjes transform of F c,H = cF c,H + (1 − c)δ 0 . Then (2.1) can also be represented as
See [36] . For procedures on finding the density function and the support set of F 
which is a centralized linear spectral statistic with analytic f .
Then the random vector
converges weakly to a Gaussian vector (X f 1 , . . . , X f k ), whose mean function is
and covariance function is
, where the contours C 1 and C 2 are non-overlapping, closed, counterclockwise orientated in the complex plane, and each encloses the support of the LSD F c,H .
When the underlying population is multivariate normal, the elliptical model in (1.1) and the linear transformation model in (1.2) hold simultaneously. In this case, it is interesting to compare the limiting distribution in Theorem 2.2 based on SSCM with the classical result in [3] based on SCM. It turns out that there are some additional terms in our new CLT: the second contour integral in the mean function and the second to fourth summands in the covariance function.
Among all LSS, polynomial spectral statistics are of fundamental importance. The bases of these statistics are moments of ESD F Bn , i.e.
The first order momentβ n1 is 1 since tr(B n ) ≡ tr(Σ) ≡ p. Other moments (β nj ), j ≥ 2, are random. Their limiting behavior can be described through the following two quantities
as well as their limits, denoted by β j and γ j , respectively, j = 1, 2, . . . . From [28] , the quantities (β nj ) and (γ nj ) are connected through the recursive formulae:
and β n1 = γ n1 ≡ 1, where the sum runs over the following partitions of j:
The joint limiting distribution of moments (β nj ) 2≤j≤k can be derived from Theorem 2.2 by taking functions f j (x) = x j , j = 2, . . . , k. For this particular case, the mean and covariance functions in the limiting distribution can be explicitly formulated. 
where P s,t = x s (1 + xz) −t dH(x), P = (czP 1,1 − 1), and g (ℓ) (z) denotes the ℓth derivative of g(z) with respect to z. The covariance matrix Ψ = (ψ ij ) 2≤i,j≤k has entries
Applications to spectral inference
Inference on PSD is fundamentally important in many high-dimensional statistical analysis, such as the principal component analysis [18, 8, 40] , factor models [12, 13] , and covariance matrix estimation [21] .
In this section, we illustrate two statistical applications of the theoretical results developed in Section 2: one is estimating a PSD and the other is testing the order of a PSD. The family of PSDs under study is a class of parameterized discrete distributions with finite support on R + , that is,
a i w i = 1 is due to the fact that tdH p (t) = tr(Σ)/p ≡ 1. For the model (3.1), the order of H refers to the cardinality of its support, which is equal to d. This model for PSDs can be viewed as the spectral structure of noise covariance matrices in factor models [12] , and extensions of the spiked model [18] which allows the number of leading eigenvalues to grow with the dimension p. More discussions on this model can be found in [10] , [34] , [1] , [22] , etc. Similar to [10] , we adopt the setting of fixed PSDs in this section, i.e. (c n , H p ) ≡ (c, H) for all (n, p) large. In our situation, with notation β j = (β 2 , . . . , β j ) ′ and γ j = (γ 2 , . . . , γ j ) ′ for j ≥ 2, we denote g 1 : γ 2d−1 → θ and g 2,j : β j → γ j as the mappings between the corresponding vectors. These two mappings are both one-to-one and the determinants of their Jacobian matrices are all nonzero. See [1] . Therefore, applying Theorem 2.1,β j := (β n2 , . . . ,β nj ) ′ a.s. − − → β j which is followed bŷ
− − → θ, as (n, p) → ∞. However, as shown by the CLT in Corollary 2.1, the estimatorβ j is biased by the order of O(1/p). So it's natural to modifyβ j by subtracting its limiting mean in the CLT to obtain a better estimator of θ. Beyond this correction, the CLT can also provide confidence regions for the parameter θ.
Denote the modified estimators of β j , γ j , and θ by
respectively, wherev ℓ = v ℓ (β ℓ ) with v ℓ defined in Corollary 2.1 for ℓ = 2, . . . , j. From Theorem 2.1, Corollary 2.1, and a standard application of the Delta method, one may easily get asymptotic properties of these estimators. 
− − → θ, and moreover
, where J 1 and J 2,ℓ represent the Jacobian matrices ∂g 1 /∂γ 2d−1 and ∂g 2,ℓ /∂β ℓ , respectively, and Ψ ℓ is defined in Corollary 2.1 with k = ℓ.
3.2.
Test for the order of a PSD. The aforementioned estimation procedure requires that the order d of the PSD be pre-specified. In general, this prior knowledge should be testified in advance. To deal with this problem, we consider the hypotheses
where d 0 ≥ 1 is a known constant. These hypotheses can also be regarded as a generalization of the well-known sphericity hypotheses on covariance matrices, i.e. the case d 0 = 1.
In [32] , a test procedure was outlined based on a moment matrix Γ and its estimator Γ which can be formulated as
Here we setγ 1 = 1 andγ j =γ * j , as defined in (3.2), for j ≥ 2. It has been proved that the determinant det(Γ) of Γ is zero if the null hypothesis in (3.4) holds, otherwise det(Γ) is strictly positive [22] . Therefore, the determinant det( Γ) can serve as a test statistic for (3.4) and the null hypothesis shall be rejected if the statistic is significantly greater than zero. Applying Theorem 3.1 and the main theorem in [32] , the asymptotic distribution of det( Γ) is obtained immediately. 
where
, the vectorization of the adjugate matrix of Γ. The first two rows and columns of the (2d 0 + 1) × (2d 0 + 1) matrix Ω consist of zero and the remaining submatrix
2 , where ⌊x⌋ denotes the greatest integer not exceeding x.
From Theorem 3.1, the limiting variance σ 2 in (3.5) is a continuous function of γ 4d 0 . While, under the null hypothesis, this variance is a function of γ 2d 0 −1 , denoted by σ
Corollary 3.1. Suppose that Assumptions (a)-(c) hold. Then, under the null hypothesis, Table 1 . Estimation for Model 1 with sample size n= 100,200,400 and c = 2. The number of independent replications is 10,000 and the nominal coverage probability (C. P.) is fixed at 95%. Table 2 . Estimation for Model 2 with sample size n= 400,800,1600 and c = 1/4. The number of independent replications is 10,000 and the nominal coverage probability (C. P.) is fixed at 95%. as n → ∞. In addition, the asymptotic power of T n tends to 1.
Corollary 3.1 follows directly from Theorem 3.2 and its proof is thus omitted. This corollary includes as a particular case the sphericity test. For this case, the test statistic reduces to T n = n(γ * 2 − 1)/2 and its null distribution is consistent with that in [31] . 3.3. Simulation experiments. Simulations are carried out to evaluate the performance of proposed estimation and test for discrete PSDs in (3.1). Samples of (z ij ) are drawn from N(0, 1) and all statistics are calculated from 10,000 independent replications.
The estimation procedure are conducted for two PSDs, Models 1 and 2: Model 1 is of order 2 with the dimension to sample size ratio c = 2 and Model 2 is of order 3 with the ratio c = 1/4.
• Model 1: H 1 = 0.5δ 0.5 + 0.5δ 1.5 and c = 2.
• Model 2: H 2 = 0.3δ 0.2 + 0.4δ 1 + 0.3δ 1.8 and c = 1/4. The sample size is n = 100, 200, 400 for Model 1 and n = 400, 800, 1600 for Model 2, respectively. In addition to empirical means and standard deviations of all estimators, we also calculate 95% confidence intervals for all parameters and report their coverage probabilities. Results are collected in Tables 1 and 2 , which clearly demonstrate the consistency of all estimators as the sample size n become large.
Next we examine the test for the order of a PSD. Two models are employed for this experiment:
• Model 3: H 3 = 0.5δ 1−x + 0.5δ 1+x , • Model 4: H 4 = 0.25δ 0.5−x + 0.25δ 0.5+x + 0.25δ 1.5−x + 0.25δ 1.5+x , where the parameter x ∈ [0, 0.5) represents the distance between the null and alternative hypotheses. In particular, Model 3 is used for testing H 0 : d ≤ 1 (sphericity Table 3 . Empirical size and power of T n in percentage under Model 3 and Model 4 with the sample size n = 400. The number of independent replications is 10,000 and the nominal significance level is 0.05. test) with x ranging from 0 to 0.2 by a step 0.18 and Model 4 is for testing H 0 : d ≤ 2 with x ranging from 0 to 0.45 by a step 0.05. The sample size is taken as n = 400, the dimension-sample size ratio is c = 1/2, 1, 2, and the significance level is fixed at α = 0.05. Results summarized in Table 3 show that the proposed test has accurate empirical size and its power tends to 1 as the parameter x increases under the two models. Different from the sphericity test, the power for Model 2 declines significantly as the ratio c increases. This phenomenon is consistent with that based on SCM depicted in [32] .
4. Proofs 4.1. Some key lemmas. We present three lemmas which form the core basis for the proofs of Theorems 2.1 and 2.2.
Proof. As three expectations can be evaluated through a similar way, we only present the details for the second one as an illustration. Replacing the denominator of the quantity inside the expectation by r 2 1 and making their difference yields
Taking expectations of A p and B p , we get
Lemma 4.2. Let y = √ px/||x|| where x is as defined in Lemma 4.1 such that E(yy ′ ) = Σ. For any p × p complex matrices C andC with bounded spectral norms,
Proof. By symmetry, E(y
From Lemma 1, we have 
On the other hand, from the first conclusion of Lemma 1, one may derive that (4.
+ o(p).
Therefore,
Finally, from (4.3), we may replace T with r 1 Σ and replace r 2 /r 
. Define a contour C as 
For this, we define a truncated version M n (z) of M n (z) as
} and the sequence (ε n ) decreasing to zero satisfying ε n > n −a for some a ∈ (0, 1).
Lemma 4.3. Under Assumptions (a)-(c), the random process M n (·) converges weakly to a two-dimensional Gaussian process M(·) satisfying for z, z 1 , z 2 ∈ C,
and covariance function
Following the strategy in [3] , we prove the convergence of M n (z) by three steps:
Step 1: Finite dimensional convergence of M 
Step 2: Tightness of M (1) n (z) on C n ;
Step 3: Convergence of M (2) n (z). Without loss of generality, we assume Σ ≤ 1 for all p. Constants appearing in inequalities will be denoted by K which may take different values from one expression to the next.
Step 1: Finite dimensional convergence of M
n (z) in distribution. We show in this part, for any w complex numbers z 1 , . . . , z w ∈ C n , the random vector
n (z w ) converges in distribution to a Gaussian vector. We begin with introducing some notation which will be frequently used in the sequel.
Note that, for any z = u + iv ∈ C + , the last three quantities are bounded in absolute value by |z|/v. Let E 0 (·) denote expectation and E j (·) denote conditional expectation with respect to the σ-field generated by r 1 , . . . , r j . From the martingale decomposition and the identity (4.9)
we have
Note that
which implies that we need only to consider the limiting distribution of
in finite dimensional situations. For any ǫ > 0,
which tends to zero according to Lemma 5.1 and thus verifies the Lyapunov condition. Therefore, from the martingale CLT (Lemma 5.4), the random vector in (4.8) will tend to a Gaussian vector (M (1) (z 1 ), . . . , M (1) (z w )) with covariance function (4.11)
provided this limit exits. By the same arguments in page 571 of [3] , it is sufficient to show that (4.12)
converges in probability. Since
where the last inequality is from (4.14)
for any p × p matrix M, see Lemma 2.6 in [37] . Moreover, from the definition of m 0 (z) and discussions in Page 439 in [5] , we also have
It is hence sufficient to study the convergence of (4.16)
whose second mixed partial derivative yields the limit of (4.11). From Lemma 2, we know that
Now we consider the limit of T 1 . Let
From the equality r
For any p×p matrix M, let |||M||| denote a non-random upper bound for the spectral norm of M. From Lemma 5.1, (4.14), and (4.18), we get
where the matrix M in the first two inequalities is assumed nonrandom.
Using the equality (4.9) we write
From (4.14) and (4.18) we get
Using Lemma 5.1 we have, for i < j,
and by (4.14)
,
These imply that
Therefore, from (4.19)-(4.24),
where E|R 14 (z 1 , z 2 )| ≤ Kn 1/2 . From this and applying (4.19)-(4.24) again, we get
From (4.15) and (4.25), we obtain that
Here E|R 16 
we get
Elementary calculations reveal that (4.27)
Now we derive the limits of T 2 , T 3 , T 4 and their second mixed partial derivatives. From (4.15), (4.19)-(4.22), it's easy to show that
where E|R 17 (z 1 , z 2 )| ≤ Kn and E|R 18 (z 1 , z 2 )| ≤ Kn. We thus get
Their corresponding derivatives are
Collecting results in (4.17), (4.27)-(4.30), we finally get the covariance function in the lemma.
Step 2: Tightness of M (1) n (z). From the arguments in [3] , the tightness of M (1) n (z) can be established by verifying the moment condition:
We first claim that moments of
For z ∈ C l ∪ C r , applying Lemma 5.5 with suitably large s,
where the two constant η r and η l satisfy lim sup n,p→∞ λ
Therefore for any positive q, we may assume that
Using the above argument, we can extend the inequality in Lemma 5.1 to
where the matrices B l (v) are independent of u 1 and
for some positive s, whereB is B n or B n with some r j 's removed. In applications of (4.33), a(v) can be a product of factors of β 1 (z) or r
1 (z 2 )r 1 or similar terms. It's easy to verify that these terms satisfy (4.34), see pages 579 and 580 in [3] for details. Let
We first handle moments of γ j (z). By a similar decomposition in (4.10), we may get
Applying Lemma 5.3 and the Hölder inequality to the above expression we then get, for even q,
where the last inequality uses the boundedness of E|β ij (z)| q and E|r 
for q even. Next we show that b n (z) is bounded for all n. By the equality b n (z) − β j (z) = b n (z)β j (z)γ j (z) and the boundedness of E|β j (z)| q and E|γ j | q , we have
and thus, for all n large enough,
Now we prove (4.31). From the martingale decomposition and (4.9), we have
It is then enough to show E|A 1 | 2 , E|A 2 | 2 , and E|A 3 | 2 are all bounded. The arguments for the boundedness are all similar to those in pages 582 and 583 in [3] , and hence we only present the details for E|A 1 | 2 for illustration.
, we may obtain A 1 = A 11 − A 12 − A 13 where
From (4.33), (4.34) , and (4.37),
Using (4.33), (4.34), (4.36) , and (4.37),
Similarly, we may get E|A 13 | 2 < K. Hence the tightness of M (1) n (z) is obtained.
Step 3: Convergence of M (2) n (z). To finish the proof, it is enough to show that the sequence of M (2) n (z) is bounded and equicontinuous, and converges to the mean function of the lemma for z ∈ C n . The boundedness and equicontinuity can be verified following the arguments on pages 592 and 593 of [3] , and thus we only focus on the convergence of M (2) n (z). We first list some results that will be used in the sequel:
where M is any nonrandom p × p matrix. These results can be verified step by step following similar discussions in [3] and we omit the details.
Writing
.
We have
where the second equality uses the convergence in (4.38).
Our next task is to study the limits of S n (z) and S n (z). For simplicity, we suppress the expression z when it is served as independent variables of some functions in the sequel. All expressions and convergence statements hold uniformly for z ∈ C n .
We first simplify the expression of S n . Using the identity r
From (4.9) and
. From this and (4.42), we get
1 into the first term in the above equation, we obtain
Note that, from (4.33), (4.36) , and (4.39),
We thus arrive at
On the other hand, by the identity r
which implies nzm n = − n j=1 β j . From this, together with
Applying Lemma 2 to the simplified S n and S n , and then replacing D j with D in the derived results yield
To study the limits of S n and S n , we compare the difference between D −1 and V −1 . Similar to (4.19)-(4.22), we have
j and, for any p × p matrix M,
Moreover, for nonrandom M with bounded norm, 
From (4.15), (4.45)-(4.51) we get
Combining the above results with (4.43) and (4.44), we obtain
Therefore we get 
where m G (z) denotes the Stieltjes transform of G and C ⊂ D is a simple, closed, and positively oriented contour enclosing the support of G. Similar to (4.4), we choose v 0 , x r , and x l such that f 1 , . . . , f k are all analytic on and inside the contour C. We denote by K a common upper bound of these functions on C. Therefore, almost surely, for all n large, {f 1 , . . . , f k } satisfy the equation in (4.54) with G = F Bn and moreover, which converges to zero as n → ∞. Since
is a continuous mapping of C(C, R 2 ) into R k , it follows from Lemma 4.3 that the above random vector converges to a multivariate Gaussian vector (X f 1 , . . . , X f k ) whose mean and covariance functions are
where f, g ∈ {f 1 , . . . , f k } and {C 1 , C 2 } are two non-overlapping analogues of the contour C.
From the following two identities 1
we obtain the form of the limiting covariance function in the theorem.
4.4.
Proof of Corollary 2.1. Choose a contour C for the integrals such that max t∈S H ,z∈C |tm(z)| < 1, where S H is the support of H. Let m(C) = {m(z) : z ∈ C} denote the image of C under m(z). Then m(C) is a simple and closed contour having clockwise direction and enclosing zero [33] . By the identity in (2.2), the integral in the mean function of Theorem 2.2 becomes and ||Σ|| ≤ 1,
where K q is a positive constant depending only on q.
Proof. This lemma follows from Lemma 2.2 in [3] and similar arguments in the proof of Lemma 5 in [15] .
Lemma 5.2 ([7]
). Let {X k } be a complex martingale difference sequence with respect to the increasing σ-field {F k }. Then, for q ≥ 2,
Lemma 5.3 ([7]
). Let {X k } be a complex martingale difference sequence with respect to the increasing σ-field {F k }. Then, for q > 1, 
