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Lokale Realisierung von Vektoroperationenauf ParallelrechnernSummary: For the basic algebraic vector operations several variants of a local implemen-tation on distributed memory parallel computers are presented and discussed systemati-cally. In particular necessary and sucient conditions are shown for the local realizabilityof the multiplication matrix by vector.1 EinleitungFEM{Schemata zur Losung partieller Dierentialgleichungen imGebiet 
 werden auf MIMD{Parallelrechnern mit verteiltem Speicher oft mittels nichtuberlappender Gebietsdekomposi-tionstechniken realisiert, vgl. zum Beispiel [2], [1]. Die Zerlegung des Gesamtgebietes 





t = ; fur s 6= t;und deren Abbildung auf die p Prozessoren Ps entsprechend 
s ! Ps; s=1(1)p, fuhrt zueiner Verteilung der N Knoten des FEM{Netzes auf die Prozessoren. Auf die gleiche Weisewerden auch die Knotenwerte der FEM-Ansatzfunktionen auf die Prozessoren aufgeteilt,das heit die Koordinaten xi von Vektoren x 2 RN .Bei der Implementierung schneller Losungsalgorithmen fur die zugehorigen Gleichungs-systeme der FEM ist es wunschenswert, die grundlegenden Vektoroperationen (vor allemSkalarprodukt, Matrix mal Vektor) unter Ausnutzung der Datenverteilung weitgehend lo-kal zu realisieren, das heit durch voneinander unabhangige Operationen auf den einzelnenProzessoren und mit moglichst wenig zusatzlicher Kommunikation zwischen den Prozesso-ren. Probleme entstehen durch Knoten und damit Knotenwerte, die sich im Besitz mehrererProzessoren benden.Fur diese Problematik wurde von Meyer [2] ein Konzept entwickelt, das auf zwei unter-schiedlichen lokalen Speichertypen von Vektoren beruht, die einerseits den Vektoren derUnbekannten entsprechen (Naherungen, Korrekturen, Suchrichtungen), andererseits den li-nearen Funktionalen in der Variationsformulierung des diskreten Problems (rechte Seiten,Defekte). Dieses Konzept wird in der vorliegenden Arbeit systematisch aufbereitet. EinenSchwerpunkt stellt die Herleitung notwendiger und hinreichender Bedingungen fur die lokaleRealisierbarkeit der Multiplikation Matrix mal Vektor dar.
32 Lokale Speicherung von VektorenBei der Verteilung der Knoten des FEM{Netzes auf die Prozessoren ist zu unterscheidenzwischen inneren Knoten der Teilgebiete und Koppelknoten. Innere Knoten gehoren zu ge-nau einem Teilgebiet und damit Prozessor, Koppelknoten im allgemeinen zu mehreren, imSpezialfall auch nur zu einem (Randknoten des Gesamtgebietes mit naturlichen Randbedin-gungen im Rahmen der Dirichlet-Dekompositionstechnik).Es seien insgesamt m Koppelknoten und n innere Knoten, d.h. N = m + n, wobei Pro-zessor Ps genau ms Koppelknoten und ns innere besitze, zusammen also Ns = ms + ns.Oensichtlich gilt dannn = n1 + : : :+ np; m  m1 + : : :+mp; N  N1 + : : :+Np:Vektoren x 2 RN , die durch ihre Knotenwerte xi in denN Knoten des FEM{Netzes bestimmtsind, seien durch eine globale Knotennummerierung wie folgt geordnet:x =  xCxI!;wobei xC 2 Rm der Teilvektor der Koppelknotenwerte sei und xI 2 Rn der Teilvektor derWerte in den inneren Knoten, nach Prozessoren geordnet:xI = 0BB@ xI;1...xI;p 1CCAmit xI;s 2 Rns als Teilvektor der Werte in den inneren Knoten von Prozessor Ps. Insgesamtist also x = 0BBBB@ xCxI;1...xI;p 1CCCCA 2 RN : (1)Die Vektoren x 2 RN existieren praktisch jedoch nur in auf die p Prozessoren verteilterForm, d.h. Prozessor Ps besitzt die Werte vonxs =  xC;sxI;s! 2 RNs ; (2)wobei xC;s 2 Rms und xI;s 2 Rns die Teilvektoren der Werte in den zu Ps gehorendenKoppelknoten bzw. inneren Knoten darstellen, letztere lokal in der gleichen Reihenfolgegeordnet wie global in x.Da auf Prozessor Ps in der Regel nur ein Teil der Gesamtmenge der Koppelknoten vorkommt,seien die Werte in xC;s entsprechend einer lokalen Nummerierung angeordnet, in die globalnummerierte Werte aus xC mittels einer Zusammenhangsmatrix AC;s 2 Rmsm als AC;s xC
4eingeordnet werden konnen. Die Matrix AC;s ist eine Boolesche Matrix und besitzt in jederder ms Zeilen genau eine Eins und sonst lauter Nullen, in jeder der m Spalten hochstenseine Eins. Die Einordnung der Werte von xC;s in die globale Nummerierung erfolgt dannals A>C;s xC;s.Fur die Darstellung globaler Vektoren x 2 RN entsprechend (1) durch lokale Vektorenxs 2 RNs entsprechend (2), s=1(1)p, gibt es zumindest zwei unterschiedlich zu behan-delnde Moglichkeiten in den Koppelknoten: entweder besitzt jeder Prozessor die Wertevon x in den ihm gehorenden Koppelknoten, oder er besitzt jeweils nur einen Anteil die-ser Werte, und die Werte selbst ergeben sich durch Assemblierung uber die den Knotenbesitzenden Prozessoren. Letzteres ist bei verteilter Berechnung der rechten Seite im FEM{Gleichungssystem entsprechend der Gebietsdekomposition der Fall. Im weiteren werdendeshalb wie in [2] folgende beiden Darstellungstypen betrachtet:Typ I: x dargestellt durch xs; s=1(1)p; mit xC;s = AC;s xC ;Typ II: x dargestellt durch xs; s=1(1)p; mit xC = pPs=1A>C;s xC;s:Die Darstellung vom Typ II ist oensichtlich nicht eindeutig.3 Eigenschaften der ZusammenhangsmatrizenAuch fur die Einordnung der Werte von x in xs kann eine entsprechende Zusammenhangs-matrix As 2 RNsN angegeben werden, vgl. [2].As =  AC;s O : : : : : : : : : : : : OO O    I : : : O ! g msg ns ) Ns|{z}m |{z}n1 : : : |{z}ns : : : |{z}np| {z }NAs besitzt die nachfolgenden, mehr oder weniger oensichtlichen Eigenschaften.1: In jeder Zeile von As steht genau eine Eins und sonst lauter Nullen, in jeder Spaltehochstens eine Eins.2: Fur x 2 RN (vgl. (1)) folgt As x =  AC;s xCxI;s !; (3)fur xs 2 RNs (vgl. (2)) folgt pPs=1A>s xs = 0@ pPs=1A>C;s xC;sxI 1A : (4)
53: Die Darstellungstypen lassen sich mit (3) bzw. (4) auch wie folgt aquivalent denieren:Typ I: x dargestellt durch xs; s=1(1)p; mit xs = As x;Typ II: x dargestellt durch xs; s=1(1)p; mit x = pPs=1A>s xs:4: Es gilt AC;sA>C;s = I 2 Rmsms ;AsA>s = I 2 RNsNs : (5)5: Die Matrizen RC;s = A>C;sAC;s 2 Rmm ;Rs = A>s As 2 RNNsind Diagonalmatrizen, deren Hauptdiagonalen nur aus Einsen und Nullen bestehen unddie deshalb trivialerweise symmetrisch und positiv semidenit sind. Die Einsen stehen inden Zeilen mit den Nummern, die den zu Ps gehorenden Koppelknoten entsprechen bei RC;sbzw. allen zu Ps gehorenden Knoten bei Rs. Insbesondere folgen die einfachen BeziehungenRC;s A>C;s = A>C;s ; AC;sRC;s = AC;s;RsA>s = A>s ; AsRs = As: (6)6: Weiterhin ist RC;s2 = RC;s; Rs2 = Rs:Somit stellen die Rs im euklidischen Raum RN Orthoprojektoren dar. Sie projizieren dabeijeweils genau auf den Teilraum von Vektoren x, deren Koezienten xi in allen nicht zuProzessor Ps gehorenden Knoten verschwinden. Die Rs sind paarweise miteinander ver-tauschbar RsRt = RtRs;so da auch RsRt einen Orthoprojektor im RN darstellt, denn(RsRt)2 = RsRt = (RsRt)>:Er projiziert auf den Teilraum von Vektoren x, deren Koezienten xi in allen nicht ProzessorPs und Pt gemeinsamen Knoten verschwinden. Die Prozessoren Pi mit RsRi 6= O sind alsodie unmittelbaren Nachbarn von Prozessor Ps.7: Auch folgende Matrizen sind Diagonalmatrizen:RC = pPs=1RC;s 2 Rmm ;R = pPs=1Rs 2 RNN :
6Sei w 2 RN der Vektor, dessen i-te Komponente wi die Anzahl der Prozessoren angibt, aufdenen der i-te Knoten vertreten ist, wobei oenbar immer gilt1  wi  wmax  p; wI = (1 1 : : : 1)>:Fur wi>2 handelt es sich bei den Knoten um sogenannte Crosspoints. Dann istRC = diag(wC); R = diag(w);und im Sinne der positiven Denitheit giltI  RC  wmax I 2 Rmm ;I  R  wmax I 2 RNN :4 Gleichheit von Vektoren, TypwechselEs wird nun betrachtet, wie sich die Gleichheit zweier Vektoren x; y 2 RN in der lokalenDarstellung widerspiegelt.x und y vom Typ I: Aus x = y ergibt sich sofort xs = As x = As y = ys; s=1(1)p. Auchdie Umkehrung gilt, da bei Typ I die Werte in jedem Koppelknoten auf unterschiedlichenProzessoren ubereinstimmen.x und y vom Typ II: x = y ist aquivalent zupPs=1A>s xs = pPs=1A>s ys:x vom Typ I, y vom Typ II: Aus x = y folgt mit (5), vgl. auch [2],xs = As x = As y = pPi=1AsA>i yi = ys + pPi=1i6=s AsA>i yi; s=1(1)p: (7)Wie im ersten Fall gilt auch hier die Umkehrung. Die Bedingungen lassen sich auch getrenntnach Koppelknoten und inneren Knoten aufschreiben.x y x = y ist aquivalent zuI I xs = ys; s=1(1)p xC;s = yC;s; xI;s = yI;s; s=1(1)pII II pPs=1A>s xs = pPs=1A>s ys pPs=1A>C;s xC;s = pPs=1A>C;s yC;s; xI;s = yI;s; s=1(1)pI II xs = ys + pPi=1i6=s AsA>i yi; xC;s = yC;s + pPi=1i6=s AC;sA>C;i yC;i; xI;s = yI;s; s=1(1)ps=1(1)p
7Ubergang Typ II ! Typ IMit Formel (7) kann auch praktisch der Ubergang vom Darstellungstyp II zu Typ I realisiertwerden. Er ist mit Kommunikation zwischen den unmittelbar benachbarten Prozessorenuber die Werte in den Koppelknoten verbunden.Ubergang Typ I ! Typ IIDer Ubergang vom Typ I in die nicht eindeutige Darstellung des Typs II ist zum Beispieldadurch moglich, da in jedem Koppelknoten der Wert durch die Anzahl wi der diesenKoppelknoten benutzenden Prozessoren geteilt wird:ys = AsR 1 x;denn es gilt dann pPs=1A>s ys =  pPs=1A>s As R 1 x = RR 1 x = x:Sind die lokal benotigten Anzahlen wi dem Prozessor Ps erst einmal bekannt, d.h. wC;s =AC;s wC , so kann der Ubergang immer ohne weitere Kommunikation vollzogen werden:ys =  AC;sR 1C xCxI;s ! =  (diag(wC;s)) 1xC;sxI;s !:5 Addition, Multiplikation mit SkalarLeicht nachzuprufen ist, da sich die Grundoperationen Addition x+ y und Multiplikationvon x mit einem Skalar  innerhalb ein und desselben Typs problemlos lokal, also ohneKommunikation, realisieren lassen. Dazu sind nur die entsprechenden lokalen Darstellungenxs; ys zu addieren bzw. xs ist mit dem Skalar  zu multiplizieren. Allerdings mu der Skalarallen Prozessoren bekannt sein.6 SkalarproduktTyp von x und y unterschiedlichIn [2] wird gezeigt, da sich das Skalarprodukt (x; y) in RN besonders einfach realisierenlat, wenn x und y von unterschiedlichem Typ sind, z.B. x vom Typ I und y vom Typ II.Dann gilt (x; y)RN = x>y = x> pPs=1A>s ys = pPs=1(As x)>ys = pPs=1x>s ys;
8also (x; y)RN = pPs=1(xs; ys)RNs : (8)Das Skalarprodukt ist also durch lokale Skalarproduktbildung auf jedem Prozessor undSummierung dieser Skalarprodukte uber die Prozessoren realisierbar, nur letztere erforderteine geringe Kommunikation.Typ von x und y gleichBei gleichen Darstellungstypen von x und y ist zusatzlich fur einen der beiden Vektorendie Uberfuhrung in den anderen Darstellungstyp notwendig. Sind x und y vom Typ II, soist dafur Kommunikation zwischen den unmittelbar benachbarten Prozessoren notig, sindbeide vom Typ I, ist dies nicht der Fall.Zunachst scheint beliebig festlegbar, fur welchen der an einem Skalarprodukt beteiligtenVektoren der Darstellungstyp I bzw. II gewahlt wird. ImRahmen der Assemblierungstechnikder FEM bei Gebietsdekomposition liegen jedoch die Funktionale erzeugenden Vektoren derrechten Seiten bereits auf naturliche Weise in Form von Typ II vor.7 Produkt Matrix mal VektorBei der Multiplikation Matrix mal Vektor ist davon auszugehen, da nicht nur die Vektoren,sondern erst recht auch die Matrix in einer auf die Prozessoren verteilten Form vorliegt, etwain Gestalt lokaler Matrizen.Es wird nun untersucht, unter welchen Bedingungen sich die Multiplikation y = Kx einerMatrix K 2 RNN mit einem Vektor x 2 RN lokal auf den Prozessoren realisieren lat, ohneirgendwelche Kommunikation, und zwar im folgenden Sinn. Seien A;B 2 fI; IIg:Definition: Die Multiplikation y = Kx heit lokal realisierbar von Typ A nach Typ B, wennMatrizen Ks 2 RNsNs existieren, s=1(1)p, so da fur beliebige x 2 RN gilt ys = Ks xs,s=1(1)p, sobald fxsgps=1 die Darstellung von x vom Typ A ist und fysgps=1 die Darstellungvon y vom Typ B.Satz: Sei K 2 RNN : Die Multiplikation y = Kx ist genau dann lokal realisierbar, wennentsprechend den vier moglichen Fallen die in nachfolgender Tabelle angegebenen Bedingun-gen gelten. In den Fallen 2. bis 4. sind die Ks eindeutig bestimmt:Ks = AsKA>s ; s=1(1)p: (9)
9Fall x y Bedingung1. I II 9Ks 2 RNsNs ; s=1(1)p : K = pPs=1A>s KsAs2. I I RsK (I  Rs) = O; s=1(1)p (bzw. RsK = RsK Rs)3. II II (I  Rs)K Rs = O; s=1(1)p (bzw. K Rs = RsK Rs)4. II I RsK Ri = O; s; i = 1(1)p; s 6= i:Bemerkung 1: Die Bedingungen des Satzes bedeuten folgendes:1. Die Matrix K mu eine vorgegebene Struktur haben, die durch Assemblierung derlokalen Matrizen auf den Prozessoren zu einer Gesamtmatrix erzeugt wird. DieseStruktur ist fur die Matrizen der FEM-Technik typisch und stellt deshalb keine Ein-schrankung dar. Eine Matrix dieser Gestalt werde im weiteren als Matrix vom As-semblierungstyp bezeichnet.2. Die Werte von Kx in den Knoten von Ps sind von den Werten von x auerhalb vonPs unabhangig ("auen\ bez. des Prozessors wirkt nicht nach "innen\).3. Die Werte von x in den Knoten von Prozessor Ps beeinussen nur die Werte von Kxin den Knoten von Ps ("innen\ wirkt nicht nach "auen\).4. Die Werte von x in den Knoten, die auch einem fremden Prozessor Pi gehoren (d.h.Werte in Koppelknoten), wirken nicht auf Werte von Kx in Knoten, die Prozessor Psgehoren. Diese Bedingung ist besonders hart. Sobald ein Prozessor nur Koppelkno-ten besitzt, die mindestens zwei Prozessoren gemeinsam sind, bestehen die zu diesenKoppelknoten gehorenden Zeilen und Spalten von K nur aus Nullen, die Matrix mualso auf jeden Fall singular sein. Demzufolge kann in dieser Koppelknoten{Situationeine Multiplikation Kx von Typ II nach Typ I mit regularer Matrix K nicht reinlokal vollzogen werden, sondern nur durch Zuruckfuhrung auf einen der anderen dreiFalle lokaler Realisierbarkeit und zusatzlichen Typwechsel. In jedem Falle ist dabei einTypubergang von II nach I notwendig, der Kommunikation der Prozessoren erfordert.Die vier Falle lokaler Realisierbarkeit sind oenbar nicht disjunkt.Bemerkung 2: Ist K wie im Fall 1. vom AssemblierungstypK = pPs=1A>s KsAs;so ist die Darstellung durch lokale MatrizenKs; s=1(1)p ; nicht eindeutig. Wird die globaleMatrix K entsprechend den globalen Koppelknoten und inneren Knoten in eine Blockstruk-tur zerlegt K =  KC KCIKIC KI !
10mit KC 2 Rmm ; KCI 2 Rmn ; KIC 2 Rnm ; KI 2 Rnn , und analog die lokalen Matrizenentsprechend den lokalen KnotenKs =  KC;s KCI;sKIC;s KI;s ! (10)mit KC;s 2 Rmsms ; KCI;s 2 Rmsns ; KIC;s 2 Rnsms ; KI;s 2 Rnsns , so liefert einfachesAusrechnen, vgl. [2], die DarstellungKC = pPs=1A>C;sKC;sAC;s;KCI = A>C;1KCI;1 : : : A>C;pKCI;p ;KIC = (KIC;1AC;1 : : : KIC;pAC;p) ;KI = diag (KI;1 : : : KI;p) :Gibt es eine weitere Darstellung vonK durch lokale Matrizen K̂s mit analoger BlockstrukturK = pPs=1A>s K̂sAs;so folgt aus einem Vergleich der beiden DarstellungenpPs=1A>C;s K̂C;sAC;s = pPs=1A>C;sKC;s AC;s; (11)A>C;s K̂CI;s = A>C;sKCI;s; K̂IC;sAC;s = KIC;sAC;s; K̂I;s = KI;s; s=1(1)p:Durch Multiplikation mit AC;s von links bzw. A>C;s von rechts ergibt sich in der letztenFormelzeile K̂CI;s = KCI;s; K̂IC;s = KIC;s s=1(1)p:Somit ist die Darstellung vonK durch lokale MatrizenKs in den BlockenKI ; KIC ; KCI ein-deutig, fur den Block KC gilt die Bedingung (11), der die unterschiedlichen Darstellungengehorchen mussen. Hauptdiagonalelemente von K in Koppelknoten bzw. Nebendiagonalele-mente fur Koppelknotenpaare konnen also mit einer gewissen Willkur aus lokalen Anteilengebildet worden sein.Bemerkung 3: Fur den Aufwand der Multiplikation kann neben der lokalen Realisierbar-keit weiter von Bedeutung sein, ob die Ks auf den jeweiligen Prozessoren unmittelbar zurVerfugung stehen bzw. lokal erzeugt werden konnen, oder ob fur ihre Erzeugung ein zusatz-licher Informationsaustausch zwischen den Prozessoren notwendig ist. Bei hauger Nutzungein und derselben Matrix tritt diese Frage allerdings in den Hintergrund.
11Folgerungen:1. Fur die lokale Realisierbarkeit von Kx und K>x gelten die folgenden Aquivalenzen:Kx lokal realisierbar () K>x lokal realisierbarTyp I ! Typ II Typ I ! Typ IITyp I ! Typ I Typ II ! Typ IITyp II ! Typ II Typ I ! Typ ITyp II ! Typ I Typ II ! Typ IDabei trit immer (K>)s = (Ks)> zu.Beweis: Dieser ist mittels des Satzes und R>s = Rs elementar, zum Beispiel ist furden Fall 2. RsK = RsKRs aquivalent zu (RsK)> = (RsK Rs)>, dasheit K>Rs = RsK>Rs, auerdem gilt (K>)s = AsK>A>s = (AsK A>s )> =(Ks)>.2. Kx ist lokal realisierbar von Typ I nach Typ I und von Typ II nach Typ II genaudann, wenn gilt RsK = K Rs; s=1(1)p: (12)Beweis: Aus den notwendigen Bedingungen der Falle 2. und 3. folgt sofort (12).Umgekehrt ist mit (12) RsK = Rs2K = Rs(RsK) = RsK Rs.3. Wenn K 2 RNN vom Assemblierungstyp ist und die x; y 2 RN vom Typ I sind, sogilt (Kx; y)RN = pPs=1(Ksxs; ys)RNs :Beweis: Kx ist vom Typ II mit (Kx)s = Ks xs und es gilt (8) mit Kx anstelle von x.Bemerkung 4: Ist K im Satz eine rechteckige Matrix, so ergeben sich keine wesentlichenAnderungen. x und y gehoren dann unterschiedlichen Raumen an, und es ist nur zu beruck-sichtigen, da die Typdenitionen fur x und y mit unterschiedlichen Zusammenhangsmatri-zen erfolgen. Entsprechend sind auch die zugehorigen Projektoren zu unterscheiden.Beweis des Satzes:1. Sei x 2 RN beliebig und vom Typ I, y = Kx vom Typ II. Dann gilt bei lokaler Reali-sierbarkeit von KxKx = y = pPs=1A>s ys = pPs=1A>s Ks xs =  pPs=1A>s KsAsx;
12wegen der Beliebigkeit von x folgt alsoK = pPs=1A>s KsAs:Hat andererseits K eben diese Gestalt und werden lokal die Vektoren ys = Ks xs berechnet,so folgt umgekehrtpPs=1A>s ys = pPs=1A>s Ks xs =  pPs=1A>s KsAsx = Kx = y;die ys realisieren also gerade die Darstellung vom Typ II fur y.2. Sei x 2 RN beliebig, y = Kx, x und y vom Typ I. Dann gilt bei lokaler Realisierbarkeitvon Kx AsKx = As y = ys = Ks xs = KsAs x;wegen der Beliebigkeit von x und AsA>s = I folgtAsK = Ks As; (13)Ks = Ks AsA>s = AsK A>s : (14)Wird (14) in (13) eingesetzt und von links mit A>s multipliziert, ergibt sich schlielich dieBedingung von 2. RsK = A>s AsK = A>s (AsK A>s )As = RsKRs:Gilt umgekehrt RsK = RsK Rs; s=1(1)p; und werden mit Ks = AsK A>s die Vektorenys = Ks xs berechnet, so folgt fur diese mit (6)ys = AsKA>s xs = AsRsK A>s (As x) = AsRsK Rs x = AsRsK x = AsK x = As y;die ys realisieren also gerade die Darstellung vom Typ I fur y.3. Sei x 2 RN beliebig, y = Kx, x und y vom Typ II. Beliebigkeit von x bedeutetinsbesondere Beliebigkeit der lokalen Darstellungen xs 2 RNs ; s=1(1)p. Dann gilt beilokaler Realisierbarkeit von KxpPs=1K A>s xs = K pPs=1A>s xs = Kx = y = pPs=1A>s ys = pPs=1A>s Ks xs;wegen der Beliebigkeit von xs und AsA>s = I folgtK A>s = A>s Ks; (15)Ks = AsA>s Ks = AsK A>s : (16)Wird (16) in (15) eingesetzt und von rechts mit As multipliziert, ergibt sich die Bedingungvon 3. K Rs = K A>s As = A>s (AsK A>s )As = RsKRs:
13Gilt umgekehrt K Rs = RsK Rs; s=1(1)p; und werden mit Ks = AsK A>s die Vektorenys = Ks xs berechnet, so folgt fur diese mit (6)pPs=1A>s ys = pPs=1A>s (AsK A>s )xs = pPs=1RsK RsA>s xs= pPs=1K RsA>s xs = K pPs=1A>s xs = Kx = y;die ys realisieren also gerade die Darstellung vom Typ II fur y.4. Sei x 2 RN beliebig und vom Typ II, das heit insbesondere die lokale Darstellungxs 2 RNs ; s=1(1)p; sei beliebig. Sei weiterhin y = Kx und y vom Typ I. Dann gilt beilokaler Realisierbarkeit von KxKs xs = ys = As y = AsK x = AsK pPi=1A>i xi: (17)Wegen der Beliebigkeit der xi ist fur xi = 0; i 6= sKs xs = AsK A>s xs;Ks = AsK A>s :Eingesetzt in (17) liefert dies AsK A>s xs = AsK pPi=1A>i xi;pPi=1i6=sAsK A>i xi = 0 :Wegen der Beliebigkeit der xi fuhrt dies aufAsK A>i = O; s 6= i;bzw. nach Multiplikation mit A>s von links und Ai von rechts aufRsK Ri = O; s 6= i:Gilt umgekehrt letztere Gleichung fur s 6= i und werden mit Ks = AsK A>s die Vektorenys = Ks xs berechnet, so folgt fur dieseys = AsK A>s xs = AsRsK RsA>s xs = pPi=1AsRsK RiA>i xi= AsK pPi=1A>i xi = AsKx = Asy;die ys realisieren also gerade die Darstellung vom Typ I fur y.Die eindeutige Gestalt (9) folgt in den Fallen 2. bis 4. notwendig aus dem jeweils erstenTeil des Beweises. 2
14Beispiele:1. Diagonalmatrizen K = diag(k) erfullen generell die Bedingungen des Satzes fur dieFalle 1. bis 3. Einerseits gilt fur die Falle 2. und 3. immer RsK = K Rs, vgl. Fol-gerung 2., da auch die Rs Diagonalmatrizen sind. Wird k als Vektor vom Typ Idargestellt, das heit ks = As k, so folgt insbesondereKs = AsK A>s = diag(ks); s=1(1)p:Andererseits ist K auch entsprechend Fall 1. vom Assemblierungstyp. Wird namlichk als Vektor vom Typ II dargestellt, d.h. k = pPs=1A>s ks, und Ks = diag(ks) gewahlt,so ergibt sich pPs=1A>s KsAs = pPs=1A>s diag (ks) As = pPs=1diag A>s ks= diag  pPs=1A>s ks = diag(k) = K:Im Fall 4. bedeutet die Bedingung RsK Ri = O; s 6= i , da Diagonalelemente von Kzu solchen Koppelknoten gleich null sein mussen, die zu mindestens zwei Prozessorengehoren.2. FEM-Matrizen: Wie bereits bemerkt, fuhrt bei der parallelen Realisierung der FEMmittels Gebietsdekompositionsmethoden die Assemblierungstechnik im Falle linearerProbleme automatisch auf eine Systemmatrix K vom Assemblierungstyp, d.h.K = pPs=1A>s Ks As;so da bei Multiplikationen y = Kx mit dieser Matrix im Rahmen von Iterationsver-fahren von vornherein die Nutzung von Typ I fur x und Typ II fur y das Nachstliegendeist, da die Ks nach lokaler Assemblierung sofort lokal zur Verfugung stehen und dannauch fur die Multiplikation keine Kommunikation notig ist, vgl. zum Beispiel [2], [1].Jede der drei anderen Varianten wurde fur die lokale Realisierbarkeit der Multipli-kation Einschrankungen der Allgemeinheit von K entsprechend den Bedingungen desSatzes zufolge haben. Dazu kame die Berechnung der lokalen Matrizen K̂s = AsK A>s ,die sich von den Ks im allgemeinen unterscheidenK̂s = As  pPi=1A>i KiAi A>s = Ks + pPi=1i6=sAsA>i KiAiA>sund zur Bereitstellung wiederum Kommunikation erfordern.3. Vorkonditionierung von FEM-Matrizen: Es sei ein lineares Gleichungssystem mit derSystemmatrix K vom Assemblierungstyp iterativ zu losen, wobei die Multiplikationmit K wie oben von Typ I nach Typ II lokal realisiert werde, zum Beispiel bei derBerechnung der Defekte der Iterierten. Die Iterierten sind dazu vom Typ I, die De-fekte vom Typ II. Wird eine Vorkonditionierung des Systems mit einer Matrix C  K
15vorgenommen, so ist durch Anwendung von C 1 auf die Defekte eine geeignete Kor-rektur fur die Iterierten zu berechnen, die Multiplikation mit C 1 mu also von TypII nach Typ I erfolgen.Bei Verwendung der hierarchischen Vorkonditionierung von Yserentant [3]C 1 = V V > mit V = V (J) V (J 1) : : : V (1)hat die Multiplikation mit V (k) die Eigenschaft, da nur die Werte in den Knoten desk-ten Levels eines hierarchischen Netzes verandert werden, und zwar nur in Abhangig-keit von den Werten in jeweils zwei Vaterknoten aus dem (k   1)-ten Level, die beieiner dem Grobnetz des 0-ten Levels entsprechenden Gebietsdekomposition mit zumgleichen Prozessor Ps gehoren. Werte, die anderen Prozessoren, aber nicht Ps gehoren,haben also keinen Einu, werden aber beeinut, und zwar in den Knoten des k-tenLevels, die in unmittelbarer Nachbarschaft der Koppelknoten des (k   1)-ten Levelsvon Prozessor Ps liegen:Rs V (k) = Rs V (k)Rs 6= V (k)Rs; s=1(1)p:Somit folgt, da die V (k) von Typ I nach Typ I lokal realisierbar sind, nicht aber vonTyp II nach Typ II. Umgekehrt ist V (k)> lokal von Typ II nach Typ II realisierbar,nicht aber von Typ I nach Typ I. Analoges gilt auch fur V und V >. Die Multiplikationeines Vektors vom Typ II mitV V > = V (J) V (J 1) : : : V (1) V (1)> : : : V (J 1)> V (J)>erfordert somit genau zwischen V (1)> und V (1) einen zusatzlichen Ubergang von TypII zu Typ I.4. Matrizenprodukt K>K : Das vorige Beispiel ist nur ein Spezialfall der Berechnungvon y = K>Kx. Aus Folgerung 1. ergibt sich dafur die folgende allgemeine Situation.Ist z = Kx in einem der vier moglichen Falle lokal realisierbar, so ist y = K>zanschlieend garantiert auch lokal realisierbar. Die Garantie bezieht sich dabei aberimmer nur auf einen Fall, der einen vorherigen Typwechsel von z erfordert. In denFallen 2. und 4. des Satzes ist dieser Typwechsel unproblematisch, weil von I nach IIund damit im wesentlichen ohne Kommunikation ausfuhrbar.Ist die Multiplikation mitK>K haug auszufuhren, so entsteht die Frage, ob nicht zurVermeidung der standigen doppelten Multiplikation, ggf. unter Einsatz von Kommu-nikation, lokale Matrizen berechnet werden sollten, die K>K reprasentieren und dieMultiplikation mit K>K lokal realisieren, ggf. mit weiterer Kommunikation. Prinzi-piell tritt dabei aber folgendes Problem auf. Im allgemeinen werden Koppelknoten-werte von z durch Werte von x in inneren Knoten aller den Koppelknoten besitzendenProzessoren beeinut. Diese Wirkung wird dann an y weitergegeben, so da ys auchvon Werten von x in inneren Knoten der Nachbarprozessoren abhangt. Die somitnotwendige Kommunikation wurde das Prinzip der Parallelisierung durch nichtuber-lappende Gebietsdekomposition verletzen, Prozessorkommunikation nur uber Koppel-knotenwerte auszufuhren. Speziell fur K vom Assemblierungstyp, also auchK>, sowie
16 x vom Typ I, y vom Typ II, erhalt man durch Ausrechnenys = K>s As pPi=1A>i Ki xi = K>s Ks xs + pPi=1i6=s(K>s AsA>i Ki)xi:5. Im Rahmen der Projektionstechnik zur Berechnung inkompressibler Stromungen istbei der iterativen Losung der Gleichung fur die Druckkorrektur immer wiedery = B>DB xmit einer rechteckigen Matrix B vom Assemblierungstyp und einer Diagonalmatrix Dzu berechnen. Unter Berucksichtigung von Bemerkung 4. und Beispiel 1. lassen sichhierauf die Uberlegungen des vorangegangenen Beispiels ubertragen.Literatur[1] Haase, G., Langer, U., Meyer, A.: Parallelisierung und Vorkonditionierung des CG-Verfahrens durch Gebietszerlegung. In: Bader, Rannacher, Wittum (Hrsg.), NumerischeAlgorithmen auf Transputersystemen, B. G. Teubner Stuttgart 1993.[2] Meyer, A.: A parallel preconditioned conjugate gradient method using domain decom-position and inexact solvers on each subdomain. Computing, 45, 217{234 (1990).[3] Yserentant, H.: On the multilevel-splitting of 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