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Abstract
We investigate the dynamical properties of the finite-size Dicke model coupled to a photon reservoir in
the dispersive regime. The system–reservoir coupling in our Hamiltonian includes counter-rotating terms,
which are relevant in the strong atom–cavity coupling. Because the dispersive regime is considered, the
dynamics of low-energy states are described sufficiently accurately within the finite-dimensional subspace
of the dressed states. Using the separation of the time scales between the system and the reservoir, we derive
the Markovian quantum master equation in the subspace without ignoring the counter-rotating terms. The
temporal evolution of the expectation of the cavity mode shows that the bifurcation of the long-lived state
corresponds to the superradiant transition in the isolated model. The master equation explicitly gives the
steady state solution. The numerical results for the first-order correlation function on the steady state indicate
that the strong atom–cavity coupling enhances the coherence and softens the dephasing in the superradiant
region.
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I. INTRODUCTION
Over recent decades, the characteristics of open quantum systems have been investigated in
many fields of physics. Alongside the progress in experimental techniques, further theoretical
understanding of open systems is important. In particular, novel quantum systems such as cold
atoms and circuit quantum electrodynamics (QED) naturally include dissipation in varying degrees
[1, 2], and dissipation can be artificially induced [3, 4]. Moreover, in experiments on these systems,
strongly correlated situations have been realized [1, 2, 5–7]. Thus, the physics of open quantum
systems with strong interactions is attracting attention.
In cavity and circuit QED, in order to formulate dissipative effects, such as photon leakages,
a reservoir is introduced that is coupled to the system. In the standard procedure for deriving
a quantum master equation (QME), the counter-rotating terms in the system–reservoir coupling,
such as aˆbˆ or aˆ†bˆ†, are suppressed at the level of the Hamiltonian, for the reason that they oscillate
faster than the other terms. This approach is called the rotating-wave approximation (RWA) [8, 9].
In recent years, it has pointed out that if a strong atom–cavity interaction is present, the RWA in
the bare basis specified by the free Hamiltonian fails to describe the physics of a dissipative system
[10, 11]. To overcome this failure, one can employ the RWA in a basis of dressed states or exact
eigenstates of the Hamiltonian of the system [10]. In general, it is difficult to obtain the eigenstates
of a strongly interacting system, and consequently to effectively understand open systems with
strong interactions.
In this article, we investigate the dynamical properties of the finite-size Dicke model [12–
14], which consists of a finite number of two-level atoms interacting with a single cavity mode
coupled to a photon reservoir, where we keep the counter-rotating terms. The Holstein–Primakoff
transformation [15], which is valid in the thermodynamic limit, has been broadly employed for
studies of the Dicke model. Then, it has been observed that the Dicke model exhibits a transition
from the normal phase to the superradiant phase when the coupling strength between the atoms and
the cavity mode reaches a critical value [13–15]. The bosonic operators representing the excitations
in the two phases differ from one another, and are determined separately [15]. When the number
of atoms is finite, the Holstein–Primakoff description involves highly non-linear correction terms
in the Hamiltonian. Thus, whereas the number of atoms in experimental situations is finite,
the theoretical understanding of the model with a finite number remains limited. There have
been many previous studies addressing dissipation effects in the Dicke model [2, 16–18], where
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the Lindblad-type dissipater of bare operators has mainly been employed. The existence of the
Lindblad-type dissipater shifts the transition point from that in the isolated case [2, 17], and a
bifurcation in the stationary state that corresponds to the equilibrium superradiant transition is
present in the semi-classical approximation [2, 16, 19]. The Lindblad-type dissipater is useful for a
phenomenological description. However, because it implicitly employs the RWA in the bare basis
[8, 9], arguments using the Lindblad-type dissipater must be reconsidered in an interacting system,
as mentioned above. Specifically, near the phase boundary the energy gap is close to zero [20],
and an approximation using a finite energy difference cannot be justified. It remains unclear how
the phase transition, originally defined in the thermodynamic limit of the isolated system, behaves
for the finite-size model with system–reservoir coupling that contains the counter-rotating terms.
The outline of this work is as follows. In Sec. II, we introduce the Dicke system coupled to
a photon reservoir. The counter-rotating terms in the system–reservoir coupling are not ignored.
We consider the dispersive regime, in which the atomic level spacing is non-zero but very small
in comparison with the cavity frequency. Then, the dynamics can only be accurately analyzed
approximately in a low-energy subspace of the Hilbert space. In Sec. III, we carefully derive the
Markovian quantum master equation, assuming that the spectral density of the reservoir takes an
ohmic form, and that the reservoir temperature is within a range determined by the parameters of the
system Hamiltonian. In Sec. IVA, we numerically solve the quantum master equation, and obtain
the temporal evolution of the order parameter of the superradiant phase to capture the dynamical
nature of the dissipative Dicke model. To verify the persistence of the coherence of the cavity
mode, we also calculate the first-order correlation function that can be measure experimentally in
Sec. IVB. Section V is devoted to a summary, with some future outlooks.
II. DICKE MODEL IN A DISPERSIVE REGIME
Asystem that consists of N atoms and a single cavitymode ismodeled by theDickeHamiltonian.
Let us consider the Dicke model with a D-dimensional photon reservoir. In this study, the
Hamiltonian of the total system is assumed as
HˆT = HˆD + HˆR + HˆDR , (1)
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where
HˆD = ωa Jˆ(3) + ωcaˆ†aˆ +
λ√
N
(aˆ + aˆ†)(Jˆ+ + Jˆ−) , (2)
HˆR =
∫
dDk Ωk bˆ
†
k
bˆk , (3)
HˆDR = SˆRˆ , (4)
with
Sˆ = aˆ + aˆ† , Rˆ =
∫
dDk g(Ωk)(bˆk + bˆ†k) . (5)
Here, aˆ and bˆk denote the bosonic annihilation operators for the cavity mode with the frequency
ωc and a reservoir mode with the wave vector k, respectively. The operators Jˆ(i) (i = 1, 2, 3)
are pseudospin operators for the collection of N (= 2J ) two-level atoms, whose level splitting is
given by ωa. Furthermore, Jˆ± are the ladder operators for the pseudospin, which are defined by
Jˆ(1) ± i Jˆ(2). Note that the coupling term between the Dicke system and the reservoir includes the
counter-rotating terms, such as aˆbˆk and aˆ†bˆ†k . For the reservoir, we assume that the dispersion
relation is linear, namely Ωk = |k |, and that the coupling coefficient to the system g(ω) is real and
depends only on the frequency of the mode.
In this study, we suppose that the level spacing of atoms ωa is considerably smaller than the
cavity frequency ωc. This is known as a dispersive regime, where coherent excitations of two-level
atoms play a leading role in the low-energy physics, as we will see. Then, we decompose the
Hamiltonian of the Dicke system HˆD into two parts:
Hˆ0 = ωc
(
aˆ† +
2λ√
Nωc
Jˆ(1)
) (
aˆ +
2λ√
Nωc
Jˆ(1)
)
, (6)
Hˆ1 = − 4λ
2
Nωc
(Jˆ(1))2 + ωa Jˆ(3) , (7)
with Jˆ(1) = (Jˆ++ Jˆ−)/2. Because Hˆ0 represents a quadratic form of the displaced bosonic operator,
we can obtain all of the exact eigenstates of Hˆ0 asφµ,n〉 = |µ〉 ⊗ Dµ |n〉 , (8)
where Jˆ(1) |µ〉 = µ |µ〉, aˆ†aˆ |n〉 = n |n〉, and the displacement operator Dµ is defined by
Dµ = exp
{
αµaˆ† − α∗µaˆ
}
with αµ = − 2λµ√
Nωc
, (9)
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which induces the transformation DµaˆD†µ = aˆ − αµ. The eigenenergy to which
φµ,n〉 belongs is
independent of µ, and is given by n = nωc. For each n, there exist 2J + 1 degenerate eigenstates.
The largest magnitudes of the matrix elements of the first and second terms in Hˆ1 are estimated
as Nλ2/ωc and Nωa/2, respectively. In this study, we assume that ωc is significantly larger than
these magnitudes, or
√
Nλ  ωc ∧ N2 ωa  ωc . (10)
This situation was considered in Ref. [21], and was called the photon-number-dependent regime,
as a restricted case of the dispersive regime. The excited eigenstate of the displaced mode
φµ,n〉
for n > 1 has an eigenenergy larger than ωc. Thus, these states oscillate rapidly, and can be ignored
when we are interested in the low-energy or low-temperature dynamics. Thus, the low-energy
dynamics can be well described in the 2J + 1-dimensional subspace spanned by the displaced
vacua
φµ,0〉 for µ = −J,−J + 1, . . . , J, which simplifies our analysis of the Dicke model both in
the normal and superradiant phases. The dynamics in this subspace is governed by Hˆ1, which is
equivalent to the Lipkin–Meshkov–Glick model [21].
III. DERIVATION OF QME
Here, we derive a QME for the dissipative Dicke system, in a similar manner to the well-known
derivation of the high-temperature master equation [8, 22]. Our derivation includes a system–
reservoir interaction without the RWA. Nevertheless, the QME takes a Markovian form under the
assumption that the reservoir temperature lies within a certain range determined by the separation
of the energy scales between the system and the reservoir. The Markovian form permits us to
analyze the QMEnumerically without difficulty, as in Sec. IV.
We now decompose the Hamiltonian of the total system into two parts:
HˆU = Hˆ0 + HˆR , HˆInt = Hˆ1 + HˆDR . (11)
Let us move to the interaction picture, where the time-dependence of an operator O is defined as
O(t) = eiHˆUtOe−iHˆUt .
The temporal evolution of the density operator for the total system ρˆT(t) is described by the von
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Neumann equation:
d
dt
ρˆT(t) = −i
[
HˆInt(t), ρˆT(t)
]
(12)
= −i [Hˆ1(t), ρˆT(t)] − i [HˆDR(t), ρˆT(t)] (13)
Integrating (12) over t from 0 to t, we obtain
ρˆT(t) = ρˆT(0) − i
∫ t
0
ds
[
HˆInt(s), ρˆT(s)
]
. (14)
Here, we assume that the initial state at t = 0 is given in the product form of the density operators
of the partial systems, namely
ρˆT(0) = ρˆ(0) ⊗ ρˆR , (15)
and that the reservoir is in a thermal equilibrium with the inverse temperature β, or ρˆR ∝ e−βHˆR .
By substituting Eq. (14) into the second term of Eq. (13), we have
d
dt
ρˆT(t) = −i
[
Hˆ1(t), ρˆT(t)
] − ∫ t
0
ds
[
HˆDR(t),
[
HˆInt(s), ρˆT(s)
] ]
(16)
We assume that the density operator for the total system is a simple product of the two density
operators without correlation, namely
ρˆT(t) ≈ ρˆ(t) ⊗ ρˆR . (17)
After taking a partial trace with respect to the reservoir states, Eq. (16) becomes
d
dt
ρˆ(t) = −i [Hˆ1(t), ρˆ(t)] − ∫ t
0
dsLR(t, t − s)ρˆ(t − s) , (18)
where LR is a superoperator that originates from the interaction with the reservoir, and is defined
as
LR(t1, t2)O =
[
Sˆ(t1)Sˆ(t2)O − Sˆ(t2)OSˆ(t1)
]
C(t1 − t2) + (h.c.) . (19)
Here, the correlation function C(t), which completely characterizes the reservoir, is defined by
C(t) = trR
[
Rˆ(t)Rˆ(0)ρˆR
]
. This correlation function depends not only on the reservoir itself, but
also on the system–reservoir coupling strength gk , via the definition of Rˆ. Using the spectral
density of the reservoir J(ω), defined by
J(ω) = [g(ω)]2
∫
dDk δ(ω −Ωk) , (20)
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we can express C(t) as
C(t) =
∫ ∞
0
dω J(ω)[2nB(ω) cos(ωt) + e−iωt ] , (21)
where nB(ω) denotes the Bose–Einstein distribution function nB(ω) = [eβω − 1]−1. The Fourier
transform of C(t), denoted by C˜(ω), is expressed as
C˜(ω) = 1
2pi
∫ ∞
−∞
dt C(t)eiωt = J(|ω|)[nB(|ω |) + θ(ω)] (22)
where θ(x) denotes the Heaviside step function. Note that C(t) has a symmetry such that C(−t) =
[C(t)]∗, which forces C˜(ω) to be real-valued.
To simplify the temporal integral in the QME (18), we estimate typical time-scales of the system
and the reservoir. For the system, as the largest energy gap in the low-energy sector is estimated as
∆max = max(Nλ2/ωc, Nωa/2) and the inverse of this gap gives the fastest rate of change in ρˆ(t),
the typical short-time scale of the system τS is
τS ≈ 1
∆max
= min
(
ωc
Nλ2
,
2
Nωa
)
. (23)
On the other hand, the typical time scale of the reservoir τR depends on the spectral density. For
definiteness, we take a spectral density in the ohmic form, i.e., J(ω) = ηω, where the dimensionless
parameter η determines the strength of the dissipation [8, 9]. The ohmic spectral density is realized
when the system is coupled to a one-dimensional reservoir with g(ω) ∝ √ω or a two-dimensional
reservoir with a constant g. Then, we analytically integrate Eq. (21) to obtain
C(t) = − ηpi
2
β2 sinh2(pi |t |/β) . (24)
The details of this manipulation are presented in App. A. For t  β, we approximate Eq. (24) as
C(t) ≈ − η
τ2R
exp
(
− |t |
τR
)
,
where τR = β/2pi determines the typical time scale of the reservoir, and is determined by the
reservoir temperature. The correlation function decays exponentially in time with the time scale
τR, which represents the duration inwhich the integrand is non-negligible in the temporal integration
Eq. (18). When τS is significantly larger than τR, ρˆ(s) becomes almost constant in the integration
of Eq. (18). Therefore, ρˆ(s) can be replaced by ρˆ(t), which is known as the Markov approximation.
We find that the condition for this approximation, τR  τS, is equivalent to
max
(
Nλ2
ωc
,
Nωa
2
)
 1
β
, (25)
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which gives a lower limit on the reservoir temperature. The suppression of excited states, discussed
in Sec. II, demands an upper limit on the temperature of
1
β
 ωc . (26)
Combining the inequalities (25) and (26), we have that
1
ωc
 β  min
(
ωc
Nλ2
,
2
Nωa
)
. (27)
Under the condition (27), we can utilize the Markov approximation to rewrite the integral of (18)
as ∫ t
0
dsLR(t, t − s)ρˆ(t − s) →
∫ ∞
0
dsLR(t, t − s)ρˆ(t) (28)
As presented in Sec. II, for the low-energy dynamics we can utilize the density operator in the
lower-energy sector of the system, denoted by ρ˜. This is expressed by the states
φµ〉 ≡ φµ,0〉 for
µ = −J,−J + 1, . . . , J as
ρ˜(t) =
J∑
µ,ν=−J
ρ˜µ,ν(t)
φµ〉〈φν , (29)
where ρ˜µ,ν is an element of a Hermitian matrix, ρ˜µ,ν = ρ˜∗ν,µ. Using Eqs. (18) and (28), as discussed
in App. B, we find that the temporal evolution of the matrix element of ρ˜(t) is represented as
d
dt
ρ˜µ,ν = −i[H1(t) + Σ, ρ˜]µ,ν − [Γex. + Γde.µ,ν]ρ˜µ,ν (30)
where Oµ,ν denotes 〈φµ | O |φν〉 for an operator O, and
Σµ,ν = −16δµ,ν λ
2
Nω2c
µ2PV
∫
dω
C˜(ω)
ω
, (31)
Γex. = 2C˜(−ωc) , (32)
Γde.µ,ν = 16C˜(0)
λ2
Nω2c
(µ − ν)2 . (33)
Furthermore, PV denotes the Cauchy principal value. In deriving Eq. (30) we do not employ any
additional approximations, such as the RWA.
The term Σµ,ν, which is diagonal with respect to the µ-index, can be renormalized to ωc through
an energy shift induced by the interaction with the reservoir. Consider a sum of the diagonal matrix
elements of Hˆ1, 〈
φµ
 Hˆ1(t) φµ〉 = −4λ2µ2Nωc , (34)
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and Σµ,µ, 〈
φµ
 Hˆ1(t) φµ〉 + Σµ,µ = −4λ2µ2Nωc
(
1 − NωcΣµ,µ
4λ2µ2
)
≈ 4λ
2µ2
N(ωc + δωc) (35)
with
δωc = 4PV
∫
dω
C˜(ω)
ω
. (36)
The renormalized cavity frequency ωc + δωc is simply denoted by ωc in the following.
The term Γex. decreases the trace of ρ˜(t), or breaks the conservation of probability. This
decrease can be interpreted as the flow of the probability out of the low-energy sector, owing to
reservoir-induced excitations. This flow depends on the temperature of the reservoir via the relation
C˜(−ωc) = ηωcnB(ωc). In the range for β in Eq. (27), the ratio C˜(−ωc)/C˜(0) is approximately
βωc exp(−βωc), and is considerably small. This means that Γex. can be neglected in the presence
of the Γde.µ,ν term in Eq. (33).
The term Γde.µ,ν causes a dephasing effect in the temporal evolution, which is of significance in
this study. The coefficient C˜(0) in Γde.µ,ν is evaluated as C˜(0) = η/β for the ohmic spectral density.
Then, the degree of dephasing is controlled by the single parameter
γ =
16η
β
. (37)
In summary, the QME (30) is simplified as
d
dt
ρ˜Sµ,ν(t) = [L ρ˜S]µ,ν , (38)
where L denotes the Liouvillian, defined by
[L ρ˜S]µ,ν = −i
[
Hˆ1, ρ˜S(t)
]
µ,ν
− γ λ
2
Nω2c
(µ − ν)2 ρ˜Sµ,ν(t) (39)
in the Schrödinger picture, and the density matrix ρ˜S(t) is defined by ρ˜Sµ,ν(t) = e−iHˆ0t ρ˜µ,ν(t)eiHˆ0t .
While the first term in Eq. (39) represents a unitary dynamical evolution, the second term, whose
origin is the system–reservoir interaction, causes non-unitary dephasing. Because the right-hand
side of Eq. (38) does not contain a time integral andL is independent of the time variable, the QME
is Markovian, which facilitate the following numerical analysis. The steady state that satisfies the
condition L ρ˜S,ss = 0 is found to be
ρ˜S,ssµ,ν = (N + 1)−1δµ,ν . (40)
This steady state is maximally mixed, or highly thermal. Note that the density operator ρ˜S,ss(t)
corresponding to the matrix ρ˜µ,ν in Eq. (40) depends on the parameters ωa, ωc, λ and N , because
the states in the low-energy subspace depend on them.
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FIG. 1. Temporal evolutions of Re 〈aˆ〉 for various values of the coupling strength λ are shown. The inset
shows the dynamics for ωat > 25. The initial state is taken to be |φ−J〉〈φ−J |. For all the plots, N = 16,
ωc/ωa = 400, and γ/ωa = 100.
IV. NUMERICAL RESULTS
A. Dissipative dynamics of the cavity field
To investigate the dynamics of the cavity mode interacting with the reservoir, we numerically
integrate the QME (38). In the following, we fix the number of atoms as N = 16, except in Fig. 4,
and the ratio of the cavity mode frequency to the atomic level spacing as ωc/ωa = 400. Then,
because Nωa/(2ωc) = 0.02, the second condition of Eq. (10) is automatically satisfied. On the
other hand, the first condition of Eq. (10) now yields an upper limit on the coupling strength,
namely λ  100ωa. We will perform our analysis within this limitation.
We first calculate the temporal evolution of the expectation Re 〈aˆ〉, because it is the order
parameter that indicates the breaking of the Z2 symmetry on the isolated Dicke model, and this has
a non-zero value in the superradiant phase. The results are depicted in Fig. 1. Here, we choose
an initial state ρ˜(0) = |φ−J〉〈φ−J |, where the cavity mode is perfectly coherent and the two-level
atoms are collectively excited. This is one of the localized ground states of the Dicke model with
extremely strong coupling, or λ→ +∞. Thus, the choice of the initial condition corresponds to the
dynamics after a quench at t = 0, in such amanner that the coupling strength suddenly changes from
infinity to a finite value and the decoherence sets in simultaneously. This quench setting helps us to
capture the nature of the dynamics in the present dissipative model, although it may be difficult to
realize in a real physical system. When the coupling λ is weak,Re 〈aˆ〉 exhibits an oscillation around
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zero and approaches zero, as seen in Fig. 1. For λ & 12.5, although a similar damped oscillation
is observed, the center of the oscillation is shifted to a positive value, which becomes larger as λ
increases. This implies that the system lies in a long-lived state with non-vanishing Re 〈aˆ〉 > 0.
The transition point of this qualitative change cannot be clearly identified. Instead, we observe that
the behavior gradually changes at a coupling strength slightly larger than λc =
√
ωaωc/2 = 10ωa,
which suggests that this change in behavior is closely related to the superradiant phase transition.
If ρ˜Sµ,ν(t) = fµ,ν(t) is a solution of the QME, then we readily observe that the inverted form
f−µ,−ν(t) is also a solution. This is clear from the fact that the unitary transformation
Πˆ = exp
[
−ipi
(
aˆ†aˆ + Jˆ(3) + J
)]
(41)
commutes with Hˆ1, and satisfies the property Πˆ |φµ〉 = |φ−µ〉. Therefore, when the initial
state |φ−J〉〈φ−J | is replaced by |φ+J〉〈φ+J |, Re 〈aˆ〉 only changes its sign, and the long-lived state
Re 〈aˆ〉 < 0 exists for large λ. This situation also corresponds to the breaking of Z2 symmetry in
the superradiant phase [15].
B. First-order correlation function
We also calculate the normalized first-order correlation function [23] on the steady state, defined
by
g(1)(t) =
〈
aˆ†(t)aˆ(0)〉ss√〈
aˆ†(t)aˆ(t)〉ss 〈aˆ†(0)aˆ(0)〉ss , (42)
where 〈· · ·〉ss denotes an expectation in the steady state, namely 〈· · ·〉ss = Tr
[· · · ρ˜S,ss] . The
function g(1)(t), indicating the degree of possible interference of the cavity mode at two different
times, can in principle be measured with a Mach–Zehnder interferometer in an optical system. For
instance, a method for circuit QED systems is presented in Ref. [24]. Thus, g(1)(t) calculated below
can be checked in future experiments when the steady state is realized.
We rewrite the numerator of Eq. (42) as〈
aˆ†(t)aˆ(0)〉ss = Tr [aˆeLt(aˆ ρ˜S,ss)] , (43)
and evaluate this numerically. As shown in Fig. 2, the temporal behavior qualitatively changes
depending on λ. The correlation function oscillates in time, and approaches zero for a long time in
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FIG. 2. The first-order correlation function Re g(1) for the various coupling values λ/ωa = 2.5, 5, 7.5, 10
in (a) and λ/ωa = 12.5, 15, 17.5, 20 in (b). The other parameters are fixed as N = 16, ωc/ωa = 400, and
γ/ωa = 100.
the case of weak coupling. This decay behavior is caused by dephasing from the system–reservoir
coupling. As λ increases, the correlation function tends to remain positive for a longer time, which
indicates that the coherence of the cavity mode is preserved for strong λ.
To study the competition between the preservation of the coherence and the reservoir-induced
dephasing, we evaluate the correlation function in the deep superradiant region λ ≥ 2.5λc for
various values of λ and γ. The results are depicted in Fig. 3. We observe that Re g(1) exhibits an
almost exponential decay after a small oscillation, and Re g(1)(t) is approximately parameterized
by e−t/τc , where τc is a coherence time. As λ becomes larger or the dephasing parameter γ becomes
smaller, τc becomes larger.
In order to capture this competition in a more quantitative manner, we fit Re g(1)(t) by a function
C exp(−t/τc) with two parameters C and τc in the decay region. The coherence times τc fitted in
this manner are depicted in Fig. 4. The coherence time is approximately a linear function of λ,
12
FIG. 3. The first-order correlation function Re g(1) on a logarithmic scale when λ is significantly larger than
λc and γ/ωa = 100, 400. The other parameters are fixed as N = 16 and ωc/ωa = 400.
FIG. 4. The points represent the coherence times obtained by fitting Re g(1) by an exponential function. For
fixed N and γ/ωa, the points lie on an auxiliary straight line. The other parameter is fixed as ωc/ωa = 400.
which means that the coherence, or an ordered state, resulting from the atom–cavity interaction is
enhanced to partly overbear dephasing in the superradiant region. An increase in the number of
atoms N also enhances the coherence.
V. SUMMARY AND OUTLOOK
The dynamical properties of the finite-size Dicke model in a dispersive regime, coupled to
a thermal reservoir with counter-rotating terms, have been investigated. We have focused on the
low-energy dynamics in the dispersive regime, where the low-energy sector description works well.
Then, the QME in the low-energy sector, which describes the dissipative dynamics of the Dicke
13
system, is derived as Eq. (38). In the derivation of the QME, we assumed that the spectral density
of the reservoir is given in an ohmic form, and that the reservoir temperature lies within the range
presented in Eq. (27), in order to separate the time scales between the system and the reservoir.
Then, despite of the presence of the counter-rotating terms in the system-reservoir coupling, the
QME becomes Markovian, which enables us to analyze the QME numerically without difficulty.
Using the QME, we have demonstrated that the steady state is uniquely determined as the
maximum mixed state independently of the atom–cavity coupling. The above implies that there is
no bifurcation in the steady state, in contrast to the semi-classical description with the Lindblad
dissipater [2, 16, 19]. On the other hand, we observed that the dumping form ofRe 〈aˆ〉 qualitatively
changes depending on the atom–cavity coupling strength, appearing as a long-lived state with
Re 〈aˆ〉. Furthermore, this transition point approximately coincides with that of the superradiant
transition determined in the thermodynamical limit of the isolated model. Thus, we have found
that the bifurcation in the Dicke system coupled to a thermal reservoir occurs in the long-lived state
rather than in the steady state.
We have also calculated the first-order correlation function g(1) in the steady state. The result
shows that the cavity mode maintains coherence for a long time in the superradiant region of the
atom–cavity coupling λ. The stronger λ becomes, the more the coherence in the superradiant
region is enhanced to partly overcome dephasing.
We have assumed that the spectral density of the reservoir takes an ohmic form, in order to
obtain computable expressions such as Eq. (24), which help to capture the separation of the time
scales. For other spectral densities, further consideration would be desirable.
Appendix A: Correlation function in the ohmic dissipation
Wewill evaluate the correlation function (21) with the ohmic spectral density J(ω) = ηωe−ω/Λ,
where Λ denotes a cutoff frequency, which will be taken to an infinite limit in the end.
First, we decompose C(t) into two parts: C(t) = Cth.(t) + Cvac.(t)
Cth.(t) = 2
∫ ∞
0
dω J(ω)nB(ω) cos(ωt) ,
Cvac.(t) =
∫ ∞
0
dω J(ω)e−iωt .
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We introduce the formula ∫ ∞
0
dω
sin(ωt)
eβω − 1 =
pi
2β
coth
pit
β
− 1
2t
(A1)
for t > 0. Differentiating this formula with respect to t, we obtain∫ ∞
0
dω
ω cos(ωt)
eβω − 1 = −
pi2
2β2 sinh2(pit/β) +
1
2t2
. (A2)
Thus, we have that
Cth.(t) ≈ − ηpi
2
β2 sinh2(pit/β) +
η
t2
+ O
(
Λ−1
)
. (A3)
On the other hand, Cvac. is evaluated as
Cvac.(t) = −η(t − iΛ−1)2 . (A4)
From Eqs. (A3) and (A4), we have that
C(t) = − ηpi
2
β2 sinh2(pit/β) + O
(
Λ−1
)
, (A5)
We eliminate the last term by taking the limit Λ→ ∞. This result is valid only for t > 0. Taking
into account the symmetry C(−t) = [C(t)]∗, we obtain Eq. (24).
Appendix B: Evaluation of the dissipative term
Using Eqs. (19), (28), and (29), a matrix element of the dissipative term in the QME Eq. (18) is
〈φµ | LR(t, t − s)ρ˜ |φν〉 =
J∑
µ′=−J
∫
dω
{[
G(2)µ,µ′(t, t − s)ρ˜µ′,ν −G(1)µ,µ′(t − s)ρ˜µ′,νG(1)µ,µ′(t)
]
C˜(ω)e−iωs
+
[
ρ˜µ,µ′G
(2)
µ′,ν(t − s, t) − G(1)µ,µ′(t)ρ˜µ′,νG(1)µ,µ′(t − s)
]
C˜(ω)eiωs
}
, (B1)
where G(1) and G(2) are defined by G(1)µ,ν(t) = 〈φµ | Sˆ(t) |φν〉 and G(2)µ,ν(t1, t2) = 〈φµ | Sˆ(t1)Sˆ(t2) |φν〉,
respectively. Here, we suppress the variable t of ρ˜(t). Now, Sˆ(t) has a complicated time dependence,
because Hˆ0 includes the interaction between the atom and the cavity mode. Then, using the
projection operator Πµ = |µ〉〈µ|atom ⊗ 1cavity, where |µ〉 is an eigenstate of Jˆ(1) with the eigenvalue
µ, we can express aˆ(t) in the following brief form:
Πµaˆ(t)Πµ =
(
aˆ − αµ
)
e−iωct + αµ , (B2)
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where αµ is defined in Eq. (9). Computing straightforwardly, we have that
G(1)µ,ν(t) = −δµ,ν(d + d∗) 2λµ√
Nωc
,
G(2)µ,ν(t1, t2) = δµ,ν
[
|d |2e−iωc(t1−t2) + (d + d∗)24λ
2µ2
Nω2c
]
.
(B3)
Substituting Eq. (B3) into Eq. (B1) and integrating over s from 0 to∞, we obtain
ρ˜µ,ν
[
2C˜(−ωc)|d |2 + C˜(0)(d + d∗)2 4λ
2
Nω2c
(µ − ν)2
− iPV
∫
dω
C˜(ω)
ω
(d + d∗)2 4λ
2
Nω2c
(µ2 − ν2)
]
, (B4)
which corresponds to −i[Σ, ρ˜]µ,ν − [Γex. + Γde.µ,ν]ρ˜µ,ν in Eq. (30).
[1] K. Baumann, C. Guerlin, F. Brennecke, and T. Esslinger, Nature 464, 1301 (2010).
[2] F. Brennecke, R. Mottl, K. Baumann, R. Landig, T. Donner, and T. Esslinger, Proc. Natl. Acad. Sci.
U.S.A. 110, 11763 (2013).
[3] T. Tomita, S. Nakajima, I. Danshita, Y. Takasu, and Y. Takahashi, Science Advances 3 (2017),
10.1126/sciadv.1701513.
[4] M. Haeberlein, F. Deppe, A. Kurcz, J. Goetz, A. Baust, P. Eder, K. Fedorov, M. Fischer, E. P. Menzel,
M. J. Schwarz, F. Wulschner, E. Xie, L. Zhong, E. Solano, A. Marx, J.-J. García-Ripoll, and R. Gross,
arXiv:1506.09114.
[5] T. Niemczyk, F. Deppe, H. Huebl, E. P. Menzel, F. Hocke, M. J. Schwarz, J. J. Garcia-Ripoll, D. Zueco,
T. Hümmer, E. Solano, A. Marx, and R. Gross, Nat. Phys. 6, 772 (2010).
[6] F. Yoshihara, T. Fuse, S. Ashhab, K. Kakuyanagi, S. Saito, and K. Semba, Nat. Phys. 13, 44 EP
(2016).
[7] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys. 80, 885 (2008).
[8] H. P. Breuer and F. Petruccione, The Theory of Open Quantum Systems (Oxford University Press,
Oxford, 2007).
[9] H. M. Wiseman and G. J. Milburn, Quantum Measurement and Control (Cambridge University Press,
Cambridge, 2009).
[10] F. Beaudoin, J. M. Gambetta, and A. Blais, Phys. Rev. A 84, 043832 (2011).
[11] M. Bamba and T. Ogawa, Phys. Rev. A 89, 023817 (2014).
16
[12] R. H. Dicke, Phys. Rev. 93, 99 (1954).
[13] K. Hepp and E. H. Lieb, Ann. Phys. (N. Y.) 76, 360 (1973).
[14] Y. K. Wang and F. T. Hioe, Phys. Rev. A 7, 831 (1973).
[15] C. Emary and T. Brandes, Phys. Rev. E 67, 066203 (2003).
[16] D. Nagy, G. Szirmai, and P. Domokos, Phys. Rev. A 84, 043637 (2011).
[17] E. G. D. Torre, S. Diehl, M. D. Lukin, S. Sachdev, and P. Strack, Phys. Rev. A 87, 023831 (2013).
[18] S. Fuchs, J. Ankerhold, M. Blencowe, and B. Kubala, J. Phys. B 49, 035501 (2016).
[19] B. Öztop, M. Bordyuh, Özgür E Müstecaplıoğlu, and H. E. Türeci, New J. Phys. 14, 085011 (2012).
[20] J. Larson and E. K. Irish, J. Phys. A 50, 174002 (2017).
[21] D. Barberena, L. Lamata, and E. Solano, Sci. Rep. 7, 8774 (2017).
[22] A. Caldeira and A. Leggett, Physica A 121, 587 (1983).
[23] R. J. Glauber, Phys. Rev. 130, 2529 (1963).
[24] D. Bozyigit, C. Lang, L. Steffen, J. M. Fink, C. Eichler, M. Baur, R. Bianchetti, P. J. Leek, S. Filipp,
M. P. da Silva, A. Blais, and A. Wallraff, Nat. Phys. 7, 154 (2010).
17
