Monographs, texts, and guides designed to inform readers about the meanings and interpretations of test scores frequently misinform instead, because the standard error of measurement is misapplied. The standard error of measurement, trjXl -r 17 )*, is an estimate of the variability (i.e., the standard deviation) expected for observed scores when the true score is held constant. To set confidence intervals for true scores given an observed score, the appropriate standard error is that for true scores when observed scores are held constant and estimated by o-i [r u ( 1 -r u ) ] *; and the interval is around the estimated true score rather than around the observed score. Except in the case of perfect reliability, the estimated true score is not the observed score, but is a value regressed toward the mean.
The standard error of estimate, termed the standard error of measurement (i.e., a\ x , where the subscript 1 indexes an observed test score and * indexes a presumed true score and the order of the subscripts implies that Xi is predicted from X x ), seems frequently to be misapplied because many sources tend to promote the erroneous notion that an interval Xi ± <ri» includes the true scores of approximately two thirds of those obtaining scores of Xi (Educational Testing Service, 1977, p. 16; Lemke & Wiersma, 1976, p. 79; McLaughlin, 1964, p. 18) .
A common model (Guilford, 1936, p. 413 ) for representing the variables involved when observed scores, true scores, and reliability are of concern can be represented by X\ = X x + e and Xj = X x + E, where X\ and Xj indicate observed scores (e.g., on alternate forms of a test), X x indicates a true score value underlying the observed scores, and e and E represent errors of measurement. It is assumed that (a) true and error components are independent so that r ex = r Ex = r eB -0, (b) the expected value of error components is zero, and (c) <7 e 2 = <r.E The point that needs to be made about observed scores, true scores, and reliability is that one must distinguish between three different standard errors of estimate, each associated with one of three prediction situations that might be considered. Using deviation scores (i.e., x = X -MX) for simplicity, using ± to indicate a predicted value, and noting that r\i = r loo 2 , the three standard errors of estimate and the associated prediction to which each applies are = *.. (1) :
. (2) are analogous; thus, assuming homoscedasticity, (a) <n«, is the standard deviation of observed scores if the true score is held constant, (b) <r x i is the standard deviation of true scores if the observed score is held constant, and (c) a\i is the standard deviation of X\ scores if XT scores are held constant. (It can also be noted that o-u 2 = o"i«. 2 + o^i 2 -) The standard error of measurement is commonly reported along with estimates of ru, and it is important to do so because trio, 2 is a measure of the amount of error variance that obtains in a set of observed scores. Furthermore, 0-1,0 as an indicator of measurement error tends to stay constant across populations, whereas ru varies in magnitude depending on the heterogeneity (i.e., range of talent) represented in the group. Both the reliability coefficient and the standard error of measurement provide useful, descriptive information.
But the interpretation that an interval that extends one standard error of measurement above and one standard error of measurement below an obtained score will include the true scores of approximately two thirds of the individuals who received this obtained score (as implied in the references cited earlier) is in error. The reason is that the prediction implied here is that of a true score given an obtained score, and as noted by the prediction in Formula 2, the predicted value of the true score is not the observed score itself, but is an estimate regressed toward the mean. The appropriate standard error of estimate in this situation would be <r M i, not <r\ x .
To illustrate for a set of values in which Mi = M/ = 500, <7i = 07 = 100, and ru = .90, one finds <7i« = 31.623, a x i = 30.00, and a\i -43.589. For all persons who scored 700 on this test, we would infer that the average (i.e., predicted) true score for these persons is 680 and that about two thirds of their true scores lie in the interval 680 ± 30, or between 650 and 710. (On a retest of these individuals one would expect to find two thirds of their retest scores in the interval 680 =fc 43.6.)
Standard reference texts (e.g., Guilford, 1936 Guilford, , 1954 Lord & Novick, 1968; Nunnally, 1978) either make or imply the distinctions, of course; but their cautions, caveats, and admonishments are often unheeded, ignored, or misinterpreted in the applied literature. Guilford (1936) included a footnote:
Too often one finds the interpretation of a o-i«, misstated. For a given score of 50 when a\* is 4, one is likely to read the interpretation that "the probability is two-thirds that the true score lies between 46 and 54." The latter statement implies the prediction of X a from Xi. (p. 414) On the next page he suggested, " It is correct practice to speak of a\ x as the standard error of a raw score and of a x i as the standard error of a true score" (p. 415). Lord and Novick (1968, pp. 67-68) provided formulations equivalent to our three formulae for the three standard errors of measurement and suggested naming the various standard errors as (a) the standard error of measurement, (b) the standard error of estimation, and (c) the standard error of prediction.
Nunnally (1978), in discussing the standard error of measurement, emphasized that One can use it to set confidence zones for obtained scores, but in so doing one must understand that such confidence zones are not symmetrical about the obtained score. Thus, although it usually is done in practice, it is incorrect to set the 95 percent confidence zone as equaling two standard errors of measurement below and two above the obtained score, (p. 218) The first reference to scores in this quotation should have been to true scores rather than to obtained scores. Using the standard error of measurement in the situation in which true score intervals are inferred from obtained scores will not lead to serious error (providing, of course, that regression is taken into account), inasmuch as the standard error in Formula 2 will be less than the standard error in Formula 1 although their values are reasonably close to one another when reliability is high, as seen in the illustration above. Using the standard error in Formula 1, then, even though the standard error in Formula 2 is appropriate will lead to a somewhat liberal interval. But if one desires to set confidence intervals for obtained scores (say on a retest), then the appropriate standard error is <TU, and using the standard error of measurement in such a situation could lead to a serious underestimation of the interval.
In summary, the standard error of measure-ment is an estimate of the variability (i.e., standard deviation) of observed scores given a true score and is clearly inappropriate for the situation in which one sets confidence limits for true scores given a fallible, obtained score. For the latter situation one requires the standard deviation of true scores when the observed score is held constant. This standard error is indicated by Formula 2. Equally important is to recognize that the estimated true score, given an observed score, is a value regressed toward the mean, and any confidence interval for true scores will be symmetrical around this regressed value for the true score, not around the observed value.
