ABSTRACT Nowadays, breast cancer has increasingly threatened the health of human, especially females. However, breast cancer is still hard to detect in the early stage, and the diagnostic procedure can be timeconsuming with abundant expertise needed. In this paper, we explored the deep learning algorithms in emerging photoacoustic tomography for breast cancer diagnostics. Specifically, we used a pre-processing algorithm to enhance the quality and uniformity of input breast cancer images and a transfer learning method to achieve better classification performance. Besides, by comparing the area under the curve, sensitivity, and specificity of support vector machine with AlexNet and GoogLeNet, it can be concluded that the combination of deep learning and photoacoustic imaging has the potential to achieve important impact on clinical diagnostics. Finally, according to the breast imaging reporting and data-system levels, we divided breast cancer images into six grades and designed a segmentation software for identifying the six grades of breast cancer. Then, we tested based on MAMMOGRAPHYC IMAGES DATABASE FROM LAPIMO EESC/USP (Laboratory of Analysis and Processing of Medical and Dental Images) to verify the accuracy of our segmentation method, which showed a satisfactory result.
I. INTRODUCTION
Nowadays, breast cancer has increasingly threatened the health of human, especially females. According to the report from 2017 China's Cancer Status and Trends, the incidence of breast cancer ranks first among female malignant tumors. Today, with the continuous advancement of medical technology, breast cancer is still one of the most threatening cancers, and a new breast cancer patient will be diagnosed every 26 seconds in the world. The growth rate of breast cancer in China is twice the global average growth rate, ranking first in the world. Therefore, diagnosing the breast cancer as early as possible is undoubtedly of top priority. In fact, the impairment of breast cancer can be controlled or averted if it is detected and treated in time. However, many patients miss the best time for treatment since there are few signs or symptoms at the early stage of breast cancer. Furthermore, the diagnosis of breast cancer mostly depends on experienced experts and the procedure can be time-consuming. Therefore, automated diagnosis approaches have great potential to accurately detect breast cancer in a short time [1] , [2] , which will further improve the screening efficiency of breast cancer and decrease the death rate.
At present, the diagnosis of breast cancer mainly uses X-ray CT (Mammography), which is not sensitive to radiographically high-density mammary glands, and not suitable for frequent screening due to the toxicity of X-ray; On the other hand, the time consumption of nuclear magnetic resonance imaging (MRI) is too long (about 45 minutes), and the cost of MRI is quite expensive; Ultrasound detection is absolutely non-invasive and low-cost, but highly depends on the doctor's experience due to its low image quality [3] , [4] .
In this paper, we propose to apply the deep learning algorithm in emerging photoacoustic tomography (PAT) for breast cancer diagnostics [5] - [9] . PAT converts the light into sound through optical absorption and thermoplastic expansion, overcoming optical diffusion limit with deep ultrasonic penetration. The main contribution of our work is to explore the application of deep learning methods in the diagnosis of breast cancer in PAT [4] , [10] , [11] . Then, we compare the traditional machine learning classification algorithm with the deep learning method in simulation study [11] - [13] . The traditional supervised learning method is firstly applied to photoacoustic images of breast cancer generated in K-wave PA imaging simulation, extracts the Scale-Invariant Feature Transform (SIFT) features, and then uses K-means clustering to obtain the feature dictionary. The histogram of the feature dictionary was used as the final features of the image. Support Vector Machine (SVM) was used to classify the final features, achieving an accuracy of 82.14%. In the deep learning methods, AlexNet and GoogLeNet were used to perform the transfer learning, achieving 89.23% and 91.18% accuracy, respectively. Finally, by comparing the Area Under the Curve (AUC), sensitivity, and specificity of SVM with VGG, and GoogLeNet, it can be concluded that the combination of deep learning and photoacoustic imaging can achieve higher diagnostic accuracy than traditional machine learning [14] - [17] . In order to improve the diagnostic efficiency of benign breast cancer and avoid excessive medical treatment and meaningless chemotherapy, this paper also introduces a custom-designed diagnostic software for breast cancer based on Mathematica's open source for life sciences.
II. METHODS

A. DATA PREPROCESSING
A total of 217 images of breast cancer were used in this paper, including 123 images of normal people and 94 images of people with breast cancer. The input image is an X-ray breast cancer image in GIF format. Data preprocessing includes four main steps: covert to RGB image data and then convert to grayscale image, reset image direction, remove the original red circles in the image, and finally output highresolution breast cancer grayscale illustration. The images before and after preprocessing can be seen in Fig. 1 as an example.
Plentiful high-quality data is the key to train machine learning models, which is not always available, especially for emerging medical imaging modality, such as photoacoustic imaging. One way to get around a lack of data is to augment dataset. Generally, the model could be more robust and can even be simpler due to a better training set. In this manuscript, we mainly utilized the two approaches: adding noise and applying rotation or cropping. In addition, the rotation angle and the cutting ratio are also the optimal adjustment ratios obtained after numerous experiments and adjustments repeatedly.
Detailed steps of images preprocessing are described as follows: (1) Scale each image by ±10% randomly (2) Resize according to its original ratio to the short side as 224 pixels (3) Take some steps to augment the images. 50% of the images are flipped horizontally. The edges of them will be randomly cropped by 0% to 15%. All pixel values of these images are randomly added up with value from −10 to 10, multiplied by value from 0.85 to 1.15, and improved or worsened the contrast by ±25%. These images are scaled by ±10% vertically and horizontally. They are randomly rotated by between −180 and 180 degrees. All these steps to augment the images are performed randomly.
(4) Take some steps to reduce the image noise and make the features we need more explicit. First, convert RGB image data to grayscale image. Then, reset image direction, remove the original black circles in the image. Then, we can finally output high-resolution breast cancer grayscale illustration. The Fig.2 is the result of the horizontal, vertical offset or the corresponding amplitude of the horizontal transformation. It can be seen that this can indeed achieve better classification results and prevent over-fitting problems.
B. TRANSFORMATION FROM X-RAY IMAGE TO PA IMAGE
The acoustic field of photoacoustic imaging can be simulated by K-wave pseudo spectral method [18] , and has been implemented in MATLAB's K-wave toolbox.
K-wave is an open source simulating tool, which is suitable for MATLAB and C++ environments. It aims to be simple and fast for photoacoustic modeling and simulation. The main function involves the solution to the problem of simulating photoacoustic waves in forward and backward propagation and reconstruction in a lossless or loss medium. The region of numerical simulation is shown in Fig. 3 , which is based on uniform grid of 256 × 256 pixels with a pitch of 46 µm for the 2D simulation study.
A perfectly matched layer (PML) with thickness of 20 grid points was employed surrounding the simulation region to avoid acoustic wave reflection at the boundary. The acoustic velocity is set to be 1500 m/s in soft tissue; and acoustic attenuation of the region is set to be 0.75 dB/(MHz · cm) [19] - [21] that is similar with breast tissue. In Fig. 2 for full field-of-view scenario, 70 acoustic sensors were placed evenly on a circle with radius 4.5 mm to receive the photoacoustic waves.
In response to the conversion, we use the K-wave simulation toolbox for photoacoustic signal generation and image reconstruction. First, the sound field is propagated inside the breast cancer, and then, the echo signals received by the acoustic sensor are used to reconstruct the model according to the interpolation. Finally, the visualization of the internal ultrasound field distribution of the tumor is realized. The simulation uses the X-ray breast cancer images as input, thereby converting the original X-ray images to simulated photoacoustic images. As shown in Fig. 4 , the result of the object in the reconstructed image is clear and shows good agreement with the original X-ray images.
C. TRADITIONAL MACHINE LEARNING ALGORITHM FOR BREAST CANCER CLASSIFICATION
In medical imaging field, the use of machine learning to assist in diagnosis has been widely studied to avoid subjective errors of doctors, and increase diagnostic efficiency. Support Vector Machine (SVM) is a binary classification model. Its basic idea is to classify a set of samples containing positive and negative examples. And the purpose of SVM is to find a hyperplane to segment samples according to positive and negative examples. In order to describe the data points nearest to the separating hyperplane, this paper utilizes two hyperplanes parallel to the hyperplane that is equal in distance.
The sample points on these two hyperplanes are also the points closest to the separating hyperplane in theory. Their existence determines the position of H 1 and H 2 supporting the dividing lines. Two hyperplanes can logically define the interval mentioned above. In the two-dimensional case, the formula for the distance between ax + by = C 1 and ax + by = C 2 is:
It can be deduced that the interval between two hyperplanes of H 1 and H 2 is 2 ||w|| , that is, the present purpose is to maximize this interval. Therefore, SVM problems can be converted into solving the following equations.
In this paper, we use Gaussian radial basis kernel, and γ is a constant.
Before using SVM for classification, this paper need to use Scale-Invariant Feature Transform (SIFT) for extract local features of images in computer vision algorithms. Here this paper would introduce SIFT in details. It finds extreme points in the spatial scale, and extracts its position, scale, and rotation information to make it a general feature for different images. Because SIFT extracts partial features, it is far more effective than general algorithms for detecting occluded objects. Also, the SIFT feature is based on the point of interest of some local appearance of the object regardless of the size and rotation of the image. And it is also very robust for different complex scenarios. Generally, about ten SIFT feature points are sufficient to determine an object and calculate the position of the object. The whole process of SVM classification can be summarized as follows:
Step (1): The first step is to use the bag-of-words model (BoW model) for image classification by treating image features as words. In document classification, a bag of words is a sparse vector of occurrence counts of words; that is, a sparse histogram over the vocabulary. A bag of visual words is a vector of occurrence of a vocabulary of local image features.
In the process of breast cancer diagnosis, we extract the independent visual vocabulary from the image, the general three steps are (1) feature detection (2) feature representation (3) word book generation.
In the diagnosis of breast cancer, although the benign and malignant breasts are different, there are still many common grounds sharing similar features. For example, in areas where there is no tumor, no significant difference can be observed between benign or malignant breasts, so they can be extracted as a visual vocabulary for identifying such targets. The SIFT algorithm extracts the invariant features in the image into a word list and uses it to redisplay the image.
Step (2): The second step is to construct a word list using the K-Means algorithm. The K-Means algorithm is an indirect clustering method based on the measure of similarity between samples. Similar samples can be automatically grouped into one category, as shown in Fig. 5 (b) . This algorithm takes K as a parameter and divides N objects into K clusters, which makes the clusters have high similarity, and the similarity between clusters is low.
According to the distance between the visual vocabulary vectors extracted by SIFT, the K-Means algorithm can be used to merge words with similar meanings. This will ultimately determine the categories to which each sample belongs, as well as the centroid of each category.
Step (3): The third step is to use the words in the word list to represent the image. According to the SIFT algorithm, a large number of feature points can be extracted from each image, and these feature points can be replaced by word approximations in the word list. Then, count the number of times each word in the word list appeared in the image. In this paper, the vocabulary will construct a visual vocabulary from normal and malignant breast cancer images and construct them into a vocabulary. Similar words are merged into the same class, and the number of times these words appear in different targets can be obtained to get a histogram representation of each image. In terms of the two classifications, the vocabulary quantity K of the word list is 512, and we finally get the ideal result. The whole process can be seen in Fig. 5 (b) .
D. DEEP LEARNING ALGORITHM FOR BREAST CANCER CLASSIFICATION
Most of the medical images are processed by artificial feature extraction, and the artificial feature extraction method requires the researcher to have a strong insight into the relevant field of expertise, and such annotations will take a huge amount of time. Unfortunately, the acquired features are even not the best. So this paper proposes to use a combination of deep learning and transfer learning. The novelty is that we can obtain better robustness with limited datasets based on the transfer learning.
The use of deep learning methods can avoid the use of manual-based feature extraction, which requires strong insight into the relevant field of expertise, and such labeling will consume a lot of time. Moreover, features obtained may not necessarily be the best features. Therefore, here we adopted a combination of deep learning and transfer learning to achieve fast and robust results with limited PA imaging data sets.
Transfer Learning is one kind of machine learning methods (schematic shown in Fig.6 ), which transfers knowledge from one domain, source domain, to another domain, target domain, so that the target domain can achieve fast and better learning results [22] , [23] . Usually, the amount of data in the source domain is sufficient, while the amount of data in the target domain is small. The scenario of PA image classification is very suitable for transfer learning due to its lack of data sets. In this case, if the appropriate transfer learning method can be used, the classification result of the task with insufficient sample can be greatly improved. Through the introduction of pre-trained AlexNet by modifying its fully connected layer, it can meet the requirements of the subject about classification of normal and malignant tumors. While the amount of data is small, we only need to change the fully connected layer.
By introducing the pre-trained AlexNet, the fully connected layer is modified to meet the classification of benign and malignant tumors. After testing, the accuracy of AlexNet-based transfer learning was improved compared to the traditional SVM method. In detail, it is divided into eight layers: five convolutional layers and three connected layers as shown in Fig. 7 . Each convolutional layer contains local response normalization (LRN) and then subjected to downsampling (pool processing). Besides, RELU can improve the speed of training and the pool processing can speed up the progress. It could greatly reduce the over-fitting effect, and the local response normalization (LRN) can enhance the accuracy.
Then we use GoogLeNet-based transfer learning for photoacoustic breast cancer classification. This convolution kernel of different sizes in GoogLeNet can extract features of different sizes, so the feature extraction capability of the single layer is enhanced, and the extracting breast cancer information is also increased. (shown in Fig.8.) Furthermore, the traditional neural network uses convolution-down sampling-convolution. Although this can extract different VOLUME 7, 2019 FIGURE 7. Transfer learning is good for small and very similar database, which only need to fine-tune the last few layers. sizes of information, it is inevitable that information will be lost due to the down-sampling.
The use of different sizes of convolution kernels means different sizes of receptive fields, and the final concatenation means the fusion of features of different scales. The reason why the size of the convolution kernel is 1, 3, and 5 is mainly for convenience of alignment. After the convolution step size is set to stride = 1, as long as the values of pad = 0, 1, and 2 are respectively set, the features of the same dimension can be obtained after the convolution, and then these features can be directly connected together. So when the inception module is embedded, the pooling can be quite effective. The deeper the network, the more abstract the features, and the larger the receptive fields involved in each feature. So as the number of layers increase, the proportion of 3 × 3 and 5 × 5 convolutions should also increase.
E. THE THRESHOLD SEGMENTATION WITH THE DYNAMIC PROGRAMMING
This paper combines the threshold segmentation with the dynamic programming. Firstly, the threshold segmentation algorithm is used to locate the tumor edge, and then the initial edge is corrected by dynamic programming so that the final edge would be closer to the actual edge of the tumor. According to the Breast Imaging Reporting and Data System (BI-RADS) levels, we divided breast cancer images in to six grades and designed a segmentation software for identifying the six grades of breast cancer. This program is intended to be used for photoacoustic breast cancer analysis based on Mathematica's open source of life sciences. The program automatically creates thresholds for the given image, determining the segments of tumor. Through this program, we can vary the thresholding parameters, ''foreground threshold'' and ''size threshold'', and switch between the two images that can be loaded using the ''image number'' buttons.
First, this paper will illustrate the method of threshold separation: after a series of image processing, there is a clear gray scale difference between breast cancer and surrounding tissues in ROI, so the appropriate enthalpy value can be selected to achieve the separation of breast tumor and background by binarization. It has been experimentally found that the photoacoustic image of the mammary gland generally has no obvious bimodal structure, so the binarized enthalpy of the image cannot be determined by the common ''double peak method''. This paper uses a simple ''manual depreciation strategy''.
From above, I s (x, y) is the gray mean value of breast cancer obtained by adjusting the foreground threshold slider above the manipulated program; I (x, y) is the gray mean of ROI obtained by adjusting the size threshold slider, and g B (x, y) is the gray mean of the ROI after preprocessing. The initial breast cancer mass map is outlined by continuously calibrating the size threshold and the foreground threshold. After the above treatment, the breast tumor has a clear and continuous edge, but the edge extraction method is simple, and only the basic pixel information of the image is utilized, so the obtained edge only be a rough result. In order to obtain more accurate edge localization, this paper uses the dynamic programming method to further correct the position of the edge pixels based on the initial edge obtained by the threshold segmentation method, so that the final edge is closer to the actual edge of the tumor.(shown in Fig. 9 .) The dynamic programming algorithm in this paper is a discretization model based on the active contour of Kass. The total energy of the active profile is defined as:
{v i } is the initial edge; E nt is the internal energy, which can constrain the shape of the active contour; E ext is the external energy that can direct the contour to the target's salient feature motion. The two energy distributions are defined as:
α and β respectively control the elasticity and rigidity of the contour; γ control the movement ability of the contour;
∇I (v i ) as the image gradient of the g B (x, y). Since the initial edge of the previous segmentation has been located at the edge of the tumor as a basis, the same value used in this paper and in different images do not affect the convergence results.
The specific values are α = 0.5, β = 2, γ = 30.
III. SIMULATION RESULTS
The data used in this work is available at the Digital Database for Screening Mammography (DDSM) [24] . In this section, we would further analyze and compare the results of the SVM, AlexNet, and GoogLeNet in simulation. This work used a total of 217 images of breast cancer images, of which 123 images are normal people and 94 images are from patients suffering from breast cancer. We used 80% of the images for training and the remaining images for testing. When 512 clusters are selected for K-means, the image is read and converted to a grayscale image, looking for SIFT feature points, and then matched according to the feature dictionary. Therefore, we will use the nonlinear SVM based on Gaussian radial basis function to process the photoacoustic images of breast cancer. According to the SVM classifier, the overall accuracy rate for breast cancer classification was 82.14%, and the sensitivity reached 78.57% (shown in Table 1 ).
Then, we pre-train AlexNet and modify its fully connected layer, so that it can meet the requirements of the subject about classification of normal and malignant breast tumors. The testing results show that the accuracy of AlexNetbased transfer learning improved compared to traditional SVM method. The accuracy on the training data reach 100% and the accuracy on testing set is 87.69%.
Finally, we choose GoogLeNet for image classification. Obviously, GoogLeNet adopts a modular structure for easy addition and modification; the network uses average pooling instead of the full connection layer. The accuracy on the training data reaches 100%, and the accuracy is 91.18% for testing set from Fig.10 .
The classification results of deep learning were significantly better than that of SVM, and the accuracy of deep learning was over 87%. The highest accuracy is achieved by GoogLeNet reaching 0.9918, which means that the deep learning algorithms are better than traditional machine learning for breast cancer classification in PA imaging.
Before further evaluating the performance of the deep learning method, several indicators need to be clarified first. Sensitivity refers to the test's ability to correctly detect ill patients who do have the condition. In an example of a medical test used to identify a disease, the sensitivity of the test is the proportion of people who test positive for the disease among those who have the disease. While specificity relates to the test's ability to correctly reject healthy patients without a condition. Considering the example of breast cancer diagnosis, specificity of our test is the proportion of healthy patients known not to have the disease, who will test negative for it. Generally, a test with a higher specificity has a lower type error rate. Meanwhile, accuracy is used as a statistical measure of how well a binary classification test correctly identifies or excludes a condition. Hence, the accuracy is the proportion of true results (both true positives and true negatives) among the total number of cases examined (shown in Fig. 11 ).
In summary, tp stands for true positives; fp stands for false positives; fn stands for false positives; tn stands for true negatives. Mathematically, it can be expressed as follows:
By comparing the AUC, Sensitivity, Specificity and Accuracy of SVM, AlexNet, GoogLeNet, this paper shows how transfer learning combined with photoacoustic imaging can be applied to the realistic clinical research.
Furthermore, although our algorithm can possibly distinguish between breast cancer patients and normal people. However, patients with different degrees of breast cancer have completely different symptoms and different diagnostic measures. Early patients only need to take the medicine on time, and patients with malignant breast cancer need chemotherapy and surgery.
Hence, we have developed a program, which is intended to be used for photoacoustic breast cancer analysis based on Mathematica's open source of life sciences. The program automatically creates thresholds for the given image, determining the segments of tumor. Through this program, we can vary the thresholding parameters, ''foreground threshold'' and ''size threshold'', and switch between the two images that can be loaded using the ''image number'' buttons [25] , [26] .
BI-RADS is the abbreviation of Breast Imaging Reporting and Data System [27] . It is also a grading evaluation standard for breast ultrasound diagnosis. Table 2 shows the six levels of breast cancer as well as their interpretation.
In this work, we will divide the existing breast cancer dataset into six categories according to BI-RADS level, thus helping doctors to better diagnose and treat cancers. According to BI-RADS level, breast cancer with low level do not require any treatment, while those malignant breast cancers with high level require timely chemotherapy (shown in Fig. 13) .
In this paper, we develop an automated diagnosis system to reconstruct photoacoustic breast cancer images, and classify the images into six classes. As shown in Table 3 , we defined the severity of breast cancer based on the color difference between the tumor mass and the normal skin in the photoacoustic images. After constantly adjusting the parameters and calculations, we define the image's foreground threshold level less than 0.15 as level 1; the foreground threshold level between 0.15 and 0.2 is level 2; the foreground threshold level between 0.2 and 0.3 is level 3 and so on. The experiment result and evaluation indicate that the system achieve good performance. The investigation also proves that our diagnosis system has great potential to aid breast cancer more rapidly and accurately and further improve the screening rate of patients with benign or malignant breast cancer.
In order to verify the accuracy of our segmentation experiments, we next tested based on MAMMOGRAPHYC IMAGES DATABASE FROM LAPIMO EESC/USP (Laboratory of Analysis and Processing of Medical and Dental Images). As shown in Table 4 , all X-ray photos in LAPIMO have already marked their BI-RADS level, so we extracted 50 images from each level and calculated the BI-RADS rating by our segmentation algorithm. From comparison, the final accuracy rate is 85%, 83%, 96%, and 93%. It also further proves that using our algorithm can predict different stages of breast cancer. Hence, the timely diagnosis can be made.
IV. CONCLUSION
In this paper, we simulate via K-wave toolbox to classify the obtained photoacoustic imaging breast cancer images (shown in Fig. 12 (a)-(f) ) using SVM algorithm. Firstly, feature extraction was performed through SIFT, and then the obtained features were clustered by K-means algorithm to form a feature dictionary. Finally, it was found that the accuracy was 82.14%. Lastly, the deep learning algorithm was used to classify breast cancer images. AlexNet and GoogLeNet respectively achieved accuracy about 87.69% and 91.18%.
Firstly, although medical data is scarce, the image preprocessing and data enhancements made in this paper have greatly optimized the input image data and prevented the over-fitting problem. Secondly, this paper uses the K-wave algorithm to convert the original X-ray image into a photoacoustic image. Besides, when using GoogLeNet network, this paper adds the inception V3 model. The first novelty was to introduce factorization into small convolutions, which split a large two-dimensional convolution into two smaller onedimensional convolutions, while also saving many parameters, speeding up the operation and reducing overfitting. At the same time, the expression ability of the nonlinear extended model is increased. Furthermore, by splitting this asymmetric convolution structure, the result is more obvious than the symmetric splitting into several identical small convolution kernels, which can handle more and more spatial features and increase feature diversity.
Lastly, in the process of extracting the edge of the breast mass, this paper uses the threshold segmentation method to give the initial edge of the breast tumor, and then combines with the dynamic programming method to correct the initial edge, so that the final extracted edge is closer to the edge of the actual tumor. By manually moving the slider of the interactive manipulated program, the principle is simple, the anti-interference ability is strong, and the edge of the breast tumor has strong edge extraction ability. It also has a good application prospect for the benign and malignant automatic differentiation of breast cancer tumors.
