Optical characterization of copper indium gallium diselenide thin films by Hebert, Damon
  
OPTICAL CHARACTERIZATION OF  
COPPER INDIUM GALLIUM DISELENIDE THIN FILMS 
 
 
 
BY 
 
DAMON HEBERT 
 
 
 
 
DISSERTATION 
Submitted in partial fulfillment of the requirements  
for the degree of Doctor of Philosophy in Materials Science and Engineering 
in the Graduate College of the 
University of Illinois at Urbana-Champaign, 2012 
 
 
Urbana, Illinois 
 
Doctoral Committee: 
 Professor Angus A. Rockett, Chair and Director of Research 
 Professor John R. Abelson 
 Professor Emeritus Stephen G. Bishop 
 Professor Joseph W. Lyding 
 
 
 
 
 
ii 
 
ABSTRACT 
 
Cu(In,Ga)Se2 (CIGS) and its alloys are the leading choice for thin film 
photovoltaic absorber layers due to their high performance in devices, low degradation, 
high optical absorption coefficient and high tolerance to off-stoichiometry and intrinsic 
defects.  Film conductivity and recombination losses are controlled by intrinsic point 
defect concentrations, especially in the near-surface space-charge region of the 
heterojunction.  Despite the amount of research already performed on CIGS alloys, their 
optoelectronic properties, defect chemistry and recombination mechanisms are still 
poorly understood.  The focus of this dissertation is to optically characterize a selection 
of CIGS absorber layers fabricated by various techniques in order to better understand the 
radiative emission and defect physics.  This work aims to identify the defects responsible 
for recombination and their relation to grain boundaries and band edge fluctuations, 
which limit device performance.   
This study used photoluminescence (PL) spectroscopy, photoluminescence 
excitation (PLE) spectroscopy, and cathodoluminescence (CL) to study radiative 
emissions from a variety of Cu-poor CIGS thin films.  Three general types of CIGS films 
were analyzed.  Polycrystalline layers deposited on Mo-coated soda lime glass, 
polycrystalline layers deposited on metal foil, and epitaxial films grown on (100) and 
(111) GaAs were analyzed in this work.  This work concludes that the donor-acceptor 
pair recombination model used in most interpretations of CIGS emission should be 
replaced with a model that accounts for high compensation and band edge fluctuations, 
which is shown to be undoubtedly the case in Cu-poor CIGS.  Within this model, the 
most commonly observed emissions were explained as free-to-bound types, specifically 
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band-to-impurity (BI) and tail-to-impurity (TI) types.  Band tail width was measured by 
PLE.  A correlation was established between band tail width and device efficiency.  CIGS 
absorber layers that produced devices of higher performance showed narrower band tails.  
CL and PL showed an additional deep emission in Na-free films, not present in Na-
containing films grown in parallel.  It is concluded that most grain boundaries in CIGS 
act as collection areas for point defects and point defect clusters but also are more or less 
inactive with respect to recombination due to their built-in electrostatic hole barrier.  
Spectral and spatial emission characteristics were studied on plan-view CIGS 
surfaces that were covered with a ~50 nm thick CdS film by chemical bath deposition 
(CBD).  It is concluded that spectral changes that others have observed in the emission of 
CdS-treated films is a result of the CBD process itself and not the resulting film or the 
formation of the heterojunction.  The effect of low temperature (~180°C) air annealing on 
the emission characteristics of CdS/CIGS thin films was studied by cryogenic infrared 
and visible PL.  Spectral shape was not significantly affected by annealing for either film, 
but PL intensity did show some dependence on anneal time for both films, which led to 
an estimate of an optimal time window of 3-10 hours for low temperature annealing. 
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CHAPTER 1 
 
INTRODUCTION 
 
1.1 Motivation 
Thin film photovoltaics, such as amorphous Si, CdTe and Cu(In,Ga)Se2 (CIGS), have 
received extensive attention in recent years due to their advantages over the incumbent 
solar technology, bulk crystalline Si [1, 2].  Thin film materials absorb light in 0.5-2 µm 
instead of tens to hundreds of micrometers (for crystalline Si), a property which leads to 
obvious advantages in materials and manufacturing costs as well as the ability to use light 
weight flexible substrates.  CIGS and its alloys are the leading choice for thin film 
photovoltaic absorber layers due to their high performance in devices, low degradation, 
high optical absorption coefficient and high tolerance to compositional variations and 
intrinsic defects.   
Typical device-grade CIGS polycrystalline layers are deposited on Mo-coated 
soda-lime glass [3].  The CIGS layer is coated with CdS by a chemical bath deposition 
method and a top transparent conducting oxide (ZnO) is applied.  A device configuration 
such as this has produced the highest efficiency non-epitaxial thin film single junction 
devices exceeding conversion efficiencies of 20.3% [4].   
Film conductivity and recombination losses are related to intrinsic point defect 
concentrations, especially in the near-surface space-charge region of the p-n junction.  In 
fact, CIGS is so dominated by intrinsic point defects that it is almost impossible to 
extrinsically dope.  The material is considered highly compensated, i.e. it has high 
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concentrations of intrinsic donors and acceptors that control the film conductivity and 
transport properties.  Point defects are thought to cluster and give rise to local 
compositional variations which cause band edge fluctuations and therefore band tails that 
extend into the forbidden gap of CIGS [5, 6].  As well-studied as CIGS alloys are, their 
optoelectronic properties, defect chemistry and recombination mechanisms are poorly 
understood.   
It is well known that single crystal silicon solar cells far outperform their multi-
crystalline counterparts, whose grain boundaries are known to getter impurities and trap 
carriers, promoting recombination.  In contrast, single crystal CIGS devices (bulk or 
epitaxial) have never been shown to produce as efficient devices as those made from 
polycrystals, despite controlled variation in surface orientation and polarity based on 
substrate orientation [7].  Interestingly, CIGS alloys show little degradation due to 
dislocations, grain boundaries or other extended defects by comparison with group IV 
and III-V semiconductors.  This puzzling nature of electronically benign grain boundaries 
is a key to the success of CIGS as a polycrystalline absorber layer, and much debate 
surrounds the origin of the behavior. 
There are several effects of chemistry and common growth treatments that remain 
relatively unexplored, at least from the standpoint of defects and their relationship to 
grain boundaries and band edge fluctuations.  Adjusting the Ga content of the CIGS alloy 
can push the optical band gap from ~1.0 eV for pure CuInSe2 to ~1.7 eV for pure 
CuGaSe2, making the alloy an ideal candidate for monolithic multijunction solar cells.  
However, the wide gap high-Ga content alloys produce devices that perform worse than 
would be expected from their band gap values alone.  In fact, the best devices use 
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0.21<Ga/(Ga+In)<0.38.  The best films are produced with the Cu content [Cu/(Ga+In)] 
below unity, despite the high densities of intrinsic defects that give rise to compositional 
and band edge fluctuations at this stoichiometry.  Since there is no equilibrium solid 
solubility for excess Cu, Cu-rich films tend to segregate into a near stoichiometry CIGS 
film and a Cu2Se phase on the surface, which makes Cu-rich CIGS devices inoperable. 
The addition of a small amount of Na into CIGS films during film deposition has 
been shown to improve device efficiencies by over 50% [8].  Na acts as a surfactant 
during growth, increasing grain size and assisting in point defect organization; thus 
leading to a reduction in donor concentration and an increase in p-type carrier 
concentration.  However, Na is unlikely to be incorporated into the bulk of the film as it 
segregates to surfaces and grain boundaries.  However, specific effects of Na treatment 
on point defects and its impact on their distribution with respect to grain boundaries are 
not well known.  CdS is the most common choice of a heterojunction partner for CIGS 
devices and is usually deposited using chemical bath deposition (CBD).  The CBD 
process has been shown to affect the chemistry of grain boundaries by infiltration, 
resulting in Cu leeching, Cd insertion and type-inversion of the grain boundaries.  
However, the emission characteristics have been only lightly studied [9] and there is no 
evidence differentiating the effects of the presence of the CdS layer with the effects of the 
CBD process itself.  Finally, air annealing of CdS/CIGS devices is a traditional method 
for improving their performance.  However, most studies have been conducted using 
higher temperatures than those used in industry (<200ºC) and very few have addressed 
the impact of annealing on emission characteristics of both the CIGS and CdS layers. 
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The variations on chemistry and processing discussed above are studied in this 
work in the context of three types of CIGS films.  Historically our group has studied 
epitaxial CuInSe2 films grown by hybrid sputtering and evaporation on GaAs substrates 
[7, 10].  The epitaxial films represent prototypical grain boundary-free counterparts to the 
polycrystalline films used in typical devices.  This project also enlisted CIGS samples 
from two outside sources in addition to our in-house epilayers.  The first set of samples is 
from the Institute for Energy Conversion at the University of Delaware.  They are device 
quality polycrystals grown on Mo-coated soda-lime glass and are homogenous in 
chemical depth profile.  The IEC films are accompanied by well-characterized statistical 
device results measured from samples produced in parallel to those sent to UIUC for this 
study.  IEC was able to provide samples with variations in Cu content, Ga content, and 
Na treatment.  Our lab was able to apply CdS by chemical bath deposition to IEC films.  
The second set of polycrystalline samples is from Nanosolar, Inc. (San Jose, California, 
USA).  They are device quality polycrystals grown on a proprietary metal foil.  This 
study analyzed these films in terms of a low-temperature air annealing procedure that is 
commonly used to improve device performance.  The diversity of sample types and the 
variations therein along with a unique selection of experimental techniques allow a wide-
spanning survey of spectral and spatial emission characteristics. 
1.2 Thesis statement 
The focus of this dissertation is to optically characterize a selection of CIGS 
absorber layers fabricated by various techniques in order to better understand the 
radiative emission and defect physics of CIGS and CdS.  I study the defect physics and 
emissions of CIGS materials as a function of several variables including deposition 
5 
 
technique (and substrate type), poly- or single-crystallinity, alloy composition, and post-
deposition annealing.  The effects of Na treatment during growth and CdS window layer 
deposition after growth are studied.  Through the use of the optical characterization 
methods photoluminescence (PL) and cathodoluminescence (CL), and the structural 
characterization techniques electron backscatter diffraction (EBSD) and x-ray diffraction, 
this work links micro-structural and optoelectronic properties.  
This work aims to identify the defects responsible for recombination in CIGS 
absorber layers
 
and their relation to grain boundaries and band edge fluctuations, which, 
in the latter case, are proposed to limit device performance.  PL provides information on 
recombination through defects from a large volume of sample.  I am able to record PL 
spectra as a function of sample temperature (down to liquid He temperatures), excitation 
intensity and macroscopic location on a sample.  The PL technique provides 
semiconductor defect information such as emission energy, defect identification, defect 
activation energy, energy gap and information on the effects of chemistry, temperature 
and excitation intensity on PL emissions.  In conjunction with conventional PL, I employ 
photoluminescence excitation (PLE) spectroscopy.  PLE involves varying the wavelength 
of the excitation light while monitoring the luminescence signal at a fixed emission 
wavelength.  PLE is most useful for providing information on band edge shape, energy 
gap and extrinsic absorption.  CL is used to further reduce excitation volume and increase 
spatial resolution while providing simultaneous topographic and spatial emission 
information on the same set of samples.  EBSD is used on identical sample positions as 
CL to provide crystal orientation information on a chosen area.  EBSD provides grain 
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orientation and grain boundary misorientation information and allows the exact 
determination of the location of grain boundaries on smooth, polished samples.  
While a lot of work has been done on the characterization of emissions from 
CIGS films, this study is unique in several noteworthy aspects.  A wide variety of 
material types is studied using the same analysis techniques and apparatus.  This work 
employs four different excitation sources, spanning a range from low excitation density 
(lamp) to high excitation density (CL), with continuum laser and Nd:YAG laser 
excitation in between.  This variety allows the study of differences in emission with depth 
in the film and the effects of different generation rates.  This report represents the first 
use of a continuum laser source for PLE on CIGS, which results in a marked 
improvement over typical low-power sources.  This is the first published work combining 
EBSD and cryo-CL on selenides, and the first to study planarized samples of any kind 
with the combination of techniques.  Finally, this is the first such study on foil films and 
epitaxial films, and is especially unique in the use of bicrystal films to study single grain 
boundaries.   
Through the use of this combination of optical and structural methods on a broad 
spectrum of device-grade polycrystalline and model epitaxial and bicrystal samples, the 
identification of defects responsible for recombination in Cu(In,Ga)Se2 and their relation 
to grain boundaries is demonstrated.  A detailed understanding of the defects physics of 
the chosen materials will contribute to the growing knowledge base in the solar 
community and allow further control and engineering of the best materials for solar 
applications.   
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CHAPTER 2 
 
BACKGROUND 
 
2.1 Cu(In,Ga)Se2 thin films for solar cell applications 
Research in renewable energy technologies has been stimulated in recent years by 
global energy resource and environmental concerns.  Photovoltaic technology promises a 
clean source of renewable energy provided it can compete on a cost per Watt basis with 
electricity generation in its other forms such as coal, gas, nuclear, wind and hydro.  The 
chalcopyrite structure (Figure 2.1) semiconductor Cu(In,Ga)Se2 (CIGS) and its alloys are 
leading choices for thin film photovoltaic absorber layers due to their high performance 
in devices, long-term stability, high optical absorption coefficient and tolerance to 
compositional variations and intrinsic defects.  CIGS films are intrinsically doped p-type 
and the heterojunction partner is usually CdS, but other materials have been considered.  
The first CIGS solar devices were introduced in 1976 in the form of CuInSe2 [1].  Since 
then much research and development have made CIGS the highest performing 
polycrystalline thin film technology.  The recent record CIGS solar cell has an efficiency 
of 20.3% [2]. The cell setup is standard for high performance cells (Figure 2.2): soda-
lime glass substrate (3mm), sputtered molybdenum (500–900 nm), CIGS (2.5–3.0 µm), 
chemical bath deposited CdS buffer layer (40–50 nm), sputtered i-ZnO (50–100 nm), 
sputtered Al-doped ZnO (150–200 nm) and a Ni/Al-grid.  The CIGS layer is deposited by 
four-source co-evaporation using the so-called three-stage process at substrate 
temperatures up to 620ºC [3].  It has been found that the prime stoichiometry for high 
performance is 0.69 ≤ Cu/(Ga + In) ≤ 0.98 and 0.21 ≤ Ga/(Ga + In) ≤ 0.38 [4].  Although 
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record cells are deposited on rigid substrates, CIGS films have important advantages in 
their ability to absorb light in only a very thin film of <1 µm.  These properties make 
possible low cost printing [5, 6] and electro-deposition [7, 8] of CIGS on a variety of 
flexible, low cost substrates.  However, devices on flexible substrates tend to have lower 
efficiencies.  In addition, by controlling the Ga content in CIGS films, the optical band 
gap can be tuned (from ~1.0-1.7 eV) to match the solar spectrum, making CIGS an ideal 
choice for multijunction solar cells [9].  Alloying with S instead of Se can push the band 
gap as far as 2.5 eV.  If these advantages can be realized, CIGS has a legitimate chance to 
compete with the incumbent Si solar technology.  Commercial production of CIGS solar 
cells began in 2007 and currently a handful of global manufacturers operate facilities that 
produce capacities of 20-150 MW/yr [10]. 
2.2 Recombination and point defects in Cu(In,Ga)Se2 thin films 
The efficiency of chalcopyrite single junction solar cells is limited by many 
factors that keep current efficiencies under the theoretical Shockley-Queisser limit of 
33% for AM 1.5 illumination [11].  These factors include unused low energy photons that 
are not absorbed (19%), energy lost to heat by high energy photons beyond the band gap 
energy of the absorber (31%), a limited VOC that is less than the band gap (14%), fill 
factor losses (5%), and other losses (5%) (Figure 2.3).  But this limit is based on a model 
of a well-defined band gap and a step-like absorption edge.  Instead, local spatial 
variations in the band gap due to unavoidable composition fluctuations in the ternary 
alloy result in a reduction of the ideal theoretical limit by ~0.4% (absolute) for every 10 
meV of fluctuations, a value that also depends on the average band gap [12] (Figure 2.4).    
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Recombination losses that affect devices are due to both radiative and non-
radiative recombination at extended defects such as dislocations or grain boundaries 
(GBs), but the impact of each type is not well-understood.  Studying radiative 
recombination allows the indirect study of non-radiative recombination as the two 
mechanisms are complementary.  Optical and collection losses have a simple influence 
on losses since they only reduce the short-circuit current.  Recombination losses are 
increased by inhomogeneities, not only in the energy gap, but those that cause 
electrostatic potential variations at charged extended defects like GBs.  These are 
responsible for losses in the open-circuit voltage [12].  Interpretation and modeling of 
device results suggest that device performance is limited by Shockley-Reed-Hall type 
recombination of photo-generated carriers in the space charge region [13, 14].   
Identification of the defects mediating this recombination has proven difficult and no 
particular defect has been shown to be responsible [15-17].  Impurities have been studied 
but most are harmless, including alkali metals, halides and elements from groups Ib, IIb, 
and IIIa through VIa [18].  Only a few extrinsic defects have been shown to degrade 
devices, including Ni impurities [19], CuAu superstructure ordering on the metal 
sublattice [20, 21] and Cu2Se second phases found in Cu-rich material [22].   
CIGS is a heavily compensated, chalcopyrite semiconductor; that is, it has a very 
high density of intrinsic donors and acceptors.  This property makes the material very 
difficult to extrinsically dope.  Instead, its conductivity is controlled entirely by shallow 
intrinsic point defect concentrations which can be controlled by varying the stoichiometry 
of deposited films [23] and often occur in clusters [23].  Therefore, understanding point 
defects and their organization is necessary for further optimization of devices. 
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Researchers disagree on the location of intrinsic point defects within the bandgap 
and their corresponding identification.  This discrepancy likely results from the fact that 
CIGS materials produced by different groups appear to have substantially different 
behaviors.  Processing differences are substantial from CIGS material produced by one 
group to the next.   
The formation of excess copper vacancies is thought to be primarily responsible 
for the commonly-observed p-type conductivity of the material, although Cu-on-In 
antisite defects may also contribute in Cu-rich films.  The interpretation is complicated by 
the ubiquitous formation of In-on-Cu antisite defects along with Cu vacancies, which are 
considered the mechanism by which the material compositions tend to follow a Cu2Se-
In2Se3 tie line on the ternary Cu-In-Se phase diagram (Figure 2.5).  Furthermore, density-
functional theory calculations suggest that these defects should form neutral (2VCu+InCu)0 
clusters [24]. 
A. Rockett and R. W. Birkmire [25] have reviewed defect levels identified by 
photoluminescence (PL) measurements in CuInSe2.  Identification of the sources of the 
defect levels relies on composition of the films and defect formation energies.  Two 
donor levels at 40 meV and 70 meV below the conduction band edge are assigned as Se 
vacancies, singly and doubly charged.  Two acceptor levels at 40 meV and 80 meV above 
the valence band edge are assigned as Cu-on-In antisite defects.  Unfortunately, these 
levels and their assignments do not generally agree with those assigned by temperature-
dependent conductivity [26] which report 8- and 180-meV donors assigned to In-on-Cu 
antisite defects and In interstitials.  Additionally, a deep-level trap has been observed in 
polycrystalline CuInSe2 by deep-level transient spectroscopy and other methods.  This 
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trap is 650-750 meV above the valence band edge.  More recently, Rockett et al. [17, 27] 
have found that there are two donor defect states separated by ~200 meV located 600-800 
meV and 800-1000 meV above the valence band edge.  It is likely these defects are 
related to Se vacancies because of their connection to the valence band.  These defects 
have been observed by PL, cathodoluminescence (CL) and transient photocapacitance.  
Although the bandgap of CIGS ranges from ~0.98 eV for CuInSe2 to ~1.68 eV for 
CuGaSe2, the positions of these defects with respect to the valence band edge do not 
change with alloy composition.  The defects are near the conduction band edge for 
CuInSe2 and relatively harmless.  However, they are located in the middle of the gap for 
CuGaSe2 and may be responsible for limiting the performance of such devices [28].   
Almost as many PL studies have been performed on the wide gap compound 
CuGaSe2 as CuInSe2.  Siebentritt et al. [29] have summarized composition-dependent PL 
and electrical transport measurements on such material.  The authors identify two 
acceptor levels 60 meV and 100 meV above the valence band edge and one donor 12 
meV below the conduction band edge.  They also see free- and bound-exciton emission 
and evidence of fluctuating potentials in Cu-poor material.  Identification of the 
recombination mechanisms as donor-acceptor pair transitions and excitonic emissions is 
based on excitation-power- and temperature-dependent PL measurements, but no 
identification to specific point defects is made.   
Other researchers have found various defect levels and have attributed them to 
different point defects.  Rega et al. [30] have come up with a model for the shallow 
defects in CIGS as a function of Ga content.  They claim there exist two acceptor levels 
A1=40 meV and A2=60 meV above the valence band edge as well as one donor level 
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D=10 meV below the conduction band edge in CuInSe2, while the defect levels evolve to 
A1=60 meV, A2=100 meV and D=13 meV for CuGaSe2.  They claim that the same 
defect levels appear in both polycrystalline and epitaxial material.  Identification of the 
recombination mechanisms as donor-acceptor pair (DAP) transitions and excitonic 
emissions is based on excitation-power- and temperature-dependent PL measurements.   
2.3 Emission characterization of Cu(In,Ga)Se2 thin films 
One of the most common defect characterization methods is photoluminescence 
(PL).  PL has been performed on CIGS epitaxial layers [30-32],  polycrystals [33] and 
bulk single crystals [34, 35] in the past two decades.  In general, emission lines strongly 
depend on the molecularity ([Group I]/[Group III]) of the films [36].  To date, there has 
been no fundamental difference identified between defect spectra of CuInSe2 and 
CuGaSe2 – the transition energies are different but the general behavior of PL spectra 
with variable composition, excitation intensity and temperature are relatively similar.  
Cu-poor CIGS tends to show broad PL peaks while Cu-rich samples show sharp PL 
peaks [36].  This is because the Cu2Se second phase is present in Cu-rich samples, 
leaving the remaining material relatively uniform in composition (known as α-phase), 
even on a local scale.  However, the Cu2Se second phase is known to render devices 
inoperable.  Only materials exhibiting very broad luminescence make efficient devices, 
but there is no reason that broad luminescence should be of any benefit to a device.   
Broadening of PL emissions is often attributed to band edge fluctuations [30, 37], 
which are more pronounced in CIGS alloys due to statistical disorder between the group 
III elements.  This could be due to local point defect clusters or superstructures with 
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modified energy gaps.  Evidence of such defects has been observed by transmission 
electron microscopy [38], CL [39], power-dependent PL, and thermocapacitance [17] and 
have provided evidence for band edge fluctuations.  PL [37] and CL [27, 39] 
measurements have measured the magnitude of band edge fluctuations with measured 
band tails decaying exponentially with reported widths of the wider tail of ~60±40 meV 
(the narrower tail is not observable). Current imaging tunneling spectroscopy in the 
scanning tunneling microscope by Mayer & Rockett [40] showed spatially varying 
energy gap consistent with band edge fluctuations, although the magnitude was not 
measureable (Figure 2.6).  It is likely that potential minima due to band edge fluctuations 
trap carriers and mediate recombination, limiting performance in device-grade material.   
Only a few studies have incorporated photoluminescence excitation spectroscopy 
(PLE), with mixed results [31, 41-44] .  The most substantial PLE study was done by Zott 
et al.[41].  Here, PL and PLE spectra were collected as a function of composition, 
temperature and excitation intensity from CuInSe2 thin films grown by multisource 
physical vapor deposition.  Free-exciton, bound-exciton and free-to-bound recombination 
mechanisms were identified in Cu-rich films.  Cu-poor films were dominated by donor-
acceptor pair transitions.  Tentative assignments were made for the observed transitions 
that include In, Se and Cu vacancies, Cu-on-In and In-on-Cu antisite defects, and Cu 
interstitials.  On the basis of line-shape analysis of temperature- and excitation density-
dependent PL measurements, the authors give values for the activation energies of the 
defects involved in the observed transitions.  With the help of PLE measurements, the 
authors identify a step edge and a peak structure of excitonic origin in Cu-rich samples, 
whereas in Cu-poor samples a significant density of states extends into the band gap 
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(band tails).  Despite this excellent work, no PLE work has been carried out on Ga-
containing, device-grade polycrystals such as those described in this work. 
2.4 Grain boundaries in Cu(In,Ga)Se2 thin films 
The puzzling nature of GBs in CIGS thin films has been a major area of research 
in recent years due to the fact that they seem to be electronically benign and have no 
major detrimental impact on cell performance, which is not the case for Si absorber 
layers.  This fact is also the reason that high performance CIGS devices are able to be 
produced in polycrystalline form.  In fact, cells show better performance when fabricated 
from polycrystalline materials rather than single crystals [45, 46].  Additionally, device 
results show almost no dependence on grain size [47].  Many models and experiments 
have attempted to explain the benign nature of GBs in CIGS, but the phenomenon is still 
widely debated and unsettled. 
Several GB models exist explaining the excellent solar cell performances 
achieved by polycrystalline CIGS absorber layers.  An early theory proposed that Na 
catalyzes beneficial oxygen passivation of GBs [48], however oxygen has not been found 
at GBs.  First principles density functional theory first proposed that the band gap is 
wider at GBs [49] and more recently [50] suggested that GBs act as hole barriers by 
downward bending of the valence band, requiring the generation of Cu vacancies at polar 
(112) cation-cation terminated GB reconstructed surfaces.  The reduced valence band 
maximum repels majority carrier holes from GBs, reducing recombination rates.   Such 
GBs appear to be an anomalous situation, which would not apply to CdTe and other thin-
film polycrystalline materials.  Band bending can also be induced either by the presence 
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of positive charge densities [51-53].  However, device modeling [54-56] has shown that 
such band bending would lead to reduced open circuit voltages and would be detrimental 
to device performance.  Other GB models assume small defect densities at GBs [57].  
Clearly, no consensus has been reached and local probe experimental techniques have 
attempted to clarify the theory. 
Structural and electronic variation in GBs was demonstrated in CIGS by studying 
lateral electron transport across GBs by scanning tunneling electron microscopy (STEM), 
which showed variation in electron barrier heights [58].  Transport measurements [59] 
and surface-sensitive scanning probe techniques [52] have shown that GBs in 
polycrystalline CIGS are positively charged, which leads to downward band bending of 
both conduction and valence bands at the GBs, acting as hole barriers.  Recombination is 
significantly reduced if the band bending is strong enough such that GBs become type-
inverted.  Surface-sensitive techniques, such as micro-Auger electron spectroscopy and 
work function measurements [60], have shown Cu depletion and In enrichment at GBs in 
polycrystalline CIGS thin films.  However, bulk measurements, such as nano-probe x-ray 
energy-dispersive spectroscopy in the TEM [61, 62], have shown no composition 
changes at GBs.  The discrepancies may be due to the differences amongst GBs on 
surfaces and in the bulk, but no consensus has been reached. 
Other work has used Kelvin probe force microscopy (KPFM) to show the 
existence of a local built-in potential in GBs of CIGS thin films [52].  It was found that 
the built-in potential on the GB drops sharply in a Ga range of 28%-38% leading to a 
conclusion that that the built-in potential in GBs plays a significant role in the device 
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efficiency [63]. Other KPFM studies have shown band bending ranging from -300 mV 
(downward) to +100 mV (upward) [64, 65]. 
Cathodoluminescence (CL) offers a contactless, non-destructive method with high 
spatial resolution for characterization of semiconductors and allows for the direct 
observation of luminescent behavior of individual grains and GBs [66].  CL spectroscopy 
and CL spectral imaging have been used by other researchers to spatially resolve the 
spectroscopy of defects in CIGS thin films.  Past work has mostly focused on 
polycrystalline high efficiency films, much like the SLG films described in this work.  
With sampling spot sizes of 10-50 nm, CL is able to probe volumes smaller than the 
typical grain size in CIGS materials (~1 µm in-plane diameter).  CL has led to 
conclusions of mesoscale non-uniformities in emission spectra and possible identification 
of ordered extended defects which lead to local variations in chemistry [39].  CL used in 
conjunction with micro-Auger electron microscopy and work function measurements has 
shown that GBs in polycrystalline material have a reduction in Cu content of up to 50%, 
a work function decrease of up to 480 meV and no additional radiative recombination 
centers despite a high concentration of GB defects [60].   CL used in conjunction with 
STEM showed that (112) textured polycrystalline thin films contain GB defect 
populations that reduce the GB CL intensity, concluding that GBs provide non-radiative 
recombination pathways [67].  However, films of (220/204) texture contain 
comparatively inactive GB populations, evident by almost homogeneous CL intensity 
maps, which may be the reason for the record high efficiency cells reported from 
(220/204) textured films. 
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A combination of CL, TEM and KPFM was used to learn that GBs in Na-
containing CIGS films are less electronically active if the films have a preferred 
(220/204) texture instead of a (112) or random texture [65].  KPFM showed dips in the 
work function at GBs in (112) textured films, indicating enhanced non-radiative 
recombination at GBs.  Reduced electronic activity at GBs in (220/204) textured films as 
observed with CL mapping explains the superior performance of such textured films.  
The beneficial propertied of GBs in (220/204) textured films was only evident in the 
presence of Na. 
Electron backscatter diffraction (EBSD) provides information about the local 
orientation and crystal structure of grains and GBs.  Analysis of the relative orientation of 
neighboring grains provides GB structural information in terms of a misorientation angle, 
which gives further information of GB defect density.  GBs were studied in cross-
sections of chalcopyrite sulfides using a combination of EBSD, cryogenic CL, 
transmission electron microscopy and in-line holography [68, 69].  GB types were 
characterized by EBSD as random or twin types.  Inter-grain CL contrast was found that 
was related not to GBs but instead other types of extended defects.  A reduction in CL 
intensity was found at GBs (increased defect density and non-radiative recombination) 
and the reduction was more pronounced at random boundaries than at twin boundaries.  
Spectra showed band-to-band recombination (820nm) as well as recombination via deep 
defects (1050nm).  Band-to-band recombination was found to occur in regions close to 
the CIS/CdS/ZnO interface, while the deep defect recombination occurred close to the 
CIS/Mo back interface, which was ascribed to better crystal quality close to top surface 
of films.  In a different study the same authors used scanning TEM and electron energy-
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loss spectroscopy to show that the atomic reconstruction is different for TBs and random 
GBs.  An anticorrelation of Cu and In signals was found at random GBs, indicating the 
formation of InCu or CuIn anitisite defects within <1nm of the GB [70].  An extensive 
nanometer-scale electronic and microstructural study of GBs in CIGS combined four 
electronic techniques with EBSD [64].  Conclusions were not consistent amongst 
techniques; instead there was considerable variation of GB behavior.  Combined EBSD 
and EBIC showed a decrease in charge-carrier collection at random GBs but no change at 
TBs compared to grain interiors.  Conductive-AFM showed higher conductance for GBs 
compared to grain interiors.  KPFM showed band bending variation from -80 to +115 mV 
and varying behavior for different GBs.  Finally scanning capacitance microscopy 
showed depletion and type-inversion at GBs.   A very recent study using electron energy 
loss spectroscopy, electron holography and atom probe tomography showed that 
electrostatic potential wells (1-3V, 1-2 nm widths) were found at all random GBsand that 
potential wells were mainly due to changes in composition at GBs, however the results 
but not consistent [71].  
The p-n junction of CIGS solar cells is typically competed by formation of a thin 
n-CdS layer.  Chemical bath deposition (CBD) is the most common, reliable and flexible 
method of deposition and results in the highest performing devices.  The CdS layer forms 
as a precipitate from an aqueous solution containing thiourea, a Cd salt, and ammonia 
that acts as a buffering agent.  The effect that the CBD CdS has on GBs has been studied 
by various authors.   
Under certain conditions, it is believed that CdS can infiltrate CIGS GBs.  A 
recent study combining TEM and energy dispersive spectroscopy [72] showed that CBD 
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of CdS can result in removal of Cu from GBs into the bath solution along with some 
insertion of Cu into the CdS, which results in a nearly Cu-free GB filled with Cu-doped 
CdS.  Anion loss at GBs is explained by Cd-on-Cu site substitution.  GBs were found to 
be inverted (doped n-type) and collect laterally as well as vertically.  Recently it was 
shown by KPFM measurements that S-diffusion during CdS buffer layer deposition 
causes GB passivation [73, 74], which would reduce the density of non-radiative 
recombination centers at GBs.  CdS was shown to be present throughout CBD-treated 
CuGaSe2 films and its presence was attributed to GB diffusion [75].  CdS was found in 
intergranular voids deep within CuInSe2 [76].  A study on samples from the same 
laboratory as the SLG samples studied in this work observed nanometer scale 
composition variations by microprobe EDS in the TEM [72].  The authors found that the 
chemistry of GBs in as-deposited films does not differ from that of grain interiors, but 
that for films treated with CBD CdS, GBs experience leeching of Cu into the CBD 
solution and into the CdS itself.  The CBD process was found to result in a nearly Cu-free 
GB filled with Cu-doped CdS.  It was concluded that the CBD process removes Cu and 
replaces it with Cd in GBs, resulting in a strongly n-type layer in the CIGS such that GBs 
are inverted (n-type).  Other direct evidence for Cd diffusion into the CIGS has been 
reported [77, 78].  CBD-deposited CdS was found to have an effect on the spectral 
emission characteristics of 3-stage CIGS films deposited on Mo-glass [79].  The authors 
found an enhancement of near-band-edge emission intensity with CdS treatment 
attributed to NH3 etching of secondary phases at the surface during the CBD process, 
which reduces non-radiative surface recombination.  A defect with an activation energy 
of 210 meV was created after CdS treatment and was ascribed to a decrease in the copper 
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vacancy concentration and an increase in the Cd-on-Cu antisite defect.  This behavior 
was also seen in Cd-implanted CuInSe2 single crystals [34]. 
To summarize the results from various labs is difficult given the partial agreement 
and occasional contradiction.  It is possible that many different GB orientations behave 
differently and their population depends on the preferred texture and chemistry of the 
films.  However, a more likely cause of the variation in conclusions is the variety of 
samples types studied produced by different methods by different labs.  Despite these 
difficulties, a common interpretation is sought by the CIGS research community.  
2.5 Effect of sodium on Cu(In,Ga)Se2 thin film growth and device performance 
It is widely agreed that the presence of Na in small amounts during CIGS film 
deposition benefits cell performance, but the mechanisms are not clearly understood.  Na 
is usually supplied by diffusion of NaO2 from the soda-lime glass substrate through the 
Mo back contact, but films on other substrates introduce sodium into the deposition 
process in other ways [80].  Typical devices are improved by ~50% [81] with the 
majority of improvements coming in open-circuit voltage and fill factor.  Since open-
circuit voltage is largely determined by recombination in the space-charge region of the 
device, it is thought that Na causes reduction in active recombination centers or an 
increase in net doping of near-surface grains in the film.  However, since Na 
preferentially segregates to CIGS surfaces, it is unlikely that Na is incorporated as a 
substitutional point defect in the CIGS crystal lattice [82], a fact supported by the absence 
of any new radiative emission with the addition of Na.  Na is known to reduce 
compensation and therefore increase p-type carrier concentration in both polycrystalline 
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and epitaxial CIGS by reducing the donor defect concentration, likely to be selenium 
vacancies [83, 84].  The primary effect of Na seems to be to assist in point defect 
organization during film growth, acting as a surfactant.  The improved surface quality 
lends itself to improved bulk crystal quality.  Na seems to be only necessary during film 
deposition and in inactive in the crystal after growth is complete [85]. 
Some experiments have connected Na with its behavior at GBs.  A post-
deposition treatment of Na explored  the effects of Na on CIGS growth and most of the 
Na was found to reside at GBs [86].  The dominating cause for Na-induced device 
improvements was attributed to the  passivation of GBs. Another study demonstrated that 
Na influences the growth of CIGS due to its interaction with Se and that in non-air-
exposed films, Na is mainly localized in the form of sodium-polyselenides at the GBs, 
which  act as Se-reservoirs during film formation and oxidation [87].  Junction 
capacitance methods have been used to study the impact of Na by deposition of films in 
parallel, some on normal soda-lime glass and some on a Na diffusion barrier layer.  
Forward biased admittance spectroscopy revealed a large defect density located near the 
CdS/CIGS heterojunction in the reduced Na samples not present in the higher Na 
samples, which may be responsible for the lower Voc.  Drive-level capacitance profiles 
revealed free carrier densities of ~3 times higher for Na-containing films [88, 89].  
2.6 Annealing effects on Cu(In,Ga)Se2 and CdS thin films 
Air annealing is a traditional method for improving the efficiency of CIGS solar 
cells.  The annealing procedure is thought to improve cell performance by reducing 
damage and donor defect densities in the near-surface junction region, which reduces 
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losses due to recombination via defects in the junction space charge region.  Most early 
studies reported 225 °C to be the optimum anneal temperature [48, 90].  Early work on 
the effects of post-deposition air annealing (200°C) showed that the oxidation process 
introduces oxygen into the CuInSe2 (CIS), and that the process can be reversed by a wet 
chemical reduction agent such as hydrazine [90].  Hollingsworth et al. showed that cell 
efficiency improves for annealing temperatures up to 228°C but degrades at higher 
temperatures due to Cd diffusion into the CIS [91].  The improvement was ascribed to a 
decrease in the density of native defects in the CIS, which leads to a reduction in the 
compensation ratio and an increase in the net carrier concentration.  Similarly, Noufi et 
al. showed that an oxygen reaction with native defects reduces their density, increasing 
the net carrier concentration of p-type films [92].  For CIS films prepared by a hybrid 
sputtering and evaporation technique, air annealing at 200°C for several hours was found 
to improve performance by passivating defects that give rise to sub-gap absorption, thus 
increasing net acceptor density [93].  A temperature-dependent study [94] on air 
annealing of ITO/CdS/CIS solar cells showed that low temperature (125 to 225°C) one 
hour anneals increase performance by reducing the density of compensating defects by 
oxidation of donor defects near the surface of GBs.  In contrast, higher temperature 
anneals (275°C and higher) led to a dramatic increase in compensating state densities and 
performance degradation which was thought to be caused by recombination via midgap 
states created by diffusion of Cd, Se and S across the junction.  Cryogenic PL results 
indicated that post-deposition air annealing at 150°C and 200°C of 
ZnO/CdS/CIS/Mo/glass solar cells passivates donor defects.  An 80 nm redshift in peak 
position resulted from the annealing procedure [95]. A defect chemical model explains 
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the effect of air annealing on CdS/CIS devices by oxygen-induced neutralization of near-
surface donor states (likely ionized Se vacancies) in CIS grains [48].   
More recent work using contact potential difference and surface photovoltage 
measurements (the Kelvin probe technique) to investigate the effect of air annealing at 
200°C on CdS/CIGS solar cells showed that while annealing had no effect on the band 
lineup of the heterojunction, the improvement in photovoltaic properties after annealing 
of the junction resulted mainly from the elimination of recombination centers [96].  The 
change in PL properties of molecular beam epitaxy-grown CIS thin films upon air 
annealing was studied by Niki et al. who found that Cu-poor spectra (showing single, 
broad, unstructured emission bands dominated by fluctuating potentials) turned to Cu-
rich spectra (characteristic sharp donor-acceptor pair transitions) upon air annealing at 
400°C [97].  Dirnstorfer et al. studied the effect of air annealing at 400°C for less than 20 
minutes on Cu-poor films grown by the rapid thermal processing technique [98].  Like in 
the work of Niki, annealing converted the PL properties from Cu-poor to Cu-rich.  This 
spectral change was accompanied by a decrease in PL intensity by four orders of 
magnitude caused by the creation of non-radiative recombination centers and the 
reduction of the concentration of donor defects.  At annealing temperatures below 400°C, 
the broad Cu-poor emission was not affected by the annealing process.  The interpretation 
was that oxygen incorporation reduces the density of compensating donors, thereby 
reducing the compensation ratio, which reduces the influence of potential fluctuations in 
Cu-poor CIGS so that the Cu-poor film is observed in a flat band condition.  Admittance 
spectroscopy and photoelectron spectroscopy on ZnO/CdS/CIGS heterojunction solar 
cells [99] revealed that air annealing at 200°C leads to two main effects: (1) oxygen-
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induced passivation of Se-deficiency related donor defects (probably Se vacancies) which 
are primarily active at GBs, surfaces and interfaces, and (2) oxygenation-induced 
liberation of Cu from the near-surface region of the CIGS.  Yakushev et al. studied low 
temperature (120-160°C) annealing of CIGS single crystals [44].  The study reported that 
annealing resulted in the modification of PL spectra, suggesting that annealing increased 
the magnitude of potential fluctuations and the level of compensation. 
Even some of today’s state of the art CIGS solar cells are produced using an air 
annealing procedure.  The recent 19.9% efficient NREL device was air annealed for two 
minutes at 200°C after the CdS deposition [100].  Similar rapid thermal anneals using 
temperatures 100-350°C and short holding times (30-120 seconds) yielded improvements 
in fill factor, voltage and efficiency for CIGS devices [92, 101]. 
Despite the volume of research on the topic, very few studies have analyzed the 
effects of annealing on the characteristics of the n-type heterojunction partner CdS film.  
CdS is the most commonly used semiconductor for window layers in CIGS and CdTe 
solar cell devices.  It has a band gap of ~2.4eV.  Like CIGS, CdS is a highly compensated 
semiconductor.  It typically has densities of shallow donor and deep acceptor states of 
comparable magnitudes [103, 104].  Chemical bath deposition (CBD) has been shown to 
be the technique most suitable for high volume, large area device fabrication, despite the 
poor crystalline quality of the films it produces.  A comparison of CdS films grown by 
CBD, sputtering, close spaced vapor transport, and laser ablation using PL and x-ray 
diffraction has shown that CBD films are of the poorest quality [105]. This conclusion 
was supported by the presence of a low energy red band PL emission at 1.72 eV 
attributed to sulfur vacancies, which is often found in CDB-grown CdS [106].  Better 
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quality films grown by other techniques show dominant emissions at 2.04-2.11 eV (Cd 
interstitials) or 2.44 eV (S interstitials).  
Only a few studies have analyzed the effects of annealing on the luminescence 
characteristics of the CdS film.  In situ vacuum annealing of sputtered CdS films has been 
found to increase grain size and reduce red emission (~1.75 eV) intensity [107].  Ghosh 
et al. [108] found that 10 min vacuum annealing at 100°C and 200°C of chemically 
synthesized CdS nano-crystallite powders led to appreciable grain growth and surface 
flattening, which was found to be responsible for a gradual reduction in PL emission 
intensity related to surface states.  Another study [109] on CdS thin films grown by 
closed space vapor transport showed an increase in red band (1.66 eV) PL intensity and 
quenching of yellow band (1.95 eV) PL intensity after thermal annealing of the films in 
CdCl2 vapor at 400°C for 30 min.  Annealing also led to improvement of the crystalline 
structure and grain growth.  Mishra et al. performed 300°C, 400°C and 500°C, 45 minute 
Ar-annealing on CBD-grown CdS on GaAs(001) [110].  Curiously, band edge PL was 
observed at 2.44 eV and did not change with annealing.  However, defect luminescence 
below 2.25 eV increased in intensity with annealing temperature. While useful, most 
studies in the literature on annealing of CdS films use temperatures above 180°C (the 
annealing temperature used in this study) or were performed on non-CBD deposited thin 
films or bulk material. 
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2.8 Figures 
 
Figure 2.1.  Chalcopyrite crystal structure of CIGS.  The structure is a related to parent structures 
zincblende and diamond.  Image courtesy of A. Rockett.
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Figure 2.2.  Example of band diagram and device structure for typical CIGS cells.  Image courtesy of A. Rockett. 
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Figure 2.3.  Shockley-Queisser limit to the efficiency for a 24% efficient solar cell.  The figure is based on 
thermodynamic equilibrium kinetics only and only includes recombination that balances thermal generation. 
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Figure 2.4.  Radiative black body efficiency limit for CIGS solar cells under AM 1.5 G illumination with a bandgap 
that varies spatially.  The upper curve corresponds to the classic Shockley-Queisser limit for a spatially homo-
geneous gap, the other curves hold for different standard deviations of the bandgap width [12].  Reprinted with 
permission. 
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Figure 2.5.  Phase diagram along the In2Se3-Cu2Se tie line.  Typical CIGS solar cells are made from α-phase 
material which is Cu-poor. Image courtesy of A. Rockett. 
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Figure 2.6.  CITS data from CIGS thin films.  Similar data are published in ref [40].  Band gap fluctuations are 
clearly evident but the magnitude was difficult to quantify.  
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CHAPTER 3 
EXPERIMENTAL METHODS 
3.1 Cu(In,Ga)Se2 sample preparation 
All of the samples analyzed in this study are Cu-poor, corresponding to the 
composition regime used for the best performing laboratory CIGS solar cells.  Described 
below are three types of CIGS layers analyzed in this work.  Films analyzed in this study 
are listed in Table 3.1 with corresponding composition and device data (where available).  
Composition data was collected using energy dispersive x-ray spectroscopy in a Hitachi 
S-4700 scanning electron microscope. 
3.1.1 Epitaxial CuInSe2 films grown on GaAs (“GAAS”) 
Epitaxial CuInSe2 thin films were grown on GaAs single crystal substrates using a 
hybrid sputtering and evaporation deposition technique [1].  These films are labeled 
“GAAS” in this document.  Figure 3.1 shows a schematic and a photo of the deposition 
chamber.  Our lab has grown on a variety of orientation of GaAs substrates; those 
presented in this work are limited to (100) GaAs cut to approximately 1 cm x 3 cm.  The 
growth temperatures were 720°C and 660°C for epitaxial films labeled GAAS-1 and 
GAAS-2, respectively.  The growth rate was 15 nm/sec and films are Cu-poor with 
compositions in the range 0.75<[Cu]/([In]+[Ga])<0.95.  The films are nominally Ga-free, 
except that some Ga diffuses from the GaAs substrate into the growing film, substituting 
for In on the group III lattice sites.  The amount of Ga incorporation depends on the 
details of the deposition including temperature and delay time between reaching the 
growth temperature and the commencement of deposition.   These samples represent 
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typical growth conditions for Cu-poor epitaxial films grown by hybrid sputtering and 
evaporation. SEM images of these epilayers are shown in Figure 3.2(a)-(b).  Epitaxial 
layers exclude the influence of grain boundaries and are therefore a model system for 
comparison with polycrystalline films.  In addition to normal epilayers on single crystal 
GaAs, CuInSe2 layers were also grown on GaAs bicrystals (very large polycrystals) in 
order to isolate a single grain boundary for optical probe measurements.  A SEM images 
of a representative bicrystal films is shown in Figure 3.2(c)-(d).  The details of the 
bicrystal growth are described elsewhere [2].   
3.1.2 Polycrystalline Cu(In,Ga)Se2 films grown on Mo-glass (“SLG”) 
Polycrystalline, device-grade CIGS layers were deposited on Mo-coated soda 
lime glass by four source coevaporation of constituent elements onto a heated substrate at 
the Institute for Energy Conversion (IEC) at the University of Delaware [3].  The films 
were ~2 µm thick.  SEM images of typical films are shown in Figure 3.2(e)-(f).  Large 
area samples were deposited simultaneously and were then divided into 12 or more 1 in. 
x 1 in. individual samples.  Some of these samples were finished with the standard device 
processing techniques at IEC.  Chemical bath deposition formed 30-40 nm of CdS on the 
CIGS absorbers, then ZnO:Al was deposited by sputtering and evaporated Ni/Al grids 
completed the devices.  These devices were then tested at IEC and the average device 
characteristics for the films in this study are listed in Table 3.1.  Samples that were not 
fabricated into devices were sent as bare absorber layers to our university for emission 
studies.  In this way it is possible to measure bare absorber layers and correlate their 
properties to devices made from samples that were deposited in parallel from the same 
deposition batch.  SLG absorber layers are compositionally uniform in depth (no 
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grading).  One sample batch, SLG-3, was deposited on a substrate capped with a SiO2 
layer deposited at Shell Solar [4].  This is a diffusion barrier preventing movement of 
NaO from the soda lime glass substrate into the CIGS.  Another sample batch, SLG-2, 
was deposited with a high Ga content (68%).   
3.1.3 Polycrystalline Cu(In,Ga)Se2 films grown on metal foil (“FOIL”) 
Polycrystalline thin film CdS/CIGS/foil layer stacks were grown by a two-step 
CIGS process, wherein the process comprised of depositing CIGS precursor materials 
that were then processed into device quality films through selenization at high 
temperatures. The CdS layers were deposited by a low temperature chemical bath 
process.  Samples were housed in a low-oxygen, low-moisture glove box when not in 
use.  Some amount of exposure to atmosphere was unavoidable during cutting and 
mounting of the samples.  These films were used for annealing experiments.  The as-
deposited CdS/CIGS sample selected for annealing experiments described in this paper 
was cut into seven equal-sized adjacent pieces, ~2mm x 10mm in dimension.  A similar 
CdS/CIGS sample was used for uniformity studies, which was ~7mm x 9mm in 
dimension. 
3.2 Air annealing 
Five FOIL samples were annealed in air at 180°C for durations of 5 min, 15 min, 
1 hr, 6 hr, and 50 hr in a conventional resistance oven.  Two samples were kept as un-
annealed standards for comparison.   
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3.3 CdS chemical bath deposition 
CdS chemical bath deposition at was performed at UIUC on bare CIGS/Mo/glass 
SLG layers by the IEC standard procedure.  The bath consisted of 1.5 M thiourea 
(NH2CSNH2) and 0.015 M CdSO4 at reaction temperatures of 50-67 °C.  Deposition 
times varied with reaction temperature and were in the range of 4-12 minutes, while 
nominal thicknesses were in the range of 25-100 nm.  Following initial CL analysis, the 
CdS-coated samples were stripped of CdS by a wet chemical etch in 10 % HCl for 30 
seconds.  The samples were then re-analyzed by CL at the exact same physical locations 
by marking the locations of interest with respect a physical landmark on the sample.   
3.4 PL and PLE Spectroscopy 
Photoluminescence (PL) is able to provide information nondestructively on 
optically active electronic states in CIGS [5, 6].  An experimental schematic for PL and 
PL excitation (PLE) spectroscopy is shown in Figure 3.3.  PL and PLE spectra were 
measured with samples mounted by silver paint on a copper stage in a Janis 10DT He 
bath cryostat at temperatures between 1.6 and 300 K.  The cryostat is installed on a 
micrometer-controlled x-y stage which allowed the scanning of different samples without 
changing the optical setup.  Real time temperature data was provided by a Si diode 
temperature sensor (sunk into the center of the cold stage), based on which a Lakeshore 
320 autotuning temperature controller adjusted the sample temperature to a selected 
setpoint.  Sample heating was achieved using 25 Ω/ft Lakeshore Nichrome 32 AWG 
insulated resistive heater wiring with Polyimide insulation that was heat sunk to the 
copper stage with GE VGE-7031 varnish. 
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PL spectra from CIGS layers were recorded with emissions in an energy range of 
~0.75-1.55 eV (1650-800nm), which required the use of infrared detection.  Two 
infrared-sensitive detectors were used for the  measurements presented in this work:  a 
single channel North Coast Scientific Ge detector, sensitive from 900 nm to 1800 nm, and 
a multichannel Horiba Symphony II InGaAs detector, sensitive from 900 nm to 1600 nm.  
The Ge detector was operated with lock-in detection.  An Acton SpectraPro 300i 0.3m 
spectrometer was used to disperse the luminescence for both detectors.  Two grating were 
employed: a 150 gr/mm grating blazed at 500 nm and 600 gr/mm grating blazed at 1200 
nm.  Slit widths of 0.30-0.50 were used.  Spectral resolution was typically 1nm or less. 
Orange, red and IR optical cutoff filters were used to screen out excitation light.  
Instrument response functions (IRF), collected using a calibrated near-blackbody white 
light source (Labshpere SPH-4), were used to correct the spectra.  The IRF corrects for 
variations in the sensitivity of the detection system taken as a whole, including detector, 
grating, filters and lenses.  A Ne gas lamp source was used to calibrate the infrared 
detectors.  
Visible emissions were detected using a Princeton Instruments Pixis 100 CCD 
camera (detection range: 500-1100 nm or 2.48-1.13 eV).  The CCD camera was 
calibrated using four sharp emissions from a krypton lamp.  Background spectra were 
recorded and subtracted from visible PL spectra.  An OC13 orange filter was placed in 
front of the spectrometer to keep the reflected laser light and its second order reflections 
(λ=488 nm and 976 nm) out of the detector.  This filter cuts out light <600 nm in 
wavelength (> 2.1 eV) and causes the high energy, abrupt shoulder at ~2.1 eV in the 
visible PL spectra shown in this paper (only noticeable in log scale).  Without the filter in 
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place, the second order laser reflections at 976 nm greatly interfered with the shape of the 
visible PL spectra. 
Four different optical sources were used for excitation in PL and PLE 
experiments.  A frequency-doubled Lightwave Nd:YAG laser (λ=532 nm) was used to 
illuminate the CIGS layers for intensity-dependent and temperature-dependent PL.  The 
laser gave a maximum output of 200 mW and the beam was focused on the sample 
resulting in a Gaussian illumination profile with an estimated full-width at half maximum 
of 100 µm.  CdS layers were illuminated using the λ=488 nm line of an Ar+ ion laser.  
The spot size was also ~100 µm.   
PLE spectra were measured by varying the excitation wavelength across and 
below the band edge energy of the semiconductor absorber.  In this way, the technique is 
a measure of how well the semiconductor absorbs excitation light and converts excited 
carriers into radiative recombination.  The wavelength range required to measure CIGS 
alloys (and other solar materials) ranges 1-2 eV (1240-620 nm).  This study employed 
two types of variable wavelength excitation sources.  Initial measurements were made 
using a 150 W tungsten lamp that was dispersed by a SPEX 1680 0.22 m double 
monochromator.  The lamp + SPEX1680 source provided an average excitation density 
of 0.5 W/cm2.  More recent PLE measurements were made using a 4.5 W NKT Photonics 
SuperK EXB-12 supercontinuum white light pulsed laser with a variable repetition rate 
(set at 40 MHz).  A supercontinuum laser forms a broad continuous spectrum through the 
propagation of short, high power pulses through nonlinear media, such as photonic 
crystal fibers.  The laser was used at 90 % input power, producing a total of 3.9 W of 
light spread across 400-2400 nm.  The continuum laser light was dispersed by a SPEX 
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270 single monochromator with two different gratings.   The spectral power density was 
between 0.5-2.0 mW/nm across most of the excitation spectrum.  The continuum laser + 
SPEX270 source provided an average excitation density of 20 W/cm2.  Since the power 
output of the variable wavelength sources depends on the chosen wavelength, power 
spectra for both sources were collected and used to scale PLE data.  The spot size for the 
lamp source was 450 µm (FWHM) and for the supercontinuum laser was 54 µm 
(FWHM).  The difference is due to the fact that for maximum power output, the exit slits 
on the SPEX1680 were set fully open, so the spot size was large.  This was not required 
for the supercontinuum laser source since the power was so much larger. 
3.5 Cathodoluminescence spectroscopy and imaging 
 CL measurements were performed on a JEOL 7000F analytical scanning electron 
microscope.  The setup included a liquid He-cooled stage module, a Schottky FEG Probe 
(1 pA < IB < 200 nA), a Gatan MonoCL3 Spectrometer (300-1700nm), and a liquid N2-
cooled Ge detector with lock-in detection.  The system has a resolution of 1.5 nm at 15 
kV, which was the accelerating voltage used for all measurements.  CL imaging was 
performed at beam currents of 0.8-2 nA and a temperature of 5.5 K.  Imaging was 
performed in both panchromatic (all wavelengths) and monochromatic modes.  Slit 
widths of 1.28 mm were used, which resulted in a bandwidth of 5 nm. 
3.6 Electron backscatter diffraction 
Electron backscatter diffraction (EBSD) is a surface-sensitive scanning electron 
microscopy technique that makes use of backscattered electrons, some of which meet the 
Bragg condition for a specific set of atomic planes in the crystalline specimen [7].  
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Electron beams diffracted from a specific set of atomic planes form a band on a planar 
detector.  The bands of the various sets of atomic planes in a crystal result in a diffraction 
pattern, known as a Kikuchi or EBSD pattern.  Figure 3.4 illustrates the technique.  
EBSD is able to provide crystal symmetry and orientation information such as individual 
grain orientation, local texture, and phase identification. The sample surface is tilted to 
70° in order to reduce the absorption of backscattered electrons by surrounding material.  
EBSD records a unique EBSD pattern, and thus calculates the local orientation, for each 
pixel in the chosen EBSD map area.  The pixilation and scan size are variable parameters.  
The EBSD software processes the local orientations and calculates the location and 
orientation of individual grains and grain boundaries.  Each measured EBSD pattern is 
compared to simulated patterns which are calculated from crystal phases proposed by the 
user.  From this, it is able to calculate the misorientation angle between two grains, 
defined as a rotation about a crystal axis transforming the point lattice of one grain into 
that of the other.  EBSD maps presented in this work used an electron beam of 20 kV and 
5 nA, with 10 ms integration times.  Typical map sizes were 255×185 pixels with point-
to-point distances of 50-80 nm for planview scans and 250×80 with point-to-point 
distances of 30-50 nm for cross sections.  Each scan took approximately 3 hours.  Noise 
reduction in the EBSD software was used to interpolate unindexed pixels (pixels for 
which the EBSD pattern was weak or unable to be fitted by the software).  Systematic 
misindexing (or pseudosymmetry) [8] of CIGS domains was removed within Tango 
software by detecting grains and rotating 90° about (100), (010), (001) to match 
neighboring pixels.  The critical misorientation angle for grain boundary identification 
was set to 3°.  Typical solution ratios were 60-85% before noise reduction and 
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misindexing were performed.  Measured areas were on the order of 20-80 µm2 for cross 
sections and 75-300 µm2 for planview samples. 
3.7 Cross sectioning, planarization and backside peeloff 
 In order to collect high quality EBSD patterns, SLG samples were cut and 
polished with a process that imparts as little damage as possible to the samples.  Samples 
for cross section were roughly cut by a diamond saw and a conductive Si wafer was silver 
epoxy-bonded to the top CIGS surface in order to prevent peeling or flaking of the CIGS 
films during polishing.  The samples were then polished using an Allied polisher using 
progressively smaller sized grit (35 µm down to 0.1 µm).  Finally, samples were further 
polished using an Ar ion JEOL Cross Section Polisher by the JEOL SEM Applications 
Lab using an inclination angle of 4° to the sample surface and a 5 kV, 2 mA ion beam.  
The polisher imparts less damage than does a focused ion beam and is especially 
appropriate for EBSD specimen preparation.  Planview samples without any prior 
preparation were polished by planarization.  Typical milling times were 8 hours for cross 
section samples (through the thick Si) and 20 minutes for planview samples.  Example 
images from the cross sectioning and planarization can be seen in Figure 3.5.  Carbon 
paint was applied to the substrate side to reduce drift and charging during CL 
measurements.  Finally, a thin (~5 nm) graphite layer was deposited over the specimen 
surface to reduce drift. 
As an alternative to planarization, a backside peeloff method [Shafarman JAP 
2003] was used to detach CIGS films from the Mo layer in order to prepare samples with 
smooth planview top surfaces without polishing.  The top CIGS surface was epoxied to a 
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Si wafer which was super glued to an SEM holder, then the holder was pulled off 
revealing the Mo layer left on the glass substrate.  RMS roughness of the peeled CIGS 
backside, measured in the atomic force microscope, was 4-5 nm. 
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3.9 Figures 
 
 
Table 3.1.  Summary of compositions and device data from films presented in this work. 
 
 
 
 
Figure 3.1.  Hybrid sputtering and evaporation deposition system used for epitaxial CIGS growth on GaAs 
substrates.  [photo courtesy of Allen J. Hall]. 
 
 
Sample 
batch Crystal Substrate Cu/(In+Ga) Ga/(In+Ga) Eff. (%) VOC (V)
JSC 
(mA/cm2)
GAAS-1 Epi i -100 GaAs 0.77 - - - -
GAAS-2 Epi i -100 GaAs 0.83 - - - -
SLG-1 Poly Mo/SLG 0.95 0.32 15.5 0.67 31
SLG-2 Poly Mo/SLG 0.75 0.68 10.2 0.77 19
SLG-3 Poly Mo/SiO2/SLG 0.90 0.33 10.0 0.49 32
SLG-4 Poly Mo/SLG 0.90 0.33 14.1 0.62 32
FOIL-1 Poly foil - - - - -
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Figure 3.2.  SEM images of sample types studied in this work. (a) Planview of an epitaxial CIS film grown 
on (100) GaAs. (b) Cross-section an epitaxial CIS film grown on (100) GaAs. (c) Planview of an epitaxial 
CIS film grown on GaAs bicrystal. (d) Cross-section of an epitaxial CIS film grown on GaAs bicrystal. (e) 
Planview of a polycrystalline CIGS film grown on Mo-SLG.  (f) Cross-section of a polycrystalline CIGS 
film grown on Mo-SLG. 
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Figure 3.3.  Schematic for PL and PLE spectroscopy at the Materials Research Laboratory at UIUC.  Four different illumination sources are used and three 
different detectors. 
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Figure 3.4.  Principle of electron backscatter diffraction.  Backscattered electrons are diffracted off lattice planes 
and form Kikuchi lines on the detector screen.  Given the general crystal structure, the EBSD software fits each 
EBSD patters and gives the local orientation of the crystal as the electron beam is rastered over the sample surface.  
The sample is tilted at 70 degrees to reduce absorption of backscattered electrons and improve signal strength. 
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Figure 3.5.  (a) Large area view of the Ar milling area on a cross section of a Si/CIGS/Mo/glass stack. (b) Cross section view of the CIGS and Mo layer for the 
Ar polishing.  (c) Planview of the CIGS surface for the Ar ion planarization. 
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CHAPTER 4 
 
IDENTIFICATION OF EMISSION MECHANISMS  
IN Cu-POOR Cu(In,Ga)Se2 THIN FILMS 
 
4.1 Introduction 
In this chapter radiative emissions from Cu-poor CIGS thin films are described.  
The films were studied by a variety of luminescence techniques.  Three general types of 
Cu-poor CIGS films were analyzed: polycrystalline layers deposited on Mo-coated soda 
lime glass (“SLG”), polycrystalline layers deposited on metal foil (“FOIL”), and epitaxial 
films grown on (100) and (111) GaAs.  These films were chosen for analysis for several 
reasons.  The SLG films are polycrystals from batches that included some samples that 
were made into devices and characterized at the Institute for Energy Conversion (IEC).  
Their chemistry is well-controlled and they were available in Cu-poor stoichiometry with 
variations in Cu and Ga content.  Additionally, Na-free samples were grown in parallel 
with normal Na-containing material for comparison.  Since epitaxial films represent 
model grain boundary-free CIGS material, they were studied in order to learn about the 
differences between single crystal and polycrystal films and therefore the impact of grain 
boundaries on emission and defects.  Films on metal foil were studied in order to learn 
about the possible differences in emission of films grown on such unique substrates.  
Emission types are identified and a general explanation of radiative recombination in Cu-
poor CIGS in the context of fluctuating potentials is given.  Variations in emission as a 
function of excitation intensity and temperature provide insights toward the nature of 
defects associated with minority carrier recombination mechanisms.  The effects of Ga 
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and Cu content are addressed.  Finally, luminescence properties are correlated with 
device performance for the SLG films. 
4.2 Results and discussion 
4.2.1 Overview of emissions 
Samples listed in Table 3.1 were analyzed by photoluminescence (PL), 
photoluminescence excitation (PLE) and cathodoluminescence (CL) spectroscopy 
methods.  Representative low-temperature (T=2-5 K) spectra are shown in Figures 4.1 
and 4.2.  Figure 4.1 plots spectra on an absolute photon energy/wavelength scale while 
Figure 4.2 plots them on an energy scale relative to the band gap energy of each sample.  
Spectra in black are for excitation by the variable wavelength tungsten lamp source set at 
a wavelength 50-100 nm above the band gap energy and, in general, represent a low 
excitation density regime; those in green are for Nd:YAG laser (λ=532nm) excitation, 
representing a medium excitation density regime; and those in blue are for excitation by 
the 15 keV electron beam in CL and represent a high excitation density regime.  The 
excitation depth and intensity are explored in a later section, but first the types of 
recombination observed are identified. 
All PL and CL spectra were fit with multiple Gaussians; examples of these fits are 
displayed on Figures 4.1 and 4.2 for the lamp-excited spectra.  The GaussAmp function in 
the ORIGIN software package 
 
 =  + −( − )

2  (4.1)  
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was used for fitting, where A is an amplitude parameter, xc is the peak position, w is a 
peak width parameter and the peak area is √2.   
 The polycrystalline samples with composition nearest to stoichiometry and with 
the best solar cell performance, batch SLG-1, show five distinct transitions, three of 
which are very deep in the band gap while the shallowest emission is closer to the band 
edge than for any other sample.  It is noteworthy that the emissions for SLG-1 samples 
are very regularly spaced (91±4 meV for the four lowest energy peaks), suggesting the 
possibility that they are somehow connected.  Extensive effort was made to vary the 
measurement conditions (sample angle, collecting optics alignment, spectrometer 
alignment, etc.) to check for possible instrumental sources of the low energy peaks for 
SLG-1 and no such source was identified.  However, there is no obvious reason for a 91 
meV spacing.  This is certainly too large for a phonon-related behavior, for which hωLO = 
28 meV [1].  The multiplet behavior was not observed in any spectrum for the other 
samples studied but was repeatable in SLG-1 samples over a range of conditions and was 
also observed in CL measurements.  SLG-1 samples are comparable to SLG-4 samples, 
where the major difference between them is the Cu molecularity Cu/(In+Ga), which is 
listed in Table 3.1.  Increasing the Cu molecularity results in emissions at increasingly 
higher photon energies, a trend observed by others [2, 3], although the samples studied 
here show an increase of ~100 meV for an increase from 0.90 to 0.95 molecularity, which 
is about double that observed by other authors.   
The GAAS epitaxial layers show very broad overall luminescence bands far from 
the band edge energy.  The highest emission energies are much farther from the band 
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edge (150-260 meV) than is usually observed in CIS epitaxial layers [4], but are 
comparable to separations observed in the polycrystalline samples studied here.   
The FOIL sample shows somewhat lower energy and broader emissions than do 
its polycrystalline SLG counterparts.  The emission can be fit with two Gaussians, 
although the emission is likely a single mechanism that gives rise to asymmetric 
emission.  Emissions from this sample and others like it will be covered in more detail in 
Chapter 6. 
4.2.2 PLE band edge  
Photoluminescence excitation (PLE) spectroscopy provides a measure of the band 
gap energy and the shape of the band edge.  The band edge shape is typically thought to 
be determined by an exponentially decaying density of states that extends into the 
forbidden gap, the width of which has been connected to the degree of structural disorder 
in the crystal, including disorder that results from local composition fluctuations and 
deviations from stoichiometry [5].  Such band tails are common in Cu-poor CIGS and 
have been measured by luminescence techniques as well as transient photocapacitance 
spectroscopy [6-9].   
PLE spectra are plotted in violet on the right hand side of each set of PL spectra 
on Figures 4.1 and 4.2.  PL peaks marked in the figures with a black arrow indicate the 
wavelength at which the detecting spectrometer was set for the corresponding PLE 
spectrum displayed.  However, PLE spectra were also recorded for each emission peak in 
each spectrum (only selected PLE spectra are shown).  The broad, structureless PLE 
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spectra measured here are typical for Cu-poor CIGS [10].  PLE spectra were fit using an 
empirical Sigmoidal Boltzmann function 
 
() =  +  + 1 + exp	 −  
 
(4.2)  
where A1 and A2 define the upper and lower bounds of the function, E0 is the center 
position, and w is the width of the sigmoidal function.  An example of this fitting is given 
in Figure 4.3.  PLE edge widths are listed in Table 4.1 for measurements using both the 
lamp and the continuum laser sources.   
There is some variation in the measurements by excitation source.  An example of 
PLE edges measured using the two sources is shown in Figure 4.4.  The figure shows the 
impact of off-center satellite peaks from the lamp source that obscured the PLE data 
when the detection and excitation wavelengths become too close to one another.  The 
satellite peaks are due to the need for the maximum power output of the lamp source 
which required wide open exit slits of the excitation spectrometer and therefore a broad 
excitation spectrum.  The satellite peaks made a reliable measurement of peak 1 difficult, 
and so the data for peak 1 is omitted on Figure 4.4.  This was a major driver to use a 
brighter, narrower source like the continuum laser.  While most measured PLE edge 
widths were larger using the continuum source (Table 4.1), the trend was not consistent 
as measurements on the wavelengths of SLG-1 peaks 2-3 and SLG-4 peak 1 showed 
slightly narrower widths using the continuum laser source.  Despite the differences, there 
is no reason to believe that the edge widths are any more reliable using the lamp or the 
continuum laser, so both are reported in Table 4.1 for comparison.  Instead, the advantage 
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of the continuum laser source over the lamp source was due to increased excitation 
intensity and decreased spectral bandwidth.  These advantages led to much faster 
acquisition times, which allowed for more samples to be measured while at cryogenic 
temperatures, the ability to quickly measure individual spectra for varying excitation 
wavelengths, much higher signal-to-noise ratios for PL and PLE spectra, and less 
interference by satellite peaks in the excitation spectrum. 
It should be noted that PLE results are a convolution of the two band edges with 
the width of the edge dominated by the wider band edge.  Optical methods are not able to 
distinguish between the two band edges.  However, as shown by current imaging 
tunneling spectroscopy [11], the two band edges appear symmetrical and more or less 
indistinguishable in width.  Since the band edge is not abrupt, the nominal band gap 
energy of the material was determined by adding 3w to the center position of the PLE 
edge, E0, to get the energy gap, Egap, a position 95% of the maximum PLE edge height.  
This gives a value of Egap that lies near the turnover of the PLE edge.  These PLE-derived 
values of Egap are marked in red on Figures 4.1 and 4.2 are listed in Table 4.1.  The PLE-
measured values of Egap agree well with chemistry-derived values for each sample.  The 
band gap of Cu-poor (α-phase) Cu(In1-xGax)Se2 exhibits a sublinear dependence on alloy 
composition and is estimated by [12] 
 
 !() =  !,#$% + (1 − ) !,#&% − '(1 − ) (4.3)  
where the energy gap for pure CuInSe2 is 1.05 eV, for pure CuGaSe2 is 1.68 eV, and b is 
the bowing parameter.  A theoretical low temperature bowing parameter of 0.21 [13] was 
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used to calculate values of 1.22 eV, 1.23 eV, and 1.45 eV for the x values of 0.32, 0.33, 
and 0.68, respectively, found in SLG samples in this study. 
Because the highest energy emission peak for each sample is 50-200 meV below 
the energy gap as measured by PLE, it is evident that band edge and excitonic transitions 
are not present, in agreement with typical observations of PL on Cu-poor CIGS [10].  The 
only possible exception is the highest energy peak observed in SLG-1 samples.  General 
broadening is likely due to local composition variations and high intrinsic defect 
densities, which lead to band edge fluctuations [4, 8, 14-16].  In contrast, Cu-rich CIGS 
grows nearly stoichiometrically in the bulk by segregating excess copper into a Cu2-xSe 
binary phase at the surface, giving rise to sharp PL transitions and observable excitonic 
emission [17].   
On samples whose emission was made up of multiple distinct peaks (GAAS-1, 
SLG-1, SLG-3 and others not shown), weak subgap absorption peaks or shoulders were 
observed in PLE spectra.  The effect can be seen in Figure 4.4 where a peak exists at 
~1.15 eV in the PLE spectrum obtained for the emissions at the peak 5 wavelength, 
corresponding to absorption via the peak 2 transition (later shown to be a tail-to-impurity 
transition).  Also, PLE spectra measured at emission wavelengths of peaks 3-5 exhibit a 
shoulder at ~1.19 eV corresponding to absorption at the peak 1 transition energy.  This 
observation is an indication that the absorbing and emitting transitions can be related 
such that electron-hole pairs generated by absorption in one defect-related band can 
transfer charge to a lower energy state with subsequent emission at the corresponding 
emission wavelength.   
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Figure 4.5 shows a plot of average device efficiency vs. measured average PLE 
width (γavg), for both PLE excitation methods.  The figure includes three additional data 
points beyond those listed in Table 4.1, also SLG layers from IEC.  This is because 
additional efficiency-correlated samples were needed to establish the trend of Figure 4.5, 
and so these samples were measured with PLE but not otherwise analyzed.  Error bars for 
efficiency were determined by the standard deviation amongst batch samples fabricated 
into devices at IEC (usually 10-25 devices).  Error bars for γavg were estimated by taking 
into account variation amongst PLE edges that were measured for different emission 
wavelengths, such as SLG-1 spectra.  Within this selection of samples, the sharpness of 
the band edge correlates relatively well with device performance – materials with sharper 
band edges as measured by PLE make better devices.  These results are consistent with 
transient photocapacitance [7, 9] and computer modeling of devices, in which an increase 
in the band tail width correlates with decreased overall device efficiency.  The measured 
band tail widths are in the same range as those determined from similar materials by 
transient photocapacitance spectroscopy [5, 7] and optical methods [18].  SLG-1, the 
batch that made the highest efficiency devices (15.5%), exhibited the narrowest band tail 
width, while all other samples show wider band tails.  Epilayers showed fairly wide band 
tail widths similar to low efficiency SLG samples. While the specific epilayers in this 
study have not been fabricated into devices, similar epilayers tend to make poor devices 
(~6%) that are less efficient than even low-efficiency SLG samples [7, 19].  FOIL 
samples showed γavg = 11-12 meV.  Unfortunately, device data was not available for 
FOIL samples. 
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4.2.3 Excitation intensity dependence 
 Figure 4.6 shows a normalized excitation intensity-dependent PL series on sample 
SLG-4 as well as the un-normalized series on a logarithmic scale.  Figure 4.7 shows 
examples of 2-peak Gaussian fits for three of the spectra in the series.  This asymmetric 
emission shape is typical of emission from high performance Cu-poor polycrystalline 
films studied in this work.  The fitting revealed that two emissions are competing in 
relative intensity but are also shifting in energy as the excitation changes.  At low 
excitation intensities, a high energy emission is relatively prominent and the spectra 
blueshift with increasing excitation intensity.  This blueshift is characteristic of band tail 
transitions between the lowest energy states in the landscape of potential fluctuations in 
heavily compensated semiconductors [6].  As excitation increases, the band edges are 
essentially flattened, and recombination occurs between states further apart in energy.   
At power densities above 100 W/cm2, the higher energy contributions appear to 
saturate in intensity as the excitation level increases and the low energy transitions 
eventually dominate the overall spectrum.  This results from a combination of (1) the 
band flattening effect saturating, (2) other non-radiative recombination pathways (such as 
dislocations) becoming progressively dominant and (3) a redshift caused by sample 
heating at high excitation intensities, consistent with the temperature-dependence of 
emissions discussed in the next section. The blueshift transitioning to a redshift was 
observed in all SLG-2, SLG-3 and SLG-4 samples.  Table 4.1 lists the laser beam power 
at which the blueshift changed to an apparent redshift, which was consistently 5-10 mW 
(64-127 W/cm2).  The GAAS, SLG-1, and FOIL samples did not show redshifts with 
increasing excitation intensity, only blueshifts. 
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The peak shift with excitation intensity can lead to an identification of the 
transition type.  The emission energy for DAP transitions is given by [20] 
 
ℎ) =  − * − + + /-.+*, (4.4)  
where - is the dielectric constant, EA(D) is the acceptor (donor) energy separation from the 
corresponding band edge, and rDA is the separation of the donor-acceptor pair involved in 
the transition.  The average donor-acceptor pair separation will decrease with increasing 
excitation intensity, thereby increasing the Coulombic binding energy term in the above 
equation and causing a blueshift of the emission.  In general, no shift is expected for 
band-to-band and free-to-bound transitions, a moderate blueshift of 1-4 meV/decade is 
expected for donor-acceptor (DAP) transitions, and higher shifts (on the order of 10 
meV/decade) indicate recombination in the presence of band edge fluctuations [3, 21].  
The blueshifts (positive values) and redshifts (negative values) are listed in Table 4.1.  
All samples measured here with the exception of SLG-1 show blueshifts in the range of 
~7-27 meV/decade, much larger than those expected for DAP transitions.  SLG-1 
samples show a small blueshift for peak 1 and a large blueshift for peak 2, indicating a 
clear difference in their behavior.  The blueshift for peak 3 was not consistent between 
PL and CL.  The blueshift for peak 4 was 2.1-2.5 meV/decade, in the range for DAP 
transitions.  Peak 5 was too weak for a calculation of a reliable blueshift. 
The intensity of PL emissions as a function on excitation intensity can lead to 
further verification of the band- or defect-related nature of emissions.  For any 
luminescence technique such as PL or CL, excitonic (or band-to-band) and defect band 
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transitions can be distinguished by the dependency of their luminescence intensities (INT) 
on excitation intensity IEx via  
 
/0 = (1)2 (4.5)  
where A is a constant [22].  By fitting the individual emissions to the above power law 
equation, one can extract k exponents for each transition.  Exponents of 1<k<2 are typical 
for band-to-band recombination, while k<1 is expected for defect-related recombination 
such as donor-acceptor pair transitions or defect-to-band edge transitions.  This rule 
results from the fact that the band-to-band recombination rate depends on the product of 
the density of free electrons and holes, and is essentially a two-population rate; in 
contrast, recombination via discrete defect states is limited by the population of the less 
populated state involved in the recombination, and so is essentially a one-population rate.   
To illustrate the procedure, specific results on PL of the high efficiency sample 
batch SLG-1 are discussed here.  Excitation intensity-dependent PL spectra (Figure 4.8) 
were fit with multiple Gaussians and integrated to determine a relative total PL power 
output.  Fits to the power law are shown in Figure 4.9.  The four lower energy transitions 
have k<1 while the highest energy peak is best fit with k=1.02 and could be either 
excitonic or defect-related in nature.  Calculated k exponents for all samples are listed in 
Table 4.1.  The highest energy transition peak 1 is fundamentally different than the lower 
energy transitions.  The integrated PL intensity begins to saturate above 200 W/cm2, 
whereupon either sample heating or other non-radiative recombination pathways 
becoming progressively dominant causes the efficiency of radiative recombination to 
drop.   
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4.2.4 Temperature dependence 
Temperature-dependent PL series were obtained and fit with multiple Gaussians.  
An example temperature series from sample SLG-4 is shown in Figure 4.10.  This data is 
fit with two Gaussians as shown in Figure 4.11.  The high energy peak is almost 
nonexistent at low temperatures but it appears quickly in the form of a shoulder at 
temperatures just above 10 K.  The low energy peak is seen to redshift for temperatures 
in the range of 2-35 K.  The redshift cannot be explained by band gap reduction since the 
band gap remains almost constant for T < 80 K [3].  The redshift is in contradiction to 
typical DAP behavior, which predicts only a blueshift with increasing temperature.  
Instead, this behavior indicates transitions between band tails and impurity states, so 
called tail-to-impurity (TI) type transitions, which occur in semiconductors dominated by 
fluctuating potentials (band edge fluctuations due to compositional variation) [3].  The 
redshift occurs because as temperature increases, carriers that were frozen in local band 
edge minima are thermalized over local potential barriers and subsequently recombine 
either by lower energy radiative mechanisms or by non-radiative deep centers, so that the 
remaining radiative emissions are lower in energy.  An abrupt transformation from 
redshift to blueshift occurs at ~35 K, which indicates a change of the transition type to 
band-to-impurity (BI) transitions.  Measured blueshifts were on the order of 0.5-9 
meV/10K for samples in this study and redshifts on the order of 1.5-4.3 meV/10 K.  
Shifts and transition temperatures (from red to blue) are listed in Table 4.1.  SLG-2, SLG-
3, SLG-4, and FOIL samples showed both red and blue shifts; SLG-1 samples only 
showed a blueshift; GAAS samples showed only a redshift.  These results suggest that 
transitions found in SLG-1 samples are fundamentally and radically different than those 
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found in other SLG samples.  The fact that GAAS samples only showed redshifts 
indicates that they are even more influenced by fluctuating potentials than are the 
polycrystals because the transition types do not change from TI to BI within the 
temperature range studied.  This also fits with the fact that the epilayers showed relatively 
wide band tails in PLE.  Further discussion of the transition types in the various samples 
is covered a following section. 
The activation (binding) energy of the lower energy defect involved in an 
individual emission can be calculated by a two-term quenching model [21, 23, 24] 
described by  
 
 =
1
1 + 3 exp − 40  + 3 exp − 40 
 
(4.6)  
where Ea1 and Ea2 are the characteristic activation energies for carrier escape and C1 and 
C2 are fitting parameters.  Quenching curves based on the above equation were fit to each 
PL temperature series in this study.  An example for SLG-4 can be seen in Figure 4.12.  
Each quenching curve fit produced two activation energies.  The smaller energy was 
always less than 5 meV which is too small to be interpreted as a discrete defect level.  
Such a low activation energy could instead be due to band tails or to changes in the 
dominant population of charges in a defect band as the temperature changes. 
Activation energies in the range 14-38 meV were found for high energy 
transitions in the SLG films (Table 4.1).  With the band tails measured by PLE being on 
the order of 10-25 meV, I propose that the activation energy measured for high energy 
emissions is just the average activation energy for thermalization of carriers from the 
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band tail to the flat band.  I further conclude that the high energy peak 1 in SLG-1 is a 
band-to-band tail (BT) transition, because it has an energy too close to the band edge (30-
80 meV depending on excitation source) for a defect-to-band tail transition.  Activation 
energies of 108-125 meV were measured for very low energy transitions (only observed 
in SLG-1 samples).  This behavior indicates recombination via transitions between band 
tail states and impurities (TI) or DAP transitions.  Activation energies in the range of 30-
55 meV were recorded for GAAS samples and 50-95 meV for FOIL samples.   
4.2.5 Effect of Ga content 
The high Ga content film, SLG-2, shows the broadest luminescence of the 
polycrystalline samples.  With reference to the band edge (Figure 4.2), the highest energy 
emission peak for SLG-2 is only slightly lower in energy (~210 meV below Egap for the 
lamp spectrum) than the highest energy peaks are for the low-Ga material (75-160 meV 
below Egap).  This is in spite of a difference in energy gap of 189-203 meV between the 
high-Ga sample and its low-Ga counterparts.  Because the conduction band minimum is 
controlled by mainly group-III-s states [25], the change in energy gap due to changing Ga 
content is almost entirely exhibited in a conduction band offset.  Because the transition 
energy moves with the change in band gap, this implies that the defect bands responsible 
for these emissions are not moving with and are likely to be acceptors as they follow the 
valence band.  
  In addition to the broadest PL peaks, SLG-2 showed the broadest average PLE 
edge width at ~23 meV, with only the epilayers and Na-free SLG-3 samples showing 
widths that were close.  This indicates that increasing the Ga content increases the band 
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tail width and thus the compositional inhomogeneity.  This may explain why going much 
beyond the high performance window of 0.21 ≤ Ga/(Ga + In) ≤ 0.38 tends to worsen the 
performance of CIGS solar cells, despite what would otherwise be a move towards a 
better band gap energy for capturing sunlight. 
4.2.6 Band gap fluctuations model 
The experimental results presented in this work cannot be explained by a standard 
donor-acceptor pair (DAP) model used for flat-band semiconductors, a model that has 
been appropriately applied to emission from Cu-rich CIGS [10, 23, 26] but is incomplete 
when explaining emission from Cu-poor CIGS.  The standard model of DAP 
recombination in heavily doped semiconductors with defect states near the band edge 
predicts a monotonic blueshift with increasing excitation intensity and increasing 
temperature.  Instead, discrepancies between the data observed and the DAP 
interpretation have been identified so far, including the magnitude of blueshifts with 
excitation intensity, the redshift in the temperature dependence, and the small activation 
energies calculated from quenching that are within the width of the band tails.  Cu-rich 
CIGS exhibits emissions that are sharp and show excitonic structure.  However, for Cu-
poor CIGS, emissions are usually found to be broad, asymmetric and structureless, such 
as those seen in GAAS, SLG-2, SLG-4, and FOIL samples presented here.  This 
broadening is ascribed to two related phenomena: (1) spatial fluctuations in composition 
that cause band gap fluctuations and (2) a high concentration of compensating intrinsic 
defects [16].  Therefore, a model is needed that takes into account randomly distributed 
defects which give rise to variations in the energy gap on a local scale. Such a model was 
developed by Shklovskii and Efros [27] and Levanyuk and Osipov [28]. Standard 
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efficiency SLG-4 samples, and their behavior with excitation intensity and temperature, 
are explained below within this context.  Interpretations within the model explain 
variations such as Cu content (SLG-1), Ga content (SLG-2), Na treatment (SLG-3) and 
Ga-free epitaxy (GAAS). 
The model was developed especially for heavily doped and highly compensated 
semiconductors [27, 28].  The theory describes two major types of edge emission (Figure 
4.13): (1) band-to-band (BB) and (2) band-to-band tail (BT).  It is the BT emission that 
results in broad, asymmetrical emission shapes and differentiates the recombination 
behavior in highly compensated semiconductors with that of normal semiconductors.  
The theory is based on recombination between carriers with a distribution described by 
quasi-Fermi level which lies in the band and a density of states for carriers localized in a 
band tail (ρ) in the opposite band, described by 
 
5() = 5 6− 78 (4.7)  
where 7 is a parameter that describes the exponential decay of the band tail.  BT 
emission dominates at low temperatures, where carriers are trapped in deep local 
potential wells of the fluctuating band tails, and BB emission dominates at high 
temperatures where localized carriers have been thermally released.  In p-type material 
such as CIGS, these deep band tail states behave more like acceptor bands rather than 
valence band states, in that they give rise to quenching behavior with small activation 
energies and that they are separated from the nominal band gap energy like discrete 
defect levels.  BB emission dominates at high temperatures because carriers have enough 
energy to escape local potential minima.  BB emission dominates at high excitation 
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intensities because the local potential wells fill up and recombination occurs between 
“flattened” bands. 
However, direct BB or BT transitions, whose transition energies are near the 
nominal band edge energy, are only observed in epitaxial or single crystal CIGS films of 
high quality [16, 23, 29].  Instead, emissions from Cu-poor device-quality polycrystals, 
such as those analyzed here, are some 100-200 meV below the band edge.  I propose that 
these are not BB or BT, but are instead similar transitions that are modified by sub-gap 
intrinsic defect levels, called BI for band-to-impurity transitions and TI for band tail-to-
impurity transitions.  A schematic of transitions involving acceptor levels is shown in 
Figure 4.13.  The theory mentioned above holds for these types of transitions equally well 
to BB and BT types. 
Further verification of band tails being involved in BT and TI transitions 
identified above comes from the fact that the shape and width of the lower-energy side of 
PL peaks for is very close to the PLE absorption edge, except for SLG-1 samples in 
which the low energy emissions are identified as DAP transitions.  Fitting of the low 
energy side with a Sigmoidal Boltzmann function revealed widths within 5% of PLE 
edge widths for those shown in Figure 4.16.  This implies that the PL transitions involve 
states in the band edge in the same manner as does the PLE.  
Detailed analysis of the temperature dependence within the described model can 
provide a measure of the band tail width independent of PLE data.  Most spectra 
described above show an abrupt change from a redshift with increasing temperature to a 
blueshift with increasing temperature at ~32 K.  This transition occurs at a temperature 
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where enough localized holes are thermally released that high energy BI transitions begin 
to dominate.  According to the band edge fluctuations model, this transition temperature 
is predicted to occur at T1 
 
40 = 7 6ln /; + <Θ8
>/
 (4.8)  
where NB is the effective density of states in the band associated with the transition, n and 
p are the concentration of free electrons and holes, respectively, Θ is the ratio of electron 
to hole capture probabilities by a localized state, and 7 is an energy that describes the 
exponential decay of the band tail, essentially the average energetic width of the density 
of states that make up the band tail.  According to the Levanyuk model, at low 
temperatures, the peak position of the TI band emission, ℎ)? 1, decreases linearly with 
temperature and can be described by  
 
ℎ)? 1 = ℎ)? 1 − 406	ln /; + <Θ8 (4.9)  
where ℎ)? 1  is the (extrapolated) peak energy at 0 K.  Figure 4.14 plots the peak 
position of the TI band and shows a linear fit to Equation (4.9), where the slope is the 
term in parentheses.  A value for the slope at low temperatures is calculated as -5.2 kT, or 
 
ln /@ + <Θ = −5.2 (4.10)  
This analysis results in a γ0 value of 6.3 meV for SLG-4 samples.  Samples from batches 
SLG-2 and SLG-3 were analyzed similarly and found to have average γ0 values of 9.2 
meV and 7.4 meV, respectively (Table 4.1).  These values are much smaller than the 13-
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26 meV PLE edge widths or the 15-20 meV activation energies extracted from quenching 
curves, but their behavior amongst the three sample types was consistent (γSLG-2 > γSLG-3 > 
γSLG-4).  The γ0 values extracted here scaled well with those measured by PLE in GAAS-1 
and SLG-2-4 samples (using the continuum laser).  It is possible that the values from the 
different methods correspond in some way but I was not able to reconcile the difference.  
It may be that the mathematical descriptions of the band edges and the manner of fitting 
have led to the discrepancy, but at least the relative values are consistent and can give 
conclusions on the effects of band tails, even though the magnitudes may be debatable.  
Unlike other SLG samples, those from batch SLG-1 did not demonstrate a redshift with 
temperature, instead only showing ~3 meV/10K blueshifts for high energy emissions and 
subsequently smaller blueshifts for lower energy emissions (Table 4.1).  Clearly the 
emission mechanisms for SLG-1 samples are different. 
 Authors that use a DAP model to explain emissions in CIGS report that donors 
have small activation energies (5-20 meV) while acceptors show larger activation 
energies (40-80 meV) [2, 23, 30].  However, often these analyses are not specific to Cu-
poor stoichiometry in which emissions are broadened and significantly lower in energy 
with respect to the band edge and they do not account for band edge fluctuations which 
have been shown to be an important part of recombination.  The measured activation 
energy for SLG-4 samples is 15 meV while the band tail widths as measure by PLE are 
13-16 meV.  At first glance these values would fit with shallow donors reported in the 
literature, however it has already been shown that the transitions are not DAP but instead 
BI or TI type. When the width of band tails becomes comparable or exceeds the 
activation energies of discrete defect levels, the characteristics of the recombination 
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processes change significantly.  Such shallow defect bands would overlap with the band 
tails.  The opposite defect band, further from the band edge, would follow the 
fluctuations in the band tails, as illustrated in Figure 4.13.  This is the reason for the 
ambiguity between the identification of transitions as DAP or TI type in the literature.  I 
conclude that PL transitions in Cu-poor CIGS identified by others as indicating a donor 
defect band very close to the conduction band edge with a small ionization energy are 
really transitions into band tail states rather than to a distinct defect band. This is 
consistent with fluctuating potentials causing band tails described in this and other 
studies.  For example, studies using depth- and temperature-dependent CL on epitaxial 
and polycrystalline samples similar to those studies here [14] assigned “deep-level” (DL) 
emissions to  free-to-bound transitions (the parent type for BI and TI) rather than DAP 
transitions due to their quenching behavior.  The origin of the DL defects was ascribed to 
a low energy donor separated by ~200 meV from the bottom of the conduction band, 
which was tentatively assigned to either the InCu+VCu pair (~200 meV below the 
conduction band) or the InCu antisite defect (~250 meV below the conduction band), 
values that are extracted from effective mas theory [31].  These defects are consistent 
with Cu-poor stoichiometry.  Transient photocapacitance (TPC) on similar materials [9] 
found two hole traps 0.7 and 0.9 eV above the valence band edge and a band tail width of 
22 meV.  The study also found that epitaxial layers had wider band tails than polycrystals 
as measured by TPC and that a correlation existed between band tail width and device 
performance, especially in short-circuit current.  Although optical spectroscopy cannot 
determine whether defects responsible for emissions are donors or acceptors, the 
connections to TPC data and theoretical defect energies outlined above allow a tentative 
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assignment to acceptor defect levels.  From the above interpretation, I am able to 
construct a model of SLG-4 samples shown in Figure 4.15 (right hand side).  The 
acceptor activation energy of 150 meV is calculated by subtracting the transition energy 
of 1.08 eV from the PLE measured band gap of 1.23 eV.   
The difference between samples from batches SLG-1 and SLG-4 are their relative 
Cu/(In+Ga) content, with SLG-1 samples closer to stoichiometry.  SLG-1 samples show 
emissions much closer to the band edge than do SLG-4 samples.  Since the energy gap in 
CIGS compounds is not a function of Cu content, this energy shift originates from 
fundamental differences in the recombination processes.  The difference is also 
manifested in the observation that SLG-1 samples give rise to sharper band edges as 
measured by PLE.  This effect of Cu molecularity controlling the band edge width and 
thus the depth of optical fluctuations has been observed by others [3, 8] in Cu-poor CIGS 
films, and the results presented here agree.  Apparently Cu-poor films closer to 
stoichiometry have sharper band tails and thus exhibit a reduced degree of composition 
fluctuations.  The other effect of Cu molecularity appears in the three low energy 
transitions which were only observed from samples in the SLG-1 batch.  While emissions 
far from the band edge are often thought to be detrimental to device performance, the 
presence of such deep levels contributing to radiative recombination in SLG-1 samples 
does not necessarily preclude the material from producing devices of high efficiency and 
may suggest a reduction in the density of competing non-radiative recombination 
pathways.  Since the measured activation energies of the low energy peaks 4-5 were 
much larger than the measured PLE edges and the energies of the emissions are too large 
for BI or BT type transitions, I assign peaks 4 and 5 as DAP transitions.  The activation 
74 
 
energy of the larger energy defect level involved in the DAP transition can be estimated 
from knowledge of the energy gap, the transition energy and the smaller activation 
energy measured by thermal quenching.  This analysis results in activation energies of the 
deeper defect level involved in the DAP transition of 186 and 298 meV for the transitions 
4 and 5, respectively.  These assignments fit with the fact that the peaks do not redshift 
with excitation intensity (as peaks in other samples do).  The same procedure for peak 3 
results in an activation energy of the larger energy defect level involved in the DAP 
transition of 176 meV, close to that for peak 4.  Since the smaller activation energy for 
peak 3 is 38 meV, this transition is assigned as a band tail-to-impurity (TI) type.  Since 
the larger activation energy for peaks 3 (176 meV) and peak 4 (186 meV) are reasonably 
close to one another, the transitions must share the same defect level.  The higher energy 
peaks 2 and 1 are band-to-impurity (BI) and band-to-tail (BT) types, respectively.  I 
propose a model for recombination in SLG-1 samples as shown in a flat-band schematic 
in Figure 4.15 (left hand side).   
Ga-rich samples from batch SLG-2 show similar behavior to SLG-4 samples.  
The small activation energies indicate transitions involving band tails.  The band edge 
width for Ga-rich samples is wider as measured by PLE and as estimated with the 
composition fluctuations model.  However, there appears to be no fundamental difference 
in the emission types.  I assign the asymmetric transition as BI-TI type as in SLG-4 
samples.  The same conclusions hold for Na-free SLG-3 samples.  The band edge is 
measured to be wider that the Na-containing SLG-4 films by both PLE fits and the 
composition fluctuations model.  Figure 4.15 summarizes these conclusions for SLG 
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films and shows measured values of BT, BI, TI and DAP emission energies, defect 
activation energies and band edge widths. 
4.2.7 Excitation sources and excitation depth 
The use of different sources and excitation wavelengths for optical excitation can 
elucidate the differences in emission as a function of depth in a sample.  Table 4.2 shows 
the different excitation regimes used in this study and Figure 4.17 shows a comparison of 
the probe depths for different excitation wavelengths and electron beam voltages.   
Excitation at ~100 nm above the energy gap (for lamp spectra shown in Figures 
4.1 and 4.2) implies a modest absorption coefficient (α ~3.6-7.2 µm-1) while for all 
samples the Nd:YAG excitation is far above the energy gap and absorption coefficients 
are high (α ~13 µm-1).  The optical absorption was calculated using chemistry-dependent 
absorption coefficient data (obtained directly from IEC) on samples similar to SLG 
batches measured here.  The Beer-Lambert Law describes the optical attenuation  
 
(C) = exp	(−DC) (4.11)  
where z is the depth into the material.  The electron beam depth distribution E(C)	was 
calculated using a modified Gaussian [32] of the form 
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E(C) = E? 1 Fexp− 6C − GC 8
H
 
G = 0.276LM 
C = N1.05G + 0.5C											OP.	0 ≤ C ≤ G1.95G − 0.1C																				OP.	G < C 
(4.12)  
For 15 keV electrons used in CL studies in this work, the peak generation occurs at 0.22 
µm and 99% of the electron energy is dissipated in the penetration range Re = 0.79 µm.  
The penetration range of electrons into the material is a function of physical parameters 
of the material and the electron beam energy.  Using the Everhart & Hoff model [33] 
 
LM = 0.03985 V.WX (4.13)  
where ρ is the material density in g/cm3 and Eb is the electron beam energy in keV.  For 
CuInSe2, ρ = 5.77 g/cm3 and Re = 0.79 µm for 15 keV beams.  The alloy films have 
nearly identical excitation depths. 
The excitation density regimes explored in this study, listed in Table 4.2, were 
calculated using the range of generation rates and mean probe depths associated with 
each excitation method.  For photoexcitation, the calculation assumes that every photon is 
converted to one electron-hole pair.  The excitation beam diameter was measured by 
focusing the excitation source on a micrometer-controlled razor blade edge and recording 
the beam power as a function of blade position, then fitting the data with an error 
function to extract the full width at half maximum (FWHM) of the beam.  This assumes a 
circular Gaussian shaped beam, as expected for these sources.  Therefore, the calculated 
power density is an average over the FWHM area of the beam.  The calculation of 
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average generation rate (carriers/cm3s) is completed by converting the power density to a 
carrier flux (carriers/cm2s) and then converting the flux to a generation rate based on the 
average optical excitation depth δavg, which is defined as the depth at which half of the 
excitation light is absorbed and half remains.  This depth is estimated to be ~45 nm for 
532 nm excitation used for all samples (Nd:YAG excitation), ~110 nm for 750 nm 
excitation (lamp) used for SLG-2 high Ga samples, ~190 nm for 900 nm excitation 
(lamp) used for all other SLG and FOIL samples, and 90 nm for 1050 nm excitation 
(lamp) used for Ga-free GAAS epilayers.  These depths are marked on Figure 4.16 with 
arrows. 
For excitation by a beam of electrons, the generation rate calculation converts 
beam current and voltage to power density by assuming a beam diameter of 10 nm.  The 
power density is converted to electron flux by dividing by the charge of an electron, then 
to carrier flux by assuming a generation factor, defined as the number of electron-hole 
pairs generated per incident beam electron.  The generation factor G is given by [34, 35] 
 
Y = V(1 − Z)[  (4.14)  
where Eb is the electron beam energy, Ei is the ionization energy (the energy required for 
the formation of an electron-hole pair), and β represents the fractional electron beam 
energy loss due to backscattered electrons.  Ei=2.8Egap + M where 0 < M < 1 eV 
depending on the material, and is independent of the electron beam energy.  For 1.2 eV 
material such as CIGS, Ei = 3.6-4.1 eV.  So, the factor Eb/Ei ≈ 15,000/4.0 = 3,750.  
Finally the carrier flux is converted to a generation rate by assuming a spherical 
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excitation volume of diameter equal to the penetration range of electrons into the 
material.   
In all cases the optical excitation is very close to the sample surface of the ~2 µm 
thick films while the peak excitation for CL at 15 keV is much deeper.  Therefore, the 
optical measurements are likely to be sensitive to surface recombination while the CL 
experiments should be less sensitive to surface recombination.  Neither measurement 
excites the samples close enough to the back of the device to be sensitive to 
recombination at the back.   
Variation of the excitation wavelength amongst PL measurements allows the 
comparison of spectra that result from recombinations that occur at different depths in the 
film.  Figure 4.18 shows ten spectra for optical excitation at different wavelengths by the 
continuum laser and their corresponding average excitation depths, δavg, which range 
from 44 nm for 530 nm excitation to 270 nm for 980 nm excitation.  For comparison, the 
figure also includes spectra using the Nd:YAG laser (532 nm) and the electron beam in 
the CL.  There are very few differences amongst the ten continuum laser spectra.  
However, for small δavg, low energy peaks at ~1.14 eV and ~1.05 eV (peaks 2 and 3 in 
Table 4.1) are enhanced relative to the main peak (1) at 1.20 eV.  This is also the case for 
the shallow excitation depth of the Nd:YAG laser spectrum  in which an even more 
enhanced peak at 1.12 eV is observed.  The Nd:YAG spectrum also shows peaks 
redshifted some 200-300 meV compared to the continuum laser spectra, which is likely 
due the fact that these spectra were recorded from different samples from the same SLG-
1 batch.  Spectral variability with position was observed using CL and is covered in a 
later chapter.   
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Figure 4.19 plots the ratio of fitted peak area of the two low energy peaks (2-3) to 
the fitted peak area of the high energy peak (1) as a function of mean probe depth.  The 
plot shows an decrease in relative intensity of the low energy emissions (~1.14 eV and 
~1.05 eV) as the mean probe depth increases, especially past ~130 nm in depth.  This is 
an indication that the low energy emissions are related to surface recombination, or at 
least that the defects responsible are situated towards the front of the film rather than the 
back.   
An attempt at cross sectional CL was made on SLG samples in order to identify 
the depth dependence of specific recombinations.  An example of the results is shown in 
Figure 4.20 for a SLG-1 sample.  The experiment involved cutting and rough-polishing 
with the Allied polisher, but no Ar ion polishing.  The top row of Figure 4.20 shows the 
SEM image of the cross section.  It is evident that the polishing procedure led to vertical, 
rough grooving which indicates damage imparted by the polishing procedure.  This made 
analysis by EBSD impossible (and thus grain boundary type information unavailable) 
without further low-energy Ar ion polishing.  However, it is still possible to learn about 
the emission behavior from such cross sections.  Figure 4.20 shows a spectrum collected 
from the entire area shown.  Spectral peaks and shoulders were identified for 
monochromatic CL imaging and are marked on the spectrum.  The last five rows of the 
figure show these mono-CL images.   
The three highest energy peaks were brightest, which is not obvious by looking at 
the mono-CL images because each image is optimized for brightness and contrast to 
make it viewable on its own.  These three transitions also showed the most contrast in CL 
images.  What is most intriguing about the CL imaging is the fact that the spectral 
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contrast is so high.  For example, the spots marked “B” and “C” in the SEM image show 
very high intensity at 1027 nm but weak intensity in other parts of the spectrum.  In 
contrast, spot “A” shows high intensity at 1060 nm and spot “D” shows high intensity for 
all three low energy emissions 1060 nm, 1155 nm and 1270 nm, but weak intensity for 
high energy emissions.  While difficult to quantify, this type of spectral contrast for 
cross-sectional samples was common in SLG films observed in this study.  When 
comparing the spatial variability of the five emissions, it is evident that the two low 
energy emissions 1155 nm and 1270 nm, identified as DAP transitions, exhibit much less 
spatial variability than the high energy emissions, identified as band-to-tail, band-to-
impurity and tail-to-impurity transitions.  The similar spatial distribution of the two low 
energy emissions shows that they come from the same defects or defect chemistries, a 
conclusion that agrees with the assignments in Figure 4.15 that they share an acceptor 
level.  Finally, it is observed that the lateral emission size is on the order of ~0.25-1 µm 
for shallow emissions while it appears to be much larger up to ~1.5 µm for deep 
emissions.  From the cross-sectional CL, it was difficult to confirm the behavior 
illustrated in Figure 4.19.  Peaks 2 and 3 (1027 nm and 1060 nm on Figure 4.20) did not 
show any increased emission towards the front as expected.  This could be due to a 
limited resolution in the CL or the need for large-area statistics to see a trend emerge. 
Front/back spectral contrast has been found by other authors.  Voltage dependent 
CL on similar samples to those investigated here showed almost the same results; that is, 
a decrease in low energy emission intensity in relation to high energy emission intensity 
with increasing beam voltage (i.e. excitation depth) [9, 14].   The implication was that 
defects responsible for low energy emission reside preferentially at the surface.  The 
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result supported other evidence of the formation of a surface layer with altered electronic 
properties on the order of tens of nanometers in thickness.  This surface layer is thought 
to induce type-conversion. Cross-sectional CL on chalcopyrite sulfides [36] showed 
opposite behavior: low energy defect-related transitions near the Mo back contact and 
high energy band-to-band transitions near the front. However, the defects responsible 
were not identified. 
4.3 Conclusions 
This study has used PL, PLE and CL to study emission from a variety of Cu-poor 
CIGS thin films.  Evidence was provided to support the replacement of the donor-
acceptor pair recombination model used in most interpretations of CIGS emission.  
Instead, I have explained the most commonly observed emissions as band-to-impurity 
(BI) and tail-to-impurity (TI) types within a model that accounts for high compensation 
and fluctuating potentials.  I have argued that small activation energies identified as 
discrete donor levels by other researchers are actually transitions into band tail states and 
that the activation energy measured for shallow emissions is the average activation 
energy for thermalization of carriers from the band tail to the flat band.  This is consistent 
with the model of fluctuating potentials causing band tails extending into the band gap.  
Within this model, a schematic of defect bands, transition types and band edge widths has 
been proposed for SLG type films analyzed here.  The connections to TPC data and 
theoretical defect energies have allowed the identification of acceptor defect levels that 
are responsible for TI and BI type emissions.  The consistency of the depth of defect 
emissions in the Ga-rich also supported this identification. 
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This work has demonstrated that high performance Cu-poor samples closer to 
Cu/(In+Ga) = 1.00 exhibit sharper PLE band edges and emissions far from the band edge 
which do not preclude high performance.  The shaper PLE band edges suggest a reduced 
degree of composition fluctuations.  I have identified DAP, TI, BI and BT emissions in 
such material.  The effect of Ga is seen in wider PLE band edges, which correlate with 
reduced cell performance. 
A correlation of PLE measured band edge with device efficiency was established.  
This indicates that in order to make better devices, material with a high degree of 
compositional homogeneity and reduced band tails is desired. 
Finally, cross-sectional CL and depth-dependent PL allowed analysis of the 
distinctions between front and back emissions.  For SLG-1 samples, I observed a 
decrease in low energy emission intensity in relation to high energy emission intensity 
with increasing depth mean excitation depth, implying that defects responsible for low 
energy emission reside preferentially at the surface. 
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4.5 Figures 
 
Figure 4.1. Representative T=2-5 K PL and CL spectra measured from samples listed in Table 2.  Multiple 
Gaussian fits to the spectra are shown (red and thin black curves).  PLE measurements (violet curves) were 
made with the detecting monochromator set at the wavelength marked with a black arrow for each 
spectrum.  Red arrows indicate the location of the PLE-derived energy gap value.  The FOIL lamp 
spectrum is actually a low-power (~3mW/cm2) continuum laser spectrum (lamp excitation was not 
performed on FOIL samples). 
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Figure 4.2. Figure 4.1 redrawn with spectra plotted in reference to the measured PLE band edge.  Band 
gaps are listed in eV. 
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Figure 4.3. Example of Sigmoidal Boltzmann fit to a PLE edge for SLG-4. Log scale (top) and  linear scale 
(bottom). 
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Figure 4.4.  Comparison of PLE curves from SLG-1 samples measured with tungsten lamp (thick curves) 
and continuum laser (narrow curves) excitation sources.  Lamp curves are normalized to 0.8 and laser 
curves are normalized to 1.0.  The lamp source had off-center satellite peaks ~50 nm from the center, 
obscuring the sub-gap signal.
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Table 4.1.  Compilation of emission data for samples presented in this work.  Peaks are numbered starting with the shallowest (highest energy peak). Et is the 
transition energy of the emission for fitted spectra shown in Figure 4.1.  Egap is the energy gap measured by PLE.  γPLE is the width of the PLE edge fit for both 
the lamp and continuum laser excitation.  Excitation intensity dependent spectra provided k exponents for both PL and CL, as well as blueshift magnitudes and 
the beam power at which the apparent shift changed from blue to red.  Temperature dependent spectra provided activation energies by quenching data, as well as 
blueshift magnitudes and the temperature at which the redshift changed to a blueshift.  Blueshifts are positive values and redshifts are negative values.  The 
temperature series also yielded a value for the width of band tails γ0.  The transition type for each peak is identified in the last column and matches the schematic 
shown in Figure 4.15.  BI = band-to-impurity, TI = tail-to-impurity, BT = band-to-tail, DAP = donor-acceptor pair.  
Ea (meV)
PL CL PL blue→red CL PL PL red→blue γ0 (meV)
GAAS-1 1 0.909 1.06 14.7 0.987 -- 11.9 N/A -- 31 -4.3 35K 8.2 BI
2 0.879 -- -- -- -- -- -- -- -- -- -- TI
3 0.848 -- 0.779 -- -- -- -- -- -- -- -- TI
GAAS-2 1 0.798 1.06 17.4 0.856 -- 12.1 N/A -- 51 -1.5 N/A N/A TI
2 0.772 -- -- -- -- -- -- -- -- -- -- TI
SLG-1 1 1.179 1.25 -- 1.016 1.105 3.6 N/A 0.8 N/A -- -- -- BT
2 1.129 9.7 0.900 0.933 8.6 N/A 9.7 N/A 3.2 N/A N/A BI
3 1.036 8.9 0.769 0.711 18.4 N/A 1.2 38 2.0 N/A N/A TI
4 0.939 10.7 0.710 0.678 2.1 N/A 2.5 125 1.0 N/A N/A DAP
5 0.844 -- 0.688 0.714 -- -- -- 108 0.6 N/A N/A DAP
SLG-2 1 1.237 1.44 17.6 0.912 0.777 16.2/-26.9 10mW 27.0 20 -2.6/2.4 55K 9.2 BI
2 1.208 -- 0.914 0.669 16.1/-19.6 10mW -- -- -- -- -- TI
SLG-3 1 1.087 1.26 16.7 0.976 1.014 6.5/-17.6 5mW 13.2 15 -2.0/2.2 35K 7.4 BI
2 1.035 20.0 0.771 0.886 0/-13.8 10mW 18.7 20 -4.0/3.1 60K 8.1 TI
3 0.980 -- -- 0.639 -- -- -- -- -- -- -- N/A
SLG-4 1 1.076 1.23 16.2 0.791 0.911 9.4/-30 5mW 14.3 15 -3.8/8.8 35K 6.3 BI
2 1.051 -- 0.737 0.883 9.9/-37 5mW 15.9 -- -- -- -- TI
FOIL-1 1 1.021 1.22 -- 0.890 -- 18.0 -- -- 58 -0.9/0.8 -- -- TI11.1
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Figure 4.5.  Average PLE measured band tail width (γavg) as a function of average device efficiency, for band edges 
measured by both variable wavelength excitation sources (lamp and continuum laser).  Device efficiency is 
unknown for CIS epilayers and FOIL samples, but the range of measured γ is drawn in as circles.  Device statistics 
determined efficiency error bars, and estimated standard deviation in γ determined error bars in γ. 
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Figure 4.6.  Excitation intensity-dependent series on SLG-4.  Excitation is by Nd:YAG laser, measurements were taken at T = 2 K. Spectra are normalized and 
plotted offset on a linear scales in the left hand figure and un-normalized and plotted on a logarithmic scale in the right hand figure.
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Figure 4.7.  Examples of 2-peak Gaussian fits of SLG-4 PL spectra shown in Figure 4.6.  The peaks tended to 
blueshift together for low excitation intensities and slightly redshift while changing in relative intensity for high 
excitation intensities. 
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Figure 4.8.  Excitation intensity dependent series on SLG-1 for Nd:TAG laser excitation.  T=2K.  EG is marked in 
red. 
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Figure 4.9.  Power law fits to excitation intensity dependent PL spectra for SLG-1 shown in Figure 4.8. 
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Figure 4.10.  Temperature dependent series on SLG-4. Nd:YAG laser as excitation, P = 509 mW/cm2.  Spectra are normalized and plotted offset on a linear 
scales in the left hand figure and un-normalized and plotted on a logarithmic scale in the right hand figure. 
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Figure 4.11.  Examples of 2-peak Gaussian fits of SLG-4 PL spectra shown in Figure 4.10.   
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Figure 4.12.  Two-term quenching curve fit for temperature series on SLG-4. 
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Figure 4.13.  Identified transitions in a one-defect level material in the presence of potential fluctuations.  Levels 
labeled are band-to-band (BB), band-to-tail (BT), band-to-imputiry (BI), and tail-to-impurity (TI).  An acceptor 
level is drawn as the impurity level for illustration. 
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Figure 4.14.  Redshift and blushift of the main emisison peak of SLG-4 with increasing temperature.  Slopes are 
given. 
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Figure 4.15.  Flat band schematic of transitions observed in SLG films.  The band-to-tail (BT) transition is drawn in light blue, the band-to-impurity (BT) 
transitions are drawn in red, the tail-to-impurty (TI) transitions are drawn in dark blue, the donor-acceptor pair (DAP) transitions are drawn in violet, and defect 
activation energies (EA/ED) are drawn in green.  Band tail widths as measured by PLE are draw in yellow (not to scale).  Dotted black lines indicate defect bands 
and dashed white lines indicate band tails.  Unlabeled values are in meV. 
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Figure 4.16.  Comparison of low-energy PL emission band edges (narrow lines) and PLE band edges (thick curves).
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Excitation adjustable parameter(s) power density (W/cm2) generation rate (EHP/cm3s) 
lamp wavelength, exit slit <1 <1023 
continuum laser wavelength, % power, exit slit 3-30 1×1023 to 5×1024 
Nd:YAG laser % power 1-1000 2×1023 to 6×1026 
electron beam beam current, voltage 106-109 1024 to 1028 
 
Table 4.2.  Excitation regimes calculated for the sources used in this study. 
 
 
Figure 4.17.  Comparison of optical and electron beam generation profiles (generation functions).  Mean optical 
excitation depths used for generation rate calculations are marked with arrows. 
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Figure 4.18.  Series of PL spectra for SLG-1 samples using different excitation wavelengths and sources.  The top 
ten spectra were recorded using the variable wavelength continuum laser source.  The red spectrum was recorded 
using the 532 nm Nd:YAG laser.  The last spectrum in black was recorded in the CL with 15 keV electrons.  All 
spectra were recorded at liquid He temperatures (2-6K).  The average excitation depth for optical absorption δavg is 
listed for the optical excitations.  The depth of maximum generation δmax  is listed for the CL excitation. 
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Figure 4.19.  The ratio of fitted peak area of the two low energy peaks (2-3) to the fitted peak area of the high 
energy peak (1) as a function of mean probe depth.  Probe depth is determined by optical absorption and is listed in 
Figure 4.18. 
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Figure 4.20.  (top) CL spectrum of entire cross-sectional area shown below for sample SLG-1.  Wavelengths 
marked in blue are used for CL imaging.  (bottom) SEM image (top row) and monochromatic CL images (bottom 
five rows) for SLG-1 sample.  The scale bar applies to all images.  
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CHAPTER 5 
 
GRAIN BOUNDARIES AND THE EFFECT OF Na  
ON EMISSION OF Cu-POOR Cu(In,Ga)Se2 THIN FILMS 
 
5.1 Introduction 
This chapter covers the role of grain boundaries (GBs) and the effect of Na on 
emission characteristics of CIGS thin films by use of photoluminescence (PL) and the 
micro-scale probe techniques cathodoluminescence (CL) and electron backscatter 
diffraction (EBSD).  The role of topography on apparent emission is examined by CL on 
as-grown films.  The case is presented for the need for smooth, flat films for 
unambiguous interpretation of emissions.  Epitaxial films, which are GB-free 
counterparts to polycrystals, are studied to compare the effects of GBs and film 
orientation on emission characteristics.  The SLG polycrystals are studied in planview 
and cross-section configurations.  Information on grain orientation and GB misorientation 
allows for conclusions on their impact on emission. The spatial information allows 
further conclusions about transitions identified in Chapter 4. 
5.2 Results and discussion 
5.2.1 Topographical effects 
Cryogenic CL measurements were performed on as-grown absorber layers of 
SLG type films from batches 1 (high efficiency), 3 (Na-free) and 4 (moderate efficiency 
grown in parallel to batch 3).  Panchromatic CL imaging was performed by bypassing the 
spectrometer and detecting all wavelengths of emissions simultaneously.  Panchromatic 
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imaging results in a high signal-to-noise ratio and gives a general idea of where emissions 
are concentrated.  Figures 5.1(a) and (b) show examples of SEM and panchromatic CL 
images, respectively, recorded from the top surface of a SLG-4 sample for a wide area 
scans (2kx magnification).  This gives an idea of the size of concentrated emissions that 
are observed in CL from these samples, with concentrated spots on the order of 1-2 µm in 
width.  SEM and panchromatic CL were also taken on the backside surface of the film, 
shown in Figures 5.1(c) and (d).  The backside surface was delaminated from the Mo 
back contact by the backside peel method described in Chapter 3.  Significantly smaller 
CL emission concentrations are observed of sizes < 1 µm.  Since the backside peel results 
in a smooth, featureless surface, the crack in the image is used for registration of the SEM 
and CL images with one another. 
Figures 5.2(a) and (b) show an example of a high magnification view of the top 
surface of SLG-1.  Although one cannot distinguish grains and GBs with certainty 
without local crystallographic information (such as that provided by EBSD), individual 
grains are somewhat distinguishable by inspection of the scanning electron image.  Here 
it is easy to see that the topography has an unmistakable effect on the CL emission.  
Protuberant surfaces (marked by green and blue boxes), which tend to be bright in the 
SEM due to increased escape of secondary electrons, tend to be dark in the CL.  In 
contrast, grains that are flatter or more imbedded in the layer show brighter CL intensity.  
This could be because of higher non-radiative surface recombination, or due to an edge-
on view for these steep-faceted features, which may reduce the apparent CL emission 
intensity.  Note that in the cross-sectional CL images, described in Chapter 4 and later in 
this chapter, there is no obvious dark area just below the film surface that would be 
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suggestive of surface recombination.  However, in the cross section the original sample 
surface is covered by silver-epoxy, which may change the behavior of the material there. 
The correlation of CL emission with topography was verified quantitatively by 
plotting bivariate histograms of SEM and CL images on identical positions, shown in 
Figures 5.2(c)-(e).  For each pixel in a registered SEM and CL image pair, a 
corresponding brightness coordinate (BPCL,BSEI) is binned and plotted on a logarithmic 
two-dimensional bivariate histogram.  Two features in Figure 5.2(c) reveal that there is a 
correlation between SEM and CL brightness, but also that emission also comes from 
areas that are not topographically affected.  First, a lobe extending upwards, marked by a 
blue arrow in Figure 5.2(c), represents areas that are dark or average in the SEM but 
bright in the CL.  This means that CL contrast is occurring where topographic contrast is 
not – direct evidence that emission concentrations can and do occur from areas that are 
not related to topography.  On the other hand, several negatively sloped lobes extend to 
the right, two of which are highlighted individually in Figures 5.2(d) and (e).  These show 
that increased SEM brightness correlates well with CL brightness, as was observed by 
inspection.  This observation supports the motivation to observe CL emission from 
samples of reduced surface roughness, which is covered below.  The behavior in Figure 
5.2 is typical for SLG samples studied.   
Figure 5.3(c) shows an overlay of colorized monochromatic CL images taken at 
different wavelengths in the SEM image of SLG-1.  It is evident recombination varies on 
a grain-to-grain scale.  Spot spectra were taken on this sample to verify this conclusion.  
Areas that are roughly identified as GBs in the SEM display two differing 
behaviors.  Figure 5.3(b) shows brightness linescans across selected “dark” and “bright” 
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GBs as shown in Figure 5.2(b) in black and red.  Although dark GBs were more common, 
samples showed both types.  However, “bright GBs” are observed at the edges of dark 
grains, the same grains that protrude from the surface.  This may be an experimental 
artifact in that is manifested by observation of a protruding facet edge-on, so that the 
underlying CL intensity adds up, or is funneled around the protruding facet edge, giving 
the appearance of a “bright GB”.  Here it is evident that topography effects have 
convoluted the GB observations.  Further GB analysis will be conducted on smooth, 
polished films in later sections.  
5.2.2 GB-free model: emission from epitaxial films 
Epitaxial films were studied to learn about the impact of GBs in the device quality 
polycrystalline films.  The GAAS epitaxial layers show very broad overall luminescence 
bands far from the band edge energy (Figures 4.1 and 4.2).  The mere presence of deep 
defect emission in single crystal layers indicates that they do not originate solely from 
GBs, a conclusion supported by transient photocapacitance spectroscopy on similar SLG 
films and epilayers [5].  Instead, the deep defect emissions are properties of the bulk.  
The shallowest emission energies are much farther from the band edge (150-260 meV) 
than is usually observed in CIS epitaxial layers [6], but are comparable to separations 
observed in the polycrystalline samples studied here.  The epitaxial layer spectra show 
three clear peaks for GAAS-1 and at least two peaks for GAAS-2.  The GAAS-2 peaks 
are both broader and farther from the band edge than for GAAS-1.  The primary 
differences in these samples are growth temperature (60°C lower for GAAS-2) and 
composition (Cu/In = 0.77 for GAAS-1 and 0.83 for GAAS-2).  A shift towards lower 
energy (deeper) transitions with increasing Cu content (Figure 5.4) was observed for 
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epitaxial films, the opposite trend to that observed for SLG samples, and a trend that has 
not been observed in polycrystals [7, 8] or in epitaxial layers [9].  Instead, the literature 
reports sharper and shallower transitions as the Cu/In ratio increased towards unity.  The 
differences in film deposition techniques and growth temperature may be reasons for the 
discrepancy, as our epitaxial films are grown at relatively high temperatures.   
Panchromatic CL on an epitaxial CuInSe2 film grown on (111) GaAs is shown in 
Figure 5.5(a).  The panchromatic CL image is shown in red overlaid on top of the SEM 
image.  Growth defects appear as large circular holes in the film.  It is likely that the 
centers of these growth defects are filled with Ga droplets which come from Ga pooling 
from the heated GaAs substrate.  The growth defects also show underlying GaAs 
emission as bright red emission spots.  Grey halos surrounding the growth defects 
provide a rough measure of the minority carrier (electron) diffusion length (~0.5-0.8 µm) 
in CL measurements on CuInSe2 epilayers films.  The growth defects are presumably 
sources of non-radiative recombination, and carriers generated near them diffuse and 
recombine non-radiatively.  Within a diffusion length, all excited carriers will recombine 
at the growth defects.  Figure 5.5(b) shows CL on an epitaxial CuInSe2 film grown on 
(100) GaAs.  The upper and lower-right parts of the image show the underlying GaAs 
substrate.  In this case the GaAs does not emit strongly, perhaps due to Cu diffusion into 
the GaAs which can suppress emission.  Compared to the CL emission from polycrystals, 
the epilayers show more uniform spatial distribution of CL intensity.  There are no grains 
or GBs where the defects responsible for emission can accumulate.  Finally, surface 
topography does not seem to have a large effect on CL emission as it does for the 
polycrystals. 
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5.2.3 Role of film orientation  
 
PL spectra were collected from an epitaxial layer of CuInSe2 grown on a GaAs 
bicrystal, as shown in Figure 5.6.  The excitation beam position was varied as a function 
of proximity to the single isolated GB.  The sample diagram shows the GB (center black 
line), a parallel twin boundary, seven excitation locations (numbered) and eight gold pads.  
The evaporated gold pads are used here as registry marks for orientation and in other 
experiments as contacts for electrical measurements. 
  Like other samples, the band edge measured by PLE was not abrupt, indicating 
wide band tails due to potential fluctuations.  Continuum laser PLE yielded a bandgap 
value of 1.12 eV with 25 meV band tails for each side of the GB – there was no 
significant difference between the two sides.  This bandgap value is ~60 meV higher than 
those measured for epitaxial films GAAS-1 and GAAS-2 presented above and the band 
tails widths are similar.  The difference in band gap energy is perhaps due to a higher 
growth temperature of 740°C for the bicrystal film (compared to 660-720°C for the other 
two films).  Higher temperatures promote more Ga diffusion from the GaAs substrate 
into the (nominally) Ga-free CIS film, which increases the band gap.  The other major 
difference is that the bicrystal film was very Cu poor (0.62 molecularity). 
The key insight in this experiment is that, since the only difference between the 
two sides of the bicrystal is the orientation of the substrate and the subsequently grown 
epitaxial films, grain orientation greatly affects luminescence.  The deposition conditions 
were, of course, the same for each side of the bicrystal, yet emissions are very different.  
Low-energy, relatively narrow emission is observed for the (110)-like grain and broader, 
higher energy emission for the (100)-like grain.  However, the large laser spot size 
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(FWHM 100 µm) afforded no obvious evidence of the GB itself enhancing or reducing 
luminescence.  The emission spectrum changes only slightly as the beam approaches the 
GB and drastically as it crosses the GB.  The nature of GBs as they relate to emission is 
covered in more detail in this chapter by using CL imaging to reduce the excitation 
volume to a size on the order of effects associated with the GB.  It will be shown that a 
high degree of grain-to-grain variation in emission exists in the polycrystals, a fact that 
supports the conclusion made here that grain orientation affects emission behavior. 
5.2.4 Effect of Na  
 The presence of Na during film growth is known to increase grain size, increase 
p-type conductivity, and improve film and device quality [30, 31].  The mechanisms are 
thought to be GB-related, but little is known about the effects on a micro-scale.  Na 
segregates to CIGS surfaces and apparently modifies point defect organization and 
density.  This series of experiments attempts to shed light on the effect of Na on GBs by 
examining its effect on emission characteristics. 
SLG-3 and SLG-4 were deposited simultaneously.  SLG-3 is Na-free because it 
was deposited with on SiO2 barrier layer while SLG-4 is normal device material in which 
Na is diffused into the films from the soda-lime glass substrate.  Figure 5.7 shows 
overlays of CL spectra from both samples as a function of beam current.  Comparing the 
Gaussian fits of samples SLG-3 and SLG-4, the positions of the shallow peaks match 
within 17 meV and are of similar width: 38 meV for SLG-3 and 49 meV for SLG-4.  The 
second transition found for SLG-3 had a width of 74 meV and is suppressed in SLG-4.  
The comparison suggests that an additional deep emission is appearing in the CL 
spectrum when Na is absent.  PLE showed a ~13-16 meV band edge width and Egap = 
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1.23 eV for SLG-4 and a ~17-20 meV band edge width and Egap = 1.26 eV for SLG-3 
(Table 4.1).  The similar PLE spectra suggest that this peak is not related to a change in 
the band edge but rather is due to the introduction of new defects in the band gap when 
Na is absent.  The epilayers are also grown Na-free so their spectra presumably reflect a 
Na-free type of behavior.  The high energy peak of sample SLG-3 has a similar energy 
difference from the band edge as does the high energy peak for GAAS-1, while the lower 
energy peak apparently due to the absence of Na in SLG-3 is similar to a broadened 
contribution of the lower energy peaks in the spectrum for GAAS-1.  Therefore it seems 
reasonable to assume that two of the three peaks in the GAAS-1 spectrum are indicative 
of the lack of Na during the film growth.   
The effect of Na treatment on CL emission of planview, as-grown SLG samples 
was studied by comparing Na-free (SLG-3) with Na-containing (SLG-4) samples, as 
shown in Figure 5.8.  It is evident from the SEM images that the grain size for Na-
containing samples is greatly enhanced.  An enhanced degree of faceting in the Na-
containing films is apparent, which may indicate a difference in preferred texture.  Both 
samples show a propensity for bright emission from apparently large grains, or from flat 
surfaces.  From the CL images it is inferred that Na-containing samples show some 
correlation of CL intensity with apparent GB location.  In contrast, Na-free samples show 
very little correlation of CL emission with apparent GB location; emission concentrations 
are larger than the apparent grain size.  However, these conclusions are incomplete 
considering the fact that without further structural information, the GB locations are only 
apparent from SEM images and because topography has a dramatic effect on CL 
emission behavior.  Na-containing samples were also much brighter in the CL, an effect 
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that is not observable by inspecting the images themselves because the brightness and 
contrast were optimized for viewable images.   
5.2.5 Combined CL and EBSD on planarized Cu(In,Ga)Se2 
In order to unambiguously determine the positions of GBs and to correlate their 
position with emission behavior, CL was combined with EBSD on identical sample 
positions.  Planview samples were planarized with a low angle, low energy Ar ion beam 
as described in Chapter 3.  While the results are not absolutely smooth films, the 
procedure did remove most of the faceting and topography, leaving behind a surface with 
striations from the planarization and crevices which are left over from the originally 
rough surface.  These crevices are avoided in the analysis.  Figure 5.9 shows CL spectra 
plotted on a logarithmic scale collected from planarized samples; colored bands indicate 
the wavelengths chosen for monochromatic imaging. The thick curves represent wide 
area spectra and the thin lines represent small area spot spectra which give an idea of 
spectral variability. 
Figures 5.10 and 5.11 show monochromatic CL imaging and EBSD data for 
identical positions on planarized samples SLG-4 and SLG-3, respectively.  The top row 
shows overlays of colorized CL images on top of SEM images for the chosen imaging 
wavelengths.  The right hand column shows the three monochromatic CL images 
overlaid with each other.  The second row shows the monochromatic CL images in 
greyscale without the SEM image.  The third row shows EBSD data.  The first image 
shows the location of GBs by band contrast (also called pattern quality).  This image is 
formed by the EBSD software by evaluating the quality of the Kikuchi pattern fit for each 
pixel in an EBSD map.  High quality fits are bright and low quality fits are dark.  GBs 
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appear as dark areas because they consist of orientations of mixed grains and so the 
software cannot fit the patterns well.  This is also the case for spots of beam damage, 
which can be seen as the circular dark ring in the lower left hand corner for the SLG-4 
band contrast map in Figure 5.10.  The second image shows colorized GBs drawn over 
the SEM image.  The color of the GB corresponds to the misorientation angle, which can 
be seen in closer view in Figure 5.12 for both samples.  Generally, a tilt and a rotational 
component determine a boundary between two grains.  This analysis focuses on the 
rotational component in order to classify GBs.  The rotational component, or 
misorientation angle, is described by a rotation axis perpendicular to the boundary and a 
rotation angle.  Rotation of one crystal by the misorientation angle about the rotation axis 
results in the orientation of the other crystal.  Since the orientation of each pixel in an 
EBSD map is recorded, a misorientation angle is calculated between each identified grain.  
A user-defined minimum misorientation angle threshold (3°) defines the GBs and they 
are drawn in by the EBSD software.  The third image shows the orientation distribution 
map of grains with respect to a chosen axis, in this case the z axis (perpendicular to the 
sample holder).  It was clear in all maps that the CL intensity was not a function of the 
local grain orientation. 
It should be pointed out that the information depth for EBSD is ~20 nm while the 
peak excitation depth for 15 keV electrons in CIGS is ~220 nm as discussed in Chapter 4.  
This must be considered when interpreting these results.  However, because grains tend 
to be columnar in CIGS thin films, it is expected that the CL and EBSD information is, 
for the most part, from the same grain for planview samples.  This is not necessarily the 
case for cross-sections and will be discussed in the following section. 
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The maps displayed show typical behavior for the sample types studied.  For Na-
containing samples (SLG-4), several trends are observed.  First, GB-free areas tend to be 
brighter than areas with high concentrations of GBs.  But this is not always the case, as 
some GBs cut through bright areas.  This can be seen for both high angle GBs [the white 
high angle GB in the center of Figure 5.12(a)] and low angle GBs (green GB in the lower 
part of the same image).  There appears to be no consistent connection between GB 
misorientation angle and emission behavior.  Additionally, there is obvious inter- and 
intra-grain spectral contrast.  Clearly, different grains are luminescing differently (inter-
grain contrast), but even more importantly single grains are showing contrast within 
themselves (intra-grain contrast).  This may give insight into compositional and potential 
fluctuations as discussed in Chapter 4.  In contrast to Na-containing films, Na-free 
samples (SLG-3) show much smaller grain sizes but similar size of spatial variation in the 
CL signal.  GBs do not seem to affect emission behavior as drastically.  However, larger 
grains do seem to luminesce brighter than areas of high GB density.    Another major 
difference is that Na-free samples tend to have less spatial contrast; that is, the emission 
is more uniform throughout the film. 
5.2.6 Combined CL and EBSD on cross-sectioned Cu(In,Ga)Se2 
Cross sections were polished with low angle, low energy Ar ions much like for 
planarization.  Examples of combined CL and EBSD on cross-sections of samples SLG-4 
and SLG-3 are shown in Figure 5.13.  Four wavelengths were used for monochromatic 
CL imaging.  Many cross sections were analyzed whose average lateral extent was ~12 
µm.  The EBSD results show the columnar nature of the GBs in CIGS materials.  
Especially for the small-grained SLG-3 samples, the grains have a lateral extent of only a 
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fraction of their vertical extent.  Additionally, there is no reason to expect GB planes to 
be perpendicular to the cross section surface.  Instead, they are likely curved and more so 
for smaller grains.  Thus, it is expected that the CL data are convoluted with emissions 
from grains deeper in the layer that are not identified with the surface-sensitive EBSD 
technique.  This explains why an offset is sometimes observed between the EBSD-
identified grain and the CL emissions.  This effect is most easily observed in sample 
SLG-4 in Figure 5.14 for the large blue-green CL emission towards the left hand side.  
This emission is in the shape of the EBSD-identified grain but it is offset by ~0.5 µm to 
the left.  The same observation was made on other cross-sectioned areas.  Once again the 
SLG-4 Na-containing sample shows higher spectral and spatial contrast than does the 
SLG-3 Na-free sample.  Despite the spectral contrast observed in both samples, there 
does not appear to be any trend relating the wavelength of emission to the location of 
emission (front-to-back or a correlation of two emission wavelengths). 
5.2.7 Grain boundary statistics and film texture 
EBSD is able to provide statistics on grains and GBs.  The average grain size is 
calculated by totaling the number of grains identified by the EBSD software and dividing 
by the total area scanned.  The result can be corrupted if grains are improperly identified, 
which typically happens when the minimum threshold for the identification of a GB is 
too low (or too high) or if the misindexing due to pseudosymmetry of a crystal is not 
removed.  The average lateral grain size, measured from EBSD maps on planview 
samples, for SLG-1 samples was 0.34 µm2, for SLG-3 samples was 0.14 µm2 and for 
SLG-4 samples was 1.03 µm2. The average transverse grain size, measured from EBSD 
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maps on cross-sectional samples, for SLG-1 samples was 1.10 µm2, for SLG-3 samples 
was 0.23 µm2 and for SLG-4 samples was 1.10 µm2.   
EBSD is able to calculate the correlated misorientation angle distribution by 
plotting the misorientation angle of randomly selected pairs of neighboring pixels in a 
map.  If the chosen points are within a single grain, the misorientation angle will be close 
to zero.  If the chosen points are along a GB, the misorientation angle will be non-zero.  
In this way a statistical distribution is constructed of all GB angles in a single map.  
Figure 5.15 shows correlated misorientation angle distribution plots for planview EBSD 
maps on SLG-4 Na-containing and SLG-3 Na-free films using 100,000 randomly chosen 
neighboring pixels.  The data show peaks at 60° and 71° which have been shown to be 
rotation angles for twin boundaries in chalcopyrite-type films and closely related 
diamond-type crystal structures [1].  The 60° twin boundary is a rotation about the 
〈221〉 axis and the 71° twin boundary is a rotation about the 〈201〉 axis (actually 
70.16° for CuInSe2 and 71.45° for CuGaSe2).  The Na-containing films showed the 
presence of both twin types while the Na-free films showed a high propensity for only 60° 
type twin boundaries.  It is clear that most of the GBs in these materials are twins, which 
are low-energy GBs and special cases of stacking faults that accommodate strain.  The 
addition of Na apparently causes a preference towards 60°-〈221〉 type twin boundaries. 
The texture of the thin films can play a role in the types of GBs present and their 
emission characteristics.  The texture is characterized using EBSD by noting that the 
grains for Na-containing films are aligned in the z-direction (perpendicular to the 
substrate) but randomly aligned in the x-y plane. This can be seen in the planview EBSD 
grain orientation plot in Figure 5.10 where most of the grains are a violet color.  The 
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same type of plots for the x and y directions (not shown) exhibit randomly oriented grains.  
In contrast, the grain orientation plots for the Na-free samples are random in all directions.  
Texture was also characterized by x-ray diffraction.  A θ-2θ scan for the two sample 
types is shown in Figure 5.16.  Na-containing samples show (112) preferred texturing and 
Na-free samples show both (112) and (220)/(204) texturing. 
5.3 Conclusions 
By studying emission from both device-quality polycrystals and single crystal 
epilayers, I have demonstrated that deep defect response does not originate from grain 
boundaries, but is characteristic of the bulk material, as expected from the high 
performance devices made from polycrystalline materials as compared to those made 
from single crystal materials.  By studying epitaxial layers on bicrystalline substrates, I 
have shown that grain orientation greatly affects luminescence.  The epilayers analyzed 
here showed more uniform spatial distribution of CL intensity compared to the CL 
emission from polycrystals.  Epilayers contain no grains or GBs where the defects 
responsible for emission can accumulate. Instead, intrinsic defects are randomly 
distributed in the single crystal layer, giving rise to material that is electronically inferior 
to the grain interiors of polycrystals.  This fits with our observation that the epilayers are 
orders of magnitude less intense in CL spectroscopy, so much so that imaging on 
epilayers is difficult on a reasonable time scale (to avoid drift).  This is also evidence that 
GBs play a role in the intra- and inter-grain spectral inhomogeneity observed in 
polycrystals.  Surface topography does not seem to have a large effect on CL emissions 
from epilayers as it does for the polycrystals, another indication that GBs are involved in 
the distribution of defects. 
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 The data presented here have shown that topography plays an important but often 
misleading role in determining the spatial emission characteristics in CIGS thin films.  
Despite this fact, I was able to learn about the emission of as-grown films.  Measuring 
panchromatic CL on front and back surfaces showed that the size of emission 
concentrations were significantly smaller on the back surface.  This may be due to 
differing grain size or variation in emission types that exist in the different regions 
Both inter- and intra-grain spectral contrast were observed in combined EBSD 
and CL experiments on polycrystals.  Luminescence is a result of recombination 
involving intrinsic defect states that are controlled by local crystal composition.  
Therefore, the observation of variation amongst the population of grains, even in good 
quality device material, indicates that there is poor compositional homogeneity amongst 
CIGS grains.  But variation of emission characteristics within individual grains observed 
by CL indicates that composition variations are on a scale much smaller than individual 
grains.  Nanometer scale compositions variations have been observed by micro-probe 
EDS by our group in the past [3] but conclusions were in need of further verification, 
especially on samples that were not handled by TEM preparation methods.  The 
inhomogeneity amongst grains and GBs has been seen in CIGS polycrystals using 
electron-beam induced current (EBIC), Kelvin probe force microscopy (KPFM), 
conductive atomic force microscopy (c-AFM) and scanning capacitance microscopy 
(SCM) methods combined with EBSD [4].  This inhomogeneity may be evidence of 
organization of defects and defect complexes. 
Most GBs seem to be darkened in the CL but the trend is not consistent.  Areas 
with a high density of closely-spaced GBs are especially darkened in the CL.  Dark areas 
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in CL indicate reduced radiative recombination, and thus indicate increased non-radiative 
recombination.  The observation of decreased radiative recombination at GBs fits well 
with the theory that CIGS GBs repel majority carrier holes due to a potential barrier in 
the valence band.  However, some GBs are observed that seem to have no effect on the 
emission.  No trend was found for the effect of grain orientation, misorientation angle or 
GB-type on the emission behavior.  However, a strong propensity for GBs to exhibit 
misorientations that correspond to specific twin boundary types in chalcopyrite thin films 
was identified.  These twin boundaries are generally of high symmetry and low defect 
density.  It is thought that twin boundaries are special cases of stacking faults and that 
they act as a mechanism to reduce strain during film growth and cooling.  Propensity for 
twinning has been observed by other authors in sulfides and CuGaSe2 [5, 6] but work on 
chalcopyrite selenides has not been reported until now.  Similar research on sulfides has 
observed reduced CL intensity at all GBs and a stronger reduction at random GBs 
compared to twin boundaries [4].   Twin boundaries that do not influence the CL 
emission behavior have also been reported [2].  Unfortunately, it was not possible to 
identify differences between twin boundaries and random GBs in their CL behavior.  
Instead I observe varying behavior for all GB types.  The conclusions are limited by the 
spatial resolution of the CL technique which is controlled by both the excitation volume 
of the electron beam, which can be reduced by controlling the beam voltage, and the 
minority carrier diffusion length (and thus minority carrier lifetime).  Reducing the 
measurement temperature also can improve resolution but the mechanism in unclear.  
These facts make CL imaging on high quality solar materials such as those investigated 
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here difficult because longer lifetime materials have higher diffusion lengths and thus 
lower resolution in the CL.   
The effect of Na treatment was quite drastic.  Since Na-containing and Na-free 
films were deposited simultaneously on different substrates, I was able to establish Na 
treatment as a cause of effects rather than a correlation with effects.  The effect of Na 
treatment on the films was shown by the appearance of an additional deep emission in 
Na-free films.  This is direct evidence that Na reduces point defect density and helps to 
improve crystalline quality during growth.  The presence of Na led to larger grain sizes 
(~1.0 µm2), (112) texturing, grains aligned in the direction normal to the film surface, and 
the presence of both 60°-〈221〉 and 71°-〈201〉 twin boundaries.  In contrast, Na-free 
films showed small grain sizes (~0.14 µm2), a mixture of (220)/(204) and (112) texturing, 
randomly oriented grains, and the presence of mostly 60°-〈221〉 twin boundaries.   
 It is our opinion that most GBs in CIGS act as both collection areas for point 
defects and point defect clusters but also are more or less inactive with respect to 
recombination.  This general model would predict that grain interiors are of higher 
material quality and that GBs are necessary and beneficial for high performance 
absorbers.   
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5.5 Figures 
 
Figure 5.1.  SEM images (left column) and panchromatic CL images (right column) of the front surface 
(top row) and backside peeled surface (bottom row) for SLG-4 samples.  Scale bars apply for all images (2 
kx).  Measurements at T=6K. 
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Figure 5.2.  Bivariate histogram analysis on SLG-1.  (a) SEM image, (b) panchromatic CL image, (c) 
bivariate histogram of entire area shown in images above, (d) and (e) bivariate histograms of areas marked 
in green and blue.  The blue arrow indicates areas of CL brightness that do not correlate to SEM brightness. 
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Figure 5.3. (a) Beam current series and (c) and monochromatic CL overlay image recorded from high 
efficiency sample SLG-1.  In (c), three monochromatic CL images are overlaid, where blue = 1.212 eV, 
green = 1.142 eV, and red = 1.045 eV, which correspond to CL spectra peaks 1, 2 & 3, respectively as seen 
in (a).  Two example linescan profiles are shown in (c) as marked in red and black on Figure 5.2(b).  
Boundaries show both “dark” and “bright” behavior.  T=6K, Eb=15 keV. 
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Figure 5.4.  Spectra acquired from CIS epilayers of varying Cu content grown on (100) GaAs.  T = 2K, 
excitation by Nd:YAG laser.  Films are nominally Ga-free but some Ga diffuses in from the substrate 
during growth. 
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Figure 5.5.  (a) Panchromatic CL overlaid in red on top of SEM image for CuInSe2 epitaxial layer grown on (111) GaAs substrate, T=6K.  (b) The same image 
for (100) GaAs substrate, T=6K. 
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Figure 5.6.  PL spectra taken on either side of a single grain boundary from an epitaxial CuInSe2 film 
grown on a GaAs bicrystal substrate. 
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Figure 5.7.  CL spectra for varying beam currents on samples SLG-3 (IEC-3) and SLG-4 (IEC-4).  The 
comparison shows the presence of an additional emission at ~1.06 eV for the Na-free film. 
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Figure 5.8.  (a) SEM image of Na-containing sample SLG-4. (b) Corresponding panchromatic CL image of 
SLG-4. (c) SEM image of Na-free sample SLG-3. (d) Corresponding panchromatic CL image of SLG-3. 
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Figure 5.9.  Example spectra plotted on a logarithmic scale for planarized samples SLG-4 and SLG-3 
shown in the following two figures.  Thick curves represent wide area spectra, thin curves are small area 
spot spectra.  Colored bands mark wavelengths used for monochromatic imaging in the following two 
figures.
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Figure 5.10.  Combined CL and EBSD for Na-containing sample SLG-4. CL measurement acquired at T=2K.  The top row shows colorized CL overlays on top 
of SEM images for the chosen imaging wavelengths in Figure 5.9.  The right hand column shows the three monochromatic CL images overlaid with each other.  
The second row shows the monochromatic CL images in greyscale without the SEM image.  The third row shows EBSD data.  The first image shows the 
location of grain boundaries by band contrast (pattern quality).  The second image shows colorized grain boundaries drawn over the SEM image.  The color of 
the grain boundary indicates the misorientations angle, which can be seen in closer view in Figure 5.12 for both samples.  The third image shows the orientation 
distribution map of grains with respect to a chosen axis, in this case the z axis (perpendicular to the sample holder).  
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Figure 5.11.  Combined CL and EBSD for Na-free sample SLG-3. CL measurement acquired at T=2K.   
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Figure 5.12.  Colorized CL emissions (colors defined in previous three figures) and grain boundaries colorized according to 
misorientation angle for two samples (a) SLG-4 Na-containing (b) SLG-3 Na-free.   
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Figure 5.13.  Cross-sectional CL and EBSD of Na-containing and Na-free films.  Listed values are the wavelengths, in nm, 
for which monochromatic imaging was performed. 
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Figure 5.14.  Close view of CL emission (colors defined in preceding figure) for Na-containing (top) and Na-free films 
(bottom).  Grain boundary colors are defined in Figure 5.12.   
 
138 
 
 
Figure 5.15.  Correlated misorientation angle distribution plots for planview EBSD maps on (a) SLG-4 Na-containing and 
(b) SLG-3 Na-free films.   
139 
 
 
 
Figure 5.16.  X-ray diffraction of SLG-4 and SLG-3 samples. 
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CHAPTER 6 
 
EFFECT OF CdS LAYER ON EMISSION OF  
Cu-POOR Cu(In,Ga)Se2 THIN FILMS 
6.1 Introduction 
This chapter compares spectral and spatial emission characteristics of plan-view 
CIGS surfaces that were covered with a ~50 nm thick CdS film by chemical bath 
deposition (CBD).  The CdS film was subsequently etched from the surface with HCl and 
identical positions were analyzed by CL spectroscopy and imaging.  Details of the 
standard CBD process and the HCl etch are covered in Chapter 3.  The results show there 
is little change in emission behavior between the CdS-covered and CdS-free surfaces 
other than a reduction in intensity.  This is despite reports in the literature that CBD CdS 
deposition causes chemistry changes at grain boundaries (GBs) in the form of removal of 
Cu and infiltration of CdS.  The experiment concludes that any effects on emissions 
associated with CdS layers are caused by the CBD process itself and not the resulting 
film or the formation of the heterojunction. 
6.2 Results and discussion 
CL spectra collected from a CdS-coated sample and a CdS-free sample, both from 
the SLG-4 batch, are shown in Figure 6.1 for the area shown in Figure 6.2.  Figure 6.1 
presents two wide-area spectra normalized to one another for shape comparison.  The 
other spectra are small area “spot” spectra whose positions are marked on Figure 6.2.  
Although quantitative intensity comparisons between separate CL measurements are 
difficult, optimization of the CL intensity at the spectral peak by optimizing the position 
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of the CL collecting parabolic mirror leads to reliable intensity comparisons on a 
qualitative scale.   
This experiment revealed that the presence of a CdS coating reduces the total CL 
intensity by a small factor (~2).  This is in contrast to literature reports that have observed 
an increase of PL intensity by factors of 100-200 for completed solar cells compared to 
bare CIGS films, accompanied by an enhancement of near-band-edge PL and the 
reduction of defect-related PL emissions [1].  However this may have been a result of 
processes other than just the heterojunction formation by CdS, such as annealing.  It is 
possible that the observed reduction in CL intensity in measurements here is simply due 
to a reduced electron-hole pair density in the CIGS layer due to generation of carriers by 
the electron beam within the CdS.  CdS is unlikely to absorb any luminescence emitted 
from the CIGS due to its wide ~2.4 eV bandgap.  Another possibility is that the presence 
of the CdS coating reduces the density of radiative recombination centers in favor of non-
radiative recombination mechanisms, which would worsen the performance of the cell.  
However this is unlikely given that CBD CdS deposition has been shown to passivate GB 
defects and has an overall positive effect on material quality. 
The CdS coating does not appreciably change the shape of wide area spectra, as 
shown in Figure 6.1.  This observation is in contrast to reports of an enhancement of a 
low energy shoulder appearing at ~1.12 eV with the application of a CdS CBD layer, 
which was ascribed to a decrease in the copper vacancy concentration and an increase in 
the CdCu antisite defect [2].  A very slight increase in the low energy shoulder is observed 
in our measurements, but not to the extent reported by Shirakata et al.  Other comparable 
studies include depth-dependent CL spectroscopy performed on CIGS polycrystals grown 
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on Mo-glass with and without CdS overlayers [3].  No low energy emissions were found 
for the CdS that interfered with the CIGS emissions.  The formation of the CdS/CIGS 
heterojunction did not result in any radiative transitions associated with interface states.  
Another study used transient photocapacitance spectroscopy and CL on NREL 
polycrystals to conclude that the top ~2 nm of CIGS contains a significant amount of Cd 
when coated by CBD CdS [4].  This Cd was not removed by HCl etching, instead the Cd 
had replaced Cu atoms or filled Cu vacancies leading to n-type inversion at the surface.  
CL showed no significant change in the qualitative behavior of the emissions for 
uncoated, CdS-coated, or HCl-etched polycrystals.  These studies are significant but CL 
imaging was not performed. 
Our observations indicate that the presence of CdS does not change the type or 
energy distribution of recombination centers that give rise to radiative recombination.  
Small area spectra (A-D) were collected from locations indicated on Figures 6.2(c) and 
(d).  Both CdS-coated and CdS-free samples exhibit highly varying spectral signatures on 
a local scale.  Small area spectra shown in Figure 6.1 are comparable in absolute 
brightness because measurements were done consecutively with no change in detection 
parameters. 
Monochromatic CL imaging on the CdS-coated and CdS-free samples was carried 
out using detection wavelengths as marked on Figure 6.1:  λ=1000 nm (blue), λ=1030 nm 
(green),  λ=1060 nm (yellow) and λ=1100 nm (red).  Figure 6.2 displays a pair of SEM 
and monochromatic CL images for each sample.  Facet edges generally appear dark, 
evidence of increased extended non-radiative defects at these locations.  There is no 
substantial difference between the spatial luminescent behaviors between the samples.  
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Linescans show no significant difference in grain boundary or facet edge luminescence 
behavior between samples.  However, the monochromatic CL maps do show how the 
spectral shape changes on a local scale within the same sample.  For example, the spot 
marked “A” shows a transition from yellow (1060 nm) to red (1100 nm) from bottom to 
top of the area, indicating a redshift in the spectral shape over a grain-sized (~1 µm) 
distance.  The CdS-coated sample shows obvious surface roughness due to the coating, 
but it also shows areas where the coating is not complete or is peeled away.  These areas 
show an increase in CL intensity, which agrees with the qualitative observation of 
increased CL intensity from the CdS-free sample made from the spectra of Figure 6.7.  
Additionally, Figure 6.2 shows white particles on the surface which do not luminesce in 
the wavelength range studied.  These are CdS nanoparticles which did not form a layer. 
6.3 Conclusions 
 
The presence of a chemical bath deposited CdS layer seemed to have very little 
effect on the emission characteristics except for a reduction in intensity by roughly a 
factor of two.  This is despite observations made by our group in the past that the GBs of 
CdS-treated films have a much different chemistry than GBs in untreated films [5].  This 
indicates that while the chemistry may be changing, the fact that the GBs are electrically 
benign means that the chemistry change is not seen in emission behavior.  Further 
analysis on Ar ion polished samples would yield more accurate results that are easier to 
interpret.  Because films were analyzed before and after HCl etching of the CdS layer, it 
is likely that any spectral changes that others have observed in the emission of CdS 
treated films [2] may result of the CBD process itself and that the CdS film does not have 
to be present for those changes to remain. 
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6.5 Figures 
 
 
 
 
Figure 6.1. CL spectra of CdS-covered and CdS-free CIGS absorber layer.  Spectra taken at 15 kV beam 
voltage, 5 K sample temperature, 2.0 nA beam current for CdS-coated sample and 800 pA for CdS-
removed sample.  Wide area spectra are normalized to one another for shape comparison.  Colored bars 
correspond to wavelengths chosen for monochromatic CL imaging shown in Figure 6.2.  Lettered spectra 
A-D were taken from small area locations of the CdS-coated sample, as marked on Figure 6.2. 
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Figure 6.2.  Comparison of CdS-free (top row) and CdS-coated (bottom row) areas of CIGS sample from 
batch SLG-4.  Monochromatic CL images (right hand column) are screened overlays of four mono-CL 
images, recorded at λ=1000 nm (blue), λ=1030 nm (green),  λ=1060 nm (yellow) and λ=1100 nm (red).  
The corresponding scanning electron image is shown in the left hand column.  Spots marked A-D indicate 
areas from which small area spectra were collected, which can be seen in Figure 6.1.  All measurements 
taken at 15 kV beam voltage, 5 K sample temperature, 0.8 nA beam current. 
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CHAPTER 7 
 
EFFECT OF LOW TEMPERATURE ANNEALING  
ON EMISSION CHARACTERISTICS OF Cu(In,Ga)Se2 AND CdS THIN FILMS 
 
7.1 Introduction 
This chapter describes experiments using variable temperature infrared and 
visible photoluminescence (PL) to characterize the effects of a post-deposition 180°C air 
annealing procedure on the emission characteristics of polycrystalline 
CdS/Cu(In,Ga)Se2/foil solar cell stacks.   
Broad, mostly featureless infrared emissions which peak around 1.05 eV were 
recorded from CIGS layers and are typical of Cu-poor CIGS compositions.  A low-
energy exponential tail was observed, which is a characteristic signature for emission 
under the influence of fluctuating potentials, a result of a high degree of compensation in 
Cu-poor CIGS.  Infrared PL intensity from the CIGS layer was stable for anneal 
durations up to 6 hours, but a 50 hour anneal showed that the spectrum uniformly 
decreased by ~32±10% in intensity.  Activation energies extracted from temperature 
dependency indicated that the emission mechanism may have changed for annealing 
durations longer than 6 hours.  Excitation intensity dependency indicated that all 
transitions are defect-mediated and dominated by band tails (local potential fluctuations).  
Band tail widths measured by photoluminescence excitation spectroscopy (PLE) showed 
no effect of annealing. 
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Visible spectra from the ~50 nm thick chemical bath deposited (CBD) CdS 
window layer exhibited typical features: a dominant red-band peak at 1.55-1.65 eV 
(attributed to sulfur vacancies), an inf rared band shoulder at 1.3-1.5 eV (cadmium 
vacancies), and a high energy red- or yellow-band shoulder at 1.8-2.0 eV (cadmium 
interstitials).  By studying the photoluminescence intensity change with annealing 
duration, it was found that short annealing times decreased radiative defect densities but 
increased them for longer annealing times.  While annealing had a moderate effect on 
photoluminescence intensity, it is likely that the temperature used in this study is too low 
to drastically affect the emission properties such as has been seen in other studies.  The 
results presented recommend annealing times of 3-10 hours for simultaneous 
optimization of  PL intensity for both CdS and CIGS films. 
7.2 Results and discussion 
7.2.1 Infrared emission from CIGS layer 
Uniformity 
Spectra taken from eight approximately equally-spaced locations from an as-
grown (un-annealed) ~50 mm2 sample are shown in Figure 7.1.  Also plotted on this 
figure are an average spectrum and the deviation from this average spectrum.  The total 
intensities of the spectra vary by a standard deviation of 13.7% for the as-grown film.  
The same uniformity survey was performed on a 15-minute annealed sample (not shown) 
where the intensity variation was 14.3%.  In addition to intensity, there was considerable 
variation in shape amongst the CIGS spectra.  Most of the variation is near or above the 
peak intensity, as would be expected if the primary changes in the CIGS are in near-band-
edge behaviors with the low energy states relatively consistent from sample to sample. 
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Emission identification 
Broad, mostly featureless luminescence emissions such as those recorded in this 
study are typical of Cu-poor CIGS compositions [1].  An example was shown in Figures 
7.1 and 7.2 in Chapter 4 (“FOIL”).  At low temperature (5 K) and high excitation 
intensity (~400 W/cm2), the peak energy of the transitions was around 1.05 eV.  The 
energy gap of this material was 1.22 eV based PLE measurements presented in Chapter 4.  
Spectral de-convolution using Gaussian peaks performed here was based on two broad 
emission bands, very similar to SLG samples studied previously.  The emissions showed 
similar behavior to the SLG-4 samples and are thus assigned to BI and TI type transitions. 
A low-energy exponential tail is evident which becomes more prominent at high 
excitation intensities.  This is a characteristic signature for emission under the influence 
of fluctuating potentials [2]. Fluctuating potentials, a result of a high degree of 
compensation in Cu-poor CIGS, lead to band bending on a local scale, which allows for 
lower emission energies than would otherwise be possible for abrupt band edges. 
Annealing comparison 
Experiments in the literature have shown that CIGS solar cells may improve upon 
low temperature (up to 228°C) annealing [3].  This improvement was accompanied by a 
decrease in CIGS PL peak energy and width due to a decrease in the density of intrinsic 
defects as a result of the low temperature anneals.  However, the PL intensity did not 
show a clear correlation with annealing temperature except for a significant reduction at 
the highest temperatures (>328°C).   
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Figure 7.2 shows spectra taken from samples annealed for three different 
durations plotted on both linear and log scales for comparison.  The as-grown sample 
shows a reduced intensity of the low energy (~0.95 eV) emission in comparison with that 
for the annealed samples.  Annealing any further past 15 minutes had no substantial 
effect on the spectral shape.  This would be an indication that during the first 15 minutes 
of annealing there is an increase in the density of the defects responsible for such 
emissions, but the effect is very small.   
The intensities of IRPL spectra are plotted in Figure 7.3 as a function of anneal 
time, normalized to the as-grown (un-annealed) intensity.  The intensities were 
normalized anf then averaged over five different excitation intensities used, spanning 2.7 
orders of magnitude.  Error bars are included that correspond to the standard deviation of 
these averages.  No significant changes in the spectral shape above random site-to-site 
variations were observed as a function of anneal time through six hours of annealing.  
However, for the 50 hour anneal the intensity uniformly decreased by ~32±10%.  This 
indicates that long duration annealing decreases the CIGS emission intensity, a possible 
symptom of material quality degradation usually accompanied by increased non-radiative 
recombination.  This may have implications for accelerated lifetime test results. 
Finally, PLE band edges were measured and fit, a procedure outlined in Chapter 4, 
for six samples spanning the annealing durations up to 50 hours.  The edge widths did not 
change appreciably with annealing, with measured values 11.1-12.6 meV and no 
observable trend with annealing.  This indicates that annealing is not having an effect on 
the band edge width nor the compositional homogeneity of the material.   
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Temperature dependence 
Temperature dependent series were recorded on FOIL samples for all annealing 
conditions studied.  Quenching curves are fit with the two-term quenching model 
presented in Chapter 4 and are shown in Figure 7.4.  It was only possible to fit the main 
peak for quenching curves; the shoulder peak gave very noisy, poorly-behaved quenching 
curves.  Each quenching curve fit produced two activation energies; the larger of the two 
is listed on Figure 7.4.  The smaller activation energy was always less than 0.1 meV, 
which is too small to be physically reasonable for a discrete transition.  Instead this result 
implies that a band-type defect is involved.  Activation energies were 52-58 meV and did 
not change appreciably until the 50 hour anneal, where the value is almost doubled to 92 
meV.  This observation, coupled with the fact that the visible PL intensity dropped for the 
50 hour anneal sample, indicates that the recombination mechanisms are changing only 
for long annealing times beyond 6 hours.  
Excitation intensity dependence 
An example of an excitation intensity dependent series is shown in Figure 7.5 for 
the as-grown sample.  Power series for annealed samples look very similar.  The fitted 
peaks were integrated to determine total PL intensity.  As introduced in Chapter 4, the 
change in emission intensity with excitation intensity can lead to a k exponent that 
differentiates a defect-related transition with a band-to-band or excitonic transition.  
Differential k exponents were calculated on a point-to-point basis, and average k 
exponents were extracted.  The average k exponents were 0.89-0.91 for all annealing 
times with a standard deviation of ~0.13.  No peaks show k exponents greater than unity.  
This indicates that excitonic or band-to-band recombination is not observed, but rather all 
152 
 
transitions are defect-mediated and dominated by band tails (local potential fluctuations), 
which is expected due to the high native defect concentrations and the high degree of 
compensation in Cu-poor CIGS.  Apparently annealing does not change the defect-related 
nature of emissions. 
The peak shift with excitation intensity also can provide information.  Typically, 
excitonic emissions do not shift with excitation power, peak shifts of 1-4 meV/decade are 
usual for donor-acceptor pair (DAP) transitions, and larger peak shifts indicate 
recombination dominated by band tails due to local potential fluctuations, often a result 
of strong compensation [4].  A plot of peak energy position versus excitation intensity for 
the as-grown sample yielded a blueshift of ~18 meV/decade for the main peak.  For the 
50 hour anneal sample, the blueshift increased to ~33 meV/decade.  These results 
reinforce the conclusion that all transitions are defect-mediated and dominated by band 
tails and that the annealing procedure does not give rise to excitonic or band-to-band 
transitions. 
7.2.2 Visible emission from CdS layer 
Emission identification 
Representative spectra (T = 5K and Pexc = 407 W/cm2) for samples of each 
annealing condition are shown in Figure 7.6.  The spectra exhibit similar features: a 
dominant, bimodal peak at 1.55-1.65 eV and two shoulders at 1.3-1.5 eV and 1.8-2.0 eV.  
The sharp, low energy edge below 1.2 eV is the onset of infrared emission from the CIGS 
layer, which is much stronger in intensity.  To verify this, a bare CdS/glass layer was 
tested.  It showed a similar spectral shape to that of the CdS/CIGS samples but did not 
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show any emission below 1.2 eV.  The abrupt shoulder at ~2.1 eV is caused by the 
orange cutoff filter used to exclude second order laser reflections of the excitation. 
Spectra were fit using both peak positions and approximate peak widths based on 
those published in Figures 3 and 4 of the work of Abken et al. [5].  Examples of the 
seven-peak fits for high and low sample temperatures can be seen in Figure 7.7 where the 
individual fitting peaks are numbered.  Peak positions were fixed for peaks 2-7 and 
widths fixed for peaks 3-6 with respect to the Abken peaks.  The width constraints were 
relaxed for peaks 2 and 7 in order to fit the high- and low-energy edges.  Relative peak 
intensities were freely adjusted within this fitting routine to provide the best fit.  This 
model was chosen for several reasons.  First, the Abken work is a rare report of spectra 
from CBD-grown CdS and their evolution with annealing conditions.  Second, their 
spectra share a marked resemblance to those acquired in this work.  Third, their spectra 
show sharp enough peaks to provide clearly identifiable peak positions.  Finally, both 
simpler (4-peak) and more complex (8+ peaks) spectral de-convolution is possible, since 
there is no single unique way to fit such complex spectra; however, choosing results 
based on the Abken peaks facilitates a direct comparison to known work and is a 
reasonable compromise between a too simplistic and a too complex de-convolution 
scheme. 
Extensive literature exists on the PL emissions of CdS layers.  A nomenclature 
has developed that connects a certain colored band with an energy region in which the 
emissions have been reported.  “Red band” emissions (peaks 4 and 5 in Figure 7.7), in the 
1.6-1.7 eV range, typically depend on CdS grain size and deposition method [5-8] and are 
believed to be the result of transitions from trapped electrons in surface states to the 
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valence band [7, 8].  Red emissions are typical of low-temperature, chemical bath-grown 
CdS layers.  Sulfur vacancies have been identified as the most likely source of the 
electron trap [9, 10].  The increase in PL intensity with decreasing average particle size in 
CdS microcrystals was proposed to indicate that this band is due to surface states [7].  
Furthermore, annealing at 250-400°C was shown to decrease this red-band PL intensity 
[5-7] by increasing grain size, reducing the density of lattice defects and reducing strain.  
Red band emission dominates the visible PL spectra recorded for all samples in this study. 
Emissions at 1.8-2.0 eV (peaks 6 and 7 in Figure 7.7) are observed as a broad 
shoulder in the spectra reported here.  Their energy leaves some ambiguity as to whether 
they are extensions of the red emissions, or are instead “yellow/orange” emissions 20-30 
meV lower energy than reported in the literature (typically 2.0-2.2 eV).  Red emissions at 
these energies have been reported to be medium to weak in intensity for as-grown CBD-
CdS [5].  Their origin has been tied to transitions between sulfur vacancies and the 
valence band [11].  The absence of a yellow band would point to either the absence of 
cadmium interstitials found in other CdS materials [9], or more effective trapping by 
lower energy defects such that yellow emissions did not appear. 
The results presented here show less intense emission (at low temperature) in the 
“IR band” in the region of 1.3-1.5 eV (peaks 2 and 3 in Figure 7.7).  This emission is less 
common in the literature but has been reported to be associated with transitions between 
isolated Cd vacancies (VCd2-) and the valence band [11, 12]. 
The presence of emissions beyond 2.1 eV (the cutoff of the orange filter discussed 
in section 2) was investigated by acquiring spectra without the filter in place; however, 
no appreciable signal beyond background was found in this range.  The absence of a 
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“green band” (band-to-band or excitonic recombination) in the range of 2.2-2.6 eV is not 
surprising since it only typically appears in high-temperature (~500˚C) annealed CBD-
CdS films or films grown by other, “cleaner” techniques.  The absence or weakness of all 
higher energy transitions can also, and probably more likely, be ascribed to sufficiently 
rapid trapping in lower energy states, such that no carriers remain to recombine through 
higher energy transitions.   
Uniformity 
Initial spectra were recorded from an un-annealed, uncut sample to probe the 
uniformity in PL spectral shape and intensity across a ~50 mm2 area.  Eight 
approximately equally-spaced locations were chosen and spectra were recorded and 
averaged (Figure 7.8) at T = 5K and Pexc = 407 W/cm2.  The results show a fairly uniform 
spectral shape with a 9.6% standard deviation of the total PL intensity; the uniformity 
was 4.0% for the 15 minute annealed sample.  The majority of the difference amongst 
spectra occurred in the higher photon energy range (above 1.6 eV), an indication that the 
lower energy states near the midgap occur more consistently and more uniformly than do 
shallow states (responsible for high energy emission).  In fact, this conclusion is 
supported by the fact that, when comparing spectra from two different as-grown samples, 
shown in Figure 7.6 as “no bake” and “no bake (2)”, the most significant spectral contract 
appears in the  1.8-2.1 eV range. 
Annealing comparison 
The total integrated visible PL intensity was examined as a function of anneal 
time, for ten different excitation powers (0.8 W/cm2 - 407 W/cm2 in steps of factors of 
two), all at T = 5K.  Figure 7.9 plots the change in total integrated PL intensity as a 
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function of anneal time, normalized to the as-grown intensity.  The intensity showed a 
consistent behavior regardless of the excitation intensity used to excite carriers.  The 
intensity dropped in the first 15 minutes of annealing to 62±9% of the initial intensity and 
then recovered over the next six hours of annealing, after which it stabilized at 140±9% 
of initial intensity.  Apparently during the initial phase of annealing a rapid change 
occurred that caused a significant reduction in emission intensity.  A second, longer-term 
process then took place that caused a recovery in the intensity.  The luminescence 
intensity is determined by the competition of radiative and non-radiative pathways for 
recombination of photo-generated minority carriers.  Apparently during the early stages 
of annealing some of the radiative processes became less effective, presumably due to 
reorganization of point defects over short distances.  Longer anneals, permitting atoms to 
move farther, may have allowed effective elimination of some of the non-radiative 
recombination centers, resulting in an increase in luminescence intensity. 
Temperature dependence 
Spectra were recorded for all samples at Pexc = 407 W/cm2 for temperatures 
ranging from 5 K up to 260 K.  An example of a typical temperature series is shown in 
Figure 7.10(a) for the 1 hour annealed sample.  Figure 7.10(b) illustrates the shape of the 
fitted spectra with the low energy CIGS emission (peak 1) removed.  The PL intensity of 
transitions involving localized defect states in the bad gap generally decreases with 
increasing temperature due to thermal emission of trapped carriers to the conduction or 
valence band.  A change is observed from a low temperature spectrum dominated by the 
high-energy red emissions (~1.65 eV) to a high temperature spectrum in which the high 
energy emissions have been thermalized such that the low energy IR emissions (~1.4 eV) 
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are the most intense.  This behavior is an indication that the transitions observed here are 
all free-to-bound transitions, as opposed to donor-acceptor pair (DAP) transitions.  This is 
because for DAP transitions, a temperature series will show an discontinuous blueshift in 
peak position as the temperature rises due to thermalization of the shallower of the two 
defect levels involved; this leads to an abrupt conversion to a FB transition [13, 14].  
However, this blueshift is not observed and instead the higher energy peak thermalizes 
while the deeper transitions remain intense at high temperature.  Instead of a blueshift, a 
small redshift is observed as temperature increases.  This can be explained by carriers 
that are trapped in local minima in the band edges (potential fluctuations) being made 
more mobile by the increasing thermal energy and either settling into the lowest energy 
potential wells in the band before recombining or recombining non-radiatively so that the 
remaining emissions are lower energy (redshifted).  These observations are consistent 
with free-to-bound transitions, or more specifically, recombination between the band tail 
and a defect level (TI).  
Like the infrared PL data presented above, a two term quenching model was used 
to fit the temperature dependent data and extract activation energies.  Although the PL 
intensity shows some quenching over the temperature range studied, its magnitude was 
relatively small.  A weak dependence on temperature indicates a more disordered 
material with a wide distribution of band tail states, whereas a material with a narrow 
distribution of band tail states tends to have a strong dependence on temperature.  The 
seven-peak de-convolution described earlier enables the separation of emissions into 
individual transitions.  It was observed that, of the six CdS peaks (peaks 2-7), each peak 
changed intensity not independently, but roughly as a correlated pair.  Peaks 2-3, 4-5 and 
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6-7 were tied to one another as the temperature changed.  Therefore, these paired peaks, 
as well as the total PL intensity as a whole, were fit to the quenching model.  Each 
quenching curve fit produced two activation energies; the largest of the two is listed in 
Table 7.1, but the smallest, which was always less than 0.2 meV and as small as 0.01 
meV, is too small to be physically reasonable.  This result indicates that the transitions 
are from a discrete state to a wide band tail and that recombination is heavily dominated 
by the properties of the band tails.  This behavior indicates that CBD-grown CdS behaves 
closer to amorphous silicon that it does to a highly ordered, crystalline semiconductor 
like GaAs, which is not surprising given its crude (but efficient) production method and 
its very broad emission spectra. 
Excitation intensity dependence 
Spectra were recorded for each sample at T = 5 K for a variety of excitation beam 
intensities, ranging over 2.7 orders of magnitude.  An example series, which has been 
normalized by the excitation intensity, is shown in Figure 7.11(a) for an un-annealed 
sample.  It is clear from this figure that as the excitation intensity increases, the emission 
efficiency decreases.  This trend holds for all annealing conditions.  Figure 7.11(b) shows 
this relative PL intensity (the total PL intensity normalized by the excitation intensity) for 
each of the annealed samples.  A power law fit to these curves gives an average exponent 
of -0.23±0.04; the smoothness and similarities amongst the different annealed samples 
implies that the recombination mechanisms are not changing with annealing. 
A large blueshift with increasing excitation intensity was measured for each 
power series by following the peak in the envelope function of the overall PL intensity.  
This blueshift was measured to be an average of 24±4 meV/decade.  This large peak 
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shifts indicates recombination dominated by band tails due to local potential fluctuations 
[4].  A constant blueshift of 24 meV/decade was applied to the peak locations of the six 
CdS peaks (peaks 2-7) and the spectra were fit.  This procedure led to reasonable fits at 
all excitation intensities.  The fitted peaks were integrated to determine individual peak 
area and total PL intensity.   
The slope of IPL vs Pexc curves produced differential k exponents that were 
calculated on a point-to-point basis, and average k exponents were extracted.  Table 7.2 
summarizes k exponents for all annealing conditions in this study.  The differential k 
values and their corresponding standard deviations are plotted in Figure 7.12 for all 
anneal times.  It is clear that the change in k from one annealed sample to the next is well 
within the experimental variation, as is the change in k from one emission to the next. It 
is concluded that all emissions observed from the CdS exhibit k<1, indicative of defect-
mediated recombination.  Since the nominal Egap for CdS is ~2.4 eV, the transitions 
observed here are certainly considered deep, so it is no surprise the emissions are defect-
mediated. 
7.3 Conclusions  
This study has demonstrated the use of variable temperature infrared and visible 
PL as a tool to characterize the effect of air annealing on the emission characteristics of 
CdS/Cu(In,Ga)Se2 thin films.  Broad, mostly featureless emissions and a low-energy 
exponential tail were observed, which are characteristic signatures for emission under the 
influence of fluctuating potentials, a result of a high degree of compensation in Cu-poor 
CIGS.  Spectral shape was not significantly affected by annealing.  Changes in the PL 
intensity above random site-to-site variations were not observed in the CIGS as a 
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function of anneal time, except for the 50 hour anneal, where the spectrum uniformly 
decreased by ~32±10% in intensity.  This indicates that long-duration annealing 
decreases the CIGS emission intensity, a possible symptom of material quality 
degradation usually accompanied by increased non-radiative recombination.  Activation 
energies extracted from temperature dependency indicated that the emission mechanism 
may have changed for annealing durations longer than 6 hours.  Excitation intensity 
dependence indicates that all transitions are defect-mediated and dominated by band tails 
(local potential fluctuations).  
Variable temperature visible PL was used as a tool to characterize the effect of air 
annealing on the PL emission characteristics of CdS films grown by chemical bath 
deposition on Cu(In,Ga)Se2 thin films.  Dominant red and infrared PL emission peaks 
suggest the presence of sulfur and cadmium vacancies, which give rise to deep emissions.  
No green band emission was observed, consistent with reports of as-grown CBD films.  It 
is likely that efficient trapping in deep states mitigates any recombination through higher 
energy states.   
All emissions were found to be defect-related by their excitation intensity 
dependence.  Moreover, the emissions were found to be a result of free-to-bound 
transitions, rather than donor-acceptor pair transitions, by their temperature dependence.  
Analysis of quenching curves gave similar activation energies for total PL intensity and 
for three individual transitions, as fit using paired Gaussian peaks.  Activation energies 
ranged from 17-56 meV.  It is likely that these are transitions from very deep discrete 
states to a wide band tail and that recombination is heavily dominated by the properties of 
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the band tails.  There was no observed trend with annealing time, indicating that the 
annealing procedure did not appreciably affect band tail widths.   
It was found that during the initial phase of annealing a rapid change occurred that 
caused a significant reduction in PL emission intensity.  A second, longer-term process 
then took place that caused a recovery in the intensity.  Apparently during the early stages 
of annealing some of the radiative processes became less effective, presumably due to 
reorganization of point defects over short distances.  While annealing had a moderate 
effect on PL intensity, it is likely that the temperature used in this study is too low to 
drastically affect the emission properties such as has been seen in other studies that 
showed a reduction in red band intensity or enhanced green band emission with annealing.  
In order to maximize radiative PL emission intensity, and thus minimize non-
radiative recombination, low temperature annealing procedures must use durations 
appropriate for both films in the heterojunction of CdS/CIGS solar cells.  Therefore 
anneal times are recommended of no more than 50 hours (but greater than 6 hours is 
acceptable) for optimization of CIGS recombination behavior and anneal times of greater 
than 1-6 hours for optimization of CdS recombination, leading to an estimate of an 
optimal time window of 3-10 hours for low temperature annealing. 
 
. 
 
 
 
 
162 
 
7.4 References 
[1] S. Siebentritt, U. Rau, Wide-gap chalcopyrites, Springer, Berlin, 2006. 
[2] S. Siebentritt, N. Papathanasiou, M. Lux-Steiner, Physica Status Solidi B-Basic 
Solid State Physics 242/13 (2005) 2627. 
[3] R.E. Hollingsworth, J.R. Sites, Solar Cells 16 457. 
[4] D. Abou-Ras, T. Kirchartz, U. Rau, Wiley InterScience (Online service), Wiley-
VCH Verlag,, Weinheim, 2011, p. xxxvi. 
[5] A.E. Abken, D.P. Halliday, K. Durose, Journal of Applied Physics 105/6 (2009). 
[6] C.T. Tsai, D.S. Chuu, G.L. Chen, S.L. Yang, Journal of Applied Physics 79/12 
(1996) 9105. 
[7] M. Agata, H. Kurase, S. Hayashi, K. Yamamoto, Solid State Communications 
76/8 (1990) 1061. 
[8] T. Arai, T. Yoshida, T. Ogawa, Japanese Journal of Applied Physics Part 1-
Regular Papers Short Notes & Review Papers 26/3 (1987) 396. 
[9] R. Lozada-Morales, O. Zelaya-Angel, Thin Solid Films 281-282 (1996) 386. 
[10] J. Aguilar-Hernández, et al., Semiconductor Science and Technology 18/2 (2003) 
111. 
[11] O. Vigil, I. Riech, M. GarciaRocha, O. ZelayaAngel, Journal of Vacuum Science 
& Technology a-Vacuum Surfaces and Films 15/4 (1997) 2282. 
[12] N. Susa, H. Watanabe, M. Wada, Japanese Journal of Applied Physics 15/12 
(1976) 2365. 
[13] A. Bauknecht, S. Siebentritt, J. Albert, M.C. Lux-Steiner, Journal of Applied 
Physics 89/8 (2001) 4391. 
[14] N. Rega, S. Siebentritt, I.E. Beckers, J. Beckmann, J. Albert, M. Lux-Steiner, 
Thin Solid Films 431 (2003) 186. 
 
 
163 
 
7.5 Figures 
 
 
Figure 7.1.  Uniformity spectra recorded from an as-grown sample from eight equally-spaced locations on 
a ~50 mm2 CdS/CIGS/foil sample area.  A mean spectrum is calculated and plotted.  Deviations from the 
mean spectrum are plotted using the right hand axis.  Spectra were recorded at T = 5K and Pexc = 407 
W/cm2.  The inset shows approximate locations for spectral acquisition. 
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Figure 7.2.  IRPL spectra from four different samples taken at P = 407 W/cm2 and T = 5K.  Spectra are 
plotted on both log and linear scales. 
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Figure 7.3.  Total integrated visible PL intensity, normalized to the as-grown intensity I0, as a function of 
anneal time.  PL intensities are averaged over five different excitation intensities used.  Error bars on 
annealed samples correspond to one standard deviation of the excitation intensity average; error bar for the 
un-annealed sample corresponds to one standard deviation in uniformity (13.7%). 
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Figure 7.4.  Two-term activation energy fits of quenching curves for the four annealing conditions.  Data 
points were generated using the total fitted IRPL intensity. (a) no anneal, (b) 15 min anneal, (c) 6 hour 
anneal, (d) 50 hour anneal.   
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Figure 7.5.  Example of an excitation intensity series for a single as-grown (un-annealed) sample.  
Excitation intensity variation spans 2.7 orders of magnitude. 
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Figure 7.6.  Visible PL spectra from seven different samples taken at 407 W/cm2 and 5K.  Spectra are 
plotted on both log and linear scales. 
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Figure 7.7.  Example of a 7-peak Gaussian fit of the 5K and 220K spectra for the as-grown (un-annealed) 
sample and 50 hr annealed samples, plotted on a linear scale.  Peak #1 is a Gaussian shoulder to fit the IR 
edge of the CIGS emission.  Spectra were measured with P = 407 W/cm2. 
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Figure 7.8.  Uniformity spectra recorded from an as-grown ~50 mm2 CdS/CIGS/foil sample area.  The 
average spectrum is shown, calculated from individual spectra recorded from eight equally-spaced 
locations.  The standard deviation envelope is shown surrounding the mean spectrum.  Deviations from the 
mean spectrum are plotted as a one standard deviation envelope below.  Spectra were recorded at T=5K and 
Pexc = 407 W/cm2. 
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Figure 7.9.  Average total integrated visible PL intensity, normalized to the as-grown (un-annealed) 
intensity I0, as a function of anneal time.  Intensities are averaged over varying PL excitation intensity 
(power) from 0.062 mW to 32 mW by a factor of two.  Error bars on annealed samples correspond to one 
standard deviation of the excitation intensity average (8.7 %); error bar for the un-annealed sample 
corresponds to one standard deviation in uniformity (9.6 %). 
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Figure 7.10.  Example of temperature dependence of PL emission for 1 hr annealed sample. (a) The PL spectra as collected and (b) the fitted envelope with peak 
#1 (low energy CIGS edge) removed. 
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Table 7.1.  Activation energies calculated from quenching curves for different annealing times. 
Activation 
energies 
(meV)
Total 
PL
Peaks 
2-3
Peaks 
4-5
Peaks 
6-7
No anneal 27 24 34 22
5 min 27 22 33 27
15 min 37 56 37 21
1 hr 26 26 31 17
6 hr 39 42 43 34
50 hr 29 32 31 24
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Figure 7.11.  (a) Example of an excitation intensity (power) series for a single as-grown (un-annealed) sample.  The PL intensity is normalized to the beam 
power.  (b) Relative PL intensity for each of the annealed samples plotted as a function of excitation intensity (power).  Each curve is fit to a power law giving 
the exponent n (k). 
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Table 7.2.  Differential average k exponents calculated for individual peak pair and total PL intensity. 
 
 
Figure 7.12.  Average differential k exponents plotted as a function of anneal time.  Error bars correspond 
to one standard deviation. 
 
k  exponents Peaks 2-3 Peaks 4-5 Peaks 6-7 Total Intensity
No anneal 0.81±0.09 0.77±0.04 0.77±0.07 0.78±0.04
5 min 0.77±0.07 0.74±0.07 0.74±0.07 0.75±0.06
15 min 0.78±0.08 0.81±0.14 0.81±0.15 0.80±0.07
1 hr 0.80±0.05 0.78±0.06 0.80±0.10 0.79±0.06
6 hr 0.76±0.04 0.74±0.07 0.74±0.09 0.75±0.06
50 hr 0.74±0.04 0.71±0.05 0.70±0.09 0.71±0.05
1 10 100 1000
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
 
 
 Total PL Intensity
 Peaks 2-3
 Peaks 4-5
 Peaks 6-7
k e
x
po
n
en
t
Anneal time (min)
176 
 
CHAPTER 8 
CONCLUSIONS 
This study has used photoluminescence (PL), photoluminescence excitation 
(PLE) spectroscopy, and cathodoluminescence (CL) to study radiative emissions from a 
variety of Cu-poor Cu(In,Ga)Se2 (CIGS) thin films.  Three general types of CIGS films 
were analyzed.  Polycrystalline layers deposited on Mo-coated soda lime glass (“SLG”), 
polycrystalline layers deposited on metal foil (“FOIL”), and epitaxial films grown on 
(100) and (111) GaAs were analyzed in this work. 
This work concludes that the donor-acceptor pair (DAP) recombination model 
used in most interpretations of CIGS emission be replaced with a model that accounts for 
high compensation and fluctuating potentials, which is undoubtedly the case in Cu-poor 
CIGS.  Within this model, the most commonly observed emissions were explained as 
band-to-impurity (BI) and tail-to-impurity (TI) types.  Small activation energies 
identified as discrete donor levels by other researchers are reinterpreted as transitions into 
band tail states.  Within this model, a schematic of defect bands, transition types and band 
edge widths was proposed for SLG type films.  Temperature and excitation intensity 
dependence of PL emissions assisted in the assignments.  Drawing on conclusions from 
transient photocapacitance data and theoretical defect energies in the literature allowed 
the identification of defect levels responsible for TI and BI type emissions as deep 
acceptor levels.   
A correlation was established between band tail width and device efficiency.  
CIGS absorber layers that produced devices of higher performance showed narrower 
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band tails.  This indicates a material with a high degree of compositional homogeneity 
and therefore reduced band tails is desired for improvements in device efficiency. 
By comparing Cu-poor samples with Cu/(In+Ga) ranging from 0.75 to 0.95, this 
work showed that Cu-poor samples closer to Cu/(In+Ga) = 1.0 exhibit sharper PLE band 
edges and increased performance in devices, possible identifying a preferred composition 
regime.  The samples also exhibited deep emissions within the band gap, which 
apparently do not preclude high performance.  I have identified DAP, TI, BI and band-to-
tail (BT) emissions in such material.  The effect of raising the Ga content from 
Ga/(Ga+In) = 0.33 to 0.68 was seen in wider PLE band edges, which correlate with 
reduced cell performance. 
Cross-sectional CL and depth-dependent PL allowed analysis of the distinctions 
between front and back emissions with the conclusion that defects responsible for low 
energy emission reside preferentially at the surface, indicating a possible surface layer of 
modified chemistry.  However, the analysis is complicated because the free surface does 
not exist in a device and overlayer passivation may cause the surface defect picture to 
change. 
By studying emission from both device-quality polycrystals and single crystal 
epitaxial layers, I have demonstrated that deep (low energy) defect response does not 
originate from grain boundaries, but is characteristic of the bulk material.  The epilayers 
analyzed here showed more uniform spatial distribution of CL intensity compared to the 
CL emission from polycrystals.  They contain no grains or GBs where the defects 
responsible for emission can accumulate.  Instead, intrinsic defects are randomly 
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distributed in the single crystal layer, giving rise to material that is electronically inferior 
to the grain interiors of polycrystals, a conclusion that supports the observation that the 
epilayers produce orders of magnitude less intensity in CL spectroscopy.  Surface 
topography does not seem to have a large effect on CL emissions from epilayers as it 
does for the polycrystals, another indication that GBs are involved in the distribution of 
defects.  
I have also shown that GBs play a role in the intra- and inter-grain spectral 
inhomogeneity observed in polycrystals.  Both inter- and intra-grain spectral contrast 
were observed in combined EBSD and CL experiments on polycrystals, an indication of 
poor compositional homogeneity amongst CIGS grains.  Variation of emission 
characteristics within individual grains observed by CL indicates that composition 
variations are on a scale much smaller than individual grains.  This inhomogeneity may 
be evidence of organization of defects and defect complexes. 
The observation of decreased radiative recombination at GBs fits well with the 
theory that CIGS GBs repel majority carrier holes due to a potential barrier in the valence 
band.  However, some GBs were observed to have no effect (no reduction) on the 
emission.  No trend was found for the effect of grain orientation, misorientation angle or 
GB-type on the emission behavior.  However, a strong propensity for GBs to exhibit 
misorientations that correspond to specific twin boundary types was identified.  These 
twin boundaries are generally of high symmetry and low defect density.   
The effect of Na treatment was quite severe.  CL and PL showed an additional 
deep emission in Na-free films, not present in Na-containing films grown in parallel.  
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This is direct evidence that Na reduces point defect density and helps to improve 
crystalline quality during growth.  The presence of Na led to larger grain sizes (~1.0 
µm2), (112) texturing, grains aligned in the direction normal to the film surface, and the 
presence of both 60°-〈221〉 and 71°-〈201〉 twin boundaries.  In contrast, Na-free 
films showed small grain sizes (~0.14 µm2), a mixture of (220)/(204) and (112) texturing, 
randomly oriented grains, and the presence of mostly 60°-〈221〉 twin boundaries.   
 It is my opinion that most GBs in CIGS act as both collection areas for point 
defects and point defect clusters but also are more or less inactive with respect to 
recombination due to the electrostatic hole barrier.  Due to having GBs as preferential 
defect sinks, the grain interiors are improved.  This general model would predict that 
grain interiors are of enhanced material quality and that GBs are necessary and beneficial 
for high performance absorbers. 
Spectral and spatial emission characteristics were studied on plan-view CIGS 
surfaces that were covered with a ~50 nm thick CdS film by chemical bath deposition 
(CBD).  The CdS was then then etched from the surface with HCl.  CL on identical 
positions showed there is little change in emission behavior between the CdS-covered 
and CdS-free surfaces other than a reduction in intensity by a factor of two.  Because 
films were analyzed before and after HCl etching of the CdS layer, it is concluded that 
spectral changes that others have observed in the emission of CdS-treated films is a result 
of the CBD process itself and not the resulting film or the formation of the 
heterojunction.  This indicates that while the chemistry may be changing, the fact that the 
GBs are electrically benign means that the change is not seen in emission.   
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The effect of low temperature (~180°C) air annealing on the emission 
characteristics of CdS/CIGS thin films was studied by cryogenic infrared and visible PL.  
Spectral shape was not significantly affected by annealing for either film, but PL intensity 
did show some dependence on anneal time for both films.   
The PL intensity for the CIGS films was stable except for anneal times in the 
range of 50 hours, where the spectrum intensity uniformly decreased by ~32% from the 
un-annealed PL intensity.  This indicates a possible symptom of material quality 
degradation usually accompanied by increased non-radiative recombination.  Activation 
energies extracted from temperature dependency indicated that the emission mechanism 
may have changed for annealing durations longer than 6 hours.   
PL of CBD-deposited CdS films on CIGS thin films showed dominant “red” and 
“infrared” PL emission (1.4-1.8 eV), which suggest the presence of sulfur and cadmium 
vacancies.  No green band emission was observed, consistent with reports of emissions 
from as-grown CBD CdS films.  All emissions were far from the band edge and found to 
be defect-related by their excitation intensity dependence.  Moreover, the emissions were 
found to be a result of free-to-bound transitions, rather than donor-acceptor pair 
transitions, by their temperature dependencies. 
The PL intensity of CdS films (on CIGS) changed with annealing duration.  
During the early stages of annealing (0-100 min) PL intensity decreased, perhaps because 
radiative processes became less effective, presumably due to reorganization of point 
defects over short distances.  Anneals of 6 hours and longer led to a recovery of PL 
intensity to ~140% of the un-annealed value.  Longer anneals, permitting atoms to move 
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farther, may have allowed effective elimination of some of the non-radiative 
recombination centers, resulting in an increase in luminescence intensity.   
While annealing had a moderate effect on PL intensity, it is likely that the 
temperature used in this study was too low to drastically affect the emission properties 
such as has been seen in other studies.  Low-temperature air anneal times are 
recommended of no more than 50 hours (but greater than 6 hours is acceptable) for 
optimization of CIGS recombination behavior and anneal times of greater than 1-6 hours 
for optimization of CdS recombination, leading to an estimate of an optimal time window 
of 3-10 hours for low temperature annealing. 
 
 
 
 
