The problem of optimal fixed lag smoothing of a diffusion process, x t is to estimate x t−τ for t > τ , given the output of a nonlinear noisy sensor up to time t. The nonlinear filtering-smoothing problem is to estimate both x t and x t−τ . The optimal estimators are the conditional expectations of the processes, given the measurements. We derive evolution equations for both the normalized and unnormalized versions of the joint probability density function of x t and x t−τ , given the noisy measurements. The former is an equation of Kushner's type and the latter is of Zakai's type.
Introduction
The non linear filtering-smoothing (filtering and fixed lag smoothing) problem is to estimate a random signal, x s , at time t and at an earlier time, t − τ , given its measurements in a nonlinear noisy channel, denoted y s , up to time t. Denoting by Y t 0 the measurements y s for s in the time interval [0, t] , the non linear filtering and fixed lag smoothing problem is equivalent to the calculation of the joint conditional probability distribution function, Pr(x t ≤ u, x t−τ ≤ v | Y t 0 ), for t > τ and all u, v ∈ R. This, in turn, is equivalent to the simultaneous solution of three problems: filtering, fixed point smoothing, and fixed interval smoothing. The conditional marginals, the filtering PDF, Pr(x t ≤ u | Y t 0 ), and the fixed lag smoothing PDF, Pr(x t−τ ≤ v | Y t 0 ), have been studied in different settings in [10] , [11] , and [7] .
Here, we consider a simple model of a signal x t and a measurements process y t which are defined by Itô differential equations with respect to independent Wiener processes w t and ν t ,
It is assumed that the initial values x 0 and y 0 are independent random variables. The filtering problem for the model (1.1) is well known and has been extensively studied (see, e.g., [10, 11, 7, 18] , and references therein). The smoothing problem was studied in [9] , [5] , [14] , [2] , [17] . The joint filtering-fixed point smoothing pdf was studied in [19] . The fixed lag smoothing problem has been studied for the linear case (see [6, 13] , [1] ). An attempt at solving the nonlinear fixed lag problem for the model (1.1) was made in [16] , where a heuristic derivation of a smoothing equation was proposed.
The main result of this paper is a derivation of evolution equations for the normalized and unnormalized conditional joint probability density functions of the non linear filtering and fixed lag smoothing problems. The former, eq.(1.8), is a stochastic integro-partial differential equation of Kushner type and the latter, eq.(2.3), is a linear stochastic partial differential equation of Zakai type. The fixed lag smoothing pdf is obtained as a marginal of the joint pdf. It satisfies the backward stochastic partial differential equation (2.1). Equations (1.8) and (2.3) are of forward-backward type, they are forward in one variable and backward in the other.
To illustrate the nature of our results and the method of proof, consider the simplified problem of
The independence of x 0 , y 0 and of the Wiener processes w t , ν t implies that the joint conditional PDF, Pr(
, coincides almost surely with the joint
, of the Markovian diffusion process x t at times t and t − τ . We assume that the initial density that determines the joint PDF, p 0 (u), exists. It also determines the transition pdf
It is well known [10] that the transition pdf p o t | s (u | v) and the pdf
satisfy the Fokker-Planck (forward Kolmogorov) equations
and the backward Kolmogorov equation 
Due to Bayes' formula, the joint pdf,
, and is differentiable in t and s. Furthermore, due to the "fixed lag" differentiation rule
for t > τ , this pdf is a solution of the partial differential equation 
In the general case, when
we show that the conditional density, 
with the initial value p τ,0 (u, v). The process ν t is defined by
and is an "innovation" Wiener process with diffusion parameter ρ 2 . The conditional expectation π s (h) is defined by
has structure similar to that in the deterministic eq. [18] )
with the initial condition q(0, u) = p 0 (u). The method of deriving eq.(1.8) is essentially different from the simple "fixed lag" differentiation rule. Nevertheless, it is obtained from an Itô-type version of the "fixed lag" differentiation rule (see Section 6) .
Rather than studying the conditional density p t,t−τ (u, v), we found it more convenient to study the family of conditional expectations 
With this notation, we show (Theorems 3.1 and 4.1) that for fixed s and t > s
while for fixed t > 0 and
(1.14)
The Itô-type "fixed lag" differentiation rule implies (see Theorem 5.1) that
so that (see Section 6, proof of Theorem 2.1) The properties of q(t, u) play an important role in the proof of eq.(1.14). Their investigation, based on Rozovskii's method [15] , is given in the Appendix.
Main results
Throughout the paper the following conditions are assumed,
• (A.
2) The functions m(x) and h(x) are three and four times continuously differentiable, respectively, and are bounded with all their derivatives.
3) The initial values are y 0 = 0 and x 0 , which is a random variable with E x 2 0 < ∞, its distribution has a density p 0 (u) with respect to the Lebesgue measure on the line, du, and this density is a three times continuously differentiable function. Furthermore, there exist a constant and an integer m such that for i = 1, 2, 3 d
• (A.4) Unless otherwise specified, f (u) and g(v) are twice continuously differentiable bounded functions whose derivatives f (u), f (u) and g (v), g (v) are bounded.
Now, we are in a position to formulate the main results.
Theorem 2.1: Under the assumptions (A.1)-(A.4), the conditional expectation
π t,t−τ (f g) satisfies eq.(1.15) for t > τ .
Theorem 2.2: Under the assumptions (A.1)-(A.3), the PDF
Pr(x t ≤ u, x t−τ ≤ v | Y t 0 ) has a pdf p t,t−τ (u, v) with respect to du dv, a.s.,
which is a solution of the Itô stochastic partial differential equation (1.8).
Denoting by
the fixed lag smoothing pdf and setting 
with the initial value ϕ τ,0 (v). 
it follows from eq.(1.8) that the unnormalized filtering-smoothing density
Forward filtering-smoothing equation
In this section, we derive forward evolution equations (in the "forward" time t) for the conditional expectations π t,s (f, g) and for 
The proof of Theorem 3.1 is similar to that of [10, Theorem 8.1] . By Itô's formula 
where
) dv are the filtering and smoothing densities, respectively. Also note that the filtering density
and is therefore a.s. a positive function. For any bounded continuous function 
and note the following properties of V t,s (g; u):
Property 1 is trivial; property 2 follows from (3.2), the continuity of p s,t (v) in t, and from the properties of the convolution of p t | s (u | v) with p s,t (v); property 3 follows from Bayes' formula
for the density
property 4 holds by the definition of π t,s (u, v). Using eq.(1.13), property 4, integrating by parts and so on, it can be shown that for t > s
with
the initial condition V s,s (g; u) = g(u)p(s, u), that is, V t,s (g; u) is defined by the same equation (3.3) with the initial value p(s, u) replaced by g(u)p(s, u). Now, using eq.(3.3), (3.4), property 3, and applying Itô's formula to V t,s (g; u)/p(t, u), we proceed to calculate the Itô differential d t π s | t (g | u). First, by
Itô's formula we find that
Next, from eq.(3.4) and (3.5), it follows by Itô's formula that
and so, by the definition of the operator L f u (see eq.(1.4)), it follows that
It is well known (see [18] (g | u) .
is a solution of equation (3.1) with the initial condition π s | s (g | u) = g(u) (the latter follows from properties 2. and 3. of V t,s (g; u) ). Equation (3.1) has a unique solution. Indeed, setting
we qarrive at the following form for the partial differential equation (3.1), 
Backward filtering-smoothing equation
The aim of this section is to prove
Theorem 4.1: If f (u) and g(v) satisfy the assumption (A.4), then for any fixed t > 0 and s < t,
Proof: It is more convenient to verify eq.(4.1) for compctly supported functions f (u) and g(v) and then, for functions satisfying (A.4). We get eq.(4.1) by approximating f (u) and g(v) by sequences of copctly supported functions f n (u) and g n (v), n ≥ 1. Therefore, only compacly supported functions f (u) and g(v) need be considered.
Let π s | t (g | u) and p s | t (v | u) be the conditional expectation and the pdf introduced in Section 3. First, we show that for any r ∈ (s, t) almost surely
In fact, using the conditional expectation property
and the Markovian property 
with the initial condition U (t, v) a.s., has a unique solution. Then, by virtue of eq.(4.2), the convolution
with any bounded and continuous function q(u) such that
is a solution of eq.(4.3) with the initial condition U (t, v) = q(v). Applying this result to the convolution
taking into account that
and integrating by parts, we obtain
Hence eq. 
where m(s, v) is defined in eq.(3.7) and
As mentioned in Section 3, the function m(s, v) is almost surely uniformly bounded and Lipschitz continuous in u. Similarly, the function c(s, v) is also almost surely uniformly bounded and uniformly Lipschitz continuous, because (see Theorem A.1)
It follows from [8] , [4] that equation (4.4) has a unique solution.
An Itô fixed lag differentiation rule
Let F = (F t ) t≥0 be a fixed filtration satisfying the usual conditions [10] and assume that the family of random processes (X t,s ) t≥s , s ≥ 0 satisfies the following assumptions:
1. For fixed each t the random variables X t,s are F t -measurable and X t,s has the Itô differential with respect to a Wiener process w t adapted to F
2. For each fixed t > 0 the process X t,s is absolutely continuous with respect to ds with the differential
where for each t, the functions α(t, s), β(t, s), and γ(t, s) are F t -measurable and
For positive τ , consider the random process {X t,t−τ } t≥τ . It is natural to expect the process {X t,t−τ } t≥τ to have an Itô differential in t for t > τ , given by
For fixed t > τ , we introduce a sequence s = t n 0 < t n 1 < ... < t n n = t, n ≥ n 0 , where n 0 is chosen such that for any j we ahve t
We note that
Next, we verify the second group of the assumptions of Theorem 5.1. Note that under the assumption (A.2) ,
To get the same kind of upper bound for
and 
where E C 2 (t) < ∞ (Theorem A.1). This implies the validity of the inequality (6.4). To obtain the estimate (6.5) 
Hence, the second estimate in eq.(6.5) follows from the properties of Itô integrals.
Finally, using the inequality
and the Cauchy-schwarz inequality, we obtain
Also note that under assumption (A.2) and from E x 2 0 < ∞, for any r , r we have
This equality and eq.(1.15) imply eq.(1.8).
Proof of Corollary: First, we verify the almost sure equality
For any measurable and bounded function g(v), we have from the definition eq.(1.11),
On the other hand, due to properties of the conditional expectation, we have almost surely
which is almost surely equivalent to
Eq.(6.8) follows by the arbitrariness of g (v) . Now, since . Under these assumptions, the process ξ r (v) is three times differentiable in v, in the mean square sense. It is convenient to assume that the process {ξ r (v)} 0≤r≤t is defined on the product of probability spaces Ω × Ω, F ⊗ F, P × P , where all previous random objects are defined on (Ω, F, P ) and only the Wiener process w r is defined on Ω, F, P ( E is used for designating of expectation with respect to P ). Due to the Feynman-Kac formula (see e.g. 
