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Kurzfassung
Zuku¨nftige Publikationssysteme beno¨tigen leistungsstarke Verfahren zur Farb-
bildbearbeitung, um den hohen Durchsatz insbesondere der elektronischen Me-
dien bewa¨ltigen zu ko¨nnen.
Dieser Beitrag beschreibt ein System fu¨r die automatisierte Farbmanipulation
von Einzelbildern. Die derzeit vorwiegend manuell ausgefu¨hrten Aktionen wer-
den durch hochsprachliche Vorgaben ersetzt, die vom System interpretiert und
ausgefu¨hrt werden. Basierend auf einem hier vorgeschlagenen Grundwortschatz
zur Farbmanipulation sind Modifikationen und Erweiterungen des Wortschat-
zes durch neue abstrakte Begriffe mo¨glich. Die Kombination mehrerer bekannter
Begriffe zu einem neuen abstrakten Begriff fu¨hrt dabei zu funktionserweitern-
den, komplexen Aktionen. Daru¨ber hinaus pra¨gen diese Erga¨nzungen den in-
dividuellen Wortschatz des jeweiligen Anwenders. Durch die hochsprachliche
Schnittstelle findet eine Entkopplung der Benutzervorgaben von der technischen
Umsetzung statt. Die farbverarbeitenden Methoden lassen sich so im Hinblick
auf die verwendeten Farbmodelle optimieren. Statt der bisher u¨blichen medien-
und gera¨tetechnisch bedingten Farbmodelle kann nun z.B. das visuell adaptierte
CIE(1976)-L*a*b*-Modell genutzt werden. Die damit mo¨glichen farbverarbeiten-
den Methoden erlauben umfangreiche und wirksame Eingriffe in die Farbdar-
stellung des Bildes.
Zielsetzung des Verfahrens ist es, unter Verwendung der vorgeschlagenen Be-
nutzerschnittstelle, die teilweise wenig anschauliche Parametrisierung bestimm-
ter Farbmodelle, durch einen hochsprachlichen Zugang zu ersetzen, der den An-
wender bei der Farbbearbeitung unterstu¨tzt und den Experten entlastet.
Ebenfalls in dieser Arbeit beschrieben sind Bildverarbeitungsmodule zur Farb-
korrektur, Farbneutralisation und Farbsegmentierung, mit denen die Vorausset-
zungen fu¨r eine effiziente Durchfu¨hrung der Farbmanipulation geschaffen wer-
den ko¨nnen. Die mit der Einfu¨hrung dieser Verarbeitungsschritte gleichzeitig er-









Electronic publishing systems of the near future have a need for improved me-
thods for color management, handling and processing to keep pace with the in-
creasing demand for color images driven by the electronic publishing industry.
This thesis describes a computer-controlled system for automated color adjust-
ment and color manipulation of images. At the moment current practice for this
task is the manual method. The described system replaces the manual part of
adjusting color curves for each color with language based instructions, which are
automatically interpreted and executed by the computer. A small and compact set
of high-level language expressions describing color space manipulations is intro-
duced as a ’color language’. To increase its flexibility and power it is possible to
expand and modify this language by adding new abstract terms thus extending
the vocabulary of the language. Two or more terms can be combined to a new
abstract term representing a new complex functionality. These extensions allow
to meet a wide range of user needs. One obvious advantage of this technique is
that color model and processing parameters are matched by individual language
terms. This creates the opportunity to optimise the color algorithms in use and to
allow the application of visually adapted color models, such as CIE(1976)-L*a*b*,
instead of simple RGB or CMYK models. Algorithms covered by this technology
include a wide range of color manipulations thus improving the possibilities for
modifications and representation of color in images.
The design goal for the system presented in this thesis was to provide support
for the ’normal user’ as well as for the ’color expert’ to efficiently handle co-
lor manipulations. This is done by introducing a new friendly human interface
which links direct access to color parameters and color curves to color algorithms
through a high-level expandable ’color language’.
Additionally modules for color management and color segmentation are descri-
bed. They are needed to cover basic algorithms in image processing and to arrive
at color adjustments for a balanced color representation of the image. The intro-
duction of these modules allows at the same time to define a color processing
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Aus drucktechnischen Gru¨nden konnte die Farbbild-Ausgabe der Print-Version
nur im einseitigen Druck erfolgen. Um trotzdem die Abbildungen an den vorge-
sehenen Textstellen zu belassen, sind hierdurch diverse Leerseiten bedingt. Nur
um identische Seitenangaben bei der elektronischen Version zu ermo¨glichen, fin-
den sich diese Leerseiten auch in der elektronischen PDF-Version wieder.
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1 Einleitung
Neue elektronische Publikationssysteme zeigen einen deutlichen Trend zur ma-
terialfreien, elektronischen Erstellung und Produktion auf. Zuku¨nftige Online-
Dienste erweitern Angebot und Volumen und erlauben neben der Information
auch Kommunikation und Transaktion. Electronic commerce pra¨gt nach milita¨ri-
scher und wissenschaftlicher Ausrichtung die zuku¨nftige dritte Nutzungsphase
des Internet. Bildpublikationen in elektronischen Medien setzen dabei die Ver-
wendung von Farbbildern voraus. Ebenfalls gehen die klassischen Printmedien
versta¨rkt dazu u¨ber, Farbbilder statt der bisher verwendeten Grauwertbilder ein-
zusetzen. Die derzeit vorhandenen Ressourcen zur Farbbildbearbeitung (Repro-
studios, Druckvorstufe etc.) sind aus Kosten-, Zeit- und Verfu¨gbarkeitsgru¨nden
hingegen nicht in der Lage, diesen sta¨ndig steigenden Bedarf abzudecken.
Farbe erho¨ht den Informationsgehalt eines Bildes. Neben der oft genutzten Funk-
tion der Farbe als Signal z.B. bei Warnhinweisen (Rot bedeutet Gefahr, erho¨hte
Aufmerksamkeit. Beispiele: Feuerwehr, Warnschilder, Ampeln) kann Farbe auch
zur Kontrasterho¨hung dienen. Der Betrachter kann einem Bild mehr Information
entnehmen, wenn zusa¨tzlich zur geometrischen Beschreibung des dargestellten
Objektes auch eine Aussage zu dessen Farbe gemacht werden kann. Eine Benen-
nung der Grundfarbe eines Objektes anhand eines Grauwertbildes ist nur ein-
geschra¨nkt mo¨glich, sofern der Betrachter u¨ber Hintergrundwissen verfu¨gt (z.B.
Das Stopp-Schild ist rot; der Rasen ist gru¨n). Ein Aussage zur Farbe eines unbe-
kannten Objektes ist anhand eines Grauwertbildes nicht mo¨glich.
Schließlich kann u¨ber die Farbgebung eines Bildes auch eine bestimmte Stim-
mung beim Betrachter ausgelo¨st werden. Diese Eigenschaft wird z.B. oft fu¨r Wer-
bezwecke genutzt. Das Objekt wird in einem guten Licht dargestellt. Waren die
gewu¨nschten Beleuchtungsbedingungen bei der Bildaufnahme nicht realisierbar,
sind entsprechende Nacharbeiten in der Reproduktion erforderlich.
Die Farbe ist, wie diese Ausfu¨hrungen zeigen, ein wichtiges Instrument der bild-
basierten Kommunikation.
Da die hohen Produktionskosten eines farbigen Printmediums bei der elektroni-
schen Publikation entfallen, beschra¨nkt sich der Aufwand im wesentlichen auf
die Aufbereitung der Farbbilddaten. Im Rahmen elektronischer multimedialer
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Publikationssysteme wird die Verwendung der Farbe in Bildern demzufolge als
selbstversta¨ndliche Eigenschaft gesehen. Bei gleichem Qualita¨tsanspruch ist der
Bearbeitungsaufwand zur Erstellung der Farbbilder derzeit nahezu a¨hnlich auf-
wendig wie bei den klassischen Printmedien.
Um den zuku¨nftigen Anforderungen besser entsprechen zu ko¨nnen, sind Ver-
fahren zur Farbbildbearbeitung gefordert, die neue, problemorientierte und ef-
fiziente Methoden zur Bildaufbereitung und -gestaltung bieten. Wa¨hrend die
fu¨r Printmedien optimierte, klassische Druckvorstufe auf vergleichsweise weni-
ge hochqualifizierte Mitarbeiter zuru¨ckgreift, ist der hohe Durchsatz im Bereich
der Online-Publikationen nur mit einem deutlich erweiterten Personenkreis zu
bewa¨ltigen. Zu einem erheblichen Teil wird die Aufbereitung der Publikationen
zuku¨nftig von den Autoren selbst vorgenommen werden mu¨ssen. Damit dieses
nicht zu einem Qualita¨tsverlust fu¨hrt, sind neue, leistungsfa¨hige und automati-
sierteMethoden zu entwickeln, die den Experten entlasten und den unerfahrenen
Anwender auf das Wissen des Experten zugreifen lassen. Insbesondere die indi-
viduelle Farbanpassung eines Bildes stellt bei diesem Verarbeitungsprozeß be-
sondere Anforderungen, da die oft verbal formulierten Farba¨nderungswu¨nsche
schnell, effizient und reproduzierbar umzusetzen sind.
Bei Printmedien wurde in der Vergangenheit die Einbindung eines Farbbildes
nur in vergleichsweise geringer Anzahl vorgenommen, da Aufwands- und Ko-
stengru¨nde eine Farbreproduktion nur im begrenzten Maße zuließ. Zuku¨nfti-
ge Anforderungen setzen hier neue Randbedingungen, sofern die Printmedien
nicht gegenu¨ber den neuen elektronischenMedien zuru¨ckfallen wollen. Trotz der
fu¨r die Farbpublikation dominanten Druckkosten lassen sich durch eine bessere
Farbbildaufbereitung Kosten einsparen. Die in dieser Arbeit fu¨r die elektronische
Publikation untersuchten Methoden ko¨nnen somit auch bei klassischen Printme-
dien gewinnbringend eingesetzt werden.
Die vorliegende Arbeit stellt ein Konzept zur Bearbeitung der Farbe in Bildern
vor, mit dem das Medium Farbe den Bearbeitern in einer nutzerorientierten Form
zuga¨nglich gemacht wird.
1.1 Problemstellung, Motivation und Zielsetzung 3
1.1 Problemstellung, Motivation und Zielsetzung
Farbe1 in der Eigenschaft als Sinnesempfindung des Menschen entzieht sich einer
direkten physikalischen Beschreibung. Als Folge davon wurden viele, zum Teil
aufwendige Farbordnungssysteme und Farbmodelle entwickelt, die mittels phy-
sikalischer Parameter gute physikalische Beschreibungen erlauben, fu¨r den Men-
schen jedoch nicht unmittelbar umzusetzen sind. Einige Farbmodelle, wie z.B.
das normierte und zur Farbbearbeitung vorgeschlagene CIE(1976)-L*a*b* Farb-
modell, gehen sta¨rker auf die visuellen Eigenschaften des Menschen ein, weisen
jedoch eine vergleichsweise abstrakte Parametrisierung auf. Die Parameter dieses
Farbmodells lassen sich fu¨r denMenschen nur unzureichend der entsprechenden
Sinneswahrnehmung zuordnen, obwohl die Metrik des Farbmodells auf das vi-
suelle System des Menschen abgestimmt wurde. Dieses Problem behindert den
breiten Einsatz solcher Farbmodelle. Anstatt die visuell angepaßten Modelle zu
nutzen, kommen Farbmodelle, die vorrangig technischen Randbedingungen ent-
sprechen (RGB, CMYK), zum Einsatz.
Entsprechend schwierig gestalten sich die Mo¨glichkeiten der bewußten Vera¨nde-
rung von Farbwerten.DerMensch ist gezwungen, sich der physikalisch motivier-
ten Beschreibung eines Bildbearbeitungssystems anzupassen, indem durch eine
Modifikation der farbbeschreibenden Parameter versucht wird, die gewu¨nsch-
te Farbvera¨nderung herbeizufu¨hren. Soll jedoch ein Feinabgleich der Farbdaten
vorgenommen werden, um bestimmte Stimmungen mit dem Bild auszudru¨cken,
sind mit den derzeit verfu¨gbaren Techniken nur geschulte Farb-Spezialisten zu
dieser Ta¨tigkeit in der Lage.
Die zentrale Aufgabe besteht in einer Farbtransformation der Bilddaten inner-
halb eines Farbmodells. Die Parameter beschreiben Art und Gro¨ße der jeweili-
gen A¨nderung. Historisch wurde dies im Rahmen der Reprofotografie mit spe-
ziellen Farbfiltern und Masken durch fotooptische Prozesse versucht. Mit dem
spa¨teren Einsatz von Trommelscannern und Belichtern konnten bestimmte Farb-
vera¨nderungen dann mit einer Vielzahl von Potentiometern eingestellt werden.
Erst die elektronische Bildverarbeitung erlaubte, die Bilder u¨ber einem Monitor
auszugeben und Farbvera¨nderungen durch Variation sogenannter Gradations-
kurven vorzunehmen. Den Stand der Technik stellt die manuelle A¨nderung der
Gradationskurven dar. Eine Gradations-Funktion beschreibt fu¨r jeweils eine der
GrundfarbenRot, Gru¨n, Blau bzw. Cyan,Magenta, Gelb, Schwarz die Zuordnung
der vorliegenden Farbintensita¨ten auf die gewu¨nschten Werte. Eine vollsta¨ndige
1 Das Wort
”
Farbe“ wird im Rahmen dieser Arbeit ausschließlich in der Eigenschaft als Sinnes-
empfindung des Menschen verwendet. Die im allgemeinen Sprachgebrauch ebenfalls u¨bliche
Verwendung des Wortes fu¨r einen Farbstoff (Pigment, Druckfarbe etc.) oder zur Bezeichnung
der Oberfla¨chentextur eines Objektes kommen hier nicht zur Anwendung.
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Farbanpassung eines Bildes erfolgt durch die Festlegung der Gradationskurve ei-
ner jeden Farbe entsprechend der gewu¨nschten Farbvera¨nderung. Diese abstrak-
te, den technischen Randbedingungen genu¨gende Vorgehensweise erfordert ein
hohes Maß an Erfahrung vom Ausfu¨hrenden.
Leider widerspricht dieses Verfahren einer komfortablen, benutzergerechten
Schnittstelle. Die Wu¨nsche des Anwenders liegen oft in verbaler Form vor.
D.h. die beabsichtigte Farbvera¨nderungwird mit hochsprachlichen Begriffen be-
schrieben, deren Bedeutungen teilweise sogar vom Anwender definiert werden.
Hierbei sind kontextabha¨ngig auch Kunstbegriffe wie z.B. freundlicher durchaus
u¨blich. Andererseits lassen sich Forderungenwie Goldto¨ne versta¨rken nicht unmit-
telbar auf den im System verwendeten Farbraum u¨bertragen, so daß zuna¨chst
unklar ist, welche Parameter dazu vera¨ndert werden mu¨ssen.
Die aktuellen graphisch orientierten Methoden zur direkten Manipulation der
Gradationskurven bieten dem Benutzer typischerweise den systemintern ver-
wendeten Farbraum an. Der Anwender muß Farbbezu¨ge, die nicht unmittelbar
durch den Systemfarbraum repra¨sentiert sind, selbst erstellen und entsprechend
umsetzen. Beispielsweise ist in einem RGB-System eine Anhebung des Cyan-
Anteils durch geeignetes Reduzieren des Rot-Anteils einzustellen.
Eine begrenzte Anzahl unterschiedlicher Aktionen kannmo¨glicherweise in Form
von Menu¨s bereitgestellt werden. Die extrem hohe Anzahl der denkbaren Farb-
manipulationen la¨ßt sich so jedoch nicht verwalten. Die Benutzerschnittstelle
wu¨rde sehr schnell unu¨bersichtlich und unbedienbar. Weiterhin sind Erweiterun-
gen nur bedingt mo¨glich. Es erfolgt lediglich eine Umsetzung von vordefinierten
Aktionen. Eine Interpretation der Benutzervorgaben findet nicht statt.
Daru¨ber hinaus ist die U¨bermittlung der Farbinformation mit einem hohen Qua-
lita¨tsanspruch verbunden. Globale Farbabweichungen werden vom Menschen
auch ohne spezielle Ausbildung leicht erkannt, wobei die Art des Farbfehlers
oft recht einfach hochsprachlich beschrieben werden kann (z.B. Gru¨nstich, blasse
Farben usw.). Insbesondere fu¨r Anwendungen im Bereich des Tele-Shopping, re-
spektive der Warenangebote in elektronischen Medien oder im Printbereich, sind
sogar farbverbindliche Aussagen notwendig, um damit Gescha¨ftsabla¨ufe ta¨tigen
zu ko¨nnen.
Wa¨hrend es im Bereich der digitalen Bildverarbeitung inzwischen zahlreiche Ver-
fahren zur Erkennung, Vera¨nderung und geometrischen Manipulation von Bild-
objekten gibt, kann eine entsprechende Entwicklung der farbmanipulierenden
Verfahren nicht beobachtet werden. Geometrische Manipulationen ko¨nnen ver-
gleichsweise einfach durch Zeichnungen oder interaktiv im Bild mit Zeigeinstru-
menten beschrieben werden. Fu¨r die Interaktion zur Farbvera¨nderung fehlt ein
derart einfach zu bedienendes Instrument.
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Die zuvor geschilderten Probleme fordern eine neue Interaktionsmo¨glichkeit, die
eine komfortable Umsetzung der hochsprachlichen Vorgaben des Anwenders in
die entsprechenden physikalischen Parameter erlaubt. Zielsetzung dabei ist es,
ein ebenso einfach zu bedienendes System aufzubauen, wie diese bereits fu¨r geo-
metrische Manipulationen zur Verfu¨gung stehen.
Hierzu ist als Basis ein neu zu definierenden Grundwortschatz notwendig, der
alle grundlegenden Funktionen der mo¨glichen und sinnvollen Farbtransforma-
tionen beschreibt. Weiterhin wird das Wissen beno¨tigt, diesen Wortschatz zu in-
terpretieren und in Abha¨ngigkeit des Kontextes in entsprechende technische Pa-
rameter umzusetzen. Ebenfalls muß es mo¨glich sein, individuelle Erweiterungen
der Wortschatzes zuzulassen. Hierdurch ko¨nnen geschlossene Benutzergruppen
eigene Farbbeschreibungen einbringen, was der praktischen Anforderung gut
entsprechen wu¨rde. Zudem lassen sich die so gewonnenen Beschreibungen aus-
tauschen, wodurch auch andere Gruppen reproduzierbar u¨ber das individuelle
Farbvokabular auf bestimmte Farbmanipulationen zugreifen ko¨nnen.
1.2 Abgrenzung der Aufgabe
Das Thema Farbe bescha¨ftigt mehrere wissenschaftliche Disziplinen, die jede fu¨r
sich eine eigene Darstellung und Beschreibungsform der Sinnesempfindung Far-






R=0%  G=95%  B=0%
Abb. 1.1: Beispiel fu¨r unterschiedliche Beschreibungsformen der Farbe
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Abb. 1.1 zeigt die unterschiedlichen Beschreibungsformen am Beispiel der Psy-
chologie, Physik und Elektrotechnik. Wa¨hrend die Psychologie zu eigensta¨ndi-
gen, oft auf Vergleichen beruhenden Begriffen neigt (Rosenrot, Grasgru¨n), be-
dient sich die Physik einer Spektralanalyse des Lichtes. Die in der Elektrotechnik
u¨bliche Darstellungsform ist physikalisch motiviert, allerdings wird durch die
Einfu¨hrung der Farbmodelle eine trichromatische Beschreibung vorgenommen,
die eine einfachere Handhabung der Signale erlaubt.
Auch diese Arbeit hat durch die Verwendung der ingenieurwissenschaftlichen
Methoden ihren eindeutigen Bezug zur Elektrotechnik und Informationsverar-
beitung. Allerdings wird der Versuch unternommen, die innerhalb der Realisie-
rung verwendete Repra¨sentationsform der Farbe durch Farbmodelle mit einer
hochsprachlichen Benutzerschnittstelle zu versehen. Das Ziel dieses Vorgehens
besteht darin, andere, aus Sicht der Elektrotechnik neue Zugangsformen zum
Medium Farbe anbieten zu ko¨nnen, um die isolierte Darstellungsform zu ande-
ren wissenschaftlichen Disziplinen zu o¨ffnen.
1.3 Aufbau der Arbeit
Kapitel 2 stellt zuna¨chst die Grundlagen der in dieser Arbeit verwendeten Farb-
modelle vor.
Kapitel 3 geht auf die bereits genannte Problemstellung ein. Zuna¨chst wird dazu
der Stand der Technik wiedergegeben, bevor Lo¨sungsansa¨tze und Strategien auf-
gezeigt werden, um die Aufgabe aber auch angrenzende Probleme zu lo¨sen. Das
Konzept zur Farbbildbearbeitung verdeutlicht die an dieser Stelle hergeleitete
Systemarchitektur. Mit den in diesem Kapitel wiedergegebenen Anforderungen
definieren sich die Ziele einer nutzergerechten Farbanpassung.
Das zentrale Verfahren zur Farbmanipulation stellt Kapitel 4 detailliert vor. Nach
einer U¨bersicht gebra¨uchlicher Beschreibungsformen werden hochsprachliche
Anweisungen als neue Zugangsform zum Medium Farbe eingefu¨hrt und den
bekannten Verfahren gegenu¨bergestellt. Die Basis fu¨r das weitere Vorgehen stellt
der Grundwortschatz zur Beschreibung der Farbmanipulationen dar, dessen Ent-
wicklungsschritte aufgezeigt werden.
Farbverarbeitende Operatoren, die im Rahmen der Arbeit ausgearbeitet und un-
tersucht wurden, stellen einen wesentlichen Teil des System zur Farbmanipula-
tion dar. Die Methoden erlauben die gewu¨nschte Farbumsetzung der aus den
hochsprachlichen Anweisungen abgeleiteten Parameter.
Schließlich bildet ein wissensbasiertes System den Kern des Verfahrens zur Um-
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setzung hochsprachlicher Anweisungen in physikalisch interpretierbare Parame-
ter. Die Formen der Wissensrepra¨sentation sowie die Abbildung des Grundwort-
schatzes auf die Realisierung des Systems sind ausfu¨hrlich dargestellt. Erga¨nzend
werden Erweiterungsmo¨glichkeiten zur Gestaltung eines individuellen, fu¨r die
jeweilige Nutzergruppe typischen Farbwortschatzes aufgezeigt und die Einbrin-
gung abstrakter Begriffe erla¨utert.
Eine nicht unmittelbar die Farbmanipulation betreffende, aber fu¨r eine Ge-
samtlo¨sung zur Farbanpassung unverzichtbare Zusatzfunktionalita¨t zeigt Kapi-
tel 5. Neben Verfahren zur Farbkorrektur und Farbneutralisation, die die Voraus-
setzungen einer Farbdarstellung im neutralen Referenzfarbraum schaffen, stellt
das Kapitel auch ein farbbezogenes Segmentierungsverfahren vor. Dieses erlaubt
die Maskierung farba¨hnlicher Bereiche im Bild, auch wenn die einzelnen Bild-
elemente nicht topologisch zusammenha¨ngend im Bild erscheinen. Neben einer
damit mo¨glichen im Farbumfang begrenzten Bearbeitung, kann das Verfahren
u.U. auch zur Freistellung einzelner Objekte des Bildes unterstu¨tzend eingesetzt
werden.
Die im Rahmen der Untersuchungen erzielten Ergebnisse aller Module sind ge-
meinsam im Kapitel 6 dargestellt. Anhand konkreter Anwendungsbeispiele aus
der Praxis wird die Leistungsfa¨higkeit des vorgeschlagenen Verfahrens zur Dis-
kussion gestellt. Mit der Zusammenfassung in Kapitel 7 erfolgt ein bewertender
U¨berblick aller Komponenten in Form einer Gesamtdarstellung.
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2 Farbe
Farbe ist eine Sinnesempfindung des visuellen Systems eines Menschen und kei-
ne physikalische Eigenschaft eines Materials. In dieser Eigenschaft der subjek-
tiven Empfindung des Menschen ist die Farbe ein Thema mit stark interdiszi-
plina¨rem Charakter. Psychologie und Physiologie zeigen die oft sehr individuell
gepra¨gte Form der subjektiven Sinnesempfindung auf, wa¨hrend die Physik ver-
sucht objektive Maßsta¨be durch physikalisch interpretierbare Eigenschaften des
Lichtes einzufu¨hren.
Fu¨r die Sinnesempfindung des visuellen Systems sind hingegen keine Meßgera¨te
verfu¨gbar. Gemessenwerden ko¨nnen lediglich physikalische Gro¨ßenwie z.B. das
Spektrum des Lichtes. Dementsprechend sind visuelle Tests erforderlich, die eine
Verbindung zwischen der subjektiven Sinnesempfindung und den physikalisch
interpretierbaren Messungen herstellen, welche bereits um 1929 von Guild und
Wright durchgefu¨hrt wurden.
Eine Ordnung der Farben, z.B. mit dem Ziel, Vergleiche von Farben ausfu¨hren
zu ko¨nnen oder aber Farben zu beschreiben bzw. zu messen, waren und sind
das Thema vieler Arbeiten zur Erstellung einer Farbmetrik. Erste Quellen finden
sich bereits bei Sir Isaac Newton (1643-1727), aber auch J. W. v. Goethe (1749-
1832), H. Grassmann (1809-1877) und H. v. Helmholtz (1821-1897) haben mit ih-
ren Arbeiten fru¨he, wichtige Beitra¨ge geleistet. Eine chronologische Darstellung
der Entwicklung der Farbmetrik wurde 1981 von M. Richter [Ric84] erstellt.
Dieses Kapitel erla¨utert zuna¨chst das Normfarbsystem, sowie Farbordnungssy-
steme und Farbmodelle. Die Darstellung beschra¨nkt sich dabei auf die im Rah-
men der Arbeit betrachteten Farbmodelle, um die Auswahl der weiterhin ge-
nutzten Farbbeschreibungen zu verdeutlichen. Auf eine Darstellung der phy-
sikalischen Grundlagen sowie des visuellen Systems des Menschen mit einer
Betrachtung der physischen, psychophysikalischen und physiologischen Eigen-
schaften, wird an dieser Stelle verzichtet. Wie letztlich der Mensch die Strah-
lungsenergie in eine Wahrnehmung umsetzt, ist bis heute noch nicht vollsta¨ndig
gekla¨rt. In der Literatur sind zu diesen Themen ausfu¨hrliche Abhandlungen in
[Hur81, Wys82, Mol83, Hub89, Keu96, Fai98] zu finden.
9
10 2 Farbe
2.1 Normfarbsystem: CIE(1931) XYZ
Um Farbe physikalisch eindeutig beschreiben zu ko¨nnen, ist eine Farbmetrik
erforderlich, die als Farbstandard in der Lage ist, alle Farben eindeutig zu be-
schreiben. Ein solcher Standard wurde durch die Commission Internationale de
l’Eclairage (CIE) 1931 geschaffen und als Normfarbsystem vorgestellt (siehe auch
[DIN79]).
Hierzu wurden zuna¨chst drei Prima¨rvalenzen festgelegt (R = 700; 0 nm;G =
546; 1 nm;B = 435; 8 nm). Durch Mischung konnten dann fu¨r das gesamte sicht-
bare Spektrum (380 nm - 720 nm) die erforderlichen Anteile der Prima¨rvalenzen
bestimmt werden, um einen dem Spektralreiz einer Wellenla¨nge entsprechenden
Eindruck der Mischfarbe zu erhalten. Leider ist diese Aufgabe nur lo¨sbar, wenn
hierzu negative Anteile der Prima¨rvalenzen zugelassen werden. Dieser physika-
lisch unbefriedigende Fall konnte gelo¨st werden, indem drei neue, mathematisch
notwendige,
”
virtuelle“ Prima¨rvalenzen mit den Bezeichnungen X, Y und Z de-
finiert wurden, die einen Farbraum beschreiben, der alle Farben beinhaltet. Hin-
gegen existiert nun keine physikalische Realisierung der Prima¨rvalenzen XYZ
mehr, was auf die damit mo¨gliche Beschreibung jedoch keinen Einfluß hat. Das




Abb. 2.1: Geometrische Darstellung des CIE-Normfarbraum mit den virtuellen Prima¨rvalen-
zen X,Y,Z. Nullpunkt sowie X, Y und Z Prima¨rvalenzen liegen außerhalb des visu-
ell wahrnehmbaren Farbbereiches, womit der resultierende Farbraum den visuell vom
Menschen wahrnehmbaren Farbraum vollsta¨ndig umschließt. Entsprechend kann jede
Farbe aus positiven XYZ-Anteilen gemischt werden.
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Diese neue Festlegung erlaubt nun eine vollsta¨ndige Darstellung aller vom
menschlichen Auge erfaßbaren Farben, mit ausschließlich positiven Anteilen
der Prima¨rvalenzen. Wird nun mit den virtuellen Prima¨rvalenzen eine Nachmi-
schung der Spektralwerte ausgefu¨hrt, entsteht die in Abb. 2.2 gezeigten Norm-
spektralwerte.












Abb. 2.2: Normspektralwerte x(); y(); z(),Normierung y
max
() = 1 (aus [KRi96])
Da die Empfindlichkeitskurven der drei Farbrezeptoren im menschlichen Auge
individuell leicht differieren, wurde von der CIE ein sogenannter Normalbeob-
achter definiert, um eine objektive Erfassung und Bewertung zu ermo¨glichen
[Ric81].
Leider sind virtuelle Prima¨rvalenzen nicht sehr anschaulich, daru¨ber hinaus sind
Farbton und Sa¨ttigung weitgehend unabha¨ngig von der Helligkeit. Zur einfa-
cheren, zweidimensionalen Darstellung der Farbart des dreidimensionalen Farb-
raums kann folgende Vereinfachung erfolgen. Mit
x =
X








X + Y + Z
(2.3)
fu¨r die gilt
x+ y + z = 1 (2.4)
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ist eine zweidimensionale Darstellung der Farbartmo¨glich, da z.B. der Wert z mit
z = 1   x  y (2.5)
aus x und y errechnet werden kann. Die resultierende zweidimensionale Darstel-
lung zeigt Abb. 2.3.






















Abb. 2.3: CIE-Normfarbtafel(x,y) 2o-Beobachter
(aus [KRi96]) siehe auch Farbdarstellung 2.10 Seite 29
Bei x = 1; y = 0 und x = 0; y = 1 liegen die virtuellen Farben, die den Prima¨rva-
lenzen entsprechen. Die Spektralfarben (400-700 nm) befinden sich auf dem Rand
der Fla¨che. Alle Farben sind innerhalb der Fla¨che repra¨sentiert, womit die offene
Seite der Fla¨che mit einer Geraden, der sogenannten Purpurgeraden abgeschlos-
sen werden kann. Der Weißpunkt befindet sich an der Stelle x = y = z = 1
3
ent-
sprechend einer Farbsa¨ttigung von 0. Entlang einer Geraden vomWeißpunkt zur
Spektrallinie steigt die Sa¨ttigung und erreicht den Maximalwert an der Spektral-
linie. Die virtuellen Prima¨rvalenzen sind somit sogenannte u¨bersa¨ttigte Farben.
Allerdings ist zur eindeutigen Definition einer Farbe weiterhin auch der Hellig-
keitsbeiwert (Y) erforderlich. Die zweidimensionale Abbildung erlaubt hingegen
eine sehr anschauliche Darstellung.
Die konvexe Form des Farbfla¨che la¨ßt weiterhin erkennen, daß mit drei physi-
kalisch realisierbaren Prima¨rvalenzen keine vollsta¨ndige Abdeckung der Farb-
fla¨che mo¨glich ist. Da durch Mischen der gewa¨hlten Prima¨rvalenzen jedoch nur
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Farben innerhalb des aus den Prima¨rvalenzen gebildeten Dreiecks erzeugt wer-
den ko¨nnen, entsprechen die Restfla¨chen den nicht erreichbaren Farben. Dieses
verdeutlicht nochmals die Notwendigkeit der virtuellen Prima¨rvalenzen fu¨r die
Definition der Normvalenzen.
Mit der Festlegung des CIE-Normfarbraums ist eine quantitative Beschreibung
der Farbe mo¨glich geworden. Weiterhin ko¨nnen durch entsprechende Transfor-
mationsvorschriften andere Farbmodelle einen eindeutigen Bezug zum Norm-
farbsystem herstellen.
Fu¨r die Anwendung in einem farbbildverarbeitenden System ist eine einfachere
Einbeziehung der Helligkeit, sowie eine anschauliche Parametrisierung erforder-
lich. Zudem bereitet die Diskrepanz zwischen Farbabstand im Normfarbsystem
und visuell empfundener Farbdifferenz Probleme, die mit darauf abgestimmten
Darstellungen vermieden werden ko¨nnen.
2.2 Farbordnungssysteme
Albert H. Munsell erstellte 1905 ein Farbordnungssystem (Munsell Color System,
Munsell Book of Color), das heute noch benutzt wird. Munsell war Ku¨nstler und
das von ihm erstellte System basierte dementsprechend auf der menschlichen
Wahrnehmung.
Weitere Beispiele fu¨r Farbordnungssysteme sind
 DIN Farbenkarte
Deutsche Norm DIN 6164, ab 1953
 OSA Color System
OSA: Optical Society of America, Journal Opt. Soc. America, 1978
 Natural Color System (NCS)
Schwedische Norm SS 01 91 00, 1972
 Coloroid-System
Farbmuster erha¨ltlich seit 1986
Farbordnungssysteme bestehen aus einer Sammlung von empfindungsma¨ßig
gleichabsta¨ndigen Farbmustern. Verfu¨gbare Systeme enthalten bis zu 1700 Farb-
muster. Als empfindungsgema¨ße Gro¨ßen dienen u¨blicherweise Farbton, Sa¨tti-
gung und Helligkeit. Nicht alle Farbordnungssysteme lassen sich in CIE-
Koordinaten umrechnen, teilweise sind hierfu¨r Tabellen erforderlich.
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Farbordnungssysteme dienen aufgrund der verfu¨gbaren Farbmuster und dem
damit mo¨glichen visuellen Farbvergleich, in erster Linie als Ersatz fu¨r eine Farb-
messung. Neben den genannten Systemen existieren a¨hnlich aufgebaute Alter-
nativen wie z.B. das RAL-Design-System. Diese stellen im engeren Sinne jedoch
keine Farbordnungssysteme dar, da keine Gleichabsta¨ndigkeit der Farbmuster
vorliegt.
Eine ausfu¨hrliche Darstellung der Farbordnungssysteme ist in [Schl93] und
[Wys82] zu finden. Fu¨r die rechnerinterne Bildbearbeitung sind Farbordnungs-
systeme nur bedingt geeignet, weshalb auf eine weitergehende Betrachtung an
dieser Stelle verzichtet werden kann.
2.3 Farbmodelle
Farbmodelle existieren in hoher Anzahl. Oft fu¨r sehr spezielle Zwecke entwickelt,
bleibt die Forderung nach einer universellen, allen Anforderungen entsprechen-
den Lo¨sung bisher offen. Neben der Beachtung rein technischer Randbedingun-
gen, wie sie z.B. beim RGB- und CMY-Modell im Vordergrund stehen, liegt der
Nutzen sogenannter wahrnehmungsma¨ßig gleichabsta¨ndiger Modelle (z.B. CIE-
LAB) vorwiegend in einer Abbildung der physikalischen Meßgro¨ßen in eine Pa-
rametrisierung, die der vom Menschen empfundenen Wahrnehmung entspricht.
Empfundene Farbunterschiede (Farbdifferenzen) sollen dabei durch korrespon-
dierende Absta¨nde im Modell repra¨sentiert werden.
Beno¨tigt wird ein Farbmodell, in dem Farbdifferenzen der visuellen Sinnesemp-
findung desMenschen entsprechen. Judd [Jud70] beschreibt dieses als einen idea-
len Farbraum. Ein idealer Farbraum wird durch ein dreidimensionales Modell
dargestellt, in dem jeder Punkt eine Farbe repra¨sentiert, und der Abstand zwi-
schen zwei Punkten (Euklidische Distanz) proportional zu dem vom Menschen
visuell wahrgenommenenFarbunterschied zwischen den beiden entsprechenden
Farben ist.
Die im folgenden aufgefu¨hrten Farbmodelle stellen keine vollsta¨ndige U¨bersicht
dar. An dieser Stelle werden nur die in der Arbeit untersuchten Farbmodelle
vorgestellt und so die Auswahl der weiterhin verwendeten Modelle begru¨ndet.
U¨bersichten zu Farbmodellen sind beispielsweise in [Ric81, Wys82, Schw87,




Die Farbdarstellung mit den Prima¨rvalenzen Rot, Gru¨n und Blau wird in vielen
technischen Systemen insbesondere bei Ein- und Ausgabegera¨ten (Scanner, Mo-
nitor etc.) angewendet. Entsprechend ist der Bekanntheitsgrad dieses Modells
sehr hoch. Die Modellparameter ko¨nnen unmittelbar, zumindest qualitativ vom
Nutzer umgesetzt werden, auch wenn die Distanzmaße des Modells nicht mit
vom visuellen System des Menschen wahrgenommenen Farbabsta¨nden harmo-
nieren. Die Bildinformationen wandeln drei separate Bildsensoren, wobei jedem
Sensor ein Spektralbereich (Rot, Gru¨n, Blau) des Bildes zugefu¨hrt wird. Die spek-
trale Begrenzung erfolgt durch ein im optischen Strahlengang des Sensors ange-
brachtes Filter [Lan78].
Entsprechend sind auch Scanner, digitale Fotokameras oder Kameras der Fern-
sehtechnik ausgestattet. Die Lichtteilung zur Versorgung der Sensoren mit iden-
tischen Bildern sowie die spektrale Begrenzung realisieren z.B. dichromatische
Spiegel.
In der digitalen Fotografie wird hingegen insbesondere bei mobilen Kameras
ha¨ufig nur ein CCD-Sensorfla¨chenelement verwendet, dessen Oberfla¨che mit ei-































Abb. 2.4: RGB-Mosaikfilter einer 1-Chip Kamera (Ausschnitt)
Die Gru¨n-Filter sind gegenu¨ber Blau und Rot in doppelter Anzahl vorhanden. Einer
Apertur wird nur jeweils ein Spektralbereich zugefu¨hrt. Benachbarte Aperturen erfas-
sen unterschiedliche Spektralbereiche (R,G,B)
Abb. 2.4 zeigt ein Beispiel fu¨r die Ausfu¨hrung eines solchen Filters. Mit Ru¨ck-
sicht auf die dominante Bedeutung der Gru¨n-Komponente fu¨r das Luminanzsi-
gnal sind die Gru¨n-Aperturen in doppelter Anzahl vertreten. Die vollsta¨ndige
16 2 Farbe
Farbinformation eines Bildelementes wird fu¨r die fehlenden Farben durch Inter-
polation aus benachbarten Bildelementen errechnet. Die Szene wird mit einem
Objektiv auf das CCD abgebildet. Eine Apertur erfaßt jeweils die rot, gru¨n oder
blau gefilterte Bildinformation eines eng begrenzten Bildbereiches. Da die Aper-
tur die Helligkeitsstruktur dieses Bildbereiches nicht auflo¨sen kann, wird dessen
Mittelwert erfaßt und durch eine elektrische Gro¨ße repra¨sentiert. In einer Kame-
ramit drei Sensorelementen (ein Sensorelement pro Spektralbereich) ergeben sich
damit drei getrennte Bildinformationen fu¨r jede Apertur. In vektorieller Schreib-
weise stellt dieses die Bildinformation eines Bildelementes (picture element; pel)
dar.
Die fehlenden Spektralinformationen eines Bildelementes bei Verwendung ei-
nes gemeinsamen CCD-Fla¨chenelementes fu¨r alle Spektralbereiche entsprechend
Abb. 2.4 werden durch Interpolation benachbarter Elemente berechnet. Nicht
zuletzt aufgrund der begrenzten Auflo¨sung der Sensorelemente, stellen solche
Lo¨sungen aus Sicht der Farbverarbeitung einen Kompromiß dar, da hierdurch
weitere Aliasing-Probleme entstehen. Zudem verbleiben aufgrund konstrukti-
onsbedingter Leitungswege auf der Sensorfla¨che zwischen den Aperturen lich-
tunempfindliche Fla¨chen.
Elektronische Bildwiedergabesysteme arbeiten nahezu ausschließlich mit RGB-
Farben. Die Bildro¨hren in Fernsehgera¨ten und Farbmonitoren erzeugen sehr
dicht benachbarte RGB-Farbtripel, die schon bei geringem Betrachtungsabstand
nicht mehr vom Auge aufgelo¨st werden ko¨nnen und daher als gemeinsames
Farbsignal empfangenwerden [Ric81]. Die Farbwahrnehmungentspricht bei die-
ser Darstellungsform einer additiven Mischung der verwendeten Grundfarben
Rot, Gru¨n und Blau. A¨hnliche RGB-Farbtripel werden z.B. von LCD-basierten Sy-
stemen (Overhead-Panel, Projektoren, Notebook-Displays usw.) erzeugt [Wil89].
Das RGB-Farbmodell bietet sich in diesem Umfeld aus technischen Gru¨nden an.
Fu¨r die Bilderfassung (Kameras) und Bildausgabe u¨ber Projektoren stehen geeig-
nete Filter zur Verfu¨gung. Monitore sind mit Phosphoren ausgestattet, die den
Grundfarben entsprechen. Die gesamte Verarbeitungskette kann im RGB-Modell
erfolgen.
Die mathematische Darstellung des RGB-Modells erfolgt u¨blicherweise in karte-
sischen Koordinaten, wobei die einzelnen Komponenten orthogonal zueinander





















Abb. 2.5: Das RGB-Farbmodell.
Darstellung der Farbvalenzen mit den Komponenten Rot, Gru¨n und Blau (r,g,b). Die
Unbuntgerade verla¨uft von Schwarz (0,0,0) zu Weiß (1,1,1)
Das RGB-Farbmodell entspricht damit einem Wu¨rfel im kartesischen Koordina-
tensystem. Im Ursprung befindet sich die Farbe schwarz ; diametral dazu die Far-
be weiß. Die Raumdiagonale zwischen diesen Punkten entspricht der Unbuntge-
raden, d.h. die sogenannten unbunten Farben (Grauwerte) sind auf dieser Gera-
den zu finden. Alle Punkte dieser Achse unterscheiden sich lediglich durch ihre
Helligkeit. Fu¨r jeden Grauwert sind die Betra¨ge der zugeho¨rigen Farbkomponen-
ten identisch (R = G = B).
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Werden die Gewichte fu¨r X und Z so skaliert, daß der Bereich der transformierten
Werte identisch mit den Originaldaten ist, ergeben sich die Umrechnungen nach
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Ein Problem des RGB-Modells stellt der in der elektronischen Bildverarbeitung
fehlende absolute Bezug dar. Lediglich im TV-Bereich sind Filter und Phospho-
re festgelegt. Allerdings unterscheiden sich der in Europa u¨bliche EBU-Standard
(EBU: European Broadcasting Union) und der in amerikanischen Staaten ange-
wendete NTSC-Standard (NTSC: National Television Systems Committee) von-
einander [Schl93, Lan78]. Fu¨r Anwendungen im Bereich electronic publishing
sind keine Standardisierungen fu¨r das RGB-Modell verbreitet.
2.3.2 CMY(K)-Modell
Wa¨hrend fu¨r die elektronische Erfassung und Ausgabe vorwiegend das RGB-
Farbmodell zur Anwendung kommt, sind Printmedien nahezu ausnahmslos
u¨ber das CMY(K)-Farbmodell realisiert. Die Namensgebung dieses Modells be-
ruht ebenfalls auf den verwendeten Grundfarben Cyan, Magenta und Gelb (Yel-




















Abb. 2.6: Das CMY-Farbmodell.
Darstellung der Farbvalenzen mit den Komponenten Cyan, Magenta und Gelb (Yel-
low).
Da Druckfarben keine selbstleuchtenden Farbquellen darstellen, sondern aus
dem Fremdlicht reflektierte Farbanteile dem Betrachter sichtbar werden, erfolgt
die Farbmischung entsprechend der sogenannten subtraktiven Farbmischung.
Cyan, Magenta und Gelb sind die Komplementa¨rfarben zu Rot, Gru¨n und Blau.































































In der Praxis haben diese Umrechnungen jedoch keine große Bedeutung, da der
Druckprozeß deutlich aufwendigere Anpassungen erforderlich macht. Lo¨sungs-
ansa¨tze zur farbvalenzmetrischen Beschreibung subtraktiv arbeitender Verfahren
sind in [Hue79] aufgefu¨hrt.
20 2 Farbe
Die Farbe Schwarz wu¨rde im CMY-Modell durch Bedrucken einer Fla¨che mit
100% Cyan, 100% Magenta und 100% Gelb entstehen. Ein derartig starker Farb-
belag kann im Druckprozeß aus technischen Gru¨nden nicht verarbeitet werden,
da Trockenzeiten zu lang und Papierbelastung zu hoch wa¨ren.
Zur Lo¨sung des Problems wird eine vierte, schwarze Druckfarbe eingefu¨hrt. Ent-
sprechend der optischenWirkung, wird diese Druckfarbeals Tiefe bezeichnet und
mit der Kennung K (Key) versehen. Da identische Anteile der Druckfarben CMY
Grauto¨ne erzeugen, ko¨nnen diese Gleichanteile gegen einen nahezu identischen
Anteil der Druckfarbe Schwarz ausgetauscht werden, was die Probleme bei ho-
hen Druckdichten reduziert und daru¨ber hinaus auch die Druckkosten durch ge-
ringeren Materialverbrauch mindert. Der Schwarzanteil eines Bildes wird somit
nicht wie die CMY oder RGB Anteile im Scan-Prozeß erfaßt, sondern im Aus-
tausch zu CMY Anteilen errechnet [Schl93]. In der Praxis gehen empirische, aus
dem Druckprozeß gewonnene Erfahrungen in hohem Maße in die Bestimmung
der Druckparameter ein.
Im Bereich des electronic publishing haben CMY bzw. CMYK Farbmodelle nur
eine geringe Bedeutung. Der Einsatzbereich umfaßt vorwiegend die Printmedien
sowie damit verbundene Prozeßstufen (klassische Druckvorstufe, EBV).
2.3.3 YUV-Modell
Vorwiegend im Bereich der Fernsehtechnik werden das YUV- und das nachfol-
gend beschriebene YIQ-Modell eingesetzt. Fu¨r Anwendungsgebiete des electro-
nic publishing kann eine Transformation der Farbdaten aus oder in diese Farbmo-
delle fu¨r den Datenaustausch mit TV-Einrichtungen notwendig sein. Eine Verar-
beitung innerhalb dieser Modelle findet a¨hnlich wie im zuvor dargestellten CMY-
Modell u¨blicherweise nicht statt.
Die mit RGB-Videokameras erfaßten Farbbilder werden zur U¨bertragung inner-
halb des PAL-Farbfernsehsystems im YUV-Farbmodell dargestellt. Der Y-Anteil
repra¨sentiert dabei die Helligkeitsinformation (Luminanz), wa¨hrendU und V die
Farbinformation (Chrominanz) darstellen. Diese Aufteilung erlaubt neben einer
effizienten Codierung die Kompatibilita¨t zu dem parallel betriebenen sogenann-
ten Schwarzweiß-Fernsehen, das lediglich die Luminanzinformation auswertet
und darstellt.
Daru¨ber hinaus ist es mo¨glich, die urspru¨nglich allein fu¨r das Luminanzsignal
verfu¨gbare Bandbreite fu¨r die PAL-U¨bertragung zu quasi gleichen Teilen zwi-
schen Luminanz und Chrominanz aufzuteilen.
Die Umrechnungen ergeben sich nach [Zas83] und [Ern91] zu
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Y = 0; 299 R+ 0; 587 G+ 0; 114 B (2.12)
U = 0; 493 (B   Y ) (2.13)
V = 0; 877 (R   Y ) (2.14)
Die Signale U und V werden aus u¨bertragungstechnischen Gru¨nden amplitu-
denbegrenzt, um U¨bermodulation zu vermeiden. Fu¨r die Darstellung des Farb-
bildes muß das PAL YUV-Signal empfangsseitig zuna¨chst wieder in ein RGB-
Signal gewandelt werden. Eine ausfu¨hrliche Darstellung der Anwendung des
YUV-Farbmodells ist in [Lan78] zu finden.
2.3.4 YIQ-Modell
Entsprechend der Verwendung des YUV-Farbmodells zurU¨bertragung der Farb-
bildinformation im PAL-Farbfernsehsystem, wird das YIQ-Farbmodell bei dem
NTSC-Farbfernsehsystem (National Television Standards Committee) verwen-
det. Auch hier entspricht Y dem Luminanzsignal, wa¨hrend I und Q die Farb-
information beschreiben.
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Werden die Gewichte fu¨r I und Q wieder wie bei Gleichung (2.8) so skaliert, daß
der Bereich der transformierten Werte identisch mit den Originaldaten ist, erge-
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Die YIQ- und YUV-Farbmodelle werden nahezu ausschließlich in der Farb-
fernsehtechnik verwendet. Amplitudenbegrenzung und ggf. Unterabtastung der
Chrominanzanteile ermo¨glichen die gewu¨nschte Datenreduktion unter Verlust
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derAuflo¨sung der Farbinformation. Ein subjektiverAusgleich hierfu¨rwird durch
das u¨berlagert dargestellte Luminanzsignal erreicht.
2.3.5 HSX-Modelle
Die Darstellung der Farbdaten in den bisher genannten Farbmodellen folgt in
erster Linie technischen Randbedingungen. Die Struktur der HSX-Modelle1 ori-
entiert sich sta¨rker an der Farbwahrnehmung des Menschen, der weniger in der
Lage ist, eine Farbe durch die Anteile von drei vorgegebenenGrundfarben zu be-
schreiben, als durch Attribute wie Helligkeit, Sa¨ttigung und Buntton (Farbton2).
In dieser Arbeit wurden das HSI-, das HSV- und das HSL-Farbmodell untersucht.
Gemeinsame Merkmale dieser Farbmodelle sind:
 Die Darstellung der drei Komponenten erfolgt in Zylinderkoordinaten.
 Die Helligkeit (Lightness, Intensity, Value) wird auf die Z-Achse des zylin-
drischen Koordinatensystems abgebildet.
 Der Buntton (Hue) entspricht dem Winkel zu einem definierten Bezugs-
buntton (Rot).
 Die Sa¨ttigung entspricht dem Radius (Abstand von der z-Achse).
Abb. 2.7 deutet den Aufbau der HSX-Modelle an. HSX Farbmodelle kommen
vorwiegend innerhalb technischer, bildverarbeitender Systeme zur Anwendung.
Gru¨nde dafu¨r finden sich in der intuitiven Beschreibungsform, die der Entwick-
lung bildverarbeitender Operatoren entgegenkommt, sowie in der Verfu¨gbar-
keit vergleichsweise einfacher und daher schneller Transformationen. Die rein
systeminterne Verwendung der Farbmodelle ist durch das FehlenHSX-tauglicher
Ein- und Ausgabegera¨te begru¨ndet.
1 Die Bezeichnung HSX-Modell wird als ein Sammelbegriff der Farbmodelle mit Helligkeits-,
Sa¨ttigungs- und Farbtondarstellung verwendet
2 DIN 5033 [DIN79] ersetzt nach [Ric81] den Begriff Farbton durch den Begriff Buntton. In der






Abb. 2.7: Das HSX-Farbmodell
Umrechnungen fu¨r das gebra¨uchliche HSI-Modell (Hue, Saturation, Intensity)
werden z.B. in [Ken76, Smi78, OKS80, Fre88, Led90, Wel91] angegeben. Eine Her-
leitung ist in [And94] zu finden.
Das HSV-Modell (Hue, Saturation, Value) ist ebenfalls in [Smi78] sowie in
[Lev88, Lev93] und [Reh94] dargestellt. [Fol90] beschreibt die Konvertierungen
zwischen RGB- und HSV-Modellen mit Pseudocode-Beispielen.
Ein HSL-Modell (Hue, Saturation, Lightness, auch HLS-Modell) wird unter der
Bezeichnung Double-hexcone model in [Lev88, Lev93, Fol90] aufgefu¨hrt. [Fol90]
bietet wiederum die Konvertierungsroutinen HSL/RGB als Pseudocode an.
Fu¨r HSX-Modelle ist keine Standardisierung verbreitet. A¨hnlichkeiten in der
Namensgebung verursachen Probleme beim Datenaustausch bzw. bei der not-
wendigen Umrechnung in die fu¨r Ein- und Ausgabe beno¨tigten Farbmodelle.
Daru¨ber hinaus sind beim Einsatz dieser Modelle folgende Problempunkte zu
beachten:
 Obwohl die Modelle der Wahrnehmung des Menschen nachempfunden
sind, entsprechen die Parameter nicht der Farbwahrnehmung in Bezug auf
Farbabsta¨nde und Distanzmaße.
 Fu¨r unbunte Farben (Sa¨ttigung = 0) ist der Winkel (hue) nicht definiert.
 Kleine Schwankungen der Sa¨ttigung bei geringer Sa¨ttigung (nahe der Un-
buntgeraden) verursachen starke Winkelspru¨nge.
24 2 Farbe
 Je nach verwendetem Farbmodell treten Singularita¨ten auf, die besonders
behandelt werden mu¨ssen.
Auf eine Wiedergabe der Umrechnungsgleichungen wird an dieser Stelle ver-
zichtet, da HSX-Modelle in der vorliegenden Arbeit nicht eingesetzt werden (sie-
he auch 2.4). In der Literatur sind weitere Angaben z.B. in [Smi78, OKS80, Fre88,
Fol90, Lev93, And94, Reh94, Fai98] zu finden.
2.3.6 CIE(1976) L*a*b* und CIE(1976) L*u*v*
Die bisher aufgefu¨hrten Farbmodelle folgen technischen Randbedingungen
(RGB, CMY, YUV, YIQ) oder zumindest qualitativ der Farbwahrnehmung des
Menschen (HSX). Eine empfindungsgema¨ß gleichabsta¨ndige Darstellung ist
in keinem der bisher aufgefu¨hrten Farbmodelle realisiert. Auch das von der
CIE (Commission Internationale de l’Eclairage) standardisierte Normfarbsystem
wird diesem Anspruch nicht gerecht. Betrachtet man den Farbabstand der XYZ-
Werte eines Farbenpaares im Munsell Farbordnungssystem, so ko¨nnen sich fu¨r
ein anderes Farbenpaarmit identischem Abstand, aber anderer Position im Mun-
sell Farbordnungssystem, sehr unterschiedliche numerische Maße ergeben.
Dieses Problem wurde experimentell untersucht und von MacAdam darge-
stellt [MAd42] (vgl. auch [Wys82]). Ausgehend von einer Bezugsfarbe wurde
die maximale Farbdifferenz bestimmt, bis zu der ein Betrachter keinen visuell
feststellbaren Unterschied angeben kann. In einem empfindungsgema¨ß gleich-
absta¨ndigem Farbdreieck sollten alle Farben mit gleichem visuellen Farbabstand
zu einer Bezugsfarbe auch einen geometrisch gleichen Abstand aufweisen. D.h.
der Farbort einer Bezugsfarbe wird von einem Kreis umschlossen, auf dem die
Farben mit gleichem Farbabstand zur Bezugsfarbe liegen. Die Untersuchungen
von MacAdam ergaben im CIE-Farbdreieck jedoch Ellipsen unterschiedlicher
Gro¨ße fu¨r den beschriebenen Fall. Abb. 2.8 zeigt 25 untersuchte Bereiche, in de-
nen bezogen auf eine zentrale Bezugsfarbe keine unterscheidbaren Farben liegen.
Die unterschiedliche Gro¨ße und Lage der Ellipsen verdeutlicht das Problem der
empfindungsgema¨ßen Gleichabsta¨ndigkeit im CIE-Farbdreieck.
2.3 Farbmodelle 25





















Abb. 2.8: Farbtafel nach MacAdam (1942). Innerhalb der (20fach vergro¨ßert) dargestellten El-
lipsen kann das visuelle System des Menschen die enthaltene Farben nicht unter-
scheiden. Die Farben werden empfindungsma¨ßig als identisch wahrgenommen. Gro¨ße
und Form der Ellipsen macht deutlich, daß der wahrgenommene Farbabstand in
diesem Farbmodell vom Farbort abha¨ngt und Farbdistanzangaben damit unmo¨glich
sind.(aus [KRi96])
Um nun zu einem gleichabsta¨ndigem Farbmodell zu gelangen, kann man das
CIE-xy-Farbdreieck so verzerren, daß aus den Ellipsen Kreise werden. DieWand-
lung der XYZ-Werte fu¨hrt so zu einem CIE-UCS-Diagramm (Uniform Chromati-
city Scale). Allerdings gestaltet sich die Pru¨fung der visuellen Gleichabsta¨ndig-
keit recht aufwendig, da hierzu nur das menschliche Auge herangezogenwerden
kann. Daru¨ber hinaus fordert eine gute Gleichabsta¨ndigkeit sehr aufwendige, re-
chenintensive Algorithmen. Fu¨r extreme Genauigkeitsanforderungen kann sogar
keine Formel zur Umsetzung angegebenwerden, so daß auf umfangreiche Tabel-
len zuru¨ckgegriffen werden muß. In diesem Fall entartet die Beschreibung zu ei-
nem Farbordnungssystem a¨hnlich Munsell, das jedoch die gewu¨nschte Messung
einer Farbdifferenz nicht mehr zula¨ßt. Weiterhin erlaubt ein CIE-UCS-Diagramm
nur die gleichabsta¨ndige Darstellung von Farbarten. Eine Farbabstandsbeurtei-
lung unter Einbeziehung der Helligkeit ist damit nicht mo¨glich.
Das hohe Interesse an einer Farbabstandsbeschreibung fu¨hrte zu einer Vielzahl
von Transformationsvorschla¨gen. Um den damit verbundenen Kompatibilita¨ts-
problemen zu entgegnen, vero¨ffentlichte die CIE 1976 zwei Transformationsemp-
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fehlungen:
 CIE(1976)L*u*v* (Kurzform CIELUV)
 CIE(1976)L*a*b* (Kurzform CIELAB)
die aus einer Transformation des CIE-UCS-Dreiecks abgeleitet wurde (CIELUV),
bzw. auf der Gegenfarbentheorie von Hering beruhen (CIELAB). Beide Farbmo-
delle sind als Bezugssysteme zur Durchfu¨hrung von Farbabstandsmessungen in
der DIN 5033 gewa¨hlt [DIN79].






























































































































































































































die Koordinaten der beleuchtenden Lichtart (Bezugsweiß) dar-
stellen. Der FarbabstandE
ab
































































































































Wa¨hrend RGB- und CMY-Modelle in der Regel als gera¨tebezogene Farbra¨ume
genutzt werden, stellen CIELAB und CIELUV a¨hnlich dem CIE-XYZ-Modell ei-
ne u¨blicherweise gera¨teunabha¨ngige Farbbeschreibung dar. CIELAB und CIE-
LUVweisen keine definierten Begrenzungsfla¨chen auf. Ein geometrischesModell
kann daher nicht angegebenwerden; die in Abb. 2.9 gezeigte Form ist willku¨rlich
gewa¨hlt. Wird z.B. ein RGB-Wu¨rfel im CIELAB dargestellt, treten aufgrund der
wahrnehmungsangepaßten Gleichabsta¨ndigkeit des CIELAB komplexe Verfor-
mungen auf (vergl. hierzu [Hil97]). Fu¨r eine u¨bersichtliche grafische Darstellung
des CIELAB, wird in dieser Arbeit eine einfache geometrische Formmit normier-
ten Achsenbezeichnungen verwendet.
Auch CIELAB und CIELUV stellen einen Kompromiß zwischen Rechenaufwand
fu¨r die Transformation und Gleichabsta¨ndigkeit dar, was allein dadurch deut-
lich wird, daß man sich nicht auf eine Formel einigen konnte. Trotzdem bilden
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diese Empfehlungen einen Fortschritt im Hinblick auf die notwendige Zusam-
menfu¨hrung der Vielzahl von Transformationen. Mit der inzwischen hohen An-
zahl von Nutzern ist auch die Kritik an der Gleichabsta¨ndigkeit erkennbar (siehe
auch [Oht77, Poi81]). Zumindest die Farbabstandsformel wurde daher 1994 von
der CIE durch die als E
94
Formel ersetzt [CIE93, CIE95, Hil97]. Fairchild faßt
einige Problempunkte des CIELAB ausfu¨hrlich in [Fai98] zusammen.
Entsprechend der Kritik hat es viele Bemu¨hungen gegeben, die Transformatio-
nen zu erweitern. Z.T. mangels der hierfu¨r notwendigen experimentellen Unter-
suchungen konnte sich jedoch bisher keine allgemeingu¨ltige neue Beschreibung
etablieren. Aktuelle Arbeiten der CIE hingegen, versuchen ein neues Modell zu
entwickeln, das die Kritikpunkte aufgreift. In einer Publikation vom April 1998
[Fai98a] wird das neue CIECAM97s vorgestellt (siehe auch Abschnitt 2.3.9).
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(a) Modell des CIELAB (b) a*b*-Ebene des CIELAB (Farbkreis)
Abb. 2.9: Darstellung des CIELAB-Modells




Das CIE(1976) HCL-Modell u¨berfu¨hrt die zuvor aufgefu¨hrte kartesische Darstel-
lung in Zylinderkoordinaten mit den Bezeichnungen Hue, Chroma und Light-
ness (HCL). Diese, der menschlichen Vorstellung na¨here Parametrisierung wur-
de bereits in a¨hnlicher Form fu¨r die HSX-Modelle realisiert. Da die HCL-Modelle
allerdings aus CIELAB und CIELUV hervorgehen, liegt auch hier eine wahrneh-
mungsnahe Gleichabsta¨ndigkeit vor. Damit kann auch diese Beschreibungsform
fu¨r Farbabstandsbestimmungen etc. eingesetzt werden. Allerdings gestalten sich
die Farbabstandsformel aufgrund der Zylinderkoordinaten etwas aufwendiger.




























































DerWinkel 0 (Hue) verla¨uft per Definition auf der +a* Achse. Einige der bereits in
Abschnitt 2.3.5 geschilderten Probleme treten auch fu¨r diese Beschreibungsform
auf.
2.3.8 CIE(1964) U*V*W*
CIE(1964) U*V*W* ko¨nnte vereinfacht als dreidimensionale Erweiterung des
CIE-1960-UCS-Diagramms gesehen werden. Da das Farbdreieck nur die gleich-
absta¨ndige Darstellung von Farbarten gestattet, muß fu¨r eine Farbabstandsbeur-
teilung die Helligkeit einbezogen werden. Das 1963 von Wyszecki vorgeschlage-
ne Farbmodell wurde 1964 von der CIE standardisiert. Die Bedeutung ist insbe-
sondere durch CIELUV (s. Abschnitt 2.3.6) inzwischen mehr historisch zu sehen.




Neben den standardisierten bzw. stark verbreiteten Farbmodellen sind, wie be-
reits erwa¨hnt, viele weitere Modelle fu¨r teilweise sehr spezielle Anforderungen
entwickelt worden (siehe z.B. [Sto96]). Eine vollsta¨ndige Auflistung der in der
Literatur aufgefu¨hrten Farbmodelle ist kaum mo¨glich. Stellvertretend seien hier
nur die Arbeiten von Ohta und Pomierski erwa¨hnt.
Das von Ohta, Kanade und Sakai bereits 1980 entwickelte und in [OKS80] vorge-
stellte Farbmodell verfolgt die Zielsetzung einer effizienten Segmentierung von
Farbbildern. Mit einer vergleichsweise einfachen und daher wenig recheninten-
siven Transformation wird versucht, das dreidimensionale RGB-Modell fu¨r die
Durchfu¨hrung der Bildverarbeitungsaufgabe auf einen zweidimensionalen Fall
zu reduzieren. Das resultierende Farbmodell eignet sich weniger fu¨r elektroni-
sche Farbbilddarstellungen.
Pomierski stellt in [Pom95] ein neurophysiologisch motiviertes Farbmodell vor.
Die als Elementarfarbraum bezeichnete Beschreibungsform erlaubt insbesonde-
re eine sehr gute und effiziente Farbneutralisation (dort als Farbumstimmung
bezeichnet). Eine ausfu¨hrliche Darstellung mit Ergebnissen ist in [Pom96] enthal-
ten.
Eine Weiterentwicklung hinsichtlich eines CIE-Vorschlags fu¨r ein einheitli-
ches, wahrnehmungsangepaßtes, gleichabsta¨ndiges Farbmodell findet momen-
tan statt. TC1-34 publizierte im April 1998 The CIE 1997 Interim Colour Appearan-
ce Model (Simple Version), CIECAM97s, mit der Zielsetzung, Schwachpunkte der
existierenden Modelle abzubauen und einen einheitlichen Vorschlag machen zu
ko¨nnen (siehe dazu [Fai98] und [Fai98a]).
2.4 Gegenu¨berstellung der
Farbrepra¨sentationsformen
Bei der Vielzahl der allein hier vorgestellten Farbmodelle wird erkennbar, daß
abha¨ngig von den jeweiligen Randbedingungen eine Auswahl getroffen werden
muß. Die große Anzahl der unterschiedlichen Realisierungen macht aber auch
deutlich, daß es vermutlich keine optimale Lo¨sung gibt. Fu¨r ein Verfahren zur
Farbanpassung im Einsatzbereich des electronic publishing ko¨nnen stark verein-
facht folgende Randbedingungen aufgezeigt werden:
 Die Farbanpassungen verfolgen das Ziel, Farbbilder derart aufzubereiten,
daß beim Betrachter der beabsichtigte Gesamteindruck optimiert wird. Die
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Beurteilung erfolgt somit durch das visuelle System des Menschen.
 Die Verfahrensschritte mu¨ssen hinsichtlich eines mo¨glichst optimalen Zu-
gangs zur Farbe ausgerichtet sein.
 Qualita¨t und Parametrisierung der Werkzeuge werden ebenfalls u¨ber das
visuelle System des Menschen abgeglichen und beurteilt.
 Eine technische Anbindung an u¨bliche Applikationen zur Farbbildbearbei-
tung muß mo¨glich sein.
Im Rahmen einer Studie [And94] zur Farbmodell-Auswahl wurden daher Kon-
verter fu¨r die zuvor beschriebenen Farbmodelle (mit Ausnahme des Modells
von Pomierski und des neuen CIECAM97s) implementiert und die damit trans-
formierten Farbbilddaten zu Testzwecken einem Bildverarbeitungsverfahren zu-
gefu¨hrt. Hierzu dienten zwei in einer weiteren Arbeit [Die93] realisierte Segmen-
tierungsverfahren auf der Basis des Region Growing.
HSX-Modelle, speziell das HSV-Modell, erwiesen sich dabei als geeignete Farb-
modelle. Die Testergebnisse machen hingegen deutlich, daß insbesondere wahr-
nehmungsangepaßte Farbmodelle unter den genannten Randbedingungen be-
sonders vorteilhaft eingesetzt werden ko¨nnen. Der Vorsprung des CIELAB wird
bei kritischem Bildmaterial offensichtlich. Da die Segmentierungsverfahren nu-
merisch identische Distanzmaße fu¨r das gesamte Farbmodell verwenden, kann
mit wahrnehmungsangepaßten Farbmodellen ein auch visuell identisch erschei-
nender Schwellwert fu¨r alle Farbbereiche realisiert werden.
Als Fazit wird die weitere Ausrichtung der Arbeit zuna¨chst auf CIELAB kon-
zentriert, da fu¨r diese Beschreibungsform zudem eine hohe Kompatibilita¨t zu
bekannten Bildverarbeitungsapplikationen vorliegt. Es besteht trotzdem der
Wunsch, bei der Gestaltung der Verfahren eine mo¨glichst hohe Unabha¨ngig
vom verwendeten Farbmodell zu erreichen, um individuellen Anforderungen
oder neuen Entwicklungen (z.B. CIECAM97s) nachkommen zu ko¨nnen. Eine





Dieses Kapitel beschreibt die in dieser Arbeit vorgeschlagenen Farbbearbeitungs-
module. Aus der Zusammenfu¨hrung der einzelnen Funktionen wird die System-
architektur hergeleitet. Ein Vergleich mit dem Stand der Technik zeigt die mit
dieser Architektur mo¨gliche Weiterentwicklung, bevor ein abschließendes Teil-
kapitel die Lo¨sungsansa¨tze und Strategien des vorgeschlagenen Konzeptes dar-
stellt.
3.1 Architektur fu¨r ein Konzept zur
Farbbildbearbeitung
Voraussetzung fu¨r die Verarbeitung der Farbinformation in Bildern ist die kor-
rekte, unverfa¨lschte Erfassung,Wandlung und Speicherung der Farbdaten. Dabei
sind diverse gera¨te- und medienspezifische Anforderungen zu beachten und zu
lo¨sen. Eine Farbkorrektur dient zur Vermeidung medien- und gera¨tespezifischer
Farbfehler. Jedes technische Gera¨t bildet die Farbinformation auf einen gera¨tespe-
zifischen Farbraum1 ab. Die in der Verarbeitungskette vorhandenen Systeme nut-
zen dabei unterschiedliche Farbra¨ume. Auch bei identischem Farbmodell kann
der Umfang der darstellbaren Farbwerte unterschiedlich ausfallen. Daher muß
die Farbkorrektur eine Umsetzung und ggf. zusa¨tzlich sogar eine Begrenzung
auf den gera¨te- und medienspezifischen Farbraum vornehmen. Dieser Vorgang
besteht aus einer Transformation der Farbdaten eines bestimmten Gera¨tes zu ei-
nem gera¨teneutralen Farbraum, der hier als Referenzfarbraum bezeichnet wird. Ei-
ne optimale Farbkorrektur nutzt dabei den gera¨teeigenen Farbraum innerhalb
der technischen Mo¨glichkeiten vollsta¨ndig aus.
1 Der Begriff Farbraum bezeichnet in dieser Arbeit die Menge aller Farben, die, innerhalb eines
beliebig gewa¨hlten Farbmodells, von einem bestimmten farbverarbeitenden System reprodu-
ziert werden ko¨nnen.
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medien- bzw. gerätespezifischer Farbraum farbraum
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Abb. 3.1: Scan-Vorgang mit anschließender Farbkorrektur zur Beseitigung von gera¨tebedingten
Farbfehlern durch Transformation in einen gera¨teneutralen Referenzfarbraum
Daru¨ber hinaus bilden Verarbeitungstoleranzen und Handhabungsfehler weitere
Problempunkte. Durch chargenbedingte Abweichungen im chemischen Prozeß
der Filmentwicklung oder durch Fotolampen mit stark abweichender Farbtem-
peratur, kann schon das Eingangsbildmaterial (Bildvorlage) Farbfehler in Bezug
auf die Originalszene aufweisen. Mit einem in dieser Arbeit als Farbneutralisati-
on bezeichneten Verarbeitungsschritt wird dafu¨r gesorgt, daß das elektronische






Abb. 3.2: Die nachfolgende Farbneutralisation beseitigt eine in der Bildvorlage evtl. vorhan-
dene globale Farbabweichung (Farbstich). Die Farbdaten liegen anschließend in einer
gera¨teunabha¨ngigen und neutralisierten Form im Referenzfarbraum vor.
2 Globale Farbabweichungen werden auch als Farbneigung oder Farbstich bezeichnet. (color
bias oder color cast)
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Schließlich entfa¨llt der wesentliche Teil der Farbaufbereitung und Farbverar-
beitung auf den Verfahrensschritt eigene Farba¨nderungswu¨nsche einzubringen.
Oft entspricht die Bildvorlage nur unvollkommen den eigenen Wu¨nschen einer
optimalen Farbgebung. Ebenfalls kann u.U. durch aufnahmetechnische Rand-
bedingungen die Farbgestaltung nicht den gesetzten Anforderungen entspre-
chen. Somit entsteht die Notwendigkeit die globale Farbdarstellung des Bildes
zu vera¨ndern, um die Aussage und Wirkung die mit dem Bild erfolgen soll, zu
unterstreichen. Der entsprechende Verarbeitungsschritt wird als Farbmanipulati-
on bezeichnet. Die Realisierung kann als eine Farbtransformation betrachtet wer-
den, deren Parameter durch die A¨nderungswu¨nsche des Bildbearbeiters vorgege-
ben werden. Abweichend von der Facsimile-Reproduktion werden hier bewußt














Abb. 3.3: Ausgehend von einer farbneutralen Form des Bildes ko¨nnen die gewu¨nschten
Farba¨nderungen und Anpassungen mit der Farbmanipulation umgesetzt werden.
Die farbtechnische Aufbereitung der Bilddaten ist damit abgeschlossen, so daß nun
weitere Verarbeitungsschritte wie z.B. die Bildmontage oder die Bildausgabe folgen
ko¨nnen.
Die farbtechnische Verarbeitung der Bilddaten ist damit abgeschlossen. Nach-
folgende Bildverarbeitungsschritte betreffen vorwiegend geometrische Vera¨nde-
rungen der Bildinhalte (Bildmontage). Erst zur Datenausgabe erfolgt eine dem
Ausgabegera¨t und Medium entsprechende farbtechnische Umsetzung (Farbkor-
rektur) der Daten in Form einer Vorverzerrung der Farbbilddaten aus dem Refe-
renzfarbraum.



























Abb. 3.4: Die komplette Verarbeitungskette von der Erfassung des Farbbildes bis zur Ausgabe.
Wa¨hrend der gesamten Bildbearbeitungsphase befinden sich die Bilddaten im Referenz-
farbraum. Erst zum Zeitpunkt der Ausgabe erfolgt eine dem Medium (Monitor bzw.
Druck) entsprechende Farbumsetzung. Die Korrektur der Farbwerte fu¨r das Ausgabe-
gera¨t erfolgt in Form einer gera¨tespezifischen Vorverzerrung.
Abb. 3.4 zeigt die komplette zur Farbbearbeitung vorgeschlagene Architektur.
Die gesamtemanuelle Verarbeitung des Bildes findet dabei im Referenzfarbraum
statt. Der Zugriff auf die Farbdarstellung erfolgt unabha¨ngig vom Farbraum des
Ausgabemediums. Ebenfalls erlaubt die geteilte, gera¨tebezogene Farbkorrektur,
parallel mehrere Ausgabeeinheiten zu versorgen.
Farbmanipulation und Farbneutralisation sind dabei zwei voneinander gelo¨ste,
separate Bearbeitungsschritte. Damit ist es jetzt mo¨glich, die gewu¨nschte Farb-
manipulation unabha¨ngig von der sonst ebenfalls zu beru¨cksichtigenden Neu-
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tralisation vorzunehmen. Dem Bildbearbeiter liegen nun verfa¨rbungsfreie Quell-
daten vor, was eine unabha¨ngige und zielsichere Bearbeitung ermo¨glicht. Die
zusa¨tzliche Farbkorrektur stellt sicher, daß eine system- und gera¨teunabha¨ngi-
ge Bearbeitung und Darstellung wa¨hrend der manuellen Verarbeitung vorliegt.
Daru¨ber hinaus erfolgt eine medienneutrale, parallele Ausgabe u¨ber unterschied-
liche Gera¨te, ohne individuelle Farbanpassungen fu¨r das jeweilige Ausgabegera¨t
wa¨hrend der Verarbeitung beachten zu mu¨ssen.
Neben den neuen Methoden zur automatischen Farbneutralisation bildet die be-
sondere Realisierung der Farbmanipulation den Schwerpunkt des in dieser Ar-
































Abb. 3.5: Der Block Farbmanipulation und Bildverarbeitung
Neben einem Hintergrundbild werden u.U. mehrere Bildobjekte aus anderen Bildvor-
lagen segmentiert und nach erfolgter Farbanpassung in das Zielbild eingebracht. Die
Farbmanipulation muß somit an mehreren Stellen im Verarbeitungspfad angewendet
werden.
Abb. 3.5 lo¨st den Block Farbmanipulation und Bildbearbeitung weiter auf.
Hierdurch werden weitere wesentliche Module elektronischen Bildverarbeitung
sichtbar. Die Farbmanipulation wird danach an mehreren Stellen im Verarbei-
tungspfad eingesetzt. Eine globale U¨bersicht dazu zeigt der na¨chste Abschnitt.

























































Abb. 3.6: Globale Systemarchitektur und Datenfluß unter Beru¨cksichtigung einer Bildmonta-
ge. Die interaktive Farbmanipulation ist Teil des Bearbeitungspfades, wa¨hrend Farb-
korrektur und Farbneutralisation automatisch ablaufen und daher der Bilderfassung
zugeordnet werden ko¨nnen.
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Wa¨hrend zuna¨chst die Systemarchitektur der Farbgestaltung aufgezeigt wurde,
soll nun die globale, fu¨r den gesamten Bildverarbeitungsprozeß typische Archi-
tektur dargestellt werden. Diese beinhaltet die Bildmontage (Zusammenfu¨hrung
eines Zielbildes aus mehreren Objekten diverser Bilder auf einem Hintergrund-
bild) und die daraus entstehenden Anforderungen an die Farbverarbeitung. Die
Bildmontage selbst ist dabei nicht Gegenstand dieser Arbeit. Lediglich das vor-
gestellte Segmentierungsverfahren kann, neben seiner Eignung zur Maskierung
spezifischer Farbbereiche im Bild, auch zur Trennung einzelner Objekte oder Ob-
jektteile nutzbringend eingesetzt werden.
Abb. 3.6 zeigt die globale Systemarchitektur einschließlich Datenfluß und Bild-




Erfassung und Ausgabe erfolgt dabei ohne interaktive Eingriffe des Anwenders,
woraus sich entsprechende Forderungen an die Verfahren zur Farbkorrektur und
Farbneutralisation ableiten lassen. Hier sind somit automatische Lo¨sungen not-
wendig, um den Nutzer nicht mit vermeidbaren Entscheidungsprozessen oder
interaktiven Reaktionen zu belasten.
Selbstversta¨ndlich ko¨nnen die Farba¨nderungswu¨nsche des Anwenders nicht au-
tomatisch verarbeitet werden. Die Farbmanipulation ist somit Teil der interakti-
ven Bildgestaltung. In Abb. 3.6 ist daru¨ber hinaus dargestellt, daß nach erfolg-
ter Bildmontage u.U. noch eine weitere auf das vollsta¨ndige Bild angewendete
Farbmanipulation erfolgen kann, da bestimmte Einstellungen nur dort bewertet
werden ko¨nnen.
Ferner ist die parallele Anwendung der Farbmanipulation bei der Verarbeitung
der einzelnen Bildobjekte zu erkennen. Diese parallele Verarbeitungsform stellt
die hohen Anforderungen an die Reproduzierbarkeit der Farbmanipulationspro-
zesses. Eine an einem Bildobjekt durchgefu¨hrte Farbmanipulation muß u.U. an
mehreren Objekten erfolgen. Um eine mo¨glichst einheitliche Bildgestaltung zu
erhalten, kann eine wiederholte Anwendung der Farba¨nderung notwendig sein.
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3.3 Stand der Technik
Farbkorrektur
Bedingt durch die vielen Problemquellen im Verarbeitungspfad und fehlenden
Standards bzw. Normierungen sind in der klassischen EBV der Druckvorstufe di-
verse geschlossene Lo¨sungen einzelner Hersteller entstanden. Auch aktuell ein-
gesetzte Systeme verlangen ha¨ufig festgelegte, produktinterne Verarbeitungsket-
ten und bieten nur wenige, oft ineffiziente Schnittstellen zum offenen Datenaus-
tausch und zur externen Weiterverarbeitung an. Der Anwender ist in dem Fall
gezwungen, alle Komponenten der an der Erfassung, Verarbeitung und Ausga-
be beteiligten Gera¨te bei einem Hersteller zu erwerben. Nur so kann er sicher-
stellen, daß eine farbverbindliche Handhabung und Reproduktion der Bilddaten
mo¨glich ist. Zudem erfolgt die Bearbeitung der Bilddaten ausschließlich in einem












Abb. 3.7: Aufteilung der Farbkorrektur in medienspezifische Module. Die Teilung ermo¨glicht
die Bearbeitung der Bilder im gera¨teneutralen Referenzfarbraum.
a) gemeinsame Farbkorrektur im Bearbeitungspfad fu¨r Ein- und Ausgabegera¨te.
Manuelle Bildbearbeitung im Farbraum des Ausgabemediums.
b) getrennte Farbkorrektur wa¨hrend der Bilderfassung und Bildausgabe
Manuelle Bildbearbeitung im Referenzfarbraum.
Abb. 3.7 zeigt die Aufteilung der Farbkorrektur fu¨r den Ein- und Ausgabekanal.
Die Farbkorrektur erfolgt im zuvor beschriebenen Fall entsprechend a), wobei die
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Farbkorrektur gemeinsam fu¨r Ein- und Ausgabegera¨te erfolgt. Neuere Konzep-
te entsprechend Fall b) hingegen erlauben es, die Bearbeitung unabha¨ngig vom
Medium vorzusehen. Ebenfalls muß die Bildbearbeitung nicht fu¨r jedes weitere
Ausgabemediumwiederholt werden. Dieses ist eine Voraussetzung fu¨r die effizi-
ente Bearbeitung großer Datenmengen von Farbbildern, wie sie insbesondere bei
elektronischen Publikationen auftreten.
Bedingt durch die zunehmend leistungsfa¨higeren Mikrorechner kann ein sta¨ndig
wachsender Teil der Bilder bereits auf kleinen Rechnersystemen bearbeitet wer-
den. Insbesondere die bei elektronischen Publikationen u¨blichen kleineren Bild-
formate lassen sich problemlos auf PC-Systemen (Personal Computer) verarbei-
ten. Derartige DTP-Systeme (Desktop-Publishing) lo¨sen die starke Hersteller-
bindung der EBV-Systeme auf, indem offene Standards fu¨r einen herstellerun-
abha¨ngigen Datenaustausch verwendet werden. Unter dem Begriff Color Mana-
gement System sind sowohl Einzello¨sungen bestimmter Anbieter wie auch her-
stelleru¨bergreifende Lo¨sungen durch Kooperation mehrerer Firmen entstanden.
1993 gru¨ndeten acht Firmen auf eine Initiative der FOGRA (Forschungsgesell-
schaft Druck e.V.) hin, gemeinsam das International Color Consortium (ICC) mit
dem Ziel, die dringend notwendige Standardisierung voranzutreiben. Die starke
Marktposition der Gru¨ndungsmitglieder
 Adobe Systems Incorporated
 Agfa
 Apple Computer
 Eastman Kodak Company
 FOGRA (ehrenamtlich)
 Microsoft Corporation
 Silicon Graphics Inc.
 Sun Microsystems
 Taligent, Inc.
fu¨hrte dazu, daß heute ca. 40 Firmen dem ICC beigetreten sind und deren Zie-
le unterstu¨tzen. Darunter befinden sich u.a. die im Publishing Bereich aktiven
Firmen wie z.B. Barco, Canon, Dainippon Screen, DuPont, Gretag-Macbeth, Pan-
tone, Scitex Corporation und X-Rite.
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Das Ziel, ein rein technisch begru¨ndete Lo¨sung auszuarbeiten, kann in derart
großen Gemeinschaften oft nur mit bestimmten Kompromissen erreicht werden.
Dies gilt insbesondere dann, wenn die Mitglieder des Kreises jeweils eigene kom-
merzielle Interessen verfolgen. Im Falle des ICC fu¨hrte dies dazu, daß die zur
Farbkorrektur eines Gera¨tes gespeicherten Informationen zwar umfassend und
detailliert ausgefu¨hrt sein ko¨nnen, die Anforderungen an den minimal vorge-
schriebenen Parametersatz jedoch vergleichsweise gering sind. Im oft realisier-
ten Fall minimaler Parametrisierung erreicht das System jedoch nur eine relativ
grobe Farbkorrektur.
Alle Informationen zur Beschreibung der Farbeigenschaften eines Gera¨tes wer-
den in einer Datei, dem ICC-Profile abgelegt [ICC97]. Die Bereitstellung eines
ICC-Profiles vom Gera¨tehersteller sagt entsprechend der mo¨glichen Minimalpa-
rametrisierung zuna¨chst wenig u¨ber die erreichbare Qualita¨t der Farbkorrektur
aus. Daru¨ber hinaus erlaubt das ICC-Profile nur eine etwas eingeschra¨nkte Be-
schreibung nichtlinearer Effekte. Hingegen vorteilhaft gegenu¨ber vielen anderen
Lo¨sungsvorschla¨gen zur Farbkorrektur ist die offene Spezifikation des ICC Pro-
files. Entsprechende Meßmittel vorausgesetzt, ko¨nnen die ICC-Parameter indivi-
duell bestimmt und in ein optimal abgestimmtes ICC-Profile umgesetzt werden.
Bei der Scanner-Kalibrierung ko¨nnen zudem die Meßmittel entfallen, da lediglich
eine kalibrierte Farbtafel erfaßt werden muß, um die Abweichungen des Gera¨tes
von den Soll-Vorgaben zu ermitteln.
ICC basierte Color Management Systeme stellen heute durch die hohe Verbrei-
tung einen Industriestandard dar, womit eine deutlich verbesserte Austausch-
barkeit der Farbdaten gegenu¨ber vielen proprieta¨ren Lo¨sungen gewa¨hrleistet
ist [Has, Haf97, Agf97, Lin97]. Nichtlinearita¨ten in farbverarbeitenden Systemen
werden auf der Basis von ICC jedoch nur in begrenztem Umfang abgedeckt.
Farbneutralisation
Entha¨lt eine Bildvorlage einen wahrnehmbaren Farbstich, so ist eine Farb-
neutralisation erforderlich. U¨bliche EBV-Systeme verwenden zur Bilderfassung
Trommelscanner, die im bedienten Betrieb eingesetzt werden. ImRahmen der Ar-
beitsvorbereitung werden die zu erfassenden Vorlagen zuna¨chst einzeln manuell
vermessen. Die so ermittelten Korrekturparameter begleiten die Bildvorlage zum
anschließenden Scanvorgang, bei dem die mo¨glichst voll bestu¨ckte Trommel in
einem Vorgang verarbeitet wird.
Die Bestimmung der Farbkorrekturparameter zur Farbneutralisation erfolgt da-
bei weitgehend manuell, u¨blicherweise gemeinsam mit zusa¨tzlich notwendigen
A¨nderungen zur Farbwiedergabe. Derart kostenintensive Lo¨sungen lassen sich
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im Bereich elektronischer Publikationen hingegen kaum realisieren. Moderne
Scanner-Applikationen enthalten neue Verfahren, die einen zunehmenden Au-
tomatisierungsgrad aufweisen. Die automatische Arbeitsweise ist notwendig,
um z.B. eine Offline-Verarbeitung im unu¨berwachten Scannerbetrieb zu ermo¨gli-
chen. Insbesondere neuere DTP-Systeme versprechen eine deutliche Reduzie-
rung des Bedienungsaufwandes. Leider sind nur wenige Hersteller der teilweise
als AI-Scanner (Artificial Intelligence) bezeichneten Gera¨te bereit, die eingesetz-
ten Verfahren zu vero¨ffentlichen. Die Grundfunktion besteht in der Regel in einer
Hauptachsenbestimmung der Farbverteilung im Farbraum. Weicht diese Achse
von der farbneutralen Achse des Farbmodells ab, wird eine Farbneigung vermu-
tet und die Farbinformation der Bildpunkte derart transformiert, daß die neue
resultierende Hauptachse mit der farbneutralen Achse u¨bereinstimmt.
Eine biologisch motivierte Farbumstimmung, u.a. fu¨r industrielle Anwendun-
gen, wurde von Pomierski und Groß vorgestellt [Pom95]. Hier werden die Farb-
daten in einen zu diesem Zwecke entwickelten physiologischen Farbraum trans-
formiert, um anschließend die durch eine Hauptachsenverschiebung angezeigte
Farbneigung zu kompensieren. Alphen und Lourens beschreiben eine Erstellung
und Rotation des Histogramms dritter Ordnung zur Farbumstimmung [Alp91].
Ein Verfahren auf der Basis der Histogramm-Equalisierung jedes RGB-Kanals
wird von Guo vorgeschlagen [Guo91], das jedoch von neun manuell vorgegebe-
nen Parametern kontrolliert wird, die eine automatische Anwendung erschwe-
ren.
Im Publishing Bereich sind hingegen einige spezielle Randbedingungen zu be-
achten. So mu¨ssen beispielsweise neutral weiße Bildelemente auch nach der Be-
arbeitung neutral-weiß wiedergegeben werden. Eine geringe Verfa¨rbung hat in
diesen Bildbereichen auch bei sonst erfolgreicher Farbneutralisation des Bildes
sto¨rende Auswirkungen. Eine global, auf alle Farbwerte gleichermaßen wirken-
de Hauptachsentransformation kann diese Bedingung in der Regel nicht erfu¨llen.
Die manuelle Bestimmung der Farbneutralisationsparameter sieht daher auch ei-
ne getrennte Bestimmung, Bewertung und Korrektur der Farbabweichung in hel-
len (weißen), dunklen (schwarzen) und mittleren Helligkeitsbereichen vor, was
zu einer helligkeitsabha¨ngigen Neutralisation fu¨hrt. Diese ist bisher in den auto-
matisierten Scanner Applikationen nicht vollsta¨ndig realisiert.
Farbmanipulation
Eng verbunden mit der Farbneutralisation ist die Farbmanipulation, da die
verwendeten Methoden zur Farbbearbeitung voneinander abha¨ngig sind. Er-
folgt die Farbneutralisation manuell, so kann als Zielvorgabe unmittelbar die
gewu¨nschte endgu¨ltige, globale Farbdarstellung des Bildes realisiert werden. Der
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Zwischenschritt einer neutralen Darstellung wird bei manueller Bearbeitung im-
plizit verarbeitet.
Automatisierte Verfahren zur Farbmanipulation sind hingegen nur ansatzwei-
se in der Anwendung zu finden. Die oft verbal gea¨ußerten Anweisungen zur
A¨nderung der Farbdarstellung des Bildes werden u¨blicherweise manuell umge-
setzt. Mangels der Verfu¨gbarkeit automatisierter Verfahren zur Farbmanipulati-
on stellt die zuvor beschriebene automatische Farbneutralisation auch nur einen
vergleichsweise geringen Gewinn dar, da das Bildmaterial ohnehin manuell be-
arbeitet werden muß.
Die Umsetzung der hochsprachlichen Vorgaben zur Farbvera¨nderung erfolgt ty-
pischerweise durch die manuelle Vera¨nderung von Gradationskurven. Hierzu
ist ein hoher Erfahrungschatz der Ausfu¨hrenden erforderlich, da eine nichttri-
viale Umsetzung der Farbempfindung auf die jeweilige Intensita¨tsabstufung der
im Reproduktionsprozeß verwendeten Grundfarben durchgefu¨hrt werden muß.
Die Vielzahl der dabei mo¨glichen und notwendigen Gradationskurvensa¨tze la¨ßt
es nur sehr begrenzt zu, das Wissen zur Durchfu¨hrung der Aufgabe zu speichern
und fu¨r zuku¨nftige Bearbeitungen zur Verfu¨gung zu stellen.
Die neuen Anforderungen im Bereich der elektronischen Publikation erfordern
besonders in diesem Bereich eine automatisierte Lo¨sung, die eine kostengu¨nsti-
gere Bearbeitung des Bildmaterials ermo¨glicht. Die aufwendigen fu¨r Printmedien
entwickelten Verfahren ko¨nnen diesen Anforderungen nicht entsprechen.Weiter-
hin ist es notwendig das zur Bearbeitung eingebrachte Wissen im System aufzu-
nehmen und zu speichern, damit a¨hnliche Aufgaben anschließend von anderen
Anwendern effizient genutzt werden ko¨nnen. Daru¨ber hinaus sind automatische
Verfahren zur Farbneutralisation erst mit der Verfu¨gbarkeit automatisierter Ver-
fahren zur Farbmanipulation sinnvoll einsetzbar.
Eine ausfu¨hrliche Darstellung dieses Themenbereiches erfolgt im na¨chsten Kapi-
tel.
Farbsegmentierung
Sofern die Farbvera¨nderungen nur Teilbereiche des Bildes betreffen sollen, ist
eine Maskierung zur Trennung der zu bearbeitenden und verbleibenden Berei-
che notwendig. Dieses wird durch eine Farbsegmentierung der betreffenden Bild-
objekte erreicht. Eine derartige Funktion ist im spa¨teren Verarbeitungsprozeß
auch fu¨r die Bildmontage notwendig, sofern einzelne Bildelemente aus verschie-
denen Vorlagen in einem Zielbild zusammenzufu¨gen sind. Hierzu muß das Ob-
jekt zuna¨chst vomHintergrund getrennt werden, weshalb diese Segmentierungs-
aufgabe im Fachjargon als Freistellen bezeichnet wird.
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Sowohl fu¨r die Farbvera¨nderungwie auch fu¨r die Bildmontage ist ein bildpunkt-
genaues Segmentieren erforderlich. Gelingt nur eine grobe, ungenaue Segmen-
tierung, ist eine manuelle, aufwendige Nachbearbeitung der Randbereiche un-
erla¨ßlich. Fu¨r die komplexe Aufgabe der bildpunktgenauen Segmentierung ste-
hen nur wenige unterstu¨tzende Verfahren zur Verfu¨gung. Insbesondere neue,
farbverarbeitende Algorithmen haben deutliche Gewinne gegenu¨ber konventio-
nellen Verfahren erzielt. Trotzdem werden die bekannten Lo¨sungen oft nicht als
zufriedenstellend betrachtet. Daher ist die manuell durchgefu¨hrte Segmentie-
rung durch stark vergro¨ßerte Darstellung und Umfahren des Objektes mit einem
Zeigeinstrument (Maus, Grafiktablett) eine aufwendige, aber oft praktizierte Ar-
beitsweise.





Verfahren unterteilen. Wa¨hrend ein sehr leistungsstarkes Verfahren zur Segmen-
tierung auf der Basis des Region Growing in [Pri93, Reh94, Pri97] dargestellt
ist, findet man Untersuchungen der texturbasierten Methoden z.B. in [Mes89].
Regionen- und texturbasierte Verfahren leisten wertvolle Unterstu¨tzung bei der
Segmentierung von Bildelementen insbesondere fu¨r eine spa¨tere Bildmontage.
Die Modifikation der Farben von Hintergrund und Teilobjekten stellt hingegen
sehr spezielle Anforderungen, die in vielen Fa¨llen andere Lo¨sungsansa¨tze erfor-
derlich machen.
Fu¨r den Fall, daß einfarbige, in viele Teilregionen zersplittete Objekte zu segmen-
tieren sind, ko¨nnen Verfahren mit einer Bildpunktklassifikation vorteilhaft ange-
wendet werden. Soll z.B. in einer Landschaftsaufnahme der Himmel segmentiert
werden, obwohl ein Baum im Vordergrund den Hintergrund in viele Teilregio-
nen auftrennt, sind derartige Ansa¨tze anwendbar. A¨hnliche Probleme ergeben
sich z.B. bei der Trennung von Haaren und Hintergrund in Portraitaufnahmen.
Manuelle Verfahren scheiden hier aus bzw. fu¨hren zu einer stark vereinfachten
Segmentierung, da die Durchfu¨hrung andernfalls zu zeitaufwendig und damit
zu kostenintensiv wa¨re.
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3.4 Lo¨sungsansa¨tze und Strategien
Zuku¨nftige elektronische Publikations- und Bildbearbeitungssysteme lo¨sen den
Verarbeitungspfad aus dem klassischen monolitischen System einer herstellerge-
bundenen Lo¨sung heraus. Eine modular gestaltete Kette eng umgrenzter Bear-
beitungsschritte erlaubt es, Hardware und Software unterschiedlicher Hersteller
in einem individuell ausgerichteten Bildverarbeitungssystem zu integrieren, wo-
bei die Verantwortung fu¨r das Ergebnis der Farbreproduktion vom Systemher-
steller auf den Anwender u¨bergeht. Damit dieser Schritt erfolgreich und ohne
Qualita¨tsverlust durchgefu¨hrt werden kann, sind einerseits Standardisierungen
der Modul-Schnittstellen notwendig, um die Farbinformation verlustfrei und de-
finiert u¨bergeben zu ko¨nnen, andererseits muß der Funktionsumfang der ein-
zelnen Module aufeinander abgestimmt werden, damit ein Austausch technisch
mo¨glich ist.
Es erscheint in diesem Zusammenhang vorteilhaft, auch die Bearbeitungsschrit-
te der Farbverarbeitung zu splitten und zu modularisieren. Erst die Trennung
bestimmter, bisher implizit durchgefu¨hrter Aktionen erlaubt es, diese Funktions-
einheiten automatisch oder zumindest automatisiert auszufu¨hren und damit zu
optimieren.
Im Hinblick auf den Schwerpunkt und die Zielsetzung dieser Arbeit, ein funk-
tional unabha¨ngiges Verfahren zur Farbmanipulation zu entwickeln, wird der




eine besondere Beachtung beigemessen. Durch die Isolation der Farbmanipulati-
on werden so auf einfache Weise geeignete Voraussetzungen zur unabha¨ngigen
Verarbeitung geschaffen.
Im Gegensatz zur klassischen, integrierten Vorgehensweise, bei der die Farb-
manipulation auch evtl. vorhandene globale Farbabweichungen beru¨cksichtigen
mußte, kann nun der Arbeitsablauf klarer und deutlich effizienter gestaltet wer-
den. Ebenfalls wird es dadurch mo¨glich, Verarbeitungsprozesse der Farbmanipu-
lation zu speichern und wiederholt anzuwenden, sowie funktionale Erweiterun-
gen durch Kombination von bekannten, gespeicherten Teilprozessen zu ermo¨gli-
chen.
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Im folgenden werden die Strategien und Lo¨sungsansa¨tze der einzelnen Teilauf-
gaben kurz vorgestellt.
Farbkorrektur
Die Farbkorrektur hat die Aufgabe, gera¨tespezifische Farbabweichungen auszu-
gleichen. Zur Bestimmung der individuellen Abweichungenwird eine kalibrierte
Farbvorlage erfaßt bzw. ausgegeben und der dabei entstehende Fehler durch Dif-
ferenzbildung bzw. Messung bestimmt. Die Beschreibung des Fehler erfolgt bei
vielen Realisierungen nur in analytischer Form, wobei oft nur eine na¨herungs-
weise, modellbasierte Lo¨sung erreicht wird. Aktuelle Rechnersysteme ermo¨gli-
chen hingegen die Speicherung und schnelle Verarbeitung gro¨ßerer Datenmen-
gen, was eine parametrische Beschreibung erlaubt. Um auch die insbesondere
in Ausgabesystemen oft auftretenden nichtlinearen Effekte besser beschreiben
und effizienter korrigieren zu ko¨nnen, sind parametrische Beschreibungen hier-
bei vorzuziehen.
Bru¨es zeigt in [Bru93] ein herstellerneutrales Standardisierungskonzept zur
Prozeß- und Qualita¨tskontrolle, das die Voraussetzungen schafft, die Komponen-
ten unterschiedlicher Hersteller aufeinander abzugleichen. Hierdurch und durch
die nachfolgenden Arbeiten des ICC [ICC] sowie dessen inzwischen erfolgte Ver-
breitung sind die grundlegenden Voraussetzungen zur modularen, herstellerun-
abha¨ngigen Lo¨sung fu¨r einen farbverbindlichen Datenaustausch nun auch in der
Praxis geschaffen.
Mit dem in dieser Arbeit vorgestellten Verfahren besteht die Absicht sowohl
Bildaufnahme- wie Bildausgabegera¨te mit zum Teil hohem nichtlinearen Anteil
in der Farbdarstellung, korrigieren zu ko¨nnen. Der Algorithmus beruht auf einer
parametrischen Beschreibung des Farbfehlers in Form einer dreidimensionalen
Lookup Table, die in vergleichsweise hoher Auflo¨sung den gesamten Farbraum
abdeckt. Der Algorithmus wird hier mit dem Ziel vorgestellt, die Arbeiten an
Colormanagement-Systemen weiter zu motivieren. Sofern technisch verfu¨gbar
sei in der Anwendung daher auf standardisierte Verfahren des ICC verwiesen.
Farbneutralisation
Die der Farbkorrektur folgende Farbneutralisation hat das Ziel der automa-
tischen Erkennung und Kompensation individueller, globaler Farbneigungen
(Farbstich).
Vergleicht man derzeit verwendete Algorithmen mit der Vorgehensweise eines
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Scanner Operators beim Erfassen und Neutralisieren einer Bildvorlage, so wer-
den z.T. deutliche Unterschiede erkennbar. Wa¨hrend automatische Verfahren
vorwiegend u¨ber Farbhistogrammauswertungen oder Analysen der Farbvertei-
lung die Abweichung der Hauptachse von der neutralen Achse bestimmen, mes-
sen Scanner-Bediener gezielt bestimmte Farbwerte im Bild aus und gewinnen
daraus die zur Farbneutralisation erforderlichen Informationen.
Zur Neutralisation verschieben automatische Verfahren zumeist gemeinsam al-
le Farbwerte, mit dem Ziel die Abweichung der Verteilungshauptachse von der
sogenannten Unbuntachse zu minimieren. Die manuelle Vorgehensweise hinge-
gen beru¨cksichtigt jeden zuvor erfaßten Meßpunkt individuell. Die Ergebnisse
fallen daher z.T. recht unterschiedlich aus. Sofern die Bildvorlage z.B. nur kleine
weiße Bereiche aufweist, ko¨nnen automatische Histogrammauswertungen die-
sen Bildteilen keine ausreichende Bedeutung beimessen, wodurch die globale
Farbneutralisation eine Verfa¨rbung der weißen Bildbereiche nach sich zieht. Lei-
der sind sogenannte Unbuntbereiche jedoch besonders kritisch. Auch ungeschul-
te Betrachter erfassen derartige Fehler schnell und zuverla¨ssig, wodurch sie be-
sonders sto¨rend wirken.
Zur Lo¨sung dieses Problems wurde in dem hier vorgestellten Algorithmus ver-
sucht, die Arbeitsweise eines Scanner Operators nachzuempfinden. Mit drei
Meßpunkten bzw. Ersatzmessungen werden a¨hnlich der manuellen Messung
weiße, schwarze und neutrale Bildbereiche ausgewertet. Jeder Helligkeitsbereich
kann anschließend individuell neutralisiert werden. Gegenu¨ber der globalen
Hauptachsentransformation kann so eine luminanzabha¨ngige Farbneutralisation
realisiert werden. Die Zielsetzung besteht darin, den Anforderungen und Belan-
gen der elektronischen Publikation besser entsprechen zu ko¨nnen, indem auch
kleine Unbuntbereiche farbneutral dargestellt werden.
Daru¨ber hinaus ist die Trennung von Farbneutralisation und Farbmanipulati-
on eine wesentliche Voraussetzung zur Isolation und damit zur unabha¨ngigen
Durchfu¨hrung der nachfolgenden Farbmanipulation.
Farbmanipulation
Die Farbmanipulation ist gepra¨gt durch individuelle Wu¨nsche des Anwen-
ders bei der Optimierung der globalen Farbgebung eines Bildes. Automatische
Lo¨sungen sind daher kaum realisierbar; eine Automatisierung hingegen sehr
wu¨nschenswert, umdie Durchfu¨hrungder derzeit vollkommenmanuell gelo¨sten
Aufgabe zu erleichtern.
Es sind verschiedene Ansa¨tze bekannt, mit denen versucht wird, die aufwendi-
ge Aufgabe der Gradationskurvenmanipulation durch eine leichter zu bedienen-
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de Steuerung zu ersetzen. Hierzu werden bestimmte Beispiele von Gradations-
kurvensa¨tzen einer Bedeutung zugewiesen, die anschließend dem Anwender in
Form einer Auswahltabelle angeboten wird. Leider la¨ßt die Vielfalt mo¨glicher
Modifikationen eine umfassende Auflistung nicht zu. Die erforderliche hoch-
sprachliche Differenzierung sowie die Grenzen einer geeignetenDarstellungform
zur Auswahl sind weitere Probleme bei der Realisierung steuerungsbasierter
Lo¨sungen. Leichte Verbesserungen ließen sich durch parametrisierte Methoden
erreichen, jedoch schra¨nkt die dann notwendige feste Struktur die Mo¨glichkeiten
ungewollt ein.
Trotzdem ist die hochsprachliche Vorgabe derA¨nderungswu¨nsche eine geeignete
Form zur Gestaltung der Benutzerschnittstelle. Das zu lo¨sende Problem besteht dar-
in, eine geeignete Umsetzung der hochsprachlichen Beschreibung der Sinnesempfindung
Farbe, in technisch anwendbare Parameter zur Farbtransformation zu erreichen.
Da die verwendeten Begriffe mit steigender Komplexita¨t jedoch sehr individuell
gepra¨gt sind, muß das System in der Lage sein diesbezu¨glich flexibel reagieren
zu ko¨nnen. Weiterhin sollten neue Begriffe auf bekannten Operationen aufsetzen
ko¨nnen, so daß komplexe Funktionen mit individuellen Bezeichnungen verse-
hen, auf bekannten, bereits definierten Methoden aufsetzen ko¨nnen. Im Gegen-
zug ist zu untersuchen, ob ein minimaler, allgemein anwendbarer Grundwort-
schatz gefunden werden kann, der als Basis oder Kern zum Aufbau individuell
gepra¨gter Methodensammlungen dient.
Letztlich ist eine interessante Frage darin zu sehen, mit welchen Systemen der-
artige Problemstellungen umgesetzt werden ko¨nnen. Insbesondere die Verfahren
und Systeme der Ku¨nstlichen Intelligenz mu¨ssen auf ihre Verwendbarkeit hin
gepru¨ft werden.
Zielsetzung ist es ein automatisiertes Verfahren zur Farbmanipulation vorzustel-
len, das sich durch folgende Merkmale auszeichnet:
 Bedienerfreundliches Benutzer-Interface mit hochsprachlicher Schnittstelle
 Individuelle Erweiterbarkeit und Gestaltung der Methoden
 Bereitstellung eines allgemein anwendbaren Grundwortschatzes zur Farb-
manipulation
 Eignung zur Nutzung visuell angepaßter Farbmodelle
 Optimierung auf die Belange der elektronischen Publikation
 Nutzung geeigneter Verfahren zur Speicherung, Erweiterung und Aus-
tausch des Wissens zur Farbmanipulation
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Segmentierung
Ein wesentlicher Bestandteil notwendiger Hilfsfunktionen zur Farbmanipulatio-
nen stellt die Segmentierung dar. Sofern nur Teilregionen des Bildes bearbeitet
werden sollen, ist eine bildpunktgenaue Maskierung dieser Bereiche notwen-
dig. Bedingt durch die dabei erforderliche hohe Genauigkeit muß ha¨ufig manuell
nachbearbeitet werden. Entsprechend wird auf lokal begrenzte Farbmanipulatio-
nen in vielen Fa¨llen verzichtet.
Da die Zielsetzung der Farbmanipulation in der Vera¨nderung bestimmter Farb-
werte besteht, liegt es nahe, zur Segmentierung ebenfalls auf den Farbeigenschaf-
ten des Bild aufzubauen. Ein farbtaugliches Segmentierungsverfahren kann ein-
facher die farblich relevanten Bildpunkte erfassen und so die bei ungenauer Seg-
mentierung auftretenden Farbsa¨ume vermeiden.
Gegenu¨ber einer Vielzahl unterschiedlicher Segmentierungsverfahren mit einer
a¨hnlich großen Anzahl spezieller Anwendungsbereiche, la¨ßt sich fu¨r die hier
vorliegenden Randbedingungen keine bildspezifische Spezialisierung aufzeigen.
Das verwendete Bildmaterial la¨ßt grundsa¨tzlich keine allgemeine Aussage zum
Bildinhalt zu.
Eine Mo¨glichkeit den Farbbezug fu¨r die Segmentierung zu nutzen, besteht in
der Nutzung der Farbverteilung im Farbraum. Ein bestimmter Farbbereich im
Bild hat ein zugeho¨riges Cluster im dreidimensionalen Farbhistogramm zur Fol-
ge. Zur Segmentierung der betreffenden Farbbereiche mu¨ssen deren Cluster
zuna¨chst gefunden werden, um anschließend die entsprechenden Bildpunkte fu¨r
die Segmentierung markieren zu ko¨nnen. Ein Vorteil des hier vorgeschlagenen
Verfahrens besteht darin, daß alle Bildbereiche, denen dieses Farbcluster zuge-
ordnet werden kann, segmentiert werden, unabha¨ngig ob im Bild eine topologi-
scher Verbindung zwischen diesen Bereichen besteht oder nicht.
4 Ein System zur Farbmanipulation
Die Manipulation der Farbe eines Bildes zur Optimierung der Farbdarstellung
hinsichtlich des Verwendungszwecks ist keinesfalls erst als Folge elektronischer
Publikationen oder der elektronischen Verarbeitung zu sehen. Seit Beginn der
Farbdrucktechnik stellt diese Aufgabe ein breites Arbeitsfeld der Reprofotografie
dar, das in der Vergangenheit mit fotooptischen Prozessen unter Verwendung
spezieller Farbfilter und Masken bearbeitet wurde. Mit dem spa¨teren Einsatz
elektronischer Trommelscanner und Belichter konnten bestimmte Farbvera¨nde-
rungenmit einer Vielzahl von Parametern u¨ber Potentiometer eingestellt werden.
Die folgende und heute u¨bliche elektronische Bildverarbeitung (EBV) erlaubte
es, Farbvera¨nderungen durch Variation von Gradationskurven der Grundfarben
(CMYK) vorzunehmen, wobei die Kurven zu diesem Zwecke auf einem Monitor
visualisiert werden.
Die verwendeten Arbeitsabla¨ufe und -methoden passen sich jedoch vorrangig
den technischen Voraussetzungen an und nehmen nur wenig Ru¨cksicht auf die
visuell begru¨ndeten Beschreibungsformen des Menschen. Als Folge davon bleibt
die gezielte Farbtransformation eines Bildes einer Expertengruppe vorbehalten,
die durch entsprechendes Training in der Lage ist, Farba¨nderungswu¨nsche mit
Hilfe technischer Parameter umzusetzen.
Obwohl es im Bereich der digitalen Bildverarbeitung zahlreiche Verfahren zur
Erkennung, Bearbeitung sowie zur geometrischen Manipulation von Bildobjek-
ten gibt, werden Farbmodifikationen mit vergleichsweise primitiven Methoden
durchgefu¨hrt. Stand der Technik zur digitalen Farbmanipulation ist die manuelle
Vorgabe der bereits erwa¨hnten Gradationskurven, die die Umsetzung fu¨r jeweils
eine Farbkomponente festlegen.
Im Gegensatz dazu kann der Mensch recht einfach seine Farbmanipulati-
onswu¨nsche verbal formulieren. Beispiele wie mehr gru¨n oder in hellen Bildbe-
reichen weniger orange aber auch abstrakte Begriffe wie Abendstimmung, sonniger
oder freundlicher, zeigen deutlich die Diskrepanz zwischen intuitiv-verbaler und
physikalischer Beschreibung.
Sowohl bestimmte Farbmodelle wie z.B. CIELAB auf das visuelle System des
Menschen abgestimmt sind, verhindert die gewa¨hlte abstrakte Parametrisierung
53
54 4 Ein System zur Farbmanipulation
einen intuitiven, direkten Zugang fu¨r den Menschen. Daher werden diese Farb-
modelle bis heute kaum, beziehungsweise nur hinter anderen Darstellungsfor-
men versteckt, in den Anwendungen genutzt. Die abstrakte Parametrisierung
behindert eine hohe Verbreitung der visuell begru¨ndeten Farbmodelle und be-
vorzugt technisch bedingte Darstellungsformen wie z.B. RGB bzw. CMYK.
Probleme dieser Art fordern ein neues Konzept, mit dem es mo¨glich ist, eine
komfortableUmsetzung der verbalen, hochsprachlichen Vorgaben in die entspre-
chenden physikalischen Parameter auszufu¨hren, um den Zugang zum Medium
Farbe fu¨r den Menschen unabha¨ngig vom gewa¨hlten Farbmodell zu verbessern.
4.1 Beschreibungsformen der Farbmanipulation
Es sind mehrere Formen denkbar, wie ein Benutzer einem Farbmanipulationssy-
stem seine A¨nderungswu¨nsche mitteilen kann. Dieser Abschnitt stellt bekannte
Interaktionsmo¨glichkeiten vor und entwickelt daraus einen neuen Vorschlag, der
damit zur Diskussion steht.
4.1.1 Farbmanipulation u¨ber Gradationskurven
Die technische Realisierung der Farbmanipulation in Sinne einer Farbtransforma-
tion erfolgt aus Effizienzgru¨nden mit einer Lookup-Tabelle. Diese Tabelle ha¨lt fu¨r
jeden Eingangswert im Wertebereich eines Farbsignals einen zugeordneten Aus-
gangswert (Sollwert) bereit. Fu¨r die oft genutzten trichromatischen Modelle sind
dementsprechend drei Tabellen erforderlich, die die Umsetzung fu¨r jeweils einen
Kanal beschreiben. Da in vielen Farbwertbeschreibungen die einzelnen Kana¨le
mit jeweils 8 Bit verarbeitet werden, ergeben sich 256 Quantisierungsstufen pro
Kanal, die auch von der jeweiligen Lookup-Tabelle abgedeckt werden mu¨ssen.
Wa¨hrend zur mathematischen Beschreibung der Transformationsvorschrift u¨bli-
cherweise Matrizen herangezogen werden, sind zur manuellen Manipulation
grafische Darstellungen in vielen Anwendungsprogrammen realisiert. Die in
Abb. 4.1 manuell modifizierten Gradationskurven zeigen Beispiele einiger typi-
scher Funktionen und beschreiben die zugeho¨rige Auswirkung im Bild.











Abb. 4.1: Typische Modifikationen der Gradationskurven. Die Abbildung des Eingangswertes
(in) auf den Ausgangswert (out) erfolgt entsprechend der durch den Kurvenverlauf
festgelegten Zuordnung.
a) keine A¨nderung
b) Gammakorrektur bzw. Anhebung der Helligkeit
c) Kontrastanhebung im mittleren Helligkeitsbereich
d) wie c) mir zusa¨tzlicher Begrenzung des Wertebereiches (Kontrastumfang)
Diese Modifikationen, hier als Beispiel fu¨r ein Grauwertbild beschrieben, mu¨ssen im
Falle eines Farbbildes fu¨r jede Farbkomponente vorgenommen werden.
Von a) abweichende Kurvenverla¨ufe vera¨ndern die Farbdarstellung des Bildes.
Abha¨ngig vom gewa¨hlten Farbmodell ergeben sich jedoch stark unterschiedli-
che Auswirkungen der zugeho¨rigen visuellen Merkmale. Bei einem Graustufen-
bild mit der allgemein u¨blichen Zuordnung desWertes 0 fu¨r Schwarz (keine Hel-
ligkeit) und 255 fu¨r Weiß (maximale Helligkeit) bewirkt ein vertikales Anheben
großer Teile der Kurve entsprechend Abb. 4.1 b), eine Anhebung der Helligkeit in
den zugeho¨rigen Bereichen, da den Luminanzwerten des Bildes jeweils gro¨ßere
Werte zugeordnet werden.
Entsprechend beschreibt der Kontrast ein Maß fu¨r den globalen im Bild ent-
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haltenen Helligkeitsumfang. Das Histogramm eines kontrastschwachen Bildes
(Abb.4.2a)) zeigt eine typischerweise immittleren Helligkeitsbereich konzentrier-
te wenig ausgedehnte Verteilung (s. Abb. 4.3 a) ). Mit einer Gradationskurve ent-
sprechend Abb. 4.2 c) kann dieser Bereich entsprechend vergro¨ßert werden, was




Abb. 4.2: Darstellung der Kontrastanhebung am Beispiel eines Grauwertbildes.
a) Originalbild mit geringem Kontrast
b) Verarbeitetes Bild mit angehobenem Kontrast
c) Verwendete Gradationsfunktion
Insbesondere im mittleren Helligkeitsbereich des Bildes wird der Kontrast angehoben.




Abb. 4.3: Grauwert- Histogramm des Bildes Abb. 4.2
a) Originalbild mit geringem Kontrast
b) Verarbeitetes Bild mit angehobenem Kontrast
Die Luminanzverteilung umfaßt bei Bildern mit hohem Kontrast einen weiteren Be-
reich im Histogramm.
Die hier anhand eines Graustufensignals beschriebenen Effekte lassen sich ent-
sprechend auch fu¨r bestimmte Farbmodelle nutzen, sofern die Einstellungen fu¨r
jeden verwendeten Modellparameter erfolgen. Die Anhebung eine Farbkompo-
nente entspricht einer Versta¨rkung der zugeho¨rigenGrundfarbe; eine Absenkung
der Komponente entspricht einer Versta¨rkung der Komplementa¨rfarbe. Daru¨ber
hinaus erfordern die nicht unmittelbar umzusetzenden Mischfarben kombinier-
te Vera¨nderungen von 2 oder gar 3 Kurven, was sich entsprechend aufwendig
gestaltet und daher die zuvor geschilderten Probleme bereitet.
Noch aufwendiger ergibt sich der Vorgang bei Verwendung vom CIELAB.
Wa¨hrend die Modifikation der L*-Komponente weitgehend der zuvor beschrie-
benen A¨nderung eines Grauwertbildes entspricht, wobei hier allerdings unmit-
telbar die vom Menschen empfundene Bildhelligkeit umgesetzt wird, sind mit
der a* und b* Komponente vo¨llig neue Vera¨nderungen mo¨glich.
Der Buntton wird durch das a*/b* Verha¨ltnis bestimmt, wa¨hrend der Betrag die
Sa¨ttigung darstellt. Entsprechend werden die roten Farben durch ein Anheben
der positiven a* Werte und die gelben Farben durch ein Anheben der positiven
b* Werte versta¨rkt. Die Reaktion fu¨r negative Anteile von a* und b* wirkt sich
hingegen auf gru¨ne und blaue Farben aus. Abb. 4.4 verdeutlicht die Komplexita¨t
der hier durchfu¨hrbaren Farbvera¨nderungen grafisch.


































Abb. 4.4: Die Gradation der a* und b* Werte verdeutlicht den komplexen funktionalen Zusam-
menhang. Im Fall von a* wird abha¨ngig vom Vorzeichen die Sa¨ttigung fu¨r Rot (+a*)
bzw. fu¨r Gru¨n (-a*) vera¨ndert, wa¨hrend A¨nderungen im Bereich um Null graue Bild-
bereiche ro¨tlicher bzw. gru¨nlicher erscheinen lassen. b* wirkt hingegen auf die Farben
Gelb und Blau. Mischfarben mu¨ssen durch abgestimmte gleichzeitige A¨nderung bei-
der Kurven eingestellt werden. Eine gezielte Farba¨nderung durch manuelle Vorgabe
der a* und b* Gradationskurven gestaltet sich daher a¨ußerst schwierig.
4.1.2 Farbmanipulation u¨ber Auswahltabellen
Eine begrenzte Anzahl bestimmter Farbmanipulationen, realisiert durch Grup-
pen von Gradationskurven, kann mo¨glicherweise in Form von Auswahltabellen
bereitgestellt werden. Dieses stellt eine einfacheMo¨glichkeit dar, um das notwen-
dige Expertenwissen zur Durchfu¨hrung der Farbmanipulation vorab einzubrin-
gen und dem Anwender in tabellarischer Form zur Auswahl darzustellen.
Vorteilhaft sind hierbei die sehr einfache Realisierungsmo¨glichkeit und der in
Grenzen einfache Zugriff auf die bereitgestellten Manipulationsmo¨glichkeiten.
Zudem entspricht eine tabellarische Darstellung der in Programmpaketen u¨bli-
chen Methode, allgemeine Bildverarbeitungsoperatoren bereitzustellen.
Gemessen an der Komplexita¨t der Farbmanipulation u¨berwiegen jedoch die
Nachteile bei dieser Form der Darstellung.
 Die extrem hohe Anzahl der technisch mo¨glichen Farbmanipulationen la¨ßt
sich in dieser Form nicht sinnvoll abbilden. Die Tabelle wu¨rde sehr schnell
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extrem umfangreich, unu¨bersichtlich und damit unbedienbar. Es steht nur
eine begrenzte Auswahl vordefinierter Aktionen zur Verfu¨gung.
 Eine Auswahltabelle behindert individuelle Erweiterungen.
 Die Vorgaben und Begriffe sind festgelegt, wobei die hochsprachlichen Be-
zeichnungen den individuellen Anforderungen der Nutzer kaum entspre-
chen ko¨nnen.
 Modifikationen sind nur bedingt mo¨glich, da die Tabelle zuna¨chst keinen
Einblick in die Realisierung erlaubt.
 Eine Interpretation der Benutzervorgaben findet nicht statt.
Entsprechende tabellarische Zugriffsmo¨glichkeiten lassen sich daher lediglich fu¨r
bestimmte, oft triviale Realisierungen vorsehen. Fu¨r professionelle Zwecke schei-
det diese Darstellungsform aus.
4.1.3 Farbmanipulation u¨ber hochsprachliche Anweisungen
in Gegenu¨berstellung zu anderen Zugangsformen
Anstelle der engen tabellarischen Struktur ist eine Benutzerschnittstelle gefor-
dert, die einerseits auf die verbalen Formulierungswu¨nsche der Anwender Ru¨ck-
sicht nimmt, ohne andererseits durch feste Vorgaben freie Formulierungen aus-
zugrenzen. Neben der technischen Realisierungsmo¨glichkeit ist die Darstellungs-
form fu¨r den Menschen von zentraler Bedeutung. Nur wenn es gelingt, die
Farbanpassungswu¨nsche des Nutzers unmittelbar, reproduzierbar und in einer
der menschlichen Kommunikation gerechten Art umzusetzen, kann ein Gewinn
gegenu¨ber bekannten Verfahren erzielt werden. Ein weiterer Vorteil kann dar-
in bestehen, Expertenwissen zu akquirieren, um es anschließend einer gro¨ßeren
Zahl von Anwendern zur Verfu¨gung stellen zu ko¨nnen. Von den zuvor aufge-
zeigten Gestaltungsmo¨glichkeiten der Benutzerschnittstelle eines Farbmanipula-
tionssystems stellt die hochsprachliche Anweisung einen neuen und dabei den
vermutlich leichtesten Zugang fu¨r den Menschen zum Medium Farbe dar. Der
Schulungsaufwand ist aufgrund der fu¨r den Anwender gewohnten Kommuni-
kationsform geringer als bei anderen Zugangsformen. Daru¨ber hinaus erlaubt
die verbale Beschreibung in der Regel eine effiziente, leistungsfa¨hige Komman-
dou¨bermittlung.
Gegenu¨ber der Farbmanipulation mit Gradationskurven entfa¨llt bei der hoch-
sprachlichen Beschreibung die Notwendigkeit eigene Anpassungswu¨nsche ma-
nuell in Parametervorgaben umzusetzen und anzuwenden. Erfahrungen aus
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dem Druckvorstufenbereich machen deutlich, daß diese Form des Zugangs zur
Farbbearbeitung nur trainierten Experten mo¨glich ist, die durch sta¨ndige prak-
tische Anwendung ihr Wissen erhalten und ausbauen. Trotzdem bestehen hier
große Probleme im Hinblick auf die Reproduzierbarkeit der Ausfu¨hrung, sowie
des Abgleichs der Arbeitsergebnisse zwischen mehreren Bearbeitern.
Tabellarisch organisierte Darstellungen genießen den Vorteil einer vergleichswei-
se einfachen technischen Realisierung in Form einer Steuerung. Insbesondere die
Reproduzierbarkeit kann sehr leicht sichergestellt werden. Nachteilig wirkt sich
hingegen der geringe Funktionsumfang aus. Die Forderung nach einer u¨bersicht-
lichen Darstellung beschra¨nkt die Vielfalt, da ein umfassendes Funktionsangebot
Probleme bei der Realisierung der Benutzerschnittstelle aufwirft. Die Funktions-
darstellung der mo¨glichen Farbmanipulationsformen kann kaum durch ausrei-
chend eindeutige, orthogonale Begriffe repra¨sentiert werden. Obwohl ein indi-
vidueller Anwender eine beachtliche Vielfalt an Farba¨nderungen hochsprach-
lich beschreiben kann, sind die gewa¨hlten Begriffe nur schwer mit Darstellun-
gen anderer Anwender in Einklang zu bringen. Die Beschreibungsformen der
Farba¨nderungswu¨nsche zeigen ausgepra¨gte individuelle Eigenschaften, was ei-
ner Globalisierung und einer einheitlichen Darstellung entgegensteht. Vorteilhaft
hingegen lassen sich Steuerungenmit tabellarischem Zugriff einsetzen, wenn nur
ein sehr begrenzter Funktionsumfang fu¨r einfache, elementare Funktionen abzu-
bilden ist.
Allgemein sprachverstehende Systeme beru¨hren aufgrund ihrer Komplexita¨t
mehrere wissenschaftliche Disziplinen. Systeme zum automatischen Verstehen
gesprochenen Sprache sind umfassend in [Sag90, Kum92] untersucht und dar-
gestellt. Gegenu¨ber einer vergleichsweise einfachen Spracherkennung, bei der
zuna¨chst lediglich die korrekte schriftliche Wiedergabe des gesprochenenWortes
imVordergrund steht, habenVerfahren zumautomatischen Verstehen gesproche-
ner Sprache das Ziel, aus dem Gesprochenen das Gemeinte zu erschließen.
Erfolgreiche Anwendungen dieser Systeme setzen in der Regel jedoch eindeuti-
ge, unmißversta¨ndliche Zielvorgaben voraus. Die aufgefu¨hrten Einsatzbereiche,
wie z.B. eine Zug-Fahrplanauskunft, lassen eine klare Bewertung der vom Sy-
stem gelieferten Ergebnisse zu und bieten daher eine geeignete Mo¨glichkeit, die
Leistungsfa¨higkeit des Systems unter Beweis zu stellen.
Deutlich aufwendiger hingegen gestaltet sich ein derartiges System, wenn die
Zielvorgabe einer zusa¨tzlichen Interpretation bedarf. Die bereits erwa¨hnte indivi-
duelleWortwahl bei der hochsprachlichen Beschreibung von komplexen Farbma-
nipulationen fordert bereits im Fall der normalen zwischenmenschlichen Kom-
munikation oft zusa¨tzliche Erla¨uterungen. Nicht selten muß die farbbeschreiben-
de Kommunikation, z.B. zwischen Auftraggeber, Agentur und Publisher, anfangs
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durch Farbtabellen, Bildbeispiele und Diskussionen unterstu¨tzt werden, damit
das gewu¨nschte Ziel erreicht werden kann. Erst mit der Zeit bildet sich ein eige-
ner, in dieser Gruppe akzeptierter Wortschatz aus, der zur weiteren Farbkommu-
nikation angewendet werden kann. Entsprechend schwieriger gestaltet sich die
Aufgabe einer automatischen Auswertung.
Eine Beobachtung der Kommunikation innerhalb der Arbeitsguppen la¨ßt sich
durch folgende Punkte zusammenfassen:
 Es existiert kein eindeutiger, umfassender (komplexer), global gu¨ltiger
Wortschatz zur Farbbearbeitung.
 Es existierenwenige, sehr einfache, farbbezogeneAnweisungen zur Farbbe-
arbeitung, die allgemein akzeptiert sind und zumindest trendgerecht um-
gesetzt werden ko¨nnen (Bsp: Blau heller).
 Abstrakte, umschreibende Anweisungen ko¨nnen erst nach intensiver Ab-
stimmung der Kommunikationspartner eindeutig verwendet werden. (Bsp.
sonniger, freundlicher)
 Der komplexe, erweiterte Wortschatz wird mit der Zeit innerhalb einer ge-
schlossenen Arbeitsgruppe aufgebaut.
 Geschlossene Arbeitsgruppen nutzen einen lokal gu¨ltigen Wortschatz.
Diese Punkte legen einige Folgerungen nahe:
 Die Vorgabe eines umfangreichen, komplexen Farb-Wortschatzes sollte ver-
mieden werden.
 Wenige einfache Begriffe ko¨nnen eindeutig verwendet werden.
 Ein leistungsfa¨higer, komplexer Wortschatz muß vom Anwender selbst de-
finiert werden ko¨nnen.
 Die Mo¨glichkeit zum individuellen Ausbau des Wortschatzes ist notwen-
dig.
 Dem individuellen Charakter der Wahl der Begriffe muß entsprochen wer-
den.
Hieraus kann folgende Vorgehensweise fu¨r eine mo¨gliche Realisierung abgeleitet
werden:
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 Es ist zu pru¨fen, ob ein begrenzter Basis-Wortschatz (Grundwortschatz) ge-
funden werden kann, dessen Begriffe als bekannt vorausgesetzt werden
ko¨nnen bzw. leicht vermittelbar sind.
 Trotz des geringen Umfangs des Grundwortschatzes muß eine vollsta¨ndige
Beschreibung der beno¨tigten Farbmanipulationen mo¨glich sein.
 Es sind Verfahren vorzusehen, die eine individuelle Erweiterungsmo¨glich-
keiten des Wortschatzes zulassen, indem eine aus bekannten Begriffen er-
stellte Anweisung neue ggf. komplexere Begriffe definiert.
 Das durch die individuellen Erweiterungen aufgenommene Wissen zur
Farbverarbeitungmuß einer Arbeitsgruppe oder einem Projekt zugeordnet
werden ko¨nnen, damit separierbar und austauschbar sein, um z.B. verschie-
denen Arbeitsgruppen den Zugang zu einem System zu ermo¨glichen.
Ein derartig vom Anwender aufgebauter Wortschatz, dessen Begriffe einer un-
mittelbaren Umsetzung zugeordnet sind, bietet die Voraussetzung fu¨r eine nut-
zergerechte Umsetzung der hochsprachlich formulierten Anweisungen, wobei
die Notwendigkeit einer Interpretation entfa¨llt.
Gegenu¨ber dem automatischen Verstehen gesprochener Anweisungen, stellt der
vorgegebene und erweiterte Wortschatz zuna¨chst eine Einschra¨nkung dar. Die-
sem Nachteil steht allerdings ein deutlicher Gewinn an Eindeutigkeit trotz der
vorhandenen, unscharfen Zielvorgaben entgegen. Die in der Kommunikation zur
Farbe erkennbaren Ma¨ngel lassen wenig Aussicht auf Erfolg fu¨r die automati-
sche Verarbeitung vermuten. Der Einsatz eines individuell erstellten und dabei
definierten Wortschatzes kann genau diesem Schwachpunkt entgegentreten. Se-
parierbarkeit und Austauschbarkeit des Wortschatzes reduzieren die zuvor ge-
nannte Einschra¨nkung auf ein Minimum und ermo¨glichen eine unmißversta¨nd-
liche und effiziente Kommunikation.
Der Einsatz einer vorgeschalteten Spracherkennung im Sinne einer speech-to-text
Umsetzung ist hiervon unberu¨hrt. Selbstversta¨ndlich ko¨nnen derartige Module
zur Verbesserung des Bedienerkomforts eingesetzt werden, um den Aufwand
der Tastatureingaben zu minimieren.
4.2 Systemarchitektur Farbmanipulation
Wa¨hrend eine menu¨gesteuerte Farbbearbeitung eine relativ direkte Ansteuerung
der bildverarbeitenden Operatoren gestattet, sind fu¨r ein Systemmit hochsprach-
licher Schnittstelle zusa¨tzliche Funktionsgruppen notwendig.















Abb. 4.5: Systemarchitektur der Farbmanipulation
Die farbverarbeitenden Operatoren sind Teil des Bearbeitungspfades.
Die Anweisungen eines Nutzers setzt das in Abb. 4.5 dargestellte System in ei-
ne geeignete Parametrisierung um, mit der die Bildverarbeitungsoperatoren die
gewu¨nschte Farba¨nderung ausfu¨hren. Dazu ist es erforderlich, die hochsprach-
lichen Anweisungen im System zu verstehen. Obwohl kein allgemein sprach-
verstehendes System realisiert wurde, beno¨tigt auch der vorliegende Anwen-
dungsfall Wissen zur Semantik der Worte sowie Wissen zur grammatischen Be-
deutung. Z.B. mu¨ssen kombinierte Vorgaben in Einzelziele getrennt werden. Das
Wissen zu den aktuell angewendeten Farbmodellen dient in einer anschließen-
den Modifikationsphase dazu, diese Einzelziele auf das verwendete Farbmodell
abzustimmen. In einem letzten Schritt erfolgt die Umsetzung der Ergebnisse in
fu¨r das Farbmodell spezifische Parameter, mit denen die Operatoren der Bild-
verarbeitung versorgt werden. Die Wissensbasis mit dem Wissen zu Semantik,
Farbmodell und Farb-Operatoren stellt eine vom System separierbare Einheit dar
[Pup91].
Ein wesentlicher Vorteil dieser der fu¨r wissensbasierte Systeme kennzeichnenden
Trennung zwischen Steuerung, Operatoren und Wissen u¨ber Farbmodelle und
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Farbmodifikationen, besteht in der hohen Unabha¨ngig der Lo¨sung von einem
spezifischen Farbmodell. Bereits in Abschnitt 2.4 wurde hervorgehoben, daß fu¨r
die beabsichtigte Anwendung keine eindeutige Empfehlung fu¨r ein bestimmtes
Farbmodell existiert, bzw. neue Entwicklungen eine Anpassung erforderlich ma-
chen ko¨nnen. Die vorgeschlagene Systemarchitektur mit separierbarer Wissens-
basis erlaubt die gewu¨nschte weitgehend farbmodell-unabha¨ngige Lo¨sung. Die
in einer Studie ausgefu¨hrte Realisierung des Systems [Knu95] wurde zur U¨ber-
pru¨fung daher fu¨r RGB- und CIELAB-Daten ausgelegt. Die im bildverarbeiten-
den Teil erforderlichen Anpassungen, beispielsweise hinsichtlich der jeweiligen
Datenformate, konnten vergleichweise einfach erfolgen.
4.3 Definition eines Grundwortschatzes zur
Farbmanipulation
Eine Modifikation der Komponenten des CIELAB mittels Gradationskurven ge-
staltet sich als nahezu unmo¨glich, da mit einem Parameter gleichzeitig mehrere
Farbenbeeinflußt werden. Beispielsweise vera¨ndern positive a*Werte den Rotan-
teil, wa¨hrend negative Anteile die Farbe Gru¨n beeinflussen. Fu¨r b* gelten diese
Aussagen entsprechend zu den Farben Blau und Gelb. Analysiert man die a*-b*
Ebene gema¨ß ihrer Wirkung auf die zuvor genannten Farben, lassen sich die in
Abb. 4.6 genannten Bezeichnungen definieren.























Abb. 4.6: Bezeichnungen und Begriffe zur hochsprachlichen Beschreibung der CIELAB Farbe-
bene. Die Begriffe erfassen die gesamte Ebene, wobei eine Unterscheidung in Farbto¨ne
und Farbbereich, einen Sektor bzw. eine Halbebene abgrenzt. (vgl. hierzu Abb. 2.9)
Die Begriffe ermo¨glichen einen Zugriff auf die gesamte Farbebene und damit
auf alle darstellbaren Farben. Hieraus ist nun ein Grundwortschatz abzuleiten,
der die Beschreibung aller relevanten Farbmanipulationen erlaubt. Es besteht
zuna¨chst nicht die Absicht eine Vollsta¨ndigkeit in Bezug auf die mo¨gliche indivi-
duelle Vielfalt der Beschreibungsformen mit diesem Vorschlag abzudecken, son-
dern wenige unmißversta¨ndliche Beschreibungsformen zu finden, die die Farb-
fla¨che vollsta¨ndig erreichen. Der Grundwortschatz stellt eine Basis bereit, auf der
im Anschluß weitere, nahezu beliebige, benutzerspezifische Bezeichungen ver-
einbart werden ko¨nnen.
Dieses bildet die Grundlage, durch Kombination vorhandener und zusa¨tzlich de-
finierter Begriffe, neue, komplexere Anweisungen zu erga¨nzen. Der Farbmani-
pulationsumfang ist uneingeschra¨nkt abbildbar, da jeder Punkt der a*-b* Ebene
ausgewa¨hlt werden kann.
Entsprechend Abb. 4.6 erfolgt eine farbtonabha¨ngige Einteilung in die Begriffe
Grauto¨ne, Rotto¨ne, Gru¨nto¨ne, Gelbto¨neund Blauto¨ne, sowie deren umfassendere Be-
schreibungsformen Rotbereich, Gru¨nbereich, Gelbbereich und Blaubereich. Farbto¨ne
und Farbbereiche unterscheiden sich dabei im O¨ffnungswinkel des vom Ur-
sprung ausgehenden Sektors der CIELAB-Ebene. Wa¨hrend ein Farbbereich durch
die 180 Grad O¨ffnung eine ganze Halbebene beschreibt und so jeden Punkt mit
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einem Anteil > 0 der Farbe umfaßt, bezeichnet der Begriff Farbto¨ne einen redu-
zierten 90 Grad Sektor.
Zur tonwertabha¨ngigenBeschreibung erfolgt die Bestimmung in Abha¨ngigkeit von
der Helligkeit. Die Bezeichnung fu¨r dunkle, mittlere und helle Bereiche u¨berneh-
men die in der Druckvorstufe u¨blichen Begriffe Tiefen, Mitten und Lichter. Als
Merkmale fu¨r Vera¨nderungen im Tonwertbereich dienen Kontrast, Helligkeit und
Farbe, wa¨hrend der Farbton bezu¨glich Sa¨ttigung, Helligkeit und Farbe modifiziert
werden kann. Zur quantitativen Beschreibung werden die Begriffe mehr, weniger
sowie etwas, viel und wesentlich eingesetzt.
Einen Sonderfall stellt das Kolorieren dar, da hierzu das Bild zuna¨chst in ein Grau-
wertbild und anschließend in Abha¨ngigkeit von der Helligkeit mit einem globa-
len Farbton ausgestattet wird.
Tonwertabha¨ngige Farbmanipulation
Tiefen etwas mehr Helligkeit
Mitten - (kolorieren) Rot, Gru¨n,. . .












Tabelle 4.1: Grundwortschatz fu¨r die tonwert- und farbtonabha¨ngige Farbmanipulation
Die Tab. 4.1 zeigt die fu¨r die Formulierung der Farbmanipulation notwendigen
Begriffe. Die Menge dieser Begriffe bildet einen Wortschatz der die Basis fu¨r eine
individuell ausbaubare Begrifflichkeit darstellt. Der Anwender kann, ausgehend
vom Grundwortschatz, Erweiterungen durch Definition neuer abstrakter Begrif-
fe vornehmen. Synonyme ersetzen fu¨r den individuellen Anwender ungewohnte
Wo¨rter (Bsp. Schatten ersetzt bzw. erga¨nzt den Begriff Tiefen); Zusammenfassun-
gen erweitern die Ausdrucksmo¨glichkeiten und Flexibilita¨t (Bsp. heller fu¨r mehr
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Helligkeit). Sogar spezielle Kunstbegriffe wie freundlicher oder sonniger lassen sich
so aufnehmen.
Der Wortschatz spiegelt zu einem bestimmten Teil das im System enthaltene
Farbwissen wieder. Ein Ausbau des Wortschatzes geht so mit einer Wissenser-
weiterung einher. Die Akquisition von Expertenwissen erfolgt hierbei indem eine
Erweiterung des Wortschatzes stattfindet.
Die Komplexita¨t der mo¨glichen Farbmanipulationen soll anhand des folgenden
Beispiels angedeutet werden. Der Grundwortschatz ermo¨glicht durch Kombi-












Tabelle 4.2: Hochsprachliche Abstufungen der mo¨glichen Manipulationen
Bezogen auf den neutralen Wert sind somit vier versta¨rkende und vier ab-
schwa¨chende Parametrisierungen vorhanden, die den Verlauf der Gradations-
kurve anheben bzw. absenken. Die dem jeweiligen Begriff zugeordnete prozen-
tuale A¨nderung kann individuell gewa¨hlt werden. Gegenu¨ber einer gleichverteil-
ten Skala, empfiehlt es sich, die Werte am Neutralpunkt etwas dichter zu plazie-
ren und nur die Extremwerte (wesentlich) besonders hervorzuheben. In der An-
wendung wurde mit den Werten 1%, 3%, 5% und 10% gearbeitet. Die Untertei-
lung des Aktionsbereiches in drei Bereiche (Tiefen, Mitten, Lichter) bedeutet, daß
sich 93 = 729 verschiedene Manipulationsformen des jeweiligen Werteverlaufes
ergeben. Die Vielzahl der unterschiedlichen Farba¨nderungen la¨ßt sich somit in
hochsprachlicher Form a¨ußerst kompakt mit wenigen Begriffen ausdru¨cken und
beschreiben.
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4.4 Operatoren zur Farbmanipulation
Der in Abschnitt 4.3 definierte Grundwortschatz beno¨tigt zur operativen Um-
setzung die zugeho¨rigen bildverarbeitenden Methoden. Entsprechend der hoch-
sprachlichen Beschreibung sind die Algorithmen zu spezifizieren und zu ent-
wickeln. Dabei muß jede mit dem Grundwortschatz beschreibbare Form der
Farbmanipulation, durch eine bildverarbeitende parametrisierbare Methode re-
pra¨sentiert werden. Die in Tab. 4.1 aufgezeigte Unterscheidung zwischen ton-




Wie aus Tabelle 4.1 ersichtlich, sind unter den tonwertabha¨ngigen Aktionen
Helligkeits- bzw. Kontrasta¨nderungen zu verstehen. Im CIELAB wirken diese
Vera¨nderung lediglich auf den L*-Wert, was eine gegenu¨ber anderen Farbmo-
dellen deutlich vereinfachte Realisierung ermo¨glicht. Fu¨r die Modifikation der
Helligkeit entsprechend der Aktionsbereiche Tiefen, Mitten und Lichter werden
drei diskrete Helligkeitswerte festgelegt. Der an das visuelle System des Men-
schen angepaßte Helligkeitsverlauf des L*-Wertes erlaubt eine einfache a¨quidi-
stante Positionierung der Aktionsbereiche an Randpunkten und Mittelwert von
L*. In Abb. 4.7 ist die Zuordnung der Aktionsbereiche Tiefen, Mitten, Lichter zu
sehen.
Damit sind die Aktionsbereiche, mo¨gliche Parametrisierungen und resultierende
Funktionen festgelegt. Abb 4.7 faßt dieses in einer Grafik zusammen.





















Abb. 4.7: Die tonwertabha¨ngige Helligkeitsmanipulation erfolgt durch Vorgabe der gewu¨nsch-
ten Helligkeitsa¨nderung fu¨r jeden Aktionsbereich (Tiefen, Mitten, Lichter). Entspre-
chend kann die Funktion manipuliert werden. Eine Anhebung der Kurve erho¨ht die
Helligkeit, eine Absenkung reduziert die Helligkeit des Bildes. Die Parametrisierung
erfolgt entsprechend der durch Tab 4.2 festgelegten Einteilungen.
Mit diesen 9 diskreten Stu¨tzwerten pro Aktionsbereich ergeben sich 93 = 729 ver-
schiedene Manipulationsformen der Bildhelligkeit aus nur 9 Begriffen im Grund-
wortschatz zur Helligkeitsmodifikation. Zwei Beispiele dazu sind in Abb. 4.8
wiedergegeben.


































(b) Mitten weniger Helligkeit und Lichter
etwas mehr Helligkeit
Abb. 4.8: Beispiele zur tonwertabha¨ngigen Helligkeitsmanipulation. Im Beispiel (b)
wird durch die Anhebung im Bereich Lichter der Wertebereich verlassen. Ent-
sprechend wird hier eine Begrenzung auf den Maximalwert durchgefu¨hrt.
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Tonwertabha¨ngige Kontrastmanipulation
Die ebenfalls in der tonwertabha¨ngigen Farbmanipulation vorgesehene Anpas-
sung des Bildkontrastes erfordert eine Vera¨nderung der Steigung in den jewei-
ligen Aktionsbereichen. Mit neun diskreten Steigungswerten fu¨r die Umsetzung
der hochsprachlichen Vorgaben kann diese Kontrastmanipulation vorgenommen



















Abb. 4.9: Die tonwertabha¨ngige Kontrastmanipulation erfolgt durch Vorgabe der gewu¨nschten
Kontrasta¨nderung fu¨r jeden Aktionsbereich (Tiefen, Mitten, Lichter). Entsprechend
kann die Steigung an diesen Punkten der Funktion vorgegeben werden. Die Steigung
1 la¨ßt den Kontrast unvera¨ndert. Ho¨here Werte versta¨rken, niedrigere Werte flachen
den Kontrast ab. Sinngema¨ß zu Abb. 4.7 werden auch hier die Begriffe aus Tab. 4.2
verwendet.
Der Neutralwert entspricht der Steigung 1. Gro¨ßere Werte erho¨hen den Bild-
kontrast im jeweiligen Aktionsbereich; Werte kleiner 1 flachen den Kontrast ab.
Abb. 4.7 zeigt ein Beispiel zu den auch hier vorhandenen 729 Mo¨glichkeiten












Abb. 4.10: Ein Beispiel zur tonwertabha¨ngigen Kontrastmanipulation. Die Funktion zur Rea-
lisierung der Anweisung: Mitten mehr Kontrast
















+ E  L
in
+ F (4.2)
Mit diesem Polynom lassen sich die Operatoren zur tonwertabha¨ngigenManipu-
lation der Bildhelligkeit und des Bildkontrastes in nahezu beliebigen Abstufun-
gen bereitstellen. Mit wenigen Begriffen des Grundwortschatzes sind damit eine
sehr hohe Anzahl tonwertabha¨ngiger Helligkeits- und Kontrastmanipulationen
beschrieben.
Tonwertabha¨ngige Farbmanipulation
Die tonwertabha¨ngige Farbmanipulation hingegen erfordert weitere Maßnah-
men. Damit sich auch Anforderungen der Form: Tiefen mehr Rot oder Mitten viel
mehr Gru¨n umsetzen lassen, ist neben der Gradation des L*-Wertes auch der a*
und b* Wert anzupassen. a
out





in Abha¨ngigkeit von b
in
und L. Abb. 4.11 zeigt die notwendigen Akti-
onspunkte.

































(b) Beispiel:Mitten mehr Rot
Abb. 4.11: Tonwertabha¨ngige Farbmanipulation
Jeweils drei der neun Aktionspunkte werden in diesem Fall zu einer Gruppe zu-
sammengefaßt und gemeinsam vera¨ndert. Dem Begriff Lichter sind die drei Ak-
tionspunkte L = 1 zugeordnet, wa¨hrend L = 0; 5 dem BegriffMitten entspricht
und u¨berTiefen die drei Aktionspunkte bei L = 0 gemeinsam angesprochenwer-
den. Bedingt durch die Gruppierung von jeweils drei Stu¨tzpunkten, lassen sich
die Funktionsgleichungen vereinfacht mit
a
out
= A  L
2






= A  L
2
+B  L+ C + b
in
(4.4)
festlegen. Auch hier sind 93 = 729 verschiedene Manipulationsformen mo¨glich.
Ein Beispiel dazu zeigt Abb. 4.11 b).
4.4.2 Farbtonabha¨ngige Operatoren
Die farbtonabha¨ngige Anpassung der Bilddaten erfolgt u¨ber den Zusammen-
hang der jeweiligen Farbart und eines visuellen Merkmals. Statt eines ton-
wertabha¨ngigenMerkmals (Tiefen, Mitten, Lichter) tritt nun eine Farbart (Rotto¨ne,



































(b) Beispiel: Blauto¨ne weniger Rot
Abb. 4.12: Farbtonabha¨ngige Farbmanipulation
Gelbto¨ne, . . . , Rotbereich, . . . ) an diese Stelle. Neben der farbtonabha¨ngigen Farb-
manipulation kann auch eine farbtonabha¨ngige Helligkeitsmanipulation durch-
gefu¨hrt werden.
Farbtonabha¨ngige Farbmanipulation
Die Grundfunktion fu¨r die farbtonabha¨ngige Farbmanipulation ist in Abb 4.12 a)
dargestellt.
Entsprechend der in Abschnitt 4.3 definierten Begriffe werden neun Aktions-
punkte in der Ebene festgelegt, die eine geeigneteModifikation der Farbto¨ne und




































































fu¨r b*. Ein Beispiele zeigt Abb 4.12 b) dargestellt.




























(b) Beispiel: Blauto¨ne mehr Helligkeit
Abb. 4.13: Farbtonabha¨ngige Helligkeitsmanipulation
Farbtonabha¨ngige Helligkeitsmanipulation
Die farbtonabha¨ngige Helligkeitsmanipulation (Bsp.: Rotto¨ne mehr Helligkeit)






; a; b) (4.7)
la¨ßt sich leider nicht mehr mit einer dreidimensionalen Grafik darstellen. Es bie-
tet sich hingegen eine spezielle Darstellungsform an, da die Modifikation der
Helligkeit tonwertunabha¨ngig erfolgt. Indem der zugefu¨hrte Helligkeitswert iso-





= f(a; b) + L
in
(4.8)
durch Addition eines L*-Eingangswertes mit f(a; b). Der Zusammenhang kann


















Grundfunktion und ein Beispiel sind in Abb. 4.13 gezeigt.
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4.5 Wissensverarbeitung
Die in Abb. 4.5 gezeigte Systemarchitektur zur Farbmanipulation beinhaltet ein
wissensbasiertes System als wesentliches Modul zur Interpretation und Umset-
zung der hochsprachlichen Anweisungen in geeignete, dem jeweiligen Farbmo-
dell angepaßte Parameter, zur Ansteuerung der farbbildverarbeitenden Operato-
ren. Unter einem wissensbasierten System wird in dieser Arbeit ein Programm
verstanden, dessen Aufbau eine klare Trennung zwischen der Steuerungskom-
ponente und dem Wissen zur Problemlo¨sung gestattet. Dadurch kann beispiels-
weise ein Austausch des Wissens zur Anpassung an neue Problemstellungen
erfolgen (siehe auch [Sag85, Lie89, Pup91, Alt92]). Konventionelle Programme,
die selbstversta¨ndlich ebenfalls u¨ber Wissen zur Problemlo¨sung verfu¨gen, lassen
hingegen diese Trennung nicht zu, da deren Wissen ein Bestandteil des Program-
mablaufes bzw. des Algorithmus ist. Wissen und Steuerung sind dort untrenn-
bar gekoppelt. Die Programmsteuerung entha¨lt implizites Wissen. Ein Austausch
des Wissens erfordert bei konventionellen Programmen eine Neuprogrammie-
rung. Beiden Realisierungen, wissensbasierten Systemen wie auch konventionel-
len Programmen, werden identische Daten zur Verarbeitung zugefu¨hrt.
DieWissensbasis des vorgeschlagenen Systems zur Farbmanipulation entha¨lt ne-
ben dem Wissen zur Semantik auch alle erforderlichen Wissenskomponenten
des vorliegenden Farbmodells und der Farb-Operatoren. Ein wesentlicher Vor-
teil der Verwendung eines wissensbasierten Systems gegenu¨ber einer konven-
tionellen Lo¨sung besteht in der flexiblen Anpassung des Systems an ein neues
Farbmodell oder eine individuelle Farbterminologie, durch den vergleichsweise
einfachen Austausch der Wissensbasis. Zudem gestaltet sich die Wissensakquisi-
tion deutlich einfacher als bei konventionellen Programmen, da zur Erweiterung
der separaten Wissensbasis keine Programmierta¨tigkeit erforderlich ist, sondern
die problembezogeneDarstellung desWissens in der jeweiligen Repra¨sentations-
form erga¨nzt wird.
Eine diesbezu¨glich vo¨llig freie Gestaltung der Wissensbasis kann hingegen durch
Widerspru¨che, Doppeldeutigkeiten und U¨berschneidungen in der Wissensdar-
stellung Probleme verursachen, die besondere Strategien zur Konfliktlo¨sung er-
forderlich machen. Zielsetzung der vorliegenden Realisierung war es daher, mit
einer geeignetenWissenrepa¨sentation, einer vereinfachten Darstellungsform und
einer Beschra¨nkung auf einen u¨berschaubaren Umfang derartige Probleme ge-
ring zu halten, bzw. ganz zu vermeiden. Insbesondere der nachfolgend beschrie-
benenWahl der Wissensrepra¨sentation kommt dabei eine hohe Bedeutung zu.
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4.5.1 Wissensrepra¨sentation
Die Trennung zwischen Wissen und Problemlo¨sungsstrategien bedingt eine Sy-
stemarchitektur, wie sie bereits in Abb. 4.5 dargestellt wurde. Eine weitere wich-
tige Entscheidung betrifft die Wahl einer dem Problem angepaßten Form der
Wissensrepra¨sentation. Eine U¨bersicht zu einigen Repra¨sentationsformen ist in
[Sha92] enthalten. Fu¨r die Systemgestaltung wurden zwei verbreitete unter-
schiedliche Formen, die semantischen Netze sowie die regelbasierten Systeme
auf ihre Eignung hin u¨berpru¨ft.
Semantische Netze ermo¨glichen eine u¨bersichtliche, hierarchische Strukturie-
rung der Wissensinhalte, da diese zudem grafisch aufbereitet dargestellt werden
ko¨nnen. In der Literatur sind neben vielen anderen Anwendungsbereichen auch
Beispiele im Bereich der Bildverarbeitung und insbesondere der Sprachanalyse
zu finden [Nie87, Pau92, Kum93, Lie97].
Regelbasierte Systeme stellen eine ha¨ufig anzutreffende Form der Wissensre-
pra¨sentation sogenannter Expertensysteme dar. DasWissen ist hierbei durch eine
Menge von Regeln dargestellt, die jede fu¨r sich eine bestimmte Aktion beinhaltet,
die bei einer ebenfalls in der Regel beschriebenen Situation auszufu¨hren ist. Ein
solcher Regelsatz in der Form
 Regel 1: Wenn Situation A vorliegt, dann Aktion X ausfu¨hren.
 Regel 2: Wenn Situation B vorliegt, dann Aktion Y ausfu¨hren.
 Regel 3: Wenn Situation C vorliegt, dann Aktion Z ausfu¨hren.
 usw.
bildet zusammen mit einem Regelinterpreter den Kern des Systems, der dem
Kontrollfluß anweisungsbasierter, konventioneller Programme entspricht. Die
Wissenserweiterung gestaltet sich vergleichsweise einfach, da lediglich neue Re-
geln zum bestehenden Regelsatz hinzugefu¨gt werden mu¨ssen. Bei konventionel-
len Programmen hingegen muß dazu der Kontrollfluß vera¨ndert und angepaßt
werden, was eine A¨nderung der Software erforderlich macht. Semantische Netze
lassen eine Wissenserweiterung durch die Einbindung neuer Netzelemente zu.
Da fast jeder Experte auf Anhieb einige Regeln aus seinem Fachbereich nennen kann und
durch die Verknu¨pfung schon relativ weniger Regeln oft eine erstaunliche Leistungsfa¨hig-
keit erreicht wird, ist der regelbasierte Programmierstil fu¨r Expertensysteme sehr popula¨r
geworden. [Pup91]
Natu¨rlich hat auch diese Erweiterungsmo¨glichkeit Grenzen, die insbesondere
dann auftreten, wenn die Menge der Regeln nicht mehr insgesamt u¨berblickt
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werden kann und widerspru¨chliche oder gar falsche Regeln aufgenommen wer-
den. Bezogen auf den vorliegenden Anwendungsfall la¨ßt der bereits dargestellte,
sehr kompakte Grundwortschatz (siehe Tabelle 4.1) vermuten, daß derartige Pro-
bleme vermieden werden ko¨nnen, bzw. gering ausfallen. Daru¨ber hinaus besteht
die Mo¨glichkeit, die Menge der Regeln thematisch zu unterteilen und Kontexte
zu bilden, was bei großen Systemen eine verbesserte U¨bersichtlichkeit schafft.
Im Rahmen der Voruntersuchungen war es fu¨r eine Wissensrepra¨sentation
mit semantischen Netzen nicht gelungen, eine vergleichbar einfache Erweite-
rungsmo¨glichkeit zu erreichen. Obwohl semantische Netze bei der Sprachanaly-
se ein vorteilhaftes Verhalten zeigen [Kum92], gelang die Erweiterung auf Farb-
modelle und Farboperatoren nur mit deutlich ho¨herem Aufwand. Begu¨nstigt
wird dies insbesondere durch die Beschra¨nkung des Wortschatzes und die einfa-
che Semantik der hochsprachlichen Schnittstelle. Ein allgemein sprachverstehen-
des System fordert hingegen andere Voraussetzungen (siehe [Sag90, Kum92]),
die im vorliegenden Fall nur begrenzt zutreffen. Innerhalb des hier vorgestell-
ten Verfahrens zur Farbmanipulation steht die leichte und benutzerfreundliche
Erweiterung des Farbwissens im Vordergrund.
Die intuitive Erweiterungsmo¨glichkeit regelbasierter Systeme kann fu¨r das Farb-
wissen anschaulich realisiert und weitgehend universell ausgelegt werden. Die
fu¨r den Anwender nicht unmittelbar erkennbaren und zuzuordnenden Bezie-
hungen der Farben zueinander bedeuten fu¨r den Aufbau eines semantischen
Netzes einen deutlich ho¨heren Pflegeaufwand. Die Zuordnung einer neuen Wis-
senskomponente (einer neuen Regel) zu einem Themenbereich kann bei regel-
basierten Systemen durch Kontexte erreicht werden. Gegenu¨ber einer exakten
Beschreibung der Abha¨ngigkeiten und Aktionen zu im Netz benachbarten Kom-
ponenten, kann die thematische Eingliederung in Regelgruppen vom Anwender
wesentlich leichter ausgefu¨hrt werden.
Hinsichtlich der mit dem System zu bearbeitenden Aufgaben, wie die Analy-
se hochsprachlicher Eingaben, die anschauliche Darstellung des erforderlichen
Farbwissens und die Konfigurationsfunktion der farbverarbeitendenOperatoren
sind vorteilhafte Realisierungsmo¨glichkeiten auf der Basis regelbasierter Systeme
zu erwarten. Die fu¨r Regeln typische, problemorientierte natu¨rliche Formulie-
rungsmethode erho¨ht die Lesbarkeit fu¨r den Anwender und bietet gute Voraus-
setzungen fu¨r eine hohe Effizienz der Wissensakquisition (siehe auch [Pup91]).
Die nachfolgende Beschreibung vermittelt einen Eindruck der zurWissensakqui-
sition notwendigen Aktionen. Entsprechend der Systemarchitektur in Abb. 4.5
wird die hochsprachliche Anweisung mit den Funktionsblo¨cken Interpretation,
Modifikation und Parametrisierung schließlich in numerischer Form den farbbild-
verarbeitenden Operatoren zugefu¨hrt. Die Funktionsblo¨cke werden im folgen-
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den beschrieben.
4.5.2 Hochsprachliche Schnittstelle - Interpretation
Die hochsprachlichen Vorgaben des Anwenders entsprechen im einfachsten Fall
dem in Abschnitt 4.3 vorgestellten Grundwortschatz. U¨blich sind jedoch Anwei-
sungen aus einem vom Anwender erweitertenWortschatz mit nahezu beliebigen
Formulierungen. Bezu¨glich des Satzbaus bestehen nur wenige Einschra¨nkungen,
hingegen wird ein kooperatives Verhalten des Anwenders vorausgesetzt. D.h.
die Vorgaben mu¨ssen sinnvoll und umsetzbar sein. Eine diesbezu¨gliche U¨ber-
pru¨fung findet nicht statt. Die Interpretation u¨berfu¨hrt die Nutzervorgaben in
eine eindeutige interne Darstellung.
Beginnend mit einer semantischen und syntaktischen Analyse der Eingaben sind
die evtl. kombinierten Formulierungen zuna¨chst in Einzelziele zu trennen. Dazu
erfolgt eine Erfassung der eingebenenWo¨rter, deren Zugeho¨rigkeit zum System-
Wortschatz anschließend u¨berpru¨ft wird.
 Beispiel: Lichter etwas heller
wird Wort fu¨r Wort mit dem in Tabellenform gespeicherten Wortschatz entspre-
chen Tabelle 4.3 verglichen.
Die in der Tabelle bereits dargestellten individuellen Erweiterungen sind in der
Form abstrakter Begriffe enthalten. Abstrakte Begriffe ko¨nnen mehrere Ausdru¨cke
des bereits bekanntenWortschatzes enthalten und unter einem neuen Begriff zu-
sammenfassen. Mit dem Beispiel hellerwird eine Synonym fu¨rmehr Helligkeit ein-
gebunden. Abstrakte Begriffe sind in einer separaten Tabelle mit den zugeho¨rigen
Umschreibungen gespeichert. Eine besondere Leistungsfa¨higkeit hinsichtlich der
Erweiterungsmo¨glichkeiten und Flexibilita¨t der hochsprachlichen Schnittstelle
wird erreicht, indem abstrakte Begriffe wiederum zuvor definierte abstrakte Be-
griffe enthalten du¨rfen. Dieses erlaubt große Freiheiten bei der Definition eines
individuellen Wortschatzes bzw. individueller Begriffe.
Die Ru¨ckfu¨hrung auf den Grundwortschatz erfolgt vom System, indem jeder ab-
strakte Begriff durch seine Umschreibung ersetzt wird. Dieser Vorgang wird ggf.
solange wiederholt, bis ausschließlich im Grundwortschatz enthaltene Wo¨rter
vorliegen. Das Beispiel Lichter etwas heller wird u¨berfu¨hrt in die Anweisung
 Lichter etwas mehr Helligkeit
das nun ausschließlich Wo¨rter des Grundwortschatzes und keine abstrakten Be-
griffe mehr entha¨lt.























Tabelle 4.3: Vollsta¨ndiger erweiterter Wortschatz (Beispiel)
Wie in Tabelle 4.3 zu erkennen, ist jedes Wort entsprechend der Semantik einer






was zugleich ein Beispiel fu¨r ein Einzelziel darstellt. Die Instanzen der Klassen
Tonwertbereich, Quantisierung, Trend und Visuelles Merkmal bilden gemeinsam ein
vollsta¨ndiges Einzelziel. Ist eine Klasse nicht besetzt, wird die Eingabe als un-
zula¨ssig abgewiesen. Lediglich die explizite Angabe einer Quantisierung ist nicht
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zwingend erforderlich (siehe Grundwortschatz). Hier wird ggf. der dann zutref-
fende Normalwert durch den automatisch eingefu¨gten internen Begriff default
vorgenommen. (Fu¨r eine nutzergerechte Lo¨sung fordert das System unzula¨ssig
fehlende Begriffe durch Nachfrage an.)
An dieser Stelle sind vom Benutzer eingegebene Anweisungen nach Begriffen
isoliert und entsprechend ihrer Semantik analysiert. Die nun anschließende Satz-
analyse dient der Trennung kombinierter Anweisungen, mit der Zielsetzung alle
enthaltenen Einzelziele herauszuarbeiten.
Eine Anweisung der Art Tiefen und Mitten etwas weniger Gru¨n und wesentlich we-
niger Gelb entha¨lt vier zu isolierende Einzelziele. Mo¨glich wird dieses durch das
Wort und, das mit in denWortschatz aufgenommenwird und innerhalb der hoch-
sprachlichen Anweisungen, Trennstellen der Satzanalyse vorgibt. Angewendet
auf das Beispiel liegen nach der Trennung drei Satzfragmente vor:
1. Tiefen
2. Mitten etwas weniger Gru¨n
3. wesentlich weniger Gelb
die im folgenden Schritt in die Einzelziele u¨berfu¨hrt werden mu¨ssen. Da im Bei-
spiel das erste und semantisch identische Begriffe (Tiefen und Mitten) trennt,
wa¨hrend das zweite und Teilsa¨tze verbindet, kann eine Rekonstruktion erfolgen,
indem aus dem jeweiligen anderen Satzfragment die fehlenden Anteile gewon-
nen werden. Als Ergebnis liegen die vier Einzelziele vor,
1. Tiefen etwas weniger Gru¨n
2. Mitten etwas weniger Gru¨n
3. Tiefen wesentlich weniger Gelb
4. Mitten wesentlich weniger Gelb
womit die Satzanalyse abgeschlossen ist. Begrenzungen hinsichtlich der Verwen-
dung des Wortes und bestehen nicht. Durch abstrakte Begriffe quasi versteckt,
entstehen in der Anwendung u.U. auch lange Sa¨tze mit vielen Fragmenten. Fu¨r
die weitere Verarbeitung ko¨nnen die Einzelziele 1 und 2 sowie 3 und 4 vereinfa-
chend zusammengefaßt werden. Es ergibt dann:
 Tiefen Mitten etwas weniger Gru¨n
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 Tiefen Mitten wesentlich weniger Gelb
was auch recht einfach durch Entfernen des Wortes und erreicht werden kann,
sofern sich dieses zwischen identischen Begriffen befindet.
Damit das regelbasierte System in der Lage ist, identische und nicht identische
Begriffe zu unterscheiden, sowie Teilsa¨tze zu erkennen, sind einige systeminterne
Maßnahmen erforderlich. Die Identifikation identischer Begriffe stellt eine weite-
re Tabelle sicher, die jeden Begriff des Grundwortschatzes genau einer Wortklas-
se zuordnet. Identische Begriffe sind dabei derselben Wortklasse zugeordnet. Es
sind lediglich vier Wortklassen erforderlich (siehe Tabelle 4.4). Es sei angemerkt,
daß diese Wortklassen nur fu¨r Begriffe des Grundwortschatzes notwendig sind.
Bedeutung und Beachtung ist fu¨r die vom Benutzer definierten neuen abstrak-






















Tabelle 4.4: Wortklassen der Begriffe des Grundwortschatzes
Mit einfachen Regeln kann nun u¨berpru¨ft werden, ob sich das Wort und zwi-
schen zwei identischen Begriffen einer Wortklasse befindet. Andernfalls trennt
es zwei Teilsa¨tze. Jeder Teilsatz wird anschließend in einer Klasse Teileingabe als
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Instanz gespeichert und nach Haupt- und Nebensatz unterschieden. Nebensa¨tze
sogar zwischen den Wortklassen Bereich und Merkmal. Folgende Regeln stellen
das hierzu notwendige Wissen dar:
REGEL Hauptsatz
wenn
es eine Instanz der Klasse Teileingabe gibt
es eine Instanz der Wortklasse Bereich gibt
es eine Instanz der Wortklasse Merkmal gibt
die Wortklasse Bereich ein Element der Teileingabe ist
die Wortklasse Merkmal ein Element der Teileingabe ist
dann
ist die Teileingabe ein Hauptsatz
Sowie fu¨r die Nebensa¨tze:
REGEL Wortklasse-Bereich-Nebensatz
wenn
es eine Instanz der Klasse Teileingabe gibt
es eine Instanz der Wortklasse Bereich gibt
die Teileingabe kein Hauptsatz ist
die Wortklasse Bereich ein Element der Teileingabe ist
dann
ist die Teileingabe ein Wortklasse-Bereich-Nebensatz
REGEL Wortklasse-Merkmal-Nebensatz
wenn
es eine Instanz der Klasse Teileingabe gibt
es eine Instanz der Wortklasse Merkmal gibt
die Teileingabe kein Hauptsatz ist
die Wortklasse Merkmal ein Element der Teileingabe ist
dann
ist die Teileingabe ein Wortklasse-Merkmal-Nebensatz
Nach Anwendung der Regeln ist fu¨r die Teilsa¨tze bekannt, ob es sich um Haupt-
oder Nebensa¨tze handelt und zu welchen Satztyp die Nebensa¨tze geho¨ren. Be-
zogen auf das Beispiel wa¨re die Teileingabe Tiefen Mitten etwas weniger Gru¨n der
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Hauptsatz und die Teileingabe wesentlich weniger Gelb ein Wortklasse-Merkmal-
Nebensatz. Da Nebensa¨tze keine vollsta¨ndigen Einzelziele darstellen, mu¨ssen
abha¨ngig von der fehlenden Information, diese Informationen aus dem benach-
barten Hauptsatz entnommen werden. Die Unterscheidung in zwei Klassen von
Nebensa¨tzen erleichtert dabei die Bestimmung der fehlenden Information. Die
Vervollsta¨ndigung der Nebensa¨tze kann mit drei weiteren Regeln erreicht wer-
den. Die Einzelziele sind anschließend vollsta¨ndig isoliert.
Mit der Bereitstellung der vollsta¨ndigen Einzelziele sind die Voraussetzungen
fu¨r die folgenden Bearbeitungsschritte Modifikation und Parametrisierung ge-
schaffen. Die U¨bergabe der Ergebnisse der Interpretation erfolgt in einem regel-
basierten System zweckma¨ßigerweise in Form von Klassen. Eine Unterteilung
in tonwert- und farbtonabha¨ngige Klassen scheint mit Ru¨cksicht auf die Zielset-
zung des Verfahrens zweckma¨ßig. Ein Beispiel fu¨r eine Klasseneinteilung zeigt
Tabelle 4.5.
Tonwert-Klassen
Tonwert-Helligkeit Tonwert-Kontrast Tonwert-Farbe Werte
lfd-Nr: lfd-Nr: lfd-Nr: 0...
Farbname: Rot, Gelb, Gru¨n...
Tonwertbereich: Tonwertbereich: Tonwertbereich: Tiefen, Mitten,
Lichter
Trend: Trend: Trend: mehr, weniger






Farbname: Rot, Gelb, Gru¨n...
Farbton : Farbton: Rotto¨ne,
Rotbereich...
Trend: Trend: mehr, weniger
Quantisierung: Quantisierung: etwas, default,
viel, wesentlich
Winkel: 0...
Tabelle 4.5: Tonwert- und Farbton-Klassen zur Ergebnisu¨bergabe an die Modifikation
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4.5.3 Modifikation
Eine zentrale Aufgabe derModifikation besteht in der Anpassung der Einzelziele
an das verwendete Farbmodell. Das Wissen wird wie zuvor in Form von Regeln
und Tabellen gespeichert. Entsprechend erfolgt die Wissensakquisition ebenfalls
durch Erweiterung des Regelsatzes sowie der Tabellen. Im Unterschied zu den
zuvor beschriebenen Tabellen- und Regelsa¨tzen der hochsprachlichen Schnitt-
stelle sind Eingriffe durch den Farbexperten an dieser Stelle im geringen Ausmaß
notwendig. Wa¨hrend der Sprachumfang des Systems und damit der individuel-
le Wortschatz mit dem Wissen der hochsprachlichen Schnittstelle abgedeckt ist,
entha¨lt das Wissen der Modifikation vorwiegend das Wissen des verwendeten
Farbmodells.
Um die Abha¨ngigkeiten unterschiedlicher Farbmodelle untersuchen zu ko¨nnen,
wurden in der Studie [Knu95] RGB- und CIELAB-Darstellungen untersucht. Die
folgende Beschreibung beschra¨nkt sich auf die interessantere CIELAB Anwen-
dung, die zudem gegenu¨ber den RGB-Anwendungen zusa¨tzliche Mo¨glichkeiten
ero¨ffnet.
Beispielsweise kann die Gegenfarbentheorie des CIELAB auch zur Farbbe-
schreibung genutzt werden. Die Farbenpaare Rot-Gru¨n (+a; a) und Gelb-Blau
(+b; b) beschreiben die vollsta¨ndige CIELAB Farbebene (vgl. Abb. 2.9). Da eine
Reduzierung des Rotanteils nach der Gegenfarbentheorie einer Anhebung des
Gru¨nanteils entspricht, lassen sich die Farbbeschreibungenmit nur zwei Bezugs-




es eine Instanz der Klasse Tonwert-Farbe gibt
diese ein Einzelziel zur Versta¨rkung einer Gegenfarbe repra¨sentiert
dann
ist dieses Einzelziel durch ein Einzelziel zur Verringerung der zugeho¨ri-
gen Farbe zu ersetzen
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REGEL Gegenfarbe-Verringerung
wenn
es eine Instanz der Klasse Tonwert-Farbe gibt
diese ein Einzelziel zur Verringerung einer Gegenfarbe repra¨sentiert
dann
ist dieses Einzelziel durch ein Einzelziel zur Versta¨rkung der zugeho¨ri-
gen Farbe zu ersetzen
Die Zuordnung Farbe-Gegenfarbe kann durch entsprechende Eintra¨ge der Se-
mantik in der Wortschatz-Tabelle 4.3 erfolgen. Die Bezeichnung Farbe ersetzt bei
den Gegenfarben Gru¨n und Blau dazu der Begriff Gegenfarbe. Als Farbe sind in
diesem Beispiel die Farben der +a und der +b Achse (Rot und Gelb) gewa¨hlt.
Das System wa¨re nicht sonderlich leistungsstark, wenn alle Farba¨nde-
rungswu¨nsche auf die Farben Rot, Gelb und Gru¨n, Blau beschra¨nkt wa¨ren. Die
freie Definition quasi eigener Farbbegriffe erfolgt fu¨r das System u¨ber einen den
HSX-Modellen a¨hnlichen, aber auch fu¨r CIELAB u¨blichen [Wys82], auf die +a-
Achse bezogenen Farbwinkel. Die Zuordnung nimmt wiederum eine Tabelle vor,
die einem vom Anwender vorgegebenen Farbbegriff, den der Farbwahl entspre-
chenden Winkel zuordnet. Der Anwender kann damit jeder Farbe (jedem Win-
kel) einen eigenen, frei gewa¨hlten Begriff zuordnen. Neben den oft genutzten
Grundfarben wie Cyan, Magenta usw. sind auch sehr individuell empfundene
Farben wie Orange, Pink, Tu¨rkis vom Anwender frei bestimmbar. Da die Tabelle
keine Einschra¨nkungen vorgibt, ist es auch mo¨glich, einem Farbwinkel mehre-
re unterschiedliche Begriffe zuzuordnen. Ebenfalls ko¨nnen in der Anwendung
sehr hilfreiche Bezugsfarben mit beliebigen Begriffen belegt werden. Damit sind
hochsprachliche Farbdefinitionen mo¨glich um beispielsweise die Farbe eines Fir-
menlogos mit Firmenname-blau direkt ansprechen zu ko¨nnen. Insbesondere kann
mit dieser Wissensrepra¨sentation die in geschlossenen Anwenderkreisen gern
verwendete vergleichende Farbbeschreibung (Grasgru¨n, Himmelblau, Feuerrot, Si-
gnalgelbusw.) technisch umgesetztwerden. DieMethode schafft einen Bezug zwi-
schen hochsprachlicher individueller Bezeichnung und technischer Parametrisie-
rung.
Systemintern werden diese als Mischfarben bezeichneten Instanzen durch eine
weitere Regel in zwei Instanzen der Farben Rot und Gelb aufgeteilt, wobei die
zusa¨tzliche Winkelinformation ermo¨glicht, den zu bewertenden Anteil der Far-
be festzulegen. Entsprechend muß die Winkelinformation bei der nachfolgenden
Parametrisierung beachtet werden.
Damit Anforderungen der Art Rotto¨ne mehr Rot umgesetzt werden ko¨nnen sind
a¨hnliche Regeln vorhanden, die den Farbort in radialer Richtung vera¨ndern. Ent-
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sprechend der im Grundwortschatz vorgesehenen Begriffe Farb-to¨ne bzw. Farb-
bereich ist diese Auswirkung auf einen Sektor begrenzt oder fu¨r eine Halbebene
wirksam.
Ein weiteres Beispiel mo¨glicher Farbmanipulationen zeigt der Begriff Kolorie-
ren auf. Mit klassischen Bearbeitungsmethoden muß das Farbbild dazu zuna¨chst
in ein Grauwertbild u¨berfu¨hrt werden, bevor in einem nachfolgenden Verar-
beitungsschritt eine luminanzabha¨ngige Farbgebung erfolgt. Das vorliegende
System ersetzt die Farbinformation der a*b*-Ebene lediglich durch ein a*b*-
Wertepaar, wozu nur ein Arbeitsschritt notwendig ist.
Selbstversta¨ndlich ist es mo¨glich weitere spezielle Farbmodifikationen in den Re-
gelsatz aufzunehmen. Allerdings erfordert diese Aufgabe eine u.U. aufwendigere
Erweiterung der Regelsa¨tze, als die bisher zur Wissensakquisition durchgefu¨hrte
Erweiterung der Tabellen. Trotzdem kann die Applikation mit zusa¨tzlichen Re-
geln einfacher erweitert werden als z.B. durch eine Erga¨nzung der Software.
4.5.4 Parametrisierung
Die Einzelziele liegen nun in einer dem jeweiligen Farbmodell angepaßten Form
vor. In einem letzten Schritt der Wissensverarbeitung ist die den hochsprachli-
chen Formulierungen entsprechende Parametrisierung vorzunehmen, bevor die
so erzeugten numerischen Werte den farbverarbeitenden Operatoren u¨bergeben
werden. Dieses Modul stellt damit die Schnittstelle zwischen hochsprachlicher
und numerischer Bedeutung eines Begriffes dar. Neben der quantitativen Bedeu-
tung muß dabei auch der hochsprachlich formulierte Aktionspunkt bzw. Akti-
onsbereich numerisch zugeordnet werden.
Den Ausgangspunkt dazu bildet die in Abb. 4.6 dargestellte Farbebene, die auch
den in Tabelle 4.1 definierten Grundwortschatz motiviert hat. Die Verbindung
zwischen Farbebene und Aktionsbereichen stellen die in Abb. 4.11 bereits ge-
zeigten Aktionspunkte dar. Diese Aktionspunkte erhalten entsprechend ihrer Be-
deutung einen Namen. In der Studie [Knu95] wurde dazu ein kombinierter Na-
me vergeben, der einerseits das visuelle Merkmal und andererseits Tonwertbe-
reich bzw. Farbton wiederspiegelt. Beispielsweise lauten die Namen fu¨r die ton-
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Der Darstellung der korrespondierenden Funktion (vergl. Abb. 4.9 Seite 71) la¨ßt
sich entnehmen, daß der Neutralwert in den Aktionspunkten 1 betra¨gt. Diese
Initialisierungswerte werden zusammen mit den Begriffen in einer Tabelle ab-
gelegt, wodurch eine Verbindung zwischen hochsprachlicher und numerischer
Zuordnung erreicht ist.
Fu¨r die tonwertabha¨ngige Helligkeitsmanipulation entsprechend Abschnitt 4.4.1
(vergl. Abb. 4.7 Seite 69) lauten die Begriffe und Initialwerte:
 Helligkeit-Tiefen : 0,0
 Helligkeit-Mitten : 0,5
 Helligkeit-Lichter : 1,0
Die tonwertabha¨ngige Farbmanipulation (Bsp.: Tiefen mehr Rot) kann Begriffen
der ArtRot-Tiefen oderGelb-Mitten zugeordnet werden. Fu¨r die farbtonabha¨ngige
Farbmanipulation und die farbtonabha¨ngigeHelligkeitsmanipulation lassen sich
Begriffe der Art Gru¨n-Gru¨nto¨ne fu¨r Gru¨nto¨ne mehr Gru¨n oder Helligkeit-Blauto¨ne
fu¨r Blauto¨ne mehr Helligkeit festlegen und entsprechende Initialwerte zuweisen.
Mit zwei weiteren Tabellen (siehe Tab. 4.6) erfolgt die Zuordnung der Quantisie-
rungen. D.h. eine numerische Angabe zu den Begriffen etwas, viel und wesentlich.
Auch die mathematische Repra¨sentation von mehr und weniger kann hier erfol-
gen. Die Tabellen enthalten dazu vorgeschlagene Werte.
Mit den bisher vorgestellten Tabellen liegen die Begriffe und numerische Re-
pra¨sentation derAktionspunkte fest. Ebenfalls sind die quantisierenden Beschrei-
bungen numerisch zugeordnet. Die verbleibende Aufgabe besteht nun in einer
Umsetzung der vorliegenden Einzelziele in mathematische Ausdru¨cke bzw. de-
ren Auswirkung auf die neutralen Initialwerte. Als Eingangswerte stehen dazu
die aufbereiteten Tonwert- und Farbton-Klassen entsprechend Tabelle 4.5 bereit.
Die Umsetzung koordiniert ein Regelwerk, das entsprechend der Operatoren zur
























Tabelle 4.6: Quantisierungsstufen fu¨r Stu¨tzpunkte und Steigung
und ggf.Grauwertbild (Kolorieren) unterteilt werden kann. Stellvertretend fu¨r das




es eine Instanz der Klasse Tonwert-Helligkeit gibt
dann
- sind Trend und Quantisierung durch die zugeho¨rigen Werte der Ta-
belle Quantisierung-Stu¨tzpunkt zu ersetzen




Weitere Regeln ergeben sich entsprechend der in Abschnitt 4.4 aufgezeigten ma-
thematischen Vorschriften.
90 4 Ein System zur Farbmanipulation
Nachdem alle Einzelziele mit diesen Regeln abgearbeitet sind, liegt ein Parame-
tersatz vor, der den farbbildverarbeitenden Operatoren u¨bergeben werden kann.
4.6 Realisierung
Mit einer in der Studie [Knu95] durchgefu¨hrten Realisierung des Systems konn-
ten einige Untersuchungen und Tests zur U¨berpru¨fung der Aussagen durch-
gefu¨hrt werden. Die Ergebnisse sind in Kapitel 6 dargestellt. Um die wissen-
schaftliche Fragestellung beantworten zu ko¨nnen, wurde eine prototypartige Im-
plementierung auf der Basis von KnowledgeWorks, einer Entwicklungsumge-
bung fu¨r Expertensysteme, vorgenommen. Alle Module des wissensbasierten Sy-
stems sind daher mit der Programmiersprache COMMON LISP implementiert,
wa¨hrend die farbbildverarbeitenden Operatoren aus Effizenzgru¨nden in C++ er-
stellt wurden.
Die zur Problemlo¨sung notwendige Regelbasis konnte mit ca. 80 Regeln sehr
kompakt ausgefu¨hrt werden. Trotz der Eignung semantischer Netze zur Realisie-
rung sprachverstehender Systeme, zeigt die regelbasierte Lo¨sung das gewu¨nsch-
te Verhalten, was u.U. jedoch durch die erwa¨hnten Beschra¨nkungen begu¨nstigt
wird. Vorteilhaft fa¨llt dagegen die beobachtete bessere Eignung zur Darstellung
des Farbwissens und der Anforderungen zur Erweiterbarkeit auf.
Um das Laufzeitverhalten fu¨r den Testbetrieb zu verbessern, wurde der farb-
bildverarbeitende Teil mit einer effizienten C++ Realisierung ausgefu¨hrt. Da das
Farbwissen im System vorgehalten wird, reduziert sich die Funktion der Opera-
toren vorwiegend auf reine numerische Tabellenzugriffe. Berechnungen fallen in
diesem Teil nicht mehr an. Hierdurch wird gleichzeitig eine hohe Unabha¨ngigkeit
vom verwendeten Farbmodell erreicht. Um diese Unabha¨ngigkeit sowohl fu¨r die
Operatoren wie auch fu¨r das wissensbasierte System zu u¨berpru¨fen, wurde die
Implementierung fu¨r RGB und CIELAB ausgelegt und getestet.
Fu¨r eine produktorientierte Realisierung sind einige zusa¨tzliche Maßnahmen
vorzusehen. Beispielsweise ist eine sorgfa¨ltige U¨berpru¨fung der hochsprachli-
chen Vorgaben notwendig. Wa¨hrend das implementierte System lediglich feh-
lende Eingaben anfordert, sind fu¨r den praktischen Einsatz deutlich aufwendi-
gere Tests erforderlich. Ebenfalls la¨ßt ein Produkt nicht die Einbindung eines
Entwicklungssystems zu. Hier sind eigensta¨ndige Programme besser geeignet,
deren Realisierung mit den Ergebnissen des Prototyps optimiert werden kann.
Trotzdem konnten bereits mit dem vorliegenden Prototyp bereits ausreichend
schnelle Systemreaktionen nachgewiesen werden. Eine U¨berarbeitung aus Sicht
der Laufzeitanforderungen wa¨re damit nicht erforderlich.
5 Module zur Farbkorrektur,
Farbneutralisation und Segmentierung
Wie in Kapitel 3 bereits aufgezeigt erfordert das System zur Farbanpassung eini-
ge weitere Module, welche die Voraussetzungen schaffen, die Mo¨glichkeiten der
Farbgestaltung vollsta¨ndig auszuscho¨pfen.
Um eine effiziente Realisierung der Farbanpassung zu gestatten, sind im Rah-
men dieser Arbeit auch diese angrenzenden Bildverarbeitungsaufgaben unter-
sucht und als eigensta¨ndige Module entwickelt und realisiert worden. Die hier
vorgestellten Funktionsgruppen unterstu¨tzen die Aufgabenfelder:
 Farbkorrektur
Medienunabha¨ngige Bilderfassung und Bildausgabe durch eine gera¨te-
spezifische Farbraumtransformation
 Farbneutralisation
Farbneutrale Bilderfassung individueller Vorlagen (Bilder), durch lumi-
nanzabha¨ngige Analyse der Farbverschiebung und Reduktion
 Segmentierung
Maskierung farba¨hnlicher Bildbereiche zur isolierten, lokal begrenzten
Farbanpassung bzw. Objektgewinnung fu¨r die Bildmontage, durch dreidi-
mensionale Cluster-Analyse des Farbraumhistogramms
Dieses Kapitel stellt zuna¨chst die globale Systemarchitektur und den damit ver-
bundenen Datenfluß vor, um die Einsatzfelder der Module aufzuzeigen. An-
schließend folgt die Beschreibung der einzelnen Funktionsgruppen.
Die Realisierungen wurden vorrangig unter dem Gesichtspunkt der fu¨r die Un-
tersuchungen notwendigen Funktionalita¨t vorgenommen. Der modulare Cha-
rakter gestattet den Austausch einzelner Komponenten, da keine gegenseitigen
Abha¨ngigkeiten bestehen. Eine Optimierung der Software hinsichtlich einer Pro-
duktorientierung fand nicht statt, trotzdem sind alle vorgeschlagenen Verfahren
konzeptionell fu¨r den laufzeitoptimierten Einsatz ausgelegt und auch z.T. in der
industriellen Anwendung.
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5.1 Farbkorrektur
5.1.1 Problemstellung
Fu¨r elektronische Publikationen ist eine farbgetreue Erfassung und Darstellung
der Bildinformation unabdingbare Voraussetzung fu¨r die Weiterverarbeitung der
Bildinformation. Das Ziel der medienunabha¨ngigen Bilderfassung besteht in der
Korrektur gera¨tespezifischer Farbfehler. Mit der Korrektur wird sichergestellt,
daß unabha¨ngig vom verwendeten Erfassungs- oder Ausgabemedium die Far-
binformation im Rahmen der technischen Mo¨glichkeiten erhalten bleibt. Das im
Rahmen dieser Arbeit entwickelte und untersuchte Verfahren dient zur Abbil-
dung gera¨tespezifischer Farbinformation auf einen neutralen Referenzfarbraum,
wodurch die Farbbilddaten in diesem Referenzfarbraum gespeichert und verar-
beitet werden ko¨nnen [Woe93]. Der mit einer gera¨tespezifischen Korrektur ver-
bundene erho¨hte Rechenbedarf wird durch eine von der Korrekturphase entkop-
pelte Berechnung der Korrekturinformation innerhalb der Anwendung wesent-
lich verringert.
Der Algorithmus wird an dieser Stelle vorgestellt, um die Notwendigkeit einer
Farbkorrektur zu unterstreichen. Sofern verfu¨gbar, sollte in der praktischen An-
wendung dem in Abschnitt 3.3 vorgestellten ICC-Verfahren aufgrund seiner ho-
hen Verbreitung der Vorzug gegeben werden. Lediglich im Falle hoher Nichtli-
nearita¨ten schnitt das hier vorgestellte Verfahren bei einigen untersuchten Vorla-
gen besser ab.
Ein wesentlicher Punkt zur Durchfu¨hrung der Farbkorrektur ist, wie bereits in
Abschnitt. 3.3 dargestellt, die Aufteilung einer ggf. gemeinsamen Korrektur in
gera¨tebezogene Korrekturblo¨cke. Andernfalls, d.h. bei gemeinsamer Korrektur
der Ein- und Ausgabegera¨te, ergibt sich eine Abha¨ngigkeit bzgl. dieser Gera¨te-
kombination, was bei Tausch eines Scanners oder eines Monitors entsprechen-
de Probleme aufwirft. Auch eine parallele Ausgabe u¨ber verschiedene Gera¨te ist
damit nicht mo¨glich. Diese geschlossene Lo¨sung, die immer noch in vielen indu-
striellen Produkten Anwendung findet, ist leider nicht universell verwendbar. Im
folgenden wird daher lediglich die gera¨tespezifische Korrektur weiter verfolgt.
5.1.2 Ein Verfahren zur medienunabha¨ngigen Bilderfassung
Um Farbfehler erfassen zu ko¨nnen, sind zuna¨chst Soll- und Istwerte zu definie-
ren. Wird dem Scanner eine bestimmte Farbvalenz angeboten, so erha¨lt man ty-
pischerweise einen aus drei Komponenten (Rot, Gru¨n, Blau) bestehenden Farb-
wert ~x. Den Sollwert ~r hingegen liefert ein Meßgera¨t, dem dieselbe Farbvalenz
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zugefu¨hrt wird. Der vom Meßgera¨t verwendete Farbraum muß dabei dem des
Referenzfarbraums entsprechen bzw. in diesen umzurechnen sein. Wird als Re-
ferenzfarbraum beispielsweise der CIE-XYZ Farbraum gewa¨hlt, so ist eine Um-
rechnung in andere Farbra¨ume leichter mo¨glich [Wys82, Lan78]. Der Fehler ~e fu¨r
eine Farbvalenz kann anschließend aus
~e = ~x  ~r (5.1)
bestimmt werden. Ermittelt man den Fehlervektor fu¨r verschiedene Farbvalen-
zen, so ergibt sich gera¨teabha¨ngig fu¨r jede Farbvalenz ein anderer Fehlervek-
tor. Der Fehler ~e ist typischerweise nicht konstant. Bei den untersuchten Gera¨ten
(Trommel- und Flachbettscanner sowie CCD-Kameras) waren auch keine einfa-
chen funktionalen Beschreibungen mo¨glich. Bei einem Gera¨tetyp wurden zudem
starke Nichtlinearita¨ten beobachtet. Da eine einfache funktionale Fehlerbeschrei-
bung oder ein einfaches Fehlermodell nicht gefunden werden konnte, wurde der
Ansatz einer umfassenden Korrekturtabelle verfolgt.
Mo¨chte man die korrigierten Scannerwerte ~y damit u¨ber die Beziehung
~y = ~x  ~e (5.2)
errechnen, so ist hierzu der Fehlervektor fu¨r die jeweils zugefu¨hrte Eingangsva-
lenz zu verwenden. Da ein Scannermit einfachem 8 bit A/D-Wandler 256 Farbab-
stufungen pro Farbkanal erzeugt, ergeben sich 2563 unterschiedliche Farbwerte.
Da es kaum mo¨glich bzw. sinnvoll ist, einen Farbkorrekturvektor fu¨r jeden Ein-
gangsvektor separat zu speichern, sind geeignete Verfahren no¨tig, mit denen die-
ser Aufwand reduziert werden kann.
Hier wurde der Versuch unternommen, mit einer Unterabtastung des Farbraums
diskrete Stu¨tzpunkte auszuwerten und die restlichen Farbkorrekturinformatio-
nen durch Interpolation zu gewinnen. Da sich Farbtafeln, die den Farbraum
vollsta¨ndig und zudem a¨quidistant abdecken kaum herstellen lassen, ist die Ge-
winnung der Korrekturinformation an verfu¨gbare Vorlagen gebunden. Hierzu
za¨hlt z.B. die Farbtafel IT8, die neben einer hohen Anzahl von Meßfla¨chen eine
geeignete Dichte der Farbvalenzen in relevanten Farbbereichen aufweist. Zudem
sind diese Farbtafeln als Aufsicht- oder Durchlicht-Vorlage bereits mit zugeho¨ri-
gem individuellen Meßprotokoll erha¨ltlich.
Mit diesen Voraussetzungen ist es mo¨glich, ein diskretes, dreidimensionales Feh-
lervektorfeld zu erstellen, das ein Eingabegera¨t beschreibt. Leider gestaltet sich
die Interpolation der restlichen Fehlervektoren als zu aufwendig, um wa¨hrend
der Bilderfassung durchgefu¨hrt werden zu ko¨nnen. Um diesen Prozeß zu ver-
einfachen, wurden weitere Zwischenstufen eingefu¨gt. Da eine Interpolation mit
a¨quidistanten Raumpunkten wesentlich einfacher und schneller durchgefu¨hrt
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werden kann als bei beliebig im Raum angeordneten Punkten, lassen sich fol-
gende Verfahrensschritte einfu¨gen.
Vor der eigentlichen Farbkorrektur wird in einem separaten Offline Prozeß die
beliebig im Farbraum verteilte Farbkorrekturinformation in ein dreidimensio-
nales a¨quidistantes Fehlervektorfeld u¨berfu¨hrt (siehe Abb. 5.1). Mit Scattered-
Data-Interpolationsverfahren nach [Fra82, Fol92] entsteht ein dreidimensionales,
gleichverteiltes, a¨quidistantes Raster mit einer dem Eingabegera¨t entsprechenden









Abb. 5.1: Offline Prozeß zur Erzeugung der dreidimensionalen Fehlervektortabelle (3D-
LUT). Die erfaßten Farbwerte der Farbtafel werden mit den Referenzwerten vergli-
chen und als dreidimensionales Fehlervektorfeld abgespeichert. Eine Scattered-Data-
Interpolation errechnet hieraus eine a¨quidistante dreidimensionale Lookup Table der
Fehlervektoren.
Das Korrekturverfahren greift wa¨hrend der online-Verarbeitung auf diese Ta-
belle zuru¨ck (Abb. 5.2). Je nach Qualita¨tsanforderungen und verfu¨gbaren Re-
chenzeitresourcen kann entweder ein Nearest-Neighbour-Zugriff auf die Tabelle
oder eine einfache Interpolation zwischen den Werten der 3D-LUT erfolgen, um
den beno¨tigten Korrekturvektor abzurufen. Der so gewonnene Vektor dient zur








Abb. 5.2: Farbkorrektur unter Verwendung der 3D-LUT
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Der Vorteil dieser Vorgehensweise besteht in der Entkopplung der aufwendigen
Scattered-Data-Interpolation vom Erfassungsprozeß. Der zeitunkritische offline
Prozeß la¨ßt auch aufwendige Verfahren zu, wodurch die Qualita¨t der Korrek-
tur gewinnt. Mit einer a¨quidistanten Tabelle la¨ßt sich anschließend ein effizienter
Zugriff auf die beno¨tigte Korrekturinformation realisieren.
Im Rahmen erster Untersuchungen wurde eine 3D-LUT mit 643 Elementen rea-
lisiert [Schu91]. Nachfolgende Arbeiten dienten zur Optimierung der Scattered-
Data-Interpolationsverfahren. Die Ergebnisse sind in Kapitel 6 zusammengefaßt.
Daru¨ber hinaus wurden mit diesem Verfahren Anpassungen an Farbeigenschaf-
ten vorgegebener Referenz-Gera¨te durchgefu¨hrt. Indem die Meßwerte der IT8
Farbtafel gegen die Farbwerte eines Referenzscanners ausgetauscht werden, las-
sen sich relativ einfach neue Scannermodelle an den Farbraumdes Referenzscan-
ners adaptieren. Einige Anwender bevorzugen derartige Farbreferenzen, um be-
stehende Verarbeitungsprozesse erhalten zu ko¨nnen, oder einen aus mehreren
Vorlagen bestehenden Auftrag auf verschiedene Erfassungsgera¨te aufteilen zu
ko¨nnen.
5.2 Farbneutralisation
Dieses Modul dient als ein automatisches Verfahren zur adaptiven Farbneutra-
lisation von globalen Farbabweichungen bzw. Farbneigungen in Einzelbildern
[Woe96].
5.2.1 Problemstellung
Globale Farbabweichungen (Farbstich, color cast) entstehen oft unmittelbar bei
der Bildaufnahme. Beleuchtungseffekte, mangelhafte Abstimmung des Aufnah-
mesystems (Filmmaterials) mit der Farbtemperatur des Lichtes bzw. ein schlecht
abgestimmter Weißabgleich sind mo¨gliche Ursachen fu¨r derartige Effekte. Dabei
ist es unerheblich, ob die Aufnahmemit einer digitalen Kamera erstellt wird oder
u¨ber den konventionellen Weg mit Film und Scanner erfolgt. Charakterisierend
ist die individuelle Farbverfa¨lschung eines bestimmten Bildes, die nicht auf ge-
nerelle Ursachen zuru¨ckzufu¨hren ist.
Das visuelle System des Menschen zeigt hingegen gute Adaptionseigenschaf-
ten bei der Kompensation sich global vera¨ndernder Beleuchtungsbedingun-
gen. Farbtemperaturschwankungen des Tageslichtes (Mittagssonne, Sonnenun-
tergang) oder sogar Differenzen zwischen Tageslicht und Kunstlicht werden vom
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Betrachter weitgehend kompensiert, sofern das gesamte Blickfeld ausgeleuchtet
ist. Entsprechend sto¨rend werden Farbverschiebungen bei dem Betrachten eines
Bildes empfunden, wenn dieses einen sogenannten Farbstich aufweist. Der Be-
trachter erwartet, unabha¨ngig von Medium und Aufnahmebedingungen, eine
farbneutrale Darstellung.
Wa¨hrend die Farbkorrekturverfahren gera¨tetypische, deterministische Farb-
verfa¨lschungen betrachten, besteht die Aufgabe der Farbneutralisation darin, in-
dividuell, bildspezifisch die globalen Farbabweichungen zu erkennen und zu be-
schreiben, um sie anschließend zu kompensieren.
Das hier vorgestellte Verfahren stellt die Randbedingungen der Publishing-
Anwendungen in den Vordergrund. Publikationen in Print- oder elektronischen
Medien werden durch den Betrachter bewertet. Neben den Vorgaben, die durch
das visuelle System des Menschen existieren, sind dabei zusa¨tzlich bestimm-
te Erwartungen zu beru¨cksichtigen. Insbesondere unbunte Randbereiche (weiße
und schwarze Fla¨chen) du¨rfen keine Farbneigung aufzeigen. Demzufolge wer-
den die speziellen Qualita¨tsanforderungen einer farbneutralenDarstellung in Pu-
blikationen bisher vorwiegend durch manuelle Eingriffe eines hierfu¨r geschulten
Scanner-Bedieners sichergestellt. Eine funktionale Anlehnung an die manuelle
Vorgehensweise scheint daher auch fu¨r ein automatisch arbeitendes Verfahren
zweckma¨ßig zu sein.
5.2.2 Ein Verfahren zur Farbneutralisation
Eine Auswertung der typischen Vorgehensweise bei der manuellen Erfassung
und Reduktion der Farbabweichung hebt folgende Bearbeitungsschritte hervor:
 Messung der Tiefe
Bestimmen der Farbwerte in einem schwarzen Bildbereich. Entha¨lt das Bild
hierfu¨r keinen geeigneten Meßpunkt, kann z.B. ersatzweise der Rand des
Dias ausgemessen werden.
 Messung des Lichtes
Bestimmung der Farbwerte in einem weißen Bildbereich.
 Messung der Farbstimmung
Bestimmung der Farbwerte eines farbneutralen Punktes mittlerer Helligkeit
im Bild.
Aus diesen Informationen lassen sich die notwendigen Korrekturmaßnahmen
ableiten, um die gewu¨nschte farbneutrale Reproduktion des Bildes sicherzustel-
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len. Mit den Meßpunkten wird eine luminanzabha¨ngige Verschiebung der Farb-
neigung hin zur neutralen Darstellung eingestellt. Das Ziel ist erreicht, wenn fu¨r
den gesamten Helligkeitsumfang eine farbneutrale Darstellung des Bildes vor-
liegt. Diese in der professionellen, manuellen Anwendung bewa¨hrte Vorgehens-
weise bildet auch die Grundlage des automatisch arbeitenden Verfahrens.
Die meisten digitalen Kameras und Scanner nutzen Rot-, Gru¨n- und Blau-Filter,
um die Farbinformation der natu¨rlichen Szene zu trennen und zu erfassen. Die
Darstellung erfolgt dementsprechend im RGB-Farbraum. Zur Beschreibung der
Verteilung der Farbwerte des Bildes kann ein Histogramm dritter Ordnung ver-
wendet werden. Allerdings bedingt die Speicherung bei Beru¨cksichtigung aller
Farbwerte (u¨blich sind 2563) eine erhebliche Rechnerbelastung, was Darstellung
und Handhabung zu Analysezwecken ungu¨nstig erscheinen la¨ßt. Abb. 5.3 zeigt
ein Beispiel fu¨r die Darstellung der Bilddaten in einemCIELAB Histogrammdrit-
ter Ordnung.
Abb. 5.3: CIELAB Histogramm. Jeder Punkt im Raum entspricht dem Farbwert eines Bild-
punktes, wobei Mehrfachbesetzungen mo¨glich sind. Mehrfachbesetzungen sind in der
Darstellung nicht erkennbar, werden jedoch ausgewertet. Die Projektionen zeigen ei-
ne luminanzabha¨ngige Verschiebung des Histogramms aus dem farbneutralen Bereich
(a = 0 und b = 0), was eine Farbneigung vermuten la¨ßt.
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Da das CIELAB Farbmodell eine Trennung der Luminanzinformation (L*) und
der Chrominanzinformation (a*, b*) vornimmt, sind die unbunten Farbwerte in
der L*-Achse enthalten (a* = 0; b* = 0). Weiterhin sind Aussagen u¨ber die Aus-
wirkung der Farbverschiebung in Abha¨ngigkeit von der euklidischen Distanz
zur Unbuntachse mo¨glich.
Die Realisierung eines, der manuellen Farbneutralisation entsprechenden, au-
tomatisch arbeitenden Verfahrens setzt eine automatische Bestimmung der Be-
zugspunkte Weißpunkt, Schwarzpunkt und Farbstimmung voraus. Ein besonde-
res Problem stellt dabei die fu¨r die Farbstimmung erforderliche Scha¨tzung des
neutralen Punktes mittlerer Helligkeit dar, da dessen Messung im interaktiven
Fall normalerweise unter Auswertung eines farbneutralen Bildobjektes erfolgt.
Diese Auswahl ist jedoch ohne explizites Wissen der Farbgebung des Objek-
tes nicht automatisierbar. Die Untersuchungen haben ergeben, daß eine gute
Alternative hierzu in der Verwendung des Histogramm-Schwerpunktes gefun-
den werden kann. Hierdurch wird die Farbneigung aller Bildpunkte gleicherma-












) kann zudem sehr effizient gestaltet werden, da hierzu die Be-
rechnung des Histogramms dritter Ordnung nicht erforderlich ist. Eine direk-
te Schwerpunktberechnung erfolgt u¨ber die Erstellung des Histogramms erster
Ordnung fu¨r jeden Farbkanal, was vergleichsweise geringe Anforderungen an
die Berechnung stellt. Eine Komponente x des Schwerpunktes P
s
errechnet sich























berechnet, wobei hier nicht alle, son-
dern nur eine begrenzte Anzahl der nicht u¨bersteuerten, hellsten Bildpunkte zur






















bunden. Die Abweichungen dieser Geraden von der Unbuntgeraden beschreiben
mit ihrem Verlauf die Farbneigung des Bildes fu¨r jede Helligkeitsstufe L. Die
Farbverschiebung einer jeder Ebene E(L) kann dabei durch einen Vektor ~x
L
vom Durchstoßpunkt der Geraden durch die Ebene zum Durchstoßpunkt der

























Abb. 5.4: Bestimmung des Neutralisationsvektors ~x
L







, entsprechend der Farbneigung der Lichter, Mitten (Schwerpunkt) und Tiefen.




. Am Beispiel einer Ebene E(L) ist der resultieren-
de Neutralisationsvektor~x
L
fu¨r diese Ebene dargestellt. Dieser Vektor verla¨uft vom




durch die Ebene zur Neutralachse. Der Vek-
tor kennzeichnet die Farbverschiebung der Ebene und jeweils aller enthaltenen Farb-
werte des Histogramms auf dieser Ebene.
c) zeigt die Position der Punkte nach erfolgter Neutralisation, sowie das entsprechend
neutralisierte Farbhistogramm
Ziel der nachfolgenden Kompensation ist es, fu¨r jede Ebene (bzw.Helligkeitsstufe
L) alle Farbwerte einer Ebene um den Vektor ~x
L
im Farbraum zu verschieben.











auf die Unbuntgerade. Ein wesentlicher Vorteil dieser Vorgehensweise
besteht darin, daß die relative Lage der Farbwerte einer Helligkeitsstufe erhalten
bleibt. Mit der Verschiebung einer jeden Ebene von L, erfolgt die gewu¨nschte,
luminanzabha¨ngige Neutralisation der Farbdaten. Der automatisch ablaufende
Vorgang entspricht der manuellen Vorgehensweise, was zu sehr vergleichbaren
Ergebnissen fu¨hrt (siehe Kapitel 6).
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5.3 Segmentierung
Dieses Verfahren dient zur Segmentierung von Farbbildern [Woe96a]. Den beson-
deren Anforderungen der Farbmanipulation aus Kapitel 3.3 wird entsprochen,
indem eine auf dem Farba¨hnlichkeitsmaß beruhende, bildpunktbasierte Klassifi-
kation realisiert wird, die ohne eine Notwendigkeit der topologischen Bindung
einzelner Regionen die farblich identischen, bzw. a¨hnlichen Bildpunkte unter ei-
nem Label zusammenfaßt.
5.3.1 Problemstellung
Wie in Kapitel 3 bereits aufgezeigt, werden nicht alle Farbmanipulationen glo-
bal auf das gesamte Bild angewendet. Viele A¨nderungswu¨nsche betreffen nur
begrenzte Bereiche des Bildes, die vor der Verarbeitung entsprechend maskiert
(segmentiert)werdenmu¨ssen. Im Fall der anschließenden Farbmanipulation sind
diese Bereiche normalerweise durch ein Farba¨hnlichkeitsmaß verbunden. D.h.
die Bearbeitung soll auf farblich identische bzw. a¨hnliche Bereiche beschra¨nkt
sein. Diese Randbedingung stellt gegenu¨ber einer Objekt-Segmentierung vo¨llig
andere Anforderungen an die Segmentierungsaufgabe. Die Trennung muß zu-
dem bildpunktgenau erfolgen, wobei der Farbwert des jeweiligen Bildelementes
fu¨r die Klassifikation auszuwerten ist. Wird dieses nur unzureichend ausgefu¨hrt,
entstehen unerwu¨nschte Farbsa¨ume durch falsch zugeordnete Bildpunkte, die
anschließend aufwendig manuell nachbearbeitet werden mu¨ssen.
Der u¨berwiegende Teil bekannter Segmentierungsverfahren basiert auf der Ver-
arbeitung und Verwendung von Grauwertinformation. Die Luminanzinformati-
on stellt zwar einenwesentlichen Anteil der Bildinformation, auch fu¨r Segmentie-
rungsaufgabendar [OKS80]; werden jedoch exakte Farbkantengesucht, erscheint
es sinnvoll, auch die Farbinformation auszuwerten. Oft sind dabei die gesuchten
Regionen des zu segmentierenden Objektes topologisch nicht miteinander ver-
bunden. Daru¨ber hinaus bewirken in natu¨rlichen Szenen, z.B. beleuchtungsbe-
dingte Einflu¨sse leichte Farbverla¨ufe, die gegenu¨ber anderen homogenen Farb-
fla¨chen unterschiedlich behandelt werden mu¨ssen.
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Abb. 5.5: Bildbeispiel mit stark zerklu¨ftetem Hintergrund. Farboperationen, die ausschließlich
den Hintergrund (Himmel) betreffen sollen, erfordern eine sorgfa¨ltige Trennung zwi-
schen Hintergrund und Objekt im Vordergrund (Baum).
Abb. 5.5 zeigt einen typischen Anwendungsfall. Eine mo¨gliche Aufgabenstellung
ko¨nnte sein, den Hintergrund (blauer Himmel) zu modifizieren. Bedingt durch
den Baum im Vordergrund wird die Durchfu¨hrung der Segmentierung zu einer
nichttrivialen Aufgabe.
5.3.2 Segmentierung durch 3D-Analyse des CIELAB
Wa¨hrend u¨bliche von einzelnen Startpunkten ausgehende Region-Growing-
Verfahren gut geeignet sind, topologisch miteinander verbundene Regionen zu
segmentieren, scheinen Aufgaben, bei denen das gewu¨nschteObjekt auf viele Re-
gionen aufgeteilt ist (siehe Bildbeispiel in Abb. 5.5), andere Verfahren zu fordern.
Daher wurde eine Auswertung der Nachbarschaftsbedingungen im Bild nicht
weiter verfolgt und eine clusterbasierte Analyse im Farbraum durchgefu¨hrt.
Die Farbtripel eines jeden Bildpunktes sind eindeutigen Raumkoordinaten im
dreidimensionalen Farbraum zugeordnet. A¨hnliche Farbwerte weisen entspre-
chend im Farbraum einen geringen Abstand zueinander auf. Die Farbvertei-
lung kann untersucht werden, indem zuna¨chst ein dreidimensionales Farbwert-
Histogramm erstellt wird. Die anschließende Aufgabe besteht dann darin, Gebie-
te mit hoher Besetzung, sogenannte Cluster, im dreidimensionalen Histogramm-
raum zu lokalisieren und durch eine umschließende Hu¨lle zu beschreiben. Zur
Erzeugung des als Segmentierungsergebnis geforderten Labelbildes mu¨ssen in
einem letzten Verarbeitungsschritt die von der Hu¨lle eingeschlossenen Farbvek-
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toren mit einem einheitlichen Label im urspru¨nglichen Bild versehen werden.
Auf diese Weise werden die farba¨hnlichen Bereiche klassifiziert, selbst wenn die
korrespondierenden Teile keine topologisch geschlossene Verbindung im Bild
aufweisen.
Die Qualita¨t der mit diesem Verfahren erzielbaren Segmentierung ha¨ngt im ent-
scheidenen Maße von der Gu¨te der Cluster-Lokalisierung und der Gewinnung
einer geeigneten Beschreibung der Clustergrenzen ab.
Der Ablauf gestaltet sich wie folgt. Ausgehend von einer Kernzelle (Startqua-
der) des Clusters werden die unmittelbar benachbarten Elemente des Farbhisto-
grammsdemClusterko¨rper angegliedert, sofern deren Besetzungsha¨ufigkeit eine
















Abb. 5.6: Darstellung des Quaderwachstums zur Veranschaulichung am zweidimensionalen
Fall. Das Wachstum geht von der grau hinterlegten Start-Zelle aus. Die steigenden
Ziffern geben die im jeweiligen Schritt neu hinzugefu¨gte Zellen an. Hervorgehoben ist
der vierte Erweiterungsschritt










Abb. 5.7: Schematische Darstellung des Quaderwachstums. Ausgehend von der Startzelle wird
der umschreibende Quader an jeweils einer Seitenfla¨che sequentiell erweitert, sofern
die Besetzungsdichte des Farbhistogramms fu¨r die neue Schicht eine Erweiterung na-
helegt.
Da benachbarte Cluster im Histogrammraum oft Beru¨hrungspunkte aufweisen,
kann diese Vorgehensweise u.U. zu einer Verschmelzung der einzelnen Cluster
fu¨hren. Als eine technisch einfach realisierbare Lo¨sung fu¨r dieses Problem hat
sich anstelle beliebig berandeter Ko¨rper der Aufbau von Quadern als umschrei-
bende Hu¨lle herausgestellt. Ausgehend von der Kernzelle als Startquader wer-
den die sechs Seitenfla¨chen des Quaders um jeweils ein Volumenelement fla¨chig
nach außen erweitert. Dieser Vorgang wird fu¨r eine bestimmte Ausdehnungs-
richtung gestoppt, sobald die Besetzungsha¨ufigkeit der neuen Volumenelemente
einer Seitenfla¨che, einem Abbruchkriterium entspricht.
Die Farbkomponenten werden vor der Erfassung im Histogramm mit 64 statt
der u¨blichen 256 Stufen quantisiert, um den Berechnungsaufwand zu reduzieren
und die Verarbeitungsgeschwindigkeit zu erho¨hen. Als Ergebnis erha¨lt man so
ein Quader im Histogrammraum, das ein beliebig geformtes Cluster umschreibt.
Sehr vorteilhaft wirkt sich die Mo¨glichkeit der relativ freien Positionierung der
Start-Zelle aus, da diese nicht notwendigerweise im Mittelpunkt des Quaders
liegen muß. Die Initialisierung des Verfahrens gestaltet sich somit sehr robust.
Die Bestimmung der Kernzellenposition kann aufgrund dessen automatisch, z.B.
u¨ber eineMaximumsuche imHistogramm, oder auch interaktiv erfolgen. Im letz-
teren Fall sind manuelle Kennzeichnungen der gesuchten Farbfla¨chen notwen-
dig, um die Position der Kernzelle im 3D-Histogramm zu bestimmen.
Sollte das Abbruchkriterium sehr empfindlich eingestellt sein, so bildet das Ver-
fahren in der nachfolgenden Suche automatisch mehrere unmittelbar aneinander
angrenzende Quader wie in Abb. 5.8 angedeutet. Im Ergebnisbild erscheint der
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gesuchte Bildbereich dann u¨bersegmentiert. Allerdings kann eine ggf. notwen-
dige Zusammenfassung der zuvor getrennten Label relativ einfach erfolgen. Mit
der Zusammenfu¨hrung mehrerer Quader lassen sich auch komplexe Objekte im




Abb. 5.8: Verteilung der Quader bei komplexen Farbhistogrammen. Mit einigen benachbarten
Quadern ko¨nnen auch komplexe Farbverteilungen umschrieben werden. Das Ergebnis
erscheint u¨bersegmentiert, jedoch ist eine Zusammenfassung leicht mo¨glich.
Weitere Vorteile des Verfahrens liegen in Verbindung mit dem hier verwende-
ten CIELAB Farbmodell in einer mo¨glichen Vorgabe exakter Farbabstandsmaße.
Bezogen auf den Farbwert der Kernzelle, kann ein maximaler Farbabstand E
vorgegeben werden, der ggf. zusa¨tzlich zum Abbruchkriterium das Wachstum
des einhu¨llenden Quaders begrenzt.
6 Ergebnisse und Diskussion
6.1 Allgemeine Betrachtungen
Die Verfahren zur Farbanpassung fu¨r electronic publishing Systeme bestehen
aus mehreren Verarbeitungsschritten. Diese in Kapitel 3 vorgeschlagene Auftei-
lung der Farbverarbeitung ist ein wesentliches Ergebnis der Untersuchungen.
Wa¨hrend in der klassischen Anwendung die Farbanpassung immer noch mehr
oder weniger monolitisch innerhalb eines Verfahrensschrittes behandelt wird,
erfolgt im Rahmen dieser Arbeit eine strenge Trennung der unterschiedlichen
Funktionseinheiten. Diese Trennung in Farbkorrektur, Farbneutralisation und
Farbmanipulation tra¨gt maßgeblich dazu bei, den gesamten Prozeß der Farban-
passung effizienter zu gestalten und insbesondere fu¨r die Farbmanipulation qua-
si normierte Ausgangsbedingungen zu schaffen. Als Vorteil daraus ergibt sich
eine verbesserte Unabha¨ngigkeit von dem zu bearbeitenden Farbbild durch ei-
ne neutrale Ausgangssituation. Hochsprachliche Beschreibungsformen, sind nor-
malerweise auf die Zielsetzung der Farbvera¨nderung hin ausgerichtet. Mit der
neutralen Ausgangssituation besteht jetzt die Mo¨glichkeit, eine allgemein gu¨ltige
algorithmische Beschreibung zu entwickeln.
Entsprechend kann auch eine Darstellung der Ergebnisse isoliert fu¨r jedes Modul
erfolgen. Die na¨chsten Abschnitte zeigen die Ergebnisse der Farbmanipulation
und anschließend die der Zusatzmodule Farbkorrektur, Farbneutralisation und
Segmentierung.
6.2 Ergebnisse der Farbmanipulation
Eine der Zielsetzungen des vorgestellten Verfahrens zur Farbmanipulation be-
steht in der Bereitstellung eines neuen Zugangs zum Medium Farbe. Um die
technisch orientierten Gestaltung klassischer Benutzerschnittstellen zu erweitern,
werden hochsprachliche Vorgaben der Farba¨nderungswu¨nsche zugelassen, die
das System interpretiert, in Parameter umgesetzt und durch geeignete Opera-
toren ausfu¨hrt. Als Basis fu¨r die hochsprachliche Schnittstelle dient ein Grund-
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wortschatz, der trotz vollsta¨ndiger Beschreibung der notwendigen Manipulati-
onsformen der Farbebene, sehr kompakt ausgefu¨hrt werden konnte. Die fu¨r den
Einsatz notwendigen individuellen Eigenschaften und Beschreibungsformen ei-
nes komplexen Wortschatzes realisieren vom Benutzer definierbare Erweiterun-
gen, Mischfarben, abstrakte Begriffe und Zusammenfassungen komplexer Aus-
dru¨cke.
Die innerhalb einer Studie [Knu95] durchgefu¨hrte Entwicklung und prototypar-
tige Implementierung eines solchen Systems erlaubt die Bewertung durch si-
mulierte Anwendungsszenarien. Vorteilhaft wurde dabei der leicht erlernbare
hochsprachliche Zugang bewertet. Ebenfalls stellt der Grundwortschatz geeig-
nete Mo¨glichkeiten zum Zugriff auf die Farbe zur Verfu¨gung. Die individuel-
len Erweiterungsmo¨glichkeiten hingegen bilden durch die notwendige Tabelle-
nerweiterungen nur eine eingeschra¨nkt benutzerfreundliche Lo¨sung. Innerhalb
einer produktorientierten Entwicklung sind leichter zuga¨ngliche Lo¨sungen ein-
zubringen. Mit der Nutzung der Entwicklungsumgebung KnowledgeWorks und
Common LISP fu¨r den wissensbasierten Systemteil, war eine schnelle und ef-
fiziente Implementierung des Systems mo¨glich. Vorteilhaft erwies sich die Ent-
scheidung, zur hochsprachlichen Interpretation ein wissensbasiertes System ein-
zusetzen auch, da mit ca. 80 Regeln eine kompakte und leistungsstarke Imple-
mentierung des komplexen Sachverhaltes gelungen ist. Zudem stellt der damit
mo¨gliche Austausch der Wissenbasis eine einfache Lo¨sung dar, um individuelle
Wortscha¨tze unterschiedlicher Anwendergruppen bearbeiten und anwa¨hlen zu
ko¨nnen. Alle bildverarbeitenden Operatoren sind durch C++ Routinen realisiert,
was neben einer schneller Bearbeitung den Zugriff auf bestehende Bibliotheken
erlaubt.
Zur besseren U¨bersicht erfolgt die Ergebnisdarstellung unterteilt nach hoch-
sprachlicher Interpretation, Parameterdarstellung und Bildbeispielen.
Hochsprachliche Interpretation
Eine zentrale Aufgabe der hochsprachlichen Interpretation besteht in der Zer-
legung der Anweisungen in Einzelziele, deren Bedeutung u¨ber die Operatoren
direkt umgesetzt werden kann. Obwohl diese Arbeit nicht das Ziel verfolgt ein
allgemein sprachverstehendes System aufzubauen, sind die Erweiterungen zu
kombinierten Anweisungen ein notwendiger Schritt, um diese allgemeiner hal-
ten zu ko¨nnen, abstrakte Begriffe zuzulassen und deutliche Vorteile gegenu¨ber
einer klassischen Kommandosprache anbieten zu ko¨nnen. Anweisungen der Art:
1. Mitten etwas mehr und Lichter weniger Blau
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2. Tiefen wesentlich mehr und Mitten viel mehr Gru¨n
3. Schatten und Mitten heller
4. Tiefen viel mehr Rot und wesentlich weniger Blau und heller und Mitten
etwas mehr Rot und weniger Blau
u¨berfu¨hrt das System in die Einzelziele:
1. (a) Mitten etwas mehr Blau
(b) Lichter weniger Blau
2. (a) Tiefen wesentlich mehr Gru¨n
(b) Mitten viel mehr Gru¨n
3. (a) Tiefen mehr Helligkeit
(b) Mitten mehr Helligkeit
4. (a) Tiefen viel mehr Rot
(b) Tiefen wesentlich weniger Blau
(c) Tiefen mehr Helligkeit
(d) Mitten etwas mehr Rot
(e) Mitten weniger Blau
die dann in einen Parametersatz umgesetzt und den bildverarbeitenden Opera-
toren zur Verfu¨gung gestellt werden.
Die Erweiterungen des Wortschatzes sind auf Mischfarben, abstrakte Begriffe
und Zusammenfassungen beschra¨nkt. Hierdurch stehen ausreichende aber auch
einfach zuzuordnende Modifikationsmo¨glichkeiten zur Verfu¨gung. Eine Zuord-
nung der Erweiterungswu¨nsche gestaltet sich eindeutig und Konfliktsituationen
durch beliebige, in die allgemeine Interpretation u¨berfu¨hrende Begriffe werden
vermieden. Die technische Umsetzung der Erweiterung des Wortschatzes erfolgt
durch erweiternde Eintra¨ge in Tabellen.
Parameterdarstellung
Bereits in Kapitel 4 sind einige Parameterdarstellungen wiedergegeben. Exem-
plarisch sollen an dieser Stelle nur einige Beispiele die Besonderheiten der Pa-
rametrisierung im CIELAB Farbmodell hervorgehoben werden. Die Vielfalt der


























(b) Lichter mehr Rot
Abb. 6.1: Tonwertabha¨ngige Kontrast- und Farbmanipulation
Auspra¨gungen und Mo¨glichkeiten unterschiedlicher Farbmanipulationen kann
an dieser Stelle nicht aufgezeigt werden.
Abb. 6.1 zeigt zwei tonwertabha¨ngige Beispiele. Wa¨hrend die Helligkeits- und
Kontrastmanipulation allein L* beeinflussen, ist eine einfache zweidimensionale
Darstellung und entsprechend einfache Realisierungmo¨glich. Die Farbmanipula-
tion hingegen modifiziert die gesamte a*b*-Ebene, was sich durch die Abha¨ngig-
keit zu L* nur dreidimensional darstellen la¨ßt. Die Umsetzung der funktiona-
len Zusammenha¨nge realisiert der bildverarbeitende Teil aus Effizienzgru¨nden
durch Zuweisungstabellen (lookup table).
Teil a) der Abbildung 6.1 zeigt die Anweisung Mitten mehr Kontrast, was durch
die Spreizung mittlerer Helligkeitswerte erreicht wird (vgl. hierzu Abb. 4.2). der
Parameter mehr legt dabei die, in diesem Fall mittlere, Anhebung der Steigung
fest. Teil b) zeigt die Farbmanipulation Lichter mehr Rot, bei der a* Werte im Be-
reich hoher Helligkeit (L* nahe 1) angehoben werden.
Abb. 6.2 zeigt zwei farbtonabha¨ngige Beispiele. Teil a) gibt die Anweisung Rot-
bereiche mehr Rot wieder, die erkennen la¨ßt wie die positiven a* Werte u¨ber den
gesamten Bereich von b* angehoben werden. Teil b) hingegen zeigt die Funktion
Blauto¨ne weniger Rot. Dazu wird a* in einem enger gefaßten Gebiet der negativen
b* Werte (blau) abgesenkt. Insbesondere zeigt dieses Beispiel die Umsetzung der
Teilbegriffe to¨ne und bereich in die zugeho¨rige Auswirkung auf die a*b*-Ebene.
Wa¨hrend der Begriff to¨ne einen eng gefaßten Sektor der Ebene beschreibt, be-






























(b) Blauto¨ne weniger Rot
Abb. 6.2: Farbtonabha¨ngige Manipulation
einflußt der Begriff bereich wie gefordert die zugeho¨rige Halbebene (vgl. hierzu
Abb. 4.6).
Bildbeispiele
Schließlich soll die Leistungsfa¨higkeit des Verfahrens anhand einiger Bildbeispie-
le verdeutlicht werden. Die Abb. 6.3 und 6.4 zeigen verschiedeneModifikationen.
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(a) Rotto¨ne kra¨fti-
ger
(b) Blauto¨ne heller (c) Mitten mehr
Gelb
(d) Mitten heller (e) ORIGINAL (f) Alles weniger
Kontrast









Abb. 6.3: Beispielbilder zur Farbmanipulation
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(d) Lichter heller und mehr Rot (e) Lichter orange kolorieren
Abb. 6.4: Beispielbilder zur Farbmanipulation
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6.3 Ergebnisse der Zusatzmodule
6.3.1 Farbkorrektur
ZumTest des Farbkorrektur-Modulswurden drei CCD-Bilderfassungssysteme in
die Untersuchung einbezogen. Folgende Systeme standen zur Verfu¨gung:
 Hochauflo¨sende CCD-Kamera der professionellen Digitalfotografie
 3 Chip CCD-TV-Kamera (Broadcast tauglich)
 A3 Flachbettscanner mit CCD-Zeilensensor
Im Rahmen einer Untersuchung wurde die Aufgabe gestellt, eine Farbanpas-
sung der hochauflo¨senden CCD-Kamera an den Farbraum eines Referenzgera¨tes
vorzunehmen. Anstelle eines Meßgera¨tes erfolgt die Vorgabe des Referenzfar-
braums durch das Bezugsgera¨t. Hierdurchwird einerseits die Flexibilita¨t des Kor-
rekturverfahrens demonstriert und andererseits ein direkter visueller Vergleich
der Bilddaten anstelle eines numerischen Datenvergleichs ermo¨glicht. Aufgrund
des sehr a¨hnlichen Verhaltens der untersuchten Gera¨te werden im folgenden nur
noch die Ergebnisse des hochauflo¨senden Kamerassystems wiedergegeben.
Abb. 6.5 zeigt eine Farbtafel der unbehandelten Rohdaten, sowie das farbkorri-
gierte Bild. Eine Messung der Farbfla¨chen und anschließender Vergleich mit den
Solldaten des Referenzscanners (Hochleistungs-Trommelscanner) zeigt eine Re-
duktion des Fehlers auf im Mittel ca. 2% des urspru¨nglichen Fehlers. Lediglich
einzelne Werte im Randbereich des Farbraums weisen einen verbleibenden Feh-
ler von 4% auf.
Abb. 6.6 zeigt eine Vorlage, die zu Vergleichzwecken mit der hochauflo¨senden
Kamera und dem Referenzscanner erfaßt wurde. Mit dem Referenzscanner wur-
de zuvor eine Farbtafel verarbeitet, die zur Berechnung der dreidimensionalen
Kamera-Korrektur-LUT diente. Das dargestellte Scan-Ergebnis der Kamera wur-
de mit diesen Daten korrigiert.
Der Auswahl einer geeigneten Farbtafel kommt bei dem hier vorgestellten Ver-
fahren eine besondere Bedeutung zu. Es ist notwendig, daß die Farbtafel den
Farbraum der anschließend zu verarbeitenden Bilder mo¨glichst vollsta¨ndig ab-
deckt. Nur so kann sichergestellt werden, daß die Korrekturvektoren der LUT
in ausreichender Dichte und Genauigkeit errechnet werden ko¨nnen. Werden mit
den zu verarbeitenden Bildern Farben zugefu¨hrt, die von der Farbtafel nur un-
zureichend beschrieben sind, ko¨nnen trotzdem Korrekturvektoren allerdings nur
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mit verminderter Genauigkeit angeboten werden. Die inzwischen gut verfu¨gba-
re IT8 Farbtafel stellt fu¨r diese Zwecke ein gute Lo¨sung dar, die im Rahmen der
Untersuchungen besta¨tigt werden konnte.
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(a) Rohdaten der hochauflo¨senden
CCD-Kamera
(b) korrigierte Bilddaten
Abb. 6.5: Darstellung der Farbkorrektur anhand einer Farbtafel
(a) Referenzbild des Trommelscanners (b) Farbkorrigiertes Bild der CCD-
Kamera
Abb. 6.6: Visueller Vergleich der Bilddaten eines Referenzscanners mit den Bilddaten ei-
ner auf diesen Scanner adaptierten hochauflo¨senden CCD-Kamera. Als Vorla-
ge diente ein Durchlicht-Positiv (DIA).
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(a) Farbhistogramm des Originalbildes
mit Farbneigung
(b) Farbhistogrammdes Bildes nach er-
folgter Farbneutralisation
Abb. 6.7: Farbhistogramme eines Bildes vor und nach der Farbneutralisation
6.3.2 Farbneutralisation
Das Ergebnis einer Farbneutralisation kann mangels objektiven Bewertungsmaß-
stabs nur durch den subjektiven, visuellen Eindruck eines Betrachters bewertet
werden. Zur Unterstu¨tzung wurden daher neben den Bildern auch Histogram-
me dritter Ordnung von den unbehandelten und behandelten Bildern angefer-
tigt, um die Arbeitsweise u¨berpru¨fen zu ko¨nnen (siehe Abb. 6.7). Der visuelle
Eindruck wurde im Rahmen einer Studie [Fri96] anhand von Monitordarstellun-
gen mit ca. 200 Bildern im direkten Vergleich u¨berpru¨ft. Die Abbildungen 6.8, 6.9
und 6.10 zeigen einige Beispiele.
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(a) Originalbild mit Farbneigung (b) Bild nach der Farbneutralisation
Abb. 6.8: Bild einer natu¨rlichen Szene
(a) Originalbild mit
Farbneigung
(b) Bild nach der Farb-
neutralisation
Abb. 6.9: Technisch verfremdetes Bild mit dominantem Farbanteil
(a) Originalbild mit Farbneigung (b) Bild nach der Farbneutralisation
Abb. 6.10: Technisches Objekt mit dominantem Farbanteil
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Die Farbneigung konnte dabei bei der u¨berwiegenden Anzahl der automatisch
verarbeiteten Bilder erfolgreich kompensiert werden. Insbesondere wird die neu-
trale Darstellung von Weiß- und Schwarzpunkt erreicht, was der subjektiven Be-
wertung entgegenkommt. Nicht, bzw. unvollsta¨ndig neutralisiert werden extre-
me Farbneigungen von Bildern mit dominanten, einfarbigen Objekten, die einen
Großteil der Bildfla¨che einnehmen. Natu¨rliche Szenen sind davon jedoch nur
selten betroffen. Bei problematischen Vorlagen, die bei manueller Bearbeitung
bessere Ergebnisse zeigen, ko¨nnen gleichwertige Ergebnisse durch eine interakti-
ve Vorgabe der Bezugspunkte erzielt werden. Diese parametrische Nutzung der
Farbneutralisation bietet als deutlichen Vorteil einen stark reduzierten Bearbei-
tungsaufwand gegenu¨ber der klassischen, rein manuellen Vorgehensweise.
Als wesentliches Ergebnis bleibt festzuhalten, daß der Austausch des manu-
ell vorgegebenen neutralen Grauwertes durch den Schwerpunkt des Farbhisto-
gramms, eine gute Alternative zum interaktiv vorgegebenenMeßpunkt darstellt.
Ein weiterer Vorteil besteht darin, daß die rechen- und speicheraufwendige Be-
stimmung des vollsta¨ndigen Histogramms dritter Ordnung vermieden wird, da
der Schwerpunkt nach [5.3] wesentlich einfacher zu bestimmen ist. Die auto-
matische, effiziente Ausfu¨hrung der Farbneutralisation belastet die Bilderfas-
sung nur gering. Die Verwendung des CIELAB Farbmodells zeigt auch hier ge-
genu¨ber eines zu Vergleichszwecken implementierten Verfahrens auf Basis des
RGB-Farbmodells ausnahmslos bessere Resultate.
6.3.3 Segmentierung
A¨hnlich der Farbneutralisation wird auch das Ergebnis der Segmentierung nach
subjektiven, visuellen Merkmalen beurteilt. Um das Segmentierungsverfahren
dem visuellen Farbempfinden des Anwenders na¨her zu bringen, basiert auch die-
ses Verfahren auf dem CIELAB Farbmodell. Die wahrnehmungsma¨ßige Gleich-
absta¨ndigkeit [Ric81] wirkt sich auch bei der Segmentierung vorteilhaft aus. Dies
erlaubt, euklidische Maße im Farbraum anzuwenden und so Vorgaben eines de-
finierten maximal zula¨ssigen Farbabstandes zwischen Objekt und Hintergrund
vorzugeben.
Die interaktiv festgelegten oder auch automatisch errechneten Startquader
ko¨nnen gewinnbringend eingesetzt werden. Mit einer interaktiven Zuordnung
(Objekt/Hintergrund) sind Farbdifferenzen zur Festlegung der zula¨ssigen Farb-
grenzen anwendbar. Der Einsatz des CIELAB Farbmodells zeigte gegenu¨ber ei-
ner RGB-Nutzung deutlich bessere Segmentierungsergebnisse.
Zusa¨tzlich zu den hier beschriebenen Verfahren wurden im Rahmen einer Studie
[Bor95] weitere Segmentierungsverfahren der Clusteranalyse implementiert und
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in einen Vergleich aufgenommen. Neben Schwellwertmethoden mit Analyse ein-
dimensionaler Histogramme [Cel90, OKS80, Sch93, Tom90] sind Verfahren wie
k-mean, Adaptiver k-mean [Pap92] oder konkurrierendes Lernen [Uch93] unter-
sucht worden. Dawie bereits erwa¨hnt kein numerisches Maß fu¨r die Qualita¨t der
Segmentierung existiert, ist die Bewertung auf das subjektive Urteil des Anwen-
ders beschra¨nkt.
Im Vergleich zu dem k-means Algorithmus [And73] fu¨hrt das hier vorgestellte
Verfahren bei vielen Testbildern eine der Aufgabenstellung besser entsprechen-
de Segmentierung durch. Die Fa¨lle, in denen k-means bessere Ergebnisse zeigte,
konnten durch interaktive Eingriffe auf ein vergleichbares Ergebnis gebrachtwer-
den. Die Mo¨glichkeit einer interaktiven Vorgabe bietet k-means hingegen nicht.
Zudem zeigt die Segmentierung mittels Farbraum-Clusteranalyse die geringsten
Anforderungen an den Berechnungsaufwand, was zu entsprechend hohen Ver-
arbeitungsgeschwindigkeiten fu¨hrt.
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(a) Originalbild (b) Segmentierungsergebnis (Label-
bild)
Abb. 6.11: Ergebnis der automatischen Segmentierung durch Farbraum Clusteranalyse
mit 8 Clustern. Der Hintergrund wird durch 3 Cluster beschrieben, deren La-
bel ggf. interaktiv ausgewa¨hlt werden ko¨nnen.
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7 Zusammenfassung
Traditionelle Gescha¨ftsabla¨ufe werden in zunehmenden Maße durch elektro-
nische Komponenten erga¨nzt. Insbesondere in Bereichen der Kommunikation
dra¨ngen multimediale Elemente versta¨rkt in den Vordergrund. Sowohl Abla¨ufe
auf Gescha¨ftsebene (business to business) wie auch der Kontakt zum Endkunden
und Verbraucher (business to consumer) erfahren derzeit große Vera¨nderungen
durch den Einsatz elektronischer Medien. Wesentliche Bestandteile dieser Kom-
munikationsvorga¨nge sind Bildelemente, die beispielsweise bei der Produktdar-
stellung oder auch fu¨r elektronische Magazine eingesetzt werden. Dadurch wird
der Bereich des electronic publishing vor neue Herausforderungen gestellt.
Zuku¨nftige Systeme sind gepra¨gt durch kurze Bereitstellungszeiten und einen
hohen Durchsatz an aufzubereitendem Bildmaterial. Die daraus entstehenden
Anforderungen bezu¨glich der elektronischen Bildverarbeitung (EBV) lassen sich
mit den klassischen Methoden der Druckvorstufe nicht bewa¨ltigen. Neue Verfah-
ren mu¨ssen durch automatische und automatisierte Abla¨ufe, den fu¨r das Ergeb-
nis der Farbreproduktion verantwortlichen Anwender komfortabel unterstu¨tzen
und den Experten entlasten.
Zur Beschreibung der Farbinformation werden Farbmodelle eingesetzt, die
ha¨ufig den technischen Randbedingungen der verwendeten Gera¨te, hingegen
selten den visuellen Eigenschaften des Menschen entsprechen. Vera¨nderungen
der Farbgebung mit dem Ziel, die Darstellung fu¨r auf den Verwendungszweck
des Bildes zu optimieren, erfolgen derzeit durch manuelle Eingriffe. Mit Grada-
tionskurven wird die Zuordnung jeder Farbkomponente u¨ber deren Helligkeits-
verlauf festgelegt. Da z.B. bei den verbreiteten, gera¨tebezogenen Farbmodellen
die prozentuale A¨nderung eines Farbwertes stark unterschiedliche visuelle Aus-
wirkungen in Abha¨ngigkeit vom Farbort aufweisen kann, erfordert eine visuell
zielgerichtete Farba¨nderung ein hohes Maß an Erfahrung. Demzufolge wird die
Farbmanipulation einer Gruppe von Experten u¨berlassen, die auf die Besonder-
heiten und technischen Randbedingungen hin trainiert sind. Der Auftraggeber
formuliert seine Farba¨nderungswu¨nsche u¨blicherweise hochsprachlich, da kaum
eine andere Kommunikationsform zur Verfu¨gung steht. Der Farbexperte hat da-
mit die Aufgabe, diese Vorgaben in geeigneteGradationskurven umzusetzen, mit
denen die gewu¨nschte Farba¨nderung herbeigefu¨hrt wird.
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Mit dieser Arbeit wird ein Verfahren vorgeschlagen, das die hochsprachlichen
Vorgaben eines Anwenders aufnehmen und diese in geeignete Parametersa¨tze
zur Farbmanipulation u¨berfu¨hren kann. Die so gewonnenen Daten werden
farbverarbeitenden Operatoren u¨bergeben, welche schließlich die gewu¨nschten
Farba¨nderungen im Bild ausfu¨hren. Daru¨ber hinaus sind weitere farbverarbei-
tende Module entwickelt worden, die das Verfahren zur Farbmanipulation un-
terstu¨tzen. Dieses sind eine Farbkorrektur zur medien- und gera¨teneutralen Er-
fassung und Ausgabe von Bildern, eine Farbneutralisation zur Reduktion eines
individuellen Farbstichs (color cast, color bias) in der Bildvorlage und ein Ver-
fahren zur Farbsegmentierung, um farbidentische oder farba¨hnliche Bildpunkte
einer Vorlage zu Bearbeitungszwecken maskieren zu ko¨nnen.
Wa¨hrend Farbkorrektur und Farbneutralisation hinsichtlich einer vollautomati-
schen Arbeitsweise realisiert werden konnten, sind fu¨r Farbmanipulationsaufga-
ben Vorgaben des Nutzers unerla¨sslich.
Als Basis der hochsprachlichen Kommunikation mit dem Anwender wird ein
Grundwortschatz zur Farbmanipulation eingefu¨hrt, der trotz eines vollsta¨ndigen
Zugriffs auf die Farbebene, sehr kompakt gehaltenwerden konnte. Ein deutlicher
Vorteil dieses begrenzten Umfangs besteht in den damit mo¨glichen eindeutigen
Formulierungen. Der Nachteil eines begrenzten Sprachumfangs, die mu¨hsame
Verkettung vieler Begriffe, um aufwendige Farba¨nderungen zu beschreiben, wird
durch frei definierbare, abstrakte Begriffe kompensiert.
DieAuswertung des Farb-Wortschatzes einiger Arbeitsgruppen ergab, daß inner-
halb einer geschlossenen Gruppe individuelle Beschreibungsformen zur Farbma-
nipulation entstehen, die teilweise sehr komplexen Farba¨nderungen gruppenin-
tern eindeutig zugeordnet werden ko¨nnen. Das hier vorgeschlagene Verfahren
sieht daher Mo¨glichkeiten vor, individuelle Erweiterungen des Wortschatzes zu-
zulassen. Im Grundwortschatz enthaltene Begriffe ko¨nnen neu zugeordnet wer-
den; neue Begriffe lassen sich durch Kombination bekannter Begriffe definieren.
Dadurch, daß der Anwender die Erweiterungen selbst vornimmt, entsteht die in-
dividuelle Beschreibungsform. Die Erweiterungen lassen auch die direkte hoch-
sprachliche Formulierung sehr aufwendiger Farbvera¨nderungen zu. Der so ge-
wonnene Wortschatz spiegelt das individuelle Farbwissen des Anwenders oder
der Gruppe wieder.
Fu¨r die Untersuchungen und Tests des Verfahrens erfolgt eine Realisierung in
Form eines wissensbasierten Systems. Als Wissensbasis dient eine regelbasierte
Lo¨sung, die gegenu¨ber der Realisierung mittels semantischer Netze einige Vor-
teile bezu¨glich der Erweiterungsmo¨glichkeiten sowie bei der Beschreibung des
Farbwissens zeigt. Insgesamt kommen ca. 80 Regeln zur Anwendung, um die
geforderte Funktionalita¨t abzubilden. Wesentliche Wissensteile sind in Form von
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Tabellen realisiert, wodurch sich der Wartungsaufwand fu¨r Erweiterungen re-
duziert. Die Wissensbasis umfaßt das notwendige Wissen der hochsprachlichen
Schnittstelle, des verwendeten Farbmodells und der farbverarbeitendenOperato-
ren. Durch die Einbindung des Farbmodells in die Wissensbasis vereinfacht sich
der Austausch des Modells. Die Realisierung selbst ist weitgehend unabha¨ngig
von bestimmten Farbmodellen nutzbar. Im Rahmen der Untersuchungen wur-
den RGB und CIELAB eingesetzt. Die fu¨r den Anwender abstrakt anmutende
Parametrisierung des wahrnehmungsangepaßten CIELAB wird dabei durch die
hochsprachliche Schnittstelle vom Nutzer fern gehalten.
Der Austausch der Wissensbasis erlaubt weiterhin, ein System verschiedenen
Projekten oder Arbeitsgruppen nutzbar zu machen, indem die jeweils beno¨tig-
te Wissensbasis geladen wird.
Die mit dem System realisierte hochsprachliche Benutzerschnittstelle sichert eine
effiziente Bearbeitung mit hoher Reproduzierbarkeit. Hierdurch wird den neu-
en Anforderungen insbesondere elektronischer Publikationsformen entsprochen.
Mit nur wenigen Begriffen lassen sich eine Vielzahl von Farbmanipulation be-
schreiben, auswa¨hlen und anwenden. Die intuitive Formulierung der Anweisun-
gen kommt dabei dem Anwender entgegen, wobei die Erweiterungsmo¨glichkei-
ten des Wortschatzes dessen Individualita¨t sicherstellt.
Das System ist in der Lage, zwischen physikalisch motivierter und hochsprachli-
cher Beschreibungsform der Sinnesempfindung Farbe, einen Bezug herzustellen
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