Abstract. The purpose of this paper is to prove L p -Sobolev and Hölder estimates for the Bergman projection on both pseudoconvex domains of finite type and a large class of pseudoconvex domains of infinite type.
Introduction
Let Ω be a bounded pseudoconvex domain in C n with smooth boundary bΩ. The Bergman projection B = B Ω is one of the fundamental objects associated to Ω: it is the orthogonal projection of L 2 (Ω) onto the closed subspace of square-integrable holomorphic functions on Ω. The Bergman projection has an integral representation
where dw is the Lebesgue measure on Ω. The function B is known as the Bergman kernel.
The Bergman projection is defined abstractly on L 2 (Ω), and a basic question regarding the project is its continuity/estimates in (1) the spaces C ∞ and L 2 s , and (2) the spaces L p s (p = 2) and Hölder continuous functions Λ s . When Ω is of finite type (see [D'A82] ), the C ∞ -regularity and L 2 s -estimates for B are completely understood. The following theorem is an amalgamation of results by Kohn [Koh79] , Catlin [Cat83, Cat87] , Kohn-Nirenberg [KN65] and Folland-Kohn [FK72] . Theorem 1.1. Let Ω be a smooth, bounded, pseudoconvex domain in C n and let z 0 be a boundary point. Assume that z 0 is a point of finite type. Then there exists a neighborhood U of z 0 such that Bv ∈ C ∞ (Ω ∩ U ) whenever v ∈ C ∞ (Ω ∩ U ). Moreover, if χ 0 and χ 1 are any smooth real functions with supp(χ 0 ) ⊂ supp(χ 1 ) ⊂ U and χ 1 = 1 on supp(χ 0 ), then
for any integer s and any v ∈ L 2 s (Ω ∩ U ) ∩ L 2 (Ω). The positive answer of (2) has been obtained when Ω is of finite type and satisfies the one of the following settings:
• strongly pseudoconvex [FS74, PS77] .
• pseudoconvex in C 2 [Chr88, FK88a, FK88b, McN89, NRSW89, CNS92] • pseudoconvex in C n whose Levi-form has comparable eigenvalues [Koe02] , one degenerate eigenvalue [Mac88] , or is diagonalizable [FKM90, CD06, NS06] .
• convex in C n [McN94, MS94, MS97] .
The purpose of this paper is to give a full answer to questions (1) and (2) both for pseudoconvex domains of finite type and a large class of domains of infinite type. In particular, we work on pseudoconvex domains satisfying the f -property where the function f reflects the geometric "type" of the boundary. For example, interpreting Catlin's results on finite type through the lens of the f -property [Cat83, Cat87] , Ω is of finite if and only if there exists an ǫ > 0 such that the t ǫ -property holds. Furthermore, there is a large class of infinite type pseudoconvex domains that satisfy an an f -properties [KZ10, KZ12] . For example, the log 1/α -property holds for
where α := max j∈{1,...,n} α j .
We formulate the f -property as follows:
Let Ω be a pseudoconvex domain in C n with smooth boundary bΩ and z 0 ∈ bΩ. For a smooth monotonically increasing function f : [1, +∞) → [1, +∞) satisfying lim t→∞ f (t) = ∞, we say that Ω has the f -property at z 0 if there exist a neighborhood U of z 0 and a family of C 2 -functions {φ η } such that (i) |φ η | ≤ 1, C 2 , and plurisubharmonic on Ω;
(ii) i∂∂φ η ≥ cf (η −1 ) 2 Id on U ∩ {z ∈ Ω : −η < r(z) < 0} for some constant c > 0, where r is the signed distance function to bΩ.
A sufficient condition for both local C ∞ -regularity and L 2 s -estimates for the∂-Neumann problem and the Bergman projection is that lim t→∞ f (t) ln t = ∞ (see [Koh02, KZ12] ). For local L p s -estimates, however, we require a slightly stronger hypothesis on f . Definition 1.3. We say that f belongs to the class F if there exists an increasing function κ with
is increasing on [1, +∞) and the function g :
Given an invertible function h, we denote the inverse to h by h * in order to prevent confusion (with the ambiguous h −1 notation). The functions κ and f are increasing, so the function g(t) is increasing and hence invertible. Define G : (0, 1] → [0, ∞) by
Since g increasing, g * is increasing. This means g * (1/δ) is decreasing and consequently, G is increasing.
On a neighborhood U of z 0 ∈ bΩ, there exist coordinates z = (z ′ , z n ) with the origin at z 0 and such that ∂r ∂Re (z n ) (z) = 0 for any z ∈ U and (z ′ , iIm z n ) = T z 0 (bΩ). For a pair (z, w) ∈ (Ω ∩U )×(Ω∩U ),
we define a non-isotropic distance
We notice that δ N I (z, w) = 0 if and only if z = w ∈ bΩ. Let L 1 , . . . , L n be a local basis for the holomorphic vector fields where
Our first goal of this paper is the estimates for derivatives of the Bergman kernel. Theorem 1.4. Let Ω be a smooth, bounded, pseudoconvex domains in C n and let z 0 be a boundary point. Assume that the f -property holds at z 0 for some f ∈ F. Then there exists a neighborhood U of z 0 such that
for any z, w ∈Ω ∩ U and any integers α, β. Here c α,β is independent on z, w, and each component of T α and N β acts either in z or in w.
The second goal of this paper is to establish local L p -Sobolev and Hölder estimates for the Bergman projection. The following theorem relies on the condition globally weak Property (P) that is defined below in Definition 2.5. Property (P ) was introduced by Catlin [Cat84] as a sufficient condition for compactness of the∂-Neumann operator and variants of it have appeared through the complex analysis literature, see Straube [Str10] for details. Theorem 1.5. Let Ω be a smooth, bounded, pseudoconvex domain in C n and let z 0 ∈ bΩ. Assume that both the f -property holds at z 0 for some f ∈ F and the globally weak Property (P) holds for Ω. Then the Bergman projection B is locally regular in both L p s with s ≥ 0, p ∈ (1, ∞) and Λ s with s > 0 near z 0 .
Namely, there exists U ⊂ C n with z 0 ∈ U so that if χ 0 and χ 1 are any smooth real functions with supp(χ 0 ) ⊂ supp(χ 1 ) ⊂ U and χ 1 = 1 on supp(χ 0 ), then there exists a constant c s , c s,p > 0 so that
When Ω is of finite type or defined by (1.1), we can use a partition of unity and our local estimates to extend the classical, global estimates. Corollary 1.6. Let Ω ⊂ C n be a smooth, bounded, pseudoconvex domain of finite type or defined by (1.1) with α < 1. Then the Bergman projection is continuous in both L p s (Ω) for s ≥ 0 and p ∈ (1, ∞) and Λ s (Ω) for all s > 0.
The paper is organized as follows. In Section 2, we recall results on local L 2 s estimates and C ∞ -regularity for the∂-Neumann operator and the Bergman projection. We then use the work of Kohn, Khanh-Zampieri and Strauble to prove the smoothness of the Bergman kernel on diagonal off. In Section 3, we give a proof of Theorem 1.4. In Section 4, we prove Theorem 1.5.
We will use the following notation throughout this paper. For cutoff functions χ 0 , χ 1 ∈ C ∞ c (U ), we write χ 0 ≺ χ 1 if χ 1 = 1 on supp(χ 0 ). We use the notation a b (respectively, a b) if there exists a global constant c > 0 so that a ≤ cb (respectively, a ≥ cb). Moreover, we will use ≈ for the combination of and . Finally, we write f ≫ g if lim
2. Uniform estimates on the Bergman kernel 2.1. The smoothness of kernels: local behavior. In this section, Ω is a smooth, bounded pseudoconvex domain and z 0 ∈ bΩ is a point at which the f -property holds. We state and prove the smoothness of the Bergman kernel in which two points of kernels are in a small neighborhood of z 0 . Moreover, all estimates are independent of the diameter of Ω.
We start by recalling the f -estimate theorem by Khanh-Zampieri [KZ10] , this is a general version of the subelliptic estimate by Catlin [Cat87] .
Theorem 2.1. Let Ω be a pseudoconvex domain, and assume that the f -property holds at z 0 ∈ bΩ. Then there exists a neighborhood U of z 0 such that
This estimate is uniform in the diameter of Ω. When f ≫ ln, the f -estimate implies the superlogarithmic estimate. In [Koh02] , Kohn proved that superlogarithmic estimate is a sufficient condition for local hypoellipticity of the Kohn-Laplacian b . Khanh and Zampieri proved a similar theorem for [KZ12] .
This estimate is uniform in the diameter of Ω.
Using Theorem 2.2, we can prove uniform estimates on the Bergman kernel and its derivatives when the points are away from the diagonal. Theorem 2.3. Let Ω be a pseudoconvex domain so that the f -property holds at z 0 ∈ bΩ with f ≫ ln. Then there exists a neighborhood U of z 0 such that the Bergman kernel is smooth on
where c α,β is independent of z, w. This estimate is uniform in the diameter of Ω.
Proof. We wish to apply B to a Dirac δ-function, so we let ψ ∈ C ∞ c (B(0, 1)) where ψ ≥ 0, radial, and C n ψ dw = 1. Fix w ∈ Ω and set ψ t (ζ) = t −2n ψ((ζ − w)/t). When z = w, the fact that B(z, w) is harmonic in w means that for t small enough
The hypothesis δ I (z, w) ≈ 1 implies that either |z − w| ≈ 1, |r(z)| ≈ 1, or |r(z)| ≈ 1.
Case 1: |z − w| ≈ 1. We choose ǫ sufficiently small such that B(z, 2ǫ) ∩ B(w, 2ǫ) = ∅ and B(z, 2ǫ), B(w, 2ǫ) ⊂ U . Let χ 0 ≺ χ 1 ≺ χ 2 ≺ χ 3 such that χ 0 = 1 on B(z, ǫ) and supp(χ 3 ) ⊂ B(z, 2ǫ). By Sobolev Lemma, we have (for r < ǫ/2)
(Ω) .
Using Kohn's formula B = I −∂ * N∂, we obtain
where the first and the last equalities follow by supp(χ j ) ∩ supp(ψ t ) = ∅ and the second inequality follows by Theorem 2.2. On the other hand, by the density of smooth, compactly supported forms in L 2 (Ω) (0,1) ,
Using the self-adjointness of N and the pairing of (
By a second application of Theorem 2.2 for cut-off functionsχ 1 ,χ 2 andχ 3 , we obtain
The basic estimate shows that N is continuous on on L 2 (Ω), namely, the term
. Unfortunately, this constant C depends on the diameter of Ω and hence is not allowable. To avoid this, we use Proposition 2.4 below with φ = φ η 0 for some η 0 fixed and φ η 0 from the family of functions from the f -property. We thereby obtain
Here we can choose ζ such that supp(ζ) ⊂ U and ζ = 1 on supp(χ 3 ) ∪ supp(χ 3 ). Plugging in N χ 3 v for u in (2.2) yields
where c α,β is independent of z ∈Ω ∩ U , w ∈ Ω ∩ U and also the diameter of Ω. The uniformity in w of c α,β is the essential part of the statement that allows w to approach bΩ.
Case
This completes the proof of Theorem 2.3.
We show the technical point that we postponed during the proof of Theorem 2.3.
Proposition 2.4. Let Ω ⊂ C n be a pseudoconvex domain, and U be an open set. Assume that there exists a function φ which satisfies (i) |φ| ≤ 1, C 2 , and plurisubharmonic on Ω;
for any u ∈ C ∞ (Ω) 0,1 ∩ Dom(∂ * ). Moreover, this estimate is uniform in the diameter of Ω.
Proof. As a consequence of the Hömander-Kohn-Morrey inequality with weight Φ is that
where · L 2 (Ω,Φ) is the L 2 norm with weight e −Φ and∂ * Φ is the adjoint of∂ in this norm. We use an auxiliary function σ : R + → R + that is increasing, convex, smooth, and satisfies
for suitable C 1 , C 2 > 0. For instance, σ(t) = 1 2 e t−1 works. We apply (2.4) for Φ = σ • φ with use the boundedness of φ to obtain
We complete the proof by applying (ii).
2.2. The smoothness of kernels: local/nonlocal. In this subsection we state and prove the smoothness of the Bergman kernel in the case that one point is in a neighborhood of the point at which the f -property holds and the other is not. In this subsection, we observe that our estimates may depend on diameter of Ω, however,we will only apply these estimates for a fixed domain.
The weak Property (P ) is defined as follows:
Definition 2.5. We say that Ω satisfies the (globally) weak Property (P ) if for all η > 0, there is a defining function r η for Ω with |∇r η | ≈ 1 and a function φ η such that
(1) |φ η | ≤ 1, C 2 , and plurisubharmonic in Ω.
Using the Hörmander-Kohn-Morrey inequality, the weak Property (P ) implies the weak compactness estimates for the∂-Neumann problem (see [Kha10] ).
Theorem 2.6. Assume that the weak Property (P ) holds. Then the weak compactness estimate holds on for any (0, k)-form with k ≥ 1, i.e., for any η > 0 there exists a constant C η > 0 such that
In [Str08] , Straube shows that the above weak compactness estimate is a sufficient condition for global regularity of the∂-Neumann problem.
Theorem 2.7. (Straube) Let Ω be a smooth bounded pseudoconvex domain in C n . Assume that the above weak compactness estimate holds for (0, k)-forms. Then the∂-Neumann operator N on (0, k)-forms is exactly regular, that is
(2.6) for any integer s ≥ 0 and all v ∈ L 2 s (Ω) 0,k . Now we state and prove the main results of this subsection.
Theorem 2.8. Let Ω be a pseudoconvex domain. Assume that the f -property holds at z 0 ∈ bΩ, f ≫ ln, and the global weak Property (P) holds for Ω. Then there exists a neighborhood U of z 0 such that the Bergman kernel is smooth on ((Ω ∩ U ) ×Ω) \ {Diagonal of bΩ ∩ U }. Moreover, for any (z, w) ∈ ((Ω ∩ U ) ×Ω) if |z − w| 1, then we have |D Proof. Adopting the notation from the and argument from the first part of the proof of Theorem 2.3, we have
(Ω)
where the third inequality follows by Theorem 2.2 for the choice s 1 = 2n+1+|α| and s 2 = 2n+1+|β|.
However,
where the second inequality follows by ψ t L 2 −2n (Ω) 1 and∂ * N is global regularity with exactly estimates by Theorem 2.7.
Remark 2.9. In [Boa87], Boas proved a result similar to Theorem 2.8 with stronger hypothesis that z ∈ bΩ is a point of finite type and the Property (P ) holds.
Proof of Theorem 1.4
In this section we will prove Theorem 1.4.
Let Ω be a bounded pseudoconvex domain in C n with smooth boundary bΩ. Given z 0 ∈ bΩ, we may choose suitable coordinates z = (z 1 , . . . , z n ) so that z 0 is the origin and Re z n is the real normal direction to bΩ at z 0 . Then by the Implicit Function Theorem, there exists a neighborhood U of z 0 and a C ∞ function h :
ii. For all z ∈ U , |∇h(z)| ≤ c where c > 0 is an arbitrarily small constant; iii.
Let L 1 , . . . , L n be a local holomorphic frame of T 1,0 U in which L j (r) = 0, 1 ≤ j ≤ n − 1 and |L n r| ≈ 1 on U . For example, we may take
∂zn , 1 ≤ j ≤ n − 1. We now recall the isotropic and non-isotropic distance functions, δ I and δ N I , on U ∩Ω. For z, w ∈Ω ∩ U , δ I = δ I,Ω = max{|r(z)|, |r(w)|, |z − w|} and
Note that δ I (z, w) = δ N I (z, w) = 0 if and only if z = w ∈ bΩ. For δ > 0, we define the scaled biholomorphic mapping Φ δ bŷ
We denoteΩ = Φ δ (Ω),Û = Φ δ (U ), andr(ẑ) = 1 δ r(Φ −1 (ẑ)). The pushforward of the vector field
for z ∈Û andû ∈ C 1 (Û ), where u(z) =û(Φ δ (z)) for z ∈ U . It is easy to see thatΩ is a smooth, bounded, pseudoconvex domain, though the diameter ofΩ does depends on δ. The functionr is a defining function ofΩ inÛ , and the fact that G * (δ) −1 δ −1 when δ is small implies
The following lemma follows easily by the definitions.
Then for any z ∈ U
, and the constant is independent of δ.
Combining (3.2) and (3.3), we have the equality
whereb k,j ∈ C ∞ (Û ). The proof of this lemma follows this equality and the fact that (G * (δ)) −1 δ −1 for δ appropriately small.
The domain Ω has the "superlogarithmic"-property after this scaled mapping.
Theorem 3.2. Assume that the f -property holds on U with f ∈ F. ThenΩ has the (κ(t) ln t)-property onÛ uniformly in δ.
Proof.
Since Ω has the f -property on U , there exists the family {φ η } satisfying Definition 1.2. For each η > 0, we defineφ
holds for anyẑ ∈Û ∩ {−η <r(ẑ) < 0}. Here the last inequality in (3.5) follows by Lemma 3.3 below.
Proof.
ts s da a ln a ≥κ(t) ln(ts) (ln(ln(ts)) − ln(ln s)) =κ(t) ln t 1 + ln s ln t ln 1 + ln t ln s κ(t) ln t (3.6) uniformly in s. Here the last inequality follows by the function
We are ready for the proof of Theorem 1.4 for the Bergman kernel function.
Proof of Theorem 1.4 for the Bergman kernel. For z, w ∈Ω ∩ U , denoteẑ = Φ δ (z),ŵ = Φ δ (w). By the transformation law for the Bergman kernel under biholomorphic mappings, we have
Combining (3.7) with Lemma 3.1, we obtain
where the constant is independent of δ. Next, fix (z, w) ∈ ((Ω ∩ U ) × (Ω ∩ U )) \ {diagonal of bΩ} and choose
the non-isotropic distance of Ω from z to w. It then follows the isotropic distance δ I,Ω (ẑ,ŵ) satisfies
(3.8)
Since the scaled distance betweenẑ andŵ is large, we can apply the uniform estimates of Theorem 2.3 to obtain 
We may choose ǫ sufficiently small such that
We observe that
where B α ǫ is the operator of the kernel ζ m (z)(D α z B(z, w))ψ ǫ (z, w). Here the last inequality follows by Theorem 2.8 and consequently the constant hidden in the final depends on ǫ. To complete the proof of theorem, we need to show that for any multiindex α with |α| = m,
Let B 0 be the operator associated with the kernel
The proof of (4.3) follows immediately from Lemma 4.1 and Lemma 4.2.
Lemma 4.1. Let α be a multiindex of length m. Then for any z ∈ Ω,
Proof of Lemma 4.1. We can write
For II, since |z − (w ′ , w n − 3ǫj)| ≥ 3ǫj − |z − w| ≥ ǫ for any j ≥ 1 and w ∈ supp ψ ǫ (z, ·), we can use Theorem 2.3 to obtain
where the second inequality follows by (4.1) and the last one by the bound 1 B 0 (z, w).
To estimate I, we notice that
where w t = (w ′ , w n − m j=1 t). We can write ∂ ∂Re w n = T + aL n , where a ∈ C ∞ and T is a tangent to bΩ acting in w. On other hand we know that B(z, w) is anti-holomorphic in w, so L n B(z, w t ) = 0 (here L n acts w). Thus, we have
where each a j is a C ∞ -function in w. Using integration by parts, we obtain
To start the estimate of the integrand on I, we use Taylor's theorem and observe By the definition of δ N I (z, w t ) and the fact that w ′ t = w ′ , we have δ N I (z, w t ) ≈ |r(z)| + |r(w t )| + |z n − (w t ) n | + G(|z ′ − w Here the second inequality follows by changing variables and the fourth follows by the inequality (4.4).
Lemma 4.8. For any z ∈ U and multiindex α of length m, we have An application of Proposition 4.6 completes the proof.
