We present a symbolic OBDD algorithm for topological sorting which requires
Introduction
Algorithms on graphs is one of the best studied areas in computer science. Usually, a graph G = (V, E) is given by an adjacency list or by an adjacency matrix. Such an explicit representation of a graph requires space Θ(|V | + |E|) or Θ(|V | state machine verification, integer linear programming, and logic minimization (see e.g. [3, 4, 5, 11, 6] ).
Most of these applications can be viewed as particular cases of graph problems. This raises the question whether it is possible to devise symbolic graph algorithms with a good behavior for fundamental graph theoretical problems. One approach in this direction was undertaken by Hachtel and Somenzi [9] who introduced a symbolic OBDD algorithm for the maximum flow problem in 0-1 networks. The promising experimental studies demonstrated that the algorithm is able to handle graphs with over 10 36 edges and that it is competitive with traditional algorithms on dense random graphs. The paper lacks however, a theoretical analysis of its performance with respect to runtime.
Recently, Sawitzki [13] has analyzed the number of OBDD operations (i.e., the number of required synthesis operations of characteristic functions) required by the flow algorithm of Hachtel and Somenzi and has proposed an improved algorithm. But there is only a weak relation between the number of OBDD operations and the true runtime of a symbolic OBDD algorithm. The time required for one synthesis step is mainly influenced by the sizes of the involved OBDDs which may range from linear to exponential (in the number of variables of the represented characteristic functions).
However, true runtime analyses of OBDD algorithms are very rare (there are some examples, though, as e.g. in [7] ) and in fact, we are not aware of any true runtime analysis of a symbolic OBDD algorithm for a general, fundamental graph problem.
A reason for this may be that in most cases a worst-case or average-case analysis cannot yield results with a better expressiveness than the analysis of the number of required OBDD operations, because one has to expect that the representation of most of the characteristic functions obtained during the computation has asymptotically the maximum possible size, which is at least the size of an explicit representation. Another reason why the worst-case analysis of fundamental graph algorithms is hopeless in most cases is that even such a simple decision problem as a reachability test is PSPACE complete if the input graph is represented by OBDDs [8] .
But the attractivity of implicit algorithms stems from the prospect that they may have superior performance for well structured problem instances as they arise in typical situations. For example, the street network of an American city like Manhattan resembles more a grid graph than a random graph. Hence, research should focus on developing implicit OBDD algorithms for fundamental graph problems and on analyzing their true runtimes for inputs chosen from certain typical graph classes.
The results and techniques presented here aim to be a first step into this direction. 
OBDDs and Implicit Graph Representation
In the following, let B n denote the class of boolean functions {0, 1} n → {0, 1}. Let f ∈ B n be a function defined by the variables x 1 , . . . , x n . The subfunction of f , where k variables x i 1 , . . . , x i k are fixed to k constants c 1 , . . . , c k ∈ {0, 1} is denoted by Definition 1 Let X n = {x 1 , . . . , x n } be a set of boolean variables.
1. A variable ordering π on X n is a permutation of the indices {1, . . . , n}, leading to the ordered list x π(1) , . . . , x π(n) of the variables.
2. A π-OBDD on X n for a variable ordering π is a directed acyclic graph with one root, two sinks labeled with 0 and 1, resp., and the following properties: Each inner node is labeled by a variable from X n and has two outgoing edges, one of them labeled by 0, the other by 1. If an edge leads from a node labeled by x i to a node labeled by x j , then x π −1 (i) < x π −1 (j) . This means that any directed path passes the nodes in an order respecting the variable ordering π.
3.
A π-OBDD is said to represent a boolean function f ∈ B n , if for any a = (a 1 , . . . , a n ) ∈ {0, 1} n , the path starting at the root and leading from any x i -node over the edge labeled by the value of a i , ends at a sink with label f (a).
4. The size of a π-OBDD G is the number of its nodes and is denoted by |G|. The π-OBDD size of a boolean function f (short: π-OBDD(f )) is the size of the minimum π-OBDD computing f .
The restriction of the variable ordering implies that each variable may appear on each source-to-sink path at most once. Note that in some papers the term Binary Decision Diagram (or BDD) is used interchangeably for OBDD, while in others the term BDD denotes a decision diagram without the restrictions imposed by the variable ordering.
It is important to note that the π-OBDD of minimal size for a given function f and a fixed variable ordering π is unique up to isomorphism. A π-OBDD is called reduced, if it is the minimal π-OBDD. It is well-known that the maximum size of any reduced π-OBDD for a function in n variables is bounded by O(2 n /n) (see [1] for the upper bound with the best constants known).
In order to be a representation type for boolean functions which is suitable for graph algorithms, it is necessary that several operations can be performed efficiently. In the following, we summarize the operations on OBDDs to which we will refer in this text. For a more detailed discussion on OBDDs and their operations we refer to the monograph [15] .
Let f and g be functions in B n and let G f and G g be π-OBDDs representing f and g, respectively, for an arbitrary variable ordering π.
• Evaluation: Given x ∈ {0, 1} n compute f (x). This can trivially be done in time O(n).
• Minimization: Compute the reduced π-OBDD for f . This is possible in time
• Binary synthesis: Given a boolean operation ⊗ ∈ B 2 compute a reduced π-OBDD G h representing the function h = f ⊗ g. This can be done in time
where G * h is the graph which consists of all nodes in the product graph of G f and G g reachable from the root. The size of
• Replacement by constants: Given a sequence of variables x i 1 , . . . , x i k ∈ X n and a sequence of constants c 1 , . . . , c k , compute a reduced π-OBDD G h for the subfunction h := f |x i 1 =c 1 ,...,x i k =c k ∈ B n−k . This is possible in time O(|G f |) and the reduced π-OBDD G h is of smaller size than G f .
• Quantification: Given a variable x i ∈ X n and a quantifier Q ∈ {∃, ∀}, compute a reduced π-OBDD for the function h ∈ B n−1 with h := (Qx i )f , where (∃x i )f := f |x i =0 ∨f |x i =1 and (∀x i )f := f |x i =0 ∧f |x i =1 . The time for computing this π-OBDD is determined by the time for determining the π-OBDDs for f |x i =0 and f x i =1 and the time required for the binary synthesis of the two. Hence, it is bounded by
• SAT enumeration: Enumerate all inputs x ∈ f −1 (1). Using simple DFS techniques, this can be done in optimal time O(|G f | + n f −1 (1) ).
We can use OBDDs for an implicit graph representation by letting them represent the characteristic functions of the vertex and edge sets. For practical reasons, though, we assume throughout this text that the vertex set is V = {0, 1} n for some n ∈ , so that a representation of V is not needed. It is easy to accommodate the algorithm for other vertex sets. We delay the discussion of this matter until we have described the algorithm. Note also that in contrast to the standard notation, we denote with n not the number of vertices but the number of bits required for the description of a vertex.
For an arbitrary relation R over {0, 1} n , we say that a π-OBDD G R represents R, if the boolean function represented by G is the characteristic function χ R of R, that is x R y if and only if χ R (x, y) = 1. This way, the edge relation E ⊆ V × V of a directed graph can be represented by the π-OBDD for its characteristic function. For the ease of notation we write E(x, y) instead of χ E (x, y).
If we want to encode integers, we use the standard binary notation. Let val n : {0, 1} n → be the mapping
For the ease of notation, we write |x| instead of val n (x) if the length of the string x is clear from the context.
The Topological Sorting Algorithm
Let G = (V, E), V = {0, 1} n , be a directed acyclic graph represented by a π-OBDD as described in the former section. The edge relation E defines in a natural way a partial order on V , where v precedes w if and only if there exists a path from v to w.
We use the symbol for the corresponding relation, i.e., v w if v precedes w. In the following we describe a symbolic OBDD-algorithm which topologically sorts the vertices according to the relation .
It is necessary, though, to discuss the possible outputs of such an algorithm. In the explicit case a topological sorting algorithm would enumerate all vertices in such a way that if u is enumerated before v, then v u. In the implicit case, we hope for runtimes in the order of o(|V |) in which the enumeration of all vertices is not possible.
Hence, a goal might be to obtain a complete order ≺ which inherits the properties of (i.e., u ≺ v implies v u). Unless is a complete order, ≺ is not uniquely defined by , and thus we assume that an arbitrary complete order on the vertex set V is given (this may be fixed in advance for the algorithm or may be given as an additional parameter), which determines the order of the elements which are incomparable with respect to (i.e., those with u v and v u).
An alternative is to compute an OBDD which allows to enumerate the elements in for the function DIST, we can use it to enumerate the vertices in an order respecting by computing the π-OBDDs for DIST |d=a for |a| = 0, 1, . . . and enumerating their satisfying inputs using the SAT enumeration procedure. We will see below how the OBDD G DIST can in addition be used to obtain a complete order respecting .
In order to compute the function DIST, we use a method which is similar to that of computing the transitive closure by matrix squaring. For i ∈ {1, . . . , n} and u, v ∈ V let T i (u, v) be the boolean function with function value 1 if and only if there exists a path from u to v which has length exactly 2 i . We can compute OBDDs for all T i as follows.
We now define the function DIST j ∈ B 2n−j for 0 ≤ j ≤ n. It takes as input an (n − j)-
I.e., DIST j (d * , v) is true if the bits d n−1 . . . d j are exactly the n − j most significant bits of the integer ∆(v). Clearly, DIST = DIST 0 . As we show below, the functions DIST j can be computed by
and for j = n − 1, . . . , 0
Before we prove the correctness of step (S4), we demonstrate the computation of the functions T i and DIST j by an example. In the first graph in Figure 3 , the three bits beneath each vertex v of G denote the 
Hence, DIST 2 is true for exactly those pairs (1, v) for which there is in the graph G(V, T 2 ) an edge pointing to v, and for the pairs (0, v) where v has no edge pointing to it.
I.e. DIST 2 is true for the inputs in
In order to demonstrate the computation of DIST 1 we consider the vertex g. It is In order to see that the steps (S3) and (S4) of the algorithm are correct, we have to verify ( * ).
Claim 1
The algorithm described by (S3) and (S4) computes DIST j correctly.
Proof: The proof is by induction on j. For j = n the claim is obvious because in this case d * is the empty string and | | = 0. Let now j < n and d * = d n−1 . . . d j+1 . We consider two cases.
Due to the induction hypothesis, DIST j+1 (d * , v) = 0, and according to (S4)
But on the other hand we always have
which together with the case assumption implies either
Hence, invariant ( * ) is fulfilled.
Due to the induction hypothesis, the first term of (S4), namely
First of all, d j = 1 is equivalent to ∆(v) ≥ 2 j+1 |d * | + 2 j . Hence, it suffices to show that
According to the definition of T j and the induction hypothesis, (1) implies that there exists a path of length 2 j from a vertex u to v and 2 j+1 |d * | ≤ ∆(u) < 2 j+1 (|d * | + 1).
If this is the case, then
Now assume that (1) is not satisfied and consider the longest path p leading to v.
If ∆(v) < 2 j , then trivially ∆(v) < 2 j+1 |d * | + 2 j and we are done. Hence assume ∆(v) ≥ 2 j . Then there exists a vertex u on p such that a longest path from u to v is entirely on p and has length exactly 2 j . Now we know that
Furthermore, T j (u, v) = 1 and thus DIST j+1 (d * , u) = 0 due to the assumption that (1) is not satisfied. Then according to the induction hypothesis, either ∆(u) < 2 j+1 |d * | or
. But the latter is clearly not possible, because by (2) it would imply ∆(v) ≥ 2 j+1 (|d * | + 1) + 2 j in contrary to the case assumption. Therefore, again
by (2) we can conclude ∆(v) < 2 j+1 |d * | + 2 j .
Once we have computed the function DIST, we can use it together with an arbitrary given complete order to compute a complete order ≺ by letting Therefore, all pairs of vertices u, v ∈ V are comparable by ≺ (i.e., u ≺ v or v ≺ u).
Furthermore, due to the input graph being acyclic and due to the transitivity of , it can be easily checked that ≺ is transitive, too. Finally, if u v, then a path in G leads from u to v. Hence, ∆(u) < ∆(v) (due to G being acyclic) and therefore u ≺ v. Note also that ≺ inherits the antisymmetry of . All in all, ≺ defines a complete order on V respecting .
The following theorem follows easily from the description above and from simply counting the number of OBDD operations.
Theorem 1 Let V = {0, 1} n and G = (V, E) be an acyclic directed graph represented by OBDDs. Applying the OBDD operations as described in (S1)-(S5) yields an OBDD for a relation ≺ which defines a complete order on V such that v ≺ w for all v, w ∈ V with (v, w) ∈ E. The number of OBDD operations required is O(log 2 |V |), where each OBDD represents a function on at most 4n variables.
Note that we are not restricted to vertex sets V whose cardinality is a power of two.
Assume that the input for our algorithm is the characteristic function for a vertex set V ⊆ {0, . . . , 2 n − 1} and an edge relation E ⊆ {0, . . . , 2 n − 1} × {0, . . . , 2 n − 1}. If we are not sure that the edge relation is consistent with V (with consistent we mean E ⊆ V × V ), then we can simply use two OBDD synthesis operations to obtain a consistent edge relation E :
We then apply the topological sorting algorithm on the edge relation E . While the complete order ≺ returned by the algorithm is defined on {0, 1} n ×{0, 1} n , its restriction to V × V is obviously a correct complete order.
Since any (not necessarily reduced) OBDD in n variables has O(2 n ) nodes, the theorem shows that the true worst-case runtime of our algorithm is O(|V | In the following sections we show that it is justifiable to hope that this is the case for very structured input graphs.
Runtime Analysis for the Grid Graph
We analyze the behavior of the topological sorting algorithm for a grid graph with directed edges. We consider a 2 n × 2 n -grid, where all edges are directed from left to right and from bottom to up. The directed grid graph consists of the vertex set V = {0, 1} n × {0, 1} n and edge set E, where (x, y), (x , y ) ∈ E if and only if either |x| = |x | and |y | − |y| = 1 or |y| = |y | and |x | − |x| = 1.
Note that there are some parameters we have not fixed in the description of the algorithm and which will most likely affect its performance. First of all, we have not specified the variable ordering (including the ordering of the auxiliary variables) used for the OBDDs. This is a critical point because the π-OBDD size of a function is very sensitive to the variable ordering π. In the analysis to follow, we assume an interleaved variable ordering, that is a variable ordering where e.g. for a function depending on two vertices u, v, the variable v i precedes the corresponding variable u i . Note that in practice, heuristics such as sifting algorithms [12] are used to optimize the variable orderings during the execution of an algorithm, and it can be expected that a good variable ordering is found this way. Secondly, we have to fix the order in which variables are quantified during the algorithm. Here we use the fact that all quantifications are over complete n-bit integers. For the analysis to follow we use the convention that if a quantification is to be computed over an n-bit integer x = x n−1 . . . x 0 , then the order of quantification is from the least significant bit to the most significant bit, i.e.
we quantify using Qxf = Qx n−1 Qx n−1 . . . Qx 0 f , where Q ∈ {∀, ∃}.
The idea for proving that the topological sorting algorithm is very efficient for the grid graph is that all functions represented by OBDDs after each step of the algorithm belong to a class of functions which have a small OBDD representation. The functions we consider are compositions of certain threshold and modulo functions, which we define and investigate in the next sections.
Multivariate Threshold Functions and Modulo Functions
In the following, we denote by X k,n the set of variables x i j with 1 ≤ i ≤ k and 0 ≤ j < n. By x i we denote the vector of n variables (x i n−1 , . . . , x i 0 ). 
The maximum absolute weight of f is defined as w(f ) := max |w 1 |, . . . , |w k | .
The set of k-variate threshold functions with maximum absolute weight w defined on the set of variables X k,n is denoted by ¢ w k,n 2. A boolean function g ∈ B kn defined on the variable set X k,n is called k-variate
The set of k-variate modulo M functions defined on the set of variables X k,n is denoted by
Remark 1 Since all weights as well as the threshold describing f are integers, the
Definition 3 Let f ∈ B n and C be a class of functions defined on the variable set X n .
We say that f can be decomposed into m functions in C, if there exist a formula We prove the lemma at the end of this section. The special case w = 1 and m = O (1) is most important for the analysis of the grid graph.
Definition 4 For any k ∈
we denote by D k the set of function sequences (f n ) n∈¤ such that ∃m ∈ ∀n ∈ :
If we start with (f n ) n∈¤ ∈ D k (i.e., f n is decomposable into a constant number of threshold functions with maximum absolute weight 1), then according to Lemma 1 (Qx i )f n is decomposable into a constant number of threshold functions with maximum absolute weight 2 and modulo functions in In order to prove Lemma 1, we need the following proposition.
where w i,j and T i are integers. Let M ∈ and f M ∈ B kn defined by
Proof: Abusing notation, we write S i instead of S i (x 1 , . . . , x k ) and f M instead of 
Assume now S 1 ≥ 0 and S 2 ≤ M (2 n − 1). There exists ∈ {0, . . . , 2 n − 1} with
Hence, under the assumption
Altogether, we obtain
Now it is obvious that f M can be decomposed into M modulo functions and M + 4
threshold functions (note that we do not need to count the functions S 1 ≥ 0 and Assume that g i,j (x 1 , . . . , x k ) equals the term
Abusing notation for the sake of readability, we write in the following g i,j for g i,j (x 1 , . . . , x k ) and S i,j for S i,j (x 2 , . . . , x k ). Obviously, g i,j equals 1 if and only if w 1 i,j · x 1 ≥ S i,j . Since w 1 i,j ∈ {−w * , 0, w * }, we have
Let now for 1 ≤ i ≤ 2 m
Then the function (∃x 1 )f is the disjunction of all To summarize, C i can be written as the conjunction of O(m 2 ) functions in
The OBDD Representation of Threshold and Modulo Functions
We now show that functions which are decomposable into threshold functions and modulo functions have small reduced OBDDs, if the variable ordering is chosen appropriately. Let π k,n be the variable ordering which orders the variables in X k,n as follows:
I.e., a π k,n -OBDD tests all bits of the input integers in an interleaved order with increasing significance of the bits.
An OBDD is called complete, if all variables appear on each source-to-sink path. It is well known that the reduced π-OBDD of some boolean function f has at most as many nodes on each level as any OBDD, and thus also as any complete OBDD. (By level we mean a maximal set of nodes labeled by the same variable). k,n with weights w 1 , . . . , w k and threshold T . We describe an algorithm which tests whether S ≥ 0, where
The algorithm reads the variables in the order defined by π k,n . After each variable test, one out of 4kw + 5 possible "states" is stored (in addition to the label of the most recently read variable), and the next state is determined by the outcome of the next variable test and the former state. It is obvious how our algorithm can be transformed into a complete π k,n -OBDD where each node on a level corresponds to exactly one of the possible states.
Assume that S 0 , . . . , S n is a representation of S similar to the two's complement. More precisely, let S i ∈ {0, 1} for 0 ≤ i ≤ n − 1, and S n ∈ ¡ such that S = n i=0 S i · 2 i . Obviously, the sign of S n equals the sign of S. Our algorithm computes the sign of S n by the school method of addition as follows. Let T 0 , . . . , T n be the unique integers with
In the ith step of the school method the value S i−1 as well as the carry value c i is computed. Thus, c −1 = 0 and for 0 ≤ i ≤ n − 1 
Finally, S n = c n . It is easy to see that S = n i=0 S i · 2 i as required. Note that it is not necessary for the algorithm to compute S i for i ≤ n − 1 in order to determine S n = c n .
We describe an algorithm consisting of n steps and computing c i−1 in the ith step, 1 ≤ i ≤ n, and the sign of c n in the nth step. The state the algorithm stores in each step is an integer Q ∈ ¡ . Before the ith step, Q = c i−1 , and thus Q is initialized to 0 when the algorithm starts. During the ith step, the variables x 0 i−1 , . . . , x k i−1 are tested and Q is updated after each variable test in the obvious way such that after all these variable tests Q = c i−1 + k j=1 w j x j i−1 . Once this value is computed, c i = (T i + Q)/2 is already uniquely determined by Q because T i is fixed in advance.
Note that in the last step it is not necessary to compute c n , but instead the sum c n−1 + k j=1 w j x j n−1 already uniquely determines the sign of c n . Hence, the maximum absolute value Q takes during the algorithm is bounded by
Since c −1 = 0 and for 1 ≤ i ≤ n − 1 By the size of a formula we denote the number of its leaves (which is one more than the number of its gates if all gates have fan-in 2).
The minimal π k,n -OBDD for f has at most L s kn nodes and can be computed in time and space O (kns) 2 L s log(knL) .
The lemma follows from the bounds on the OBDD size of threshold and modulo functions given in Lemma 2 and the following lemma which is known by folklore.
Lemma 4 Let f 1 , f 2 ∈ B n and let ⊗ be a boolean operation. If there exist complete π-OBDDs for f 1 and f 2 which have on level i (1 ≤ i ≤ n) at most s 1,i and s 2,i nodes, respectively, then there exists a complete π-OBDD for f 1 ⊗ f 2 which has on level i at most s 1,i · s 2,i nodes.
Proof of Lemma 3:
We assume w.l.o.g. that each gate of the formula F has fan-in 2.
(Note that the OBDD for the negation f i of one of the input functions can be obtained by simply exchanging the OBDD's 1-sink with its 0-sink.) We first show by induction on s that there exists a complete π k,n -OBDD for f which has at most L s nodes on each of its kn levels.
For s = 1, the formula F has no gates, i.e., f ∈ ¢ w k,n ∪ £ M k,n is already given as the input OBDD. In this case, the claimed size bound follows directly from Lemma 2.
Let now s > 1, i.e., F has at least one gate. Let f a and f b be the two functions represented at the inputs of the output gate of F . Then F = f a ⊗ f b for some binary operation ⊗ ∈ B 2 , and f a = F a (f 1 , . . . , f m ) and f b = F b (f 1 , . . . , f m ) for two formulas 
We now show the claimed time bound. Consider an arbitrary ⊗-gate (⊗ ∈ B 2 ) and let its inputs be sub-formulas for the functions f a and f b represented by the OBDDs 
Since the OBDD for the complete formula can be computed with at most s such synthesis operations, the claimed time bound follows
We have shown so far, that if a function is given by the π k,n -OBDDs of threshold and modulo functions into which it can be decomposed, then its π k,n -OBDD can be computed efficiently. Now we show for functions being decomposable into threshold functions (and no modulo functions), that the quantification over one of its variable
Theorem 2 Let (f n ) n∈¤ such that there exist w, m ∈ with f n ∈ D[¢ w k,n , m] for all n ∈ , and let Q ∈ {∃, ∀}. If f n is given as a π k,n -OBDD, then for any 1 ≤ ≤ k a minimal π k,n -OBDD for (Qx )f n can be computed in time k O(1) n 3 log n.
Proof: Fix w, m ∈ such that f n ∈ D[¢ w k,n , m] for all n ∈ and write f instead of f n . W.l.o.g. we assume = 1 and for the sake of readability we write x instead of x 1 . We only prove the theorem for the case Q = ∀; the proof for Q = ∃ works analogously. We can write (∀x)f as (∀x n−1 ∀x n−2 . . . ∀x 0 )f (x 2 , . . . , x k ). If we apply the OBDD quantification operations to the bits x 0 , . . . , x n−1 in this order, then after the ith quantification (0 ≤ i ≤ n) the resulting OBDD G i represents the function
Since each of the n quantification operations can be done in time O(|G i | 2 log |G i |), the total time required is bounded by
Hence, it suffices to show that G i has a size of at most O(nk O(1) ) for all 0 ≤ i ≤ n − 1.
Note that g i does not depend on the variables x 0 , . . . , x i−1 . In the following we introduce n dummy variables z 0 , . . . , z n−1 and show that g i can be written as
, where g * i is a function in D ¢ w k+1,n , m + 1 . Hence, g i is obtained from the function (∀z 0 , . . . , z n−1 )g * i by restricting some variables to constants. By Lemma 1, this function is decomposable into a constant number of threshold and modulo functions, and therefore its OBDD size is bounded sufficiently. Note that the variables z 0 , . . . , z n−1 are merely artifical helper variables, and that none of the functions we "really" deal with (i.e., which are represented by OBDDs) depend on these variables.
Let f = F (f 1 , . . . , f m ) for a formula F and f 1 , . . . , f m ∈ ¢ w k,n . Since m = O(1), we may assume w.l.o.g. that the size s of F is a constant, too. We introduce n new variables, which we denote by z 0 , . . . , z n−1 . Then we replace the variables x j with the variables z j for 0 ≤ j ≤ i − 1. This way we obtain
Now consider an arbitrary threshold function f j , 1 ≤ j ≤ m, i.e.,
. . z 0 | is the same as |x n−1 . . . x i 0 . . . 0|+|z|. Hence, it is easy to conclude from (4) that
Then g * i ∈ D by Lemma 3 the π k,n -OBDD size of (∀z)g * i is bounded by O(nk O(1) ). But as we have shown above, the π k,n -OBDD for g i can be obtained from the π k,n -OBDD for (∀z)g * i by simply replacing some variables with the constant 0. Hence, the resulting minimal π k,n -OBDD for g i can only be smaller than that for (∀z)g * i and thus its size is also bounded by O(nk O(1) ). 
Runtime Analysis of the Topological Sorting Algorithm for the Grid Graph
In order to show that the topological sorting algorithm runs efficiently on a grid graph, we prove that all functions obtained during the execution of the algorithm can be decomposed into a constant number of threshold and modulo functions, where possibly some variables are fixed by constants.
Since we need only very special cases of the results proven in the former section, we summarize the results for these cases in the following corollary.
Corollary 2 Fix a constant k ∈ and let i, j ∈ {1, . . . , k} and Q, Q ∈ {∃, ∀}. Further, let (g n ) n∈¤ ∈ D k and f n = g n|α , where α is an assignment of constants to arbitrary variables except to those in {x i 0 , . . . , x i n−1 }. If g n is either given by a reduced π k,n -OBDD or by the reduced π k,n -OBDDs for the threshold functions into which it is decomposable, then the reduced π k,n -OBDDs for (Qx i )g n , (Qx i )f n , and (Qx i Q x j )g n can be computed in time O(n 3 log n).
Proof: If g n is given by a constant number of reduced π k,n -OBDDs for the threshold functions into which it is decomposable, then according to Lemma 3 the π k,n -OBDD for g n can even be computed in time O(n 2 log n). For the claimed time to compute the π k,n -OBDD of (Qx i )g n apply Theorem 2, for (Qx i )f n refer in addition to Remark 2.
For (Qx i Q x j )g n we note that according to Corollary 1 (Q x j )g n ∈ D
Clearly, this function is in D 4 . Now we look at the functions T i obtained by (S1) and ( Lemma 1) . Now it is easy to see that the final two synthesis operations of (S4) required in order to compute DIST j run in time O(n 2 log n) (apply Lemma 3 and Remarks 2 and 3.) Hence, the total time for computing DIST j from DIST j−1 is O(n 3 log n) and DIST n−1 , . . . , DIST 0 = DIST can be computed in total time O(n 4 log n).
Finally, we have to investigate the computation of the complete order ≺ using the operations in (S5). Recall that DIST ∈ D 3 Hence, if one takes the definition of into account, the complete term in (S5) before the first quantification describes a function h in D 4 . According to Corollary 2 the function h = (∃d v ∃d u )h can be computed in time and space O(n 3 log n).
Summing up the time bounds for all OBDD operations, we have obtained the following result.
Theorem 3
The OBDD algorithm for topological sorting takes time O(n 4 log n) on the directed 2 n × 2 n grid graph for an appropriate variable ordering π k,n and the complete order as defined above.
Conclusion
The analysis of the symbolic topological sorting algorithm has turned out to be quite involved even for such a simple input instance as the directed grid graph. Nevertheless, the results about the threshold and modulo functions are very general, and we hope that they might as well be applicable to the analysis of other symbolic OBDD algorithms.
It would be nice to extend the techniques in such a way that not only single input instances but small graph classes can be handled. An interesting example would be grids where some arbitrary or randomly chosen edges have been removed.
