We discuss the problem of partitioning a set of points into twos ubsets with certain conditions on the diameters of the subsets and on their cardinalities. For example, we give an O(n 2 log n)a lgorithm to find the smallest t such that the set can be split into twoe qual cardinality subsets each of which has diameter at most t.W ealso give analgorithm that takes twopairs of points (x, y)and (s, t)and decides whether the set can be partitioned into twosubsets with the respective pairs of points as diameters.
recently,t hat concern the partitioning of point sets. A closely related problem is the mcenters problem. In this case, it is required to covert he point set by a set of m circles of minimum radius [9] [13] [15] . Cardinality criteria have also been much studied, motivated by the generalized range search problem in data retrieval. Various results have been obtained on the problem of splitting a set of points in d dimensions by a set of intersecting hyperplanes, such that each open region contains an equal or near equal fraction of the points [16] [17] [5] [2] [3] . Arelated problem is that of finding subsets of cardinality k that can be separated from the point set by a hyperplane. Even for d = 2w hen the hyperplane becomes a line, the problem of finding the number of such subsets appears very difficult [8] [7] [12] .
In this paper,w ec ombine cardinality criteria with criteria on the diameter of the subsets, giving the problem mentionned in the first paragraph. Tw o major cases arise depending on whether or not we require the subsets to be linearly separable. Two subsets S and T of a planar point set P are linearly separable if there is a line such that each subset lies in opposite half spaces bounded by the line. We call a partition into S and Tb alanced if |S| = |P| 2 .A ss hown by the example in Figure 1 , the minimum diameter balanced partition of a point set may not be separable. In this figure, both circles have unit radius. The only minimum balanced partition is {p 1 , p 2 , p 3 , p 4 } , {p 5 , p 6 , p 7 , p 8 },and it is not separable. If we restrict ourselves to separable partitions, we can find a minimum diameter balanced partition in polynomial time by brute force. This follows from the fact that anyseparating line can be rotated until it hits at least one point in S and one point in T .T herefore we can effectively enumerate all separable subsets by choosing all pairs of points in the set and constructing the separating line through each of them. This yields an O(n 3 log n)algorithm, since it takes O(n log n)time to find the diameters of the twosubsets [14] . For the non-separable case, no obvious brute force approach suggests itself.
The main results of this paper are contained in the next three sections. In Section 2
we present an efficient algorithm for finding the minimum diameter balanced partition in the case where the subsets need not be separable. In Section 3 we consider the additional restriction that the subsets must be separable. Finally we consider a slightly different type of problem in Section 4. Here we are givent wo candidate pairs of points for the diameters, and the problem is to decide whether the point set can indeed be partitioned with these pairs as the diameters of the subsets. The techniques throughout are related: an appropriate graph is defined and the geometric problem is transformed into an easily solvable graph problem.
Minimum Diameter Balanced Partitions
Let 
Forany real number t we consider the following predicate Q 0 (t):
We are interested in finding the smallest value of t such that Q 0 (t)i strue. Clearly if Q 0 (t)i st rue, then so is Q 0 (t′)f or any t′≥t.F urthermore, the minimum value of t for which Q 0 (t)i st rue is a distance d( p i , p j )f or some i and j.( The diameter of the larger subset give such a pair,f or example.) This suggests the following algorithm, which will later be extended to solves ev eral problems. The algorithm employs a binary search on the sorted set of distances between the n points.
Algorithm MIN − DIAM (P)
2. Set u = n; l: = 1;
Algorithm MIN − DIAM is a straight forward binary search to find the minimum diameter partition. The procedure TEST − GRAPH − 1isaboolean procedure that returns true if the graph G t is bipartite. Such a procedure is easily implemented by depth first search [1] in time proportional to the number of edges in the graph.
Step 1 of
The while loop in step 2 is performed at most
The subsets produced by algorithm MIN − DIAM will not in general be balanced.
Forreal t and integer k we define the predicate Q(t, k):
Of particular interest is the case k = n 2 .Along the lines of Lemma 2.1 we have the following lemma.
Lemma 2.2. Q(t, k) is true if and only if G t has a bipartition (S, T ) with |S| = k.
If G t is connected then there is a unique bipartition, but if it is disconnected, there may be exponentially manydifferent bipartitions. Suppose that G t has m connected components. Each of these components is bipartite and we will denote each by the bipartition Figure 2 illustrates the case
In general, it is an NP-complete problem to solvee quations of type (1) [10] . However, in our case, all of the data are bounded by n and so (1) can be solved in O(n 2 )time by a so called pseudo-polynomial time algorithm. Weo utline the procedure belowi n for j greater than k.W hen updating the array w,w eu pdate in decreasing order by subscript so as not to destroyinformation about the previous iteration until it is no longer of value. The array flag is used to record the composition of the partial sums. This is to allowt he construction of the actual partition if the algorithm terminates successfully.
Assume at iteration i − 1ap artial sum of value j can be constructed. Then at iteration i we can construct sums of value j 1 = j + s i and j 2 = j + t i .W er ecord howt hese new sums are constructed by setting respectively flag[i,
Later,wedescribe how flag is used to construct the partition.
2. for i = 2 to m do 
The modified algorithm TEST − GRAPH − 2s till runs in O(n 2 )t ime. Thus we are able to test the predicate Q(t, k)intime O(n 2 )time. Using it in procedure MIN − DIAM
in place of TEST − GRAPH − 1t herefore givesa n O(n 2 log n)a lgorithm for finding the minimum diameter balanced partition of P.T his provestheorem 2.3.
Theorem 2.3. Aminimum diameter balanced partition of a planar point set can be found
in time O(n 2 log n).
Minimum Diameter Separable Partitions
In this section we consider the problem of partitioning a point set P into twolinearly separable point sets S and T with minimum diameter.W eallowpoints of S and T to lie on the separating line, which we will denote l.For anyreal number t consider the following predicate Q 1 (t):
P can be partitioned into twos eparable subsets S and T such that
We proceed as in Section 2 by defining the auxiliary graph G t = (P, E t ). Wealso require the following definition. Let E be a set of line segments in the plane. A line l is a stabbing line for E if l intersects every line segment in E.F igure 3 illustrates the construction of G t and a stabbing line for the point set of Figure 1 . Observet hat if E t has a stabbing line then G t is bipartite. Therefore, corresponding to Lemma 2.1 we have the following.
Lemma 3.1. Q 1 (t) is true if and only if thereexists a stabbing line for E t .
An algorithm for finding a stabbing line for a set of m line segments in O(m log m) time has been givenbyEdelsbrunner et al. [6] . Forour problem, this givesan O(n 2 log n)
bound for determining if E t has a stabbing line. Wem ay therefore test Q 1 (t)i n O(n 2 log n)t ime. By using the algorithm TEST − GRAPH − 3(G t ), algorithm MIN − DIAM may be used to find the smallest t such that Q 1 (t)i st rue in time O(n 2 log 2 n). This provestheorem 3.2.
Theorem 3.2. Am inimum diameter separable partition can be found in time
O(n 2 log 2 n). 
Specified Diameter Partitions
In this section we describe an algorithm that takes as input a point set P and four
or decides that such a partition does not exist. For convenience throughout we assume that
As in previous sections, our approach is to construct an auxiliary graph G = (P, E),
We will also colour the edges E green and black. Edge ( p i , p j )i sg reen if
nd black otherwise. Then S and T is a valid partition of P if and only if (i) S is an independent set in G;
(ii) T only contains green edges. then y must be in S.T he algorithm begins by repeatedly assigning vertices to subsets using the above two rules until either a conflict occurs, or no further vertices can be assigned. In the first case, the algorithm terminates because P is not partitionable. In the second case, as will be shown later,t he remaining vertices U must induce a bipartite graph or again P is not partitionable. The algorithm terminates by finding a bipartition of U and by arbitrarily assigning one part to S and one part to T .
In the algorithm Q is a queue that holds points, for which the correct subset has been determined, until theyare scanned. For anys ubset U of P, G(U)denotes the subgraph of
This is illustrated in Figure 5 . We may nowstate the main result of this section.
Theorem 4.3. SPEC-DIAM finds a valid partition of Po rc oncludes none exists in time O(n 2 ).
Proof: By Lemma 4.1 (a)-(c), if step 2 terminates successfully then S′ and T ′ satisfy conditions (i) and (ii) and are extendable to all valid partitions of P.I fthe step is unsuccessful, then P cannot be partitioned.
Step 3 terminates successfully whenever U is bipartite.
Let S * and T * be the bipartition produced by the algorithm. Wec laim that S = S′∪S * and T = T ′∪T * is a valid partition of P.B yL emma 4.2(a) there are no edges from S′ to S * , thus (i) holds. Similarly,t here are only green edges between T ′ and T * .T hus (ii) holds, proving the claim. The time bound is easily verified.
Generalizations and Open Problems.
We first consider generalizing the results in the preceding sections to d dimensions.
As mentioned in Section 2, no restrictions are placed on the distance function for the results in that section. Therefore a minimum diameter balanced partition can be found in time O(dn 2 log n).
In Section 3, the dimension of the problem plays a role. In higher dimensions, we require the subsets to be separated by a hyperplane. Using the method of Section 3, we need an efficient algorithm to find a hyperplane that intersects a givens et of line segments. Such an algorithm has been announced in [4] for d = 3that runs in O(n 3 )time.
Forthe problem of partitioning a set into subsets with givendiameters, considered in Section 4, the results again do not generalize immediately to higher dimensions. The argument in the proof of Lemma 4.2(b) does not work eveni nthree dimensions. Perhaps step 2 of SPEC − DIAM can be applied recursively to the unpartitioned subset U.
Adifferent type of generalization is to consider partitions into three or more subsets.
Here the results for the general problem are negative.I thas been shown independently in [9] [13] [15] that the m-centers problem mentioned in the introduction is NP-complete.
As pointed out in [11] a similar argument shows that the problem of partitioning a planar point set into k subsets of diameter t is also NP-complete.
Finally there is the question of lower bounds. The author knows of no non-trivial lower bounds for anyo ft he problems considered here. Therefore it is an open problem whether anyofthe algorithms givenhere are optimal.
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