Abstract. We consider the boundary value problem of calculating the electrostatic potential for a homogeneous conductor containing finitely many small insulating inclusions. We give a new proof of the asymptotic expansion of the electrostatic potential in terms of the background potential, the location of the inhomogeneities and their geometry, as the size of the inhomogeneities tends to zero. Such asymptotic expansions have already been used to design direct (i.e. noniterative) reconstruction algorithms for the determination of the location of the small inclusions from electrostatic measurements on the boundary, e.g. MUSIC-type methods. Our derivation of the asymptotic formulas is based on integral equation methods. It demonstrates the strong relation between factorization methods and MUSIC-type methods for the solution of this inverse problem.
Introduction
Inverse boundary value problems for partial differential equations, in principle, are difficult to solve since they are both nonlinear and ill-posed. Recently new solution methods such as linear sampling methods and factorization methods have been developed which avoid the issue of nonlinearity. Basically, these methods make use of some sort of symmetric or self-adjoint factorization M = LF L * of some (measurement) operator M . Then the idea, introduced first by Colton and Kirsch [20] (sampling method) and by Kirsch [29] (factorization method) in the context of inverse obstacle scattering problems, is to characterize the support of an obstacle by the range of some operator related to M . These methods have since then been applied to a variety of different applications; cf., e.g., the papers [17] [18] [19] 26] (sampling method) and [25, 28, 31, 32, 34] (factorization method), and the many references therein.
In order to handle the ill-posedness it is generally advisable to incorporate all available a priori knowledge about the unknown parameter and to try to determine very specific features. Embarking on this strategy the purpose could be to determine the location and size of diametrically small inclusions inside a homogeneous background. This situation arises for example in mine-detection and nondestructive testing. For this special case reconstruction methods for inverse boundary value problems, which make use of asymptotic expansions of the solutions of the corresponding direct problems, have been developed during the last years. Among these, MUSIC-type algorithms, introduced by Devaney [23] , seem to be very stable and therefore particularly useful for noisy data.
In this paper we consider an inverse boundary value problem for the Laplace equation as discussed in [5, 9, 12, 15, 24] in the case of small insulating inclusions. We prove an asymptotic expansion of the corresponding measurement operator similar to the asymptotic formulas in [24] but in a more functional analytic setting. Our proof is based on a factorization of the measurement operator developed in [11] and on layer potential techniques. We expand the three operators occurring in the factorization separately and use these expansions to calculate the leading order term in the asymptotic formula for the measurement operator. This way of proving the asymptotic expansion points out the strong relation between MUSIC-type algorithms and linear sampling methods explicitely (cf. also [16, 30] ). Moreover, this method should be applicable to other inverse boundary value problems, where a factorization of the measurement operator is already available; cf., e.g. [26] .
For closely related works concerning asymptotic expansions and reconstruction algorithms for inverse boundary value problems with diametrically small inclusions based on such expansions cf., e.g., [1-4, 7-10, 13, 14, 37] , the monograph [6] and the many references therein.
The outline of this paper is as follows. In Section 2 we introduce our notation and review the factorization of our measurement operator, i.e. of the difference of two Neumann-to-Dirichlet operators. Here and in the following three sections we restrict our derivations to the case of a single inclusion. Preliminary results concerning surface potentials are investigated in Section 3. In order to establish the asymptotic expansion we require some technical estimates and identities; these are found in Section 4. Then, in Section 5, we derive our main result on the asymptotic factorization in the case of a single inclusion in Theorem 5.9 and its corollary. The case of multiple inclusions is treated in Section 6. Finally, in Section 7 we comment on how the asymptotics might be used in numerical computations.
Factorization of the Neumann-to-Dirichlet operator
, denote a bounded domain with boundary ∂Ω of class C 1,α , 0 < α < 1. Suppose Ω contains a small inclusion D ε := z + εB, where B is a bounded C 1,α domain containing the origin. Here, the point z ∈ Ω determines the location of the inclusion and B describes its relative shape. The inhomogeneity size is specified by the parameter ε > 0 which is assumed to be small. We suppose that the domain D ε is well separated from the boundary, i.e. dist(z, ∂Ω) ≥ c 0 for some constant c 0 > 0 and ε is sufficiently small. Let ν denote the unit outward normal to the boundaries ∂Ω, ∂B and ∂D ε , relative to Ω, B and D ε , respectively.
In this section several results are stated without proof; these can be found in [11] or references therein.
Given a conductivity distribution of the form
and a prescribed boundary current
let u ε denote the electrostatic potential in the presence of the inclusion D ε , i.e. the unique solution
The background potential u 0 is the electrostatic potential for the same input current f but without inclusions. That is, u 0 denotes the unique solution
The relations between the applied boundary current f and the boundary voltages u ε | ∂Ω and u 0 | ∂Ω define two linear mappings
called the Neumann-to-Dirichlet operators associated with the two boundary value problems (2.1) and (2.2), respectively. Here,
These mappings are in fact isomorphisms between these spaces. In the following we want to examine the difference of the Neumann-to-Dirichlet operators Λ ε − Λ 0 . Therefore we introduce two additional boundary value problems and a diffraction problem: First consider the boundary value problem
which is a bounded linear operator that takes Neumann data on ∂D ε and maps them onto the associated Dirichlet values on ∂Ω. Recalling (2.1) and (2.2) we see that
Note that, apart from the normalization condition, (2.5) coincides with the boundary value problem (2.1), and hence L *
where |∂D ε | denotes the surface measure of ∂D ε .
Next consider the following diffraction problem with inhomogeneous jump condition:
∂D ε denotes the difference between the respective traces from outside and inside the inner boundary ∂D ε . Because of (2.7d), (2.8)
is a well-defined bounded linear operator. Especially for
the function
Surface potentials
Throughout we denote by |x| the Euclidean norm of a point x ∈ R d , by (x, y) the scalar product of two vectors x, y ∈ R d , and by ω d the area of the (d−1)-dimensional unit sphere. The function 
cf. [6] . For each y ∈ Ω and d ≥ 2, the Neumann function N (x, y) has the form
where R(·, y) is the unique solution of the boundary value problem
Since Φ is symmetric, it follows that R is symmetric in its arguments in Ω × Ω. As a consequence, R(x, ·) is a harmonic function on Ω for all x ∈ Ω. Given a bounded C 1,α domain D ⊂ R d , we denote the single layer potential and the double layer potential of a function φ ∈ C(∂D) by
Then we have the following trace formulas (cf., e.g., [33] ):
where K D is defined by
and the jump formulas (3.2), (3.3) remain valid for these operators; cf. [21, 35] . Moreover, K D as well as K * D is compact [36] and − [6] . Hence, by the Fredholm alternative, −
Since
Next we consider the following modified surface potentials: Let D be a bounded
According to (3.1) we obtain the following trace formulas:
and let K
* is the adjoint of K N D . Recalling (3.1) and the mapping properties of the boundary integral operators above we find that the operators
are continuous and the jump relations (3.5), (3.6) remain valid for these extensions. The kernel of the integral operator R D is continuous, so
and the corresponding dual operator
are compact. Therefore the operators
are compact, too. ∂v ∂ν
and v is a solution to the Neumann problem
where 
By the Fredholm alternative it also follows that ker(−
Applying the Fredholm alternative and Lemma 3.1 we find that −
and we get as above that −
Also as a consequence of this harmonicity, we find that the subspace of constant functions in
Moreover, applying the harmonicity of R(·, y) for all y ∈ Ω, we see that R *
Therefore, in the following we may consider R D and R * D as dual operators from
First estimates
In the following sections we often have to deal with changes of coordinates. Therefore we introduce some notation:
respectively. The same notation will also be used for functions in
respectively. This makes sense, since the corresponding Sobolev spaces on R d−1 are invariant under such regular changes of coordinates (cf. [35] ). Moreover, we apply the notation to functions in H 1 (D ε ) and H 1 (B) in the same way. In our estimates we shall use a generic constant C.
we use the following norm on H 1/2 (∂D) (cf., e.g., [27] ):
The dual space H −1/2 (∂D) shall be equipped with the corresponding dual norm:
where ·,· ∂D denotes the duality pairing between H 1/2 (∂D) and H −1/2 (∂D). The following lemma examines the scaling properties of these norms under changes of coordinates as in (4.1): Lemma 4.1. Suppose 0 < ≤ 1. Then there exist constants c and C independent of ε such that for each φ ∈ H 1/2 (∂D ε ) and
, since we assumed that 0 < ε ≤ 1, and therefore
. The Poincaré inequality (cf. [22, Chapter IV, Section 7, Proposition 2]), implies that there exists a constant c independent of ε such that for all u ∈ H 1 (D ε ),
. For the dual norm we obtain by change of coordinates, applying (4.2),
and in the same way
Here we put C := c −1 .
In the next lemma we investigate the scaling properties of the integral operators
Proof. By change of variables, ξ :=
x−z ε and η := y−z ε , we see that for a.e. x ∈ ∂D ε ,
The second identity follows in the same way.
Next we will estimate the norm of the operator
Lemma 4.3.
There exists a constant C independent of ε such that for each φ ∈ H 1/2 (∂D ε ),
which is obtained canonically via (3.4). Then, since R and ∇ x R are uniformly bounded near the centre of the inclusion,
with a constant C that is independent of ε. Moreover, applying the Sobolev Imbedding Theorem and Lemma 4.1, we find
with a constant C that is independent of ε. Combining these two estimates yields the assertion. 
, the latter result also holds.
In the following we consider −
Therefore, applying Lemma 4.1 and Lemma 4.2, we find that
where · ∂D ε and · ∂B denote the operator norm on
and
, respectively, and the constant C is independent of ε.
From this estimate it follows that (−
∂D ε ≤ C, with a constant C that is independent of ε. Together with (4.4) and a Neumann series argument (cf., e.g., [33] ), we thus obtain
Asymptotic expansion
Now we consider the boundary value problem (2.3) and the operator L ε from (2.4). For
Then v ε is a solution to (2.3) and on ∂Ω we have
Recalling (4.3) we can estimate the last term on the right hand side as follows:
where the constant C is independent of ε and φ. Using the Taylor expansion we obtain for x ∈ ∂Ω, z ∈ Ω and η ∈ ∂B as ε → 0,
where j = (j 1 , . 
, we obtain the following asymptotic formula:
The last term is bounded by Cε
, where the constant C is independent of ε and φ.
Then L is a bounded linear operator, and we have shown the following asymptotic formula:
, and the constant C is independent of ε.
Next we return to the diffraction problem (2.7) and the operator F ε from (2.8). Given χ ∈ H 1/2 (∂D ε ) we define
Then w ε is a solution to (2.7) and from (3.6) we obtain
For ϕ ∈ H 1/2 (∂D ε ) we consider the interior Dirichlet problem
and the corresponding interior Dirichlet-to-Neumann operator,
Since w ε solves the diffraction problem (2.7), we obtain
We define the interior Dirichlet-to-Neumann operator Υ :
on ∂B in the same way as Υ ε . These Dirichlet-to-Neumann maps are bounded linear operators. Next we take a closer look at the scaling properties of Υ ε .
Lemma 5.4. Let ϕ ∈ H
Proof. Suppose w is a solution to (5.3). By change of variables, ξ :=
x−z ε , we find thatŵ satisfies
Hence,
for a.e. ξ ∈ ∂B and x = εξ + z ∈ ∂D ε . 
Lemma 5.5. There exists a constant C independent of ε such that for each
and the constant C is independent of ε and ϕ.
Note that from the previous lemma and (4.3) it also follows that
, with a constant C that is independent of ε and χ. Therefore, applying Lemma 5.4 and Lemma 4.2, we can calculate
, where the constant C is independent of ε and χ.
Then F is a bounded linear operator, and using Lemma 4.1 we obtain the following asymptotic formula: 
Recalling Remark 5.3 we obtain the following asymptotic formula: 
Note that in the last line of this computation η is the surface variable on ∂B and therefore (− with ∂Ω v dσ = 0, we have that
where v is the solution of (5.7). Now we put our results together and obtain the main result of this paper:
More precisely, the last term is bounded by
, where the constant C is independent of ε and f .
Proof. From Proposition 5.8 we obtain
So by Proposition 5.7,
With the help of Proposition 5.2, we find for the factorization of (Λ ε − Λ 0 )f of Lemma 2.1 that 
Finally let f ∈ H −1/2 (∂Ω) and let u 0 be the solution to (2.2). We want to calculate LF L * f explicitly: Since (2.2) and (5.7) coincide, we obtain from (5.8) that
Thus, by applying (5.4),
where ν denotes the unit outward normal to ∂B, because η i is the unique harmonic function on B with Dirichlet data
where the matrix M ∈ R d×d is given by M :
. M is the so-called polarization tensor of Pólya-Szegö corresponding to the insulating inhomogeneity D ε = z + εB. It is a symmetric and negative definite matrix that depends on the relative shape of the inhomogeneity D ε ; cf. [6, 24] . We obtain the following corollary:
and let u 0 be the solution to (2.2). Then,
, where the constant C is independent of ε and f . This is exactly the formula derived in [24] ; cf. also [5, 6] .
Remark 5.11. Note that our way of writing the polarisation tensor M differs from that in [24] . But the two expressions are equivalent except that their sign is different, as we will show next: In [24] Friedman and Vogelius define functions Ψ j , j = 1, . . . , d, which are the unique solutions to the exterior problems
as |η| → ∞.
Then they define the polarisation tensorM :
obtain from the jump relation (3.3) that u j | − ∂B = η j and u j | B is the unique solution to ∆u = 0 in B, u|
Therefore, u j | B = η j and we have
solves (5.10), and from the uniqueness of solutions to (5.10) we get
where we used the symmetry of M . Thus M = −M .
Multiple inclusions
In this section we extend our results to the practically important case of finitely many well separated small inclusions. By that we understand cavities D ε,i := z i + εB i , where B i is a bounded C 1,α domain containing the origin, and 1 ≤ i ≤ m. The total collection of inclusions thus takes the form for some constant c 0 > 0, and the value of ε > 0 is assumed to be sufficiently small. The piecewise constant conductivity distribution is again given by
Basically the results and their proofs for a single inclusion from the previous sections can be adopted with few minor modifications which we will comment on now.
The factorization of the Neumann-to-Dirichlet operator from Lemma 2.1 can be generalized as described in [11] . Therefore, it is convenient to set ∂D ε = ∂D ε,1 × · · · × ∂D ε,m and to interpret the relevant Sobolev spaces accordingly as product spaces, e.g. 
The definition of the operator F ε remains unchanged if the boundary conditions on ∂D ε are interpreted componentwise. Then the factorization of Λ ε − Λ 0 stated in Lemma 2.1 holds true in the case of multiple inclusions; cf. [11] . Now we generalize the asymptotic expansions from Section 5 to the case of multiple inclusions. First we again consider the operator L ε from (2.4).
where a := (a 1 , . . . , a m ) ∈ H −1/2 (∂D ε ) solves the system of integral equations 
Since the small inclusions are assumed to be well separated from each other and from the boundary ∂Ω, we can estimate the nondiagonal entries of the matrix A, using the regularity of S 
Here (·)
∧ j denotes the usual transformation from (4.1) applied to the j-th inhomo- 
with respect to the maximum row sum of
Thus we obtain that A −1 exists, and
) with respect to the same norm. Now, calculating along the lines of Section 5, we obtain the following asymptotic formula:
Here again, (·) ∧ i denotes the transformation from (4.1) applied to the i-th inclusion
the constant C is independent of ε and φ. Therefore, if we define
Proposition 5.2 remains valid in the case of finitely many well separated small inclusions. Now we return to the diffraction problem (2.7) and the operator F ε from (2.8).
where Υ ε,i is the interior Dirichlet-to-Neumann operator on ∂D ε,i . As in Lemma 5.5 and Lemma 4.3 we can estimate
where the constant C is independent of ε and χ. Therefore, if we define
where Υ i is the interior Dirichlet-to-Neumann operator on 
in H 1/2 (∂Ω), as ε → 0.
More precisely, the last term is bounded by
Determining the location of the inclusions
In this section we again restrict ourselves to the case of a single inhomogeneity D ε = z + εB, although we mention that the whole theory also works for multiple inclusions. Moreover, we assume that the boundary ∂D ε of the inclusion is connected.
The main assertion of the factorization method is the range identity
from which we conclude for the test function Since Λ ε −Λ 0 is a compact operator (with a range space that is dense in H 1/2 (∂Ω)), the correct way of implementing (7.2) is via the Picard criterion, i.e. an (infinite) series has to be checked for convergence. We refer to [11, 28] for details and numerical implementations.
On the other hand we have shown the asymptotic formula (5. Recalling the calculations after Theorem 5.9 we see that
where M is the polarization tensor corresponding to the insulating inclusion D ε = z + εB, i.e. LF L * = −GM G * .
In [12] it has been proven that
R(LF L * ) = R(G).
Therewith one can show that Note that R(G), i.e. R(LF L * ), is finite dimensional. Hence, instead of using the Picard criterion to check an infinite dimensional range condition we can resort to more familiar techniques from numerical linear algebra and compute, e.g., the angle θ y between g y,d and the range R(LF L * ) ≈ R(Λ ε − Λ 0 ) in order to implement (7. 3) instead of (7.2). We refer to [12, 28] for details and numerical implementations.
