ABSTRACT: Despite their central roles in ecology, patterns and scales of variation in the distribution of species and their densities are seldom satisfactorily described for most ecosystems. This is mainly due to spatial structures being scale-dependent across broad ranges of scales with partly different processes operating at different scales. In this study, scale-dependent distributional patterns in softsediment macrofaunal communities of naturally low species richness were studied on the Åland Islands, northern Baltic Sea, in 3 model areas (I, II and III) representing different environmental regimes with regard to openness (water renewal rate), depth, and organic and nutrient content as well as an increasing intrasite variability. A systematic grid design comprising 64 biotic and 16 abiotic sampling points, hierarchically arranged at 3 (at distances 10, 100 and 1000 m) and 2 spatial scales (100 and 1000 m), respectively, was used in each area. The intrasite distribution of macrofauna was predictably the most uniform in Area I, the least variable environmentally, followed by Area II, which was intermediate with respect to both abiotic and biotic variability, and then Area III, which was always the most variable area. This was true when analysed by both univariate and multivariate statistical means. When examining the contribution of each spatial scale to the total variance, most variability was observed at the smallest sampled level (10 m) for the majority of the studied variables. Despite a high overlap in species composition, the areas differed significantly in animal community structure. This was driven by both (1) the top-dominant species (Macoma, Mytilus, Monoporeia, Oligochaeta, Marenzelleria) and (2) the proportion and distribution of rare species. These systems with low diversity showed clear species distribution patterns driven by local environmental conditions, but also showed a substantial biotic component seen as the proportion and role of rare species and the high spatial variability observed at the smallest scale. Our understanding of spatial variability (or 'stability') is thus influenced by both the habitat and the species composition. The results are valuable for the refinement of sampling design, improved interpretation of monitoring programs (including detection of anthropogenic impact) and incorporation of scaling issues into questions of marine biodiversity and conservation.
INTRODUCTION
Patterns and scales of variation in the distribution of species and their densities are not easily described, despite their central roles in ecology, and may thereby inhibit our understanding of natural phenomena (Levin 1992 , Thrush et al. 1997 . This is mainly because spatial structures are usually scale dependent across broad ranges of scales with partly different processes operating at different scales (Wiens 1989 , Thrush 1991 . In marine soft-sediment communities, differences in physical environmental factors, such as water depth, water currents and sediment characteristics, are generally believed to determine large-scale patterns of zoobenthic distribution (Gray 1974 , Barry & Dayton 1991 . At smaller spatial scales, zoobenthic patchiness may be due more to biotic processes such as competition, predation and reproduction, although, for example, local differences in oxygen levels and sediment organic content can also play roles (Thrush et al. 1989 , Bonsdorff & Blomqvist 1993 , Bonsdorff et al. 2003 , Chapman et al. 2010 . The mechanisms through which patterns are expressed also differ with scale. At large scales, zoobenthic patterns are mainly established through differences in recruitment and mortality, while at small scales, behavioural responses, competition and active or passive movements of organisms may be more involved in the formation of patterns (Hewitt et al. 1996 , Huston 1999 , Norkko et al. 2001 , Valanko et al. 2010 . However, the spatial scales of variability are seldom known before the sampling has been undertaken, and variability at any spatial scales between that of the sampling units (small scale) and the locations sampled (large scale) will not always be revealed by the sampling design. The greater the distance between one level of sampling and next, the more interpolation of scale of variability will occur (Morrisey et al. 1992) . Appropriate study scales can, however, be revealed by the use of nested sampling designs (Underwood 1981 , 1997 , Andrew & Mapstone 1989 , where each of a series of successively smaller scales is nested within the scale above. This will provide an estimate about how much each single scale will contribute to the total variation among samples at the greatest scale.
An understanding of processes in complex assemblages is dependent on a good insight into spatial and temporal structural patterns at various scales (Legendre 1993, Underwood & Chapman 1996 and is crucial for accurate measurements of community structure and attempts to apply results to bigger contexts (Levin 1992 , Thrush et al. 1997 . During the last decades, an increasing number of studies have been carried out with sampling designs capable of unravelling the confounding patterns of biotic community structure at different spatial and temporal scales (e.g. Borcard et al. 1992 , Ysebaert & Herman 2002 , although there seem to be conflicting views about the best way in which to accomplish this, i.e. by hierarchical analyses or geostatistical continuous methods (Cole et al. 2001) . The reasons for studying spatial and temporal scales and their ecological roles are, however, unarguable and the search for the optimal designs and analysis methods is ongoing (Keeling et al. 2000 , Legendre et al. 2002 ). Hierarchical methods are usually more appropriate when a large spatial coverage of the sampling is necessary, whereas geostatistical methods should be considered when detailed information of patterns is required (Underwood & Chapman 1996) . However, the hierarchical approach only tells where the variability occurs, whereas with the geostatistical approach, variability can be incorporated seamlessly into the analysis. Hierarchical sampling is also strongly dependent on the scales that are chosen, whereas geostatistical approaches offer better potential to interpolate successfully . When the categories actually form a gradient (i.e. depth, nutrient concentrations), a hierarchical ANOVA can be particularly insensitive (Somerfield et al. 2002 ). Any knowledge of scale-dependent distributional patterns, however, may reveal important information about community dynamics in space and time, reflect community stability and be used to investigate the predictability of assemblages (Levin 1992 , Thrush et al. 1997 . Furthermore, it can be determined at which scales most variability is present and thus possibly most important (Morrisey et al. 1992 , Chapman et al. 2010 . When unravelling scale-dependent matters, it is also important to pay attention to the role of a single (rare) species in addition to the dominant ones (Cao et al. 1998 , Schlacher et al. 1998 , Ellingsen et al. 2007 , Fontana et al. 2008 . Soft-sediment communities often consist of relatively high fractions of rare species compared with other environments (Gray et al. 2005) .
Despite low species richness, areas with different habitat quality may still display clear differences in biotic community responses (Barry & Dayton 1991 , Bergström et al. 2002 , which is true for the nontidal species-poor Baltic Sea. During the last 10 000 yr, this geologically young sea area has undergone several dramatic shifts in salinity, but its present state of low salinity has prevailed for about 3000 yr (Voipio 1981 , Gustafsson & Westman 2002 . In general, few species are well adapted to living in brackish waters and this, together with the young age of the Baltic Sea, makes its biota unusually poor in species richness (Bonsdorff & Blomqvist 1993 , Bonsdorff & Pearson 1999 ). This in turn makes the Baltic Sea an ideal environment in which to test ecological theory, as the number of possible species interactions is clearly lower than in truly marine environments. However, with the exceptions of a few studies (e.g. Sparrevik & Leonardsson 1995 , Rumohr et al. 2001 , Bergström et al. 2002 , Josefson 2009 , there is a clear lack of planned studies on scaling issues from the Baltic Sea, although some scale-related results indeed have been achieved as byproducts from studies with other main focuses (e.g. Kraufvelin et al. 2001 , Bonsdorff et al. 2003 , Laine 2003 , Perus & Bonsdorff 2004 . Symptomatic for most of these studies is that the special features of the Baltic Sea, such as clear gradients of salinity, organic enrichment and oxygen levels, seem to be driving much of the observed community patterns over space and time (Bonsdorff & Pearson 1999 , Bonsdorff 2006 ) and this will also apply to some extent to the present study.
In the present study, the variation in soft-sediment macrofaunal communities of naturally low species richness at a range of spatial scales was examined by means of a nested sampling design. A hierarchical sampling grid comprising 64 individual grab samples from each of 3 defined areas (20 to 100 km apart along waterways) on the Åland Islands was used. The samples were taken from successively larger scales (at increasing distances, i.e. 10, 100 and 1000 m). The 3 model areas comprised more or less different physical regimes with regard to exposure, depth, sediment quality, organic content, salinity, oxygen conditions and nutrient levels and/or variability in these variables. The areas were chosen to pinpoint both similarities (generality) and differences (site-specific traits) in scale-dependent distribution patterns of sediment infauna. The central aim was to, by use of univariate and multivariate statistical techniques, describe and analyse the environmental background variables of the areas and the macrofaunal community structure (as both abundance and biomass), while discussing possibly underlying structuring abiotic and biotic mechanisms at the various study scales. The following hypotheses were tested. (1) There are differences in abiotic and biotic variables both among and within study areas (i.e. between different measurement scales). (2) The scales at which abiotic and biotic variables show maximal amounts of variation are relatively consistent across study areas. (3) The area with the highest environmental variability will have the highest variability in the fauna and vice versa for the area with the lowest environmental variability. In addition, we wanted to compare the influence of sampling effort on biodiversity in the 3 areas with published data from other soft-sediment systems.
MATERIAL AND METHODS
Study areas. The study areas are situated around the Åland Islands at the southwest coast of Finland in the northern Baltic Sea (Fig. 1a) . The Åland Islands form a mosaic exhibiting a range of environmental conditions, e.g. (Seinä & Peltola 1991) and environmental characteristics (Bonsdorff & Blomqvist 1993 , Bonsdorff et al. 1997 , Perus & Bonsdorff 2004 . The different environmental characteristics of the 3 study areas express a gradient of increasing intrasite variability in addition to representing different physical regimes, especially with regard to openness (water renewal rate), depth and organic content (see Table 1 ).
Sampling design. Three separate spatial surveys with identical sampling set-ups were carried out in June 2001. All sampling stations were located with GPS coordinates, which were stored for later revisits. The hierarchical sampling design used is illustrated in Fig. 1b and comprises a total of 64 samples per area. Altogether, 192 benthic samples (species abundance and biomass) were taken in the 3 areas along the following nesting sequence. In each area, the sampling grid was structured at 3 levels: 4 × 4 × 4 = 64 samples with an internal lag of 10 m between the replicates, 4 × 4 subquadrats (10 × 10 m) with an internal lag of 100 m and the full area with a lag of 1000 m between the 4 larger quadrats (100 × 100 m). Hereafter the sampling scales are referred to as 10 m (4 replicates), 100 m (4 levels), 1000 m (4 levels) and area (3 levels, Areas I, II and III). Hydrographical (temperature, salinity, oxygen saturation, pH, total P and total N of the bottom water ~50 cm above the sediment surface) and sediment variables (organic content as loss of ignition) and water depth were recorded from each of the lower left (SW) corner of the 100 m squares, for a total of 16 samples per area. Zoobenthos was sampled with an Ekman-Birge grab sampler (289 cm 2 ) and sieved with a 0.5 mm mesh. Samples were stored in 4% buffered formaldehyde (i.e. 10% formalin) and later counted in the laboratory under a dissecting microscope. The organisms were identified to species level (exceptions: Chironomidae, Oligochaeta and Hydrobia) and their wet weights measured to the nearest 0.001 g. When applying the spatial aspects of the scale involved in sampling (Legendre & Legendre 1998) to our study, the extent (i.e. the area encompassed by the study) was 100 km, the lags (i.e. the distances between samples) were 10, 100 and 1000 m, the grain (the sampling unit size) was 289 cm 2 and the resolution (or the mesh size of the sieve) was 0.5 mm.
Statistical analyses. Data were first analysed by univariate statistical means. Differences in environmental variables were examined by a 2-way nested ANOVA with the 1000 m level nested within Area and by using the 100 m samples, i.e. the lower left corners of each 10 × 10 m quadrat (100 to 1000 m apart), as replicates. Differences in community and population variables were analysed by a 3-way nested ANOVA by adding the 10 m level replicates to the previous design (Underwood 1981 (Underwood , 1997 ). Significant overall differences were further broken down by pairwise Student-Newman-Keuls (SNK) tests. Variance components were picked straight from the mean square estimates of the ANOVAs (using untransformed raw data) and were incorporated into the study to elucidate the contribution of each spatial scale (independent of all other scales) to the total variance for every studied environmental or biological community or population variable. Negative components were set to zero and eliminated from the analysis and the remaining components were recalculated as described by Fletcher & Underwood (2002) . To obtain a picture of possible species interactions as well as to screen the coupling between environmental and biological data, nonparametric Spearman's rank correlation analyses (chosen because of general problems with the normality) were conducted for all areas at once and specifically for each area.
The number of species in a community for which intermediate yield per sample is compared may be considered as an intermediate result in an infinite series of samples that could be taken from a given site at a given time (Rumohr et al. 2001) . Species accumulation plots were generated separately for each area entering the 64 samples in random order 999 times and averaging the resulting curves. Three curves were drawn per Area to illustrate the relationships between sampling and species richness: (1) species observed (Sobs), (2) the Jacknife2 estimate (Burnham & Overton 1979) and (3) Chao2 (Chao 1987) .
Nonparametric multivariate techniques (Clarke 1993 , Clarke & Ainsworth 1993 , Clarke & Gorley 2006 , Anderson et al. 2008 ) were further applied to both environmental and biological data. The environmental data were analysed by a principal component analysis (PCA) based on Euclidean distances. The biological community data were analysed separately for abundance and biomass data by nonmetric multidimensional scaling (NMDS) based on Bray-Curtis similarities and the results were plotted into ordination graphs. The community data were analysed both untransformed (to retain a high influence of the dominant species) and after transformation by the fourth root (to also take the influence of rarer species into consideration); these 2 transformation levels will imply testing of radically different hypotheses. An analysis of multivariate dispersion (MVDISP) was further undertaken to check which areas were the most variable with regard to species abundance and biomass pat-terns. Furthermore, differences in community structure between the areas and sample scales were tested for by the use of a permutational multivariate ANOVA (PERMANOVA). This analysis provided us with pseudo F-values and permutational p-values as well as multivariate variance components revealing at which scale most variability was present in the full community (Anderson 2001 , Anderson et al. 2008 . Finally, the similarity percentage breakdown procedure (SIMPER) was used for listing the species contributing most to observed similarities within areas and significant dissimilarities between areas, and BIO-ENV was used for linking biotic to abiotic variables.
The univariate analyses were run in GMAV5 or SPSS 17.0, whereas the multivariate statistical analyses and species accumulation curves were run in PRIMER 6.0 and PERMANOVA. Before running the parametric univariate tests, the normality was checked with the Kolmogorov-Smirnov test and homogeneity of variances were determined with Cochran's C-test. To homogenise variances, it was sometimes necessary to use a square-root transformation, √(x + 1), a logarithmic transformation, ln (x + 1) or negative inverse transformation, -(x + 1)
. For all significance tests, alpha was set at 0.05. For cases where the assumptions of parametric tests still could not be fulfilled despite transformation, a stronger significance level for judging a difference significant was applied (i.e. p < 0.001 instead of p < 0.05). Hochberg's sequential Bonferroni correction (Hochberg 1988) was finally used to adjust the overall significance levels to the number of tests performed.
RESULTS

Environmental data
The mean values and ranges for environmental variables are listed in Table 1 along with the SD and coefficients of variation (CV, i.e. SD/mean). A homogeneous water depth of 16 to 19 m was a major criterion for choosing Area I, although the topography of the shallower Area II was also fairly homogeneous with its 11 to 15 m depth. Area III, on the other hand, had a clear depth gradient, ranging from 12 to 28 m. The temperature differences partly mirrored the depth differences with generally lower temperatures at deeper parts of the areas and the ranges are clearly wider for Area II (8 to 15°C) and Area III (5 to 17°C) than for Area I (11 to 12°C). A higher salinity (5.9 compared with 5.4 psu), a clearly lower organic content (0.3 to 2.1% compared with 5.2 to 7.5% and 2.9 to 10.1% in Areas I and II, respectively) and, on average, 35% higher total N and 25% higher total P in Area III compared with Areas I and II seemed to represent abiotic differences between the 3 areas (Table 1) . However, when analysed with a 2-way nested ANOVA followed by a sequential Bonferroni correction of the p-values, the 3 investigated areas only differed significantly with regard to salinity, organic content and N concentration (Table 2) .
Within the 3 areas themselves, i.e. when comparing the environmental data area-specifically at 1000 m overall in the 2-way ANOVA and separately for each area with SNK-corrected a posteriori tests, the ab- Table 1 . Basic descriptions as well as environmental and community data (mean ± SD, range and CV) for study areas (Areas I, II and III) in the Åland Islands, northern Baltic Sea solute differences were generally smaller. Area I was an especially homogeneous area with regard to most environmental variables, and Area III was by far the most variable, especially with regard to water depth, temperature and organic content (Tables 1 & 2) . The variance components for most environmental variables showed that most variation was present at the level of residuals (Table S1 in the supplement: www.int-res.com/articles/suppl/m426p013_supp.pdf), i.e. the lowest examined level (100 m). This was consistently so for salinity, P and N. Temperature showed consistently more variability at the 1000 m scale, whereas the other variables demonstrated more inconsistent patterns.
A multivariate PCA-ordination, where principal component 1 (PC1) explained 48.2% and PC2 explained 19.5% of the variation in environmental data, illustrated the differences in environmental variables between the 3 areas (Fig. 2) . As indicated in Fig. 2 , Area III was especially low in organic content and had higher N levels and water depths than did the other areas, which are the 3 variables for which the differences are visualised fairly well along PC1, and Area II generally had higher organic content and lower P concentration than observed in Area I. Also Area III had the highest overall variability in environmental data of the 3 areas (as indicated in Fig. 2 by the more dispersed sampling stations) followed by Area II; Area I was the most homogeneous.
Population and community data
Out of the 29 species (i.e. taxonomic groups) that were encountered in the 3 areas, only 10 were found in Area I (dominated by Oligochaeta, Monoporeia affinis Lindström, Chironomidae and Macoma balthica (L.)), whereas 19 were found in Area II (dominated by M. affinis, Hydrobia spp. and M. balthica) and a total of 23 in Area III (dominated by Marenzelleria neglecta Sikorski and Bick, Oligochaeta, M. balthica and Mytilus edulis L.) (Table 3) . M. balthica, Oligochaeta, M. affinis and Chironomidae were found in more than half of the samples in all areas and can be characterised as the dominant species across all investigated areas. Hydrobia spp., Halicryptus spinulosus von Siebold, Chironomus plumosus (L.), M. neglecta and Saduria entomon (L.) were less dominant, but not rare in any area. The rest of the species were either rare in or absent from at least one of the investigated areas, where rare is defined as a singleton, i.e. a species present in one and only one sample (Krebs 1989) . By means of this criterion and translating the species occurrences into percentages, 14% of the species (taxa) found in the whole study were categorized as rare (Table 3) . For individual areas, the frequency of rare species was 9% in Area III, 10% in Area I and 21% in Area II.
The species observed (Sobs), Chao2 and Jacknife2 are plotted against the number of samples for all 3 Areas in Fig. 3 . For Area I, 4 replicates would be required to include more than two-thirds of the species in the data set that are actually found in 64 replicate samples, and 42 replicates would be needed to include 95% of the species. For Area III, the corresponding numbers were very similar: 5 and 40 replicates, whereas for Area II, they were higher: 9 and 50 replicates (see Rumohr et al. 2001 , where 10 and 53 required replicate samples, respectively, were estimated from 70 samples in a very small area in the western Baltic Sea). The richness extrapolators Chao2 and Jacknife2, in relation to Sobs, tell us that Area II (Sobs end point for 64 samples = 19, Jacknife2 end point = 26 and Chao2 end point = 27) may possibly have contained more species than actually were sampled (there was a greater influence on the Chao2-curve by rare species in this area), whereas the corresponding end point numbers for Area I (10, 11 and 10) and Area III (23, 25 and 24) possibly indicate that most species present in these areas during the sampling occasion also were actually encountered by means of a grid with 64 samples per area (Fig. 3) . With regard to community variables, the average numbers of both species and individuals were clearly higher in Area III compared with the 2 other areas as well as in Area II compared with Area I. Total biomass was also lowest in Area I (about 50% of the others). At the same time, the variability, measured as the CV (and seen as the range), was clearly higher for number of species, number of individuals and total biomass in Area III compared with the 2 other areas, but was not for diversity indices (Table 1) .
When analysed by a 3-way nested ANOVA (Table 4 ) and as illustrated by the bar charts in Fig. 4a -f, the 3 areas differed significantly with regard to many community and population variables. The differences were especially clear for the abundance of Marenzelleria neglecta (higher in Area III), Oligochaeta (Area III > Area I > Area II) and Macoma balthica (Area II > Area I > Area III).
Regarding differences within the 3 areas themselves, i.e. comparing the biotic data area-specifically at the 1000 m level overall in the 3-way ANOVA and separately for each area with SNK-corrected a posteriori tests and similarly for 100 m grids nested in 1000 m, the absolute differences were generally smaller, with both Area I and Area II being especially homogeneous areas with regard to most community and population variables. Exceptions to this pattern were ShannonWiener diversity indices and the abundance of Mono- poreia affinis and Chironomidae at the 1000 m level in Area I and at the 100 m level in Area II. For M. affinis in Area I, these differences were especially interesting since they had a clear east -west pattern with western subareas, numbers 1 to 4 and 9 to 12, having clearly lower abundance than eastern subareas, numbers 5 to 8 and 13 to 16 (Fig. 4e) . As for environmental data, Area III was also the most variable area for biological data, especially with regard to total number of species, total abundance, total biomass and the abundance and biomass of Macoma balthica (Table 4 , Fig. 4 ). The contribution of each spatial scale to the total variance was calculated area-specifically for each of the dominating taxa as well as for some community summary variables (Table 5) . When analysing these variance components, it was revealed that most variability was present already at the smallest level investigated, i.e. at 10 m or at the level of the residuals, for Fig. 4e and the significance values presented in Table 4 . Spearman's rank correlation analyses on abundance of dominant species over the entire area (N = 192) and area-specifically (N = 64) revealed many significant positive and negative correlations. Significant positive correlations over the entire area were found among Macoma balthica, Monoporeia affinis and Hydrobia spp., between M. affinis and Chironomidae and among Oligochaeta, Marenzelleria neglecta and Mytilus edulis (Table S2 in supplement). Significant negative correlations were found between M. affinis and M. edulis as well as between Oligochaeta and Hydrobia spp. Area-specifically, there were very few highly significant correlations outside Area III. In Area II, Chironomidae showed highly significant positive correlations with M. affinis and M. edulis, whereas within Area I, there were no significant correlations.
Non-parametric multivariate techniques further confirmed the differences in community structure among the 3 areas and provided information about where most variability was present as well as the influence of rare species. NMDS ordinations of untransformed abundance and biomass data (most weight put on the dominant species) plotted out the samples from Area I to the upper right of the ordination scheme, whereas the samples from Area II fell out to the lower right and were a bit less dispersed in space (i.e. had internally more similar community structures). The samples from Area III, in turn, all clustered out to the left of the plot and were clearly more widely dispersed internally than the samples from the other areas (Fig. 5a,c) . This was verified by MVDISP analyses with relative indices of multivariate dispersion for abundance data at 0.891 (Area I), 0.7 (Area II) and 1.422 (Area III) and for biomass data at 0.989 (Area I), 0.598 (Area II) and 1.427 (Area III). After a fourth root transformation (which put more weight on rare species), the relative multivariate dispersion shifted and the samples from Area II, the most prominent area with regard to the amount of rare species, were now clearly more dispersed than the samples from Area I, both when visualised in the ordination scheme (Fig. 5b,d ) and when the results from the MVDISP analysis are listed -abundance: 0.545 (Area I), 1.019 (Area II), 1.45 (Area III); biomass: 0.788 (Area I), 0.820 (Area II), 1.404 (Area III). At the same time, differences among areas also seemed to be accentuated with the transformation (Fig. 5b,d compared with Fig. 5a,c) . PERMANOVA revealed significant differences for most investigated levels for both species' abundance and biomass data, regardless of transformation, while also demonstrating most variability at the smallest level (10 m) for the variance components, i.e. in 11 out of 12 cases (results not shown).
SIMPER-analyses of untransformed data listed the species contributing most to the similarities within areas (Table S3a in supplement) and the species contributing most to dissimilarities between different areas (Table S3b) . For all areas, the most common species, Macoma balthica, was an important contributor to within similarity, whereas the other major contributors to similarity were different among the 3 areas, i.e. Oligochaeta, Monoporeia affinis and Chironomidae in Area I, Hydrobia spp. in Area II and Oligochaeta and Mytilus edulis in Area III (Table S3a) . From Table S3a , we can see that the internal homogeneity was much lower for Area III (33%) compared with the other areas: Area I (54%) and Area II (59%). With regard to differences between areas (Table S3b) , M. balthica was clearly the most important discriminator (Area II > Area I > Area III). The average dissimilarities in the spatial analysis went from 82% (Area II to Area III, most different), to 77% (Area I to Area III) and to 70% (Area I to Area II, most similar), which closely reflects the relative differences in abiotic variables.
Linking of biological patterns to the environment
Overall (N = 192) and area-specific (N = 64) Spearman's rank correlations revealed significant correlations between environmental variables and biological community and population variables (Table S4a ,b in the supplement). The strongest positive correlation in the overall analysis was found between the salinity and the abundance of Mytilus edulis and the strongest negative correlation was found between water depth and the abundance of Hydrobia spp., but many other investigated correlations were also highly significant at this level of precision (Table S4a) . Area-specific analyses gave a more detailed view of possible interre- Table 5 . Variance estimates derived from 2-way nested ANOVAs of summary variables and dominating species in the respective areas. The highest value from each analysis is in bold text lationships (Table S4b) . In Area I, negative correlations between the abundance of Monoporeia affinis and water depth and organic level stand out. In Area II, the total abundance of organisms was positively correlated with temperature, pH and oxygen and negatively correlated with P. In Area III, there were strong positive correlations between water depth and the abundance and biomass of Macoma balthica and between P and number of species as well as strong negative correlations between temperature and pH and the abundance of M. affinis and M. balthica.
To further explore the connectivity between the biotic and abiotic data in a multivariate sense, and because none of the abiotic variables expressed a very strong correlation with each other (Spearman's rank correlation coefficient always < 0.63), several BIO-ENV analyses were performed (results not shown) that included all environmental variables. These BIO-ENV analyses were first run separately on abundance and biomass data, as well as untransformed and fourth root transformed data. For abundance data, the variables water depth, salinity, organic level and temperature appeared as especially important structuring variables with reasonably high correlation coefficients (r S > 0.50 when comparing the abiotic and biotic similarity matrices. For biomass data, the oxygen levels seemed to be more important than water depth and temperature. There were no clear differences due to the level of data transformation. Area-specific BIO-ENV analyses on abundance data showed generally lower Spearman coefficients for the matching of abiotic and biotic data than did the total analysis. In Area I, depth, temperature and oxygen were most influential when untransformed biotic data were used, and temperature and pH were most influential when fourth-root transformed data were used. In Area II, the most influential environmental variables seemed to have been water depth, P and N. In Area III, the best subsets of variables describing the observed biotic community structure included temperature, pH, P and N. 
DISCUSSION
These areas of low diversity in the northern Baltic Sea show clear species distribution patterns driven by the local environmental conditions, but a substantial biotic influence on the pattern is also evident. The latter is seen as the high variability present at the smallest sampled level, i.e. at 10 m (as shown in the analyses of components of variance) or at the level at which most organisms complete their life cycle. Our understanding of spatial variability (or 'stability') thus seems to be influenced by both the habitat and the species composition and maybe by the latter factor to a greater extent than first expected. In terms of our original hypotheses, there were clear differences among and within study areas. The influence of the habitat can best be seen in the most exposed area, Area III, where the highest heterogeneity in abiotic variables also demonstrated the highest heterogeneity and biodiversity in zoobenthos. The reverse was seen for the least variable area, Area I, in addition to somewhat contradictive results at various scales for some study variables. The presence of other, more fine-scale structuring aspects may be exemplified by the high variability found at the smallest investigated scale, i.e. at 10 m. This large amount of variation at the smallest scale also indicates that many processes affecting biota are operating at very fine scales. With the exception of the abundance of Monoporeia affinis and Chironomidae in Area I, which showed the highest variability at the 1000 m level, all other dominating species as well as all the investigated community variables pointed to the smallest sampled scale (10 m) as being the level that contributed most to the total variability. However, when specifically focusing on the 3 areas, the differences in average values of environmental variables clearly also shaped the communities, i.e. different environmental characteristics caused different zoobenthic community structures (Bonsdorff et al. 2003 , Laine 2003 . A differing variability in environmental variables is reflected in both the animal community and the population data (Area III > Area II > Area I). The study also showed that many replicates may be needed to get reliable pictures of the biodiversity and species composition of an area, despite a relatively low overall biodiversity (here the role of the rare species is important).
A total number of 29 species (taxonomic groups) were encountered in 192 samples from 3 areas (23 in Area III, 19 in Area II and only 10 in Area I), which is a typical number for the region in question (Bonsdorff et al. 2003 , Laine 2003 , Perus & Bonsdorff 2004 . Only 4 taxa were dominant across all areas, whereas 5 other taxa were not rare in any area, while the rest of the species were either absent from or rare (singletons) in at least one of the investigated areas. By directly or indirectly influencing both Jacknife2 and Chao2 estimates of species richness, the number of singletons allows some prediction of the total number of species in the community to be made. Our values, which ranged from 9 to 21% singletons, are well in accordance with the 16% reported by Rumohr et al. (2001) , but clearly lower than the 27% reported by Ellingsen (2001) , the 30% reported by Cao et al. (1998) and the > 30% reported by Holme (1953) . These numbers are not fully comparable, since rare species have a low probability of being recorded, and thus their characterisation and observed distribution is directly linked to sampling intensity (Brown 1984 , Gray et al. 2005 . With the exception of the 70 samples in Rumohr et al. (2001) , the sampling intensity in the other studies mentioned was clearly lower than in our study (total sample numbers ranged between 4 and 24). Therefore, a number of those 'rare' species most probably occur at more sites (Glover et al. 2002) . With regard to the species richness estimators, it was only in Area II where the number of rare species made a remarkable influence on Jacknife2 and Chao2 (Fig. 3) . The area-specific differences in species richness and the role of less common species are also accentuated when comparing Area I with Area II in the NMDS-ordinations (Fig. 5 ) and the change taking place in the sequence of the indices of multivariate dispersion with transformation intensity. When the more severe fourth-root transformation is used (i.e. more weight is put on rare species), a switch occurs, and Area I has the lowest index value.
An area-specific analysis of the community and population variables showed clear differences in the averages and in the variability. For zoobenthic abundance data, for example, the coefficients of variation were 0.43 (Area I), 0.37 (Area II) and 0.88 (Area III) or fully comparable to a CV of 0.39 reported in Rumohr et al. (2001) and a range of 0.34 to 0.96 by Kraufvelin (1998) . Generally, the internal variability in biotic variables also followed the same sequence as for abiotic variables: Area III (highest), Area II (medium) and Area I (lowest). These differences in zoobenthos were highly significant both in the ANOVAs and PERMANOVAs and can probably be related largely to environmental differences. When attempting to elucidate possible biotic structuring forces by examining single species, most species correlated positively with each other, which again supports the existence of common environmental preferences. There were no significant negative correlations between species in any of the areaspecific analyses and most probably very few strong species interactions were operating. Biotic forces other than strict competition or predation, such as differences in mobility, recruitment success and intra-specific factors, may thus have played a part. Also, the correlation analyses were only performed for dominant species and significant correlations can be hard to verify for rare species, a fact that should not be used to rule out their specific importance.
Most variability in the biotic data was present at the smallest investigated level (10 m or the residuals), suggesting that additional variability exists at even smaller spatial scales than the ones that were sampled (Table 5) . Perhaps sampling by SCUBA diving would have been preferable to enable sampling at the 1 m scale; this precision is impossible to reach by means of remote sampling (Bergström et al. 2002) . Such a measure would at the same time have multiplied the workload both in connection with sampling and with sample analyses, but since the recruitment of many animal species may vary at scales of centimetres to even millimetres (e.g. Olafsson et al. 1994) , such an extra input might have been worthwhile. However, interpretation of variance components is not straightforward and should be done with caution. It is, for example, difficult to compare the relative importance of different spatial scales across taxa when the proportion of the total variance contributed by the residual variances in the spatial analysis differed by a factor of almost 3 (24 to 68%) (see Morrisey et al. 1992 ).
An existence of considerable spatial variability in biota at even the smallest measured level, (in our case at 10 m), the fact that little additional variation could be attributed to the larger scales (100 to 1000 m) and that this pattern was fairly consistent across variables and areas, has also been reported from other unpolluted marine benthic habitats. These studies include soft sediments (Thrush 1986a , Volckaert 1987 , Edgar & Barrett 2002 , Stark et al. 2003 , Norén & Lindegarth 2005 , Commito et al. 2006 , Chapman et al. 2010 , hardbottom intertidal (Underwood & Chapman 1996 , Chapman 2002 , 2005 , hard-bottom subtidal (Thrush 1986b , Glasby 1998 , Anderson et al. 2005 , Dethier & Schoch 2005 , Fraschetti et al. 2005 ) and fine sands (Kendall & Widdicombe 1999) . A registration of most variability at the smallest investigated scales can probably be attributed to behavioural responses to smallscale patches of microhabitat (Underwood & Chapman 1996 , Chapman et al. 2010 . However, considerable variability has also been found at the scale of 50 to 100 m in intertidal soft sediments (Ysebaert & Herman 2002 ) and on intertidal hard bottoms (Underwood & Chapman 1996) as well as in heavily bioturbated sandy mud (Kendall & Widdicombe 1999) and edges between sandy and vegetated habitats (Boström et al. 2010) . Such findings correspond well to our results on the differences in abundance of Monoporeia affinis in Area I and they may be due to both variations in the physical environment and to variation in recruitment, species interactions and/or mortality or avoidance (e.g. Underwood & Chapman 1996) . The Spearman's rank correlation analyses for linking biotic to abiotic data were not capable of providing many answers, despite quite a few significant correlations over the total data set as well as area-specifically (Table S4) . Perhaps the most interesting significant correlation is the negative one between the abundance of Monoporeia affinis and organic level in Area I, which can partly explain the strong east -west patterns in the distribution of this species. At the same time, this seems to exemplify a habitat driven biotic response at an intermediate scale level, i.e. within less than 1000 m, and may contribute to the discussion about the recent decrease in M. affinis in many parts of the Baltic Sea (Wiklund et al. 2008 (Wiklund et al. , 2009 ).
The BIO-ENV analyses further helped to explore the connectivity between the environment and the biological data in a multivariate context. In the overall analyses, many of the same environmental variables were identified as important contributors as was also seen in the Spearman's rank correlation analysis, i.e. water depth, salinity and organic level stood out as the potentially most important contributors to biotic community pattern. The area-specific analyses showed lower Spearman coefficients for the matching of abiotic and biotic data matrices than did the full analysis, with partly conflicting results. Water depth and nutrients were most important in Area II; temperature, pH and nutrients were most important in Area III; whereas in Area I, many environmental variables (all but N and P) seemed to have contributed to the species patterns.
The interpretation of the relative roles of various abiotic or biotic structuring forces is not straightforward. When interpreting both the correlation analysis and the BIO-ENV analysis one must bear in mind that other, unregistered, environmental variables also might have played a role. In this case, there is no overall or site-specific information about water currents, sedimentation, sediment particle size, microalgae, meiofauna and the possible presence of pollutants, for example. Also, abiotic data were only recorded from 16 sampling points compared with 64 points for the fauna. Therefore, some error was always introduced when a considerable amount of biotic variability from 4 samples was linked with environmental data from only one sample. On the whole, the environmental variables do not seem to have constituted very strong structuring forces over the entire area and even less so within the areas. This indicates that biotic interactions may have been rather important from the level of a single area (1000 m) downwards across the studied scales.
When the main findings are put into perspective, it must be kept in mind that scale is central and different abiotic and biotic factors are operating at different scales, alone or interactively, to structure benthic infauna. The present study once again emphasizes the importance of cross-scale studies. Nested, replicated sampling designs facilitate interpretation (Underwood & Chapman 1998 , Ysebaert & Herman 2002 , and species distributions across scales must be considered in environmental monitoring (Morrisey et al. 1992 , the assessment of the effects of natural and anthropogenic perturbations (Thrush et al. 1997 , Menge et al. 2003 and marine conservation (Ellingsen 2001) . Also, studies carried out at a particular scale or on a particular component of the benthos are unlikely to be successful in predicting relationships at other scales or for other components of the benthos (Morrisey et al. 1992 , Kraufvelin 1999 , Somerfield & Gage 2000 ). Furthermore, it must be stressed that, although generalities do exist, our understanding of communities is site specific. The challenge is to learn to distinguish one from the other. Finally community structure is not driven exclusively by dominant species and, as demonstrated in this study, rare species are also important. In summary, owing to the increased demands of improved interpretation of monitoring programs, detection of anthropogenic impact and ecosystem management in an everchanging variable world, better general refinement of sampling methodology, as well as better incorporation of scaling issues into questions of biodiversity and conservation, are needed ). Also, relating biotic patterns to the actual spatial structural aspects of softsediment assemblages (Zajac 2008) should not be forgotten. There is still much room for more scaleconcerned studies in the field of marine ecology. 
