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1. Introduction
Let Fq be a finite field with q elements and let G = GLn(Fq) be the finite general
linear group. We assume throughout this paper that n  2. Let B ⊂ G be the subgroup
of upper triangular matrices. Let ε = |B|−1∑b∈B b be the corresponding idempotent in
the complex group algebra CG. The double coset sums |B|−1∑x∈D x with D ∈ B\G/B
form a Z-basis for a ring H(G,B) with ε as identity element. N. Iwahori found, in the
context of Chevalley groups over Fq , a distinguished set of generators for H(G,B) and
a presentation for H(G,B) in terms of them [6, Theorem 4.1]; he called H(G,B) the
Hecke ring. Iwahori’s presentation may be described as follows. Let W ⊂G be the group
of permutation matrices. If x ∈ G, there exists a unique w ∈W such that BxB = BwB .
The double coset sum corresponding to BwB is
Tw = |B|−1
∑
x∈BwB
x. (1.1)
The elements Tw with w ∈W are a Z-basis for H(G,B). Let S = {s1, . . . , sn−1} be the set
of Moore–Coxeter generators for W . Thus si is the permutation matrix corresponding to
the transposition (i, i + 1). Let HZ(q) be the ring with identity 1, generators T1, . . . , Tn−1
and defining relations
T 2i = q · 1+ (q − 1)Ti, 1 i  n− 1,
TiTi+1Ti = Ti+1TiTi+1, 1 i  n− 2,
TiTj = TjTi, 1 i, j  n− 1 and |i − j | 2.
(1.2)
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relations (1.2) with Tsi in place of Ti and qε in place of q ·1. He proved in [6, Theorem 4.1]
that the ring homomorphismHZ(q)→H(G,B) defined by Ti → Tsi is an isomorphism of
rings. Thus (1.2) gives a presentation of H(G,B) in terms of the generators Ts1, . . . , Tsn−1 .
Iwahori also studied the C-algebraHC(G,B)= εCGε H(G,B)⊗Z C which controls
the decomposition of the induced representation 1GB . Let HC(q) be the C-algebra with
identity 1, generators T1, . . . , Tn−1 and defining relations (1.2). Iwahori’s arguments
show—see for example [2, Theorem 67.6]—that the C-algebra homomorphismHC(q)→
HC(G,B) defined by Ti → Tsi is an isomorphism. Thus (1.2) gives a presentation of
HC(G,B). The field C may be replaced by any field F of characteristic zero; in the rest of
this paper we consider HF (G,B) and HF (q).
Let M = Mn(Fq) be the monoid of all n × n matrices over Fq . In [11] we defined a
ring H(M,B)⊃H(G,B) which plays the same role for M that H(G,B) does for G, and
called it the Iwahori ring of Mn(Fq). To define H(M,B), let R ⊂M be the set of zero–
one matrices σ such that σ has at most one nonzero entry in each row and column; these
matrices correspond to placements of non-attacking rooks, in any number at most n, on an
n×n chessboard. Then R ⊃W is a monoid under matrix multiplication which is called the
rook monoid in [11] and is often called the symmetric inverse semigroup. Counting rook
placements shows that
|R| =
n∑
r=0
(
n
r
)2
r!. (1.3)
The monoid R plays the same role for M that W does for G. Let FM denote the
monoid algebra, the set of F -linear combinations of elements of M . Thus FM ⊃ FG
and εFMε ⊃ εFGε is an F -algebra with identity ε. If σ ∈ R let
Tσ = (q − 1)−rq−(r2)
∑
x∈BσB
x (1.4)
where r is the rank of σ , equal to the number of rooks in the corresponding rook placement.
The elements Tσ ∈ εFMε are linearly independent over F . The numerical factor in (1.4)
is chosen so that
H(M,B)=
⊕
σ∈R
ZTσ (1.5)
is a ring with identity ε [11, Theorem 4.12]. If σ ∈ R has rank r = n then σ = w ∈ W
and the numerical factor in (1.4) is |B|−1, so Tσ is the element Tw defined in (1.1). Thus
H(M,B)⊃H(G,B). As in [11] we call the ringH(M,B) the Iwahori ring of Mn(Fq) and
call the F -algebraHF (M,B)= εFMε H(M,B)⊗Z F the Iwahori algebra of Mn(Fq).
Let
ν =E12 +E23 + · · · +En−1,n ∈ R (1.6)
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rem 4.12] that Ts1, . . . , Tsn−1, Tν and the identity generate the ring H(M,B) and thus
generate HF (M,B) as F -algebra. One of the main points in this paper is to give a
presentation for HF (M,B) in terms of the generators Ts1, . . . , Tsn−1, Tν with a set of
relations which include Iwahori’s relations involving Ts1, . . . , Tsn−1 .
In the rest of this paper we let q be any nonzero element of F . In the context of
H(G,B) or H(M,B) it is understood that q is a prime power. The assumption q = 0
is used in the proof of (2.9(vi)) and is thus used implicitly in the proof of Lemma 2.21
and Proposition 2.26. Let H(q) be the associative F -algebra with identity 1, generators
T1, . . . , Tn−1 and defining relations (1.2). This algebra of dimension n! is often called the
Iwahori–Hecke algebra. If q is a prime power then H(q)=HF (q) in our earlier notation.
Let I(q) be the associative F -algebra with identity 1, generators T1, . . . , Tn−1,N and
defining relations
(i) T 2i = q · 1+ (q − 1)Ti,
(ii) TiTi+1Ti = Ti+1TiTi+1,
(iii) TiTj = TjTi if |i − j | 2,
(iv) Ni+1Ti = qNi+1,
(v) TiNn−i+1 = qNn−i+1,
(vi) TiN =NTi+1,
(vii) NT1T2 · · ·Tn−1N = qn−1N.
(1.7)
It is understood in (1.7) that 1 i, j  n−1 with the additional hypothesis that i  n−2 in
(ii) and (vi). We will prove in Lemma 2.6 that the elements Ts1, . . . , Tsn−1, Tν ∈H(M,B)
satisfy (1.7) with Tsi in place of Ti and Tν in place of N , and will prove in Corollary 2.32
that if q is a prime power then (1.7) gives a presentation for HF (M,B) in terms of the
generators Ts1, . . . , Tsn−1, Tν .
There is an abuse of notation in (1.7) since we have also used the symbol Ti for a
generator of H(q). In the rest of this paragraph and in Corollary 2.37 we write Ti,H or
Ti,I to distinguish the two; otherwise the meaning of Ti will be clear from context. It
follows from (1.2) and (1.7) that there is an F -algebra homomorphismH(q)→ I(q) under
which Ti,H → Ti,I . Let J (q) be the F -subalgebra of I(q) generated by the Ti,I with
1  i  n − 1. Corollary 2.37 asserts that the homomorphism H(q)→ J (q) defined by
Ti,H → Ti,I is an isomorphism. This justifies the abuse of notation in (1.7). For 0 k  n
let
Λk = J (q)NkJ (k). (1.8)
We prove in Lemma 2.18 that
Λk =
∑
Fb (1.9)
b∈Bk
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(
n
k
)2
(n− k)! . The set Bk is defined using
distinguished coset representatives for W modulo certain parabolic subgroups; see (2.15).
We prove in Lemma 2.21 that
Θk =Λk +Λk+1 + · · · +Λn (1.10)
is an ideal of I(q) and use this fact to prove in Proposition 2.26 that
I(q)=
n∑
k=0
Λk. (1.11)
It follows from (1.3), (1.9), and (1.11) that dimI(q)  |R|. Here, and in the rest of this
paper, “dim” means dimension as F -algebra. We prove the reverse inequality dimI(q)
|R| using a ringA(R) defined in [11, Theorem 4.23], which is an analogue forH(M,B) of
Tits’ generic ring [2, § 68] in the theory of H(G,B). It follows—see Theorem 2.35—that
dimI(q)= |R| (1.12)
and that B =⋃nk=0Bk is an F -basis for I(q).
If q = 1 or q is a prime power, then the inequality dimI(q)  |R| may be proved
directly without the ring A(R) or the basis B as follows. If q = 1 there is a surjective
homomorphism I(1)→ FR. This implies dimI(1)  |R| and gives us the presentation
of FR found in [14, Theorem 6.2]; see Corollary 2.31. If q is a prime power there is
a surjective homomorphism I(q)→ HF (M,B). This implies dimI(q)  |R| and gives
us the desired presentation of HF (M,B); see Corollary 2.32. It is natural to conjecture
that the relations (1.7) also give a presentation for the ring H(M,B). Our argument with
HF (M,B) uses a dimension count and is not strong enough to prove this. To prove it
with an argument analogous to the argument in Iwahori’s paper [6, pp. 233–234], one
would need an analogue for R of the Iwahori–Matsumoto lemma for Coxeter groups
[6, Theorem 2.6], [2, Theorem 64.20].
In Section 3 we let K = F(q1/2) where, as before, q is a nonzero element of F . Let
V be a vector space of dimension m over K with a distinguished basis v1, . . . , vm. Let
U =K ⊕ V =Kv0 +Kv1 + · · · +Kvm where v0 = 1 ∈K . We give U⊗n the structure of
I(q)-module and show that the action of I(q) on U⊗n is faithful if m  n. We showed
in [14] that when q = 1 (and hence F = K), the centralizer algebra for the action of
FR  I(1) on U⊗n is the algebra of endomorphisms of U⊗n provided by the action of
GL(V ) on U⊗n, where GL(V ) acts on U = F ⊕ V by fixing F . T. Halverson showed in
[4] that if q ∈K and I(q) is semisimple, then the centralizer algebra for the action of I(q)
on U⊗n is the algebra of endomorphisms of U⊗n provided by the natural action of the
quantum general linear group Uq(gln) on U⊗n, where Uq(gln) acts trivially on K and acts
on V by its fundamental representation. T. Halverson and A. Ram showed in [5] that I(q)
is a quotient of the Iwahori–Hecke algebra of type Bn, and that the Schur–Weyl duality
between I(q) and Uq(gln) is a special case of Schur–Weyl duality for cyclotomic Hecke
algebras.
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q is an indeterminate. Halverson [4] found the irreducible representations of I(q) using an
analogue of Hoefsmit’s seminormal representations of H(q). Thus it seems appropriate to
mention some other examples of algebras likeHF (M,B) which may have a representation
theory with combinatorial flavor. These algebras arise in the theory of reductive monoids
due to M. Putcha and L. Renner; see [12] for a survey article on reductive monoids.
Let F be the algebraic closure of Fq and let G0 ⊂ GLn(F) be any semisimple algebraic
group. The first cases with possible combinatorial interest are those in which G0 is a
classical (special linear or symplectic or orthogonal) group in its natural representation.
Let M be the Zariski closure in Mn(F) of the group G = {λg | λ ∈ F, λ = 0, g ∈ G0}.
Let B be a Borel subgroup of G. Let G = G ∩ GLn(Fq), let B = B ∩ GLn(Fq) and let
M = M ∩Mn(Fq). Then, as in [13, pp. 346–351], one may define an algebra HF (M,B)
with a basis which satisfies formulas like (2.3)–(2.5). The rook monoid is replaced by a
finite monoid R, called the Renner monoid [10], which depends on G0 but not on q . The
Renner monoid is the analogue for M of the Weyl group of G0. If G0 = SLn(F) then
G= GLn(Fq), M = Mn(Fq), B is the group of invertible upper triangular matrices over
Fq and HF (M,B) is the algebra studied in this paper. The general representation theory
of these algebrasHF (M,B) has been studied by Putcha in [8]. If G0 is a symplectic group
or an orthogonal group in its natural representation, the detailed representation theory of
HF (M,B), and its possible connection with partitions, has not been studied at all.
2. A presentation for the Iwahori algebra
Let W = Sn and let l be the usual length function on W . Thus l(w) is the least
integer p  0 such that w may be written as a word of length p in the generating set
S = {s1, . . . , sn−1}. In [11, (2.6)] we defined a length function on R, also written l, as
follows. Let ν be as in (1.6). If σ ∈ R has rank n − k then there exist w,w′ ∈ W such
that wσw′ = νk . This is clear since left (right) multiplication of σ by an element of W
permutes the rows (columns) of σ . Thus
R =
n⋃
k=0
WνkW. (2.1)
For σ ∈WνkW define
l(σ )=min{l(w)+ l(w′) |w,w′ ∈W and σ =wνkw′}. (2.2)
The restriction to W of the length function on R is the length function on W . Suppose, in
the context of H(M,B), that q is a prime power. Define Tσ as in (1.4) and defineH(M,B)
as in (1.5). It follows from (2.2) that if σ ∈ R and s ∈ S then l(sσ )− l(σ ) ∈ {0,±1} and
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relations
TsTσ =
{
qTσ if l(sσ )= l(σ ),
Tsσ if l(sσ )= l(σ )+ 1,
qTsσ + (q − 1)Tσ if l(sσ )= l(σ )− 1,
(2.3)
TσTs =
{
qTσ if l(σ s)= l(σ ),
Tσs if l(σ s)= l(σ )+ 1,
qTσs + (q − 1)Tσ if l(σ s)= l(σ )− 1,
(2.4)
TνTσ = ql(σ )−l(νσ )Tνσ , Tσ Tν = ql(σ )−l(σν)Tσν (2.5)
for all σ ∈ R and all s ∈ S. If σ =w ∈W the formulas (2.3)–(2.4) agree with those given
by Iwahori [6, Corollary 4.2]; the cases l(ws)= l(w) and l(sw)= l(w) do not occur.
Lemma 2.6. The elements Ts1, . . . , Tsn−1, Tν and the identity ε generate H(M,B). They
satisfy the relations (1.7) with Tsi in place of Ti , Tν in place of N , and qε in place of q · 1.
Proof. To prove the lemma we use only the formulas (2.3)–(2.5) and the fact that
H(M,B) =∑σ∈R ZTσ . We do not use the definition of H(M,B). This remark will be
applied in the proof of Lemma 2.34. Let K be the subring of H(M,B) generated by
Ts1, . . . , Tsn−1 , Tν and ε. We prove by induction on l(σ ) that if σ ∈ R then Tσ ∈ K.
By (2.1) there exists 0  k  n with σ ∈ WνkW . By (2.2) we may write σ = wνkw′
where w,w′ ∈ W and l(σ ) = l(w) + l(w′). If l(σ ) = 0 then w = 1 = w′ so σ = νk .
Since l(νi) = 0 for i = 1,2,3, . . . it follows from (2.5) by induction on i that Tνi = T iν .
Thus Tσ = T kν ∈ K. Suppose now that l(σ ) > 0. Then either w = 1 or w′ = 1. Suppose
w = 1. Choose s ∈ S with l(sw) < l(w) and let τ = sσ . Then τ = (sw)νkw′ so l(τ ) 
l(sw)+ l(w′) < l(w)+ l(w′) = l(σ ). By induction we have Tτ ∈ K. But l(sτ ) = l(σ ) >
l(τ ) so Tσ = Tsτ = TsTτ ∈ K by (2.3). Similarly, if w′ = 1 then (2.4) gives Tσ ∈ K.
This completes the induction. Thus
∑
σ∈R ZTσ ⊆K soK=
∑
σ∈R ZTσ =H(M,B). Thus
Ts1, . . . , Tsn−1, Tν and ε generate H(M,B).
Now we show that Ts1, . . . , Tsn−1, Tν satisfy the defining relations. It follows from
(2.1) that the elements s1, . . . , sn−1, ν generate R. It is shown in [14, Theorem 6.2] that
s1, . . . , sn−1, ν satisfy the relations
(i) s2i = 1,
(ii) sisi+1si = si+1sisi+1,
(iii) sisj = sj si if |i − j | 2,
(iv) νi+1si = νi+1,
(v) siνn−i+1 = νn−i+1,
(vi) siν = νsi+1,
(vii) νs s s · · · s ν = ν,
(2.7)1 2 n−1
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that 1  i, j  n − 1 and that i  n − 2 in (ii) and (vi). The fact that the relations
(2.7) are satisfied may be checked directly without [14]. It follows from (2.3) and
(2.7(i))–(2.7(iii)) that (1.7(i))–(1.7(iii)) are satisfied. It follows from (2.5) by induction
on k that T kν Tσ = ql(σ )−l(νkσ )Tνkσ . Take k = i + 1 and σ = si . By (2.7(iv)) we have
l(si ) − l(νi+1si ) = l(si ) − l(νi+1) = 1 − 0 = 1 and Tνi+1si = Tνi+1 = T i+1ν . Thus(1.7(iv)) is satisfied. Similarly, (2.7(v)) implies (1.7(v)). Note from (2.5) that Tsi Tν =
q1−l(siν)Tsiν and TνTsi+1 = q1−l(νsi+1)Tνsi+1 so (2.7(vi)) shows that (1.7(vi)) is satisfied.
To show that (1.7(vii)) is satisfied let w = s1 · · · sn−1. Since l(w) = n − 1 it follows
from (2.3), (2.5) and (2.7(vii)) that TνTs1 · · ·Tsn−1Tν = TνTwTν = ql(w)−l(νw)TνwTν =
ql(w)−l(νw)ql(νw)−l(νwν)Tνwν = qn−1Tν . ✷
Now, as in Section 1, let q be any nonzero element of F . Let I(q) be the F -algebra
generated by elements T1, . . . , Tn−1,N with defining relations (1.7). The formulas in the
following lemma are consequences of the defining relations.
Lemma 2.8. Suppose q ∈ F and q = 0. If 1 i  n− 1 then
(i) NkTi = qNk if k  i + 1,
(ii) TiNk = qNk if k  n− i + 1,
(iii) TiNk =NkTi+k if 1 k  n− i − 1,
(iv) NT1 · · ·Tn−1Nk = qn−1Nk if k  1,
(v) NkT1 · · ·Tn−1N = qn−1Nk if k  1,
(vi) Nk =Nn if k  n.
(2.9)
Proof. To prove (i), note by (1.7(iv)) that NkTi = Nk−(i+1)Ni+1Ti = Nk−(i+1)qNi+1 =
qNk . Here and elsewhere we agree that N0 = 1. Similarly, (1.7(v)) implies (ii), (1.7(vi))
implies (iii) and (1.7(vii)) implies both (iv) and (v). To prove (vi) it suffices to show
that Nn+1 = Nn. Since q = 0 it follows from (2.9(ii)) with k = n that Nn = q−1TiNn
for 1  i  n − 1. Thus Nn = q−(n−1)T1 · · ·Tn−1Nn. Now (2.9(v)) with k = n gives
Nn+1 =NNn = q−(n−1)NT1 · · ·Tn−1Nn =Nn. ✷
Remark 2.10. If q = 0 then there exist matrices T1, . . . , Tn−1,N ∈ Mn(F ) which satisfy
(1.7(i))–(1.7(vii)) but do not satisfy (2.9(vi)). For example take Ti =Ei+1,i−Ei+1,i+1 and
N = 2∑ni=1 Ei1 where the Eij are matrix units. Since this example is not used in the rest
of the paper we omit the details.
In Section 1 we viewed W as the group of permutation matrices in Mn(F ). We may
also view W as the group of permutations of {1, . . . , n} or as a real reflection group [2,
Exercise §64.1]. Let e1, . . . , en be the standard basis for Rn. If w is a permutation of
{1, . . . , n} then w acts on Rn by wei = ewi for 1  i  n. The set ∆= {ei − ej | 1  i =
j  n} is a root system for W and ∆+ = {ei − ej | 1 i < j  n} is a set of positive roots.
The corresponding system of simple roots is Π = {α1, . . . , αn−1} where αi = ei − ei+1 is
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and let
DI =
{
w ∈W |wαi ∈∆+ for all i ∈ I
}
. (2.11)
Each w ∈W may be written uniquely in the form wIwI where wI ∈ DI and wI ∈WI .
Furthermore l(w) = l(w′) + l(wI ) [1, Theorem 2.5.8]. In particular W = DIWI so the
DI are distinguished coset representatives for W/WI . Let D−1I = {d−1 | d ∈ DI }. Then
W = WID−1I and each w ∈ W may be written uniquely in the form w = xIxI where
xI ∈WI and xI ∈D−1I . Furthermore l(w) = l(xI )+ l(xI ). In the next lemma and in the
rest of this paper we agree that empty products of elements of W are equal to the identity.
Lemma 2.12. (i) If I = {2, . . . , n− 1} then DI = {sj sj−1 · · · s1 | 0 j  n− 1}.
(ii) If I = {1, . . . , n− 2} then DI = {sj sj+1 · · · sn−1 | 1 j  n}.
Proof. Suppose I = {2, . . . , n − 1}. For 2  i  n − 1 and 0  j  n − 1 let βji =
sj sj−1 · · · s1αi . It follows by induction on i that βji = ei − ei+1 if j  i − 2, that βji =
ei−1− ei+1 if j = i−1, and that βji = ei−1− ei if j  i . Thus sj sj−1 · · · s1αi = βji ∈∆+
for all i, j with 2 i  n− 1 and 0 j  n− 1, so sj sj−1 · · · s1 ∈DI for 0 j  n− 1.
This proves (i) since |DI | = |W : Wr | = n!/(n − 1)! = n. We omit the similar proof
of (ii). ✷
If w ∈ W and l(w) = p  1 write w = si1 · · · sip where sij ∈ S for 1  j  p. It
follows from (1.7(ii))–(1.7(iii)) and a lemma of Iwahori and Matsumoto [2, Theorem
64.20] that Tw = Ti1 · · ·Tip is a well defined element of I(q).1 Note that Tsi = Ti and
that Tww′ = TwTw′ when w,w′ ∈W and l(ww′) = l(w) + l(w′). Define an F -subspace
J (q) of I(q) by
J (q)=
∑
w∈W
FTw. (2.13)
If s ∈ S and w ∈W then either l(sw)= l(w)+ 1 in which case TsTw = Tsw or l(sw)=
l(w)−1 in which case TsTw = qTw+ (q−1)Tsw by (1.7(i)). Thus TsJ (q)⊆ J (q). If w ∈
W write w = si1 · · · sip where l(w) = p. Then Tw = Ti1 · · ·Tip so TwJ (q)⊆ J (q). Thus
J (q) is an F -subalgebra of I(q). We will prove in Corollary 2.37 that J (q)H(q), an
isomorphism of F -algebras. Define subsets I (k) and J (k) of {1, . . . , n− 1} for 0 k  n
by
I (k)= {1, . . . , k − 1, k+ 1, . . . , n− 1}, J (k)= {n− k + 1, . . . , n− 1}. (2.14)
1 This is a convenient abuse of notation. The element Tw ∈ I(q) defined here is not the element Tw ∈
H(G,B) ⊂ H(M,B) defined by (1.1); the two uses of the symbol Tw may be reconciled by Corollary 2.37
and the isomorphism H(q)HF (G,B)⊃H(G,B).
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Sk × Sn−k and WJ(k)  Sk for 0  k  n, where we agree that S0 = {1}. Define a subset
Bk of I(q) for 0 k  n by
Bk =
{
TyN
kTx−1 | x ∈DI(k), y ∈DJ(k)
}
. (2.15)
If k = 0 then WI(0) = Sn and WJ(0) = 1 so DI(0) = 1 and DJ(0) =W . Thus B0 = {Tw |
w ∈ W }. If k = n then WI(n) = Sn = WJ(n) so DI(n) = {1} = DJ(n). Thus Bn = {Nn}.
Note from (2.15) that
|Bk| |DI(k)||DJ(k)| = |Sn : Sk × Sn−k ||Sn : Sk | =
(
n
k
)2
(n− k)! (2.16)
To see what lies behind the definition of Bk , let Rk = {σ ∈ R | rankσ = n− k} =WνkW .
Then
Rk =
{
yνkx−1 | x ∈DI(k) and y ∈DJ(k)
}
. (2.17)
To prove (2.17) write I = I (k) and J = J (k). It follows from (2.7(iv)) that νksi = νk
if 1  i  k − 1. It follows from (2.7(vi)) that νksi = si−kνk if k + 1  i  n − 1.
Thus νkWI ⊆Wνk so νkW = νkWID−1I ⊆WνkD−1I . On the other hand, it follows from
(2.7(v)) that sj νk = νk if n − k + 1  j  n − 1. Thus Wνk = DJWJ νk = DJ νk so
Rk =WνkW ⊆ DJ νkD−1I . In particular, |Rk|  |DI ||DJ | =
(
n
k
)2
(n − k)! by (2.16). But
|Rk| =
(
n
k
)2
(n−k)! by a direct count of the set {σ ∈R | rankσ = n−k}. This proves (2.17).
It follows from (2.17) that if q = 1 then Bk is the preimage of Rk under the isomorphism
I(1)→ FR which maps Ti → si for 1 i  n− 1 and maps N → ν. Thus, when q = 1,
the space Λk of I(q) defined in (1.8) is the preimage of the subspace of FR spanned by the
elements of R with rank n− k, and the ideal Θk of I(q) defined in (1.10) is the preimage
of the ideal of FR spanned by the elements of R with rank at most n− k. This makes the
assertions in Lemmas 2.18 and 2.21 transparent when q = 1.
Lemma 2.18. For 0 k  n let Λk be as in (1.8). Then Λk =∑b∈Bk Fb.
Proof. We agree that N0 = 1, so Λ0 = J (q). Since B0 = {Tw | w ∈ W } and J (q) =∑
w∈W FTw , the assertion is true for k = 0. Since TiNn = qNn =NnTi for 1 i  n− 1
by (2.9(i))–(2.9(ii)) and NNn = Nn = NnN by (2.9(vi)), we have Λn = FNn. Since
Bn = {Nn}, the assertion is true for k = n. Thus we may assume that 1  k  n − 1.
Let I = I (k) and J = J (k). Let w ∈W . Write w = ux−1 with u ∈WI and x ∈DI . Then
l(w) = l(u) + l(x−1) so Tw = TuTx−1 . We show that if i ∈ I then NkTi ∈ J (q)Nk . If
1 i  k − 1 then NkTi = qNk ∈J (q)Nk by (2.9(i)). If k + 1 i  n− 1 let j = i − k.
Then 1  j  n − 1 and 1  k  n − j − 1 so NkTj+k = TjNk by (2.9(iii)). Thus
NkTi = NkTj+k = TjNk ∈ J (q)Nk . This proves that if i ∈ I then NkTi ∈ J (q)Nk .
Let p = l(u). Since u ∈ WI we may, by [2, Proposition 64.37], write u = si1 · · · sip
with i1, . . . , ip ∈ I . Since p = l(u) we have Tu = Ti1 · · ·Tip so NkTu ∈ J (q)Nk . Thus
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∑
x∈DI J (q)NkTx−1 . Since this holds for all w ∈W
we have
NkJ (q)⊆
∑
x∈DI
J (q)NkTx−1 . (2.19)
Again let w ∈W . Write w = yv with v ∈WJ and y ∈DJ . Let p = l(v). Since v ∈WJ we
may, by [2, Proposition 64.37], write v = sj1 · · · sjp with j1, . . . , jp ∈ J . Since p = l(v)
we have Tv = Tj1 · · ·Tjp . If j ∈ J then TjNk = qNk by (2.9(ii)). Thus TvNk ∈ FNk so
TwN
k ⊆∑y∈DJ FTyNk . Since this holds for all w ∈W we have
J (q)Nk ⊆
∑
y∈DJ
FTyN
k. (2.20)
It follows from (2.19) and (2.20) that Λk = J (q)NkJ (q)⊆∑x∈DI ,y∈DJ FTyNkTx−1 =∑
b∈Bk Fb. Since Bk ⊆Λk , this proves the lemma. ✷
Lemma 2.21. For 0 k  n let Θk be as in (1.10). Then Θk is an ideal of I(q).
Proof. Since J (q)Λk ⊆ Λk and ΛkJ (q) ⊆ Λk we have J (q)Θk ⊆ Θk and ΘkJ (q) ⊆
Θk . Since J (q) and N generate I(q) it suffices to show that NΘk ⊆Θk and ΘkN ⊆Θk
for 0 k  n. For this it suffices to show that
NΛk ⊆Θk and ΛkN ⊆Θk. (2.22)
Since Λn = FNn and NNn = Nn = NnN by (2.9(vi)) the assertion (2.22) is clear for
k = n. Thus we may assume that 0 k  n− 1. We show that if 0 k  n− 1 then
NΛk ⊆Λk +Λk+1 and ΛkN ⊆Λk +Λk+1. (2.23)
It is understood in the proof of (2.22) that if 0  i < j  n then Ti · · ·Tj (respectively
si · · · sj ) means the product of all Tk (respectively sk) with i  k  j , where the subscripts
are taken in increasing order. Let w ∈W . We show first by induction on l(w) that
(i) NTw ∈
n−1∑
j=0
J (q)NT1 · · ·Tj ,
(ii) TwN ∈
n∑
j=1
Tj · · ·Tn−1NJ (q).
(2.24)
Both assertions are clear for l(w) = 0. Suppose that l(w)  1. To prove (2.24(i)) let
I = {2, . . . , n− 1}. Write w = ux−1 where u ∈WI and x ∈DI . Then l(w)= l(u)+ l(x).
Separate the cases u = 1 and u = 1. If u = 1 there exists i ∈ I such that l(siu) < l(u).
Then siw = siux−1. Since siu ∈WI we have l(siw)= l(siu)+ l(x). Thus l(siw) < l(w).
Since w = si(siw) it follows that Tw = TiTsiw . Since i  2, it follows from (1.7(vi)) that
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then w−1 ∈ DI . Since w = 1 it follows from Lemma 2.12(i) that w = s1 · · · sj for some
1 j  n− 1. Then Tw = T1 · · ·Tj and (2.24(i)) follows. This proves (2.24(i)).
The proof of (2.24(ii)) is similar: Let J = {1, . . . , n− 2}. Write w = yv where y ∈DJ
and v ∈WJ . Then l(w) = l(y)+ l(v). Separate the cases v = 1 and v = 1. If v = 1 there
exists j ∈ J such that l(vsj ) < l(v). Then wsj = yvsj . Since vsj ∈WJ we have l(yvsj )=
l(y)+ l(vsj ). Thus l(wsj ) < l(w). Since w = (wsj )sj it follows that Tw = Twsj Tj . Since
j  n − 2, it follows from (1.7(vi)) that TwN = Twsj TjN = TwsjNTj+1 ∈ TwsjNJ (q).
Now (2.24(ii)) follows by induction. If v = 1 then w ∈DJ . Since w = 1 it follows from
Lemma 2.12(ii) that w = sj · · · sn−1 for some 1  j  n− 1. Then Tw = Tj · · ·Tn−1 and
(2.24(ii)) follows. This proves (2.24(ii)). Next we prove for 0 k  n that
(i) NT1 · · ·TjNk ∈Λk +Λk+1,
(ii) NkTj · · ·Tn−1N ∈Λk +Λk+1, (2.25)
where 0  j  n − 1 in (2.25(i)) and 1  j  n in (2.25(ii)). First prove (2.25(i)). For
k = 0 we have NT1 · · ·Tj ∈ Λ1. Suppose k  1. Separate the cases j + k  n and
j + k  n − 1. Suppose j + k  n. If i ∈ {j + 1, . . . , n − 1} then k  n − i + 1 so
we may apply (2.9(ii)) to get Nk = q−1TiNk . Thus Nk = q−(n−1−j)Tj+1 · · ·Tn−1Nk .
Now (2.9(iv)) gives NT1 · · ·TjNk = q−(n−1−j)NT1 · · ·Tn−1Nk = q−(n−1−j)qn−1Nk =
qjNk ∈ Λk . Suppose j + k  n − 1. If i ∈ {1, . . . , j } then k  n − i − 1 so we may
apply (2.9(iii)) to get TiNk = NkTi+k . Thus NT1 · · ·TjNk = NNkT1+k · · ·Tj+k ∈Λk+1.
This proves (2.25(i)).
The proof of (2.25(ii)) is similar: If k = n then it follows from (2.9(i)) thatNnTi = qNn,
so NnTj · · ·Tn−1N = qn−jNn+1 ∈ Λn+1. Suppose k  n − 1. Separate the cases j  k
and j  k + 1. Suppose j  k. If i ∈ {1, . . . , j − 1} then k  i + 1 so Nk = q−1NkTi
by (2.9(i)). Thus Nk = q−(j−1)NkT1 · · ·Tj−1. Since k  1, it follows from (2.9(v))
that NkTj · · ·Tn−1N = q−(j−1)NkT1 · · ·Tn−1N = qn−jNk ∈ Λk . Suppose j  k + 1. If
i ∈ {j, . . . , n− 1} then i − k  1 so NkTi = Ti−kNk by (2.9(iii)). Thus NkTj · · ·Tn−1N =
Tj−k · · ·Tn−1−kNk+1 ∈Λk+1. This proves (2.25(ii)). It follows from (2.24(i)) and (2.25(i))
that NJ (q)Nk ⊆∑n−1j=0J (q)NT1 · · ·TjNk ⊆ J (q)(Λk + Λk+1) ⊆ Λk + Λk+1. Thus
NΛk = NJ (q)Nk · J (q) ⊆ (Λk + Λk+1)J (q) ⊆ Λk + Λk+1. Similarly ΛkN ⊆ Λk +
Λk+1. This proves (2.23) and thus proves the lemma. ✷
Proposition 2.26. Suppose q ∈ F and q = 0. Let B =⋃nk=0 Bk . Then
I(q)=
n∑
k=0
Λk =
∑
b∈B
Fb. (2.27)
Proof. Note that 1 ∈ J (q)= Λ0 ⊆ Θ0. Lemma 2.21 shows that Θ0 is an ideal of I(q).
Thus I(q)=Θ0 =∑k0Λk . This proves the first equality in (2.27). The second equality
in (2.27) follows now from Lemma 2.18. ✷
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dimI(q) |B| =
n∑
k=0
|Bk|
n∑
k=0
(
n
k
)2
(n− k)! = |R|. (2.29)
If we can prove that
dimI(q)= |R| (2.30)
then the inequalities in (2.29) are in fact equalities and thus the sums in (2.18) and (2.27)
are direct sums. To prove (2.30), it suffices to exhibit an F -algebra I ′ of dimension |R|,
generated by elements T ′1, . . . , T ′n−1,N ′ which satisfy the relations (1.7) with T ′i in place
of Ti and N ′ in place of N . Then, since I ′ is a homomorphic image of I(q), we have
dimI(q) dimI ′ = |R|. The homomorphism of F -algebras which maps Ti to T ′i and N
to N ′ is thus an isomorphism.
Corollary 2.31. If q = 1 then the F -algebra homomorphism I(1)→ FR which maps Ti
to si and N to ν is an isomorphism. Thus (1.7) is a presentation of FR.
Proof. Since s1, . . . , sn−1, ν generate R, and dimFR = |R|, we may choose I ′ = FR in
Remark 2.28. ✷
Corollary 2.32. If q is a prime power then the F -algebra homomorphism I(q) →
HF (M,B) which maps Ti to Tsi and N to Tν is an isomorphism. Thus (1.7) is a
presentation of HF (M,B).
Proof. It follows from Lemma 2.6 that the elements Ts1, . . . , Tsn−1Tν generate HF (M,B)
as F -algebra and satisfy the relations (1.7) with Tsi in place of Ti , Tν in place of N ,
and qε in place q · 1. By (1.5) we have dimHF (M,B) = |R|. Thus we may choose
I ′ =HF (M,B) in Remark 2.28. ✷
To prove that dimI(q) |R| for any nonzero q ∈ F we use the following result proved
in [11, Theorem 4.23].
Lemma 2.33. Let K be a commutative ring and let x ∈ K . Let A(R) =⊕σ∈R Kaσ be
a free K-module with basis elements aσ indexed by R. Then A(R) has the structure of
associative K-algebra with identity such that the relations (2.3)–(2.5) are satisfied with
Ts, Tσ , Tν, q replaced by as , aσ , aν , x .
Lemma 2.34. The elements as1, . . . , asn−1 , aν , and the identity generate A(R) and satisfy
the relations (1.7) with asi in place of Ti , aν in place of N , and x in place of q .
Proof. Recall from the first sentence in the proof of Lemma 2.6 that the argument uses
only the formulas (2.3)–(2.5) and the fact that H(M,B) =∑σ∈R ZTσ . The argument in
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by x , and H(M,B) replaced by A(R). ✷
Theorem 2.35. Let F be a field of characteristic zero and let q ∈ F be nonzero. Let I(q)
be the associative F -algebra with generators T1, . . . , Tn−1,N and defining relations (1.7).
Then dimI(q)= |R| =∑nr=0 (nr)2r!. Let J (q) be the F -subalgebra of I(q) generated by
T1, . . . , Tn−1. For 0 k  n let Bk be as in (2.15) and let Λk = J (q)NkJ (q). Then
I(q)=
n⊕
k=0
Λk and Λk =
⊕
b∈Bk
Fb. (2.36)
Thus Bk is an F -basis for Λk and B =⋃nk=0 Bk is an F -basis for I(q).
Proof. Apply Lemma 2.34 with K = F and x = q . Since dimA(R)= |R| it follows from
(2.27) that we may apply Remark 2.28 to I ′ = A(R). Thus dimI(q) = |R|. It follows
from (2.27) that B spans I(q) as vector space over F . Thus B is an F -basis for I(q). Now
(2.36) follows from Lemma 2.18. ✷
Corollary 2.37. The F -algebra homomorphismH(q)→J (q) defined by Ti,H→ Ti,I for
1 i  n− 1 is an isomorphism.
Proof. Recall from Section 1 that there exists an F -algebra homomorphismH(q)→ J (q)
such that Ti,H → Ti,I for 1  i  n− 1. It follows from (2.36) that J (q)=
⊕
b∈B0 Fb.
Thus dimJ (q)= |B0| = n!. Since dimH(q)= n! the assertion follows. ✷
3. Representation of the Iwahori algebra on tensors
Let F be a field of characteristic zero and let q ∈ F be nonzero. Let K = F(q1/2). Let
H(q) and I(q) be as in Section 2. In view of Corollary 2.37 we may identify H(q) with
the subalgebra of I(q) generated by T1, . . . , Tn−1. Thus, by Theorem 2.35, we have
I(q)=
n⊕
k=0
Λk where Λk =H(q)NkH(q)=
∑
b∈Bk
Fb. (3.1)
Let V be a vector space of dimension m over K with basis v1, . . . , vm and let U =K ⊕V .
Our aim is to define a representation of I(q) on U⊗n which is faithful if m  n. The
centralizer algebra for this action of I(q) is studied in [4,5].
Let v0 = 1 ∈ K . Then E = {v0, v1, . . . , vm} is a K-basis for U . Jimbo [7] defined a
representation of H(q) on V ⊗n. Jimbo [7, p. 250] chose generators Ti for H(q) which
satisfy the relations (Ti − q−1)(Ti + q) = 0 rather than Iwahori’s relations (Ti − q)×
(Ti + 1) = 0. Thus Jimbo’s formula for the endomorphism of V ⊗n which corresponds
to Ti must be modified here. Also, we must replace V⊗n by U⊗n. To construct the
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defining v0 < v1 < · · ·< vn. Define T ∈ EndK(U⊗2) as follows. If u,v ∈ E let
T(u⊗ v)=


q(u⊗ v) if u= v,
(q − 1)(u⊗ v)+ q1/2(v⊗ u) if u < v,
q1/2(v⊗ u) if u > v.
(3.2)
Since En = {u1 ⊗ · · · ⊗ un | ui ∈ E} is a K-basis for U⊗n we may define Ti ∈ EndK(U⊗n)
by
Ti (u1 ⊗ · · · ⊗ un)= u1 ⊗ · · · ⊗ ui−1 ⊗ T(ui ⊗ ui+1)⊗ ui+2 ⊗ · · · ⊗ un (3.3)
where u1, . . .un ∈ E . If q = 1 then T(u ⊗ v) = v ⊗ u for all u,v ∈ E so (3.3)
gives the natural action of the symmetric group Sn on U⊗n by place permutations.
The endomorphisms Ti in (3.3) satisfy the relations (1.2) with Ti in place of Ti [9,
Proposition 3]. We will define N ∈ EndK(U⊗n) so that T1, . . . ,Tn−1,N satisfy the relations
(1.7) with Ti in place of Ti and N in place of N . View K and V as subspaces of U =K⊕V .
Let u → u0 be the projection of U on K with kernel V . It follows from (3.2) that if u,v ∈ E
then there exist α,β ∈K depending on u,v such that
T(u⊗ v)= α(u⊗ v)+ β(v⊗ u). (3.4)
If u1, . . . , un ∈ E , write u1 · · ·un = u1 ⊗ · · · ⊗ un ∈ En. Let
ε(u1 · · ·un)=
∣∣{1 k  n | uk = v0}∣∣ (3.5)
be the number of integers k with 1 k  n such that uk = v0. Define N ∈ EndK(U⊗n) by
N(u1u2u3 · · ·un)= qε(u1···un)/2u2u3 · · ·unu01 (3.6)
for u1, . . . , un ∈ E . See the remarks after the proof of Proposition 3.17 for the source of the
formula (3.6) when q = 1.
Remark 3.7. In [13] the writer gave U⊗n the structure of a right I(q)-module in which
N acts in a manner analogous to (3.6). The defining relations (1.7) may be used to show
that if q = 0 then I(q) has an involutory antiautomorphism which maps Ti → Tn−i for
1 i  n−1 and maps N →N . This antiautomorphism may be used to convert any right-
module action of I(q) to a left module action. Thus it may be possible to get the formula
(3.6) directly from the analogous formula in [13].
Lemma 3.8. The endomorphisms T1, . . . ,Tn−1, N satisfy the relations
(iv) Ni+1Ti = qNi+1,
(v) TiNn−i+1 = qNn−i+1,
(vi) TiN= NTi+1,
(vii) NT T · · ·T N= qn−1N
(3.9)
1 2 n−1
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Proof. We show that if X, Y denote the endomorphisms on the left and right sides of a
formula (iv)–(vii) then X(u1 · · ·un)= Y(u1 · · ·un) for all u1, . . . , un ∈ E . Fix u1, . . . , un ∈
E and write γ = qε(u1···un)/2 in the rest of the argument. First we show by induction on i
that if 1 i  n then
Ni (u1 · · ·un)= γ iui+1 · · ·unu01 · · ·u0i . (3.10)
If i = 1 then (3.10) amounts to (3.6). Suppose i  2 and (3.10) is true with i − 1 in place
of i . Then (3.6) gives
Ni (u1 · · ·un)= γ i−1qε(ui ···unu01···u0i−1)/2ui+1 · · ·unu01 · · ·u0i . (3.11)
If one of u1, . . . , ui−1 is in V then u01 · · ·u0i−1 = 0 so u01 · · ·u0i = 0 and (3.11) implies
(3.10). If u1 = · · · = ui−1 = v0 then ε(ui · · ·unu01 · · ·u0i−1) = ε(u1 · · ·un) and (3.11)
implies (3.10). This completes the induction. Now prove (iv). If ui = v0 and ui+1 = v0
then Ti (u1 · · ·un)= qu1 · · ·un so Ni+1Ti (u1 · · ·un)= qNi+1(u1 · · ·un). If either ui ∈ V or
ui+1 ∈ V then u0i u0i+1 = 0= u0i+1u0i . Write T(ui ⊗ui+1)= αui ⊗ui+1 +βui+1 ⊗ui as in
(3.4). It follows from (3.10) that
Ni+1Ti (u1 · · ·un)= γ i+1αui+2 · · ·unu01 · · ·u0i u0i+1 + γ i+1βui+2 · · ·unu01 · · ·u0i+1u0i = 0,
Ni+1(u1 · · ·un)= γ i+1ui+2 · · ·unu01 · · ·u0i u0i+1 = 0.
This proves (iv). Now prove (v). By (3.10) we have Nn−i+1(u1 · · ·un) = γ n−i+1z where
z= un−i+2 · · ·unu01 · · ·u0n−i+1. If uk = v0 for all 1 k  n− i+1 then, since n− i+1 2,
it follows in particular that u1 = v0 = u2. Thus z has v0 in both tensor positions i, i + 1
so Tiz= qz by (3.2) and (3.3). If uk ∈ V for some 1 k  n− i + 1 then z= 0 so again
Tiz= qz. Thus TiNn−i+1(u1 · · ·un)= γ n−i+1Tiz= qγ n−i+1z= qNn−i+1(u1 · · ·un). This
proves (v). To prove (vi) we assume that 1  i  n − 2 and write T(ui+1 ⊗ ui+2) =
α(ui+1 ⊗ ui+2) + β(ui+2 ⊗ ui+1) as in (3.4). Let z = u2 · · ·ui+1ui+2 · · ·un and let
w = u2 · · ·ui+2ui+1 · · ·un. Since u1 · · ·un has ui+1, ui+2 in tensor positions i + 1, i + 2
we have Ti+1(u1 · · ·un) = u1(αz + βw). Since zu01 = u2 · · ·ui+1ui+2 · · ·unu01 has ui+1,
ui+2 in tensor positions i, i + 1 we have Ti (zu01) = (αz + βw)u01. Also N(u1z) = γ zu01,
and N(u1w)= γwu01 since ε(u1 · · ·ui+2ui+1 · · ·un)= ε(u1 · · ·ui+1ui+2 · · ·un). Thus
TiN(u1 · · ·un)= γTi
(
zu01
)= γ (αz+ βw)u01 = αN(u1z)+ βN(u1w)= NTi+1(u1 · · ·un).
This proves (vi). Now prove (vii). If u1 = v0 then u01 = 0 so N(u1 · · ·un) = 0 by (3.6).
Thus NT1T2 · · ·Tn−1N(u1 · · ·un) = 0 = qn−1N(u1 · · ·un). Suppose u1 = v0. It follows
from (3.2) that
T(ui ⊗ u1)= qϑ(ui)(u1 ⊗ ui) (3.12)
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ϑ(u)=
{
1 if u= v0,
1/2 if u ∈ {v1, . . . , vm}. (3.13)
It follows from (3.3) and (3.12) by descending induction on i that
Ti · · ·Tn−1(u2 · · ·unu1)= q
∑n
j=i+1 ϑ(uj )u2 · · ·uiu1ui+1 · · ·un (3.14)
for 1  i  n − 1. Since u1 = v0 it follows from (3.6) that N(u1 · · ·un) = γ u2 · · ·unu1.
Then (3.14) with i = 1 gives
NT1 · · ·Tn−1N(u1u2 · · ·un)= γ q
∑n
j=2 ϑ(uj )N(u1u2 · · ·un). (3.15)
It follows from (3.5) and (3.13) that ε(u1 · · ·un) =∑nj=1 2(1 − ϑ(uj )). Also ϑ(u1) = 1
since u1 = v0. Thus
1
2
ε(u1 · · ·un)+
n∑
j=2
ϑ(uj )=
n∑
j=1
(1− ϑ(uj ))+
n∑
j=2
ϑ(uj )
= n− ϑ(u1)= n− 1, (3.16)
so (vii) follows from (3.15). ✷
Proposition 3.17. There exists a representation ρ : I(q) → EndK(U⊗n) such that
ρ(Ti)= Ti for 1 i  n− 1 and ρ(N)= N.
Proof. Since T1, . . . ,Tn−1,N satisfy the relations (1.2), the assertion follows from
Lemma 3.8 and the definition of I(q). ✷
We want to prove that the representation ρ :I(q) → EndK(U⊗n) is faithful when
dimV  n. Suppose first that q = 1. Then K = F . By Corollary 2.31 there is an
isomorphism I(1) → FR such that Ti → si and N → ν. The action of N on U⊗n
defined by (3.6) is the same as the action of ν on U⊗n defined in [14, Lemma 5.4].
To check this, note from (1.6) that ν = E12 + · · · + En−1,n = esn−1 · · · s2s1 where e =
E11 + · · · + En−1,n−1. Thus the action of ν on U⊗n defined in [14, Lemma 5.4] is
given by ν(u1 · · ·un) = esn−1 · · · s2s1(u1 · · ·un) = e(u2 · · ·unu1) for u1, . . . , un ∈ E . In
the notation of [14, Lemma 5.4] we have e = ε{1,...,n−1} so e(u2 · · ·unu1) = u2 · · ·unu01.
Thus ν(u1 · · ·un) = u2 · · ·unu01, which is the right hand side of (3.6) when q = 1.
This completes the check. Thus, if we identify I(1) with FR, then the representation
ρ :I(1) → EndF (U⊗n) defined in Proposition 3.17 is the same as the representation
ρ :FR → EndF (U⊗n) defined in [14, Lemma 5.4]. Theorem 5.10 of [14] shows that
the representation of FR is faithful when dimV  n. Thus the representation of I(1)
is faithful when dimV  n. The argument in Theorem 5.10 of [14] uses a basis for FR
defined in terms of certain idempotents ηJ ∈ FR which are in one-to-one correspondence
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not, when q = 1, the same as the basis for FR used in [14], we cannot—without some
work on idempotents in I(q)—hope to prove that ρ :I(q)→ EndK(U⊗n) is faithful with
a q-analogue of the argument in [14].
To prove that ρ is faithful, we use an element of maximal length in DI , where I = I (k)
is as in (2.14) and 0 k  n. As in Section 2, let αi = ei − ei+1, let Π = {α1, . . . , αn−1}
and let ∆+ = {ei − ej | 1 i  j  n}. The reflection group W contains a unique element
w0 such that w0Π ⊆−∆+. Then w20 = 1 and l(w0) = |∆+| and l(w0w) = l(w0)− l(w)
for all w ∈ W . In particular, l(w0)  l(w) for all w ∈ W . If I ⊆ {1, . . . , n − 1} then
∆I = ∆ ∩ (∑i∈I Rαi) is a root system for WI . We may choose ΠI = Π ∩∆I as a set
of simple roots for WI . The corresponding set of positive roots is ∆+I = ∆I ∩ ∆+ [2,
Proposition 64.36]. Thus there exists a unique elementwI0 ∈WI such that wI0ΠI ⊆−∆I .
Then w2I0 = 1 and l(wI0)= |∆+I |.
Lemma 3.18. Let W = Sn. Fix 0 k  n and let I = I (k) be as in (2.14). Let w0 be the
longest element of W and let wI0 be the longest element of WI . Let dI =w0wI0. Then
(i) dI ∈DI ,
(ii) l(dI )= l(w0)− l(wI0),
(iii) if x ∈DI then l(x)+ l(xd−1I )= l(dI ),
(iv) if x ∈DI then l(x) l(dI ) with equality if and only if x = dI ,
(v) DI = {w ∈W |w1 <w2 < · · ·<wk and w(k + 1) < w(k + 2) < · · ·<wn},
(vi) dI =
(
1 · · · k k + 1 · · · n
n− k + 1 · · · n 1 · · · n− k
)
.
Proof. If i ∈ I then wI0αi ∈ −∆+I so w0wI0αi ∈ ∆+. This proves (i). If w ∈ W then
l(w0w) = l(w0) − l(w) so (ii) follows by taking w = wI0. If x ∈ DI then l(xd−1I ) =
l(xwI0w0)= l(w0)− l(xwI0)= l(w0)− l(x)− l(wI0)= l(w0wI0)− l(x)= l(dI )− l(x).
This proves (iii). Clearly (iii) implies (iv). If w ∈W then wαi = ewi − ew(i+1) so w ∈DI
if and only if wi < w(i + 1) for all i ∈ I . This proves (v). If w ∈W let ∆+w = {α ∈ ∆+ |
wα ∈ −∆+}. Then l(w) = ∣∣∆+w∣∣ by [2, Theorem 64.16]. Now let w be the permutation
defined by the right hand side of (vi). Then ∆+w = {ei − ej | 1 i  k and k + 1 j  n}
so |∆+w| = k(n− k). Also ∆+I =∆+ ∩ (
∑
i∈I Rαi)= {ei − ej | 1 i < j  k} ∪ {ei − ej |
k + 1 i < j  n} so |∆+I | =
(
k
2
)+ (n−k2 ). Thus
l(w)= ∣∣∆+w∣∣= k(n− k)=
(
n
2
)
−
(
k
2
)
−
(
n− k
2
)
= ∣∣∆+∣∣− ∣∣∆+I ∣∣= l(w0)− l(wI0)= l(dI )
where the last equality follows from (ii). Since w ∈ DI by (v), it follows from the
uniqueness in (iv) that w= dI . This proves (vi). ✷
Recall that we have chosen a K-basis E = {v0, v1, . . . vm} for U which is ordered
by v0 < v1 < · · · < vm. If u1, . . . , un ∈ E , write u1 · · ·un = u1 ⊗ · · · ⊗ un. Define En =
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left by w(u1 · · ·un)= uw−11 · · ·uw−1n for w ∈W and u1, . . . , un ∈ E . For 0 k  n let
Enk = {u1 · · ·un ∈ En | ε(u1 · · ·un)= n− k} (3.19)
where ε(u1 · · ·un) is as in (3.5). Thus Enk consists of all u1 · · ·un ∈ En such that precisely
k of the elements u1, . . . , un are equal to v0. Let
Unk =
⊕
u1···un∈Enk
Ku1 · · ·un. (3.20)
Thus
U⊗n =
n⊕
k=0
Unk . (3.21)
Proposition 3.17 gives U⊗n the structure of a left I(q)-module. It follows from (3.2),
(3.3) and (3.6) that Unk is an I(q)-submodule of U⊗n. If u1 · · ·un ∈ Enk and p > k then,
since precisely k of the elements u1, . . . , un are equal to v0, at least one of the elements
u1, . . . , up is in V . Thus u01 · · ·u0p = 0 so Np(u1 · · ·un)= 0 by (3.10). Thus
NpUnk = 0 if p > k. (3.22)
If t , t ′ ∈U⊗n write t ∼ t ′ if t ′ = µt for some nonzero µ ∈K .
Lemma 3.23. Suppose u1, . . . , un ∈ E and u1  · · · un. If w ∈W then Tw−1(u1 · · ·un)∼
w−1(u1 · · ·un).
Proof. Argue by induction on l(w). The assertion is clear for l(w) = 0. Suppose
l(w)  1. Choose 1  i  n − 1 so that l(wsi) = l(w) − 1. Let x = wsi . Then
w−1 = six−1 and l(w−1) = 1 + l(x−1) so Tw−1 = TiTx−1 . By induction we have
Tx−1(u1 · · ·un) ∼ x−1(u1 · · ·un) = ux1 · · ·uxn. Thus Tw−1(u1 · · ·un) ∼ Ti(ux1 · · ·uxn).
Since l(xsi)= l(x)+1 we have xαi ∈Λ+ by [2, Theorem 64.16]. Thus exi−ex(i+1) ∈∆+,
so xi  x(i + 1). Since u1  · · · un we have uxi  ux(i+1). In general, if z1, . . . , zn ∈ E
and zi  zi+1 for some i then (3.2) and (3.3) imply Ti(z1 · · ·zn)∼ z1 · · ·zi+1zi · · ·zn. Thus
Ti(ux1 · · ·uxn)∼ ux1 · · ·ux(i+1)uxi · · ·uxn = uw1 · · ·uwn =w−1(u1 · · ·un). ✷
Assume from now on that m= dimV  n. If 0 k  n we may thus choose u1 . . . , un ∈
E such that
u1 > · · ·> un−k > v0 = un−k+1 = · · · = un. (3.24)
Lemma 3.25. Suppose 0  k  n and u1, . . . , un ∈ E are as in (3.24). Let I = I (k) be
as in (2.14) and let dI be as in Lemma 3.18. If w ∈W and NkTw−1(u1 · · ·un) = 0 then
w ∈ dIWI .
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It follows from (3.10) that u0w1 · · ·u0wk = 0 so uw1 = · · · = uwk = v0. Now (3.24)
gives w{1, . . . , k} = {n − k + 1, . . . , n}. By Lemma 3.18(vi) we have d−1I {n − k + 1,
. . . , n} = {1, . . . , k}. Thus d−1I w{1, . . . , k} = {1, . . . , k} whence d−1I w{k + 1, . . . , n} =
{k + 1, . . . , n}. Thus d−1I w ∈ 〈s1, . . . , sk−1, sk+1, . . . , sn−1〉 =WI so w ∈ dIWI . ✷
Lemma 3.26. Suppose 0 k  n and u1, . . . , un ∈ E are as in (3.24). Let J = J (k) be as
in (2.14). If a ∈∑y∈DJ FTy and a(u1 · · ·un)= 0 then a = 0.
Proof. Write a = ∑y∈DJ αyTy with αy ∈ F . Then 0 = ∑y∈DJ αyTy(u1 · · ·un). By
Lemma 3.23 we have Ty(u1 · · ·un)∼ uy−11 · · ·uy−1n = y(u1 · · ·un). Thus, for each y ∈DJ
there exists a nonzero γy ∈ F such that 0 =∑y∈DJ αyγyy(u1 · · ·un). Suppose x, y ∈DJ
and x(u1 · · ·un)= y(u1 · · ·un). Let z= x−1y . Then uz1 · · ·uzn = u1 · · ·un so uzi = ui for
1  i  n. Since u1 > · · · > un−k > v0 = un−k+1 = · · · = un by (3.24), it follows that
zi = i for 1 i  n− k. Thus x−1y = z ∈ 〈sn−k+1, . . . , sn−1〉 =WJ . Since x , y ∈DJ we
have x = y . Thus the elements y(u1 · · ·un) with y ∈DJ are distinct elements of the basis
En for U⊗n, so they are linearly independent over K . Thus αyγy = 0 for all y ∈ DJ so
αy = 0 for all y ∈DJ . Thus a = 0. ✷
Lemma 3.27. Suppose 0 k  n. If a ∈Λk and aUnk = 0 then a = 0.
Proof. Let I = I (k) and J = J (k) be as in (2.14). By (3.1) and (2.15) we have Λk =∑
x∈DJ , y∈DJ FTyN
kTx−1 . Thus we may write
a =
∑
x∈DI
axN
kTx−1 (3.28)
with ax ∈∑y∈DJ FTy . We prove by descending induction on l(x), that ax = 0 for all
x ∈ DI . Let dI be as in Lemma 3.18. Write d = dI . If x ∈ DI then l(x)  l(d) by
Lemma 3.18(iv), with equality if and only if x = d . Thus x = d is the initial case in
the induction. In the rest of the argument, choose u1, . . . , un ∈ E as in (3.24). Since
aUnk = 0 we have a(u1 · · ·un) = 0. If x ∈ DI and NkTx−1(u1 · · ·un) = 0 then x ∈ dWI
by Lemma 3.25 so l(x) l(d) and thus x = d . Now (3.28) gives
adN
kTd−1(u1 · · ·un)= a(u1 · · ·un)= 0. (3.29)
By (3.24) we have u0n−k+1 = un−k+1, . . . , un = u0n. It follows from Lemma 3.23,
Lemma 3.18(vi) and (3.10) that
NkTd−1(u1 · · ·un)∼Nk(ud1 · · ·udn)=Nk(un−k+1 · · ·unu1 · · ·un−k)
∼ u1 · · ·un. (3.30)
Now (3.29) gives ad(u1 · · ·un) = 0 so ad = 0 by Lemma 3.26. This starts the induction.
Suppose for some positive integer p that ax = 0 for all x ∈ DI with l(x) > p. To
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I(q)- module, our hypothesis aUnk = 0 implies aTzd−1(u1 · · ·un)= 0. Let S = {x ∈DI |
l(x) p}. From (3.28) we get
∑
x∈S
axN
kTx−1Tzd−1(u1 · · ·un)= 0. (3.31)
We show that:
if x ∈ S and NkTx−1Tzd−1(u1 · · ·un) = 0 then x = z. (3.32)
Let S1 = {x ∈ S | l(x−1zd−1) < l(x−1) + l(zd−1)} and let S2 = {x ∈ S | l(x−1zd−1) =
l(x−1)+ l(zd−1)}. Then S = S1 ∪ S2. Note that z ∈ S2 by Lemma 3.18(iii). In general if
w′, w′′ ∈W and l(w′w′′) < l(w′)+ l(w′′) then
Tw′Tw′′ ∈
∑
{w∈W | l(w)<l(w′)+l(w′′)}
FTW . (3.33)
This follows by induction from the defining relations for H(q) and the definition Tw =
Ti1 · · ·Tik for w = si1 · · · sik with l(w) = k. Suppose x ∈ S1. Choose w′ = x−1 and
w′′ = zd−1 in (3.33) and replace the running index w by w−1 on the right hand side.
Thus Tx−1Tzd−1 is an F -linear combination of elements Tw−1 with l(w−1) < l(x−1) +
l(zd−1). Then l(w) = l(z) + l(zd−1) = l(d) by Lemma 3.18(iii). Thus w /∈ dWI so
NkTw−1(u1 · · ·un)= 0 by Lemma 3.25. Thus if x ∈ S1 then NkTx−1Tzd−1(u1 · · ·un)= 0.
Suppose x ∈ S2 and NkTx−1Tzd−1(u1 · · ·un) = 0. Let w = zd−1x . Then l(x−1) +
l(zd−1)= l(w−1) implies Tx−1Tzd−1 = Tw−1 so NkTw−1(u1 · · ·un) = 0 and thus w ∈ dWI
by Lemma 3.25. Thus xWI = zWI . Since x, z ∈ DI we have x = z. This proves (3.32).
Thus (3.31) becomes azNkTz−1Tzd−1(u1 · · ·un) = 0. But z ∈ S2 so Tz−1Tzd−1 = Td−1 .
Thus azNkTd−1(u1 · · ·un) = 0. It follows from (3.30) that az(u1 · · ·un) = 0 so az = 0 by
Lemma 3.26. This completes the induction and proves that ax = 0 for all x ∈ DI . Thus
a = 0. ✷
Theorem 3.34. Suppose q ∈ F is nonzero. If dimV  n then the representation ρ :I(q)→
EndK(U⊗n) is faithful.
Proof. Suppose a ∈ I(q) and ρ(a)= 0. Then aUnk = 0 for 0  k  n. By (3.1) we may
write a = a0 + · · ·+ an where ak ∈Λk . Show by induction on k that ak = 0 for 0 k  n.
Suppose k = 0. Let u ∈ Un0 . If 0 < p  n then apu ∈ΛpUn0 ⊆H(q)NpUn0 = 0 by (3.22).
Then a0u = a0u+ · · · + anu = au = 0. Thus a0Un0 = 0 so a0 = 0 by Lemma 3.27. This
starts the induction. The inductive step is done in similar fashion: Suppose that 1 k  n
and we have shown that a0 = · · · = ak−1 = 0. Let u ∈ Unk . Then a = ak + · · · + an. If
k < p  n then apUnk ∈Λpu⊆H(q)NpUnk = 0 by (3.22). Then aku= aku+ · · ·+ anu=
au = 0. Thus akUnk = 0 so ak = 0 by Lemma 3.27. This completes the induction. Thus
a = 0. ✷
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