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ABSTRACT
In many dynamic sys tem s ,  the  p a ram ete rs  a r e  s u b j e c t  to  jumps a t  
unknown p o i n t s  in  t im e .  The jumps may be the  r e s u l t  o f  some change in  the  
o p e r a t i n g  system, or  p l a n t  f a i l u r e .  In t h i s  work a method has  been 
deve loped  f o r  f a s t  d e t e c t i o n  of  these  jumps and e s t i m a t i o n  of  the 
p os t - jum p  v a l u e s .  The proposed  method i s  c a l l e d  the  Combined F i l t e r  
Algo r i thm .  I t  i s  b a s ed  on the  co n v e n t io n a l  Kalman f i l t e r .  S ing le - sam p le  
h y p o t h e s i s  t e s t  i s  u sed  to  d e te rm ine  the  p re se nc e  or  absence  of  jumps. 
Small  jumps, missed by the h y p o t h e s i s  t e s t ,  a r e  t r a c e d  by a Random Walk 
Model Kalman f i l t e r .  Thi s  i s  made p o s s i b l e  by the  i n t r o d u c t i o n  of  a new 
k ind  o f  d e c i s i o n  r u l e ,  c a l l e d  the  Combined D e c i s i o n  Ru le .  The p r o p e r t i e s  
of  t h i s  f i l t e r  unde r  c o r r e c t  and i n c o r r e c t  d e c i s i o n s  a r e  s t u d i e d ,  and 
m a the m a t ic a l  p ro o fs  a r e  p r e s e n t e d .
The in te n d e d  main a p p l i c a t i o n  of  the  a lg o r i t h m  i s  the  d e t e c t i o n  of 
power system f a u l t s  and e s t i m a t i o n  of  s t e a d y - s t a t e  v o l t a g e s  and c u r r e n t s .  
The p roposed  a l g o r i t h m  i s  t e s t e d  f o r  ARMA models and d i s c r e t e  s t a t e  
models .  The a lg o r i t h m  i s  a l s o  t e s t e d  on a c o n t in u o u s - t im e  system, where a 
jump o c c u rs  i n  one p a ra m e te r .  The a lg o r i t h m  i s  a p p l i e d  to  d e t e c t  and 
e s t i m a t e  the  r e s u l t i n g  changes produced i n  an e q u i v a l e n t  ARMA model. 
S i m u l a t i o n  r e s u l t s  a r e  p r e s e n t e d .
- x -
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Chapter  I
INTRODUCTION
Summary: Th i s  c h a p te r  i n t r o d u c e s  the  g e n e ra l  problem o f  pa ram ete r  
e s t i m a t i o n ,  e x i s t i n g  methods,  c u r r e n t  i n t e r e s t s  and a s s o c i a t e d  
d i f f i c u l t i e s .  P o s s i b l e  a p p l i c a t i o n s  a r e  ment ioned .  J u s t i f i c a t i o n  f o r  
u s i n g  the  Kalman f i l t e r  as  t h e  b a s i c  too l  i s  g iv e n ,  and an overview of  
the  subsequen t  c h a p t e r s  i s  i n c l u d e d .
1.1 The Problem o f  Pa ram e te r  E s t im a t io n
Pa ram e te r  e s t i m a t i o n  i s  the  name g iv e n  to a c l a s s  of  problems 
where unknown q u a n t i t i e s  a r e  to  be e s t im a ted  based  on some a v a i l a b l e  
i n f o r m a t i o n .  U s u a l ly  t h i s  i n fo r m a t io n  i s  o b t a in e d  from the  measured 
o u t p u t  of  the  sys tem.  Th is  c l a s s  i s  p a r t  of  the g e n e r a l  problem of  
e x t r a c t i n g  i n f o r m a t i o n  from r e c e i v e d  or observed  s i g n a l s .  The s i g n a l s  
a r e ,  i n  g e n e r a l ,  c o r r u p t e d  by v a r i o u s  d i s t u r b a n c e s  or  n o i s e .  The n o i s e  
can be the  e f f e c t  o f  v a r i o u s  c a u se s ,  such as  t he rm al ,  e l e c t r i c a l ,  atmos 
p h e r i c ,  c h a n n e l ,  or  i n  some c a se s  even i n t e n t i o n a l  i n t e r f e r e n c e s .  The 
a r e a s  of  a p p l i c a t i o n  i n c lu d e  geo p h y s ic s ,  remote s e n s i n g ,  a c o u s t i c s ,  
m e teo ro logy ,  m ed ica l  imaging sys tems,  e l e c t r i c  power sy s te m s ,  e l e c t r o n i  
w a r f a r e ,  n a v i g a t i o n ,  r a d a r ,  sona r  and t e l ephone  communicat ions sys tems.
Some o f  t h e  main d i f f i c u l t i e s  t h a t  a r e  u s u a l l y  e n c o u n te re d  in  the  
pa ra m e te r  e s t i m a t i o n  p r o c e s s  a r e :
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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i )  l a c k  o f  s u i t a b l e  s t a t i s t i c a l  d e s c r i p t i o n s  f o r  t h e  s i g n a l  and 
n o i s e  p r o c e s s e s ,  
i i )  i ncom ple te  or i n c o r r e c t  m athem a t ica l  models ,
i i i )  u n o b s e r v a b i l i t i e s  in  the  system, 
i v )  u n p r e d i c t e d  sudden changes i n  the  s t a t e  v a r i a b l e s ,  
v)  u n p r e d i c t e d  sudden changes in  the  n o i s e  p r o c e s s  (h idden 
n o n s t a t i o n a r i t y ) , 
v i ) e r r o r s  i n  the  d e t e c t i o n  of  a change 
and v i i )  d e l a y  i n  the  d e t e c t i o n  of  a change.
This  d i s s e r t a t i o n  d e a l s  main ly  w i th  the  s p e c i a l  case  of  f a s t  
d e t e c t i o n  of  a b r u p t l y  changing p a ra m e te r s ,  and the  e s t i m a t i o n  of  t h e i r  
new v a l u e s .  Out of  the  many e s t i m a t i o n  t e c h n iq u e s  a v a i l a b l e ,  the  Kalman 
f i l t e r  i s  chosen as  the p r i n c i p a l  t o o l .  The j u s t i f i c a t i o n  f o r  t h i s  i s  
g iv e n  in  the  n e x t  s e c t i o n  where an overv iew of  the  g e n e r a l  e s t i m a t i o n  
t e c h n iq u e s  i s  a l s o  p r e s e n t e d .
The p r i n c i p a l  a r e a  of  a p p l i c a t i o n  i s  chosen to be e l e c t r i c  power 
sys tem s ,  where the  v a r i a b l e s  to  be e s t i m a t e d  a r e  v o l t a g e s  and c u r r e n t s .  
They can change a b r u p t l y  a s  the  r e s u l t  o f  f a u l t s  ( s h o r t  c i r c u i t s )  i n  the  
system. In t h e  case  of  a f a u l t  i t  i s  d e s i r a b l e  t o  e s t i m a t e ,  as  q u i c k l y  
as  p o s s i b l e ,  t h e  p o s t - f a u l t  s t e a d y - s t a t e  v a lu e s  of  t h e  v o l t a g e s  and 
c u r r e n t s .  These e s t i m a t e s  a r e  used to  p i n p o i n t  the f a u l t  l o c a t i o n .
Thus, f a s t  d e t e c t i o n  and e s t i m a t i o n  t e c h n i q u e s  a r e  r e q u i r e d  in  computer 
r e l a y i n g  of  power sys tems.  In  c h a p te r  V t h i s  a p p l i c a t i o n  i s  e l a b o r a t e d ,  
and r e s u l t s  o f  computer s im u l a t io n  a r e  g iv e n .
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1 .2  Bas ic  E s t i m a t i o n  Techniques
The t h r e e  most w ide ly  used  e s t i m a t i o n  t e c h n iq u e s  a r e  Bayes ian ,  
maximum l i k e l i h o o d ,  and l e a s t  sq u a re s  methods.  The B ayes ian  e s t i m a t o r  i s  
deve loped by m in imiz ing  "Bayes’ r i s k " ,  which i s  the  e xpe c te d  c o s t  of  an 
e r r o r  i n  e s t i m a t i o n .  The Bayes ian  e s t i m a t o r  can be su b d iv id e d  i n t o  
maximum a p o s t e r i o r i  (MAP) and minimum v a r i a n c e  of  e r r o r  (MV) e s t i m a t o r s .  
They minimize d i f f e r e n t  c o s t  f u n c t i o n s  and the  e s t i m a t i o n  e q u a t i o n s  a r e  
d i f f e r e n t .  However, i t  has  been  e s t a b l i s h e d  t h a t  f o r  a v e ry  l a r g e  c l a s s  
of  e s t i m a t i o n  problems the  opt imal  e s t i m a t e  i s  u n iq u e ,  r e g a r d l e s s  of  
which meaningful  e r r o r  c r i t e r i o n  i s  u s e d .  Re fe rence  [ l ]  p r e s e n t s  a 
comprehensive accoun t  of  t h e s e  e s t i m a t o r s .
The main o b s t a c l e  in  u s i n g  the  Bayes ian  t ec hn ique  i s  t h a t  i t  
r e q u i r e s  a p r i o r i  knowledge of  the  p r o b a b i l i s t i c  d e s c r i p t i o n  of  the  
unknown q u a n t i t i e s .  I f  Z i s  the  o b s e r v a t i o n  and X i s  t h e  q u a n t i t y  to  be 
e s t i m a t e d ,  then  the  p r o b a b i l i t y  d i s t r i b u t i o n s  Pr(Z/X) and Pr(X) must  be 
known in o rd e r  to c o n s t r u c t  a Bayes ian e s t i m a t o r .
When Pr(X) i s  unknown, b u t  Pr(Z /X) i s  known, then  the  maximum 
l i k e l i h o o d  (ML) e s t i m a t o r  can be c o n s t r u c t e d .  I t  maximizes t h e  l i k e l i ­
hood f u n c t i o n ,  which i s  the  a p o s t e r i o r i  c o n d i t i o n a l  p r o b a b i l i t y  of  the  
o b s e r v a t io n  g iv en  the  e s t i m a t e  of  the  p a ra m e te r .  T h e o r e t i c a l l y ,  the  ML 
e s t i m a t o r  i s  in  g e n e r a l  i n f e r i o r  to  the  Bayes ian  e s t i m a t o r .  However, i t  
i s  we l l  known ( [ 1 ] , [ 2 ] )  t h a t  i f  t he  pa ra m e te r s  and n o i s e s  a r e  Gauss ian ,  
then  the  ML e s t i m a t e  i s  the  same as  the  MAP and MV e s t i m a t e s .
I f  the r e q u i r e m e n t  o f  the  knowledge of  Pr(Z/X) i s  removed,  then  the
l i n e a r  minimum v a r i a n c e  (LMV) e s t i m a t o r  can be d e s ig n e d .  However, i t
must be assumed t h a t  the  f i r s t  two moments, i . e .  the  mean u andx
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v a r i a n c e  a  , a r e  known. S ince  i n  the  G a uss ia n  case  t h e  f i r s t  two moments x
g iv e  the  complete  p r o b a b i l i s t i c  d e s c r i p t i o n ,  t h e  LMV e s t i m a t o r  c o in c i d e s  
w i th  b o t h  v e r s i o n s  of  the Bayes ian  e s t i m a t o r .  Also,  i f  i t  i s  assumed 
t h a t  /*x = 0 and = 0, then  the MV e s t i m a t o r  d e g e n e r a t e s  i n t o  the  ML 
e s t i m a t o r .  I t  i s  i n t e r e s t i n g  to  n o t e  [49] t h a t  f o r  a l a r g e  c l a s s  of 
( l i n e a r ,  Gauss ian)  prob lems,  a l l  the  e s t i m a t o r s  d i s c u s s e d  so f a r  a r e  
e s s e n t i a l l y  the  same.
The l e a s t  s qua res  approach  i s  the  f i n a l  s t e p  i n  the  c o n t i n u a l  
r e l a x a t i o n  of  s t a t i s t i c a l  r e q u i r e m e n t s .  In t h e  Bayes ian  method the 
complete  p r o b a b i l i s t i c  s t r u c t u r e  and c o s t s  must  be known. In the  l e a s t  
s qua res  method th e  e s t i m a t i o n  problem i s  t r e a t e d  as a d e t e r m i n i s t i c  
o p t i m i z a t i o n  problem.
For  the  l i n e a r  o b s e r v a t io n  
Z = Hl X + V
wi th  more measurements than  unknowns, and th e  c o s t  f u n c t i o n
A 1 f A  t  - 1  + Aj(x) = - |-[ z - irxr r [ z - rx],
the  l e a s t  squa res  e s t i m a t e  i s  g iv en  by 
X = [ H R—1Ht ]—1H R- 1Z.
In [2]  i t  i s  shown t h a t  the  l e a s t  s q u a re s  and LMV e s t i m a t o r s  w i l l  
be i d e n t i c a l  i f  i )  the  m a t r ix  R in  the  c o s t  f u n c t i o n  s t a n d s  f o r  the  
c o v a r i a n c e  m a t r ix  of  the  measurement  n o i s e ,  and i i )  in  the  LMV e s t i m a t o r  
i t  i s  assumed t h a t  fi^= 0 and a  *= 0,  which s im ply  s t a t e s  t h a t  n o t h i n g  i s  
known about  X. Thus,  the  l e a s t  sq u a re s  e s t i m a t o r  can be an optimum 
Bayes ian  e s t i m a t o r .
The nex t  s t e p  in  t h i s  d i s c u s s i o n  i s  t h e  t r a n s i t i o n  from b a t c h  l e a s t  
s q u a re s  to  r e c u r s i v e  l e a s t  s q u a re s .  R e c u r s iv e  methods a r e  c onve n ie n t  fo r
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an  o n - l i n e  im p lem enta t ion  o f  t h e  e s t i m a t o r .  The a p p l i c a t i o n  of  i n t e r e s t  
i n  t h i s  d i s s e r t a t i o n  i s  r e a l  t ime pa ramete r  e s t i m a t i o n ;  t h e r e f o r e  the  
r e c u r s i v e  l e a s t  s qua re s  method i s  chosen.  In  t h i s  method th e  v a r i a n c e s  
o f  the  e s t i m a t i o n  e r r o r  a r e  minimized a t  each s t e p  u s i n g  th e  p r e v i o u s  
b e s t  e s t i m a t e s  and the  p r e v i o u s  cova r iance  of  e r r o r  m a t r i x .  The 
e s t i m a t e s  a r e  u n b i a s e d ,  and approach  the  t r u e  v a lu e s  as  more and more 
d a t a  a r e  p r o c e s s e d .
In  t h i s  d i s s e r t a t i o n  the  name " f i l t e r "  i s  u sed  as  a  synonym fo r  
" e s t i m a t i o n  t e c h n i q u e " .  The l e a s t  squares  f i l t e r  has  been c o n s t r a i n e d  to  
be l i n e a r  i n  the  e s t i m a t e s .  I t  i s  known t h a t  the  op t im al  l i n e a r  f i l t e r  
i s  n o t  n e c e s s a r i l y  the  b e s t  f i l t e r  among the  c l a s s  of  a l l  n o n l i n e a r  
f u n c t i o n s .  However, in  [2]  Sage and White show t h a t  f o r  a g e n e r a l  c l a s s  
of  c r i t e r i a ,  i n c l u d i n g  the  minimum e r r o r  v a r i a n c e  c r i t e r i o n ,  the  
e x p e c t e d  mean c o n d i t i o n e d  on the  d a t a  i s  the  b e s t  e s t i m a t e .  For  the  
G a u s s ia n  case ,  the  e xpec ted  mean c o n d i t io n e d  on the  d a t a  i s  l i n e a r  in 
t h e  d a t a .  As a r e s u l t ,  f o r  the  Gauss ian  case ,  the  b e s t  l i n e a r  f i l t e r  i s  
a l s o  the  b e s t  f i l t e r  out  of  the  c l a s s  of  a l l  n o n - l i n e a r  f u n c t i o n s .
I t  i s  wel l  known t h a t  the  Kalman f i l t e r  i s  t he  op t im al  r e c u r s i v e  
l e a s t  s q u a re s  a l g o r i t h m ,  thus  i t  i s  a l s o  the  b e s t  f i l t e r  among a l l  the 
l i n e a r  and n o n l i n e a r  f u n c t i o n s  f o r  the  Gauss ian  c a se .  In  t h i s  d i s s e r ­
t a t i o n  a new a lg o r i t h m  f o r  the  case  of  a b r u p t l y  chang ing p a ra m e t e r s  i s  
de ve lope d  and d i s c u s s e d .  The measurement  and p r o c e s s  n o i s e s  a r e  assumed 
to  be G a uss ia n .  Hence the  Kalman f i l t e r  i s  u sed  as  the  b a s i c  t o o l  f o r  
t h i s  t a s k .
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1 .3  The Kalman F i l t e r  f o r  E s t i m a t i n g  S t a t e s  and Pa ram e te r s
I t  i s  wel l  known t h a t  f o r  a  t ime i n v a r i a n t  dynamic sys tem, the 
Kalman f i l t e r  g ives  an i n c r e a s i n g l y  a c c u r a t e  e s t i m a t e  of  t h e  s t a t e  
v e c t o r  as  a d d i t i o n a l  i n fo r m a t io n  becomes a v a i l a b l e .  The norm o f  the 
e r r o r  cova r iance  m a t r ix  m o n o to n ic a l ly  d e c re a s e s  w i th  the  a b s o r p t i o n  of 
new measurement d a t a .  The method can be ex tended to  i n c lu d e  j o i n t  
e s t i m a t i o n  of  pa ram ete rs  and s t a t e s .  S ince  the  problems o f  pa ram ete r  and 
s t a t e  e s t i m a t i o n s  a r e  c l o s e l y  r e l a t e d ,  the  a lg o r i t h m  can be m od i f ied  to 
e s t i m a t e  pa ram ete rs .
The d i s c r e t e  Kalman f i l t e r  de te rm ines  the b e s t  e s t i m a t e  o f  the 
s t a t e  f o r  the  s t o c h a s t i c  system
~ s t a t e  t r a n s i t i o n  m a t r i x ,
-  measured ou tpu t  v e c t o r ,
-  s t a t e  v e c t o r ,
-  o b s e r v a t io n  m a t r i x ,  and
-  v e c to r s  of  normal  random v a r i a b l e s .  
The v e c t o r s  and s a t i s f y  the  fo l l o w in g :
( 1 . 1 )
( 1 . 2 )
where
E(Wk )= 0,
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E(Vk )= 0,
1 , f o r  k  = j
where 6
k - j  “ 0 , f o r  k *  j .
The m a t r i c e s  $ ,  H, S and R a re  a l l  assumed to be known f u n c t i o n s  
of  t im e .  However, the c o e f f i c i e n t  m a t r i c e s  can a l s o  be known f u n c t i n s  of 
p a s t  i n p u t  and ou tpu t  v a r i a b l e s .  The same f i l t e r  i s  s t i l l  v a l i d ,  s i n c e  
the  p a s t  inpu ts  and ou tp u ts  a r e  known a t  e s t i m a t i o n  t im e .  Th is  f a c t  i s  
ve ry  im por tan t  in  pa ramete r  e s t i m a t i o n .  I t  makes e q u a t io n  ( l . l )  
a v a i l a b l e  fo r  d e s c r i b i n g  the  dynamics of  pa ram ete r  v a r i a t i o n s .  E q . ( 1 .2 )  
can then  be used f o r  d e s c r i b i n g  the  p roces s  dynamics. Thus, the  s o l u t i o n  
a lg o r i t h m  i s  the same fo r  b o t h  s t a t e  and pa ram ete r  e s t i m a t i o n  problems.  
However, the  t h e o r e t i c a l  i n t e r p r e t a t i o n  and p r a c t i c a l  c a l c u l a t i o n  of  the 
c o e f f i c i e n t  m a t r i c e s  a r e  q u i t e  d i f f e r e n t .
Cons ider  the  f o l l o w in g  t i m e - i n v a r i a n t  ARMA model:
where,  i n  g e n e r a l ,  Z i s  mxl, V i s  mxl,  and the  c o e f f i c i e n t s  A ^ ^ A ^ ,
This  model can be r e f o r m u l a t e d  to  f i t  the  u su a l  n o t a t i o n ,  f o r  the 
Kalman f i l t e r  a lg o r i t h m .  E q ua t ion  ( 1 . 3 ) can be shown to be e q u i v a l e n t  to 
e q . ( 1 . 2 ) ,  where the  s t a t e  v e c t o r  X c o n s i s t s  of  the  p a ra m e te r s  A and B of 
the  ARMA model. The o b s e r v a t i o n  v e c t o r  H c o n s i s t s  of  p a s t  i n p u t s  U and 
o u tp u t s  Z, whi le  V s t a nds  f o r  measurement  n o i s e .  Hence,
( 1 .3 )
a r e  s c a l a r s ,  w i th  v  + n  = n .
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 ̂■ K \ + v
w i th
H‘  = [ - V . I — <1- )
The fo l lo w in g  d i s c u s s i o n  i s  v a l i d  r e g a r d l e s s  of  whether  t h e  H 
m a t r ix  i s  the  u s u a l  known o b s e r v a t i o n  m a t r ix ,  or  i t  comes from the  ARMA 
model .  The only req u i r em e n t  i s  t h a t  i t  be known a t  each t ime s t e p  of 
the  o n - l i n e  im plem enta t ion .
1 .3 .1  D i f f e r e n t  Cases  of  Pa ram ete r  V a r i a t i o n
The v a r io u s  ways in  which system pa ram ete rs  can behave w i t h  t ime 
can be c a t e g o r i z e d  i n  the  f o l l o w in g  c l a s s e s :
i )  c o n s t a n t ,
i i )  s l owl y  v ar y i ng ,
H i )  a b r u p t l y  changing,  
i v )  mixed.
These fou r  cases  a r e  reviewed below.  The n e x t  c h a p te r  deve lops  a 
combined a lg o r i th m  to  e s t i m a t e  t h e s e  p a ra m e te r s .  The main emphasis  i s  
on a b r u p t l y  changing (jump) p a ra m e te r s .
i ) Constant  Parameters
I f  the  p a ra m e te r s  can be c o n s id e red  c o n s t a n t ,  then  e q . ( l . i )  
s i m p l i f i e s  to  the  f o l l o w i n g :
The e s t i m a t i o n  problem i s  so lved  e f f i c i e n t l y  w i th  the  o r d i n a r y  Kalman 
f i l t e r  a l g o r i t h m .  The main e q u a t i o n s  of  the  e s t i m a t i o n  and u p d a t i n g
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p r o c e s s  a re :
e s t i m a t e : £k /k  = ^  + Il£ X ^ ) ;  ( 1 . 7 )
where
g a i n :  ^  q ^ t B ,  + h‘  Q ^ r 1 , C l . . )
upda ted  c ova r ianc e :  Q^= ( I -  )Qj^_x , ( 1 . 9 )
A A
p r o j e c t e d  e s t i m a t e :  Xjc+1/]t=
Because of the  c o n s t a n t  pa ram ete r  model , no s e p a r a t e  e q u a t i o n s  f o r  
e s t i m a t i o n  and p r e d i c t i o n  a r e  r e q u i r e d .
i i ) S l owl y  Varying Parameters
Suppose the  pa rameter  change i s  d e s c r i b e d  by a Gauss-Markov 
s t o c h a s t i c  d i f f e r e n c e  e q u a t io n :
Xk = \ Xk - i  + r kWk - i ’ ( l . i o )
where $ i s  an nxn t r a n s i t i o n  m a t r ix  and T i s  an nxm in p u t  m a t r i x .  Both $ 
and T can be t ime v a ry i n g .  I f  the  v a r i a t i o n s  can be modeled,  i . e . ,  i f  
m a t r i c e s  $ and T a r e  known, then  the  u s u a l  Kalman f i l t e r  y i e l d s  
e f f i c i e n t  and c o n s i s t e n t  e s t i m a t e s .  However, when the  v a r i a t i o n s  can no t  
be modeled,  one must s e a rc h  f o r  o t h e r  d e v i c e s .  Thi s  problem has  been 
w e l l  s t u d i e d ,  and approached  w i th  many d i f f e r e n t  t e c h n i q u e s .  R ecu rs ive  
e s t i m a t i o n  u s i n g  Kalman-type l e a s t  square s  f i l t e r s  has  been w ide ly  
i n v e s t i g a t e d  { [13 ] ,  [ 1 5 ] ,  [ 2 0 ] ,  [ 2 1 ]} .  The most  g e n e r a l  way of  h a n d l i n g  
t h i s  problem i s  to  shape the  memory o f  the  f i l t e r  in  a d e s i r e d  way to 
remove th e  e f f e c t s  of  o b s o l e t e  d a t a .  Thi s  i s  sometimes c a l l e d  f i n i t e
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memory f i l t e r i n g  or moving window f i l t e r i n g . T h e  shape of  t h e  memory can 
e i t h e r  be r e c t a n g u l a r  or  e x p o n e n t i a l .
In  i t s  s i m p l e s t  form, a  s l i d i n g  window Kalman f i l t e r  can be 
d e s c r i b e d  by the  f o l l o w i n g  e q u a t i o n s  (due to  P e t e r  Young, i n  [ 1 3 ] ) .  
N o t a t i o n s  have been changed to  be c o n s i s t e n t  w i th  t h i s  work.
R e c e ip t  of  new d a t a  a t  k ^ 1 i n s t a n t :
with
and
Kkn= « k - ,V  4  \ - A  + > W "  (1-»>
«kn = t I -  V k ]«k-i- d - ” )
Removal o f  o ld  d a t a  r e c e i v e d  a t  ( k - s ) ^ 1 i n s t a n t :
w i th
Kk = < W W  HL  «kn Hk-s -  S.k1"  (11S)
and
I f  no a p r i o r i  knowledge i s  a v a i l a b l e  about  the  p o s s i b l e  n a t u r e  of  
the  p a ra m e te r  c h a n g e s , t h e n  the  f i n i t e  memory f i l t e r  can be expec ted  to  
pe r fo rm  r e a s o n a b ly  we l l  f o r  a l l  k i n d s  of  changes t h a t  might  t ake  p l a c e .  
However, the  n o i s e  i n  the  e s t i m a t e s  i n c r e a s e s  w i th  s h o r t  memory l e n g t h s .  
In  a d d i t i o n ,  a f i n i t e  memory f i l t e r  r e q u i r e s  much more computa t ions  than
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a s t a n d a r d  one. In  [13 ] ,  [14] and [20] o t h e r  a lg o r i th m s  a r e  t r e a t e d  in 
d e t a i l .  T h e i r  numer ica l  complex i ty  i s  h i g h e r  than  the  new approach  
deve loped  in  t h i s  d i s s e r t a t i o n .
i i i ) Abrupt  Iy Changing Parameters
I t  i s  p o s s i b l e  t h a t  t h e  p a ra m e te r s  a r e  s u b j e c t  to  jumps a t  unknown
moments of  t ime.  This  k ind  of  s i t u a t i o n  i s  the main a r e a  o f  i n t e r e s t  in
the  p r e s e n t  work. I t  w i l l  be g iv e n  s p e c i a l  t r e a tm e n t  i n  the  n e x t  
s e c t i o n .  I t  i s  enough to  men t ion  h e r e  t h a t  the  Kalman f i l t e r  i s  a p p l i ­
c a b l e  to  t h i s  case  a l s o ,  a l t h o u g h  the  pa ram ete r  model w i l l  n o t  match the  
t r u e  model a t  the  i n s t a n t s  of  jumps.  I t  should  a l s o  be made c l e a r  t h a t
th e  Kalman f i l t e r ,  by i t s e l f ,  i s  i l l  equipped to  hand le  such c a se s  of
a b r u p t  changes.  With a s e p a r a t e  d e t e c t i o n  t ec h n iq u e ,  the  Kalman f i l t e r  
can be m od if ied  to  hand le  the  s i t u a t i o n  of  a b r u p t l y  changing  p a ra m e t e r s .
i v ) Mixed Parameters
In some s i t u a t i o n s  the  b e h a v io r  of  the  pa ram ete rs  may be mixed,  
i . e .  t hey  may change in  any way a t  unknown i n s t a n t s  of  t im e ,  or  they  may 
remain c o n s t a n t  f o r  long p e r i o d s .  Thi s  behav io r  r e q u i r e s  an a lg o r i t h m  
capab le  t r a c k i n g  bo th  small  and l a r g e  changes.  In  a d d i t i o n ,  the  
a lg o r i t h m  should  g ive  r e a s o n a b ly  smooth e s t i m a t e s  i f  the  p a ra m e te r s  
happen to  remain c o n s t a n t .  The f i n i t e  memory f i l t e r  i s  i n h e r e n t l y  
s u i t a b l e  f o r  such a case a l t h o u g h  the  performance may be l e s s  than  
s a t i s f a c t o r y  f o r  p iecewise  c o n s t a n t  p a ra m e t e r s .  In the  n e x t  c h a p t e r  an 
a l t e r n a t i v e  to  the f i n i t e  memory f i l t e r  i s  d e s c r i b e d .  I t  a l s o  i n t r o d u c e s
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an  a lg o r i t h m  which i s  c la imed to  be v e ry  e f f i c i e n t  f o r  t r a c k i n g  bo th  
smal l  and l a r g e  changes .  F u r the rm ore ,  the  a lg o r i t h m  i s  c a p ab le  of  
be hav ing  as  a c o n s t a n t  memory f i l t e r  i f  the  pa ra m e te r s  remain  unchanged 
f o r  a long segment o f  t ime.
1 . 3 . 2  S p e c ia l  Case: P i e ce w is e  C ons tan t  Pa ram ete rs
In t h i s  work, s p e c i a l  a t t e n t i o n  i s  g iven  to  p i e c e w is e  c o n s t a n t  
p a r a m e t e r s .  A l a r g e  c l a s s  o f  problems be longs to  t h i s  c a t e g o r y .  For  
example,  a t y p i c a l  case  of  p l a n t  f a i l u r e  may invo lv e  one s e t  o f  c o n s t a n t  
p a ra m e te r s  b e fo r e  the  f a i l u r e ,  and a n o th e r  s e t  of  c o n s t a n t  p a ra m e te r s  
a f t e r  i t .  I t  i s  n e c e s s a r y  to  e s t i m a t e  the  pa ram ete rs  on l i n e ,  be 
p r e p a r e d  to  d e t e c t  any sudden changes i n  them ( jumps ) ,  and then  be a b l e  
to  e s t i m a t e  the new v a lues  as  q u i c k l y  as  p o s s i b l e .
This  d i s s e r t a t i o n  deve lops  an a lg o r i t h m  which i s  c a pab le  of  
d e t e c t i n g  jumps v e ry  q u i c k l y .  The jump d e t e c t i o n  i s  used to  
r e - i n i t i a l i z e  a c onven t iona l  Kalman f i l t e r  wi th  c o n s t a n t  pa ram ete r  
model.  Since  the  pa ram ete rs  a r e  known to be p iecew ise  c o n s t a n t ,  t h i s  
approach  y i e l d s  much b e t t e r  e s t i m a t e s  of  the  pa ra m e te r s  compared to 
o t h e r  t e c h n iq u e s ,  such as  t h e  f i n i t e  memory f i l t e r .
In  the  subsequent  c h a p te r s  i t  i s  shown t h a t  f o r  the  case  of  
p i e c e w is e  c o n s t a n t  p a ra m e te r s  i t  i s  v e r y  e f f i c i e n t  to u se  the  c o n s t a n t  
p a ra m e te r  f i l t e r  w i th  a one s t e p  d e t e c t o r .  I t  i s  a l s o  shown t h a t  c e r t a i n  
p r o p e r t i e s  of  the  d e t e c t o r  ( t e s t  of  h y p o t h e s i s )  can be improved by 
i n t r o d u c i n g  a d i f f e r e n t  k ind  of  d e c i s i o n  r u l e .
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1.4  B r i e f  Survey of  Jump D e t e c t i o n  Techniques
I f  one or  more o f  the  sys tem p a ram ete rs  change a b r u p t l y ,  then  the  
o u t p u t ,  or the  measured q u a n t i t y  can a l s o  be expec ted  to  show some 
a b r u p t  change. I f  the  measured s i g n a l  i s  c o r r u p t e d  by n o i s e ,  the  problem 
i s  one of  i d e n t i f i c a t i o n  of  changes in  the  mean. Thi s  c l a s s i c  problem 
has been  widely s t u d i e d  in  s t a t i s t i c a l  and c o n t r o l  l i t e r a t u r e .
R e fe re n c es  [16] and [17]  i n c l u d e  d e t a i l e d  d i s c u s s i o n  o f  m a t e r i a l  
c o n c e n t r a t i n g  on d e t e c t i o n  of  a b r u p t  changes.  Also,  i n  [ 3 ] ,  [ 4 ] ,  [ 5 ] ,  
[ 6 ] ,  [7] and [ 8 ] t h i s  problem has been i n v e s t i g a t e d ,  and v a r i o u s  
s o l u t i o n s  have been s u g g e s t e d .  The most w ide ly  used d e t e c t i o n  
t e c h n iq u e s  a r e  the  f o l l o w in g :
a . L ike l ihood  r a t i o  t e s t ,
b. Cumulat ive sum t e s t ,
c.  Weighted sum squa re  t e s t ,
d . H in k ly ’ s d e t e c t o r ,
e.  Hine’ s d e t e c t o r .
These methods a r e  b r i e f l y  d e s c r i b e d  below.  F i r s t ,  t he  g e n e r a l  t h e o r y  
b e h in d  d e t e c t i o n  t e c h n iq u e s  i s  summarized.  The r e s i d u a l  of  t h e  r e c u r s i v e  
f i l t e r ,  under  the  a ssum pt ion  o f  p a ra m e t r i c  i n v a r i a n c e ,  i s  known to be 
{ [ 1 2 ] ,  [29]} a sequence of  i n d e pe nde n t ,  zero-mean random v a r i a b l e s .  Any 
jump in  the  system pa ra m e te r s  i s  expec ted  to produce a  s h i f t  i n  the  mean 
of  t h e  r e s i s u a l ,  which i s  t o  be d e t e c t e d  by a h y p o t h e s i s  t e s t  d e s ig n e d  
on one of  the d e t e c t o r s  men t ioned  above.  A c t u a l l y ,  a l l  o f  t h e s e  
d e t e c t o r s  a r e  based  on the  same p r i n c i p l e s ,  a l t h o u g h  th ey  d i f f e r  in  the  
d e t a i l s  of  d e s ign  and a p p l i c a t i o n .  Each one has  c e r t a i n  ad v a n ta g e s  and 
d i s a d v a n t a g e s ,  some a r e  more s u i t a b l e  f o r  o f f - l i n e  a p p l i c a t i o n ,  o t h e r s
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a r e  b e t t e r  f o r  o n - l i n e .  Some o f  t h e s e  d e t e c t o r s ,  which were o r i g i n a l l y  
d e s ig n e d  f o r  one type  o f  s y s te m s ,  can be adap ted  to  work f o r  a  d i f f e r e n t  
type  o f  system. In  p a r t i c u l a r ,  H i n k l y ’ s d e t e c t o r  has  been  e f f i c i e n t l y  
m o d i f i e d  by N ik i fo r o v  [7]  f o r  u se  i n  more complex sys tem s ,  i n c l u d in g  
m u l t id im e n s io n a l  ARMA models .
The l i k e l i h o o d  r a t i o  t e s t , i n  i t s  o r i g i n a l  form, must  assume the  
jump magnitude to be known. In  o t h e r  words,  one has  to  pe rfo rm the  
l i k e l i h o o d  r a t i o  t e s t  be tween  HQ : ^ = l ^ Q f o r  k£n and H1 : f o r  k£n,
backward,  u n t i l  H1 i s  d e c id e d .  A.N. Sh i rayev  [32]  and G. Lorden [33] 
have shown, in d e p e n d e n t ly  o f  each o t h e r ,  t h a t  t h i s  p roce du re  i s  opt imal  
w i th  r e s p e c t  to  d e t e c t i o n  d e l a y s .  I t  minimizes  the d e t e c t i o n  d e l a y  f o r  a 
f i x e d  mean t ime between f a l s e  a l a r m s .  The t echn ique  i s ,  however,  
cumbersome when ex tended  to  the  case  of  comple te ly  unknown jump 
m agn i tudes .  There e x i s t  o t h e r  d e t e c t i o n  techn iques  which a r e  e f f i c i e n t  
f o r  o f f - l i n e  a p p l i c a t i o n ,  b u t  n o t  f o r  r e c u r s i v e  f i l t e r i n g .  I t  i s  enough 
to  say  h e re  t h a t  e x t e n s i v e  r e s e a r c h  has  been done and s t r o n g  t h e o r e t i c a l  
f ramework has  been e s t a b l i s h e d  f o r  t h e  case when one i s  a b l e  to  w r i t e  
e x p l i c i t  l i k e l i h o o d s  ( f o r  example f o r  Markovian models)  and to  expand 
them.
i
Michele  B a s h v i l l e  i n  [ 4 ] ,  [ 5 ] ,  [16]  and [17] has  e x p lo r e d  a number 
o f  approaches  f o r  d e t e c t i o n  o f  a b r u p t  changes in  a s c a l a r  s i g n a l .  She 
c o n s id e r e d  a "one model approach"  i n  [ 1 7 ] ,  which looks f o r  a s i g n i f i c a n t  
d e v i a t i o n  from the model b e f o r e  change,  and a l s o  a "two model approach"  
which i s  a s i m p l i f i c a t i o n  o f  t h e  l i k e l i h o o d  r a t i o  t e s t  (GLR). She u s e s  a 
CUSUM (cum ula t ive  sum) t e s t  i n  v a r i o u s  a u t o r e g r e s s i v e  frameworks,  and 
shows t h a t  the  two model approach  y i e l d s  b e t t e r  performance  because  i t
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can t ake  i n t o  accoun t  t h e  d i r e c t i o n  of  t h e  jump. However, i n  the  op in ion  
of  t h i s  a u t h o r ,  i f  a Kalman f i l t e r  i s  b e in g  used  as  t h e  e s t i m a t o r ,  then  
i t  i s  n o t  n e c e s s a r y  t o  d e t e c t  the  d i r e c t i o n  of  the  jump.
This  d i s s e r t a t i o n  deve lops  an a lg o r i t h m  i n  which the  on ly  job  of 
the  d e t e c t o r  i s  to d e t e c t  the  o ccu r rence  of  a jump as  f a s t  as  p o s s i b l e ,  
on the  b a s i s  of  a s i n g l e  sample ( s u i t a b l y  n o r m a l i z e d ) .  E s t i m a t i n g  the 
d i r e c t i o n  and magnitude of  the  jump i s  l e f t  to  the  f i l t e r  a f t e r  the  jump 
has  been i d e n t i f i e d .  Such an a lg o r i t h m  i s  d e s c r i b e d  i n  c h a p t e r  I I .  I t  i s  
c a l l e d  the  "Combined F i l t e r  Algor i thm (CFA)” . In  c h a p te r  I I I ,  the  
p r o p e r t i e s  of  t h i s  f i l t e r  a r e  p r e s e n t e d  t o g e t h e r  w i th  the  mathematica l  
p r o o f s .
Chapter  IV i s  devo ted  to  the  problem of  ex te n d in g  th e  proposed  
a lg o r i t h m  to m u l t i - o u t p u t  s i t u a t i o n s .  Chap te r  V d e a l s  w i th  t h e  problem 
of  jumps in  n o i s e  s t a t i s t i c s .  T h e i r  e f f e c t  on the  b e h a v io r  o f  the  
a l g o r i t h m  i s  a n a l i z e d .  In  c h a p te r  VI the  a p p l i c a t i o n  o f  t h i s  a lg o r i th m  
to the  power system s t a t e  e s t i m a t i o n  ( f o r  r e l a y i n g  p u r p o se s )  problem is  
d i s c u s s e d ,  and r e s u l t s  o f  some computer  s i m u l a t i o n  a r e  p r e s e n t e d .  
Appendices  A and B c o n t a i n  s i m u l a t i o n  r e s u l t s  comparing the  combined 
f i l t e r  a lg o r i th m  w i th  o t h e r  a l t e r n a t i v e s .  They i n c l u d e  th e  o r d in a r y  
Kalman f i l t e r ,  f i n i t e  memory Kalman f i l t e r ,  and random walk model Kalman 
f i l t e r .  They a r e  t e s t e d  f o r  d i f f e r e n t  k inds  of  pa ra m e te r  v a r i a t i o n s  
i n c l u d i n g  slow d r i f t s ,  small  and l a r g e  jumps.
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Chapter II
FAST TRACKING OF TIME-VARYING PARAMETERS
Summary: In t h i s  c h a p te r  the  problem of  o n - l i n e  e s t i m a t i o n  of t ime 
v a r y i n g  pa ram ete rs  i s  d i s c u s s e d .  An a lg o r i th m  which i s  c a pab le  o f  ve ry  
f a s t  d e t e c t i o n  of a b r u p t  jumps i s  i n t r o d u c e d .  The a l g o r i t h m  a l s o  has  the  
c a p a b i l i t y  of  t r a c k i n g  some s lower changes.  Thi s  p r o c e d u r e  combines the  
a s p e c t s  of  f i n i t e  memory f i l t e r i n g ,  h y p o t h e s i s  t e s t i n g ,  and c o n s t a n t  
p a ram ete r  model f i l t e r i n g .  The d e s ign  minimizes  the  uppe r  bounds of 
m is sed  jump and f a l s e  a la rm p r o b a b i l i t i e s .  Most o f  the  d e c i s i o n s  a r e  
made on a s i n g l e  sample b a s i s ,  a l t hough  t h e r e  i s  an a l t e r n a t i v e  to 
i n c l u d e  a d e s i r e d  number o f  c o n s e c u t iv e  samples .  The p r opose d  a lg o r i t h m  
i s  c a l l e d  the  ’Combined F i l t e r  Algori thm (CFA)’ . In s e c t i o n s  I I . 1, I I . 2,
I I . 3 and I I . 4 the  n e c e s s a r y  background m a t e r i a l  f o r  the  d e s c r i p t i o n  of 
t he  a lg o r i th m  i s  deve lo ped ,  and in  s e c t i o n  I I . 5 t h e  CFA i s  d e s c r i b e d  in  
d e t a i 1.
I I . 1 The Random Walk Model F i l t e r :  An A l t e r n a t i v e  to 
F i n i t e  Memory F i l t e r i n g
The s im p l e s t  example of  Gauss-Markov s t o c h a s t i c  d i f f e r e n c e  e q u a t i o n  
i s  the  f o l l ow ing :
w i th
(2 . 1 )
E(Wk ) = 0
-1 6 -
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
-1 7 -
and
t  f 0 k * j
« V } >  ■ U .  k -  j.
The s i g n a l  model i s ,  as  b e f o r e ,
w i th
and
E(Vk ) = 0
t  ( °* k  *
* . j .
The Kalman f i l t e r  de s igne d  f o r  the  above model has  the  p r o p e r t y  
t h a t  i t s  g a in s  do n o t  t end  to  zero  as  k  t ends  to  i n f i n i t y .  The c l a s s i c a l  
use  of  t h i s  f i l t e r  has  been in  the  e s t i m a t i o n  of  p a r a m e t e r s  which a r e  
s u b j e c t  to  small  f l u c t u a t i o n s  a t  each t ime s t e p  k,  t h e  e x p e c t e d  amount 
of  the  f l u c t u a t i o n s  b e in g  g iv e n  by the  m a t r ix  S^. From t h i s  p o i n t  of 
view,  the  d e s ig n e r  has  to  know, or  be a b l e  to assume,  t h e  e lem en ts  of 
S^.  However, a n o th e r  p o i n t  of  view i s  p o s s i b l e :  one can i n t e r p r e t  as  
a d e s ig n  pa ra m e te r ,  and the  f i l t e r  can be i n t e r p r e t e d  as  an a l t e r n a t i v e  
to  the  f i n i t e  memory f i l t e r .  I t  i s  contended t h a t  by m a n i p u l a t i n g  
t h i s  f i l t e r  can be made to behave much l i k e  a f i n i t e  memory f i l t e r .
Small  co r responds  to  a l a r g e  window l e n g t h ,  and l a r g e  ha s  the 
e f f e c t  o f  hav ing  a  s h o r t  window l e n g t h .  Moreover,  t h e r e  i s  one d e f i n i t e  
a dvan tage  over  the  f i n i t e  memory f i l t e r :  i t  has  more f l e x i b i l i t y  of  
d e s i g n .  For  example,  i f  one needs to have the  e s t i m a t e s  o f  a p a r t i c u l a r  
p a ram ete r  to  be smoother  than o t h e r s ,  one can j u s t  make the  c o r r e s ­
ponding element  of  s m a l l e r .  In  o th e r  words,  t h e r e  a r e  more des ig n
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p a r a m e t e r s  i n s t e a d  o f  j u s t  one, namely the  window l e n g t h .
The b a s i c  s i m i l a r i t y  be tween  the  two a lg o r i th m s  i s  t h a t  b o t h  a re  
c a p a b le  o f  t r a c k i n g  t ime v a r y i n g  p a r a m e t e r s ,  w i t h  the  same t r a d e o f f  
be tween  th e  a l e r t n e s s  of  t h e  f i l t e r  and the  smoothness  o f  t h e  e s t i m a t e s .  
S h o r t e r  window ( l a r g e r  S^) r e s u l t s  in  a  l a r g e  f o r g e t t i n g  f a c t o r ,  which 
means the  f i l t e r  i s  capab le  of  q u i c k l y  e s t i m a t i n g  a pa ra m e te r  change, i f  
one shou ld  oc c u r .  On the  o t h e r  hand,  i f  a change does n o t  oc c u r ,  then 
one has  to  a c c e p t  n o i s y  e s t i m a t e s  of  t h e  same o ld  p a r a m e t e r s .  Thus, the 
b e h a v io r  o f  the  random walk f i l t e r  i s  s i m i l a r  to  t h a t  of  the  f i n i t e  
memory f i l t e r ,  whi le  be in g  much s im p le r  to  implement ,  and h a v ing  more 
d e s ig n  f l e x i b i l i t y .  The t r a c k i n g  c a p a b i l i t y  of  t h i s  f i l t e r  can be 
improved by u s i n g  t e s t s  of  h y p o t h e s i s ,  which i s  the s u b j e c t  of  the  nex t  
s e c t i o n .
I I .2 T e s t s  of  Hypothes is  as  ji Tool i n  D e t e c t i n g  Sudden Jumps
H ypo thes i s  t e s t  has  long been  used  as  a s t a t i s t i c a l  t o o l .  In  t h i s  
s e c t i o n ,  i t s  a p p l i c a t i o n  in  c o n ju n c t io n  w i th  the  Kalman f i l t e r  a lg o r i th m  
i s  d i s c u s s e d .  The r e s i d u a l  o f  the  f i l t e r i n g  p r o c e s s  i s  g iv e n  by
( 2 - 2)
= <  v \ - K W i
= < Vk-,* v  (2-3)
Under t h e  a ssumpt ion  of  p a r a m e t r i c  i n v a r i a n c e ,  t h e  r e s i d u a l s  c o n s t i t u t e  
a sequence  o f  ze ro-mean,  i d e n t i c a l l y  d i s t r i b u t e d  in dependen t  random 
v a r i a b l e s  ( i i d ) .  With Gauss ian  n o i s e  a s sum pt ion ,  they  a r e  a l s o  Gaussian
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[ 1 2 ] .  I t  can be shown by s t r a i g h t f o r w a r d  computa t ion  t h a t  the  c o va r iance  
m a t r i x  of  the  r e s i d u a l  i s  g iv e n  by
f o r  the  random walk model .
For  the  s i n g l e  ou tp u t  c a s e ,  the  r e s i d u a l  can be no rm a l iz e d  and 
t h e  r e s u l t i n g  v a r i a b l e  w i l l  be Gaussian w i th  zero-mean  and u n i t  
v a r i a n c e .  The no rm a l ized  r e s i d u a l  i s  g iven  by
The m u l t i - o u t p u t  case w i l l  be c o n s id e red  i n  a l a t e r  c h a p t e r .  For a 
l a r g e  c l a s s  of  problems the  system can be modeled as  s i n g l e  o u t p u t ,  and 
the  p r o p e r t i e s  and d e c i s i o n  r u l e s  of  the  f i l t e r  a r e  more c o n v e n ie n t ly  
d i s c u s s e d  under  the  s i n g l e  ou tp u t  a ssumpt ion .  T h e r e f o r e ,  Z ^  w i l l  be 
c o n s id e r e d  a s c a l a r  i n  the  fo l l o w in g  s e c t i o n s .
The magnitude  of  the no rmal ized  r e s i d u a l  i s  u sed  as  the  t e s t  
s t a t i s t i c ,  and the  fo l l o w i n g  i s  the n u l l  h y p o t h e s i s :
The d e c i s i o n  r u l e  must  be des igned  to  r e j e c t ( a c c e p t )  HQ(H ) on the  b a s i s  
o f  the  b e h a v io r  of  |Znj J .  S ince  i s  N(0 ,1 )  i t  i s  p o s s i b l e  to  use  the
( 2 . 4 )
f o r  the  c o n s t a n t  p a ram ete r  model , and
( 2 .5 )
Z *k ( 2 .6 )'nk
HQ=jump has  no t  occured .  
The a l t e r n a t e  h y p o t h e s i s  i s
H ^ ju m p  has  occured .
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normal  d i s t r i b u t i o n  t a b l e s  f o r  d e te rm in ing  the  t h r e s h o l d s  f o r  r e j e c t i n g  
and a c c e p t i n g  the  hypo theses .
The b a s i c  e lement  of  the  d e c i s i o n  Tule i s :
i )  r e j e c t  HQ i f  |Zn k l>Tr , 
where s t a n d s  f o r  r e j e c t i o n  t h r e s h o l d .  Th is  t h r e s h o l d  i s  chosen by the  
d e s i g n e r  i n  accordance  wi th  the  maximum a l l o w a b l e  p r o b a b i l i t y  of  f a l s e  
a la rm ,  a.  T h i s  i s  a c o n d i t i o n a l  p r o b a b i l i t y  d e f i n e d  as  f o l l o w s .
D e f i n i t  ion 2 . 1 : The p r o b a b i l i t y  o f  f a l s e  a la rm ,  denoted  by a,  i s  
the  c o n d i t i o n a l  p r o b a b i l i t y  o f  the  n u l l  h y p o t h e s i s  b e in g  r e j e c t e d  even 
though t h e r e  i s  no jump. Thus,
a  = Pr (HQis  r e j e c t e d / n o  jump has o c c u re d ) .  ( 2 .7 )
In  s t a t i s t i c a l  l i t e r a t u r e  a  i s  a l s o  c a l l e d  t h e  p r o b a b i l i t y  of  type
I e r r o r .  The q u a n t i t y  1 -  a  i s  c a l l e d  the  conf idence  l e v e l  of  the
h y p o t h e s i s  t e s t .
The o t h e r  a s p e c t  of  the  d e c i s i o n  r u l e  concerns  the  a c ce p tan c e  of  
the  n u l l  h y p o t h e s i s .  The c l a s s i c a l  approach  has  been  b i n a r y ,  i . e .  i f  HQ 
can n o t  be r e j e c t e d ,  then i t  i s  a u t o m a t i c a l l y  a c c e p t e d .  In  most of  the  
l i t e r a t u r e  where h y p o th e s i s  t e s t i n g  has  been used  to  d e t e c t  p a ram ete r  
jumps ( [ 3 ] ,  [ 6 ] ,  [ 8 ] ,  [ 30] ,  [ 3 4 ] ,  [ 4 8 ] ) ,  t h i s  b i n a r y  d e c i s i o n  r u l e  (BDR) 
i s  the  norm. Thus,
i i )  a c c e p t  HQ( r e j e c t  i f  |Zn k l<Tr .
However, t h i s  k ind  of b i n a r y  d e c i s i o n  r u l e  has  c e r t a i n
d i s a d v a n t a g e s .  The performance  of  the  a lg o r i t h m  can be much improved by
r e p l a c i n g  i t  by a "combined d e c i s i o n  r u l e "  (CDR). Th is  CDR i s  the 
s u b j e c t  o f  t h e  nex t  s e c t i o n .  As a p r e l i m i n a r y  s t e p  the  f o l l o w i n g  
d e f i n i t i o n s  a r e  s t a t e d  and d i s c u s s e d .
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D e f i n i t i o n  2 . 2 : The p r o b a b i l i t y  of  missed jump, de no ted  by /?, i s  
the  c o n d i t i o n a l  p r o b a b i l i t y  o f  the  n u l l  h y p o t h e s i s  b e in g  a c c e p t e d  even 
though t h e r e  i s  a jump. Thus,
/3 = Pr(HQ i s  accep ted / jum p  has o c c u re d ) .  ( 2 .8 )
I t  i s  a l s o  known as  the  p r o b a b i l i t y  o f  type I I  e r r o r .
Humerical  Computat ion o f
Numerical  computat ion t h i s  p r o b a b i l i t y  i s  p o s s i b l e  on ly  as  a
f u n c t i o n  of  the  amount o f  s h i f t  i n  the  mean of  the  t e s t  s t a t i s t i c .  In
the  p r e s e n t  c o n te x t ,  t h i s  s h i f t  ( from z e ro )  i s  g iv e n  by
H.‘  AX
a - - * — • .
zk
where
AX -  amount of  jump in  the  p a ra m e te r ,
Q_ -  v a r i a n c e  o f  the  no rm a l iz e d  r e s i d u a l .
Zk
Only p o s i t i v e  M i s  c o n s id e r e d  h e re  because  of  the  symmetry of  the 
s t a n d a r d  normal d e n s i t y  cu rve .  As a r e s u l t  of  the  jump, Z ^  ~ N(M, 1) .  
The p r o b a b i l i t y  of  a type I I  e r r o r  (/?) i s  t h e  f o l l o w in g :
» =  Pr(- V  V -
S u b t r a c t i n g  M th roughou t  i n  o rd e r  to  s t a n d a r d i z e  Z ^ ,  one g e t s
/? = P r ( - T  -  M< »7< T -  M) ( 2 .8 a )a  a
where
t) ~  N(0, 1 ) .
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D e f i n i t i o n  2 . 3 : The power o f  the  t e s t ,  d eno ted  by P*,  s u b j e c t  to  
t h e  c o n s t r a i n t
O- £ <*£■ ( f i x e d  l e v e l ) ,  ( 2 . 9 )
i s  t h e  c o n d i t i o n a l  p r o b a b i l i t y  o f  the  a l t e r n a t e  h y p o t h e s i s  b e in g  
a c c e p t e d  when t h e r e  i s  a jump. Thus,
= P r d ^ i s  a ccep ted / jum p  has  occured)  = 1 -  /?. ( 2 . 1 0 )
T h e  o b j e c t i v e  h e r e  i s  t o  m a x i m i z e  t h e  p o w e r  o f  t h e  t e s t  ( 2 . 1 0 )  f o r
a  f i x e d  l e v e l .  H o w e v e r ,  i n  t h e  o n - l i n e  f r a m e w o r k  t h e  c r i t e r i o n  i s  t o
m a x i m i z e  t h e  p o w e r  o f  t h e  t e s t  and t o  m i n i m i z e  t h e  d e t e c t i o n  d e l a y .
F o r  e x a m p l e ,  s u p p o s e  t h e  p r o b l e m  i s  t o  d e c i d e  w h i c h  o f  t h e  
f o l l o w i n g  h y p o t h e s e s  t o  a c c e p t :
Hq = t h e r e  i s  no jump, i . e .  t he  system i s
2^ (0)  = Hk Xk (0)
= t h e r e  has  been  a jump, and the system i s
V 1’ = Hk xk(1>
and ^ ( 1 )  a r e  known. T h i s  i s  s imple  
h y p o t h e s i s  t e s t i n g ,  and the  problem i s  to  d e c id e  whether  a s w i tc h
be tween  the  two regimes has  t aken  p l a c e .  Th is  problem of  s w i t c h i n g
s t a t i s t i c s  has  been w ide ly  i n v e s t i g a t e d  i n  m athem a t ica l  l i t e r a t u r e ,  
and good d e t e c t i o n  t e c h n iq u e s  e x i s t  ( [ 3 7 ] ,  [ 3 8 ] ,  [ 3 9 ] ) .  However, the  
problem becomes more com pl ica ted  when th e  mean v a lu e  of  the jump i s  
unknown EXk (1)  can come from an i n f i n i t e  s e t  o f  v a l u e s ] .  Then i t  i s  
i m p o s s ib l e  t o  compute the  power of  the t e s t .
When the  va lu e  of  the  pa ram ete r  i s  unknown a f t e r  the  jump (as  in  
t h e  p r e s e n t  c o n te x t  of  Kalman f i l t e r i n g ) ,  i t  c o n s t i t u t e s  a " m u l t i p l e  
h y p o t h e s e s  t e s t i n g " .  In t h a t  case  Hj does n o t  have  a  known d i s t r i b u t i o n ,
where b o t h  the  mean v a lu e s  of v 0)
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b u t  comes from a s e t  of  unknown d i s t r i b u t i o n s .  Then ( 2 . i o j  i s  an 
i n c o r r e c t  s t a t e m e n t ,  and the  s t a t i s t i c i a n ’ s goa l  i s  to  d e s ig n  u n i f o r ml y  
most  power f u l  (UMP) t e s t s ,  i . e .  t e s t s  which have the  h i g h e s t  power f o r  
each d i s t r i b u t i o n  of  the a l t e r n a t e  h y p o these s  H . This  problem i s  
s t r o n g l y  r e l a t e d  to  the Neyman-Pearson lemma [ 3 5 ] .  In [36]  A l b e r t  
B e n v e n i s t e  ment ions the f a c t  t h a t  change d e t e c t i o n  problems a r e  m u l t i p l e  
h y p o th e s e s  t e s t i n g  problems f o r  which th e  Neyman-Pearson lemma i s  n o t  
v a l i d ,  so UMP t e s t s  do n o t  e x i s t .  The problem would have been s im p l e r  to  
ha n d le  i f  the mean pa ramete r  v a lu e s  a f t e r  the  change t a k e s  p l a c e  were 
known.
In  t h i s  work the h y p o t h e s i s  t e s t  i s  d e s igne d  to  o p e r a t e  on a s i n g l e  
sample.  S ince  the  t e s t  may f a i l ,  i t  becomes n e c e s s a r y  to  d e f i n e  a term 
" d e t e c t i o n  de la y"  which c a r r i e s  a s l i g h t l y  d i f f e r e n t  meaning from the  
c l a s s i c a l  one.
D e f i n i t  ion 2 . 4 : D e t e c t i o n  d e l a y  (D^) i s  the  number o f  t ime s t e p s  
e l a p s e d  between the  occurance  of  the  jump and i t s  d e t e c t i o n .  I t  i s  
shown in  c ha p te r  I I I  t h a t  the  a lg o r i t h m  a c t u a l l y  o p e r a t e s  i n  such a way 
t h a t
Pr(D^=l)  > P r C D ^ j )  f o r  a l l  j > 1.
I I .3 Random Walk Model F i l t e r  w i th  Hypothes is  T e s t i n g
I t  has  been mentioned e a r l i e r  t h a t  the  random walk f i l t e r  pe r fo rms  
s i m i l a r  to  the f i n i t e  memory f i l t e r  i n  t r a c k i n g  t ime v a r y i n g  p a r a m e t e r s .  
However, j u s t  l i k e  the f i n i t e  memory f i l t e r ,  the  l a r g e r  t h e  jump, the  
s lower  the  t r a c k i n g .  To i n c r e a s e  t h e  speed of  e s t i m a t i o n  in  the  case
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of  a l a r g e  jump, t e s t s  of  h y p o t h e s i s  can be i n c o r p o r a t e d  in to  the  
a l g o r i t h m .  I f  a jump i s  d e t e c t e d ,  then  the  f i l t e r  i s  r e - i n i t i a l i z e d  w i th  
a l a r g e  c ova r ianc e  m a t r i x ,  and t h e  l a s t  ( p r e - f a u l t )  e s t i m a t e s  used  as 
t h e  i n i t i a l  e s t i m a t e s .
With t h e  proposed  app roach  i t  i s  enough fo r  the  jump d e t e c t o r  to  
d e t e c t  the p resence  (absence)  o f  a jump. Any d e t e c t o r  which g i v e s  an 
e s t i m a t e  of  the  jump magnitude and d i r e c t i o n  can be r ega rde d  as  doing  
r edundan t  work. I t  may be a rgued  t h a t  i f  the  d e t e c t o r  i s  a b le  to  p rov ide  
a r e a s o n a b le  i n i t i a l  e s t i m a t e  of  the  pa ram ete r ,  then i t  w i l l  speed up 
t h e  convergence of  the  Kalman f i l t e r .  The counterargument  i s  t h a t  no 
d e t e c t o r  w i l l  g iv e  a good e s t i m a t e  of the jump magnitude on the  b a s i s  of  
one sample.  Hence i t  i s  n e c e s s a r y  to  wa i t  f o r  a few samples  b e fo r e  
s t a r t i n g  the new Kalman f i l t e r .  On the o t h e r  hand,  i f  the  Kalman f i l t e r  
i s  s t a r t e d  as  soon as  the  jump i s  d e t e c t e d ,  i t  i s  known to converge 
w i t h i n  a few s t e p s  i f  the  model and the measurement n o i s e  s t a t i s t i c s  a r e  
c o r r e c t .
T h e r e f o r e ,  i t  i s  the  c o n t e n t i o n  of  t h i s  d i s s e r t a t i o n  t h a t  i t  i s  
b e t t e r  to r e l y  on the  ve ry  s im ple  one s t e p  d e t e c t o r  as  proposed h e r e ,  
and l e a v e  t h e  e s t i m a t i n g  to  t h e  Kalman f i l t e r .  C o m p u ta t iona l ly  t h i s  i s  
t h e  s i m p l e s t  p o s s i b l e  scheme; i t  i s  a l s o  one which r e q u i r e s  the  minimum 
a p r i o r i  knowledge. Of cou rse ,  i t  w i l l  miss some small  jumps because  the 
r e j e c t i o n  t h r e s h o l d  has  to  be k e p t  h igh  i n  order  to a vo id  a l a r g e  a  
v a l u e .  But m i s s in g  some jumps i s  n o t  as  dangerous i n  t h i s  case  as  i n  the  
case  o f  u s i n g  a c o n s ta n t  p a ra m e te r  f i l t e r .  The b a s i c  concep t  beh in d  t h i s  
a l g o r i t h m  i s  t h a t  the o n e - s t e p  d e t e c t o r  w i l l  d e t e c t  l a r g e  jumps and 
random walk model w i l l  t r a c k  smal l  jumps. The f i l t e r  w i l l  be r e - i n i t i a ­
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l i z e d  on ly  i n  t h e  even t  of  l a r g e  jumps.
To summarize,  the  random walk f i l t e r  i s  s t a r t e d  w i th  the  fo l l o w in g  
p a ra m e te r s  chosen by the  d e s i g n e r :
1 . — l a r g e  v a lu e s  ensure  more a l e r t n e s s ,  b u t  a l s o  n o i s i e r
e s t i m a t e s ,
2. a  — depending on how much f a l s e  a la rm p r o b a b i l i t y  can be 
a c c e p t e d ,
3 .  T r  — de te rm ined  from the s t a n d a r d  Gauss ian  d i s t r i b u t i o n  
t a b l e ,  f o r  the  chosen a,
4 .  r e - i n i t i a l i z a t i o n  p a ram ete rs  f o r  the  case  when a jump i s  
d e t e c t e d ,  and
5. i n i t i a l i z a t i o n  p a ram ete rs  f o r  the Kalman f i l t e r .
T h e  t e s t  s t a t i s t i c  i s  t h e  n o r m a l i z e d  r e s i d u a l ,  Z ^ ,  g i v e n  b y  
e q . ( 2 . 6 ) .  T h e  c o v a r i a n c e  o f  t h e  r e s i d u a l ,  Q_ , i s  g i v e n  b y  e q . ( 2 . 4 )  o r  
e q . ( 2 . 5 ) .
The d e c i s i o n  r u l e  i s :
r e j e c t  ( a c c e p t ) H  i f  |Z , |>T .o 1 n k '<  r
I f  a jump i s  d e t e c t e d ,  the  Kalman f i l t e r  i s  r e - i n i t i a l i z e d .  I f  no 
jump i s  d e t e c t e d ,  no a c t i o n  i s  t aken .
In s e c t i o n  I I . 6 a new k ind  of  a lg o r i t h m  i s  d e s c r i b e d ,  which is  
c a l l e d  the  Combined f i l t e r  a lg o r i t h m  (CFA). I t  u s e s  the  s o - c a l l e d  
combined d e c i s i o n  r u l e  (CDR), which i s  developed in  s e c t i o n  I I . 5. As a 
p r e l i m i n a r y  to  the  CDR, the  d i s a d v a n ta g e  of  the b i n a r y  d e c i s i o n  r u l e  
(BDR) i s  d i s c u s s e d  in  s e c t i o n  I I . 4.
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I I .4 .  The D isadvan tage  of  the  B inary  D e c i s i o n  Rule
The b i n a r y  d e c i s i o n  r u l e  s t a t e s  t h a t  when Hfl can n o t  be r e j e c t e d ,  
i t  must  be a c c e p t e d .  In  s t a t i s t i c a l  l i t e r a t u r e  i t  i s  u s u a l l y  mentioned  
t h a t  t h e  a l t e r n a t i v e  o f  r e j e c t i n g  a  h y p o t h e s i s  i s  no t  n e c e s s a r i l y  to  
a c c e p t  i t .  However, i n  most a p p l i c a t i o n s  a b i n a r y  d e c i s i o n  r u l e  i s  
ad o p te d .  I t  i s  n o t  u s u a l l y  t ak e n  i n t o  c o n s i d e r a t i o n  t h a t  b o r d e r l i n e  
c a se s  may a r i s e .
Suppose,  fo r  example,  t h a t  |Znj J  = Tr  -  e, w i th  e>0. Then 
a c c o r d i n g  to  the b i n a r y  d e c i s i o n  r u l e  (BDR) h y p o t h e s i s  HQ i s  a c c e p t e d .  
However, t h i s  a c t i o n  c a r r i e s  a l a r g e  p r o b a b i l i t y  of  m i s s in g  a jump. Th is  
p r o b a b i l i t y  g e t s  l a r g e r  as  e g e t s  s m a l l e r .  In a c c e p t i n g  HQ the
p r o b a b i l i t y  of  b e in g  wrong may be g r e a t e r  than  the  p r o b a b i l i t y  of  b e in g
r i g h t .  There i s  no way to minimize bo th  a  and /? a t  the  same t im e,  u s i n g  
a BDR. However, the  upper  bound of  /? can be reduced  w i t h o u t  i n c r e a s i n g  
t h a t  of  a  by i n t r o d u c in g  the  combined d e c i s i o n  r u l e  (CDR).
I I .5 The Combined D e c i s io n  Rule
The combined d e c i s i o n  r u l e  i s  capab le  of  s a y ing  y e s ,  no or maybe as 
opposed to  t h e  u s u a l  BDR, which says on ly  ye s  or  no.  T h i s  f l e x i b i l i t y  i s  
a c h ie v e d  by a c c e p t i n g  the  n u l l  h y p o t h e s i s  i f  |Znj J  i s  below a c e r t a i n  
chosen a c c e p ta n c e  t h r e s h o l d ,  Tfl . I t  w i l l  be shown in  c h a p t e r  I I I  t h a t  
by do ing  t h i s  the uppe r  bound of  the  p r o b a b i l i t y  of  m issed  jump can be 
reduc e d .  The choice o f  the  a c ce p tan c e  t h r e s h o l d  depends,  i n  g e n e r a l ,  on 
t h e  minimum a c c e p t a b l e  power o f  the t e s t  which i s  d e c id e d  upon by the
d e s i g n e r .  The r e j e c t i o n  t h r e s h o l d  Tr  i s  chosen in  the  same way a s  i n  the
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c ase  o f  the  BDR. Obvious ly  < Tr  , t h e  l i m i t i n g  case b e in g  Tfl = Tr  
when t h e  CDR d e g e n e r a t e s  i n t o  the  BDR.
The combined d e c i s i o n  r u l e  i s  summarized in  the  f o l l o w i n g :
1) r e j e c t  HQ i f  |Zn k | > Tr ,
2) a c c e p t  HQ i f  |Zn k | < Tfi,
3) n e i t h e r  a c c e p t  nor  r e j e c t  H i f  T £ |Z , I < T .J o a ^ ' n k ' ^ r
S i m i l a r  to  the  case  o f  t h e  BDR, when HQ i s  r e j e c t e d ,  the  f i l t e r  i s
r e - i n i t i a l i z e d .  No a c t i o n  i s  t aken  when H i s  a c c e p t e d .  I f  H cano o
n e i t h e r  be a c c e p te d  nor  be r e j e c t e d ,  t h en  b a s i c a l l y  two o p t i o n s  a re
a v a i l a b l e :  i )  wa i t  f o r  more d a t a ,  and i i )  a c t i v a t e  a RWM f i l t e r  and use
i t  u n t i l  Hq i s  e i t h e r  r e j e c t e d  or  a c c e p t e d .
In the  p r e s e n t  work o p t i o n  i i )  i s  adop te d .  I t  i s  contended t h a t
o p t i o n  i )  may r e s u l t  in  m i s s in g  some jumps f o r  a long t ime.  I f  the  jump
i s  such t h a t  the t e s t  s t a t i s t i c  f a l l s  i n  the  r e g io n  in  be tween T and T
a r
f o r  a number of  c o n s e c u t iv e  s t e p s ,  t h en  the  RWM f i l t e r  i s  c l e a r l y  the  
b e t t e r  o p t io n .
I I . 5 . l Choice of  the  R e j e c t i o n  T h re sh o ld
The r e j e c t i o n  t h r e s h o l d  i s  chosen i n  a s t r a i g h t f o r w a r d  manner.  I t  i s  
d i r e c t l y  o b t a i n a b l e  from th e  s t a n d a r d  normal  d i s t r i b u t i o n  t a b l e ,  
depend in g  only  on the  cho ice  o f  the  p r o b a b i l i t y  of  f a l s e  a l a r m ,  a.  For  
example,  i f  one chooses  a  = 0 .0 1 ,  then  the  c o r r e spond ing  r e j e c t i o n  
t h r e s h o l d  i s  Tr = 2 .5 8 .  Another  o p t io n  a v a i l a b l e  to  the  d e s i g n e r  i s  to  
r e q u i r e  t h a t  the  n u l l  h y p o t h e s i s  be r e j e c t e d  n c o n s e c u t iv e  t im es  b e f o r e
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r e - i n i t i a l i z a t i o n  of  the  f i l t e r  i s  done.  Then, f o r  example,  i f  n  = 2,
—4one o b t a i n s  a  = 10 f o r  t h e  same p r e v io u s  t h r e s h o l d  2 .5 8 .  The cho ice  of
a l a r g e  n  slows the  r e sponse  o f  t h e  f i l t e r  w h i l e  r e duc ing  th e  f a l s e
a la r m  p r o b a b i l i t y .  T h e r e f o r e ,  i n  t h e  i n t e r e s t  o f  speed,  n  shou ld  n o t  be 
too  l a r g e .
I I . 5 .2  Choice of  the  Acceptance Thresho ld
The a c cep tance  t h r e s h o l d ,  T&, i s  more d i f f i c u l t  t o  choose t h an  T .
B a s i c a l l y  i t  depends on the  power of  the  t e s t .  However, t h i s  b e in g  a
case  of  m u l t i p l e  h y p o t h e s i s  t e s t i n g ,  the  b e s t  one can do i s  to  s e l e c t  a
’minimum a l lo w a b le  power of  the  t e s t ’ (P*\ = 1 - 0  ) and compute Tmin r max * a
a c c o r d i n g l y .  Since 0  i s  a  f u n c t i o n  of  T and M, one has  to  choose a&
c e r t a i n  f i x e d  M in  o rd e r  to  o b t a i n  a f i x e d  T f o r  a g iv e n  0  . Thea °  'max
problem i s  more compounded by the  f a c t  t h a t  a c lo s e d  form e x p r e s s i o n
does n o t  e x i s t  fo r  T in  terms of  0  and M. T h e r e f o r e  an i t e r a t i v e  methoda
o f  computa t ion  has to  be adop ted .
I t  shou ld  a l s o  be mentioned h e r e  t h a t  a l t h o u g h  s m a l l e r  T g i v e s&
h i g h e r  power of  the t e s t  (which i s  d e s i r a b l e ) ,  one can n o t  reduce  Ta
i n d e f i n i t e l y .  In o rde r  to  r e t a i n  a  r e a s o n a b le  amount of  p r o b a b i l i t y  of 
making a c o r r e c t  d e c i s i o n  i n  the  ca se  of  no jump, some shou ld  be
s p e c i f i e d .  Since
Ta
Pr(H / J )  = S  f W d r ;  ,
-Ta
a p r e - s p e c i f i e d  T , . .. such t h a t  T £ T , . s w i l l  r e s u l t  in  a(min)  a a(min)
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P r (H _ /J )  £  Pr(H / J )  . . o o dih
Thus the  choice of  T can be viewed as  an i t e r a t i v e  p r o c e s s  w i t h  aa
c o n s t r a i n t .  Any r e a s o n a b le  i t e r a t i o n  method can be used ,  and th e  cho ice  
o f  t h e  e r r o r  c r i t e r i o n  e ,  such t h a t  \0 -  /? | £  £ should depend on the
in t e n d e d  a p p l i c a t i o n .
According to  e q u a t io n  ( 2 . 8 a ) ,  the  p r o b a b i l i t y  /? can be computed as
rd /? = J f(»?)dJ7, 
c
where f (tj) i s  the  Gauss ian d e n s i t y  f u n c t i o n ,  and
c = -  T -  M, a  ’
d = T -  M. a
M i s  t h e  amount of  b i a s  c r e a t e d  i n  as  the  r e s u l t  of  a pa ra m e te r
jump,
• M ^i . e .   =
v/ qT
zk
where AX i s  the  amount o f  jump.
The cho ice  of  T can be summarized in  the  fo l l o w in g  s t e p s .&
1.  S e l e c t  T , . v a c c o r d in g  to  the  d e s i r e d  P r (H „ / J )  . from thea(min)  & o min
s ta n d a r d  normal d i s t r i b u t i o n  t a b l e .
2 .  Choose B based  on the  minimum a l l o w a b l e  power (P^.  ) .max min
3.  Choose M . , which i s  i n t e r p r e t e d  as  the  minimum b i a s .  For  a l lmin
M t  M . , one o b t a i n s  P* t  P*. and f o r  a l l  M ^ M . , onemin min min
o b ta in s  P* £ P^.  ( f o r  a f i x e d  T ) .  In t h i s  sense M . i smm a min
the c u t - o f f  p o i n t  in  the b i a s  c o r r e s p o n d in g  to the  chosen P ^ n -
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A
4.  S e l e c t  an i n i t i a l  v a lu e  f o r  T = T . A good i n i t i a l  v a lu e  i sa &
the p re -c h o s en  T , . ...a(min)
a  r d
5. Compute /? = J f(rj)dT] ,
c
where
c = -  T -  M . , a  min
d = T -  M . . a min
A A
6. Compare /3 to  the  chosen /? , and a d j u s t  T a c c o r d i n g l y .  S ince  y?max a
A
i s  an i n c r e a s i n g  f u n c t i o n  o f  T f o r  each f i x e d  M, i f  B -  B > 0a ’ 'max K
then the v a lu e  of  T& shou ld  be incremented  by a s u i t a b l y  smal l
A
amount. However, i f  B -  0  < 0» and the  i n i t i a l  ch o ic e  of  T'max r  a
was T f . then  T can n o t  be decremented because  of  the  a(min)  a
c o n s t r a i n t  £ ^a (mi n ) • *n case  one ^ as  a d j u s t  the
va lue  of  M . , and s t a r t  anew. I f  the  i n i t i a l  cho ice  o f  T was min a
l a r g e r  than T , . t h en  T may be decremented .  b a ( m i n ) ’ a J
iA i7 .  When |B -  ^maxl s u f f i c i e n t l y  sm a l l ,  the  i t e r a t i o n  s t o p s .
I t  i s  conc ievab le  t h a t  i n  some a p p l i c a t i o n s  the  power of  the  t e s t  
i s  n o t  ve ry  im por tan t .  However, i t  may be e s s e n t i a l  t h a t  P r (Ho / J )  be 
h i g h .  In  such a s i t u a t i o n  T may be s e l e c t e d  d i r e c t l y  from t h e  r e q u i r e d
E
v a lu e  o f  Pr(H0/ J ) .  C o m p u ta t io n a l ly  t h i s  would be a much s im p l e r  
s i t u a t i o n .
I I .6 The Combined F i l t e r  A lgor i thm
In t h i s  s e c t i o n  an a l g o r i t h m  which i s  a combina t ion o f  t h e  c o n s t a n t  
pa ra m e te r  model f i l t e r ,  random walk model f i l t e r  and h y p o t h e s i s  t e s t i n g
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i s  d e s c r i b e d .  The random walk model f i l t e r  used  h e r e  i s  the  one where S,k
i s  viewed as  a des ign  p a ra m e te r .  The d e t e c t i o n  i s  o n e - s t e p  f o r  p re s e n c e  
or  absence  of  jump, b u t  t h e r e  i s  a l s o  a r e g i o n  of  n o n - d e t e c t i o n .  This  i s  
t h e  r e s u l t  of  u s in g  the  CDR which was d i s c u s s e d  i n  the  p r e v i o u s  s e c t i o n .
This  a lgo r i thm  i s  c la imed to  be capable  of  behav ing  as 
s e l f - l e a r n i n g  in  the fo l l o w in g  s e n s e .
i )  I f  the pa rameter  changes a r e  such t h a t  the  r e s i d u a l s  a r e  n o t  
s h i f t e d  enough (from zero )  to  r e j e c t  HQ w i th  the  chosen l e v e l  of  
c o n f i d e n c e ,  then the RWM f i l t e r ,  c apab le  of  t r a c k i n g  smal l  changes ,  i s  
a c t i v a t e d .  This means t h a t  i f  t h e r e  a r e  small f l u c t u a t i o n s ,  t h en  the  
f i l t e r  o p e ra t e s  as a RWM f i l t e r .
i i )  I f  the pa rameters  remain c o n s t a n t  f o r  a long t ime,  then  i t  a c t s  
as  a c o n s t a n t  pa rameter  f i l t e r .
H i )  i f  the r e s i d u a l  behaves i n  such a way t h a t  a jump i s  d e t e c t e d ,  
t h en  the  f i l t e r  i s  r e - i n i t i a l i z e d  and p roceeds  to  e s t i m a t e  t h e  new 
v a l u e s  of  the parameters  immedia te ly .
Of c ourse ,  as can be expec ted  w i t h  any s t a t i s t i c a l  method,  t h e r e  i s  
some element  of  u n c e r t a i n t y  which must  be a c c e p t e d .  These a r e  the 
p r e - d e t e r m i n e d  amounts of f a l s e  a la rm  and missed jump p r o b a b i l i t i e s .
The combined f i l t e r  a lg o r i t h m  s t a r t s  w i th  the  c o n s t a n t  
p a ra m e te r  model,
*k+i = V
The s ig n a l  model i s  the  f o l l o w in g :
where i s  a known m a t r ix  o f  a p p r o p r i a t e  d imens ions ( a s  in  the
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c l a s s i c a l  case  of  Kalman f i l t e r i n g ) ,  or  i s  g iven  by the  f o l l o w i n g  
e q u a t i o n :
Hk = ' - V i  -  - \- v  Dk - 1 -  W -
The p a ra m e te r  v e c t o r  i s  then  g i v e n  by
Xt  = [ Ax • • •  Av  Bx • • •  ] ,
where A . ,  B^ a r e  the  c o e f f i c i e n t s  of  the  ARMA model .
As men tioned  e a r l i e r  ( i n  c h a p t e r  I ) ,  the  same a lg o r i t h m  i s  v a l i d
f o r  b o t h  k inds  of  models ,  e x c e p t  t h a t  in  the  case of  an ARMAX model the
Kalman g a i n s  and cova r iances  can n o t  computed o f f - l i n e  because  the  
m a t r i x  depends on p a s t  o u t p u t s .  Thus, i s  unknown o f f - l i n e ,  a l t h o u g h  
known a t  every  s t e p  o n - l i n e .  For  the  case  of  the  ARMAX model the  whole 
a l g o r i t h m  must be implemented o n - l i n e .
In  the  f o l l o w in g  p a r a g r a p h s ,  the  CFA i s  d e s c r i b e d  s t e p  by s t e p .
A
1) Choose Qo , XQ, S^; R^ i s  e i t h e r  known or  assumed.
Also choose a  and . .min
2)  From the  va lue s  of  a  and P*. de te rm ine  T and T a c c o r d in g  tomin r  a b
the  method d e s c r i b e d  in  s e c t i o n  I I . 3.
3) The e s t i m a t i o n  e q u a t i o n  i s :
Xk / k  = Xk / k - i  + Kk 
where i s  the  r e s i d u a l ,  d e f i n e d  a s :
h - h - K  \ / k - r
For  bo th  of  the fo l l o w i n g  models
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Xk = Xk- l  (CPM) 
and Xk = Xk_ x + Wk_ l (RWM),
the  p r e d i c t i o n  e q u a t i o n  i s  g iven  by
A A
^ / k - i  = Xk - i / k - i  ‘
The Kalman g a i n ,  Kk> i s  g iv en  by
Kk = w.v *k- 4 «k/k-iHkr‘-
The covar iance  of  the  e s t i m a t e s ,  Qk , i s  u p d a te d  f o r  b o th  the 
models by the  r e c u r s i v e  e q u a t io n
Qk/k = [ ! '  KkBk> « k /k - , -  
For  the  RWM, the  p r o j e c t e d  Qk i s  g iv en  by
Qk + i/k  = Qk /k  + Sk ’ 
where
s k  = E[\ < 1 '
For  the  CPM,
Qk + l/k  = Qk / k ’
4)  The r e s i d u a l  i s  n o r m a l iz e d  by d i v i d i n g  i t  by i t s  own s t a n d a r d  
d e v i a t i o n  a t  each s t e p .  The v a r i a n c e  of  t h e  r e s i d u a l  i s  g iv en  by
Q~ = Hk W A + E*k
zk
f o r  both the  models .
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The norm a l ized  r e s i d u a l
ZkZ , =  -nk
v/ qw * /v
2k
i s  u sed  as  the  t e s t  s t a t i s t i c .
5) The hypo theses  a r e :
Hq = the  n u l l  h y p o t h e s i s :  no jump has  o c c u re d ,
= the a l t e r n a t e  h y p o t h e s i s :  a jump oc c u re d .
6) The t e s t  i s :
Check whether  or  n o t  exceeds the chosen r e j e c t i o n  t h r e s h o ld ,
Tr , and a l s o  whether  or  n o t  f a l l s  i n s i d e  t h e  a c c e p ta n c e
t h r e s h o l d ,  T .’ a
7) The d e c i s i o n  r u l e  i s :
Take no a c t i o n  i f  |Znj J <  T& , i . e .  HQ i s  a c c e p t e d .
A c t iv a t e  RWF i f  T <1Z , I<T , i . e .  n e i t h e r  H no r  H, i s  a  1 n k ' r  o l
a c c e p te d .
R e - i n i t i a l i z e  c o n s t a n t  pa ram ete r  f i l t e r  i f  , i . e .  Hq i s
r e j e c t e d  (H^ i s  a c c e p t e d ) .
In  the  nex t  c h a p t e r  the  p r o p e r t i e s  of  t h i s  f i l t e r  a r e  
d i s c u s s e d .  A number of  computer  s im u l a t io n s  have been  pe rfo rmed  to  t e s t  
t h i s  a l g o r i t h m .  The r e s u l t s  and p l o t s  a r e  p r e s e n t e d  i n  append ix  B.
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Chapter I I I
PROPERTIES OF THE COMBINED FILTER
Summary: In t h i s  c h a p t e r  the  b a s i c  p r o p e r t i e s  of  t h e  Combined 
F i l t e r  Algori thm a re  l i s t e d  and d i s c u s s e d ,  wi th m a the m a t ic a l  p ro o fs  
where n e c e s s a r y .  The g e n e r a l  development  i s  f o r  the  s i n g l e  o u t p u t  case ,  
a l t h o u g h  most of  the  p r o p e r t i e s  can be g e n e r a l i z e d  or e x tended  to  the 
m u l t i p l e  ou tpu t  s i t u a t i o n .  Those p r o p e r t i e s  a r e  d i s c u s s e d  i n  the nex t  
c h a p t e r .  Some b a s i c  a ssumpt ions  a r e  r e q u i r e d  in  o rde r  f o r  t h e  p r o p e r t i e s  
to  h o l d .  These assumpt ions a r e  g iv en  in  the nex t  s e c t i o n ,  a lo n g  w i t h  a 
l i s t  o f  n o t a t i o n s .
I I I . l  Assumptions , N o t a t i o n s  and D e f i n i t i o n s
The f o l l o w i n g  i s  a l i s t  o f  the  r e q u i r e d  a ssum pt io ns .
1)  Any changes or jumps in  the pa ram ete rs  a r e  r e f l e c t e d  in  the  
o u t p u t  o f  the  system, and c o n s eque n t ly  i n  the r e s i d u a l  of  t h e  f i l t e r .  
L a r g e r  changes have l a r g e r  impact  on the  r e s i d u a l .
2)  Jumps a r e  s u f f i c i e n t l y  f a r  removed from one a n o th e r  so t h a t  each 
jump can be ana lyzed  s e p a r a t e l y .
3)  The system i s  s t a b l e  f o r  any change in  the p a r a m e t e r s .
The fo l lo w in g  i s  a l i s t  of  n o t a t i o n s  and d e f i n i t i o n s .
T -  r e j e c t i o n  t h r e s h o l d .
T -  accep tence  t h r e s h o l d .
Hq i s  the n u l l  h y p o t h e s i s .
- 3 5 -
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J  i s  the event  t h a t  t h e r e  was a jump.
D i s  the event  |Z , |> T .1 n k 1 r
F i s  the event  |Z , l< T .1 n k 1 a
G i s  the event  T ^ | Z  , 1^ T .a 1 n k 1 r
M = |E(Zn^ ) | , amount of  b i a s  ( i n  the  n o rm a l iz e d  r e s i d u a l ) .
a  = P r ( D / J ) ,  p rob .  of  f a l s e  a la rm.
P = P r ( F / J ) ,  p rob .  of  missed  jump.
u  = P r ( J / D ) ,  p ro b .  of  r i g h t f u l l y  r e j e c t i n g  HQ.
7  = P r ( D / J ) ,  p ro b .  of  d e t e c t i o n .
r  = P r ( G / J ) ,  p ro b .  of  invok ing  random walk f i l t e r  g iv e n  no
jump has o c c u r e d .
= P r ( G / J ) ,  p r o b .  of  invok ing  random walk f i l t e r  i f  a jump 
has  occured .
The above p r o b a b i l i t i e s  a r e  c o n d i t i o n a l ,  b u t  i t  i s  the  con v e n t io n  to use
terms l i k e  ’p r o b a b i l i t y  of  f a l s e  a l a r m ’ i n s t e a d  of  ’ c o n d i t i o n a l
p r o b a b i l i t y  of f a l s e  a l a r m ’ .
I l l .2 P r e l i m i n a r y  C o n s i d e r a t i o n s
When a jump o c c u rs ,  i t  may or  may n o t  be d e t e c t e d  by th e  h y p o t h e s i s  
t e s t .  On the  o the r  hand,  t h e  t e s t  may f a i l  even when t h e r e  i s  no jump. 
The RWM f i l t e r  may be s t a r t e d  when t h e r e  was no need to  do so .  As a 
r e s u l t  the  a lg o r i th m  may or  may n o t  work o p t i m a l l y .  T h e r e f o r e ,  i t  i s  
n e c e s s a r y  to  d iv id e  the  p r o p e r t i e s  i n t o  two broad  g ro u p s :  f i r s t ,  when 
the  a lg o r i t h m  makes the c o r r e c t  d e c i s i o n  and works o p t i m a l l y ,  and 
second ,  when i t  makes a wrong d e c i s i o n .  The second group of  p r o p e r t i e s
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
-3 7 -
e s s e n t i a l l y  c o n s id e r s  the  r o b u s t n e s s  of  the  a lg o r i t h m  a g a i n s t  o u t l i e r s  
and missed  jumps. The f o l l o w i n g  b lo c k  diagram summarizes t h e  d i f f e r e n t  
s i t u a t i o n s  t h a t  may a r i s e  w h i le  the  combina t ion  f i l t e r  i s  r u n n in g .  I t  
shou ld  be no ted  t h a t  the a lg o r i t h m  s t a r t s  wi th  the  CPM.
CPM f i l t e r  i s  o p e r a t i n g
jump occurs no jump
m i s s e d i jump wrong model
e r r o r :  
f a l s e  alarm
RWM f i l t e r  s t a r t e d
jump n o t  d e t e c t e d  
CPM con t in u e s
jump d e t e c t e d :  f i l t e r  i s  r e - i n i t i a l i z e d
F i g .  3 . l
S e c t i o n  I I I . 3 c o n ta i n s  the  p r o p e r t i e s  of  the  f i l t e r  when a c o r r e c t  
d e c i s i o n  i s  made. I t  a l s o  d i s c u s s e s  the  p r o b a b i l i t i e s  of  making c o r r e c t  
d e c i s i o n s  or v a r io u s  e r r o r s  assuming t h e r e  was no e r r o r  u p to  the  t ime 
s t e p  b e in g  c ons ide red .
The b e ha v io r  of  the  a l g o r i t h m  when any one of  the  t h r e e  k in d s  of  
e r r o r  has  been made i s  d e s c r i b e d  in  s e c t i o n  I I I . 4.
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I I I .3 General  P r o p e r t i e s  of  the  F i l t e r
Lemma 1: I f  a jump occurs  a t  s t e p  k and i s  d e t e c t e d  a t  the  fo l low ­
ing s t e p  or  a t  a l a t e r  t ime,  then  the  r e i n i t i a l i z e d  f i l t e r  w i l l
g ive  i n c r e a s i n g l y  a c c u r a t e  e s t i m a t e s  of  the  new pa ram ete r  va lues  
u n t i l  the  next  jump, or  a f a l s e  a la rm,  whichever  occurs  f i r s t .
Proof :  The r e - i n i t i a l i z e d  f i l t e r  i s  j u s t  an o r d i n a r y  Kalman f i l t e r  
w i t h  c o n s ta n t  pa ramete r  a s sum pt ion .  T h e r e f o r e ,  a l l  i t s  convergence 
p r o p e r t i e s  { [ 3 ] , [ 4 ] }  h o ld  f o r  each p iec e w ise  c o n s t a n t  segment of  the 
p r e s e n t  a lg o r i th m .
Lemma 2: The p r o b a b i l i t y  of  f a l s e  a la rm  (a )  can be made as small  as 
d e s i r e d  a t  the expense of  one of  the  f o l l ow ing :
i )  i n c r e a s e  of e s t i m a t i o n  e r r o r s  in
some s i t u a t i o n s ,
i i )  d e c r e a s e  in  the  d e t e c t i o n  speed .
Remark 1: When us i ng  the b i nary  d e c i s i o n  r u l e ,  a  can be reduced  
e i t h e r  at  the cost  o f  i n c r e a s i n g  f}, or d e c r e as i ng  the speed o f  
d e t e c t  ion.
Proof :  F a l se  a la rm  occurs  when the n u l l  h y p o t h e s i s  i s  m is t a k e n l y  
r e j e c t e d .  The p r o b a b i l i t y  of  t h i s  even t  is
Tr
a = Pr (D/J )  = 1 -  JY(T?)d77 (3 .  l )
-T r
where f(r?) i s  the Gauss ian  d e n s i t y  f u n c t i o n  w i th  ze ro  mean and u n i t  
v a r i a n c e ,  and Tr i s  the  r e j e c t i o n  t h r e s h o l d .  E v i d e n t l y ,  a  can be made 
s m a l l e r  by i n c r e a s i n g  Tr> However, t h i s  r e s u l t s  in  an outward expans ion
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of  the r eg io n  of  RWF. As a  r e s u l t ,  the  p r o b a b i l i t y  of  invok ing  the RWF 
(even though th e r e  i s  no jump) i n c r e a s e s .
Indeed,
Tr
r  = P r (G /J )  = 2 J f faM r;  .
Ta
C l e a r l y  i f  Tr i s  l a r g e r ,  then  r  i s  l a r g e r .  Thus the  p r o b a b i l i t y  of 
n o i s i e r  e s t i m a t e s  i s  i n c r e a s e d .
Another  way to d e c r e a s e  a  i s  to  r e q u i r e  k c o n s e c u t iv e  r e j e c t i o n s  
b e f o r e  sounding an a la rm ,  i . e . ,  b e f o r e  r e - i n i t i a l i z i n g  the  f i l t e r .  Since 
i t  i s  known t h a t  i f  no jump has t aken  p l a c e ,  then  the  no rm a l ized  
i n n o v a t io n s  c o n s t i t u t e  a sequence o f  m u tu a l ly  independen t  s t a n d a r d  
normal  random v a r i a b l e s ,  c l e a r l y  i t  fo l lows  t h a t  the c o n d i t i o n a l  
p r o b a b i l i t y  of wrongful  r e j e c t i o n  remains the same (a)  a t  each s t e p .  
T h e r e f o r e ,  the p r o b a b i l i t y  of  k c o n s e c u t iv e  (wrongful )  r e j e c t i o n s  is  
g iv en  by
a (k )=  P r ( k  c o n s . r e j . ) =  a < a.
However, in  t h i s  case the  d e t e c t i o n  i s  de layed  by a t  l e a s t  k  s t e p s .
Lemma 3:  The upper  bound of the p r o b a b i l i t y  of  a missed  ump can be 
reduced by reduc ing  th e  a c c e p ta n c e  t h r e s h o l d .
Proof :  The p r o b a b i l i t y  of  missed jump i s  g iv en  by:
d
/? = J f t n l d r ;  ( 3 . 2 )
c
where
c = -T  -  M,a ’
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d = T -  M, a ’
and
M = amount o f  b i a s  ( i n  the  t e s t  s t a t i s t i c ) ,
c r e a t e d  by th e  jump.
,tLet  P . be the minimum power o f  the  t e s t  chosen by th e  d e s i g n e r ,  min
Then the co r respond in g  p r o b a b i l i t y  of  missed  jump i s  g i v e n  by
where M . i s  the c u t - o f f  p o i n t  i n  the  b i a s  such t h a t  f o r  a l l  M £  M .min min
t h e  power of  the t e s t  P* £ P*. .min
By the n a t u r e  of  the  normal p r o b a b i l i t y  d e n s i t y  f u n c t i o n  i t  i s  c l e a r
t h a t  fo r  each f ixed  M . one can reduce  B by r e d u c i n g  T .min r max a
Remark 2: Thi s  method o f  r e duc i ng  B r e s u l t s  in i ncr e as e dJ ° ' mov
n o i s i n e s s  o f  e s t i ma t e s  because t he  r eg i on  o f  the FWM f i l t e r  i s  expanded  
i nward.  A l s o ,  whenever t he  MU f i l t e r  i s  in o p e r a t i o n  w i t h  t he  t rue  
paramet er s  be i ng  c on s t a n t ,  t he  f i l t e r  becomes s u b o p t i m a l . The behav i or  
o f  the  f i l t e r  in t h i s  s i t u a t i o n  i s  c o n s i d e r e d  in t he  ne x t  s e c t i o n .
Lemma 4: The p r o b a b i l i t y  o f  r i g h t f u l  r e j e c t i o n  u  i n c r e a s e s  w i th  the  
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P roo f :  Since
P r ( D / J ) P r ( J )
P r ( J /D )  =
Pr(D)
and
Pr(D) = P r ( D / J ) P r ( J )  + P r ( D / J ) P r ( J ) , 
i t  i s  p o s s i b l e  to  show t h a t
P r (D /J )
«  = P r ( J /D )   -----------------------------------  , ( 3 . 3 )
P r ( D / J ) p  + P r (D /J )
where
Pr (  J )
P = -----------
Pr (  J )
i s  a  measure of  the r e l a t i v e  l i k e l i h o o d  o f  jump. Note t h a t  P r (D / J )  = a  
i s  the  p r o b a b i l i t y  of  f a l s e  a la rm,  and the  p r o b a b i l i t y  o f  d e t e c t i o n  i s
d
7  = P r (D / J )  = 1 -  J'f(77)d77 , ( 3 . 4 )
c
where t h e  l i m i t s  c and d a r e  d e f i n e d  as
c = -T  -  M, r  ’
d = T -  M. r
Now, l e t
A = - 2 2 — ; ( 3 . 4 a )
th en ,  from e q . ( 3 . 3 )  and ( 3 . 4 a ) ,
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E q . ( 3 . 4 ) shows t h a t ,  f o r  each f i x e d  Tr> -7 i n c r e a s e s  w i th  an 
i n c r e a s e  i n  M. According to  e q . ( 3 . 4 a ) ,  then ,  A w i l l  d e c r e a s e  p rov id ed  
the  p r o b a b i l i t i e s  p and a  r emain  c o n s t a n t .  C onsequen t ly ,  f o l l o w in g  
e q . ( 3 . 5 ) ,  the  p r o b a b i l i t y  of  r i g h t f u l  r e j e c t i o n  w w i l l  i n c r e a s e  with 
the  i n c r e a s e  in  M.
Lemma 5:  Assuming t h a t  M i s  u n i fo rm ly  d i s t r i b u t e d  be tween 0 and Mu> 
the  ( u n c o n d i t i o n a l )  p r o b a b i l i t y  of  d e t e c t i o n  Pr(D) v a r i e s  between a 
and 1 . In  p a r t i c u l a r ,
a)  lim Pr(D) = a ,
M -»0 u
b) l im Pr(D) = 1 .
M -X30 u
Proof :  By d e f i n i t i o n ,
M , 77u d — —
Pr(D) = 1 -  — ---- —  J  J  e d7?dM.




A(M) = - —  J* e 2 d77.
V2 7T c
S ince
c = -T -  M, r  ’
and
d = T -  M, r  ’
from the n a tu r e  of  the  s t a n d a r d  normal p r o b a b i l i t y  d e n s i t y  f u n c t i o n ,
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i t  i s  e v id e n t  t h a t  A(M) i s  a  d e c re a s in g  f u n c t i o n  o f  M. Then
Mu
Pr(D) = 1 -  —  /  A(M)dM. ( 3 . 6 )
M 0 u
Since M i s  d i s t r i b u t e d  be tween 0 and Mu , i t  i s  seen  t h a t
-T -  M < -T  -  M = c < -T r  u r r
and
T - M  < T - M  = d < T  , r  u r  r ’
which means t h a t  M -»0 im p l ie s  c -> -T and d •+ T . Thus, by d e f i n i t i o n  u r  r
of  ACM),




lim Pr(D) = l im [1 -  —  J u  -  cOdM]
M -X) M -*0 M ou u u
= 1 -  (1 -  a)
= a.
P a r t  a)  i s  thus proved.  For  p a r t  b ) ,  f i r s t  i t  i s  shown t h a t  f o r  l a r g e  
M, the  f u n c t i o n  A(M) i s  bounded by an e x p o n e n t i a l l y  d e c r e a s i n g  
f u n c t i o n .  Denote
d x
C(M) = —  f  e 2 dx.
V 2 t  c
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From the  n a t u r e  of  t h e  s t a n d a r d  normal p r o b a b i l i t y  d e n s i t y  f u n c t i o n ,  
t h e r e  e x i s t s  K > 0 such t h a t  A(M) < C(M) f o r  a l l  M > K. The f u n c t i o n  
C(M) can be w r i t t e n ,  a f t e r  c a r r y i n g  out  the  i n t e g r a t i o n  and 
r e a r r a n g i n g ,  as
I t  was shown in  a) t h a t  A(0) = 1 -  a,  and t h a t  A(M) i s  a  d e c r e a s i n g
f u n c t i o n  of  M. T h e r e f o r e ,
L
J  A(M)dM < L(1 -  a ) ,  f o r  a l l  L > 0. 
o
I t  fo l low s  t h a t
< K(1 -  a)  + J* C(M)dM,
K
where K i s  such t h a t  C(M) > A(M) f o r  a l l  M > K. The i n t e g r a l
_ J L





) = c o n s ta n t  f o r  f i x e d  T .r
oo K 00




I C(M)dM = K. /  e 2 dM
K K
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E
= -  2 K ( e -00 -  e 2 c
= 2 K e c
K
2 = Ka
i s  c o n s t a n t .  Thus,
oo
J A(M)dM < K(1 -  a)  + K = K,a b0
( 3 . 6 a )
From e q . ( 3 . 6 )  and i n e q u a l i t y  ( 3 . 6 a ) ,  i t  fo l low s  t h a t
l im Pr(D) = 1 - 0  = 1.
M -*» u
Th is  completes  the  p r o o f  o f  lemma 5.
Lemma 6:  I f  t h e r e  i s  a  jump of  amount AX^ a t  s t e p  k  = k Q, then  the 
mean-square v a lu e  of  t h e  r e s i d u a l  a t  s t e p  k  i s  g i v e n  by
E t Z ^ )  = Q_ (model) + H ^ A X ^ .  
Zk
Proof:  Assume t h e r e  i s  a  jump a t  s t e p  k = k , and t h a t
The r e s i d u a l  is  g iv e n  by
i s  the a c t u a l  e r r o r ,  d e f i n e d  as
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The a c t u a l  e r r o r  and the  e r r o r  computed in  the model a r e  r e l a t e d  by
Theorem 3 .1 :  I f  t h e r e  i s  a paramete r  jump accompanied by an 
i n c r e a s e  ( d e c r e a s e )  i n  n o i s e  v a r i a n c e ,  w i th
X^ ( a c t u a l )  = Xj[_ 1 + AX^,
then
i )  the  n o r m a l iz e d  r e s i d u a l  has  n o n - z e r o  mean,
i i )  i t s  v a r i a n c e  i s  g r e a t e r  ( l e s s )  than  u n i t y .  
Fu r the rm ore ,  i f  AR^ > 0 ,  then
g r e a t e r  than  u n i t y .
Proof :  (For  s i n g l e  o u t p u t  case)  P a r t  i )  f o l l o w s  from the  f a c t  t h a t  
a jump produces a  b i a s  i n  t h e  r e s i d u a l .  Observe t h a t  t h e  mean va lu e  i s  
g i v e n  by
T h e r e f o r e ,
) ( a c t u a l )  = + AX^AX^.
Hence
= Q_ (model) + H 
Zk
R^ ( a c t u a l )  = R^ (model) + AR^,
and
i i i )  the mean squa re  va lue  of  the  n o r m a l iz e d  r e s i d u a l  i s
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To show p a r t  i i ) ,  obse rve  t h a t  from lemma 6, the  a c t u a l  mean square 
va lu e  is
E(Z,Z*) = h£ + ^ ( a c t u a l )  + H ^ A X ^ .  ( 3 . 7 )
A l s o ,
E(V k )
E(V ! S l L ) =  • ( 3 -s )
Hk ^ / k - A +
The v a r i a n c e  of the  n o rm a l ized  r e s i d u a l  i s  g iven  by
v a r <ink ) .  E t Z ^ )  -
Since
Hk
E(2„k> -  —  k -
V ^ k / a - l A  + V " ° d' 1>
i t  i s  c l e a r  t h a t
Var(i , _ Hk gk/(k-DHk - *ktMtMl> 
nk ’ < « k / ( k - . ) Hk + Bk (" » d e l )
A  
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Var(Znk) >(<)  1 f o r  AI^ >(<) 0,
which proves p a r t  i i ) .
Next ,  obse rve  t h a t  from eq.  ( 3 .7 )  and ( 3 .8 )  i t  f o l l o w s  t h a t
-  - t Hk AXAX^ H + AR
- 1 * ■ — 31 <3 -8*>
Zk
I f  AR^ > 0, then  eq .  ( 3 . 8 a )  im p l ie s  t h a t
M J L )  > !■
which proves  p a r t  i i i ) .  Thus,  the theorem i s  proved .
Theorem 3 .2 :  The p r o b a b i l i t y  t h a t  the d e t e c t i o n  d e l a y  i s  equal  to
one i s  maximal , i . e . ,
Pr (Dj=  1) > P r (D j=  j )  f o r  a l l  j > 1
Proof :  I t  i s  e v id e n t  t h a t
Pr(D,=  j ) = 8. B. . . . 0 ,  • 7,d J k  +1 He + j - l  k +i ’0 0 o J 0 J
where k Q i s  the  s t e p  when th e  jump occured ,  and kQ+j i s  the s t e p  when
i t  i s  d e t e c t e d .  S ince  0  < 1 ,  c l e a r l y
Pr(Dj= j )  < P r ( D j = i )  f o r  a l l  i < j .
I t  fo l lows  t h a t  {Pr(D(j= j ) }  i s  a d e c r e a s in g  sequence i n  j ,  w i th  the  
maximum oc c u r ing  a t  j  = 1 .
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I I I .4  Robustness  C o n s i d e r a t i o n s : Behavior  of  the  A lgor i thm  
i f  an I n c o r r e c t  D e c i s i o n  Has Been Made
In t h i s  s e c t i o n  the  consequences  of  making i n c o r r e c t  d e c i s i o n s  
a r e  a n a ly z e d .  The goal  i s  to  show t h a t  even when th e  e r r o r s  a r e  neve r  
c o r r e c t e d ,  t h e r e  i s  no danger  of  f i l t e r  d iv e r g e n c e .
In the case of  an u n d e t e c t e d  jump, the  e s t i m a t e s  w i l l  be b i a s e d  a t  
the  w o r s t .  However, the  b i a s  in  the  r e s i d u a l ,  b e in g  a  f u n c t i o n  of  the 
t i m e - v a r y i n g  o b s e r v a t io n  m a t r i x ,  changes a t  each  t ime s t e p .  The p roba ­
b i l i t y  o f  d e t e c t i o n  v a r i e s  a c c o r d i n g l y ,  so t h a t  a m is s e d  jump may or 
may n o t  be d e t e c t e d  l a t e r .  In  o r d e r  f o r  the  f i l t e r  to  d i v e r g e ,  however,  
the  b i a s  w i l l  have to keep i n c r e a s i n g  c o n s i s t e n t l y .  T h i s  w i l l  a u to m a t i ­
c a l l y  l ead  to  d e t e c t i o n  ( s i n c e  the  c o n d i t i o n a l  p r o b a b i l i t y  o f  d e t e c t i o n  
i s  an i n c r e a s i n g  f u n c t i o n  o f  the b i a s ) .  Hence the  a l g o r i t h m  i s  r o b u s t  
a g a i n s t  d iv e rg e n c e .
I f  t h e r e  has been no jump, bu t  the RWM f i l t e r  i s  a c t i v a t e d ,  then  a 
model mismatch i s  c r e a t e d .  Thi s  s i t u a t i o n  does n o t  pose  any g r e a t  danger  
as  w i l l  be shown l a t e r  i n  t h i s  s e c t i o n .  In  t h e  case  o f  a  f a l s e  a la rm,  
the  n e e d le s s  r e - i n i t i a l i z a t i o n  c r e a t e s  n o i s y  e s t i m a t e s  f o r  a s h o r t  t ime.  
Thi s  c o n d i t i o n  c o r r e c t s  i t s e l f ,  p rov ide d  t h e r e  i s  n o t  a n o t h e r  f a l s e  
a la rm  too c lo s e  in  the f u t u r e .  In c h a p te r  IV i t  i s  shown t h a t  even under  
the  v e r y  u n l i k e l y  c i r c um s tanc e  of  a cha in  of  f a l s e  a l a r m s ,  the  f i l t e r  
can n o t  d iv e r g e .  The f o l l o w i n g  p r o p e r t i e s  a r e  s t a t e d  and p roved  f o r  the 
s i n g l e  o u tp u t  ca se .
Theorem 3 .3 :  I f  t h e r e  i s  an u n d e te c t e d  jump a t  s t e p  kQ, and the  CPM 
f i l t e r  i s  o p e r a t i n g ,  then  the  mean e s t i m a t i o n  e r r o r  v e c t o r  i s  g iven  
by




E(ek ) = \  **• \  AX’
% = I -  K, k  k  k
Proof :  Let  AX^ be the jump a t  s t e p  k = k Q, such t h a t




ek "  Xk '  Xk / k ’ < 39>
ek = (1W  *k V *
" \ - r  Kk[4 (xk-1+ * V  \ - i )+ V *  “ k-
= ( I  -  Kk H^)(ek_ 1+ AXk ) + KkVk . ( 3 . 9 a )
The mean e s t i m a t i o n  e r r o r  i s  g iven  by
E(ek ) = ( I  -  Kk H^)[E(ek_ 1) + A X ^ . ( 3 . 1 0 )
Assume t h a t  t h e r e  was no jump b e fo r e  k Q and t h e r e  i s  no jump a f t e r  k Q. 
Then,
AX, = 0  f o r  a l l  k  > k , 
k 0
AXfc = AX fo r  k=kQ.
C onsequen t ly ,  f o r  a l l  k  > kQ ,
E (e k ) = ( I  -  V ‘ )E<V 1>-
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
-5 1 -
Denot ing
i t  fo l low s  t h a t
( I - K kH * ) = f k , ( 3 .1 1 )
f f kE(ek - i 5 f o r  k > k 
E(e, ) = k k 1 0 ( 3 .1 2 )
{ \ A X  f o r  k = k .K 0
T h e r e f o r e ,  f o r  k  £  k Q i t  can be w r i t t e n  t h a t :
E(ek ) = W - i * ' * * \  ( 3 .1 3 )
0
Theorem 3 .4 :  Assuming t h a t  the  f i l t e r  o p e ra t e d  o p t i m a l l y  up to s t e p  
k Q-  l ,  the  c o v a r i an c e  of  the  e s t i m a t i o n  e r r o r  does no t  depend on 
the  occur rence  of  a pa ra m e te r  jump a t  s t e p  kQ.
Proof:  The c ova r ianc e  Qk i s  d e f ine d  as
Qk = E{[ek"  E(ek ) ] [ e k“  E(ek ) ] t }  = E(AekAek ) .
I f  t h e r e  i s  a jump of  magni tude  AX a t  s t e p  k = kQ, t h e n  by eq. (3 .9a )  
and ( 3 . 1 2 ) ,  f o r  a l l  k t  kQ,
Aek = ek-  E(e t ) = y V l -  E C , ^ ) ] *  KkVk .
= V ek - l  + h \ -
Thus,  f o r  a l l  k  ^  kQ, the  a c t u a l  Qk i s  g iv e n  by 
= E(4ek4 e ‘ ) = *kE(Aek_ 14 e J _ 1 J** ♦
= v e x + v x -
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Since  i t  i s  assumed t h a t  the  f i l t e r  was opt imal  up to  the  s t e p  k Q- i , 
i t  i s  t r u e  t h a t ,  f o r  k  = kQ,
where deno tes  the  c o v a r i an c e  computed in  the f i l t e r ,  and the  m a t r ix
^  i nvo lves  Kalman g a in s  which a r e  opt imal  a t  t h i s  s t e p .  Next i t  i s
0 in
shown t h a t  i f  a t  any s t e p  k £ kQ, = Q^, then  i t  f o l l o w s  t h a t
Q a  =  Qm 
yk+l  \ + l  ■
21 inAt s t e p  k,  = Qk means t h a t  the g a in  a t  the  n e x t  s t e p  i s  op t im al ,  
because
The m a t r ix  i s  then  o p t im a l ,  s inc e  by d e f i n i t i o n
v  =(I -
and H i s  an a c t u a l  m a t r i x  c o n s i s t i n g  of p a s t  i n p u t s  and o u t p u t s .  
T h e r e f o r e ,
Ci = cX  * h  +Kk+iBktiKk+i - c. ■
Thus, i t  has been shown t h a t  i f  t h e r e  i s  a jump (AX) a t  s t e p  k Q, 
then  a l though  the mean of  the  e s t i m a t i o n  e r r o r  i s  s h i f t e d  from z e ro ,  the 
c ova r iance  of  the e s t i m a t i o n  e r r o r  remains unchanged.
C o r o l la r y  to  theorem 3 .4 :
I f  a jump i s  n o t  accompanied by a change in  t h e  n o i s e  v a r i a n c e ,
then  the  c ova r ianc e  of  the  normal ized  r e s i d u a l ,  Q_ , i s  no t
z,
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a f f e c t e d  by i t .  
Proof :  S ince
and Qk / k _ r remains u n a f f e c t e d ,  i t  fo l lows  t h a t  Q„ w i l l  remain 
u n a f f e c t e d  as  long  as Rj  ̂ does n o t  change.
Zk
Remark 3: In  some p a r t i c u l a r  s i t u a t i o n s  i t  may so happen tha t  the  
b ias  in  the normal iz ed  r e s i d u a l ,  which i s  a f u n c t i o n  o f  the mean e r r o r ,  
keeps  d e c re a s in g  c o n s i s t e n t l y . Th is  means the  condi  t i o na l  p r o b a b i l i t y  o f  
d e t e c t i o n  a l so  d e c r e a s e s . T h i s  case i s  d i s c u s s e d  in  theorem 3 . 5 .
Theorem 3 . 5 :  (A s u f f i c i e n t  c o n d i t i o n  f o r  the  b i a s  to  be a 
d e c r e a s in g  sequence .)  I f  a t  each s t e p ,  f o r  a l l  v e c t o r s  b which a r e  
non-o r thogona l  to Hk , t h e  s igns  of  and k£  ( I  + b a r e  the
same, then  the  b i a s  i s  bounded above by a d e c r e a s i n g  sequence.
Proo f:  In o r d e r  to prove  t h i s  theorem, the  f o l l o w i n g  two 
lemmas a r e  r e q u i r e d .
Lemma 7: (S in ce  the  e x p r e s s io n s  a r e  v a l i d  f o r  each  s t e p  k,  the 
s u b s c r i p t  k  i s  dropped t e m p o r a r i l y . )  I f  f o r  a l l  v e c t o r s  b which a r e  
non -o r thogona l  to H, the  s ig n s  of  b^H and K^( I + ^, t )b a r e  the 
same, then ||$ b|| < | |b| | .
Proo f :  Assume t h a t  the  s ig n s  of  b*H and K*( I + $ * )b  a r e  the  
same. Then,
b W ^  21 -  KHfc)b > 0
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*  - b t HKt b + b ^ W b  -  b W b  + b t b < b 4b
*  - b W c  I -  KHfc)b + b*( I -  KHt )b < b fcb
*  b t ( I -  HKfc)(  I -  KH ^b < b l b
=> ($ b ) 4 $ b < b*b
*  p b | | < | | b | | .
Lemma 8: The sequence of  b i a s  in  the  no r m a l iz e d  r e s i d u a l  i s  bounded 
above by th e  norm o f  the  mean e s t i m a t i o n  e r r o r  t im es  a c o n s t a n t .
Proof :  The b i a s  i n  the  normal ized  r e s i d u a l  i s  g i v e n  by
Mk = Ie c v i
+HX l ’k
where cr  ̂ i s  the  s t a n d a r d  d e v i a t i o n  of  the  r e s i d u a l ,  w i th
V  = Q~‘
Assuming t h a t  t h e  jump occured  a t  s t e p  kQl t h e  b i a s  can be w r i t t e n  a s :
f 1
Mk =
| hJ  AX, | f o r  k  = k
IH^E( ©lc_ x) | f o r  k > k 0 .
( 3 . 1 4 )
By theorem 3 .4 ,  the  c o v a r i an c e  Qk does n o t  depend on the  occurance
o f  jumps i n  p a ra m e t e r s .  So a l s o  does n o t  depend on the  jump. WLOG
assuming t h a t  ||H, || i s  bounded,  and n o t in g  t h a t  — i s  bounded by —
' k
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the  f o l l o w i n g  i s  t r u e :
I l H j  [ |E(ek _ x ) |] ( 3 . 1 5 )
k
Thus the  b i a s  i s  dominated by a bounding sequence .
P r o o f  o f  theorem 3 .5 :  I t  has  been shown e a r l i e r  ( i n  theorem 3 .3 )
t h a t
E K e k ) =  AX.
Assuming the n o n - o r t h o g o n a l i t y  c o n d i t i o n  to  h o l d  a t  each  s t e p  f o r  AX, i t  
fo l lows  from lemma 7 t h a t
| | AX| |  >  | | $k  AXJI  >  • • •  >  I I =  I I ^ V H -  
O 0
Thus, | |E(ek )|| i s  a d e c r e a s i n g  sequence .  Then i t  f o l l o w s  from lemma 8
t h a t  s i n c e  the b i a s  Mk i s  bounded above by | |E(ek ) | | ,  and s in c e  | |E(ek )|| i s
d e c r e a s i n g ,  then Mk i s  dom ina ta ted  by a d e c r e a s i n g  sequence .
Theorem 3 .6 :  I f  a t  some s t e p  kQ the  RWM f i l t e r  i s  s t a r t e d  a l t hough  
the  pa ram ete rs  a r e  c o n s t a n t ,  and i f  the  CPM f i l t e r  has  been  
o p e r a t i n g  o p t i m a l l y  u n t i l  t h a t  t ime,  then  the  computed e r r o r  
c o va r iance  i s  the sum o f  the  a c t u a l  e r r o r  c o v a r i a n c e  and a p o s i t i v e  
s e m i d e f i n i t e  m a t r ix ,  i . e . ,
Qk _ Q k = B k '  ( 3 ‘ 16)
where
Qk = c o v a r i a n c e  computed in  t h e  model ,
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= a c t u a l  c ova r iance ,
and
( 0 , i f  k  = k
V
o
x ( 3 . 1 7 )
S k - . K  ' i f  k > V
Proof:  The p roo f  i s  by in d u c t io n .  F i r s t  i t  i s  proved fo r
k „ +  l . By d e f i n i t i o n ,0
«k = V W - . X ♦ W k -
This  e q u a t io n  i s  t r u e  f o r  b o th  a c t u a l  and computed c o v a r i a n c e s ,  fo r  
op t im al  or subopt imal  g a i n s .  I t  i s  assumed t h a t
Qi! = Ql! f o r  k  = k k k 0
Then the  p r o j e c t e d  c ova r iance  i s
w( k o + i ) /k o "  ^k + 6k ’ 0 0
’  V0 0
But the  a c t u a l  c o va r iance  i s
<SV ‘> V  QV
Then, fo r  k = k Q ,
w  C i v  v C *
■ C  -  V . “ k +
w i th  B^ = 0.  Hence,
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<4-1 = <4+l -  W
Assume the  theorem to be t r u e  f o r  s t e p  i -  l .  Hence, 
oa _ -  n
Hi - l  x i - l  * * i - r
Showing t h a t  the  r e l a t i o n s h i p  ho lds  f o r  s t e p  i w i l l  comple te  
the  p r o o f .  At s t e p  i ,
By h y p o t h e s i s ,
■»aQ ? . , . . = Q? = Q. -  B.
l / ( l —l )  ^ i - l  u - l  l - l
Hence,
and
= Q”  -  t . ( B .  ,+ S. , ) » ?  1 1 1-1 1-1 1
= Qm -  B . , l i  ’
Q”  "  Qk = \  ' f o r  k > V  ( 3 - 18)
where B^ i s  p o s i t i v e  s e m i d e f i n i t e .  This  comple tes  t h e  p r o o f .
Remark 4: The m a t r i x  remains bounded because
^k  ~ ^k  ( t fc - l  + ^ k - 1^ '  and ^k  i s  chosen by  tfte d e s i g n e r .
Theorem 3 .7 :  I f  the  CPM f i l t e r  has  been o p e r a t i n g  o p t i m a l l y  up to 
s t e p  kQ and the  RWM f i l t e r  i s  s t a r t e d  a t  t h a t  t ime ( a l t h o u g h  the
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p a ra m e te r s  a r e  s t i l l  c o n s t a n t ) ,  th en  the  n o r m a l iz e d  r e s i d u a l  a t  
k  > k Q has  i )  ze ro  mean, and i i )  v a r i a n c e  l e s s  t h an  one.
Proo f :  The p r o o f  of  the  f i r s t  i s  by i n d u c t i o n .  S inc e  the  f i l t e r  is  
assumed op t im al  up to  s t e p  k Q,
E(Zk ) = 0 and E(ek ) = 0  f o r  k  = k Q.
The r e s i d u a l  a t  the  n e x t  s t e p  i s  g iv e n  by
= hL v . -  -  vk « -
Taking expec ted  v a lu e s  of  b o th  s i d e s ,
E(5k+. ) -  »■
A l s o ,
E (e k ) = E(ek_ x) -  K jE C ^ )  = 0,
so t h a t
E ( V i >  = E (e k> -  Kk « E<ik « ) -  »■
Assume f o r  some i > k Q, E ( Z . ) = 0 and E(e^)  = 0.
Then
E(Z. ) = , E ( e .)  = 0.l + l  l+ l  l
Thi s  completes  the  p r o o f  o f  p a r t  i ) .
For  p a r t  i i ) ,  n o t e  t h a t  the  v a r i a n c e  of  t h e  n o r m a l iz e d  
r e s i d u a l  i s  g iv e n  by
Hk Qk / ( k - i ) Hk + ®k v a r ( Z  , ) = — - — k/Uc_U_k (3 ig )
■ Itik-.iV 'i
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But,  from p r e v i o u s  r e s u l t ,
< S / ( k - u  = Qk-1 = C l  -  \ - i -
T h e r e f o r e ,
« k / ( k - l )  = < ? / < k - . )  - s * - .  - \ - l -  ( 3 - 20)
Eq. ( 3 .19 )  and ( 3 .2 0 )  show t h a t  v a r C Z ^ )  < 1.
C o r o l la r y  to  theorem 3 .7 :
Under t h e  c o n d i t i o n s  of  theorem 3 .7 :  i )  the  f a l s e  a la rm p r o b a b i l i t y  
i s  lower,  and i i )  the  p r o b a b i l i t y  o f  c o r r e c t l y  a c c e p t i n g  HQ is  
h i g h e r  than  th e  d e s igne d  v a lu e .
Proo f:  Both of  t h e s e  r e s u l t s  a r e  based  on the  o b s e r v a t i o n  t h a t  the
normal d e n s i t y  f u n c t i o n ,  when va r  < 1, encompasses  more a r e a  i n s i d e
i n t e r v a l  [ -T  , T ] and l e s s  a r e a  o u t s i d e  [ -T  , T ] ,  compared to the case 
3i Si T V
when v a r i a n c e  = 1.
Remark 5: The above p r o p e r t i e s  show tha t  when the  RWM f i l t e r  i s  
invoked  a l though  t h e r e  i s  no parameter  jump, the  f i l t e r  w i l l  not  
d i v e r g e .
In  the  n e x t  c h a p t e r ,  the  proposed a lg o r i t h m  i s  ex tended  to  the 
m u l t i p l e  o u t p u t  c a s e .  The p r o p e r t i e s  of the  a l g o r i t h m  a r e  m od i f ied ,  and 
n e c e s s a r y  p r o o f s  a r e  p r e s e n t e d .
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C hapter IV
EXTENSION TO MULTI-OUTPUT SYSTEMS
Summary: In t h i s  c hap te r  the  h y p o t h e s i s  t e s t i n g  and d e c i s i o n  r u l e  
i s  ex tended  to the  m u l t i o u t p u t  ca se .  Methods f o r  the  n o r m a l i z a t i o n  of 
the r e s i d u a l  a re  d i s c u s s e d .  S ince  the h y p o t h e s i s  t e s t  i s  based  on only 
the c u r r e n t  sample,  i t  i s  p o s s i b l e  to  use the  norm squa re d  of  the 
no rm a l iz e d  r e s i d u a l  as  the t e s t  s t a t i s t i c .  Thi s  v a r i a b l e  i s  a s c a l a r  
wi th  C h i - sq u a r e  d i s t r i b u t i o n .  Moreover, s in c e  t h i s  q u a n t i t y  can be 
o b ta in e d  d i r e c t l y  from the r e s i d u a l  v e c to r  and the  i n v e r s e  of  i t s  
c o v a r i an c e  m a t r ix ,  the  a c t u a l  n o r m a l i z a t i o n  i s  a v o id e d .  T h i s  t echn ique  
r e s u l t s  i n  s i g n i f i c a n t  computa t iona l  r e d u c t i o n  and s i m p l i f i c a t i o n  of 
the d e c i s i o n  r u l e .  P r o p e r t i e s  of  the  CFA f o r  the  m u l t i - o u t p u t  case  a r e  
a l s o  g i v e n  in  t h i s  c h a p te r .
IV.1 N o rm a l i z a t io n  of  the Res idua l
The o b s e r v a t io n  e qua t ion  i s
where
Zk = H kXk + vk , ( 4 . 1 )
i s  mxl
Hk i s  mxn
X, i s  nxl  k
V, i s  mxl. k
- 6 0 -
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The r e s i d u a l  v e c t o r  i s  g i v e n  by
\  = Hkek - i  + Vk ’ ( 4 ,2 )
w i th
ECZj^) = 0, 
and c o v a r i an c e  m a t r ix
-  W / k - A + "k-
zk
The m a t r ix  Q i s  mxm, symmetr ic ,  p o s i t i v e  d e f i n i t e .  
Zk
To no rm a l iz e  Z^, deno te  Q = L L*. Then
Zk
Znk = L_1 V
I t  i s  easy  to show t h a t  i s  a v e c t o r  c o n s i s t i n g  of  zero-mean,  u n i t  
v a r i a n c e ,  in d e p e n d e n t ly  d i s t r i b u t e d  Gauss ian  random v a r i a b l e s .  Indeed,
E(Znk) = L—1E C Zfc) = 0,
and
E ( i nkEnk> ■ f W ^ t L - ) 4 
= L_1L Lfc(L- 1 ) 1 
= I .
The m ean 'o f  the no rm a l ized  r e s i d u a l  v e c t o r ,  assuming a jump of  
magni tude A in  the  p a ra m e te r  v e c t o r ,  i s  g i v e n  by
E(Enk> * 4  4  Xk + K  E(ek-1>- 
C l e a r l y ,  s i m i l a r  to the  s i n g l e  ou tp u t  c a se ,  i f  t h e r e  i s  no jump a t  the
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p r e s e n t  s t e p ,  k  = kQ, and t h e r e  was no jump p r e v i o u s l y ,  k  < k Q, then  
E(Zn^)  = 0. A jump i n  the  pa ram ete r  v e c t o r  c r e a t e s  a  b i a s  ( i n  the 
no rm a l iz e d  r e s i d u a l ) ,  d e f i n e d  below.
D e f i n i t i o n  4 .1 :  The b i a s  i n  the no rm a l ized  r e s i d u a l  i s  d e f i n e d ,  in  
ana logy  w i th  the s i n g l e  o u tpu t  ca se ,  a s  the  norm o f  the  mean of  the 
no rm a l iz e d  r e s i d u a l  v e c t o r .  Thi s  b i a s  i s  deno ted  by Mn . i . e . ,
IV .2 D e c i s ion  Theory f o r  the  M ul t i -O u tpu t  Case
The d e c i s i o n  f o r  the  m u l t i - o u t p u t  case  can be based  on e i t h e r  of 
the  fo l l o w in g  approaches :
i ) t e s t  each component of  the  v e c t o r  Z ^  
or i i )  t e s t  the  v e c t o r  Z , as a whole.
These two approaches a r e  d e s c r i b e d  in  the ne x t  two s u b s e c t i o n s .
IV .2 .1  T e s t i n g  Each Component of  the  Normalized R e s idua l  Vector
I f  the  components a r e  to  be t e s t e d  s e p e r a t e l y ,  the  h y p o t h e s i s  t e s t  
must be used  m t im es .  The d e c i s i o n  can be based  on the  number of 
f a i l u r e s .  In t h i s  c a se ,  each component of  Zn^ w i l l  have i t s  own b i a s ,  
d e f i n e d  as
Each Z ^ .  i s  d i s t r i b u t e d  N ~ ( 0 ,1 )  under  t h e  n u l l  h y p o t h e s i s .  Thus,  fo r  
each component, the t e s t i n g  p rocedure  and a l l  the  a s s o c i a t e d  p r o b a b i -
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l i t i e s  a r e  the  same as  i n  the  s i n g l e  ou tpu t  c a s e .  In  o t h e r  words,  the 
m u l t i - o u t p u t  case i s  t r e a t e d  as  a c o l l e c t i o n  of  s i n g l e  o u tp u t  c a s e s .  The 
i ^  t e s t  f a i l s  i f
I W  > V
The i ^  t e s t  pa s se s  i f
|Z , . I < T .1 n k i 1 a
I f  a l l  measurements a r e  e q u a l l y  im p o r ta n t ,  a  p o s s i b l e  d e c i s i o n  r u l e  i s  
the  f o l l o w in g :
a .  Hq i s  a c c e p te d  i f  a t  l e a s t  j  o f  the m t e s t s  p a s s ,
b .  H0 i s  r e j e c t e d  i f  a t  l e a s t  k  of  the m t e s t s  f a i l ,
c .  O the rw ise ,  HQ i s  n e i t h e r  a c c e p te d  nor  r e j e c t e d .
In such d e c i s i o n  t h e o r y ,  the t e s t s  a r e  B e r n o u l l i  t r i a l s ,  and the  v a r io u s  
p r o b a b i l i t i e s  can be computed a c c o r d i n g l y .
Le t  a  be the  p r o b a b i l i t y  of  f a l s e  a la rm f o r  each t e s t .  The a c t u a l  
p r o b a b i l i t y  of f a l s e  a larm is
m-  hk 1 . ,  vin-iP r ( k  or  more t e s t s  f a i l / J )  = J  ( . )  a  (1 -  a)
i=k 1
The p r o b a b i l i t y  of  r i g h t f u l l y  a c c e p t i n g  Hq i s
_ m
P r ( j  or more t e s t s  p a s s / J )  = £  (™) ^* (1  -  tf)™""1 ,
i=j  1
where 8 = P r ( F / J ) ,  i s  the  p r o b a b i l i t y  o f  p a s s i n g  f o r  each  t e s t .  The 
o t h e r  p r o b a b i l i t i e s  can a l s o  be computed in  a s t r a i g h t  fo rw ard ,  though 
l e n g t h y ,  manner.
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IV .2 .2  T e s t i n g  the Norm-Squared of  the  Normalized Res idua l  Vector
I f  the v e c to r  i s  to  be t e s t e d  as  a  whole,  then  only  one 
h y p o t h e s i s  t e s t  i s  n e c e s s a r y .  For  the  p r e s e n t  purpose  t h i s  i s  a b e t t e r  
approach  because :
a .  I t  i s  g e n e r a l l y  t ru e  t h a t  jumps in  any p a ram ete r  can r e s u l t  in 
d e f l e c t i n g  any one, or more of  the  components of  the  measurement  v e c t o r .  
T h e r e f o r e ,  each component of  the  r e s i d u a l  i s  n o t  of  s e p a r a t e  i n t e r e s t .
b .  I f  i s  t e s t e d  as a whole,  i t  r e s u l t s  in  s i g n i f i c a n t  
computa t iona l  s i m p l i f i c a t i o n .  The fo l lo w in g  theorem i l l u s t r a t e s  the 
p o i n t .
Theorem 4 .1 :  I f  Z ^ Z  ^  i s  used as  the  t e s t  s t a t i s t i c ,  then  the  t e s t
s t a t i s t i c  can be computed w i thou t  a c t u a l l y  computing the  m a t r i c e s
L, L 1 and v e c t o r  Z , .nk
Remark 1: Th is  theorem im p l ie s  th a t  one m a t r i x  s quare - roo t  
ex t  rac t  ion and one m a t r i x  i n v e r s i o n  can be avo ided  at each t ime s t e p .
Proof:  The t e s t  s t a t i s t i c  i s  g iven  by
= K  l ' 1l"  \  
-  %  \
Since  the m a t r ix  (Q ) * i s  a l r e a d y  computed in  the  Kalman f i l t e r/v
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a l g o r i t h m ,  t h i s  approach r e q u i r e s  only  one a d d i t i o n a l  m u l t i p l i c a t i o n  
compared w i th  the  s i n g l e  o u tpu t  case .
Lemma 4 .1 :  The t e s t  s t a t i s t i c  R̂ , ha s  C h i - sq u a r e  d i s t r i b u t i o n  wi th 
m de g re e s  of  freedom.
m
P roo f :  Rt  =
1
f reedom because each Z , . i s  N ~ ( 0 , 1 ) .nki  ’
D e c i s io n  r u le  f o r  t h i s  approach:
a .  H i s  a c ce p ted  i f  R, < T ,0 t  a ’
b.  H i s  r e j e c t e d  i f  R, > T ,0 J t  r ’
c.  O th e rw is e ,  HQ i s  n e i t h e r  ac ce p ted  nor  r e j e c t e d .
I f  t h e r e  has  been a s i g n i f i c a n t  change i n  the  pa ra m e te r  v a l u e s ,
then  i t  can be expec ted  t h a t  R̂ . w i l l  no t  be C h i - s q u a r e  w i th  m deg rees  of
freedom any more. In p a r t i c u l a r ,  i f  any one or  more o f  the  components of
the  v e c t o r  ceases  to  be zero-mean,  t h en  R^ w i l l  have n o n - c e n t r a l
C h i - s q u a r e  d i s t r i b u t i o n .  Thi s  n o n - c e n t r a l i t y  can be t e s t e d  f o r .  The
t h r e s h o l d s  T and T have to  be chosen from the  C h i - sq u a r e  d i s t r i b u t i o n  r  a
t a b l e .  The h y p o t h e s i s  t e s t  i n  t h i s  case i s  one t a i l e d ,  as opposed to  the 
u s u a l  t w o - t a i l e d  h y p o t h e s i s  t e s t  f o r  Gauss ian  d i s t r i b u t i o n .  I t  should be 
n o ted  t h a t  the b i a s  i n  the t e s t  s t a t i s t i c  i s  n o t  the  same as  the  b i a s  in  
the  no rm a l iz e d  r e s i d u a l .  The r e l a t i o n s h i p  between the  two i s  g iv e n  in 
theorem 4 . 2 .  The fo l lo w in g  d e f i n i t i o n  i s  r e q u i r e d  b e f o r e  the  theorem i s  
s t a t e d .
D e f i n i  t ion 4 .2 :  The b i a s  in  the t e s t  s t a t i s t i c ,  d e s o t e d  by M̂ ., i s
d e f i n e d  as  the  s h i f t  in  i t s  mean v a lu e ,  i . e . ,
2, Z has  Chi - square  d i s t r i b u t i o n  w i th  m deg rees  of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
-6 6 -
Mt  = E(Rt ) -  m.
Theorem 4 .2 :  I f  the  f i l t e T  i s  op t imal  up to  s t e p  k Q-  l ,  and a jump
AX occurs  a t  s t e p  kQ, and the  n o i s e  s t a t i s t i c s  do n o t  change, then
the  b i a s  in  the t e s t  s t a t i s t i c  i s  g iv en  by the  square  of  the b i a s
in  the  normal ized r e s i d u a l ,  i . e . ,
M. = M2 . t  n
Proof :  The r e s i d u a l  v e c t o r  i s  g iv e n  by
^ = "k'̂ k + V>> + V ( 4 . 3 )
Assuming t h a t  a jump of magni tude AX occurs  a t  s t e p  k = kQ, and i s  n o t
d e t e c t e d ,
E(zk> -
h‘ a X, f o r  k = k
Hi E(Vi>’ for k > kQ.
The mean v a lue  of  the t e s t  s t a t i s t i c  i s  the  f o l l ow ing :
E(Et > E(4 i „k>
" Trace E(Enk̂k>
= Trace E(L 1Z] Z^  L_1 )
S ince  E(e, 1 = 0 a t  s t e p  k , and AX, = 0 a t  s t e p s  k > k , the  •k-1  0 k  o ’
c r o s s  p ro d u c t s  in  the e x p r e s s io n  f o r  E(Z^Z^) v a n i s h  f o r  a l l  s t e p s  k £  0. 
Then
E(Rt ) = Trace L-1 (H£[E(ek e £ ) + AXAX1] ^  + .
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Also ,  f o r  the s t e p  k = k Q,
“ V . V . 1 * < ? - . ■  <4 - ‘ >
and
Hk « k - A * %  = L L‘ -
Thus
E(Rt ) = Trace  {I + L- 1 h£ AXAX^L-1 }.
The b i a s  in  the  t e s t  s t a t i s t i c ,  M,, f o r  the  s t e p  k  = k i s  thent  o
g iv e n  by
E(Rt ) -  m = Trace (L- 1 h£ AXAX^L-1 }. ( 4 . 5 )
For t h e  s t e p s  k  > kQ, AX^ = 0; b u t  ^  0 .  T h e r e f o r e ,  eq.  ( 4 . 4 )
does n o t  h o l d .  Then, however ,
, t
E (Rfc) = Trace  L- 1 {h£ E U ^ e * ^ ) H k + R ^ L " 1 ( 4 .6 )
But s i n c e
E(V iV i> - «k-.+ S v ^ ' v , 1'
and by theorem 3 . 4 ,
Qk = Qk f o r  a l l  k  £  kQ,
eq.  ( 4 . 6 )  c a n b e  w r i t t e n  as
E(Rt ) = Trace  L- 1 [Q_ (model) + H* E(ek )E(e*
zk
= Trace (I  + L_1Hk E (e fc )E(e£  J i y f 1 }
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T h e r e f o r e ,  f o r  s t e p s  k  >  k Q ,
_  t
E ( R t ) -  m =  T r a c e  ( L - 1 h £  E ( e k  ) E ( e J  JHj L” 1 } .  ( 4 . 7 )
T h e  s q u a r e  o f  t h e  b i a s  i n  t h e  n o r m a l i z e d  r e s i d u a l  i s  g i v e n  b y
Mn  -  llE ( V « 2 =  E ( V t K V
= Trace W Z ^ E C Z * ) 4
=  T r a c e  i T ^ Z ^ E t Z ^ V 1 .
T h u s ,  f o r  s t e p  k  = k Q ,
M* =  T r a c e  ( L _ 1 h £  A X A X ^ L - 1  } .  ( 4 . 8 )
F o r  s t e p s  k  >  k Q,
M* =  T r a c e  L - 1 {h £  E f e ^ j E U ^ l H j L - 1 1 . ( 4 . 9 )
C o m p a r i n g  e q .  ( 4 . 5 )  a n d  ( 4 . 8 ) ,  a n d  ( 4 . 7 )  a n d  ( 4 . 9 ) ,
Mt = Mn fork*k0,
w h i c h  i s  t h e  d e s i r e d  r e s u l t .
I V . 3  P r o p e r t i e s  o f  t h e  CFA f o r  t h e  M u l t i - O u t p u t  C a s e
S ome  p r o p e r t i e s  o f  t h e  CFA p r e s e n t e d  i n  c h a p t e r  I I I  a r e  v a l i d  f o r  
t h e  m u l t i - o u t p u t  c a s e  w i t h o u t  a n y  c h a n g e .  T h e s e  a r e  l e m m a s  1 a n d  6 ,  
t h e o r e m s  3 . 2 ,  3 .3 ,  3 . 4 ,  a n d  3 . 6 .  I f  t h e  n o r m a l i z e d  r e s i d u a l  v e c t o r  i s  
t r e a t e d  c o m p o n e n t  b y  c o m p o n e n t ,  t h a n  l e m m a s  1 t h r o u g h  6 a r e  v a l i d
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w i t h o a t  any change. The only  d i f f e r e n c e  i s  t h a t  ’b i a s ’ means each
component of  t h e  b i a s  v e c t o r ,  and 'no rm a l iz e d  r e s i d u a l ’ means each
component of  the  v e c t o r .  However, i f  the  t e s t  s t a t i s t i c  i s
Rt = ^nk^nk’ s t a t e m e n t s  of  lemmas 2, 3, and 4 a r e  v a l i d ,  whi le
t h e i r  p roo fs  r e q u i r e  minor a d ju s tm e n t s .  In  t h es e  p r o o f s ,  the  lower
l i m i t s  of  i n t e g r a t i o n  -T , -T -M, -T and -T -M must  be r e p l a c e d  by 0,
2l sl r  r
and the Gauss ian  d e n s i t y  by the  Ch i - squa re  d e n s i t y  f u n c t i o n .  Lemma 5 can 
n o t  be s t a t e d  because  un iform d i s t r i b u t i o n  f o r  the  b i a s  can n o t  be 
assumed. R e ga rd le s s  of  the  approach  taken  f o r  the t e s t  s t a t i s t i c ,  
theorems 3 .1 ,  3 . 5  and 3 .7  r e q u i r e  m o d i f i c a t i o n s ,  which a r e  p r e s e n t e d  
below.
Theorem 4 .3 :  ( M o d i f i c a t i o n  of  theorem 3 .1  f o r  m u l t i - o u t p u t  c a s e . )
I f  t h e r e  i s  a pa ram ete r  jump accompanied by a change in  the n o i s e
-  R e m o d e l )  i s  p o s i t i v e  
( n e g a t iv e )  d e f i n i t e ,  then
i )  the  no rm a l ized  r e s i d u a l  has  non-ze ro  mean,
i i )  i t s  v a r i a n c e  i s  the  sum of  the  i d e n t i t y  and a p o s i t i v e  
( n e g a t i v e )  d e f i n i t e  m a t r i x .
F ur the rm ore ,  i f  AR^ i s  p o s i t i v e ,  then
i i i )  the  mean square  v a lu e  of the  no rmal ized  r e s i d u a l  i s  the sura of  
the  i d e n t i t y  and a p o s i t i v e  d e f i n i t e  m a t r ix .
Proo f :  For  p a r t  i ) ,  ob se rve  t h a t
*nk = L_1 h '  
and fo l lo w in g  a jump of  magni tude AX^,
v a r i a n c e  such t h a t  AR^ = R, ( a c t u a l )
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E(v  - hK -
T h e r e f o r e ,
= l- 1hK * o.
For p a r t  i i ) ,  no t e  t h a t  a c c o r d in g  to  lemma 6 of  c h a p t e r  I I I ,  the  
f o l l o w i n g  e x p re s s io n  h o l d s :
A lso ,
However,
so t h a t
e(¥ £ >  = <  < / k - A  - \ + ^ k < Hk-
E(Enki nk> -
^ ( a c t u a l )  = R e m o d e l )  + AR^,
_ t  t
E(Znk nk} = L_lQ-  (“ odel  )L-1 + L- 1 (ARk + H^AXj AxJ h^ L " 1 .
Zk
Denote
P = + H^AXkAX^Hk . ( 4 . 1 0 )
Then
t
■j u   ̂ — T i T 1OT-1
nk nkE(Zn l Z* ) = I + L 1PL-1 , ( 4 .  I I )
and hence
Var ( i nk) = E (i„ ki ‘ k) -  E ( ink)E(2nk) ‘ .
I + L- 1 (P -  H^AXĵ AX̂ Hĵ )L- 1
t
I + L 1ARkL 1 .
Thus
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t
Var (Zn k ) = I + L^A R jL-1 . ( 4 .1 2 )
Eq. ( 4 . 1 2 )  proves  p a r t  i i )  o f  the  theorem. For  the  p r o o f  o f  p a r t  i i i ) ,  
n o t e  t h a t  P i s  p o s i t i v e  i f  i n  eq.  ( 4 . 10) ,  i s  p o s i t i v e .  Then eq.
( 4 . i i )  proves  p a r t  i i i )  o f  the  theorem.
Theorem 4 .4 :  ( M o d i f i c a t i o n  of  theorem 3 . 5  f o r  m u l t i - o u t p u t  c a s e . )  
I f  a t  each s t e p  the  norm of  the ^  m a t r ix  i s  l e s s  t h an  one, then  
t h e  b i a s  i n  the  no r m a l iz e d  r e s i d u a l  i s  bounded above by a 
d e c r e a s i n g  sequence.
Proo f :  The b i a s  i n  t h e  no rm a l ized  r e s i d u a l  i s  g i v e n  by
f  | |L _ 1h J a x | |  f o r  k = k
M = n
0
I ||L l H^E(ek_ 1)|| f o r  k > k Q.
Assuming t h a t  the  norms o f  L 1 and Hk a r e  bounded by some c o n s t a n t s ,  i t
i s  c l e a r  t h a t  M i s  bounded by a c o n s ta n t  t imes the  norm o f  E(e,  ) .n K” 1
Then i t  has  to be proved t h a t  j|E(«k )[| i s  a d e c r e a s i n g  sequence .  By 
theorem 3 .3  and the  f a c t  t h a t  | |$k || < 1, the  f o l l o w i n g  i s  t r u e :
M l  > \ \ \  AX|| > . . .  > II* . . .  *k AX|| = | |E(ek ) | | .
0 0
Thus,  | |E(ek )| |  i s  a d e c r e a s i n g  sequence.  Thi s  comple tes  the p r o o f  of  the 
theorem.
Theorem 4 .5 :  ( M o d i f i c a t i o n  of  theorem 3 .7 )  I f  the  CPM f i l t e r  has 
be e n  o p e r a t i n g  o p t i m a l l y  up to  s t e p  kQ and the  RWM f i l t e r  i s  
s t a r t e d  a t  t h a t  t ime ( a l t h o u g h  the  p a ra m e te r s  a r e  s t i l l  c o n s t a n t ) ,  
t h e n  the  no rm a l ized  r e s i d u a l
i )  i s  zero mean, and
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i i ) the  norm of i t s  c o v a r i a n c e  m a t r ix  i s  l e s s  than  one 
f o r  a l l  s t e p s  k  > k Q .
Proof :  The p r o o f  i s  t h e  same as  f o r  the  s i n g l e  o u t p u t  c a se ,  e xc ep t  
f o r  one change i n  the  eq. ( 3 . 1 9 ) .  That  e q u a t i o n  has  t o  r e - w r i t t e n  f o r  the 
m u l t i - o u t p u t  case i n  the  f o l l o w i n g  way:
Var( V  = L" ' (Hk < / k- i Hk * V 1' 1*- <4 - 13)
But eq.  ( 3 .2 0 )  i s  v a l i d  f o r  t h e  m u l t i - o u t p u t  case ,
Qk / k - i  =  Qk / k - i  "  S k - i  "  ^ - l ’
where the  m a t r i x  (S^ + B^) i s  p o s i t i v e  d e f i n i t e .  T h e r e f o r e ,
_ t
Var(Zn k ) = L_ 1 [Q_ (model) -  ( S ^ t
Zk
=  I - L ' 1 « S k - i + B k - i ) L ' l t -
which proves  t h e  theorem. The c o r o l l a r y  to  theorem 3 .7  i s  a l s o  v a l i d  f o r
the  m u l t i - o u t p u t  ca se .  Simply r e p l a c e  the  lower l i m i t s  -T  amd -T  by 0,r
and normal  d e n s i t y  by C h i - s q u a r e ,  and obse rve  t h a t  Var (Zn k ) < I im p l ie s  
t h a t  E(Rt ) < m.
Remark 2: The s i n g l e  o u tp u t  case can a l s o  be an a ly z e d  as a s p e c i a l  
case o f  the  m u l t i - o u t p u t  s i t u a t i o n .  Hypo thes i s  t e s t s  f o r  the  s i n g l e  
o u tp u t  case can be d e s ig n e d  based on the Chi -squared  d i s t r i b u t i o n .  
However, t h e r e  i s  no c om pu ta t iona l  or concep tua l  advantage over  the  
t e c h n iq u e  de v e lo p e d  in the  p r e v i o u s  c h a p te r s .
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Chapter V
CHANGES IN THE NOISE STATISTICS
Summary: In  t h e  p r e v i o u s  c h a p te r s  the  Combined F i l t e r  Algori thm has 
been deve loped ,  and i t s  p r o p e r t i e s  have been  s t u d i e d .  The u n d e r l y i n g  
assum pt io n  i n  a l l  t he  p r e v i o u s  d i s c u s s i o n  has  been t h a t  t h e  measurement 
n o i s e  s t a t i s t i c s  do n o t  change from th e  i n i t i a l l y  assumed v a l u e s .  In 
t h i s  c h a p te r  t h i s  a s su m p t io n  i s  removed, and the  e f f e c t s  of  a jump in  
the  i )  mean of the  n o i s e  p r o c e s s  and i i )  v a r i a n c e  of  the  n o i s e  p rocess  
a r e  s t u d i e d .
F i r s t ,  the  case  of  a change in  t h e  n o i s e  mean i s  d i s c u s s e d .  Next , 
the  ca se  of  a jump in  the  n o i s e  v a r i a n c e  i s  s t u d i e d .  I t  i s  found t h a t  
a l t h o u g h  the a lg o r i t h m  can n o t  d i s t i n g u i s h  between jumps i n  the  system 
p a ra m e te r s  and jumps in  t h e  n o i s e  s t a t i s t i c s ,  the  e s t i m a t e s  remain 
bounded even unde r  the  w o r s t  p o s s i b l e  c i r c u m s t a n c e s ,  namely,  a chain of 
wrong d e t e c t i o n s .
V .1 The Noise Becomes Non-Zero Mean
Assumpt ion 5 . 1 :  There  has  been no jump in  the  p a ra m e te r  v e c to r  a t  
s t e p  k or  a t  any p r e v i o u s  s t e p  k - j , f o r  j = 1 , 2 ,  • • • ,  k ,  and the f i l t e r  
has  been  o p e r a t i n g  o p t i m a l l y  up to  the  s t e p  k.
Theorem 5 . 1 :  I f  a t  some t ime i n s t a n t  k  the  measurement  n o i se
becomes a non -ze ro  mean p ro ce s s  s a t i s f y i n g  the  f o l l o w i n g  equa t ion :
- 7 3 -




Vk = Pv ^ k . ( 5 . ! )
E(£k) = 0, ( 5 . 2 )
*  o,
E(^ k ) = R k ’ ( 5 - 3)
( i n  o th e r  words,  the  v a r i a n c e  of  the n o i s e  p r o c e s s  does no t  
change) ,  then :
i )  the e s t i m a t e s  of  the  pa ram ete rs  become b i a s e d ,
i i )  the  v a r i a n c e  of  the  e s t i m a t i o n  e r r o r  does n o t  change,
i i i )  the  p r o b a b i l i t y  of  f a l s e  a la rm i n c r e a s e s .
Proof: i )  The a c t u a l  o b s e r v a t i o n s  a r e  g iv en  by
\  ■ K Xk + "v + «k- <5- )
Replac ing  t h i s  e x p r e s s io n  in  the  e s t i m a t i o n  e q u a t i o n ,  one g e t s
K = \ - i  * \  K \ ♦",- - 4  Ik-,1- <5 s )
Taking expected v a lues  and c o n s i d e r i n g  = X^ ( a c c o r d in g  to  
assumption  5 . 1 ) ,  one can e a s i l y  show t h a t
E(Sk> = + Kk "v
= \  ^  /»v , (5 6)
A
where E(Xk_^) = X^ because  the  e s t i m a t e s  a r e  u n b ia s e d  a t  each s t e p  
b e f o r e  k. Thus,
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i . e . ,  the  e s t i m a t e  ceases  to  be unb iased .
T h e r e f o r e ,  a s h i f t  i n  t h e  n o i s e  mean i s  t r e a t e d  by t h e  f i l t e r  j u s t  
l i k e  a jump in the  p a ram ete r  v e c t o r ,  w i th  the  consequence t h a t  the 
no rm a l iz e d  r e s i d u a l  Z ^ ,  j ^  k ,  i s  n o t  independen t ,  s t a n d a r d  normal .  In 
c h a p te r  I I I  i t  has  been shown t h a t  the  p r o b a b i l i t y  of  d e t e c t i o n  i s  an 
i n c r e a s i n g  f u n c t i o n  o f  the  b i a s  in  the no rm a l ized  r e s i d u a l .  In  the  
p r e s e n t  c o n te x t ,  the p r o b a b i l i t y  of  wrong d e t e c t i o n  or  f a l s e  a la rm  
i n c r e a s e s .
i i )  The mean of  the r e s i d u a l  i s  s h i f t e d  from z e r o ,  and i s  g iv e n  by
E(V  -  E(zk -  K W d >
-  K  * k -l + "v * «k -  Hk W
= V
Also ,  i t  can be shown by s t r a i g h t f o r w a r d  computa t ion  t h a t
= <  W . > Hk * Bk + ' ‘v ' v  ( 5 - 7)
and
= E( \ % >  -  K
zk
= 4  « k / ( k - . ) Hk + *k-
This  e x p re s s io n  i s  the  same as  e q . ( 2 . 4 ) ,  showing t h a t  t h e  v a r i a n c e  of  
the  r e s i d u a l  does n o t  change.  Hence,
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Zk ~ N (V  <L > •
zk
Thus th e  no rmal ized  r e s i d u a l ,  Z ^  w i l l  n o t  be zero-mean,  b u t  w i l l  be 
s h i f t e d  w i th  r e s p e c t  to  t h e  o r i g i n .  The s h i f t  i s
E(Znk) = L-1 /iv , where Q = L i A
Zk
A l l  the p r o p e r t i e s  d e s c r i b e d  in  c h a p te r  I I I  and IV which concern
th e  b i a s  ( i n  the  no rm a l ized  r e s i d u a l )  a r e  a p p l i c a b l e  h e r e .  Some
e x p r e s s i o n s  have to be r e - w r i t t e n ,  r e p l a c i n g  AX by ft . I t  must  be
iC V
mentioned t h a t  the  a lg o r i t h m  has  no way of  d i s t i n g u i s h i n g  be tween a b i a s  
c r e a t e d  by a pa ram ete r  jump and one c r e a t e d  by a s h i f t  i n  t h e  n o i se  
mean. The v a r i a n c e  of  the  no rm a l iz e d  r e s i d u a l  i s  n o t  a f f e c t e d  by the
change in  the  n o i s e  mean.
i i i )  In  o rde r  to  prove t h e  p r o p e r t i e s  concern in g  th e  p r o b a b i l i t y  of 
f a l s e  a la rm ,  d e f i n e
a 0 = Pr  ( 1771 > Tr ) , 
where 77 i s  N ( 0 , 1 ) .  The a c t u a l  p r o b a b i l i t y  o f  f a l s e  a la rm  w i l l  be
“ = Pr(|znkl > V *
To show t h a t  a  > a0 i t  i s  enough to  show t h a t  
P r ( | Z n k |> Tr ) < P r ( 1771< Tr ) .
Le t
’  -  E„k -
C l e a r l y  77 i s  N ( 0 ,1 ) ,  and
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^ l ^ n k ^ V  = P r [ - T r  "  E(2n k )<: ^  < Tr  -  E^ nk ) L
By the  n a t u r e  of  the  normal p r o b a b i l i t y  d e n s i t y  curve ,  i t  i s  t r u e  t h a t
P r ( - T r  -M < 77 < Tr  -M) < P r ( - T r < rj < Tr ) f o r  any M.
Hence,
1 -  a  < 1 -  a 0 .
Thus, a  > a 0 , and the  theorem i s  e s t a b l i s h e d .
V.2 The Noise Var iance  Changes
Theorem 5 . 2 :  An i n c r e a s e ( d e c r e a s e )  in  the  n o i s e  v a r i a n c e  im p l ie s  an 
i n c r e a s e ( d e c r e a s e )  i n  the  p r o b a b i l i t y  of  f a l s e  a la rm .
Proof:  Le t
E(v i > = \
Then,  i t  i s  ea sy  to show t h a t
= Hk V . Hk + *k + “ k 
zk
The normal ized  r e s i d u a l  i s  n o t  s t a n d a r d  normal  any more,  and
1 -  a  = P r ( - T  < Z , < T ) r  nk r
= Pr





^  “ >k
\
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i f  n o i s e  v a r i a n c e  i s  i n c r e a s e d .  Consequent ly  
[ - T . . F ,  T . . F ]  c  [ - T r , T r l ,
and
1 -  a =  P r ( - T r . F  <  tj < I^.F)
< P r ( - T r  < rj < Tr )
oo r ,  a > a .
On the o t h e r  hand,  i f  AR^ < 0, i . e .  n o i s e  v a r i a n c e  i s  d e c r e a s e d ,  
then  F > 1. In  t h a t  case
[ - T . ,  T J  C [ - T .  F, Tr  F]
and
1 -  a  = P r ( - T r  F < rj < Tf )
> P r ( - T r  < 77 < T . )  = 1 -  a .
Hence,
0a < a  . .
Thus, the  theorem i s  e s t a b l i s h e d .
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V.3 A na lys i s  of  I n c o r r e c t  D e t e c t i o n
In the  p a s t  s e c t i o n s  i t  has  been shown t h a t  the  p r o b a b i l i t y  of 
f a l s e  a la rm  i n c r e a s e s  w i th  an i n c r e a s e  in  the  measurement  n o i s e  v a r i a n c e  
or  a s h i f t  in  i t s  mean. This  can pose a p o t e n t i a l  danger  to  the  
e s t i m a t i o n  p r o c e s s .  The w ors t  p o s s i b l e  case i s  when a sequence of 
r e - i n i t i a l i z a t i o n s  occur ,  w i t h o u t  any u p d a t in g  of  the  e s t i m a t e s .  The 
f o l lo w in g  i s  an a n a l y s i s  of  the  behav io r  o f  the a lg o r i t h m  in  such a 
s i t u a t i o n .
Le t  the  f i r s t  r e - i n i t i a l i z a t i o n  occur  a t  s t e p  k.  Thi s  means the 
e s t i m a t i o n  e r r o r  c o v a r i an c e  i s  r e t u r n e d  to  a f i x e d  l a r g e  v a lu e ,  Qq . 
Then,
Kk -  ¥ % *  Hk «k-iHkr ‘
i s  a l s o  l a r g e ,  and
*k = V i + Kk K
i s  f a r  removed from th e  t r u e  v a lu e  of  the pa ra m e te r s ,  and a l s o  from the 
l a t e s t  e s t i m a t e s  j u s t  b e f o r e  the  r e - i n i t i a l i z a t i o n  took  p l a c e .  However, 
a l a r g e  g a in  i s  no t  d e s i r a b l e  i n  t h i s  case ,  because  t h i s  was a f a l s e  
a la rm  ( p roba b ly  due to  an o u t l i e r ,  or due to  a change i n  the  n o i s e  mean 
or  v a r i a n c e ) .
Theorem 5 .3 :  Even i f  t h e r e  i s  a sequence of  r e - i n i t i a l i z a t i o n s ,
t he  Kalman g a in  remains bounded as long as  the o b s e r v a t i o n  m at r ix
i s  bounded. Fu r the rm ore ,  Q can be chosen such t h a to
0 £ KHfc £ I .
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Proof:  I t  w i l l  be shown t h a t  f o r  a  p a r t i c u l a r  cho ice  o f  Qq , the  
norm of  the  m a t r ix  KH i s  bounded by one. (Dropping th e  s u b s c r i p t s  fo r  
K, R and H t e m p o r a r i l y ) ,
K = Qq II[ R + H ^ H ] -1
K(R + Ht QoH) = QqH
K R = ( I -  K Ht )Q()H
K = $ QqH R_1
t  = I  -  K = I -  f  QqH R- 1 ^
T h e r e f o r e ,
«_1 = I + QqH R~1Ht .
S ince  Qq i s  a d e s ig n  pa ra m e te r ,  i t  can be chosen to  be a  s c a l a r  m a t r ix
namely Qq = q I .  Then,
$ = ( I  + q H R~1Ht ) —1,
where H R i s  p o s i t i v e  s e m i d e f i n i t e .  Hence
0 £ ¥ £ I .
S ince  K = ^  QqH R *, the  boundedness  of  K f o l l o w s .  R e p la c in g  $ by i t s  
e q u i v a l e n t  e x p r e s s i o n  one o b t a i n s
0 £  I -  K H* £ I ,  
which i s  the  same as
0 £  K H* £  I .
Thus,  t h e  theorem i s  proved .
C o r o l la r y  to  theorem 5 .3 :
I f  the  cha in  o f  wrong d e t e c t i o n s  occur  as  a r e s u l t  o f  o u t l i e r s ,
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then  th e  e s t i m a t e s  remain bounded and they  r e t u r n  a s s y m p t o t i c a l l y  
to  the  t r u e  v a l u e s .
Proo f:  The wrong d e t e c t i o n s  occur ing  as  a r e s u l t  of  o u t l i e r s  means 
t h a t  t h e r e  was n e i t h e r  any p a ram ete r  jump nor  any jump i n  t h e  n o i se  
s t a t i s t i c s .  T h e r e f o r e ,  no model mismatch e x i s t s ,  t h e  o b s e r v a t i o n  m a t r ix  
i s  bounded, and a l l  the  p re v io u s  assumpt ions  abou t  the  sys tem a r e  v a l i d .  
Thus,  the  Kalman g a in s  a r e  bounded (by theorem 5 . 3 )  and a s  a  r e s u l t  the 
e s t i m a t e s  a r e  bounded a l s o .  A f t e r  a number o f  s t e p s  t h e  e f f e c t  of  the 
l a r g e  w i l l  v a n i s h  and th e  e s t i m a t e s  w i l l  r e t u r n  to  t h e  p r e v io u s  
( t r u e )  v a l u e s .
The above d i s c u s s i o n  shows t h a t  t h e r e  i s  no danger  of  f i l t e r  
d iv e r g e n c e  i f  t h e  measurement n o i s e  s t a t i s t i c s  change .  The w ors t  
p o s s i b l e  r e s u l t  o f  such changes i s  a chain  of  f a l s e  a l a r m s .  I t  has  been 
shown t h a t  a c h a in  of f a l s e  a la rms  does n o t  r e s u l t  i n  f i l t e r  d iv e r g e n c e .  
The main drawback of  t h e  a l g o r i t h m  i s  t h a t  i t  can n o t  d i f f e r e n t i a t e  
between a f a i l u r e  of  t h e  h y p o t h e s i s  t e s t  due to  an a c t u a l  p a ram ete r  jump 
and one due to  some s h i f t  i n  the  n o i s e  mean or  v a r i a n c e ,  or  due to an 
o u t l i e r .  Thi s  problem i s  r e g a r d e d  as  an i n t e r e s t i n g  t o p i c  f o r  f u r t h e r  
r e s e a r c h .
In the n e x t  c h a p t e r ,  t he  a p p l i c a t i o n  o f  t h e  CFA f o r  power system 
s t a t e  e s t i m a t i o n  i s  d i s c u s s e d .  I t  i s  shown t h a t  power sys tem  f a u l t s ,  
b e in g  accompanied by l a r g e  amounts of  n o i s e  ( t r a n s i e n t s ) ,  a r e  i d e a l l y  
s u i t e d  f o r  s in g l e - s a m p l e  h y p o t h e s i s  t e s t s .
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Chapter VI
APPLICATION OF THE COMBINED FILTER 
TO POWER SYSTEM STATE ESTIMATION
Summary: In  t h i s  c h a p te r  the  a p p l i c a t i o n  of  the  Combined F i l t e r  
Algor i thm i s  d e m ons t ra ted  f o r  power system f a u l t  d e t e c t i o n .  I t  i s  a l s o  
u sed  to  e s t i m a t e  p r e -  and p o s t - f a u l t  v o l t a g e s  and c u r r e n t s .  Kalman 
f i l t e r  has  been a p p l i e d  f o r  power system s t a t e  e s t i m a t i o n  by some o the r  
r e s e a r c h e r s :  however ,  the  f a u l t  i s  d e t e c t e d  by a s e p a r a t e  mechanism, and 
then  the  Kalman f i l t e r  i s  u sed  to g e t  e s t i m a t e s  of  the  s t e a d y  s t a t e  
v a lu e s  which a r e  then  u t i l i z e d  in  o rder  to de te rm ine  the  f a u l t  l o c a t i o n .  
In  t h i s  work i t  i s  shown t h a t  a power system f a u l t  i s  i d e a l l y  s u i t e d  for  
s i n g l e  sample h y p o t h e s i s  t e s t i n g ,  making the  CFA a good c a n d id a te  to be 
used  f o r  t h e  d e t e c t i o n  and e s t i m a t i o n  p u r pose s .  Computer s im u l a t io n  
r e s u l t s  a r e  in c lu d e d .
V I .1 Gene ral  Background and a B r i e f  L i t e r a t u r e  Survey
When a f a u l t  ( s h o r t  c i r c u i t )  occurs  in  a power t r a n s m i s s i o n  l i n e ,  
t he  d i s t a n c e  to the  f a u l t  l o c a t i o n  needs to  be de te rm ined  as  q u i c k l y  as 
p o s s i b l e  so t h a t  p ro p e r  d e c i s i o n s  can be made as  t o  which r e l a y s  should 
t r i p ,  and where.  I s o l a t i n g  th e  f a u l t  h e l p s  p r o t e c t  the  rem ainder  of  
the  sys tem, l i m i t  damage to  major equipment  and p r e s e r v e  system s t a b i ­
l i t y  [ 2 4 ] .  To l o c a t e  the  f a u l t  p o s i t i o n  the  s t e a d y  s t a t e  v a lu e s  of  the 
p o s t - f a u l t  c u r r e n t s  and v o l t a g e s  must be e s t i m a t e d .
- 8 2 -
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During the  l a s t  decade many methods have been deve loped  to  p r e d i c t  
the  fundamental  f requency  components of  the  c u r r e n t  and v o l t a g e .  The 
f o l l o w i n g  b r i e f  s u rvey  of the  d i f f e r e n t  methods t h a t  have been  sugges ted  
i s  based  main ly  on a  1981 paper  by G i r g i s  and Brown [28] i n  which they  
proposed  the  a p p l i c a t i o n  of  Kalman f i l t e r i n g  f o r  t h i s  problem. They 
ment ioned most of  the  p r e v io u s  work done in  t h i s  a r e a  b e f o r e  1981. Some 
more papers  have appeared  on h i s  t o p i c  s i n c e  then ,  which have been added 
to  the  p r e s e n t  su rvey .  Mann and Morrison [37] used  the  f a c t  t h a t  the 
ampl i tude  and phase a ng le  of  a pure  s in u s o i d  can be de te rm ine d  from i t s  
va lu e  and r a t e  of  change a t  any i n s t a n t  u s i n g  d i f f e r e n c e  e q u a t i o n s ,  and 
sugges ted  an a lg o r i t h m  based  on t h i s .  G i l c r e s t ,  R o c k e f e l l e r  and Udren 
[38]  deve loped an a l g o r i t h m  based  on f i r s t  and second d e r i v a t i v e s  in  
o r d e r  to  reduce  s e n s i t i v i t y  to  dc o f f s e t  and o t h e r  components below 
power system f requency .  Makino and Miki [39] used  a two-sample 
s i n u s o i d a l  curve f i t  to o b t a i n  the  peak squared  v a l u e s .  D i g i t a l  f i l t e r s  
were used  to a t t e n u a t e  the  dc o f f s e t  and h i g h  f requency  components.
In  a d i f f e r e n t  approach ,  Ramamoorty [40]  s u g ge s te d  the  u s e  of  a 
f u l l  cyc le  F o u r i e r  t r a n s fo r m .  Phadke, H i ibka  and Ibrah im [41]  used a 
h a l f  c yc le  F o u r i e r  t r a n s fo r m  i n  o rder  to  r e a c h  a  compromise between 
speed of  r e sponse  and sha rpne ss  of  f i l t e r i n g .  With in a ve ry  s h o r t  time 
r e s e a r c h e r s  s t a r t e d  to  i n v e s t i g a t e  whether  l e a s t  s q u a re s  methods could 
be e f f e c t i v e l y  employed in  t h i s  s i t u a t i o n .  Throp,  Phadke, Horowitz  and 
B e e h le r  [42] showed t h a t  the  h a l f  cyc le  F o u r i e r  t r a n s fo r m  i s  a l e a s t  
s q u a re s  e s t i m a t e ,  p ro v id e d  the  n o i s e  s i g n a l  i s  assumed to  be s t a t i o n a r y  
and w h i t e .  In [43] L u c k e t t ,  Munday and Murray deve loped  an a lg o r i t h m  fo r  
a l e a s t  squa res  f i t  t o  a g e n e r a l  f a u l t  waveform. Sachdev and B a r ibe a u  in
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[44] s ugges ted  a l e a s t  s q u a re s  f i t t i n g  a l g o r i t h m  which s o lv e s  s imul ­
t aneous  e q u a t io n s  to  o b t a i n  the  r e a l  and im aginary  p a r t s  of  the  funda­
men ta l  componets.  T h i s  a l g o r i t h m  n e g l e c t s  any f r e q u e n c y  h i g h e r  than  the 
t h i r d  o r d e r ,  b u t  i t s  a c c u r a c y  i s  improved by u s i n g  d a ta - r e d u n d a n c y  and 
p s e u d o - i n v e r s e  t e c h n i q u e s .  Brooks [45] used  s t i l l  a n o t h e r  l e a s t  squa res  
approach  in  which i t  i s  assumed t h a t  the  waveform can be approx imated  by 
c o n s t a n t  and fundamenta l  f requency  components.  A l l  t h i s  work paved the 
way f o r  Kalman f i l t e r i n g  to  be a p p l i e d  f o r  t h i s  e s t i m a t i o n  problem. 
G i r g i s  and Brown [28]  deve loped  the n e c e s s a r y  models and s t u d i e d  the 
t r a n s i e n t  components i n  OTder to  t a i l o r  t h e  problem to  f i t  t he  Kalman 
f i l t e r i n g  framework.
The use of  Kalman f i l t e r  f o r  power system s t a t e  e s t i m a t i o n  i s  a 
r e l a t i v e l y  new i d e a .  A few papeTs have a ppeared  i n  t h e  l a s t  s i x  yea rs  
concern in g  t h i s  a p p l i c a t i o n .  G i r g i s  and Brown have p roposed  u s i n g  a bank 
o f  Kalman f i l t e r s  f o r  s e n s i n g  the  f a u l t  ( [ 2 6 ] ,  [ 2 7 ] ,  [ 2 8 ] ) .  A f t e r  a 
f a u l t  has  be en  i d e n t i f i e d ,  t h e  o r d in a r y  Kalman f i l t e r  w i t h  a t im e -  
v a r y i n g  o b s e r v a t i o n  m a t r ix  i s  u sed .  They have deve loped  a p p r o p r i a t e  
models f o r  v o l t a g e s  and c u r r e n t s ,  and a l s o  de te rm in e d  the  n o i s e  
s t a t i s t i c s  w i t h  r e a s o n a b l e  a c c u r a c y .  I t  must be m ent ioned  h e r e  t h a t  
immedia te ly  a f t e r  a f a u l t ,  t r a n s i e n t  components a r e  supe rimposed on the 
s t e a d y  s t a t e  v a l u e s .  S ince  t h e  s t e a d y  s t a t e  v a l u e s  a r e  to  be e s t i m a t e d ,  
t h e  t r a n s i e n t s  can be modeled as  random n o i s e .  They have p r e s e n t e d  
s i m u l a t i o n  r e s u l t s  to  show t h a t  the  Kalman f i l t e r  i s  c a p ab le  o f  g i v in g  
v e ry  good e s t i m a t e s  of  the  p o s t - f a u l t  s t a t e s  in  a v e r y  s h o r t  t ime.  A 
d i f f e r e n t  type  of  sys tem model has  been proposed  by Sachdev [25] in  
which the  o b s e r v a t i o n  m a t r i x  i s  t i m e - i n v a r i a n t ,  b u t  t h e  s t a t e  model i s
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based  on r o t a t i n g  r e f e r e n c e  frames .  Sachdev a l s o  r e p o r t s  some s im u l a t io n  
r e s u l t s  showing the  e f f i c i e n c y  of  the  Kalman f i l t e r .  I n  f a c t ,  bo th  
models work w e l l ,  a l t h o u g h  the  one deve loped  by G i r g i s  and Brown seems 
to  f o l l o w  th e  u s u a l  c o n t r o l  l i t e r a t u r e  more c l o s e l y .  Hence t h e i r  model 
has  been  used  i n  t h i s  work.
In  a  d i f f e r e n t  a p p l i c a t i o n ,  N ish iw ak i ,  Yokokawa and Ohtsuka 
p roposed  the  use  of  Kalman f i l t e r s  f o r  pa ra m e te r  i d e n t i f i c a t i o n  fo r  
power system s t a b i l i t y  a n a l y s i s  [ 4 6 ] .  I t  seems r e a s o n a b le  to  say t h a t  in  
the  n e a r  f u t u r e  Kalman f i l t e r i n g  or  i t s  m o d i f i c a t i o n s  w i l l  f i n d  many 
more a p p l i c a t i o n s  in  the g e n e r a l  a r e a  of  power system a n a l y s i s .  In 
p a r t i c u l a r ,  t h i s  c h a p te r  i s  concerned w i th  the  use of  t h e  combina t ion 
f i l t e r  f o r  e s t i m a t i n g  p r e -  and p o s t -  f a u l t  s t a t e s  as  we l l  as  f a u l t  
d e t e c t i o n .  In  the  ne x t  s e c t i o n  the  t y p i c a l  n o i s e  s i t u a t i o n  d u r in g  and 
a f t e r  a f a u l t  i s  d i s c u s s e d .  Then the  sys tem models a r e  d e s c r i b e d ,  and 
r e s u l t s  of  s i m u l a t i o n  s tu d y  a r e  g iven .
In conc lu d ing  t h i s  s e c t i o n  the  b a s i c  n o v e l t y  of  the  CFA must be 
p o i n t e d  o u t .  I t  i s  des igned  as  a t o o l  c a pab le  o f  e s t i m a t i n g  the 
p r e - f a u l t  s t a t e s ,  then  d e t e c t i n g  any anomal ly  i n  the  s y s te m ’ s b e h a v io r ,  
and s u b s e q u e n t ly  e s t i m a t i n g  th e  s t e a d y  s t a t e  p o s t - f a u l t  v a l u e s .  In 
G i r g i s  and Brown’ s approach one needs  an ex tended  Kalman f i l t e r  for  
s e n s i n g  the  f a u l t  and an o r d i n a r y  Kalman f i l t e r  f o r  e s t i m a t i n g  the 
s t a t e s .  The CFA i s  a s i n g l e  a lg o r i t h m  c apab le  o f  h a n d l i n g  th e  whole 
p r o c e s s ,  w i th  c o n s i d e r a b l y  l e s s  complex i ty  of  o n - l i n e  computa t ion .  The 
s i n g l e - s a m p l e  h y p o t h e s i s  t e s t i n g  has  been shown to  be v e r y  s u i t a b l e  f o r  
power system f a u l t  d e t e c t i o n .
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V I .2 Noise P roces s  A s s o c ia t e d  w i th  Power System F a u l t
G i r g i s  and Brown have done e x t e n s i v e  s i m u l a t i o n  s tu d y  of  the  
t r a n s i e n t s  accompanying v a r i o u s  types  o f  f a u l t s  f o r  v a r i o u s  l e n g th s  of 
t im e .  In  [27]  and [28]  they  r e p o r t  t h a t  the  t r a n s i e n t s  can be a p p ro x i ­
mated as  n o n s t a t i o n a r y  random p r o c e s s e s .  The v o l t a g e  t r a n s i e n t s  have 
h i g h  f requency  components t h a t  decay e x p o n e n t i a l l y  w i th  t im e .  T he re fo re  
they  a r e  modeled as a whi te  n o i s e  sequence w i th  e x p o n e n t i a l l y  decay ing 
v a r i a n c e .  The c u r r e n t  t r a n s i e n t s  have h i g h  f re que nc y  components and a 
l a r g e  t i m e - c o n s t a n t  e x p o n e n t i a l  component. Thi s  i s  c a l l e d  a  dc o f f s e t .  
Thi s  component i s  augmented to  the s t a t e  v e c t o r  i n  the  model .  While i t  
i s  t r u e  t h a t  the  t r a n s i e n t  phenomena i s  a f f e c t e d  by many f a c t o r s  such as 
l i n e  l o a d i n g ,  s t r u c t u r e  of power systems and u n t r a n s p o s i t i o n  of  
t r a n s m i s s i o n  l i n e s ,  i t  has  been shown t h a t  [47] t h e s e  e f f e c t s  a re  
r e l a t i v e l y  s m a l l .  GiTgis  and Brown s im u la t e d  a s im ple  power system which 
i s  shown in  f i g u r e  6 . 1 .  I t  r e p r e s e n t s  a 345 KV, 160 m ile  t r a n s m i s s i o n  
l i n e  connec ted  to  a 400 MVA g e n e r a t i n g  s t a t i o n  a t  t h e  s en d in g  end and a 
l a r g e  i n t e r c o n n e c t e d  network a t  the r e c e i v i n g  end. The g e n e r a t o r  is  
r e p r e s e n t e d  by a c o n s t a n t  v o l t a g e  be h ind  a s u b t r a n s i e n t  r e a c t a n c e .









F ig .  6 . 1 : Power system model .
The i n s t r u m e n t a t i o n  e r r o r s  were c o n s id e red  small  compared to the  
h ig h  f requency  t r a n s i e n t  n o i s e .  The n o i s e  i n  the  v o l t a g e  and c u r r e n t  
waveforms was de te rm ined  by s u b t r a c t i n g  the  s t e a d y  s t a t e  t ime s o l u t i o n  
from the  t r a n s i e n t  s o l u t i o n  i n  the  f i r s t  cyc le  a f t e r  the  f a u l t  
oc cured .  They s im u la t e d  f o u r  d i f f e r e n t  k inds  o f  f a u l t s  a t  fou r  
l o c a t i o n s  e q u a l l y  spaced  a lo n g  the  t r a n s m i s s i o n  l i n e .  The wors t  
c o n d i t i o n  case was s t u d i e d ,  which i s  the  maximum v o l t a g e  a t  the  f a u l t  
l o c a t i o n .  Although th e  n a t u r e  of  the  n o i s e  i s  s l i g h t l y  dependen t  on 
the  type  of  f a u l t ,  t h e  dependence can be s a f e l y  ign o re d .  The n o i s e  was 
n o t  found to  change w i th  d i f f e r e n t  load  c o n d i t i o n s  e i t h e r .  The a u t o ­
c o r r e l a t i o n  f u n c t i o n  and the  ensemble v a r i a n c e  were a l s o  de te rmined  
based  on the  f requency  of  occurance  of  d i f f e r e n t  types  o f  f a u l t  and 
equal  p r o b a b i l i t y  of  f a u l t  l o c a t i o n s .  F ig u re  6 . 2a shows the  n a t u r e  of 
the  v o l t a g e  n o i s e  v a r i a n c e  i n  the  f a u l t e d  phase and the  e x p o n e n t i a l  
app rox im at ion  used  i n  the Kalman f i l t e r .  The v a r i a n c e  of  the  v o l t a g e  
n o i s e  i n  the  u n f a u l t e d  phase ,  shown in  f i g .  6 . 2b ,  was found to be
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r e a s o n a b ly  w i t h i n  expec ted  l i m i t s .
The f o l lo w in g  e m p i r i c a l  fo rmula f o r  the  v a r i a n c e  of  the  v o l t a g e  
n o i s e  s i g n a l  i s  p roposed  by G i r g i s  and Brown:
D , -kA t /T i  .\  = \  e . (6 .1 )
The c o n s t a n t  ky i s  v e ry  c l o s e l y  equal  to  the  mean squa re  of  the  change 
in  the  se n d in g  end v o l t a g e  in  the  f a u l t e d  pha se .  Tl i s  rough ly  equal  to 
h a l f  of  the  expec ted  t ime c o n s ta n t  of  the  p r o t e c t e d  l i n e .  G i r g i s  and 
Brown s u g g e s t  t h a t  t h e r e  i s  no need to add a small  c o n s t a n t  to  the 
formula  to  keep i t  from approach in g  zero w i th  t ime b e c ause  the  
e s t i m a t i o n  t ime i s  s m a l l .  However, i t  i s  the  op in ion  o f  the  p r e s e n t  
a u th o r  t h a t  a small c o n s t a n t  must be added to  i t  s i n c e  t h e  combina t ion 
f i l t e r  i s  in te nde d  to  s t a y  in  o p e r a t i o n  f o r  a long t ime a f t e r  the  f a u l t  
has  been c l e a r e d  and the  system has reached s t e a d y  s t a t e  a g a i n .
a~  l
ACTUAL VARIANCE
APPROX. VARIANCE USED IN  K .F .a
CL.
a .o a  4 . no e .o a  12 .ao 
TIM E -M S E C
F i g .  6 . 2a : Var iance  of  the  v o l t a g e  n o i s e  s i g n a l  
in  the  f a u l t e d  phase .




F i g .  6 . 2b : Var iance  of  the v o l t a g e  n o i s e  s i g n a l  
i n  the  u n f a u l t e d  pha se .
For  the  c u r r e n t  n o i s e  a l s o ,  an e m p i r i c a l  fo rm ula  i s  g i v e n  f o r  the 
v a r i a n c e  of  the  whi te  n o i s e  p r o c e s s :
®k = k i e
-kAt /T i
( 6 .2 )
The c o n s t a n t  i s  found to  be o n e - f o u r t h  o f  t h e  mean squa re  o f  the 
se n d in g  end c u r r e n t .  F i g .  6 . 2c shows the  v a r i a n c e  of  the  c u r r e n t  n o i s e  
s i g n a l  in  the  f a u l t e d  phase .  As mentioned  e a r l i e r ,  t h e  c u r r e n t  n o i se  
c o n s i s t s  of  a w h i t e  n o i s e  and an e x p o n e n t i a l  component .
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APPROX. VARIANCE OF NHITE 
NOISE + EXP. PROCESS
ACTUAL VARIANCE
APPROX. VARIANCE OF 
EXP. PROCESS
Q
0 .0 0  11.00 8 .0 0  12.00
TIM E -M S E C
F ig .  6 . 2c : V ar ia nc e  of  the  c u r r e n t  n o i s e  s i g n a l  
in  t h e  f a u l t e d  phase.
The d i s c r e t e  s t a t e  model f o r  the  e x p o n e n t i a l  p r o c e s s  i s  g iv e n  by:
X3 (k+1) = e_/?At X3 (k)  + wfc, ( 6 . 3 )
where t h e  i n i t i a l  v a r i a n c e  i s  assumed to  be l a r g e  compared to  the  s teady  
s t a t e  v a r i a n c e .  The c o n s t a n t  /? i s  ob ta ine d  from a l e a s t - s q u a r e  
e x p o n e n t i a l  curve f i t  to  t h e  a c t u a l  v a r i a n c e  of  the  n o i s e  i n  the  f a u l t e d  
pha se .  The i n i t i a l  v a r i a n c e  o\  i s  ap p ro x im a te ly  equal  to  the  mean 
squa re  o f  the s end ing  end c u r r e n t  in  the  f a u l t e d  pha se ,  and the  c o n s ta n t  
P i s  g iv e n  by 1 / T l .  Thus, t h e  e x p one n t i a l  p a r t  o f  the  n o i s e  i s  
i n c o r p o r a t e d  i n  the  s t a t e  e q u a t i o t i o n .  Th is  component i n c l u d e s  a small  
r e s i d u a l  n o i s e  w^. The v a r i a n c e  of  t h i s  w^ i s  o b t a i n e d  from expe r im en ta l  
r e s u l t s .  The t h i r d  s t a t e  of  the  c u r r e n t  model i s  a  n o n s t a t i o n a r y  p rocess  
w i th  a l a r g e  i n i t i a l  v a lu e ,  and i t  g r a d u a l l y  r e l a x e s  to  a Markov p rocess  
w i th  a r e l a t i v e l y  smal l  rms va lu e  in the  s t e a d y  s t a t e  c o n d i t i o n .
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V I .3 S i g n i f i c a n c e  of the  E x p o n e n t i a l l y  Decaying Noise
V ar iance  f o r  the Jump D e t e c t o r
I t  i s  i n t e r e s t i n g  to  no te  t h a t  the  s p e c i a l  k in d  o f  n o i s e  s t a t i s t i c s  
i n  the  case  of  power system f a u l t  a c t u a l l y  i s  b e n i f i c i a l  to  the  jump 
d e t e c t o r .  Thi s  i s  t r u e  because  the  p a ram ete r  jump in  t h i s  case  i s  
accompanied by a sudden l a r g e  n o i s e  which decays g r a d u a l l y .  The i n i t i a l  
l a r g e  v a lu e  of  the  n o i s e  a s s i s t s  in  the d e t e c t i o n  of  the  jump. According 
to  theorem 3 .1  of  c h a p t e r l l l ,  i f  a jump i s  accompanied by an i n c r e a s e  in  
the  n o i s e  v a r i a n c e ,  then  the  no rmal ized  r e s i d u a l  has  v a r i a n c e  g r e a t e r  
than  u n i t y .  In c h a p te r  IV i t  was shown t h a t  an i n c r e a s e  in  the  n o i se  
v a r i a n c e  r e s u l t s  in  a l a r g e r  p r o b a b i l i t y  of  d e t e c t i o n :  wrong d e t e c t i o n  
i f  t h e r e  was no pa ram ete r  jump, c o r r e c t  d e t e c t i o n  i f  t h e r e  was. Because 
o f  t h i s  p a r t i c u l a r  p r o p e r t y ,  power system f a u l t  d e t e c t i o n  i s  an i d e a l  
case  f o r  a p p ly i n g  h y p o t h e s i s  t e s t  based  on a s i n g l e  sample.  A numer ica l  
example w i l l  make t h i s  c l e a r .  Let  a t  some t ime s t e p  k a f a u l t  occur ,  
w i th
h£ = [ 0 . 9  - 0 . 1 ]
AX^ = [ - 0 . 3  0 .7 ]
^ ( a c t u a l ) = 0 .6
R e m o d e l )  = 0.03
q _ 0.02  0.01
k / ( k - l )  Q 01 Q Q2
These num er ica l  va lu e s  a r e  no t  chosen in  random: they  comply w i th  the 
f a c t  t h a t  i n  power system models a l l  the  v a r i a b l e s  a r e  i n  pe r  u n i t  (so
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t h ey  a r e  l e s s  than  one) ,  and the  i n i t i a l  v a lue  of  ^ ( a c t u a l )  i s  t aken  
from G i r g h i s  and Brown’ s s im u l a t io n  s tudy  [ 2 8 ] .  The v a lu e  of  R e m o d e l )  
i s  chosen somewhat l a r g e r  than  in  [28] i n  o rd e r  t o  o b t a i n  a more 
c o n s e r v a t i v e  r e s u l t .  Then,
Q_ (model) = h£ Q™/ ( k  i ) H]c + R e m o d e l )  = 0.0446 
Zk
Q_ ( a c t u a l )  = Q“ / ( k _ l ) Hk + Rk ( a c t u a l )  = 0.6146 
zk
t h u s ,
q_ = 0 ^ 1 4 6  w l 3  78
z , 0.0446nk
and
-0  34E ( Z , ) = - S —i------------ = ” ' J4 0 - 1 . 6 1 .nk . .
V. Q_ (model) y  0 .0446 
Zk
Assuming t h a t  the  r e j e c t i o n  th r e s h o ld  i s  Tr  = 2 .5 8 ,  chosen on the b a s i s  
of  1% f a l s e  a larm r a t e  f o r  s t a n d a rd  normal r . v . ,  the  c o n d i t i o n a l  
d e t e c t i o n  p r o b a b i l i t y  is
P r ( |Znfc| > T ) »  52.7%.
To compare t h i s  r e s u l t  wi th  the  case when t h e r e  i s  no i n c r e a s e  in  Rk 
w i th  the  jump, no t e  t h a t  the  c o n d i t i o n a l  d e t e c t i o n  p r o b a b i l i t y  f o r  the 
same amount of  jump would be 16.6%. Thi s  shows the  i n c r e a s e  in  Rj ,̂ in  
t h i s  example,  r e s u l t s  in  a 217% i n c r e a s e  in  the  c o n d i t i o n a l  d e t e c t i o n  
p r o b a b i 1i t y .
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V I .4 Vol tage  and c u r r e n t  models 
(same f o r  each phase)
The s ig n a l  p roce s s  f o r  bo th  c u r r e n t  and v o l t a g e  i s  a s i n e  wave w i th  
random ampl i tude  and phase .  This  i s  modeled as a two-element  v e c t o r ,  
where the  s t a t e  v a r i a b l e s  a r e  the  c o e f f i c i e n t s  of  the  s in e  and cos ine  
components of  the  wave. The n o i s e  f r e e  c u r r e n t  or v o l t a g e  s i g n a l  can be 
e x p re s s e d  by the  r e a l  or imag inary  p a r t  o f
S ( t )  = A exp ( jw Qt  + <p), ( 6 .4 )
where A i s  the  ampl i tude  and <p i s  the  phase a ng le  a t  t  = 0. The same
q u a n t i t y  can be expressed  as
S ( t )  = XjCos wQt  -  X2 s i n  cjgt, ( 6 . 5 )
where X1 and X2 a r e  the i n -p h a s e  and q u a d r a t u r e - p h a s e  components of  the
v o l t a g e  or c u r r e n t  phaso r ,  and they  a r e  independen t  Gauss ian  random 
v a r i a b l e s .
The s t a t e  ( v o l t a g e )  model f o r  b o th  f a u l t e d  and u n f a u l t e d  phases  is  
g iv e n  by
' X j t t + l )  ■ ' 1 0 ' ' X ^ k )  •
X2(k+1) 0 1 X2(k)
The measurement  e q u a t io n  f o r  bo th  f a u l t e d  and u n f a u l t e d  phases  i s  the  
f o l l o w i n g :
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= [ cos(wokAt) - s i n ( w 0kAt) ] Xj (k)  1
x2(k)
+ v, ( 6 . 7 )
where At i s  the  sampling i n t e r v a l ,  and (JQ = 2xf  = 377 sec 1 i s  the  
fundamental  a n g u la r  f r e q u e n c y .  The c u r r e n t  model has  a t h r e e - s t a t e  
v e c t o r :
Xx(k+1) ' ’ 1 0 0
X2(k+1) = 0 1 0
X , ( k + l ) 0 0 e - ^ 4
'  X j fk )  ■ ' 0 '
x2(k) + 0
x3(k) . V
( 6 . 8 )
The measurement  e q u a t i o n  i s  s i m i l a r  t o  t h a t  of  the v o l t a g e  model ,
= [ cos(wQkAt) - s i n ( w okAt) 1 ]
X: (k)  1
X2(k)
x3(k)
+ Vk ( 6 .9 )
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
-9 5 -
V I .5 S i m u l a t i o n  Study of  the  A p p l i c a t i o n  of  the  Combined F i l t e r  
Algor i thm to  the  Power System S t a t e  E s t i m a t i o n  Problem
The purpose  of  t h i s  computer  s i m u l a t i o n  work i s  to  show the  
e f f e c t i v e n e s s  of  the proposed  a lg o r i t h m  (w i th  the s i n g l e  sample d e t e c t o r  
and combined d e c i s i o n  r u l e )  in  power system s t a t e  e s t i m a t i o n .  The 
v o l t a g e  model i s  used  to  e s t i m a t e  p r e -  and p o s t - f a u l t  v a lu e s  of  the  two
A
s t a t e s .  The i n i t i a l  v a lu e s  of  and X^, the sampling r a t e  and the 
v a l u e s  of  R^ a r e  taken  from th e  example s tu d i e d  by G i r g h i s  and Brown 
i n  [ 2 8 ] .
The a c ce p tan c e  and r e j e c t i o n  t h r e s h o l d s  a r e  l e f t  as  v a r i a b l e s  in
o r d e r  to  f i n d  out  t h e i r  e f f e c t  on the  performance of  the  a l g o r i t h m .  The
S, m a t r i x  i s  a l s o  l e f t  as  a v a r i a b l e  so t h a t  i t s  e f f e c t  on the  k
perfo rmance  of  the  f i l t e r  can be seen .  However, s i n c e  i n  G i r g h i s  and 
Brown’ s s tu d y  the  Kalman f i l t e r  i s  s t a r t e d  only  a f t e r  a f a u l t  has  been 
d e t e c t e d  (by some o t h e r  d e t e c t i o n  mechanism),  i t  i s  n o t  p o s s i b l e  to g e t  
compara t ive  r e s u l t s  on the e f f e c t  o f  the  combined d e c i s i o n  r u l e  in  t h i s  
p a r t i c u l a r  example.  T h e re fo re  a n o th e r  example has  been c o n s t r u c t e d  where 
a  smal l  jump o c c u r s ,  and the  n o i s e  v a r i a n c e  R^ a f t e r  the  f a u l t  i s  much 
lower than  in  the  p rev io u s  example.  Thi s  can happen in  p r a c t i c e  i f  the 
t ime c o n s t a n t  of  the p r o t e c t e d  l i n e  i s  s m a l l .
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V I . 5.1 Example 1
( v o l t a g e  model)
I n i t i a l  v a lu e s :
Xj = 0 . 0
\  =  0.0
%  = 1
P r e - f a u l t  va lu e s  (k < kQ, f a u l t  occurs  a t  s t e p  k Q):
x x = 1.0
Xo = 0 .0
Rĵ  = 0 . 0 0 1 .
P o s t  f a u l t  va lue s  (k  £  k Q):
Xx = 0 .5
X2 = 0.33
=  0 . 6  e " ° - 2 ( k ~ k o )  + 0 . 0 0 1 .
The sampl ing  r a t e  i s  1920 samples  pe r  second,  which t r a n s l a t e s  i n to  
32 samples  pe r  c y c le .  G i r g h i s  and Brown used  64 samples  pe r  cyc le  in  
t h e i r  s i m u l a t i o n ,  b u t  l a t e r  showed t h a t  the  perfo rmance  of  t h e  f i l t e r  i s  
p r a c t i c a l l y  the  same fo r  32 o r  64 samples pe r  c y c le .
The h y p o t h e s i s  t e s t  i s  based  on the  fo l l o w in g .
S e t  i )  o f  s im u l a t io n s :  T = 2 .5 8 ,  T = 1 .0 .r  ’ a
This  corresponds  to a = 0 .01 and CDR.
S e t  i i )  of  s im u l a t io n s :  T = 2 .5 8 ,  T = 2 .58 .r  a
T h i s  corresponds  to  a  = 0.01  and BDR.
In 50 s i m u l a t i o n s  wi th  d i f f e r e n t  sequences  of  random n o i s e ,  the  jump was 
d e t e c t e d  w i th o u t  any d e la y  each  t im e.  F i g .  6 .3  th rough  6.6 i l l u s t r a t e  
the  perfo rmance  of  the a l g o r i t h m .
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Fig .  6 . 3 a : P o s t - f a u l t  s i g n a l ,  and s ig n a l  p lu s  n o i s e  
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F ig .  6 . 3 b : True v a lu e s  and e s t i m a t e s  of  the p o s t - f a u l t  
s t a t e s  ( A f t e r  G i r g h i s  and Brown [ 2 8 ] ) .
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F i g .  6 . 6 : Behavior  o f  the no rm a l ized  r e s i d u a l .  
At s t e p  20,  i t  has  a sha rp  i n c r e a s e .
I t  i s  obse rved  t h a t  CDR and BDR y i e l d  the  same pe rfo rmance.  Th is  is  
e x p l a i n e d  by the  f a c t  t h a t  t h e  jump i s  l a r g e  and the  r e j e c t i o n  th r e s h o ld  
i s  low. Also,  the p o s t - f a u l t  n o i s e  v a r i a n c e  i s  h i g h  which a s s i s t s  in  
c o r r e c t  d e t e c t i o n .  I t  should be no ted  a g a i n  t h a t  the  RWM ( i n  u s i n g  the 
CDR) i s  u s e f u l  only i f  the  jump i s  no t  d e t e c t e d  by the  h y p o t h e s i s  t e s t .  
Under the  c i r c um s tanc e s  of t h i s  example the  o n e - s t e p  d e t e c t o r  performed
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alniost  as  an i d e a l  d e t e c t o r .
The p o s t - f a u l t  e s t i m a t e s  converged to  the  t r u e  v a lu e s  w i t h i n  25 to 
30 samples a f t e r  the  f a u l t  (12 to  14 m i l i s e c o n d s  a t  32 samples  pe r  
c y c l e ) ,  which i s  comparable to  G i r g h i s  and Brown’ s r e s u l t s ,  and ve ry  
good f o r  r e l a y i n g  p u rp o se s .  D ur ing  the  course of  t h i s  s i m u l a t i o n  s tudy ,  
some cases  of  f a l s e  a la rms  were encoun te red .  However, as  ment ioned  
e a r l i e r  in  c h a p te r s  I I I  and V, f a l s e  a larms may d i s r u p t  t h e  e s t i m a t i o n  
p r o c e s s  t e m p o r a r i l y ,  b u t  the  e s t i m a t e s  e v e n t u a l l y  converge t o  t h e  t r u e  





F i g .  6 . 7 : E s t im a t e s  and t r u e  va lu e s  of  the  s t a t e s  
in  the p re se nc e  of  a f a l s e  a la rm.
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V I . 5 .2 .  Example 2
a)  To f i n d  out  i f  the d e t e c t i o n  would be good f o r  s m a l l e r  jumps, a 
l i m i t i n g  case  of  zero jump was s im u la t e d ,  w i th  the  same p o s t - f a u l t  n o i s e  
v a r i a n c e  as i n  Example 1 ) ,  i n t r o d u c e d  a f t e r  60 s t e p s  (kQ = 6 0 ) .  This  
program was w r i t t e n  to  t e r m in a te  as  soon as a d e t e c t i o n  oc c u re d ,  be i t  a 
f a l s e  a la rm  or  c o r r e c t  d e t e c t i o n .  The same th r e s h o ld s  as  in  Example 1 
were used .  In 1000 runs c o r r e c t  d e t e c t i o n  w i th  the  minimum p o s s i b l e  
d e la y  (one s t e p )  occured in  697 c a se s ;  t h e r e  was a t w o - s t e p  d e l a y  in  162 
c a se s .  The maximum d e t e c t i o n  d e l a y  was found to  be 5 samples a f t e r  the  
jump. In 54 cases  the program was t e rm in a te d  by due to  a f a l s e  a la rm.
b) For the  case of  a low t ime c o n s ta n t  of the  p r o t e c t e d  l i n e ,  the
program of  p a r t  a)  was r e p e a t e d  w i th  a lower p o s t -  f a u l t  n o i s e  v a r i a n c e  
—0 2 ( k—k 1
\  = 0 .01 e 0 , k  ^  k 0 , k0 = 60,
and the  f o l l o w in g  t h r e s h o l d s :
T .  = 3 .3  
T = 1 .0 .
The r e j e c t i o n  t h r e s h o l d  co r responds  to  a  = 0 .001 .  The s i m u l a t i o n s  
showed t h a t  the  f a l s e  a larm r a t e  de c re a sed  compared to  the  p re v io u s  
t h r e s h o l d s .  However, the d e t e c t i o n  r a t e  a l s o  dropped.  In  1000 runs 
immediate c o r r e c t  d e t e c t i o n  occured  in  only 360 c a s e s .  In  294 cases  the 
d e t e c t i o n  was de layed  by two s t e p s ,  and in  103 cases  by t h r e e  s t e p s .  In 
48 cases  t h e r e  was no d e t e c t i o n  even a f t e r  10 s t e p s .
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V I . 6. D i s c u s s i o n  of  the S i m u l a t i o n  R e s u l t s
In  the  p rev io u s  c h a p te r s  i t  was shown t h a t  i n  the  c a se  of  a mis sed  
jump i t  i s  u s e f u l  to  have th e  RWM f i l t e r  a v a i l a b l e .  I f  t h e r e  i s  an 
u n d e t e c t e d  jump, then  the BDR makes the  a lg o r i t h m  perform s i m i l a r  to  the 
o r d i n a r y  Kalman f i l t e r ,  whereas  t h e  CDR makes i t  perform s i m i l a r  to a 
random walk model or f i n i t e  memory f i l t e r .  However, f o r  power system 
s t a t e  e s t i m a t i o n  i t  i s  observed  t h a t  s in c e  the  f a u l t  i s  accompanied by 
i n c r e a s e d  n o i s e ,  the  p r o b a b i l i t y  o f  m is s in g  a jump i s  v e r y  low. Thus, in 
most  cases  i t  i s  adequate  to  have the  b i n a r y  d e c i s i o n  r u l e .  I t  was 
obse rved  i n  numerous s im u l a t io n s  t h a t  the  a lg o r i th m s  w i t h  BDR and CDR 
perfo rmed  the  same way. The n o v e l t y  of the  p r e s e n t  a l g o r i t h m  l i e s  i n  the 
f a c t  t h a t  i t  i s  much s im ple r  and f a s t e r  than  u s i n g  an e l a b o r a t e  
d e t e c t i o n  scheme. Since t h e  problem of  power system f a u l t  d e t e c t i o n  is  
r e a l l y  an i d e a l  s i t u a t i o n  f o r  u s i n g  s i n g l e - s t e p  h y p o t h e s i s  t e s t s ,  i t  
fo l l o w s  t h a t  the proposed a l g o r i t h m  has  good p o t e n t i a l  f o r  f u t u r e  u s e .
Example 2 i n d i c a t e s  t h a t  d e t e c t i o n  i s  f a s t e r  when th e  t ime c o n s t a n t  
o f  the  p r o t e c t e d  l i n e  i s  h i g h .  In  one thousand runs  w i th  a l i m i t i n g  case 
o f  ze ro  jump, the  d e t e c t i o n  r a t e  i s  found to  be ve ry  good.  The d e t e c t i o n  
r a t e  d e c r e a s e s  f o r  lower t ime c o n s t a n t s .  O v e r a l l ,  because  of  i t s  f a s t  
d e t e c t i o n  and a c c u r a t e  t r a c k i n g  c a p a b i l i t i e s ,  and because  of  the  
p a r t i c u l a r  n a t u r e  of  the n o i s e  s t a t i s t i c s  d u r in g  a  power system f a u l t ,  
t he  CFA s h o w s > u b s t a n t i a l  p romise  f o r  u s e  i n  power system s t a t e  
e s t i m a t i o n  problems.
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Chapter VII
APPLICATION OF THE COMBINED FILTER TO A CONTINUOUS SYSTEM
Summary: In  t h i s  c h a p te r  a new k ind  o f  experiment  i s  d e s c r i b e d .  
M o t iv a te d  by the  f a c t  t h a t  i n  r e a l  l i f e  most  systems a r e  c on t inuous ,  
t h e  p roposed  a l g o r i t h m  i s  t e s t e d  on the sampled v e r s i o n  of  a  con t inuous  
sys tem . In  t h i s  d i s s e r t a t i o n ,  the  CFA has been t e s t e d  f o r  v a r i o u s  
d i s c r e t e  sys tems,  the  r e s u l t s  of  which a r e  g iv en  in  appendices  A and B 
However, i t  must be a d m i t t e d  t h a t  i n  r e a l i t y ,  ab ru p t  changes may occur  
i n  a con t inuous  sys tem, and a d i s c r e t e  model of  the  changes may n o t  be 
a v a i l a b l e .  The goa l  i n  t h i s  c h a p te r  i s  to  i n v e s t i g a t e  the  e f f e c t i v e n e s s  
of  t h e  Kalman f i l t e r  in  g e n e r a l ,  and h y p o t h e s i s  t e s t i n g  in  p a r t i c u l a r ,  
in  such a s i t u a t i o n .  The Kalman f i l t e r  w i th  s in g l e - s a m p le  h y p o t h e s i s  
t e s t i n g  i s  a p p l i e d  to  the  sampled i n p u t - o u t p u t  sequence of  a s im u la t e d  
c o n t i n u o u s - t im e  system. The r e s u l t  of  t h i s  s tudy  shows t h a t  pa ram ete r  
jumps o c c u r in g  i n  the  con t inuous  system can be d e t e c t e d  by the  proposed 
method.  I t  a l s o  i n d i c a t e s  a r e a s  f o r  f u r t h e r  r e s e a r c h .
V I 1 . 1 Problem S ta tem en t
The chosen c o n t i n u o u s - t im e  system i s  the  well -known i n v e r t e d  
pendulum problem. F i g u r e  7.1 shows the pendulum a t t a c h e d  to a n e a r l y  
v e r t i c a l  rod ,  the  mot ions  of  which a r e  d e s c r i b e d  by the  e q u a t io n s
-103-
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( t )  -  a 2 i K t )  -  w2[ ^ ( t )  + 0 ( t ) ]  = u ( t )  
0  ( t )  + w2 0 ( t )  + e i  ( t )  = 0,
m
A
F i g .  7 . x : The i n v e r t e d  pendulum.
where
= 2S_ , = 3»S_ _ £ . i_ _ »> L ,„  =
21 Ml a  0 a
Q = to rque  a p p l i e d  a t  A, 
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Assuming t h a t  a = 1 and ■ = ••î m = r ,  and a f t e r  some a l g e b r a i c
M
m a n i p u l a t i o n s ,  the  f o l l o w i n g  s t a t e - s p a c e  model can be d e r i v e d :
£ = A£ + bu, ( 7 . 2 )
wi th
' 0 1 0 0 ' ' 0 ‘
1 .5+r 0 1 0 1
A = 0 0 0 1 b = 0
- 1 . 5 - r 0 -2 0 -1
where
fi = = i ,  e3 = 0 , e4 = b.
The p a ram ete r  r  has  been l e f t  a s  a v a r i a b l e  in  o rde r  to  i n t r o d u c e  
changes i n  the  hang ing  mass m i n  the  cont inuous  system. The nominal  
v a lu e  of  r  i s  assumed to  be 1.
A f t e r  s t a b i l i z i n g  the  system w i th  a s t a t e  feedback ,  the  model i s  
s im u l a t e d  u s in g  the Con tinuous System Modeling Program (CSMP). The 
sys tem i s  e x c i t e d  by a random i n p u t  sequence.  The ang le  ^  ( s t a t e  
v a r i a b l e  X1) i s  c o n s id e r e d  as  the  o u t p u t .  The in p u t  and o u t p u t  a r e  
sampled,  and the  CFA i s  u se d  to  e s t i m a t e  the  pa ra m e te r s  o f  an assumed 
f o u r t h - o r d e r  ARMA model , which i s  g iv en  by the  f o l l o w in g :
\  + J,biVr
The c o n s t a n t  pa ram ete r  model i s
Xk+1 = Xk ’
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where
X = [ a • • •  a  b • • •  b  1^.1 4 1 4
In  o rder  to  i n v e s t i g a t e  whether  the t e s t  o f  h y p o t h e s i s  can d e t e c t  a 
change i n  the p a ram ete rs  of  the  o r i g i n a l  cont inuous  sys tem, the  
pa ram ete r  r  i n  the  A m a t r ix  of  eq.  (7 .2 )  was changed from i t s  nominal  
va lu e  of  1. I n c r e a s e  in  i t s  v a lu e  i s  e q u i v a l e n t  t o  the  a d d i t i o n  of  e x t r a  
mass,  whereas  d e c re a s e  i n  i t s  v a lue  means l o s s  of  some h a n g in g  mass.  The 
goa l  i s  to  f in d  out  whether  the  CFA can d e t e c t  the  change,  and e s t i m a t e  
th e  p a ra m e te r s .
V I I .2 R e s u l t s  of  the  S i m u l a t i o n  Study
The system of  e q . ( 7 . 2 )  was s im u la te d  f o r  120 seconds .  The in p u t  and 
ou tpu t  f u n c t i o n s  were sampled a t  t h e  r a t e  of  2 0 / s e c .  At s t e p  1000 (50 
s e c . ) ,  the  va lu e  of  r  was changed from 1 to 4 . 5 .  E s t i m a t e s  of  a l l  the  
e i g h t  pa ram ete rs  were examined f o r  s ig n s  of  jumps. When an o r d i n a r y  
Kalman f i l t e r  was used  f o r  t h e  e s t i m a t i o n ,  none of  the  p a ra m e t e r s  showed 
any jump. In f i g .  7 . 2 ,  t h e  e s t i m a t e s  of the f i r s t  fou r  p a ra m e t e r s  a r e  
shown when the jump e x i s t s  b u t  an o r d in a r y  Kalman f i l t e r  i s  u se d .
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F ig .  7 . 2 : E s t im a t e s  of  pa ra m e te r s  a th rough  a  g i v e n  
by the o r d i n a r y  Kalman f i l t e r .  At s t e p  1000 
(50 s e c . ) ,  p a ra m e te r  r  in  the con t inuous  
sys tem changes from 1 to  4 . 5 .
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When the  CFA was used  to e s t i m a t e  the  e i g h t  p a r a m e t e r s ,  one p a ra m e te r ,  
a ^ ,  was found to  show a s u b s t a n t i a l  jump. All  the  o t h e r  p a ra m e te r  
e s t i m a t e s  showed the same a v e r a g e  v a lu e s  b e f o r e  and a f t e r  t h e  jump. F ig .  
7 . 3  shows the e s t i m a t e  o f  t h e  p a r a m e te r  a ^ . The p re - jum p  v a l u e  i s  
a p p ro x im a te ly  - 0 . 1 3 ,  whereas  t h e  pos t - jum p  v a lue  i s  a b o u t  - 0 . 0 6 .  Other  




-0 .0 5 -
-0.10-
-0 . 15-
- 0 . 2 0 -
5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
F i g .  7 . 3 : E s t im a t e  o f  p a r a m e t e r  a , g iv e n  by th e  CFA. 
At s t e p  1000 (50 s e c . ) ,  pa ram ete r  r  i n  t h e  
con t inuous  sys tem changes from 1 to  4 . 5 .
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Two major  problems a r e  enc oun te re d  d u r in g  t h i s  s t u d y .  These may 
be p o t e n t i a l  d i f f i c u l t i e s  i n  a  r e a l  l i f e  s i t u a t i o n  a l s o .  The n e x t  two 
s e c t i o n s  a r e  devo ted  to  t h e  d i s c u s s i o n  and p o s s i b l e  remedy of  t h e s e  
p r o b le m s .
V I I .3 S e n s i t i v i t y  Problem
The most s e r i o u s  problem encounte red  i s  t h a t  o f  t h e  s e n s i t i v i t y  of 
t h e  pa ram ete rs  of  the  d i s c r e t e  model to  the  changes i n  t h e  con t inuous  
system. S ince  an e x a c t  d i s c r e t e  model i s  assumed to  be unknown, i t  i s  
a l s o  unknown how s e n s i t i v e  i t s  pa ram ete rs  w i l l  be to  t h e  changes in  the 
o r i g i n a l  system. In some cases  they  may have ve ry  low s e n s i t i v i t y  to the 
changes in  a p a r t i c u l a r  pa ra m e te r  of  the  con t inuous  sys tem.
In the  p r e s e n t  s i m u l a t i o n  s tudy  each of  the  fo u r  s t a t e  v a r i a b l e s ,  
one by one, was c o n s id e r e d  as  the  ou tpu t  o f  the  c o n t in u o u s  system. I t  
was found t h a t  X and X a r e  more s e n s i t i v e  than  th e  r e s t .  I t  was a l s o
1 3
found t h a t  the  p a ra m e te r s  of  the  d i s c r e t e  model a r e  i n s e n s i t i v e  to any 
d e c re a s e  in  the  hang ing  mass.  Lack of  s e n s i t i v i t y  i s  a t t r i b u t e d  to  the 
s t a t e  f eedback  used  to  s t a b i l i z e  the  pendulum.
This  problem of  low o b s e r v a b i l i t y  may r e s u l t  i n  i n a d e q u a te  
d e t e c t i o n  n o t  only by the  CFA, bu t  by any o t h e r  t e c h n i q u e  as  w e l l .  I t  
i s  im por tan t  to remember t h a t  the  a lg o r i th m  i s  d e s ig n e d  to  d e t e c t  jumps 
t h a t  take p l a c e  in  the  p a ra m e te r s  of  the d i s c r e t e  sys tem . I t  i s  assumed 
t h a t  any such jump produces  s u f f i c i e n t  d e f l e c t i o n  in  the  r e s i d u a l  of  the 
f i l t e r .  I f ,  f o r  any r e a s o n ,  the  changes i n  the  p a ra m e t e r s  a r e  such t h a t  
they  do no t  cause t h i s  d e f l e c t i o n ,  then  no t e s t  o f  h y p o t h e s i s  w i l l  
d e t e c t  the  change.  Making the  a b r u p t  change in  the  c o n t in u o u s  system,
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w hi le  i m i t a t i n g  a r e a l  l i f e  s i t u a t i o n ,  does n o t  g u a r a n t e e  an adequate  
change in  the d i s c r e t e  system pa ra m e te r s .
Another problem i s  t h a t  of  f a l s e  a la rm s .  Al though r e l a t e d  to the  
problem of  s e n s i t i v i t y ,  i t  d e s e r v e s  s e p a r a t e  t r e a t m e n t .  The n e x t  s e c t i o n  
i s  devo ted to t h i s  problem.
V I I .4 The Problem of  F a l s e  Alarms
A r e a l  system may or  may n o t  be s u s c e p t i b l e  to  a l a r g e  amount of 
f a l s e  a la rm s .  In  the case  of  the  i n v e r t e d  pendulum, t h e  system takes  a 
long t ime to r each  s t e a d y  s t a t e .  T h e re fo re ,  the  Kalman f i l t e r  converges 
ve ry  s lowly .  O p e ra t ing  the  h y p o t h e s i s  t e s t  i n  t h a t  s i t u a t i o n  r e s u l t s  in  
a l a r g e r  than  des igned  p r o b a b i l i t y  of  f a l s e  a l a r m s .  T h i s  f a c t  i s  
de mons t ra ted  by the  s i m u l a t i o n  s tudy .  However, i t  i s  r e a s o n a b le  to 
assume t h a t ,  i n  a p r a c t i c a l  s i t u a t i o n ,  the c o n v e n t i o n a l  Kalman f i l t e r  
can be o p e ra t ed  long enough to  g e t  "good" i n i t i a l  e s t i m a t e s  b e f o r e  the 
CFA i s  s t a r t e d .  Then the f i l t e r  i s  optimum, and the  p r o b a b i l i t i e s  
a s s o c i a t e d  w i th  the  h y p o t h e s i s  t e s t s  a r e  v a l i d .
Another sou rce  of  f a l s e  a la rms l i e s  i n  the  f a c t  t h a t  j u s t  a f t e r  a 
jump, t h e r e  may be s t r o n g  t r a n s i e n t  behav io r  i n  the  sys tem . The d e t e c ­
t i o n  mechanism does n o t  t ake  t h a t  i n t o  a ccoun t ,  thus  r e s u l t i n g  in  a 
l a r g e  p r o b a b i l i t y  of  f a l s e  a la rm s .  Again,  the  h y p o t h e s i s  t e s t  may be 
swi tched  o f f  f o r  some t ime j u s t  a f t e r  a d e t e c t i o n .  I t  can even be 
swi tched  o f f  a l t o g e t h e r ,  i f  the  assumpt ion  o f  " a t  most  one jump" is  
v a l i d .  In the p r e s e n t  s i m u l a t i o n  the  h y p o t h e s i s  t e s t  was t u rn e d  o f f  fo r  
long p e r io d s  of  t ime in  the  beg inn ing  of  the run ,  and a l s o  j u s t  a f t e r  
the  jump.
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There i s  one o t h e r  r e a s o n  f o r  f a l s e  a la rm s ,  namely,  a sudden ve ry  
bad measurement .  Some systems may be more prone to  t h i s  k in d  of  behav io r  
th an  o t h e r s .  An e f f e c t i v e  way to  dea l  w i th  t h i s  problem i s  to  r e q u i r e  
two or  more con s ec u t iv e  r e j e c t i o n s  of  the n u l l  h y p o t h e s i s  b e f o r e  
sounding  an ala rm.  Th is  has  been  mentioned e a r l i e r  i n  c h a p te r  I I I .  Th is  
i s  a t r a d e - o f f  between the  number of f a l s e  a la rms  and speed  of  
d e t e c t i o n .  With a h ig h  r e j e c t i o n  t h r e s h o l d ,  one d e c r e a s e s  the  
p r o b a b i l i t y  of  f a l s e  d e t e c t i o n s ,  b u t  a l s o  reduces  the  p r o b a b i l i t y  of 
d e t e c t i n g  an a c t u a l  jump. However, due to the CDR (combined d e c i s i o n  
r u l e ) ,  an ’u n d e t e c t e d ’ jump may s t i l l  be t r a c e d  by the  RWM f i l t e r .
The cho ice  of  t h r e s h o l d s  a l s o  depends upon the  s e n s i t i v i t y  of  the 
sys tem. For  example, the  i n v e r t e d  pendulum system t u r n e d  ou t  to  have 
ve ry  low s e n s i t i v i t y  to t h e  change in  the r a t i o  of  masses  r .  This  meant 
t h a t  the  jump in the va lu e  o f  r  in  the cont inuous  system d i d  n o t  produce 
a l a r g e  d e v i a t i o n  in  the  no rm a l iz e d  r e s i d u a l  of  t h e  Kalman f i l t e r .  
T h e re fo re  a low r e j e c t i o n  t h r e s h o l d  was n e c e s s a r y  f o r  d e t e c t i n g  the 
jump, which r e s u l t e d  in  a l a r g e  p r o b a b i l i t y  of  f a l s e  a l a r m s .
Bes ides  the  a fo re m e n t ione d  two major  prob lems,  one has  to  be 
c a r e f u l  abou t  choosing  the p ro p e r  sampling r a t e .  I n a d e q u a te  sampling may 
r e s u l t  in  l o s s  of i n f o r m a t io n  r e g a r d in g  the c on t inuous  sys tem. Thi s  wel l  
known f a c t  i s  no t  un ique  to  the  p r e s e n t  s i t u a t i o n .  T h e r e f o r e ,  a d e t a i l e d  
d i s c u s s i o n  i s  no t  n e c e s s a r y .  I t  i s  enough to  men t ion  t h a t  improper  or 
i n ad e q u a te  sampling may r e s u l t  in  b i a s e d  e s t i m a t e s  or  d e t e c t i o n  d e l a y s .
D e s p i t e  problems,  the  r e s u l t  of  t h i s  s tu dy  i s  p r o m i s in g .  I t  i s  f e l t  
t h a t  more r e s e a r c h  i s  needed in  t h i s  p a r t i c u l a r  a r e a  o f  implementing  
d i s c r e t e  f i l t e r s  fo r  con t inuous  sys tems.
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Chapter VIII
CONCLUSIONS
The CFA has been d e s ig n e d  to  d e t e c t  l a r g e  jumps w i t h  the  h e l p  of  
s in g l e - s a m p le  h y p o t h e s i s  t e s t s ,  and t r a c e  small  jumps w i t h  the  h e l p  of 
the  RWM f i l t e r .  I t  d e g e n e r a t e s  i n t o  an o r d in a r y  Kalman f i l t e r  i f  the 
pa ra m e te r s  remain c o n s t a n t  f o r  a segment of  t ime .  The a l g o r i t h m  i s  
s imple  and e f f i c i e n t .  I t s  s u p e r i o r i t y  over o t h e r  a v a i l a b l e  methods has 
been e s t a b l i s h e d  in  a number of  s im u l a t io n  s t u d i e s .
The p r im ary  development  i n  t h i s  d i s s e r t a t i o n  i s  f o r  the  s i n g l e
o u t p u t  ca se .  However, t h e  m u l t i - o u t p u t  case has  a l s o  been s t u d i e d ,  and 
the  method has  been  ex tended  to  i t .  The approach  p roposed  h e r e  r e s u l t s  
i n  a  C h i - sq u a re  d i s t r i b u t e d  t e s t  s t a t i s t i c ,  which im p l i e s  t h a t  a m a t r ix  
s q u a r e - r o o t  e x t r a c t i o n  and i n v e r s i o n  i s  avoided a t  each s t e p .  Thi s  i s  a 
s i g n i f i c a n t  com puta t iona l  s i m p l i f i c a t i o n .  However, i t  i s  f e l t  t h a t  the 
m u l t i - o u t p u t  case needs to  be s t u d i e d  in  more d e t a i l  f o r  the  case  of
jumps in  the  n o i s e  s t a t i s t i c s .  The t e s t  o f  h y p o t h e s i s  i s  based  on the
C h i - sq u a r e  d i s t r i b u t i o n ,  thus  i t  i s  o n e - t a i l e d .  The asymmetry of  the 
C h i - sq u a r e  d i s t r i b u t i o n  has  to  be taken  i n t o  c o n s i d e r a t i o n  whi le  
modify ing  some p r o p e r t i e s  and t h e i r  p roo fs  f o r  the  m u l t i - o u t p u t  ca se .
The main a p p l i c a t i o n  o f  the  CFA in  t h i s  work i s  t h a t  of  power 
system f a u l t  d e t e c t i o n  and s t a t e  e s t i m a t i o n .  D e t a i l e d  s i m u l a t i o n  s t u d i e s  
have been c a r r i e d  o u t .  They show t h a t  s i n g l e  sample h y p t h e s i s  t e s t  i s  
i d e a l  f o r  d e t e c t i n g  s h o r t  c i r c u i t  f a u l t s .  The e f f i c i e n c y  o f  t h e  Kalman 
f i l t e r  in  e s t i m a t i n g  the  s t e a d y  s t a t e  v o l t a g e s  and c u r r e n t s  has  been
- 1 12 -
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shown e a r l i e r  by o t h e r  r e s e a r c h e r s .  More work i s  needed in  the  a r e a  of 
a p p l i c a b i l i t y  of h y p o t h e s i s  t e s t s  i n  o rder  to  d i s t i n g u i s h  between 
d i f f e r e n t  types  of  power system f a u l t s .  I f  t h a t  can be a c h ie v e d ,  then 
good i n i t i a l  p o s t  f a u l t  e s t i m a t e s  w i l l  be a v a i l a b l e  which w i l l  make the 
e s t i m a t e s  converge much f a s t e r  than  i s  p o s s i b l e  a t  p r e s e n t .  Moreover, 
a c c u r a t e  model ing of  the  power system dur ing  and immediate ly  a f t e r  
d i f f e r e n t  k inds  of  f a u l t s  i s  ve ry  im por ta n t .  At the p r e s e n t  t ime the 
same model i s  assumed f o r  a l l  k inds  of  f a u l t s .  I t  i s  f e l t  t h a t  an open 
ground f o r  more r e s e a r c h  e x i s t s  in  t h i s  a r e a .
Another a r e a  t h a t  needs to  be i n v e s t i g a t e d  in  g r e a t  d e t a i l  i s  t h a t  
of  implementa t ion of Kalman-type d i s c r e t e  f i l t e r s  to  con t inuous  systems.  
Jumps in  the con t inuous  system may produce s e v e r a l  changes in  i t s  
d i s c r e t e  model,  which have to be i d e n t i f i e d  q u i c k l y .  In  t h i s  d i s s e r ­
t a t i o n  one such example has  been s tu d i e d ,  and computer  s i m u l a t i o n s  have 
been perfo rmed.  I t  i s  found t h a t  s e n s i t i v i t y  problems p l a y  a g r e a t  r o l e  
i n  the  success  or  f a i l u r e  o f  the method. An a r e a  of  p o t e n t i a l  d i f f i c u l t y  
i s  t h a t  o f  d im in ished  s e n s i t i v i t y  due to  s t a t e  f ee d b a c k s .  However, 
s t a t e  feedbacks a r e  sometimes n e c e s s a r y  f o r  the  s t a b i l i z a t i o n  of  the 
model . Methods of  a v o id i n g  h igh  i n c i d e n t s  of  f a l s e  a la rms  a r e  a l s o  
i m p o r ta n t .  A p r io r i  t e s t  runs of  the  conven t iona l  Kalman f i l t e r  may 
p r o v id e  r e q u i r e d  i n i t i a l  e s t i m a t e s .  I t  i s  contended t h a t  the  performance 
of  the  CFA f o r  the  con t inuous  system, whi le  p ro m is in g ,  has  room for  
improvement. The improvement has  to  come from more d e t a i l e d  s t u d i e s  of 
the  s e n s i t i v i t y  problem, and a l s o  from b e t t e r  u n d e r s t a n d i n g  of  the 
t r a n s i t i o n  from con t inuous  to  d i s c r e t e  models .  I t  i s  im por ta n t  to 
remember t h a t  in  r e a l  l i f e  most systems a r e  c o n t in u o u s ,  and one has to
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re  ly  on sampled v e r s i o n s  of  those  systems f o r  a p p ly i n g  v a r i o u s  d i g i t a l  
a l g o r i t h m s .  Thus the  problems o f  e f f i c i e n t  sampling need a l s o  to  be 
s t u d i e d .
In co n c lu s io n  i t  i s  r e a s o n a b le  to  s t a t e  t h a t  the  CFA shows g r e a t  
promise f o r  a p p l i c a t i o n  to  d i s c r e t e  sys tems.  With f u t u r e  r e s e a r c h  fo r  
im p lem enta t ion  on con t inuous  sys tems,  the  proposed  method or  i t s  
m o d i f i c a t i o n s  may be b e n e f i c i a l  in  s o lv i n g  some im por tan t  i d e n t i f i c a t i o n  
p r o b le m s .
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Appendix A
RESULTS OF COMPUTER SIMULATION STUDIES: CONSTANT PARAMETER MODEL.
RANDOM WALK MODEL AND MOVING WINDOW KALMAN FILTERS
In  t h i s  appendix the  r e s u l t s  of  e s t i m a t i n g  the  p a ra m e te r s  of  a 
f i r s t  o r d e r  ARMA model u s in g  an  o r d i n a r y ,  c o n s t a n t  p a ram ete r  model (CPM) 
Kalman f i l t e r ,  a random walk model (RWM) Kalman f i l t e r  and a  moving 
window Kalman f i l t e r  (MWKF) a r e  p r e s e n t e d .  The a c t u a l  p a ra m e te r s  a r e  
s u b j e c t e d  to  jumps and l i n e a r  v a r i a t i o n s .  I t  was found t h a t  the  
pe r fo rmance  of  the moving window Kalman f i l t e r  and t h a t  of  the  random 
walk  model Kalman f i l t e r  may be ve ry  s i m i l a r  depending on t h e  cho ice  o f  
the  d e s i g n  p a ra m e t e r s .  I t  was a l s o  found t h a t  a l l  o f  t h e s e  methods a r e  
i n a d e q u a te  or  slow i n  case  t h e  jumps a r e  s u b s t a n t i a l .
A .1 P a ram e te r s  wi th  Jumps
A f i r s t  o rde r  ARMA model i s  s im u l a t e d  in  o rder  to s tu d y  the  
b e h a v io r  o f  the  CPM, RWM, and MWKF. The sys tem has two unknown 
p a r a m e t e r s  which a r e  s u b j e c t  to  a sudden jump. The system model i s
and the  s t a t e  v e c t o r ,  c o n s i s t i n g  o f  the two pa ra m e te r s ,  i s  g i v e n  by
Hence the  o b s e r v a t io n  m a t r ix  i s
- 1 2 1 -
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X* = [a  b],
The o b s e r v a t i o n  eq u a t io n  i s
The a c t u a l  v a lu e s  of  the p a ram ete rs  a r e
a =
0 .7  , k  < 40 
0 . 5  , k  £  40,
b =
2 .0  , k < 40 
2 .6  , k £  40.
The e s t i m a t e s  o b ta ine d  by the  o r d i n a r y  Kalman f i l t e r  a r e  shown in  
F i g u r e  A . l . l .  Here, the  pa ram ete r  model i s  X^+1 = X^ , i . e . ,  t he  
p a ra m e te r s  a re ' a s sum e d  to  be c o n s t a n t s  in  the  model .  However, t h e y  
undergo  jumps a t  s t e p  40.  The c o nve n t iona l  Kalman f i l t e r  i s  seen  to  be 
q u i t e  in a d e q u a te  i n  e s t i m a t i n g  the  new v a lu e s  of  the  p a r a m e t e r s .
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1 :2 3 ts : i :6 7 0
1 -  p a ram ete r  a
2 -  pa ra m e te r  b
3 -  e s t i m a t e  of  a
4 -  e s t i m a t e  of  b
F ig .  A . l . l : Behavior  o f  the o r d i n a r y  Kalman f i l t e r  
when pa ra m e te r s  a r e  s u b j e c t e d  to  jumps.
For  the same k ind  of  jumps i n  p a ra m e t e r s ,  the  random walk  model 
f i l t e r  i s  found to  perform much b e t t e r .  The pa ram ete r  model in  t h i s  case  
i s
X, = X, + W. k+l k k
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E(Wkw‘ ) = Sk .
. 1 .2  shows the t r u e  v a lu e s  of  the  p a ra m e te r s  and the  e s t i m a t e s .
1 -  pa ram ete r  a
2 -  pa ram ete r  b
3 -  e s t i m a t e  of  a
4 -  e s t i m a t e  of  b
1 1 1 : : :--- :--- :--- :--- :---:---1---1---:---1---1---:---r
o o o r - c a i o o ' i ’ i j e T s s
O O  C 3 0 3 G C 3 0
F i g .  A . I . 2 : Per formance of  the  RWM f i l t e r  when 
p a ra m e te r s  a r e  s u b j e c t e d  to  jumps.
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I t  must  be mentioned  h e r e  t h a t  the  e s t i m a t e s  o f  the  RWM f i l t e r  may 
n o t  a lways be so good. In  t h i s  p a r t i c u l a r  run ,  the  combined e f f e c t s  of  a 
low measurement  n o i s e  v a r i a n c e ,  t h e  smal l  s i z e  of  the  jumps, and the  
c h o ic e  of  t h e  m a t r ix  r e s u l t e d  i n  ve ry  good pe rfo rmance.  To i l l u s t r a t e  
t h e  p o i n t ,  a d i f f e r e n t  s e t  o f  v a l u e s  f o r  n o i s e  v a r i a n c e ,  jump and 





0 20 40 60 00 100 120 140 100 200160
F i g .  A .1 , 3 : Another  example of  e s t i m a t e s  from a RWM f i l t e r .  
1 -  p a ram ete r  a ,  2 -  p a ram ete r  b,
3 -  e s t i m a t e  of  a ,  4 -  e s t i m a t e  of  b .
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The ne x t  p l o t ,  f i g .  A . 1 . 4 ,  shows the  r e s u l t  o f  u s i n g  th e  moving 
window Kalman f i l t e r  (MWKF). In  t h i s  run the  ’window’ was equal  to 30 
s t e p s ,  which im p l ied  t h a t  a t  each s t e p ,  the  e f f e c t  of  t h e  most r e c e n t  30 
d a t a  p o i n t s  was r e t a i n e d .  O ld e r  d a t a  was f o r g o t t e n .  The e s t i m a t e s  can be 
a d j u s t e d  by changing  the window l e n g t h .  The l a r g e r  the  window, the  
c l o s e r  i s  the b e h a v io r  to  t h e  o r d i n a r y  Kalman f i l t e r  ( a l s o  to  the RWM 
f i l t e r  w i th  a v e ry  small  m a t r i x ) .  Sm all e r  window l e n g t h  makes the 
f i l t e r  behave l i k e  the  RWM f i l t e r  w i th  l a r g e  v a lu e s  of  m a t r i x .  The 
s i m i l a r i t y  between th e  MWKF and the  RWM f i l t e r  i s  even more e v id e n t  i n  a 
s e t  o f  s i m u l a t i o n s  d e s c r i b e d  l a t e r  in  t h i s  s e c t i o n .
1 -  p a ram ete r  a
2 -  p a ram ete r  b
3 -  e s t i m a t e  o f  a
4 -  e s t i m a t e  o f  b
F i g .  A . 1 . 4 : Performance of  the  moving window Kalman f i l t e r .
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A.2.  L i n e a r l y  Vary ing Pa ram e te r s
In  t h i s  group of  examples the pa ram ete rs  were v a r i e d  l i n e a r l y .
F i g .  A. 1 .5 ,  A. 1 .6  and A. 1 .7  show the  performances of  t h e  CPM, RWM and 
MWKF r e s p e c t i v e l y .  With a reduced  measurement n o i se  v a r i a n c e  and reduced  
window l e n g th  (20 s t e p s ) ,  the  RWM and MWKF were found to  p roduce  a lm os t  
same e s t i m a t e s .  F i g .  A . I . 8 and A .1.9 show th es e  r e s u l t s .
A
1 -  pa ra m e te r  a
2 -  p a r a m e te r  b
0 3 -  e s t i m a t e  of  a
4 -  e s t i m a t e  of  b
0 1 2 2 * 5 6 7 6 9  I I t
0 0 0 0 3 0 0 0 7 0 1 2
0 0 0
F i g .  A .1 . 5 : E s t im a t e s  produced by the  CPM Kalman f i l t e r
when pa ra m e te r s  a r e  l i n e a r l y  v a ry in g .
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F i g .  A . I . 6 : E s t im a t e s  
o f  l i n e a r l y  v a r y i n g  
p a ra m e te r s  p roduced 









7 50 0 90 s5 * 0 0 l30 i 2  3 -0 0 3 : y
F i g .  A .1 . 7 : E s t im a te s  
of  l i n e a r l y  v a r y i n g  
p a ra m e t e r s  produced 
by the  MWKF.
Window l e n g t h  = 30.
1 -  p a ra m e te r  a
2 -  p a ra m e te r  b
3 -  e s t i m a t e  of  a
4 -  e s t i m a t e  of  b
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2 ri
F ig .  A .1 . 8 : E s t i m a t e s  
produced by the  MWKF. 
Window l e n g t h  = 20.
F i g .  A .1 . 9 : E s t i m a t e s  
produced by the  RWM 
f i l t e r .
1 -  pa ra m e te r  a
2 -  p a ra m e te r  b
3 -  e s t i m a t e  of  a
4 -  e s t i m a t e  of  b
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This  comparat ive  s i m u l a t i o n  s tu d y  shows t h a t  t h e  c o n v e n t io n a l  
Kalman f i l t e r  i s  i l l - e q u i p p e d  to  hand le  the  case o f  pa ra m e te r  jumps'. The 
random walk model (RWM) and moving window Kalman f i l t e r s  (MWKF) pe rform 
s i m i l a r l y .  However, the MWKF i s  com p u ta t io n a l ly  more complex than  the 
RWM f i l t e r .  For  small  jumps, b o th  of  these  f i l t e r s  may be a d e q u a te .
They a r e  a l s o  a b le  to  t r a c e  l a r g e  jumps, bu t  then  th e  q u a l i t y  of the  
e s t i m a t e s  i s  lower.  In  the  p r e s e n t  d i s s e r t a t i o n ,  t e s t s  of  h y p o t h e s i s  a re  
used  to d e t e c t  l a r g e  jumps, and RWM f i l t e r  i s  used to  t r a c e  s m a l l e r  
jumps.  The a lg o r i t h m  i s  c a l l e d  the  "Combined F i l t e r  Algor i thm  (CFA)’’ .
In append ix  B the r e s u l t s  of  u s in g  the combined f i l t e r  a lg o r i t h m  on 
f i r s t  and h i g h e r  o rde r  ARMA models a re  p r e s e n t e d .
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Appendix B
RESULTS OF COMPUTER SIMULATION STUDIES: COMBINED FILTER ALGORITHM
T his  append ix  c on ta in s  the r e s u l t s  of  t e s t i n g  the  Combined F i l t e r  
A lg o r i t h m  (CFA) on v a r io u s  ARMA models .  The CFA was a p p l i e d  t o  e s t i m a t e  
t h e  p a ra m e t e r s  of  f i r s t  and f o u r t h  o rde r  ARMA models ,  and th e  r e s u l t i n g  
e s t i m a t e s  were p l o t t e d  f o r  d i f f e r e n t  amounts of  jumps and t h r e s h o l d  
v a l u e s .  I t  was found t h a t  the  CFA i s  v e r y  e f f i c i e n t  in  d e t e c t i n g  the  
jumps .  A f t e r  the  r e - i n i t i a l i z a t i o n ,  the  new v a lu e s  of  the  p a ra m e te r s  
were e s t i m a t e d  a c c u r a t e l y .  The be h a v io r  of  the  no rm a l ized  r e s i d u a l s  was 
p l o t t e d  f o r  the  f o u r t h  order  model and i t s  magni tude was found to  have a 
s h a r p  i n c r e a s e  s h o r t l y  a f t e r  the  pa ram ete r  jump. The e f f e c t  o f  h ig h  and 
low t h r e s h o l d - v a l u e s , and t h a t  of  l a r g e  and smal l  m a t r i x  were a l s o  
s t u d i e d .
B. 1 F i r s t  Order  ARMA Examples
The f i r s t  group of  these  examples has  two unknown p a r a m e t e r s ,  one 
o f  which i s  s u b je c t e d  to a sudden jump. The system model i s  t h e  same as 
t h e  one d e s c r i b e d  i n  appendix A:
h  = aZk - .  + bUk-2 + V
The o b s e r v a t i o n  m a t r ix  i s
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and the  s t a t e  v e c t o r ,  c o n s i s t i n g  of  the two p a ra m e t e r s ,  i s  g iv e n  by 
x£ = [a  b ] .
The o b s e r v a t i o n  e q u a t i o n  i s
t
k “ k T ' k 'Zj  ̂ = H,“ X,_ + V,_.
In the  f i r s t  example,  the  t h r e s h o l d  va lu e s  a r e :  
= 2 .58 ,  which corresponds  to  a  = 0 .01 ,
and T = 1 . 0 .  a
Actua l  p a ram ete r  v a lu e s  a re :
a =
f 0 .7  , k  < 45 
0 .0  , k  £ 45
and b = 2 .0  f o r  a l l  k.
A a  t  t
The i n i t i a l  e s t i m a t e  i s :  [a  b]  = [0 .0  0 .0 ]  .
N e i t h e r  the  t ime nor  t h e  magnitude of  the jump a re  assumed to  be known. 
The Combined F i l t e r  Algor i thm i s  found to  d e t e c t  the  jump a lm os t  
immedia te ly .  A f t e r  the  r e - i n i t i a l i z a t i o n ,  the  new v a lu e s  of  the 
pa ra m e te r s  a r e  e s t i m a t e d  w i th  r ea sona b le  accu racy  w i t h i n  a s h o r t  t ime.  
F i g u r e  B . l . i  shows th e  e s t i m a t e s  and the t ru e  v a l u e s .  I t  i s  observed  
t h a t  the  e s t i m a t e  of  t h e  pa ram ete r  which d id  n o t  jump undergoes  some 
d i s t u r b a n c e  a t  the  moment o f  d e t e c t i o n ,  b u t  i t  s e t t l e s  down to  the  
o r i g i n a l  va lu e  s h o r t l y  a f t e r  the r e - i n i t i a l i z a t i o n .
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

















1 -  p a ram ete r  a
2 -  pa ra m e te r  b
e s t i m a t e  of  a
-o.o




0 20 40 60 80 100 120 l«C 160 200
F ig .  B . l . l : E s t im a t e s  and t r u e  v a lu e s  when 
one pa ra m e te r  i s  s u b j e c t e d  to jump.
I f  the  r e j e c t i o n  t h r e s h o l d  i s  i n c r e a s e d ,  then  the  f a l s e  a larm 
p r o b a b i l i t y  d e c r e a s e s .  Thi s  a u t o m a t i c a l l y  i n c r e a s e s  the p r o b a b i l i t y  of  
m issed  jump. In  such a s i t u a t i o n  the  b e n e f i t  o f  u s i n g  th e  CDR i s  seen  
c l e a r l y .  I f  the  BDR i s  u sed ,  th en  the a lg o r i t h m  o p e r a t e s  l i k e  the 
o r d i n a r y  Kalman f i l t e r  and i s  i n e f f i c i e n t  in  e s t i m a t i n g  the  pos t - jum p  
p a r a m e t e r .  F i g .  B .1. 2  i l l u s t r a t e s  t h i s  s i t u a t i o n .
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1 -  pa ra m e te r  a
2 -  pa ra m e te r  b
3 -  e s t i m a t e  of  a
4 -  e s t i m a t e  of  b
F i g .  B . 1 . 2 : E s t im a te s  and t r u e  v a l u e s  when the  jump i s  n o t  d e t e c t e d .  
Due to  BDR, the  a l g o r i t h m  behaves l i k e  a CPM Kalman f i l t e r .
On the  o t h e r  hand,  t h e  CDR makes the a lg o r i t h m  behave as  a random 
walk model f i l t e r ,  which r e s u l t s  i n  much b e t t e r  e s t i m a t e s .  The same 
e f f e c t  i s  o b t a i n e d  by l o w e r in g  the  magnitude of  the  jump, w h i l e  keep ing  
the  r e j e c t i o n  t h r e s h o l d  unchanged .  A s m a l le r  jump goes u n d e t e c t e d  by the 
t e s t  o f  h y p o t h e s i s ;  b u t  t h e  n o rm a l iz e d  r e s i d u a l ,  a l t h o u g h  n o t  l a r g e  
enough to  cause f a i l u r e  of  t h e  h y p o t h e s i s  t e s t ,  i s  l a r g e  enough to cause
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t h e  RWM f i l t e r  to be s t a r t e d .  F i g u r e  B .1 .3  shows the  e s t i m a t e s  when the 
jump i s  s m a l l e r  than b e f o r e ,  and th e  CDR i s  u s e d .  The a  pa ra m e te r  
changes from 0 .7  to  0 . 2  a t  s t e p  45.  The b p a ram ete r  remains the  same as 
b e f o r e .  I f  the  BDR were u s e d ,  t h e  r e s u l t  would have been s i m i l a r  to  t h a t  
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1 -  p a ra m e te r  a
2 -  p a ra m e te r  b
3 -  e s t i m a t e  of  a
4 -  e s t i m a t e  of  b
F i g .  B . 1 . 3 : E s t im a te s  and t r u e  v a lu e s  of  t h e  p a ra m e te r s  when 
the  jump i s  too  smal l  t o  be d e t e c t e d ,  bu t  too l a r g e  
to  be ig n o re d ,  and th e  RWM f i l t e r  i s  t r i g g e r e d .
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e s t i m a t e  of b
F i g .  B. 1 . 4 : E s t im a t e s  and t r u e  va lues  when Tr  i s  so h ig h  t h a t  
t h e  h y p o th e s i s  t e s t  does n o t  f a i l .  RWM f i l t e r  i s  a c t i v a t e d .
This  s im u l a t io n  s tu d y  shows t h a t  f o r  p iecew ise  c o n s t a n t  pa ra m e te r s ,  
t h e  CPM f i l t e r  wi th h y p o t h e s i s  t e s t  y i e l d s  ve ry  good pe r fo rm ance .  When 
the  jumps a r e  s u b s t a n t i a l ,  the  BDR and CDR g ive  e s s e n t i a l l y  the  same 
r e s u l t s .  However, i f  t h e  jumps a r e  s m a l l e r ,  or i f  t he  r e j e c t i o n  
t h r e s h o l d  has  to  be h i g h ,  t h e n  the  CDR i s  the  b e t t e r  a l t e r n a t i v e .
In  t h e  second group  of  t h e s e  examples b o th  pa ra m e te r s  a r e  s u b j e c t e d  
to jump. In  the  f i r s t  example of  t h i s  group,  pa ram ete r  a changes from 
0 .7  to 0 . 0  and pa ram ete r  b changes from 2 .0  to 2 .5  a t  s t e p  40.
F i g .  B . l . s  shows the e s t i m a t e s  and the  t r u e  v a lu e s .
























1 -  p a r a m e te r  a
2 -  p a ra m e te r  b
3 -  e s t i m a t e  of  a
4 -  e s t i m a t e  of  b
2 3 *0 “O' 0 6 70 0 B 9 I 1 I0 0 0 1 20 0 0
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Fig .  B . 1 . 5 : Perfo rmance  of  the CFA when bo th  p a r a m e t e r s  
a r e  s u b j e c t e d  to  jumps.
In the second example of  t h i s  group ,  the  b pa ra m e te r  changes  from
2 .0  to 1 .5 ,  the change in  the  a  p a ram ete r  r emain ing  th e  same a s  b e f o r e .
I t  i s  found t h a t  the h y p o t h e s i s  t e s t  does n o t  f a i l ,  b u t  due to  the
e f f e c t  of  the  CDR the  e s t i m a t e s  a r e  q u i t e  s a t i s f a c t o r y .  F i g .  B . l . e  shows
th e  r e s u l t  of  t h i s  s i m u l a t i o n .
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1 -  p a ra m e te r  a
2 -  p a ra m e te r  b
3 -  e s t i m a t e  of  a
4 -  e s t i m a t e  of  b
F i g .  B . 1 . 6 : Per formance o f  the  CFA when the  jumps a r e  such t h a t  
i n s t e a d  of  r e - i n i t i a l i z a t i o n ,  the  RWM f i l t e r  s t a r t s  o p e r a t i n g .
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F i g .  B . 1 . 7 : Example of  d e t e c t i o n  d e l a y .
1 -  pa ram ete r  a ,  2 -  p a ram ete r  b ,
' 3 -  e s t i m a t e  o f  a ,  4 -  e s t i m a t e  o f  b.
The performance  of  the  f i l t e r ,  as e x p e c t e d ,  i s  found to  be 
independen t  o f  how many p a ram ete rs  have jumped. B a t h e r ,  i t  depends on 
whe ther  or  n o t  the s h i f t  c r e a t e d  in  the no rm a l ized  r e s i d u a l  i s  l a r g e  
enough to cause a f a i l u r e  of  the  h y p o t h e s i s  t e s t .  The pe r fo rm ance  a l s o  
depends on the  choice o f  the d e s ig n  pa ra m e te r s  of  the  a l g o r i t h m ,  namely
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Qo> Sk , and T&. The n a t u r e  of  dependence of  the  e s t i m a t e s  on Qq has  
been  wel l  documented i n  the  Kalman f i l t e r i n g  l i t e r a t u r e ,  and i s  n o t  
s t u d i e d  h e r e .  The cho ice  of  f o r  the  RWM segment of  the  a l g o r i t h m  i s  
v e r y  i m p o r t a n t .  Low makes the  performance c lo s e  to  t h e  o r d i n a r y
Kalman f i l t e r .  High makes i t  n o i sy .  Higher  Tr  and lower T& make the
a lg o r i t h m  approach  the  RWM Kalman f i l t e r  by d i m i n i s h i n g  the  segments  of
CPM o p e r a t i o n .  Higher  T makes the  a lg o r i th m  behave c l o s e  to  an o r d i n a r y&
Kalman f i l t e r .  Lower Tf  r e s u l t s  in  b e t t e r  d e t e c t i o n ,  b u t  a l s o  i n  more 
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F i g .  B . 1 . 8 : Elements  of  the  m a t r i x  a r e  ve ry  s m a l l .  
The o p e r a t i o n  of  the RWM f i l t e r  i s  s l u g g i s h .
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F i g .  B . 1 . 9 : R e s u l t  
of  u s i n g  h ig h  T and 
h ig h  T . Behavior  i s  
s i m i l a r  to  CPM f i l t e r .
0 .5
0 20 10040 60 60 120 140 200160 160
Fig .  B . l . l O : R e s u l t
of  u s i n g  h i g h  Tr  and
low T . The f i l t e r  a
behaves  s i m i l a r  to 
the RWM f i l t e r .
1 -  p a ra m e te r  a
2 -  p a ra m e te r  b
3 -  e s t i m a t e  of  a
4 -  e s t i m a t e  of b
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F i g .  B . l . l l : R e s u l t  o f  hav ing  l a r g e  m a t r i x .  
The jump i s  t r a c e d ,  bu t  the e s t i m a t e s  a r e  n o i s y .  
1 -  p a ram ete r  a ,  2 -  pa ram ete r  b,
3 -  e s t i m a t e  of  a ,  4 -  e s t i m a t e  of  b.
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B.2 H igher Order ARMA Example
A f o u r t h  o r d e r  model i s  s im u l a t e d .  Here ,  e i g h t  unknown pa ra m e te r s  
must  be e s t i m a t e d .  The sys tem i s  d e s c r i b e d  by  the  f o l l o w i n g  equation-:
• j / i V i + j , bi V j  ‘  V
In the  Kalman f i l t e r  f ramework,
= [ a ,  • • •  a b • • •  b ] .
1 4  1 4
{U^} and CVk ) a r e  t imewise u n c o r r e l a t e d  G auss ian  sequences w i th  s t a n d a r d  
d e v i a t i o n s  2 .0  and 0 .1  r e s p e c t i v e l y .  The t r u e  va lu e s  of t h e  p a ram ete rs  
a r e  assumed to  be the  f o l l o w i n g :
X* = t —oT 8 - 0 . 6  - 0 . 4  - 0 . 2  0 .0  0 .0 5  0 .1  0 . 7 ] .
In the  f i r s t  experiment  the  p a ra m e te r s  a r e  k e p t  c o n s t a n t .  In  the
second expe r im en t ,  pa ra m e te r  a changes from - 0 . 6  to  0 . 0 ,  and b changes2 3
from 0 . 1  to  0 . 5  a t  s t e p  90.  The r e s u l t i n g  e s t i m a t e s  a r e  shown in  f i g .
B.2.1 th rough  B . 2 . 4 .  The pe rformance  of  t h e  a l g o r i t h m  i s  found to  be 
s a t i s f a c t i r y . The e s t i m a t e s  converge ve ry  w e l l .
The b e h a v io r  of  the t e s t  s t a t i s t i c  i s  d e p i c t e d  i n  f i g .  B . 2 . 5 .  I t  
i s  s e en  t h a t  the  no rm a l iz e d  r e s i d u a l  exceeds the  r e j e c t i o n  t h r e s h o l d  
( 3 .3  in  t h i s  example) ,  which causes  the  h y p o t h e s i s  t e s t  to  f a i l  a t  t h a t  
p o i n t .
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1 -  pa ram ete r
2 -  p a ram ete r  a,
3 -  p a ram ete r  a ,
4 -  p a ram ete r  a
F i g .  B . 2 . 1 : A p a ra m e te r s  of the  f o u r t h  o r d e r  sys tem.
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1 -  pa ram ete r
2 -  p a ram ete r  b 2
3 -  p a ram ete r  b 3
4 -  pa ram ete r  b
4
F i g .  B . 2 . 2 : B pa ra m e te r s  of  the  f o u r t h  o r d e r  sys tem.
In t h e  f i r s t  run when the  pa ramete rs  a r e  k e p t  c o n s t a n t ,  t hey  
converge to  the  t r u e  v a lu e s  w i t h i n  45 s t e p s .  Keeping i n  mind t h a t  the 
h y p o t h e s i s  t e s t  i s  optimum on ly  a f t e r  the Kalman f i l t e r  has  s e t t l e d  down 
to the  s t e a d y  s t a t e ,  i n  the  second run the jumps a r e  i n t r o d u c e d  a t  s t e p
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90. The jump i s  d e t e c t e d  q u ick ly ,  and the  new v a l u e s  a r e  a c c u r a t e l y  




- 0 . 2
-  p a ram ete r  a
-0 .3
-  pa ra m e te r  a-0 .4
-0 .5
-  pa ram ete r  a
-  pa ra m e te r  a-0 .7
- 0 . 8
Jump a t  s t e p  90.
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F i g .  B . 2 . 3 : A parameters  of the  system w i t h  jumps.
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1 -  pa ram ete r  b
2 -  pa ram ete r  fc>2
3 -  p a ram ete r  b 3
4 -  p a ram ete r  b 4
Jump a t  s t e p  90.
F i g .  B . 2 . 4 : B pa ra m e te r s  of the system w i th  jumps.
The n e x t  p l o t  ( B .2 .5 )  shows the n o r m a l i z e d  r e s i d u a l  of  the  system. 
As seen in  the  p l o t s  of  the  pa ra m e te r s ,  t h e r e  i s  a d e t e c t i o n  d e l a y  of  3 
s t e p s ,  which i s  a l s o  e v i d e n t  from t h i s  p l o t .
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F i g .  B . 2 . 5 : The n o rm a l iz e d  r e s i d u a l .  The jump i s  a t  s t e p  90.
The s i m u l a t i o n  r e s u l t s  d e s c r i b e d  i n  t h i s  append ix  conf i rm  the  c la im
t h a t  t h e  CFA i s  e f f i c i e n t  in  e s t i m a t i n g  t im e - v a r y i n g  p a r a m e t e r s .  The
s i n g l e  sample d e t e c t o r  i s  seen  to be v e ry  f a s t ,  a l t h o u g h  d u r i n g  some
runs  d e t e c t i o n  d e l a y s  a r e  encoun te red .  Some f a l s e  a la rms  a r e  a l s o
u n a v o i d a b l e .  However, f a l s e  a larm l e v e l  (a )  can be c o n t r o l l e d  through
the  c h o ic e  o f  t h e  r e j e c t i o n  t h r e s h o l d  (Tr ) .  The maximum a l l o w a b l e
p r o b a b i l i t y  o f  m issed  jump (p  ) can a l s o  be c o n t r o l l e d  v i a  the  choicemax
of the  a c c e p t a n c e  t h r e s h o l d  (T ) .  O v e r a l l ,  the  CFA i s  seen to  be aa
s im ple  p r o c e d u r e  wi th  good performance.
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