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PARABOLIC AND ELLIPTIC EQUATIONS WITH SINGULAR
OR DEGENERATE COEFFICIENTS: THE DIRICHLET
PROBLEM
HONGJIE DONG AND TUOC PHAN
Abstract. We consider the Dirichlet problem for a class of elliptic and par-
abolic equations in the upper-half space Rd+, where the coefficients are the
product of xα
d
, α ∈ (−∞, 1), and a bounded uniformly elliptic matrix of coef-
ficients. Thus, the coefficients are singular or degenerate near the boundary
{xd = 0} and they may not locally integrable. The novelty of the work is that
we find proper weights under which the existence, uniqueness, and regularity
of solutions in Sobolev spaces are established. These results appear to be the
first of their kind and are new even if the coefficients are constant. They are
also readily extended to systems of equations.
1. Introduction
Elliptic and parabolic equations with singular or degenerate coefficients appear
quite naturally in both pure and applied problems. As examples, we refer the
reader to [22, 35, 36] for the problems in geometric PDEs, [5, 6] for problems from
porous media, [1, 42] for problems in probability, [23, 18] for problems arising in
mathematical finance, [16, 15] for problems in mathematical biology, and [3, 40] for
problems related to fractional heat and fractional Laplace equations. Due to these
interests, a lot of attention has been paid to regularity theory for equations with
singular-degenerate coefficients. For examples, see the book [37] and the references
therein for classical results, and also [17, 35, 41].
In this paper, we study the Dirichlet problem for a class of elliptic and parabolic
equations in the upper-half space Rd+ whose coefficients are singular or degenerate
near the boundary ∂Rd+ of the prototype x
α
d with α ∈ (−∞, 1). We find a cor-
rect class of weighted Sobolev spaces for the existence, uniqueness, and regularity
estimates of the solutions. This paper is also a companion of [14], in which the
same type of equations but with the conormal boundary condition is considered
when α ∈ (−1,∞). A feature in these papers is that coefficients can be singular
or degenerate near the boundary of the upper-half space in a way which may not
satisfy the classical Muckenhoupt A2 condition. In fact, this work includes the
supercritical case that the weight xαd is even not locally integrable near {xd = 0}.
As we point out in the paragraph after (1.5) below, in terms of the Lp-theory, the
natures of the boundary conditions for the Dirichlet problem considered here and
the conormal problem in [14] and also in [13, 12] are quite different. This is not the
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case for equations with bounded uniformly elliptic coefficients (i.e., α = 0) as seen
in the classical theory.
Let ΩT = (−∞, T )× Rd+ be a space-time domain, where T ∈ (−∞,+∞], R+ =
(0,∞), and Rd+ = Rd−1 × R+ is the upper-half space. Let α ∈ (−∞, 1) be a
fixed number and λ > 0. Let (aij) : ΩT → Rd×d be a matrix of measurable
coefficients, which satisfies the following ellipticity and boundedness conditions:
there is a constant κ ∈ (0, 1) such that
κ|ξ|2 ≤ aij(t, x)ξiξj and |aij(t, x)| ≤ κ−1 (1.1)
for every ξ = (ξ1, ξ2, . . . , ξd) ∈ Rd and (t, x) = (t, x′, xd) ∈ ΩT . In addition, we
assume that aij satisfy the partially small BMO condition. See Assumption 2.1
below. We investigate the following singular or degenerate parabolic equation
xαd (ut + λu)−Di
(
xαd (aij(t, x)Dju− Fi)
)
=
√
λxαd f in ΩT (1.2)
with the zero Dirichlet boundary condition on the boundary (−∞, T )× ∂Rd+
u(t, x′, 0) = 0, (t, x′) ∈ (−∞, T )× Rd−1 (1.3)
as well as the corresponding elliptic equations. We note that by Remark 3.3 below,
the boundary condition is automatically satisfied as long as the solution belongs to
suitable function spaces when α ≤ −1.
Observe that by testing the equation (1.2) with u and performing standard
calculation, we have ˆ
ΩT
|Du(z)|2µ(dz) + λ
ˆ
ΩT
|u(z)|2µ(dz)
≤ N
ˆ
ΩT
(
|F (z)|2 + |f(z)|2
)
µ(dz),
(1.4)
where µ(dz) = xαd dxdt. Thus, it is tempting to prove an estimate likeˆ
ΩT
|Du(z)|pµ(dz) + λp/2
ˆ
ΩT
|u(z)|pµ(dz)
≤ N
ˆ
ΩT
(
|F (z)|p + |f(z)|p
)
µ(dz)
(1.5)
using µ as the underlying measure. This is actually the case in [13, 12, 14] for the
conormal problems and in [4] for elliptic equations in bounded domains with homo-
geneous Dirichlet boundary condition and with coefficients singular or degenerate
as general A2 weights satisfying a smallness condition on weighted mean oscillation.
However, this does not seem to be a right approach here as the measure µ is not
locally integrable near {xd = 0} when α ≤ −1. In addition, Remark 2.4 below
indicates that (1.5) cannot be true when p ≥ 1α + 1 even for α ∈ (0, 1), d = 1, and
(aij) is an identity matrix. The novelty in our paper is an observation that (1.4) is
equivalent to ˆ
ΩT
|xαdDu(z)|2µ1(dz) + λ
ˆ
ΩT
|xαdu(z)|2µ1(dz)
≤ N
ˆ
ΩT
(
|xαdF (z)|2 + |xαd f(z)|2
)
µ1(dz),
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where µ1(dz) = x
−α
d dxdt. From this, we take µ1 as the underlying measure and
establish the Lp-theory of (1.2) for x
α
dDu and x
α
du. This idea is clearly confirmed
in the pointwise gradient estimates in Propositions 4.1-4.2 and Corollary 5.2 below,
which is also a topic of independent interest. As a result, in Theorem 2.2 we prove
the following estimateˆ
ΩT
|xαdDu(z)|pµ1(dz) + λp/2
ˆ
ΩT
|xαdu(z)|pµ1(dz)
≤ N
ˆ
ΩT
(
|xαdF (z)|p + |xαd f(z)|p
)
µ1(dz)
(1.6)
for every weak solution u of (1.2)-(1.3) and p ∈ (1,∞), which is quite different from
the type of estimate (1.5) derived in [13, 12, 14] and in [4].
For local boundary estimates, when u is a weak solution of
xαdut −Di
(
xαd (aijDju− Fi)
)
= xαd f
in the upper-half parabolic cylinder Q+2 , one of our main results, Corollary 2.3,
reads that( ˆ
Q+1
(|u|p + |Du|p)x(p−1)αd dz)1/p ≤ N ˆ
Q+2
(|u|+ |Du|) dz
+N
(ˆ
Q+2
|F |px(p−1)αd dz
)1/p
+N
(ˆ
Q+2
|f |p∗x(p∗−1)αd dz
)1/p∗ (1.7)
for every p ∈ (1,∞), where p∗ ∈ [1, p) depending on α, p, and d as in (2.3)-(2.4)
below and N > 0 is a constant depending on d, α, p, and p∗. The elliptic version
of (1.7) is also obtained. See Corollary 2.9. To the best of our knowledge, (1.7) is
new even in the elliptic case and when aij = δij .
Because the free terms F and f could be anisotropic due to the natures in
applications, we also consider general Ap weights with respect to the underlying
measure µ1, and prove the existence, uniqueness, and estimates in mixed-norm
weighted Sobolev spaces. In particular, for a specific power weight xγd , we obtain
the solvability and estimate in weighted and mixed-norm Sobolev spaces:ˆ T
−∞
(ˆ
R
d
+
(|u|p + |Du|p)xγd dx)q/p dt
≤ N
ˆ T
−∞
(ˆ
R
d
+
(|F |p + |f |p)xγd dx)q/p dt, (1.8)
where p, q ∈ (1,∞) and γ is in the optimal range (pα − 1, p − 1). See Theorem
2.5 and Remark 2.6 for details. A corresponding result for elliptic equations is also
obtained. See Theorem 2.8 below. Again, these results are new even when (aij) is
the identity matrix.
It is worth noting that for the Laplace and heat equations, i.e., when α = 0 and
aij = δij , a similar result as (1.8) was first obtained by Krylov in [32] with exactly
the same range of γ. In fact, the necessity of such theory came from stochastic
partial differential equations (SPDEs) and is well explained in [31]. See also subse-
quent work [29, 28, 9] for deterministic equations and [33, 34] for stochastic partial
differential equations. In these papers, the parameter α is always assumed to be
0. In [39], the authors established Ho¨lder and Schauder type estimates for scalar
elliptic equations of a similar type under the conditions that the coefficient matrix
4 H. DONG AND T. PHAN
is symmetric, sufficiently smooth, and the boundary is invariant with respect to
(aij), i.e.,
adj = ajd = 0, j = 1, 2, . . . , d− 1.
Compared to [39], we do not impose such invariance condition or the symmetry
condition. In the technical level, our proofs of the pointwise gradient estimates
in Propositions 4.1, 4.2, and Corollary 5.2 are based on energy estimates, Sobolev
embedding theorems, and an iteration argument, while the proof in [39] uses a
special transformation to reduce the problem to an equation with the conormal
boundary condition considered in [38], a blow-up argument, and a Liouville type
theorem. We also refer to [41] for other results about Ho¨lder estimates for linear
equations in the case when aij = δij and α > 0, and to [35, 36] for results about a
class of degenerate quasilinear and fully nonlinear elliptic equations satisfying some
monotonicity conditions. In these papers, the proofs are based on the compari-
son principle and constructions of barrier functions, and thus only work for scalar
equations in non-divergence form.
It is worth noting that when α ∈ (−1, 1), the weight function xαd is in the Muck-
enhoupt A2 class. Interior Ho¨lder continuity of weak solutions to elliptic equations
with coefficients singular or degenerate with general A2-weights was established
long time ago in [17]. TheW 1p -counterpart of this result was only obtained recently
in [4].
The study of the well-posedness of the Dirichlet problem for linear elliptic equa-
tions with coefficients degenerate near the boundary was initiated in the pioneering
work [24]. In this work, an important observation similar to our Remark 3.3 below
was made. Since then, there are many papers devoted to the existence and unique-
ness of L2-weak solutions for this class of equations. See the discussion on pages
1-2 of the book [37] and the references therein. In particular, in [19, 20] the exis-
tence, uniqueness, and estimates in unweighted Lp spaces for weak solutions were
established when the coefficients are sufficiently smooth. Specifically, as stated in
[37, Eq. (4) and Theorem 1.2.1], in these work the leading coefficients are assumed
to be in C2. In our case, the leading coefficients are xαd aij(t, x) and they are only
measurable. Therefore, the results and techniques in these mentioned work are not
applicable to our case.
Let us give a brief description of the proofs. We first derive the weighted estimate
and solvability for equations with coefficients depending only on xd. A crucial step
in the proof is the pointwise gradient estimates for homogeneous equations, which is
Proposition 4.2. For this, we exploit the idea in [13] which uses energy estimates and
the Sobolev embedding, and combine these with an elaborate iteration procedure.
Because we do no use the maximum/comparison principle, the approach works also
for systems of equations. For equations with partially small BMO coefficients, we
apply the level set argument introduced in [2]. To prove the weighted mixed-norm
estimates, we further show a higher regularity result (see Corollary 5.2) and then
apply the method of mean oscillation estimates introduced in [30] and developed
in [10].
The remaining part of the paper is organized as follows. In Section 2, we in-
troduce some notation and state the main results of the paper. Section 3 is de-
voted to some preliminary results including the weighted Hardy inequality and
weighted parabolic embedding as well as the unique solvability of the equation
when p = 2. In Section 4, we consider equations with coefficients depending only
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on xd. Among other results, we prove interior and boundary pointwise gradient es-
timates for solutions to the homogeneous equations and a unique solvability result
for any p ∈ (1,∞). Finally, the proofs of the main theorems are given in Section 5.
2. Notation and main results
2.1. Notation. Let r > 0, z0 = (t0, x0) with x0 = (x
′
0, x0d) ∈ Rd−1×R and t0 ∈ R.
We define Br(x0) to be the ball in R
d of radius r centered at x0, Qr(z0) to be the
parabolic cylinder of radius r centered at z0:
Qr(z0) = (t0 − r2, t0)×Br(x0).
Also, let B+r (x0) and Q
+
r (z0) be the upper-half ball and cylinder of radius r centered
at x0 and z0, respectively:
B+r (x0) =
{
x = (x′, xd) ∈ Rd−1 × R : xd > 0, |x− x0| < r
}
,
Q+r (z0) = (t0 − r2, t0)×B+r (x0).
When x0 = 0 and t0 = 0, for simplicity of notation, we drop x0, z0 and write Br,
B+r , Qr, and Q
+
r , etc. We also define B
′(x′0) and Q
′(z′0) to be the ball and the
parabolic cylinder in Rd−1 and Rd, where z′0 = (t0, x
′
0).
For a given non-negative Borel measure σ on Rd+1+ and for p ∈ [1,∞), −∞ ≤
S < T ≤ +∞, and D ⊂ Rd+, let Lp((S, T )×D, dσ) be the weighted Lebesgue space
consisting of measurable functions u on (S, T )×D such that the norm
‖u‖Lp((S,T )×D,dσ) =
(ˆ
(S,T )×D
|u(t, x)|p dσ(t, x)
)1/p
<∞.
For p, q ∈ [1,∞), a non-negative Borel measure σ on Rd+, and the weights ω0 = ω0(t)
and ω1 = ω1(x), we define Lq,p((S, T )×D, ω dσ) to be the weighted and mixed-norm
Lebesgue space on ΩT equipped with the norm
‖u‖Lq,p((S,T )×D,ω dσ) =
(ˆ T
S
( ˆ
D
|u(t, x)|pω1(x)σ(dx)
)q/p
ω0(t) dt
)1/q
,
where ω(t, x) = ω0(t)ω1(x). We define the weighted Sobolev space
W 1p (D, ω1 dσ) =
{
u ∈ Lp(D, ω1 dµ) : Du ∈ Lp(D, ω1 dσ)
}
equipped with the norm
‖u‖W 1p (D,ω1dσ) = ‖u‖Lp(D,ω1dσ) + ‖Du‖Lp(D,ω1dσ).
The Sobolev space W 1p (D, ω1dσ) is defined to be the closure in W 1p (D, ω1 dσ) of all
compactly supported functions in C∞(D) vanishing near D ∩ {xd = 0}.
We also define
H
−1
q,p((S, T )×D, ωdσ)
=
{
u : u = DiFi + F0/xd + f for some f ∈ Lq,p((S, T )×D, ωdσ)
F = (F0, . . . , Fd) ∈ Lq,p((S, T )×D, ωdσ)d+1
}
,
which is equipped with the norm
‖u‖
H
−1
q,p((S,T )×D,ωdσ)
= inf
{‖F‖Lq,p((S,T )×D,ωdσ) + ‖f‖Lq,p((S,T )×D,ωdσ) :
u = DiFi + F0/xd + f
}
.
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Finally, we define the space
H
1
q,p((S, T )×D, ωdσ)
=
{
u ∈ Lq(((S, T ), ω0),W 1p (D, ω1dσ)) : ut ∈ H−1q,p((S, T )×D, ωdσ)
}
equipped with the norm
‖u‖H 1q,p((S,T )×D,ωdσ)
= ‖u‖Lq,p((S,T )×D,ωdσ) + ‖Du‖Lq,p((S,T )×D,ωdσ) + ‖ut‖H−1q,p((S,T )×D,ωdσ).
Alternatively, we can define H 1q,p((S, T )×D, ωdσ) to be the closure of all compactly
supported functions in C∞((S, T )×D) vanishing near D∩{xd = 0} in the space
H1q,p((S, T )×D, ωdσ)
=
{
u ∈ Lq(((S, T ), ω0),W 1p (D, ω1dσ)) : ut ∈ H−1q,p((S, T )×D, ωdσ)
}
,
which is equipped with norm
‖u‖H1q,p((S,T )×D,ωdσ)
= ‖u‖Lq,p((S,T )×D,ωdσ) + ‖Du‖Lq,p((S,T )×D,ωdσ) + ‖ut‖H−1q,p((S,T )×D,ωdσ).
When p = q, we simply write H 1p (ΩT , ωdσ) = H
1
p,p(ΩT , ωdσ). Similar notation
are also used for other spaces.
Throughout the paper, for α ∈ (−∞, 1), we define the measures
dµ(x) = µ(dx) = xαd dx, dµ1(x) = µ1(dx) = x
−α
d dx,
and
dµ(z) = µ(dz) = xαd dxdt, dµ1(z) = µ1(dz) = x
−α
d dxdt.
We say that u ∈ H 1q,p((S, T )×D, ωdµ) is a weak solution to (1.2)-(1.3) in (S, T )×D
if ˆ
(S,T )×D
(−u∂tϕ+ λuϕ)µ(dz) +
ˆ
(S,T )×D
(aijDju− Fi)Diϕµ(dz)
= λ1/2
ˆ
(S,T )×D
f(z)ϕ(z)µ(dz)
for any ϕ ∈ C∞0 ((S, T )×D).
We need the following assumption on the leading coefficients that was first in-
troduced in [25, 26] in the unweighted case.
Assumption 2.1 (δ0, R0). For every r ∈ (0, R0] and z0 = (z′0, xd) ∈ Rd × R+, we
have
max
i,j∈{1,2,...,d}
 
Q+r (z0)
|aij(t, x)− [aij ]r,z0(xd)|µ1(dz) ≤ δ0,
where [aij ]r,z0(xd) is the average of aij with respect to z
′ = (t, x′) in the parabolic
cylinder Q′r(z
′
0) ⊂ Rd:
[aij ]r,z0(xd) =
 
Q′r(z
′
0)
aij(t, x
′, xd) dx
′ dt, i, j ∈ {1, 2, . . . , d}.
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In the above assumption and throughout the paper, for a measurable set Ω ⊂ Rd+1
and any integrable function f on Ω with respect to some locally finite Borel measure
σ, we write 
Ω
f(z) σ(dz) =
1
σ(Ω)
ˆ
Ω
f(z)σ(dz), where σ(Ω) =
ˆ
Ω
σ(dz).
Assumption 2.1 means that the mean oscillations of (aij) with respect to the z
′-
variable in parabolic cylinders of radius at mostR0 are smaller than δ0. Therefore, if
the matrix (aij) only depends on the xd-variable, the assumption is always satisfied.
2.2. Main theorems. Our first main result is about the existence, uniqueness,
and global regularity estimates of solutions to the divergence form equation (1.2).
Theorem 2.2. Let α ∈ (−∞, 1), κ ∈ (0, 1), R0 ∈ (0,∞), and p ∈ (1,∞). Then
there exist δ0 = δ0(d, κ, α, p) ∈ (0, 1) and λ0 = λ0(d, κ, α, p) ≥ 0 such that the
following assertions hold. Suppose that (1.1) and Assumption 2.1 (δ0, R0) are satis-
fied. If u ∈ H 1p (ΩT , xαpd dµ1) is a weak solution of (1.2)-(1.3) for some λ ≥ λ0R−20 ,
f ∈ Lp(ΩT , xαpd dµ1), and F ∈ Lp(ΩT , xαpd dµ1)d, then we have
‖Du‖Lp(ΩT ,xαpd dµ1) +
√
λ‖u‖Lp(ΩT ,xαpd dµ1)
≤ N‖F‖Lp(ΩT ,xαpd dµ1) +N‖f‖Lp(ΩT ,xαpd dµ1),
(2.1)
where N = N(d, κ, α, p) > 0. Moreover, for any λ > λ0R
−2
0 , f ∈ Lp(ΩT , xαpd dµ1),
and F ∈ Lp(ΩT , xαpd dµ1)d, there exists a unique weak solution u ∈ H 1p (ΩT , xαpd dµ1)
to (1.2)-(1.3).
In the next result, we give a local boundary estimate in a upper-half cylinder.
Consider {
xαdut −Di
(
xαd (aijDju− Fi)
)
= xαd f in Q
+
2
u = 0 on ∂Q+2 ∩ {xd = 0}.
(2.2)
Let p ∈ [1,∞) and p∗ ∈ [1, p) satisfy
1
p∗
≤ 1
d+ 2 + α−
+
1
p
when p∗ > 1
1
p∗
<
1
d+ 2 + α−
+
1
p
when p∗ = 1,
(2.3)
if d ≥ 2 or α = 0, and 
1
p∗
≤ 1
4 + α−
+
1
p
when p∗ > 1
1
p∗
<
1
4 + α−
+
1
p
when p∗ = 1,
(2.4)
if d = 1 and α 6= 0, where α− = max{−α, 0}.
Corollary 2.3. Let α ∈ (−∞, 1), κ ∈ (0, 1), R0 ∈ (0,∞), 1 < p0 ≤ p < ∞,
and p∗ ∈ [1, p) satisfy (2.3)-(2.4). Then there exists δ0 = δ0(d, κ, α, p0, p) ∈ (0, 1)
such that the following assertion holds. Suppose that (1.1) and Assumption 2.1
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(δ0, R0) are satisfied. If u ∈ H 1p0(Q+2 , xαp0d dµ1) is a weak solution of (2.2), F ∈
Lp(Q
+
2 , x
αp
d dµ1)
d, and f ∈ Lp∗(Q+2 , xαp
∗
d dµ1), then u ∈ H 1p (Q+1 , xαpd dµ1) and
‖u‖Lp(Q+1 ,xαpd dµ1) + ‖Du‖Lp(Q+1 ,xαpd dµ1)
≤ N‖u‖L1(Q+2 ) +N‖Du‖L1(Q+2 ) (2.5)
+N‖F‖Lp(Q+2 ,xαpd dµ1) +N‖f‖Lp∗(Q+2 ,xαp∗d dµ1),
where N = N(d, κ, α, p, p∗, R0) > 0.
The conditions of p and p∗ in (2.3) and (2.4) are due the Sobolev embedding
result, Lemma 3.4 below. When d ≥ 2, the condition (2.3) of p and p∗ is optimal.
However, due to some technical difficulty, we could not reach the optimal condition
when d = 1. We expect that when d = 1, Corollary 2.3 still holds when p and p∗
satisfy the same condition as (2.3).
The following remark confirms that regularity estimate using the measure µ as
in (1.5) may not valid even for α ∈ (0, 1), d = 1, and aij = δij .
Remark 2.4. For α ∈ (0, 1), let u(x) = x1−α for x ∈ [0,∞). We see that u ∈
W 1,2((0, 1), dµ) is a weak solution of
(xαu′(x))′ = 0, x ∈ (0, 1) and u(0) = 0.
But ˆ 1
0
|u′(x)|pxαdx = N
ˆ 1
0
xα(1−p)dx <∞
only if p < 1α + 1.
Our last result about (1.2)-(1.3) is about the estimate and solvability in weighted
and mixed-norm Sobolev spaces. For p ∈ (1,∞), a locally integrable function
ω : Rd+ → R+ is said to be in Ap(Rd+, µ1) Muckenhoupt class of weights if
[ω]Ap(Rd+,µ1)
= sup
r>0,x∈Rd+
(  
B+r (x)
ω(y)µ1(dy)
)(  
B+r (x)
ω(y)
1
1−p µ1(dy)
)p−1
<∞.
Similarly, a locally integrable function ω : R→ R+ is said to be in Ap(R) Mucken-
houpt class of weights if
[ω]Ap(R) = sup
r>0,t∈R
(  t+r2
t−r2
ω(s) ds
)( t+r2
t−r2
ω(s)
1
1−p ds
)p−1
<∞.
Theorem 2.5. Let α ∈ (−∞, 1), κ ∈ (0, 1), R0 ∈ (0,∞), p, q,K ∈ (1,∞). Then
there exist
δ0 = δ0(d, κ, α, p, q,K) ∈ (0, 1) and λ0 = λ0(d, κ, α, p, q,K) ≥ 0,
such that the following assertions hold. Suppose that (1.1) and Assumption 2.1
(δ0, R0) are satisfied, and ω(t, x) = ω0(t)ω1(x) with ω0 ∈ Aq(R), ω1 ∈ Ap(Rd+, µ1)
such that
[ω0]Aq(R) ≤ K, [ω1]Ap(Rd+,µ1) ≤ K.
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If u ∈ H 1q,p(ΩT , ωxαpd dµ1) is a weak solution of (1.2)-(1.3) for some λ ≥ λ0R−20 ,
f ∈ Lq,p(ΩT , ωxαpd dµ1), and F ∈ Lq,p(ΩT , ωxαpd dµ1)d, then we have
‖Du‖Lq,p(ΩT ,ωxαpd dµ1) +
√
λ‖u‖Lq,p(ΩT ,ωxαpd dµ1)
≤ N‖F‖Lq,p(ΩT ,ωxαpd dµ1) +N‖f‖Lq,p(ΩT ,ωxαpd dµ1), (2.6)
where N = N(d, κ, α, p, q,K) > 0. Moreover, for any λ > λ0R
−2
0 ,
f ∈ Lq,p(ΩT , ωxαpd dµ1), and F ∈ Lq,p(ΩT , ωxαpd dµ1)d,
there exists a unique weak solution u ∈ H 1q,p(ΩT , ωxαpd dµ1) to (1.2)-(1.3).
Remark 2.6. Let us consider the special case when ω1(xd) = x
β
d . It is easily seen
that ω1 ∈ Ap(Rd+, µ1) if and only if β ∈ (α − 1, (1 − α)(p − 1)). Therefore, from
Theorem 2.5 we obtained the estimate and solvability in the space H 1q,p(ΩT , x
γ
ddz),
where γ = β + αp− α ∈ (pα− 1, p− 1).
Remark 2.6 implies the following result which is a generalization of Corollary
2.3.
Remark 2.7. Let α ∈ (−∞, 1), κ ∈ (0, 1), R0 ∈ (0,∞), 1 < p0 ≤ p <∞, p∗ ∈ [1, p),
and γ ∈ (pα− 1, p− 1). Assume that (2.3)-(2.4) is satisfied with α˜ = γ/(p− 1) in
place of α. Then there exists δ0 = δ0(d, κ, α, γ, p0, p) ∈ (0, 1) such that the following
assertion holds. Suppose that (1.1) and Assumption 2.1 (δ0, R0) are satisfied. If
u ∈ H 1p0 (Q+2 , xγ+α˜(p0−p)d dz) is a weak solution of (2.2), F ∈ Lp(Q+2 , xγddz)d, and
f ∈ Lp∗(Q+2 , xα˜(p
∗−1)
d dz), then u ∈ H 1p (Q+1 , xγddz) and
‖u‖Lp(Q+1 ,xγddz) + ‖Du‖Lp(Q+1 ,xγddz)
≤ N‖u‖L1(Q+2 ) +N‖Du‖L1(Q+2 ) (2.7)
+N‖F‖Lp(Q+2 ,xγddz) +N‖f‖Lp∗(Q+2 ,xα˜(p∗−1)d dz),
where N = N(d, κ, α, γ, p, p∗, R0) > 0.
Though the proof of the above result is similar to that of Corollary 2.3, we provide
it in Appendix C for completeness. Note also that it is possible to extend the result
to equations with unbounded lower-order coefficients as in [9]. However, we choose
not to include it here for simplicity.
We now consider the elliptic equation{
−Di(xαd [aij(x)Dju− Fi]) + λxαdu =
√
λxαd f(x) in R
d
+
u = 0 on ∂Rd+,
(2.8)
where (aij) : R
d
+ → Rd×d, F : Rd+ → Rd, and f : Rd+ → R are independent
of t. Note that (1.1) and Assumption 2.1 can be stated similarly in the time-
independent case. Also, for each weight ω : Rd+ → R+ and for p ∈ (1,∞), a
function u ∈ W 1p (Rd+, ωdµ1) is said to be a weak solution of (2.8) ifˆ
R
d
+
xαd [aijDju− Fi]Diϕ(x) dx + λ
ˆ
R
d
+
xαdu(x)ϕ(x) dx =
√
λ
ˆ
R
d
+
xαd f(x)ϕ(x) dx
for all ϕ ∈ C∞0 (Rd+).
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Theorem 2.8. Let α ∈ (−∞, 1), κ ∈ (0, 1), R0 ∈ (0,∞), p,K ∈ (1,∞). Then
there exist
δ0 = δ0(d, κ, α, p, q,K) ∈ (0, 1) and λ0 = λ0(d, κ, α, p, q,K) ≥ 0,
such that the following statements hold. Suppose that (1.1) and Assumption 2.1 (δ0, R0)
are satisfied, and ω ∈ Ap(Rd+, µ1) such that [ω]Ap(Rd+,µ1) ≤ K. If u ∈ W 1p (Rd+, ωx
αp
d dµ1)
is a weak solution of (2.8) for some λ ≥ λ0R−20 , f ∈ Lp(Rd+, ωxαpd dµ1), and
F ∈ Lp(Rd+, ωxαpd dµ1)d, then we have
‖Du‖Lp(Rd+,ωxαpd dµ1) +
√
λ‖u‖Lp(Rd+,ωxαpd dµ1)
≤ N‖F‖Lp(Rd+,ωxαpd dµ1) +N‖f‖Lp(Rd+,ωxαpd dµ1),
where N = N(d, κ, α, p, q,K) > 0. Moreover, for any λ > λ0R
−2
0 ,
f ∈ Lp(Rd+, ωxαpd dµ1), and F ∈ Lp(Rd+, ωxαpd dµ1)d,
there exists a unique weak solution u ∈ W 1p (Rd+, ωxαpd dµ1) to (2.8).
Theorem 2.8 can be derived from Theorem 2.5 by viewing solutions to elliptic
equations as steady state solutions of the corresponding parabolic equations. See,
for example, the proofs of [30, Theorem 2.6] or [12, Theorem 1.2] for details. We
therefore omit the proof.
We are also interested in the local regularity estimates for elliptic equations.
Consider the equation{
−Di(xαd [aij(x)Dju− Fi]) = xαd f in B+2
u = 0 on B2 ∩ {xd = 0}.
(2.9)
For a given weight ω : B+2 → R+, a function u ∈ W 1p (B+2 , ωdµ) is said to be a weak
solution of (2.9) ifˆ
B+2
xαd
(
aijDju− Fi
)
Diϕdx =
ˆ
B+2
xαd f(x)ϕ(x)dx, ∀ ϕ ∈ C∞0 (B+2 ).
For each p ∈ (1,∞), α˜ ∈ (−∞, 1), let pˆ ∈ [1, p) satisfy
1
pˆ
≤ 1
d+ α˜−
+
1
p
when pˆ > 1,
1
pˆ
<
1
d+ α˜−
+
1
p
when pˆ = 1,
(2.10)
where α˜− = max{−α˜, 0}. Our local regularity result for elliptic equations is the
following corollary.
Corollary 2.9. Let α ∈ (−∞, 1), κ ∈ (0, 1), R0 ∈ (0,∞), 1 < p0 ≤ p < ∞,
and γ ∈ (pα − 1, p − 1). Then there exists δ0 = δ0(d, κ, α, γ, p0, p) ∈ (0, 1)
such that the following assertion holds. Suppose that (aij) satisfies (1.1) and As-
sumption 2.1 (δ0, R0). For pˆ ∈ [1, p) and α˜ = γ/(p − 1) satisfying (2.10), if
u ∈ W 1p0(B+2 , xγ+α˜(p0−p)d dx) is a weak solution of (2.9), F ∈ Lp(B+2 , xγddx)d, and
f ∈ Lpˆ(B+2 , xα˜(pˆ−1)d dx), then u ∈ W 1p (B+1 , xγddx) and
‖u‖
W 1p (B
+
1 ,x
γ
ddx)
≤ N‖u‖W 11 (B+2 ,dx) +N‖F‖Lp(B+2 ,xγddx)
+N‖f‖
Lpˆ(B
+
2 ,x
α˜(pˆ−1)
d dx)
,
where N = N(d, κ, α, p, pˆ, R0) > 0.
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The proof of Corollary 2.9 is sketched in Appendix C. Note that the condition
(2.10) is due to the corresponding weighted embedding inequality in elliptic case
(see Remark 3.5 and Lemma C.2), which is optimal.
Remark 2.10. From the proofs below, we can see that all of the above results can
be extended to systems of equations satisfying the strong ellipticity condition on
coefficients. We stated them for scalar equations only for simplicity.
3. Sobolev spaces and L2-solutions
Lemma 3.1 (Hardy’s inequality). For any p ∈ [1,∞), α ∈ (−∞, p − 1), and
u ∈ W 1p (B+1 , dµ), we have
‖u/xd‖Lp(B+1 ,dµ) ≤ N‖Ddu‖Lp(B+1 ,dµ),
where N = N(p, α) > 0 is a constant.
Proof. We write
u(x′, xd)/xd =
ˆ 1
0
(Ddu)(x
′, sxd) ds. (3.1)
By the Minkowski inequality and a change of variables,
‖u/xd‖Lp(B+1 ,dµ) ≤
ˆ 1
0
‖Ddu(·, s·)‖Lp(B+1 ,dµ) ds
≤ ‖Ddu‖Lp(B+1 ,dµ)
ˆ 1
0
s−(α+1)/p ds ≤ N‖Ddu‖Lp(B+1 ,dµ),
where we used α < p− 1 in the last inequality. 
Lemma 3.2. Let α ≤ −1 and p ∈ [1,∞). Then for any u ∈ W 1p (B+1 , dµ), we
have u(x′, 0) = 0 in sense of trace for a.e. x′ ∈ B′1. Moreover, W 1p (B+1 , dµ) =
W 1p (B
+
1 , dµ).
Proof. For any (x′, xd) ∈ B+1 , by the fundamental theorem of calculus and Ho¨lder’s
inequality, we have for any y ∈ (0, xd),
|u(x′, xd)| ≤ |u(x′, y)|+
ˆ xd
y
|Ddu(x′, s)| ds
≤ |u(x′, y)|+Nx1−
1+α
p
d
(ˆ xd
0
|Ddu(x′, s)|psα ds
)1/p
.
Integrating the above inequality with respect to y ∈ (0, xd) gives
|u(x′, xd)|xd ≤ N
ˆ xd
0
[
|u(x′, y)|+ x1−
1+α
p
d
(ˆ xd
0
|Ddu(x′, s)|psα ds
)1/p ]
dy
≤ Nx1−
1+α
p
d
( ˆ xd
0
|u(x′, y)|pyα dy
)1/p
+Nx
2− 1+αp
d
( ˆ xd
0
|Ddu(x′, y)|pyα dy
)1/p
,
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where we used Ho¨lder’s inequality in the last inequality to control the first term on
the right-hand side. It then follows that
|u(x′, xd)| ≤ Nx−
1+α
p
d
(ˆ xd
0
|u(x′, y)|pyα dy
)1/p
+Nx
1− 1+αp
d
(ˆ xd
0
|Ddu(x′, y)|pyα dy
)1/p
.
We take the Lp norm of both sides of the above inequality in x
′ ∈ B′
(1−x2d)
1/2 . As
both the powers − 1+αp and 1− 1+αp are nonnegative, by sending xd → 0+, we obtain
u(x′, 0) = 0 for x′ ∈ B′1. (3.2)
This proves the first assertion of the lemma.
For the second assertion, it suffices to show that there is a sequence of functions
uk ∈ W 1p (B+1 , dµ), which vanish near {xd = 0} and converge to u. We take a
smooth function η = η(xd) such that η = 0 when xd ≤ 0 and η = 1 when xd ≥ 1.
For k = 1, 2, . . ., we define uk = uη(kxd). By the dominated convergence theorem,
it is easily seen that uk → u in Lp(B+1 , dµ) as k →∞. Moreover, for j = 1, . . . , d,
Djuk = η(kxd)Dju+ uδdjkη
′(kxd),
where δdj = 1 if and only if j = d. Again by the dominated convergence theorem,
we have
η(kxd)Dju→ Dju in Lp(B+1 , dµ).
Since
|kη′(kxd)| ≤ Nx−1d χ(0,1/k)(xd),
by using (3.2) and (3.1), we get
|ukη′(kxd)| ≤ N |u|x−1d χ(0,1/k)(xd) ≤ χ(0,1/k)(xd)
ˆ 1
0
|Ddu(x′, sxd)| ds.
Now similar to the proof of Lemma 3.1, we have
‖ukη′(kxd)‖Lp(B+1 ,dµ) ≤ N‖Ddu‖Lp(B+1 ∩{xd∈(0,1/k)},dµ) → 0
as k → ∞. Therefore, we conclude that uk → u in W 1p (B+1 , dµ). The lemma is
proved. 
Remark 3.3. As a result of Lemma 3.2, we only need to impose the boundary
condition for the solution of (1.2) when α ∈ (−1, 1) as long as it is in W 1p (Rd+, dµ).
Lemma 3.4 (Weighted parabolic embedding). Let α ∈ (−∞, 1) and q, q∗ ∈ (1,∞)
satisfy 
1
q
≤ 1
d+ 2 + α−
+
1
q∗
if d ≥ 2
1
q
≤ 1
4 + α−
+
1
q∗
if d = 1.
(3.3)
Then for any u ∈ H 1q (Q+2 , xαqd dµ1), we have
‖xαdu‖Lq∗(Q+2 ,dµ1) ≤ N‖u‖H 1q (Q+2 ,xαqd dµ1), (3.4)
where N = N(d, α, q, q∗) > 0 is a constant and α− = max{−α, 0}. The result still
holds when q∗ =∞ and the inequalities in (3.3) are strict.
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Proof. Let w = xαdu, so that
Diw = x
α
dDiu+ δidαx
α−1
d u,
where δid = 1 when i = d and δid = 0 otherwise. By Lemma 3.1 with α(q − 1) in
place of α, we have
‖xα−1d u‖Lq(B+2 ,dµ1) ≤ N‖x
α
dDdu‖Lq(B+2 ,dµ1),
where N = N(q, α, d). Therefore
‖Dw‖Lq(Q+2 ,dµ1) ≤ N‖x
α
dDu‖Lq(Q+2 ,dµ1). (3.5)
Then, by applying the weighted Sobolev embedding [14, Lemma 3.1] to w and using
(3.5), we obtain
‖w‖Lq∗ (Q+2 ,dµ1)
≤ N
[
‖w‖Lq(Q+2 ,dµ1) + ‖Dw‖Lq(Q+2 ,dµ1) + ‖wt‖H−1q (Q+1 ,dµ1)
]
≤ N
[
‖xαdu‖Lq(Q+2 ,dµ1) + ‖x
α
dDu‖Lq(Q+2 ,dµ1) + ‖x
α
dut‖H−1q (Q+2 ,dµ1)
]
= N‖u‖
H 1q (Q
+
2 ,x
αq
d
dµ1)
.
This implies (3.4) as desired. 
In the time-independent case, we also have the following embedding result in
which the condition of q and q∗ is optimal.
Remark 3.5. Let α ∈ (−∞, 1) and q, q∗ ∈ (1,∞) satisfy
1
q
≤ 1
d+ α−
+
1
q∗
. (3.6)
Then for any u ∈ W 1q (B+2 , xαqd dµ1), we have
‖xαdu‖Lq∗ (B+2 ,dµ1) ≤ N‖u‖W 1q (B+2 ,xαqd dµ1),
whereN = N(d, α, q, q∗) > 0. The result still holds when q∗ =∞ and the inequality
in (3.6) is strict.
The proof of this result is similar to that of Lemma 3.4. However, instead of
applying [14, Lemma 3.1] as in the proof of Lemma 3.4, we apply [14, Remark 3.2
(ii)].
Consider the parabolic equation
xαd
(
a0(t, x)ut + λc0(t, x)u
)−Di(xαd (aij(t, x)Dju− Fi)) = √λxαd f (3.7)
in ΩT with the boundary condition
u(t, x′, 0) = 0 for (t, x′) ∈ (−∞, T )× Rd−1, (3.8)
where a0, c0 : ΩT → R are given measurable functions satisfying
κ ≤ a0(t, x), c0(t, x) ≤ κ−1, (t, x) ∈ ΩT . (3.9)
Observe that (3.7) is slightly different from (1.2) as there are non-constant coeffi-
cients a0 and c0. We introduce such coefficients because they will be useful to our
future project on equations in non-divergence form.
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Lemma 3.6. Let α ∈ (−∞, 1), λ > 0, and let (aij), a0, and c0 be measurable
functions defined on ΩT such that (1.1) and (3.9) are satisfied. Then for each
F ∈ L2(ΩT , dµ)d and f ∈ L2(ΩT , dµ), there exists a unique weak solution u ∈
H 12 (ΩT , dµ) to (3.7)-(3.8). Moreover,
‖Du‖L2(ΩT ,dµ) +
√
λ‖u‖L2(ΩT ,dµ) ≤ N‖F‖L2(ΩT ,dµ) +N‖f‖L2(ΩT ,dµ), (3.10)
where N = N(κ).
Proof. The proof is standard and we give it here for completeness. We first prove
the a priori estimate (3.10). Let u ∈ H 12 (ΩT , dµ) be a weak solution of (3.7). By
multiplying (3.7) with u (here as usual we need to apply the Steklov average) and
using integration by parts and (1.1), we obtain
sup
t∈(−∞,T )
ˆ
R
d
+
|u(t, x)|2 µ(dx) +
ˆ
ΩT
|Du|2 µ(dz) + λ
ˆ
ΩT
|u(z)|2 µ(dz)
≤ N
ˆ
ΩT
|F (z)||Du(z)|µ(dz) +Nλ1/2
ˆ
ΩT
|f(z)||u(z)|µ(dz).
Then by Young’s inequality, we obtain (3.10).
From (3.10), we see that the uniqueness follows. Now, to prove the existence of
solution, for each k ∈ N, let
Q̂k = (−k2,min{k2, T })×B+k . (3.11)
We consider the equation
xαd (a0ut + λc0u)−Di
(
xαd (aijDju− Fi)
)
= λ1/2xαd f in Q̂k (3.12)
with the boundary conditions
u = 0 on ∂pQ̂k, (3.13)
where ∂pQ̂k is the parabolic boundary of Q̂k. By Galerkin’s method, for each k,
there exists a unique weak solution uk ∈ H 12 (Q̂k, dµ) to (3.12)-(3.13). By taking
uk = 0 on ΩT \ Q̂k, we also have
sup
t∈((−∞,T )
‖uk(t, ·)‖L2(Rd+,dµ) + ‖Duk‖L2(ΩT ,dµ) + λ
1/2‖uk‖L2(ΩT ,dµ)
≤ N‖F‖L2(ΩT ,dµ) +N‖f‖L2(ΩT ,dµ).
By the weak compactness, there is a subsequence which is still denoted by {uk}
and u ∈ H 12 (ΩT , dµ) such that
uk ⇀ u, Duk ⇀ Du
weakly in L2(ΩT , dµ) as k → ∞. By taking the limit in the weak formulation
of solutions, it is easily seen that u is a weak solution of (1.2). The lemma is
proved. 
4. Equations with simple coefficients
In this section, we study the boundary value problem (1.2)-(1.3) in which the
coefficients only depend on the xd-variable. We prove local pointwise estimates
for gradients of solutions to homogeneous equations and the unique solvability of
inhomogeneous equations in H 1p (ΩT , x
αp
d dµ1).
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Consider the parabolic equation
xαd (a0(xd)ut + λc0(xd)u)−Di(xαd (aij(xd)Dju− Fi)) =
√
λxαd f in ΩT (4.1)
with the homogeneous Dirichlet boundary condition
u = 0 in ∂Rd+1+ , (4.2)
where λ ≥ 0, α ∈ (−∞, 1) are constants, and aij : R+ → R are measurable functions
and satisfy the ellipticity condition: for some κ ∈ (0, 1),
κ|ξ|2 ≤ aij(xd)ξiξj , |a¯ij(xd)| ≤ κ−1 (4.3)
for all ξ = (ξ1, ξ2, . . . , ξd) ∈ Rd, xd ∈ R+, and a0, c0 : R+ → R satisfy
κ ≤ a0(xd), c0(xd) ≤ κ−1, ∀ xd ∈ R+. (4.4)
Here we introduce a0 and c0 again bearing in the mind the applications to future
work about non-divergence form equations.
4.1. Pointwise gradient estimates for homogeneous equations. Let λ ≥ 0,
r > 0, and z0 = (t0, x0) ∈ Rd+1+ . In this subsection, we study (4.1) in Q+r (z0) when
F = 0, f = 0, i.e., the homogeneous parabolic equation
xαd (a0(xd)ut + λc0(xd)u)−Di(xαd aij(xd)Dju) = 0 (4.5)
in Q+r (z0) with the homogeneous Dirichlet boundary condition: if Br(x0)∩∂Rd+ 6= ∅
u(t, x′, 0) = 0, (t, x′, 0) ∈ Qr(z0) ∩ (R× ∂Rd+). (4.6)
The main goal in this subsection is to derive pointwise gradient estimates for
weak solutions of (4.5)-(4.6). See Propositions 4.2 and 4.1 below. Recall that
u ∈ H 12 (Q+r (z0), dµ) is a weak solution of (4.5)-(4.6) ifˆ
Q+r (z0)
(−a0uϕt + λc0uϕ)µ(dz) +
ˆ
Q+r (z0)
aij(xd)DjuDiϕµ(dz) = 0
for all ϕ ∈ C∞0 (Q+r (z0)). Our first result is about the interior estimates of solutions
to (4.5).
Proposition 4.1. Let z0 = (t0, x0) ∈ ΩT and suppose that Br(x0) ⊂ Rd+. If
u ∈ H12(Q+r (z0), dµ) is a weak solution to (4.5), then we have
|xαdu(t, x)| ≤ N
( 
Q+
2r/3
(z0)
|x˜αdu(z˜)|2 dµ1(z˜)
)1/2
(4.7)
and
|xαdDu(t, x)| ≤ N
( 
Q+
2r/3
(z0)
(|x˜αdDu(z˜)|2 + λ|x˜αdu(z˜)|2) dµ1(z˜))1/2 (4.8)
for any (t, x) ∈ Q+r/2(z0).
Proof. We write x0 = (x
′
0, x0d) ∈ Rd−1 × R+ and by scaling, without loss of gen-
erality we may assume r = 1. As x0d ≥ 1, the coefficients xαd aij(xd) is uniformly
elliptic in Q2/3(z0). Then, from the standard energy estimates and the Sobolev
embedding (see, for instance, [7, Lemma 3.5]), we obtain
‖u‖L∞(Q1/2(z0)) ≤ N
(  
Q2/3(z0)
|u|2 dx
)1/2
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and
‖Du‖L∞(Q1/2(z0)) ≤ N
(  
Q2/3(z0)
(|Du|2 + λ|u|2) dx)1/2.
From this and xd ∼ xd0 in Q2/3(z0), we obtain (4.7) and (4.8). 
The next result is about boundary pointwise gradient estimates of solutions.
Proposition 4.2. Let u ∈ H 12 (Q+1 , dµ) be a weak solution to (4.5)-(4.6) in Q+1 .
Then we have
xαd |u(t, x)| ≤ Nxd
( 
Q+1
|x˜αdu(z˜)|2 µ1(dz˜)
)1/2
(4.9)
and
xαd |Du(t, x)| ≤ N
( 
Q+1
(|x˜αdDu(z˜)|2 + λ|x˜αdu(z˜)|2)µ1(dz˜))1/2 (4.10)
for any (t, x) ∈ Q+1/2.
Proof. We adapt the approach in [13] which works also for parabolic systems. For
0 < r < R ≤ 1, testing (4.5) by uϕ2, where ϕ ∈ C∞0 (QR) satisfying ϕ ≡ 1 in Qr,
we obtain the following Caccioppoli inequalityˆ
Q+r
(
|Du|2 + λ|u|2
)
µ(dz) ≤ N(d, κ, r, R)
ˆ
Q+R
|u|2 µ(dz). (4.11)
Similar to the proof of [13, Lemma 4.2], by testing the equation with utϕ
2, we
obtain ˆ
Q+r
|ut|2 µ(dz) ≤ N(d, κ, r, R)
ˆ
Q+R
(
|Du|2 + λ|u|2
)
µ(dz).
Moreover, by using the difference quotient method in the t and x′ variables, we also
have ˆ
Q+r
|∂j+1t u|2 µ(dz) +
ˆ
Q+r
|DDkx′∂jt u|2 µ(dz)
≤ N(d, κ, k, j, r, R)
ˆ
Q+R
(
|Du|2 + λ|u|2
)
µ(dz) (4.12)
for any k, j ∈ N ∪ {0}. We now prove that
|ut(z)|+ |Dx′u(z)|
≤ Nx(1−α)/2d
[
‖Du‖L2(Q+1 ,dµ) +
√
λ‖u‖L2(Q+1 ,dµ)
]
(4.13)
for any z ∈ Q+1/2. By applying the Sobolev embedding theorem in z′ = (t, x′), for
any z = (z′, xd) ∈ Q+1/2, we have
|Ddu(z′, xd)| ≤ N(d)‖Ddu(·, xd)‖Wk/2,k2 (Q′1/2)
with an even integer k > (d+ 1)/2. Then, using (4.11) and (4.12), we have
ˆ 1/2
0
xαd |Ddu(z′, xd)|2 dxd ≤ N
ˆ 1/2
0
xαd ‖Ddu(·, xd)‖2Wk/2,k2 (Q′1/2) dxd
≤ N‖u‖2
L2(Q
+
1 ,dµ)
, z′ ∈ Q′1/2. (4.14)
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From this, and by Ho¨lder’s inequality and (4.14), we infer thatˆ xd
0
|Ddu(z′, x˜d)| dx˜d
≤
(ˆ 1/2
0
xαd |Ddu(z′, x˜d)|2 dx˜d
)1/2 (ˆ xd
0
x˜−αd dx˜d
)1/2
≤ Nx(1−α)/2d ‖u‖L2(Q+1 ,dµ),
where we also used α < 1 in the last inequality. By the fundamental theorem of
calculus and the boundary condition u(x′, 0) = 0, we obtain
|u(z′, xd)| ≤
ˆ xd
0
|Ddu(z′, s)| ds ≤ Nx(1−α)/2d ‖u‖L2(Q+1 ,dµ), ∀ z ∈ Q
+
1/2. (4.15)
Now, applying the difference quotient method if needed, we see that Dx′u and ut
solve the same equation as u. Then, we apply (4.15) to Dx′u and ut and then use
(4.12) to obtain (4.13).
Next, let
U = adj(xd)Dju. (4.16)
By using the Sobolev inequality in the z′-variable, we see that
|U(z′, xd)|+ |ut(z′, xd)|+ |DDx′u(z′, xd)|
≤ N
[
‖U(·, xd)‖Wk/2,k2 (Q′1/2) + ‖ut(·, xd)‖Wk/2,k2 (Q′1/2)
+ ‖DDx′u(·, xd)‖Wk/2,k2 (Q′1/2)
]
for even k > (d+ 1)/2 and z′ ∈ Q′1/2. Then,
ˆ 1/2
0
xαd
(
|U(z′, xd)|2 + |ut(z′, xd)|2 + |DDx′u(z′, xd)|2
)
dxd
≤ N
ˆ 1/2
0
xαd
(
‖U(·, xd)‖2Wk/2,k2 (Q′1/2) + ‖ut(·, xd)‖
2
W
k/2,k
2 (Q
′
1/2
)
+ ‖DDx′u(·, xd)‖2Wk/2,k2 (Q′1/2)
)
dxd
≤ N(‖Du‖2
L2(Q
+
1 ,dµ)
+ λ‖u‖2
L2(Q
+
1 ,dµ)
)
, z′ ∈ Q′1/2, (4.17)
where we used (4.12) and (4.11) in the last estimate. Note that from (4.5),
|Dd(xαdU)| ≤ Nxαd [|ut|+ λ|u|+ |DDx′u|]. (4.18)
Then, it follows from the last estimate, Ho¨lder’s inequality, (4.17), and (4.11) that
|xαdU(z′, xd)− 2−αU(z′, 1/2)|
≤ N
ˆ 1/2
xd
x˜αd
(|ut(z′, x˜d)|+ λ|u(z′, x˜d)|+ |DDx′u(z′, x˜d)|) dx˜d (4.19)
≤ N(1 + x 1+α2 −εd )(ˆ 1/2
xd
x˜αd
(|ut(z′, x˜d)|+ λ|u(z′, x˜d)|+ |DDx′u(z′, x˜d)|)2 dx˜d)1/2
≤ N(1 + x 1+α2 −εd )(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ))
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for any small ε > 0, which is included in order to avoid the log correction when
α = −1. This together with the interior gradient estimate (4.8) of Proposition 4.1
gives
|xαdU(z′, xd)| ≤ N
(
1 + x
1+α
2 −ε
d
)(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ)).
Therefore, by using the ellipticity condition (4.3), the definition of U , and (4.13),
we obtain
|Ddu(z′, xd)| ≤ N
(
x−αd + x
1−α
2 −ε
d
)(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ)). (4.20)
By using the zero boundary condition, we have
|u(z′, xd)| ≤ N
(
x1−αd + x
1+ 1−α2 −ε
d
)(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ)). (4.21)
Since Dx′u and ut satisfy the same equation as u, by using the above estimate and
(4.12), we get
|ut(z′, xd)|+ |Dx′u(z′, xd)|
≤ N(x1−αd + x1+ 1−α2 −εd )(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ)), (4.22)
which together with (4.20) gives
|Du(z′, xd)| ≤ N
(
x−αd + x
1−α
2 −ε
d
)(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ)). (4.23)
Again, because Dx′u satisfies the same equation as u, from (4.23), (4.12), and
(4.11), we get
|DDx′u(z′, xd)| ≤ N
(
x−αd + x
1−α
2 −ε
d
)(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ)). (4.24)
Feeding (4.21), (4.22), and (4.24) back to (4.19) yields
|xαdU(z′, xd)− 2−αU(z′, 1/2)|
≤ N(1 + x1+ 1+α2 −εd )(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ)).
By using the interior gradient estimate (4.8) and (4.22), we get
|Ddu(z′, xd)| ≤ N
(
x−αd + x
1+ 1−α2 −ε
d
)(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ)),
which improves (4.20). Similar to (4.21) and (4.22), we also have
|u(z′, xd)|+ |ut(z′, xd)|+ |Dx′u(z′, xd)|
≤ N(x1−αd + x2+ 1−α2 −εd )(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ)).
By iteration, in finitely many steps we reach
|Ddu(z′, xd)| ≤ Nx−αd
(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ))
and
|u(z′, xd)|+ |ut(z′, xd)|+ |Dx′u(z′, xd)|
≤ Nx1−αd
(‖Du‖L2(Q+1 ,dµ) +√λ‖u‖L2(Q+1 ,dµ)),
which imply (4.9) and (4.10). The proposition is proved. 
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4.2. Solvability of solutions. In this subsection, we prove Theorem 4.3 below
about the existence and uniqueness of solutions to (4.1)-(4.2). This theorem can
be considered as a simplified version of Theorem 2.2 and it will be used later in the
proof of Theorem 2.2.
Theorem 4.3. Let α ∈ (−∞, 1) and λ > 0. Suppose that (4.3) and (4.4) are
satisfied. Then the following assertions hold.
(i) Suppose that F : ΩT → Rd and f : ΩT → R such that |F |+|f | ∈ Lp(ΩT , xαpd dµ1)
for p ∈ (2,∞). Then, for every weak solution u ∈ H 1q (ΩT , xαqd dµ1) of (4.1)-(4.2)
for some q ∈ [2, p], we have u ∈ H 1p (ΩT , xαpd dµ1) and
‖Du‖Lp(ΩT ,xαpd dµ1) +
√
λ‖u‖Lp(ΩT ,xαpd dµ1)
≤ N
[
‖F‖Lp(ΩT ,xαpd dµ1) + ‖f‖Lp(ΩT ,xαpd dµ1)
]
,
(4.25)
where N = N(d, α, κ, p).
(ii) For each F : ΩT → Rd and f : ΩT → R such that |F | + |f | ∈ Lp(ΩT , xαpd dµ1)
with p ∈ (1,∞), there exists unique weak solution u ∈ H 1p (ΩT , xαpd dµ1) of (4.1)-
(4.2). Moreover, (4.25) holds.
The remaining part of the section is to prove this theorem. We begin with the
following result on solution decomposition which is an important ingredient in the
proof.
Proposition 4.4. Let z0 ∈ ΩT and r > 0. Suppose that F ∈ L2(Q+10r(z0), dµ)d,
f ∈ L2(Q+10r(z0), dµ), and u ∈ H12(Q+10r(z0), dµ) is a weak solution of (4.1)-(4.2)
in Q+10r(z0). Then we can write
u(t, x) = v(t, x) + w(t, x) in Q+10r(z0),
where v and w are functions in H12(Q+10r(z0), dµ) and satisfy 
Q+2r(z0)
|V |2 µ1(dz) ≤ N
 
Q+10r(z0)
(
|xαdF |2 + |xαd f |2)µ1(dz) (4.26)
and
‖W‖2
L∞(Q
+
r (z0))
≤ N
 
Q+10r(z0)
|U |2 µ1(dz)
+N
 
Q+10r(z0)
(
|xαdF |2 + |xαd f |2
)
µ1(dz), (4.27)
where N = N(d, κ, α) and
V = xαd (|Dv|+ λ1/2|v|), W = xαd (|Dw|+ λ1/2|w|), U = xαd (|Du|+ λ1/2|u|).
Proof. We write z0 = (t0, x0) with x0 = (x
′
0, x0d) ∈ Rd−1 ×R+. We split the proof
into the interior case and the boundary case.
Case I. Consider x0d > 2r. Let v ∈ H 12 (ΩT , dµ) be a weak solution of the equation
xαd (a0(xd)vt + λc0(xd)v)−Di
(
xαd (aij(xd)Djv − Fi(z)χQ+2r(z0)(z))
)
= λ1/2xαd f(z)χQ+2r(z0)
(z) in ΩT
with the boundary condition v = 0 on (−∞, T ) × {xd = 0}. Then (4.26) follows
from Lemma 3.6 and the doubling property of µ1. Now let w = u − v so that
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w ∈ H12(Q+2r(z0), dµ) is a weak solution of
xαd (a0(xd)wt + λc0(xd)w) −Di
(
xαd aij(xd)Djw
)
= 0 in Q+2r(z0).
By Proposition 4.1 and the triangle inequality, we obtain
‖W‖2
L∞(Q
+
r (z0))
≤ N
 
Q+2r(z0)
|U |2 µ1(dz) +N
 
Q+2r(z0)
(
|xαdF |2 + |xαd f |2
)
µ1(dz).
From this, we get (4.27) by using the doubling property of µ1.
Case II. Consider x0d ≤ 2r. Let zˆ0 = (t0, x′0, 0) and v ∈ H 12 (ΩT , dµ) be a weak
solution of the equation
xαd (a0(xd)vt + λc0(xd)v)−Di
(
xαd (aij(xd)Djv − Fi(z)χQ+8r(zˆ0)(z))
)
= λ1/2xαd f(z)χQ+8r(zˆ0)
(z) in ΩT
with the boundary condition v = 0 on (−∞, T )× {xd = 0}. Then, it follows from
Lemma 3.6 that 
Q+8r(zˆ0)
|V |2 µ1(dz) ≤ N
 
Q+8r(zˆ0)
(
|xαdF |2 + |xαd f |2)µ1(dz). (4.28)
As Q+2r(z0) ⊂ Q+8r(zˆ0) ⊂ Q+10r(z0), (4.26) follows from (4.28) and the doubling
property of µ1.
Now, let w = u− v so that w ∈ H 12 (Q+8r(zˆ0), dµ) is a weak solution of
xαd (a0(xd)wt + λc0(xd)w) −Di
(
xαd aij(xd)Djw
)
= 0 in Q+8r(zˆ0)
with boundary condition w = 0 on {xd = 0}∩Q+8r(zˆ0). Then, applying Proposition
4.2 with suitable scaling, the triangle inequality, and (4.28), we obtain
‖W‖L∞(Q+4r(zˆ0)) ≤ N
( 
Q+8r(zˆ0)
|W |2µ1(dz)
)1/2
≤ N
( 
Q+8r(zˆ0)
|U |2µ1(dz)
)1/2
+N
( 
Q+8r(zˆ0)
|V |2µ1(dz)
)1/2
≤ N
( 
Q+8r(zˆ0)
|U |2µ1(dz)
)1/2
+N
( 
Q+8r(zˆ0)
(|xαdF |2 + |xαd f |2)µ1(dz)
)1/2
.
Then, (4.27) follows as Q+2r(z0) ⊂ Q+4r(zˆ0) ⊂ Q+8r(zˆ0) ⊂ Q+10r(z0). The proof of the
proposition is completed. 
Proof of Theorem 4.3. We use an idea which is similar to that of [14, Theorem 4.1].
For p ∈ (2,∞), we use a real variable argument by applying Proposition 4.4. For
p ∈ (1, 2), we use a duality argument. Nevertheless, some details need to be carried
out to adapt the proof of [14, Theorem 4.1] to our case. For completeness, we
present them in Appendix A. 
5. Equation with measurable coefficients
In this section, we give the proofs of Theorem 2.2, Corollary 2.3, and Theorem
2.5. For Theorem 2.2, we apply the level set argument introduced in [2]. The proof
of Corollary 2.3 follows from a localization technique and the duality argument
adapting the ideas in [27]. For the proof of Theorem 2.5, we apply the perturbation
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technique using the method of mean oscillation estimates introduced in [30] and
developed in [10].
5.1. Proof of Theorem 2.2. We begin with the following proposition that is
similar to Proposition 4.4.
Proposition 5.1. Let δ0 ∈ (0, 1), α ∈ (−∞, 1), r ∈ (0,∞), z0 ∈ ΩT , and q ∈
(2,∞). Suppose that G = xαd (|F |+ |f |) ∈ L2(Q+10r(z0), dµ1) and
u ∈ H 1q (Q+10r(z0), xαqd dµ1)
is a weak solution of (1.2)-(1.3) in Q+10r(z0). If Assumption 2.1 (δ0, R0) is satisfied
and spt(u) ⊂ (s− (R0r0)2, s+ (R0r0)2) × Rd+ for some r0 > 0 and s ∈ R, then we
have
u(t, x) = v(t, x) + w(t, x) in Q+10r(z0),
where v and w are functions in H 12 (Q
+
10r(z0), dµ) that satisfy 
Q+2r(z0)
|V |2 µ1(dz) ≤ N
 
Q+10r(z0)
|G|2 µ1(dz)
+N(δ
1−2/q
0 + r
2−4/q
0 )
( 
Q+10r(z0)
|xαdDu|q µ1(dz)
)2/q
(5.1)
and
‖W‖2
L∞(Q
+
r (z0))
≤ N
 
Q+10r(z0)
|U |2 µ1(dz) +N
 
Q+10r(z0)
|G|2 µ1(dz), (5.2)
where
V = xαd (|Dv|+
√
λ|v|), W = xαd (|Dw| +
√
λ|w|), U = xαd (|Du|+
√
λ|u|),
and N = N(d, α, κ, q).
Proof. Let F˜ = (F˜1, F˜2, . . . , F˜d), where
F˜i(t, x) =
(
aij(xd)− aij(t, x)
)
Dju(t, x),
where aij(xd) = [aij ]10r,z0(xd) are defined in Assumption 2.1.
If r ∈ (0, R0/10), by Ho¨lder’s inequality, the boundedness of the matrix (aij) in
(1.1), and Assumption 2.1 (δ0, R0), we have 
Q+10r(z0)
|xαd F˜ (z)|2 µ1(dz)
≤
( 
Q+10r(z0)
|aij − aij(xd)|
2q
q−2 µ1(dz)
) q−2
q
( 
Q+10r(z0)
|xαdDu|q µ1(dz)
) 2
q
≤ Nδ
q−2
q
0
( 
Q+10r(z0)
|xαdDu|q µ1(dz)
)2/q
.
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On the other hand, when r ≥ R0/10, as spt(u) ⊂ (s− (R0r0)2, s + (R0r0)2) × Rd+
and by using the boundedness of the matrix (aij) in (1.1), we have 
Q+10r(z0)
|xαd F˜ (z)|2 µ1(dz)
≤ N
( 
Q+10r(z0)
χ(s−(R0r0)2,s+(R0r0)2)(t)µ1(dz)
) q−2
q
( 
Q+10r(z0)
|xαdDu|q µ1(dz)
) 2
q
≤ N
(R0r0
r
) 2(q−2)
q
( 
Q+10r(z0)
|xαdDu|q µ1(dz)
)2/q
≤ Nr
2(q−2)
q
0
( 
Q+10r(z0)
|xαdDu|q µ1(dz)
)2/q
.
Therefore, in both cases we have 
Q+10r(z0)
|xαd F˜ (z)|2 µ1(dz)
≤ N
(
r
2(q−2)
q
0 + δ
q−2
q
0
)( 
Q+10r(z0)
|xαdDu|q µ1(dz)
)2/q
. (5.3)
Since u ∈ H 1q (Q+10r(z0), xαqd dµ1) is a weak solution of
xαd (∂tu+ λu)−Di
(
xαd (aij(xd)Dju− F˜i − Fi)
)
= λ1/2xαd f
in Q+10r(z0) and (1.3), applying Proposition 4.4 with F˜ +F in place of F and using
(5.3), we obtain (5.1) and (5.2). The proposition is proved. 
Proof of Theorem 2.2. We only need to prove Theorem 2.2 when p ∈ (2,∞) as the
case p ∈ (1, 2) can be proved by using the duality argument as in the proof of
Theorem 4.3. See Appendix A. We first prove the estimate (2.1) for each weak
solution u ∈ H 1p (ΩT , xαpd dµ1) of (1.2). We suppose that λ > 0. Assume for a
moment that
spt(u) ⊂ (s− (R0r0)2, s+ (R0r0)2)× Rd+
with some s ∈ (−∞, T ) and r0 ∈ (0, 1). We claim that (2.1) holds if δ0 and r0 are
sufficiently small depending on d, α, κ, and p. Let q ∈ (2, p) be fixed. By Ho¨lder’s
inequality and using α < 1, we have u ∈ H 1q,loc(ΩT , xαqd dµ1). Applying Proposition
5.1, for each r > 0 and z0 ∈ ΩT , we can write
u(t, x) = v(t, x) + w(t, x) in Q+10r(z0),
where v and w satisfy (5.1) and (5.2). Then it follows from the standard real
variable argument (see, for example, [8] and [11, Lemma A.20]) that
‖xαdDu‖Lp(ΩT ,dµ1) +
√
λ‖xαdu‖Lp(ΩT ,dµ1)
≤ N(δ1−2/q0 + r2−4/q0 )‖xαdDu‖Lp(ΩT ,dµ1) +N‖xαd (|F |+ |f |)‖Lp(ΩT ,dµ1),
where N = N(d, α, κ, p). From this, and by choosing δ0 and r0 sufficiently small so
that N(δ
1−2/q
0 + r
2−4/q
0 ) < 1/2, we obtain (2.1).
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Now, we remove the assumption that spt(u) ⊂ (s − (R0r0)2, s+ (R0r0)2) × Rd+
by using a partition of unity argument. The proof is standard, but the details are
slightly different so we give them here. Let
ξ = ξ(t) ∈ C∞0 (−(R0r0)2, (R0r0)2)
be a standard non-negative cut-off function satisfyingˆ
R
ξp(s) ds = 1,
ˆ
R
|ξ′(s)|p ds ≤ N
(R0r0)2p
. (5.4)
For any s ∈ (−∞,∞), let u(s)(z) = u(z)ξ(t − s) for z = (t, x) ∈ ΩT . Then
u(s) ∈ H 1p (ΩT , xαpd dµ1) is a weak solution of
xαd (u
(s)
t + λu
(s))−Di
(
xαd (aijDju
(s) − F (s)i )
)
= λ1/2xαd f
(s)
in ΩT with the boundary condition u
(s) = 0 on (−∞, T )× {xd = 0}, where
F (s)(z) = ξ(t− s)F (z), f (s)(z) = ξ(t− s)f(z) + λ−1/2ξ′(t− s)u(z).
As spt(u(s)) ⊂ (s− (R0r0)2, s+ (R0r0)2)× Rd+, we can apply the estimate we just
proved to infer that
‖xαdDu(s)‖Lp(ΩT ,dµ1) +
√
λ‖xαdu(s)‖Lp(ΩT ,dµ1)
≤ N‖xαdF (s)‖Lp(ΩT ,dµ1) +N‖xαd f (s)‖Lp(ΩT ,dµ1).
Raising to the p-th power and integrating this estimate with respect to s, we getˆ
R
(
‖xαdDu(s)‖pLp(ΩT ,dµ1) + λp/2‖xαdu(s)‖
p
Lp(ΩT ,dµ1)
)
ds
≤ N
ˆ
R
(
‖xαdF (s)‖pLp(ΩT ,dµ1) + ‖xαd f (s)‖
p
Lp(ΩT ,dµ1)
)
ds.
(5.5)
It follows from the Fubini theorem and (5.4) thatˆ
R
‖xαdDu(s)‖pLp(ΩT ,dµ1) ds =
ˆ
ΩT
ˆ
R
|xαdDu(z)|pξp(t− s) ds µ1(dz)
= ‖xαdDu‖pLp(ΩT ,dµ1).
Similarly, ˆ
R
‖xαdu(s)‖pLp(ΩT ,dµ1) ds = ‖xαdu‖
p
Lp(ΩT ,dµ1)
,
ˆ
R
‖xαdF (s)‖pLp(ΩT ,dµ1) ds = ‖xαdF‖
p
Lp(ΩT ,dµ1)
.
Because r0 depends only on d, α, κ, and p, from the definition of f
(s), (5.4), and
the Fubini theorem, we have(ˆ
R
‖xαd f (s)‖pLp(Ω,dµ1) ds
)1/p
≤ N‖xαd f‖Lp(ΩT ,dµ1) +NR−20 λ−1/2‖xαdu‖Lp(ΩT ,dµ1)
for N = N(d, α, κ, p). Collecting the estimates that we have just derived, we infer
from (5.5) that
‖xαdDu‖Lp(ΩT ,dµ1) +
√
λ‖xαdu‖Lp(ΩT ,dµ1)
≤ N‖xαdF‖Lp(ΩT ,dµ1) +N‖xαd f‖Lp(ΩT ,dµ1) +NR−20 λ−1/2‖xαdu‖Lp(ΩT ,dµ1)
24 H. DONG AND T. PHAN
with N = N(d, α, κ, p). Now we choose λ0 = 2N . For λ ≥ λ0R−20 , we have
NR−20 λ
−1/2 ≤ √λ/2, and therefore
‖xαdDu‖Lp(ΩT ,dµ1) +
√
λ‖xαdu‖Lp(ΩT ,dµ1)
≤ N‖xαdF‖Lp(ΩT ,dµ1) +N‖xαd f‖Lp(ΩT ,dµ1) +
√
λ
2
‖xαdu‖Lp(ΩT ,dµ1),
which yields (1.2).
Finally, the solvability of solution u ∈ H 1p (ΩT , xαpd dµ1) can be obtained by the
method of continuity using the solvability of the equation{
xαd (ut + λu)−Di(xαd (Diu− Fi)) = λ1/2xαd f in ΩT ,
u = 0 on {xd = 0}
in Theorem 4.3. The proof is now completed. 
5.2. Proof of Corollary 2.3. We now give the proof of Corollary 2.3.
Proof. We exploit an idea in [27], which makes use of a duality argument. Let
p1 > p0 be such that 
1
p0
≤ 1
d+ 2 + α−
+
1
p1
if d ≥ 2
1
p0
≤ 1
4 + α−
+
1
p1
if d = 1.
Since u ∈ H 1p0 (Q+2 , xαp0d dµ1), it follows from Lemma 3.4 that
u ∈ Lp1(Q+2 , xαp1d dµ1). (5.6)
Case I: p ≤ p1. Without loss of generality, we may assume that p∗ ≤ p0 because
otherwise we can replace p∗ with p0 (noting that (2.3) and (2.4) still hold) and use
Ho¨lder’s inequality. Let η ∈ C∞0 ((−4, 4) × B2) be such that η ≡ 1 on Q1. By a
direct calculation, we see that w = uη ∈ H 1p0(Ω0, xαp0d dµ1) is a weak solution of
xαd (wt + λw) −Di
(
xαd (aijDjw − F˜i)
)
= xαd f˜ in (−4, 0)× Rd+ (5.7)
with the boundary condition w = 0 on (−4, 0)× ∂Rd+ and the zero initial condition
w(−4, ·) = 0, where
F˜i = Fiη − aijuDjη, f˜ = fη + λuη + uηt −Diη(aijDju− Fi),
and λ > λ0R
−2
0 is a constant which will be chosen at the end.
Next, let q = p/(p − 1), q0 = p0/(p0 − 1), and G = (G1, . . . , Gd) ∈ C∞0 (Q+1 )d
and g ∈ C∞0 (Q+1 ) satisfy
‖G‖Lq(Q+1 ,dµ1) = ‖g‖Lq(Q+1 ,dµ1) = 1.
By Theorem 2.2, there is a weak solution v ∈ H 1q0((−4, 0)× Rd+, xαq0d dµ1) to
− xαd (vt − λv) −Di
(
xαd ajiDjv −Gi
)
=
√
λg in (−4, 0)× Rd+ (5.8)
with the boundary condition v = 0 on (−4, 0)×∂Rd+ and the zero terminal condition
v(0, ·) = 0. Since q ≤ q0, and G and g are compactly supported, following the proof
of Theorem 4.3 (ii), we have v ∈ H 1q ((−4, 0)× Rd+, xαqd dµ1). Moreover,√
λ‖xαd v‖Lq((−4,0)×Rd+,dµ1) + ‖x
α
dDv‖Lq((−4,0)×Rd+,dµ1) ≤ N. (5.9)
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Testing (5.7) and (5.8) with v and uη respectively, we getˆ
Q+1
[
(xαdDu) ·G+
√
λ(xαd )g
]
dµ1(z)
=
ˆ
Q+2
[
(xαdDv) · (xαd F˜ ) + (xαd v)(xαd f˜)
]
dµ1(z).
Then, it follows from Ho¨lder’s inequality that∣∣∣ ˆ
Q+1
[
(xαdDu) ·G+
√
λ(xαd )g
]
dµ1(z)
∣∣∣
≤ ‖xαdDv‖Lq(Q+2 ,dµ1)‖x
α
d F˜‖Lp(Q+2 ,dµ1) (5.10)
+ ‖xαd v‖Lq∗ (Q+2 ,dµ1)‖x
α
d f˜‖Lp∗(Q+2 ,dµ1),
where q∗ = p∗/(p∗ − 1). From (5.8), we see that v ∈ H 1q (Q+2 , xαqd dµ1) satisfies
−xαd vt = Di
(
xαd ajiDjv
)−DiGi + (−λvxαd +√λg) in Q+2 .
When α 6= 0, by (2.3)-(2.4), q∗ satisfies the condition (3.3) in Lemma 3.4. Then by
using Lemma 3.4 and (5.9), we get
‖xαd v‖Lq∗ (Q+2 ,dµ1)
≤ N‖xαd v‖Lq(Q+2 ,dµ1) +N‖x
α
dDv‖Lq(Q+2 ,dµ1) +N‖x
α
d vt‖H−1q (Q+2 ,dµ1)
≤ N +N‖G‖Lq(Q+2 ,dµ1) +N‖ − λvx
α
d +
√
λg‖Lq(Q+2 ,dµ1) ≤ N
√
λ. (5.11)
When α = 0, by the usual unweighted parabolic Sobolev embedding, we still get
(5.11). It then follows from (5.10), (5.9), (5.11), and the arbitrariness of G and g
that
‖xαdDu‖Lp(Q+1 ,dµ1) +
√
λ‖xαdu‖Lp(Q+1 ,dµ1)
≤ N‖xαd F˜‖Lp(Q+2 ,dµ1) +N
√
λ‖xαd f˜‖Lp∗(Q+2 ,dµ1)
≤ N(
√
λ+ 1)‖xαdF‖Lp(Q+2 ,dµ1) +N‖x
α
du‖Lp(Q+2 ,dµ1) +N
√
λ‖xαd f‖Lp∗(Q+2 ,dµ1)
+N
√
λ(λ+ 1)‖xαdu‖Lp∗(Q+2 ,dµ1) +N
√
λ‖xαdDu‖Lp∗(Q+2 ,dµ1), (5.12)
where N is independent of λ. Observe that by the assumptions in the corollary,
(5.6), p ≤ p1, and p∗ ≤ p0, all the terms on the right-hand side of (5.12) are finite.
Note also that from Ho¨lder’s inequality, it follows that
‖u‖L1(Q+2 ) = ‖x
α
du‖L1(Q+1 ,dµ1) ≤ N(p0, d)‖x
α
du‖Lp0(Q+1 ,dµ1) <∞,
‖Du‖L1(Q+2 ) = ‖x
α
dDu‖L1(Q+1 ,dµ1) ≤ N(p0, d)‖x
α
dDu‖Lp0(Q+1 ,dµ1) <∞.
Therefore, as p∗ < p, we conclude (2.5) from (5.12) by using Ho¨lder’s inequality
and a standard iteration argument with the underlying measure dµ1 and for a
sufficiently large λ. See, for example, [21, pp. 80–82]. The corollary is proved when
p ≤ p1.
Case II: p > p1. By applying the result in Step I, we obtain (2.5) with p1 in
place of p. From this, we can use the argument in Step I again with p1 in place of
p0. After iterating the argument for a finite number of steps, we obtain (5.12) for
general p. 
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5.3. Proof of Theorem 2.5. In order to prove Theorem 2.5, we need the following
higher regularity estimates of weak solutions to the homogeneous equation (4.5)-
(4.6). Recall that the Ho¨lder semi-norm C1/2,1 is defined as
[f ]C1/2,1(Q+
1/2
) = sup
(t,x),(s,y)∈Q+
1/2
(t,x) 6=(s,y)
|f(t, x)− f(s, y)|
|t− s|1/2 + |x− y| .
Corollary 5.2 (Higher regularity). Under the assumptions of Proposition 4.2, for
any q ∈ [1, 2] we have
[xαdu]C1/2,1(Q+
1/2
) ≤ N
(  
Q+1
|x˜αdu(z˜)|q µ1(dz˜)
)1/q
, (5.13)
[xαdDx′u]C1/2,1(Q+
1/2
) ≤ N
(  
Q+1
|x˜αdDx′u(z˜)|q µ1(dz˜)
)1/q
, (5.14)
and
[xαdU ]C1/2,1(Q+
1/2
) ≤ N
(  
Q+1
(|x˜αdDu(z˜)|+ λ1/2|x˜αdu(z˜)|)q µ1(dz˜))1/q, (5.15)
where U is defined in (4.16) and N = N(d, α, κ, q) > 0.
Proof. We first consider the case when q = 2. Since ut satisfies the same equation
as u, from (4.9), (4.12), and (4.11), we have for any z ∈ Q+1/2,
|∂t(xαdu)| = |xαdut| ≤ N
( 
Q+
3/4
|x˜αdut(z˜)|2 µ1(dz˜)
)1/2
≤ N
( 
Q+
7/8
(|x˜αdDu(z˜)|2 + λ|x˜αdu(z˜)|2)µ1(dz˜))1/2 (5.16)
≤ N
( 
Q+1
|x˜αdu(z˜)|2 µ1(dz˜)
)1/2
.
Next, it follows from (4.9), (4.10), and (4.11) that for any z ∈ Q+1/2,
|Dx′(xαdu)| = |xαdDx′u| ≤ N
(  
Q+
3/4
(|x˜αdDu(z˜)|2 + λ|x˜αd u(z˜)|2)µ1(dz˜))1/2
≤ N
(  
Q+1
|x˜αdu(z˜)|2 µ1(dz˜)
)1/2
and similarly
|Dd(xαdu)| ≤ |xαdDdu|+ |αxα−1d u| ≤ N
(  
Q+1
|x˜αdu(z˜)|2 µ1(dz˜)
)1/2
.
Combining the estimates above, we obtain (5.13). Because Dx′u satisfies the same
equation as u, we get (5.14) immediately from (5.13).
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Next we prove (5.15). Since ut and Dx′u satisfy the same equation as u, by using
(4.10) and (4.12), we get for any z ∈ Q+1/2,
|∂t(xαdU)| = |xαd adj(xd)Djut|
≤ N
( 
Q+
3/4
(|x˜αdDut(z˜)|2 + λ|x˜αdut(z˜)|2)µ1(dz˜))1/2
≤ N
( 
Q+1
(|x˜αdDu(z˜)|2 + λ|x˜αdu(z˜)|2)µ1(dz˜))1/2
and
|Dx′(xαdU)| = |xαd adj(xd)DjDx′u|
≤ N
(  
Q+
3/4
(|x˜αdDDx′u(z˜)|2 + λ|x˜αdDx′u(z˜)|2)µ1(dz˜))1/2
≤ N
(  
Q+1
(|x˜αdDu(z˜)|2 + λ|x˜αdu(z˜)|2)µ1(dz˜))1/2.
By using (4.18), (5.16), (5.14), and (4.9), we obtain
|Dd(xαdU)| ≤ Nxαd (|ut|+ |DDx′u|+ λ|u|)
≤ N
( 
Q+1
(|x˜αdDu(z˜)|2 + λ|x˜αdu(z˜)|2)µ1(dz˜))1/2.
Combining the above three estimates, we reach (5.15).
Finally, when q ∈ [1, 2), we use the result for q = 2, Proposition 4.2, and a
standard iteration. See, for example, [21, pp. 80–82]. The corollary is proved. 
Proof of Theorem 2.5. From Corollary 5.2, we can apply method of mean oscilla-
tion estimates introduced in [30]. As this is similar to that of [14, Theorem 2.4],
we skip the details and only outline some important steps in Appendix B. 
Appendix A. Proof of Theorem 4.3
Proof. We first prove Assertion (i). Let u ∈ H 1q (ΩT , xαqd dµ1) be a weak solution
of (4.1)-(4.2). By Ho¨lder’s inequality and as α < 1 and q ≥ 2, we have u ∈
H 12,loc(ΩT , dµ). Then, from Proposition 4.4, it follows that for every z0 ∈ ΩT and
r > 0, we have the decomposition
u = v + w in Q+10r(z0),
where v and w satisfy (4.26) and (4.27). From this, we obtain (4.25) by using the
real variable argument. See, for instance, [8] and [11, Lemma A.20]. As this is by
now standard, we skip the details.
Next, we prove Assertion (ii). We split the proof into two cases when p ∈ (2,∞)
and when p ∈ (1, 2).
Case I: p ∈ (2,∞). We only need to prove the existence of the solution, as the
uniqueness follows from (4.25) in (i). For k = 1, 2, . . ., let F (k) = F (z)χQ̂k(z), where
Q̂k(z) is defined in (3.11). It is clear that x
α
dF
(k) ∈ L2(ΩT , dµ1)d ∩ Lp(ΩT , dµ1)d
by Ho¨lder’s inequality and moreover xαdF
(k) → xαdF in Lp(ΩT , dµ1) as k → ∞ by
the dominated convergence theorem. Similarly, we find {xαd f (k)} ⊂ L2(ΩT , dµ1) ∩
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Lp(ΩT , dµ1). Now, let u
(k)∈ H 12 (ΩT , dµ) be the weak solution of the equation (4.1)-
(4.2) with F (k) and f (k) in place of F and f , respectively. The existence of u(k)
follows from Lemma 3.6. Also, from Assertion (i), we have u(k) ∈ H 1p (ΩT , xαpd dµ1).
By the strong convergence of {xαdF (k)} and {xαd f (k)} in Lp(ΩT , dµ1), we infer that
{u(k)} is a Cauchy sequence in H 1p (ΩT , xαpd dµ1). Let u ∈ H 1p (ΩT , xαpd dµ1) be its
limit. Then, by passing to the limit in the weak formulation of solutions, we see
that u is a solution to the equation (4.1)-(4.2).
Case II: p ∈ (1, 2). We use the method of duality. Although similar ideas are used
in [14, Theorem 4.1], the proof contains different details, which we give here. We
first prove the estimate (4.25). Let q = p/(p − 1) ∈ (2,∞) and let G : ΩT → Rd
and g : ΩT → R be measurable functions such that |G| + |g| ∈ Lq(ΩT , dµ1). We
consider the adjoint problem in R× Rd+
xαd (−a¯0vt + λc¯0v)−Di
(
xαd (aji(xd)Djv − G˜i)
)
= λ1/2xαd g˜ (A.1)
in R× Rd+ with the boundary condition
v = 0 on R× ∂Rd+, (A.2)
where
G˜(z) = x−αd G(z)χ(−∞,T )(t), g˜(z) = x
−α
d g(z)χ(−∞,T )(t).
Observe that
‖xαd G˜‖Lq(R×Rd+,dµ1) = ‖G‖Lq(ΩT ,dµ1) and
‖xαd g˜‖Lq(R×Rd+,dµ1) = ‖g‖Lq(ΩT ,dµ1).
By Case I, there is a unique solution v ∈ H 1q (R × Rd+, xαqd dµ1) to (A.1)-(A.2),
which satisfies ˆ
R×Rd+
(|xαdDv|q + λq/2|xαd v|q)µ1(dz)
≤ N
ˆ
ΩT
(|G|q + |g|q)µ1(dz). (A.3)
Also, by the uniqueness of solutions, we have v = 0 for t ≥ T . Then, by testing
(4.1) with v, and testing (A.1) with u, and by using the definitions of G˜ and g˜, we
obtain ˆ
ΩT
[
G · (xαdDu) + λ1/2g(xαdu)
]
µ1(dz)
=
ˆ
ΩT
[
(xαdF ) · (xαdDv) + λ1/2(xαd f)(xαd v)
]
µ1(dz).
Now, it follows from Ho¨lder’s inequality and (A.3) that∣∣∣∣ˆ
ΩT
(
G · (xαdDu) + λ1/2g(xαdu)
)
µ1(dz)
∣∣∣∣
≤ ‖xαdF‖Lp(Ω,dµ1)‖xαdDv‖Lq(ΩT ,dµ1) + λ1/2‖xαd f‖Lp(ΩT ,dµ1)‖xαd v‖Lq(ΩT ,dµ1)
≤ N
(
‖xαdF‖Lp(Ω,dµ1) + ‖xαd f‖Lp(ΩT ,dµ1)
)(
‖G‖Lq(ΩT ,dµ1) + ‖g‖Lq(ΩT ,dµ1)
)
.
From the last estimate and as G and g are arbitrary, we obtain (4.25).
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It now remains to prove the existence of solution u ∈ H 1p (ΩT , xαpd dµ1). For
i = 1, 2, . . . , d and k = 1, 2, . . ., let
F
(k)
i (z) = x
−α
d max
{− k,min{k, xαdFi(z)}}χQ̂k(z),
where Q̂r is defined in (3.11). Then x
α
dF
(k) ∈ L2(ΩT , dµ1)d ∩ Lp(ΩT , dµ1)d and
by the dominated convergence theorem, xαdF
(k) → xαdF in Lp(ΩT , dµ1) as k →∞.
Similarly, we find {xαd f (k)} ⊂ L2(ΩT , dµ1) ∩ Lp(ΩT , dµ1). By Lemma 3.6, there is
a unique weak solution u(k) ∈ H12(ΩT , dµ) to the equation (4.1)-(4.2) with F (k) and
f (k) in place of F and f , respectively.
As in Case I, we only need to prove that u(k) ∈ H 1p (ΩT , xαpd dµ1). However, the
proof of this is more involved because we cannot apply Assertion (i) as before. We
adapt the idea in [10, Section 8] by using a localization and partition argument.
Let us fix a k ∈ N. As µ1 is a doubling measure, there exists N0 = N0(α, d) > 0
such that
µ1(Q̂2r) ≤ N0µ1(Q̂r), ∀ r > 0. (A.4)
Since u(k) ∈ H 12 (ΩT , dµ) and p ∈ (1, 2), we apply Ho¨lder’s inequality and see that
‖xαdu(k)‖Lp(Q̂2k,dµ1) + ‖x
α
dDu
(k)‖Lp(Q̂2k,dµ1) <∞. (A.5)
Hence, we only need to prove that
‖xαdu(k)|‖Lp(ΩT \Q̂2k,dµ1) + ‖xαdDu(k)|‖Lp(ΩT \Q̂2k,dµ1) <∞.
For each l ≥ 0, let ηl be a smooth function such that
ηl ≡ 0 in Q̂2lk, ηl ≡ 1 outside Q̂2l+1k,
and |Dηl| ≤ C02−l, |(ηl)t| ≤ C02−2l, where C0 is independent of l. Let us also
denote w(k,l) = u(k)ηl. We see that w
(k,l) ∈ H 12 (ΩT , dµ) is a weak solution of
xαd
(
a0w
(k,l)
t + λc0w
(k,l)
)−Di(xαd (aijDjw(k,l) − F (k,l)i )) = λ1/2xαd f (k,l)
in ΩT with the boundary condition w
(k,l) = 0 on (−∞, T )× {xd = 0}, where
F
(k,l)
i = u
(k)aijDjηl, i = 1, 2, . . . , d,
f (k,l) = λ−1/2
(
a0u
(k)(ηl)t − aijDju(k)Diηl
)
.
Here we used ηlF
(k)
i ≡ ηlf (k) ≡ F (k)i Diηl ≡ 0 for every i = 1, 2, . . . , d and l =
0, 1, . . ..
Now, applying the estimate (3.10) to the equation of w(k,l), we have∥∥xαd (|Dw(k,l)|+ λ1/2|w(k,l)|)∥∥L2(ΩT ,dµ1)
≤ N‖xαdF (k,j)‖L2(ΩT ,dµ1) +N‖xαd f (k,l)‖L2(ΩT ,dµ1).
This implies that∥∥xαd (|Du(k)|+ λ1/2|u(k)|)∥∥L2(Q̂2l+2k\Q̂2l+1k,dµ1)
≤ N
(
2−l‖xαdu(k)‖L2(Q̂2l+1k\Q̂2lk,dµ1) + λ
−1/22−2l‖xαdu(k)‖L2(Q̂2l+1k\Q̂2lk,dµ1)
+ λ−1/22−l‖xαdDu(k)‖L2(Q̂2l+1k\Q̂2lk,dµ1)
)
≤ C2−l∥∥xαd (|Du(k)|+ λ1/2|u(k)|)∥∥L2(Q̂2l+1k\Q̂2lk,dµ1)
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for every l ≥ 1, where C also depends on λ, but is independent of l. Then, by
iterating this estimate, we obtain
∥∥xαd (|Du(k)|+ λ1/2|u(k)|)∥∥L2(Q̂2l+1k\Q̂2lk,dµ1)
≤ Cl2− l(l−1)2 ∥∥xαd (|Du(k)|+ λ1/2|u(k)|)∥∥L2(Q̂2k,dµ1). (A.6)
As p ∈ (1, 2), we apply Ho¨lder’s inequality, (A.4), and (A.6) to obtain
∥∥xαd (|Du(k)|+ λ1/2|u(k)|)∥∥Lp(Q̂2l+1k\Q̂2lk,dµ1)
≤ (µ1(Q̂2l+1k))
1
p−
1
2
∥∥xαd (|Du(k)|+ λ1/2|u(k)|)∥∥L2(Q̂2l+1k\Q̂2lk,dµ1)
≤ (N l0µ1(Q̂2k))
1
p−
1
2Cl2−
l(l−1)
2
∥∥xαd (|Du(k)|+ λ1/2|u(k)|)∥∥L2(Q̂2k,dµ1).
Then, it follows that
∥∥xαd (|Du(k)|+ λ1/2|u(k)|)∥∥Lp(ΩT \Q̂2k,dµ1)
≤
∞∑
l=1
∥∥xαd (|Du(k)|+ λ1/2|u(k)|)∥∥Lp(Q̂2l+1k\Q̂2lk,dµ1)
≤ N∥∥xαd (|Du(k)|+ λ1/2|u(k)|)∥∥L2(Q̂2k,dµ1) <∞.
From this estimate and (A.5), we infer that u(k) ∈ H 1p (ΩT , xαpd dµ1). The theorem
is proved. 
Appendix B. Sketch of the proof of Theorem 2.5
Proof. It follows from Corollaries 2.3 and 5.2 as well as the corresponding interior
estimate that for any q0 ∈ (1, 2), if v ∈ H 1q0 (Q+r (z0), xαq0d dµ1) is a weak solution of
(4.5)-(4.6), then we have
[xαdDx′v]C1/2,1(Q+
r/2
(z0))
+ [xαdV ]C1/2,1(Q+
r/2
(z0))
+
√
λ[xαd v]C1/2,1(Q+
r/2
(z0))
≤ Nr−1
( 
Q+r (z0)
|xαdDv|q0 + λq0/2|xαd v|q0 µ1(dz)
)1/q0
,
(B.1)
where V = adj(xd)Djv. By using (B.1), Theorem 2.2, and a decomposition argu-
ment as in the proof of Proposition 5.1, we have the following the mean oscillation
estimate: if spt(u) ⊂ (s− (R0r0)2, s+ (R0r0)2)× Rd+ for some s ∈ R, then for any
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τ ≤ 1/30 and z0 ∈ ΩT , 
Q+τr(z0)
[|xαdDx′u− (xαdDx′u)Q+τr(z0)|
+ |xαdU − (xαdU)Q+τr(z0)|+
√
λ|xαdu− (xαdu)Q+τr(z0)|
]
µ1(dz)
≤ Nτ−(d+2+α−)r2(1−
1
q0
)
0
(  
Q+r (z0)
|xαdDu|q0 µ1(dz)
) 1
q0
+Nτ
−
d+2+α
−
q0
( 
Q+r (z0)
(|xαdF |q0 + |xαd f |q0)µ1(dz)
) 1
q0
+Nτ
(  
Q+r (z0)
|xαdDu|q0 + λq0/2|xαdu|q0 µ1(dz)
) 1
q0
+Nτ−
d+2+α
−
q0 δ
1
q0ν1
0
( 
Q+r (z0)
|xαdDu|q0ν2 µ1(dz)
) 1
q0ν2
,
where ν1 ∈ (1,∞), ν2 = ν1/(ν1 − 1), and U = adjDju. The a priori estimate (2.6)
then follows from the mean oscillation estimate, the reverse Ho¨lder’s inequality for
Ap weights, the weighted and mixed-norm Fefferman–Stein type theorems on sharp
functions, and the weighted and mixed-norm Hardy–Littlewood maximal function
theorem. See, for instance, Corollary 2.6, 2.7, and Section 7 of [10] for details.
The solvability in weighted and mixed-norm Sobolev spaces then follows from the
estimate (2.6) and an approximation argument by using the solvability result in
Theorem 2.2. We omit the details and refer the reader to [10, Section 8]. 
Appendix C. Proofs of Remark 2.7 and Corollary 2.9
For completeness, we provide the proofs of Remark 2.7 and Corollary 2.9. We
need the following embedding result that is slightly more general than Lemma 3.4.
Lemma C.1. Let α, α˜ ∈ (−∞, 1) and q ∈ (1,∞) be fixed numbers such that α˜−1 >
q(α− 1). Let q∗ ∈ (1,∞) satisfy
1
q
≤ 1
d+ 2 + α˜−
+
1
q∗
if d ≥ 2
1
q
≤ 1
4 + α˜−
+
1
q∗
if d = 1.
(C.1)
Then for any u ∈ H 1q (Q+2 , xαqd dµ˜), we have
‖u‖
Lq∗(Q
+
2 ,x
αq∗
d dµ˜)
≤ N‖u‖
H 1q (Q
+
2 ,x
αq
d dµ˜)
, (C.2)
where N = N(d, α, α˜, q, q∗) > 0 is a constant, α˜− = max{−α˜, 0}, and µ˜(dz) =
x−α˜d dxdt. The result still holds when q
∗ = ∞ and the inequalities in (C.1) are
strict.
Proof. Let us define w = xαdu. We have
Diw = x
α
dDiu+ αx
α−1
d δidu, i = 1, 2, . . . , d,
where δid = 1 when i = d and δid = 0 otherwise. By the fundamental theorem of
calculus, we have
|xα−1d u(z′, xd)| ≤ xαd
ˆ 1
0
|Ddu(z′, sxd)|ds.
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Then, by applying the Minkowski inequality, we obtain
‖xα−1d u‖Lq(Q+2 ,dµ˜) ≤
ˆ 1
0
(ˆ
Q+2
|Ddu(z′, sxd)|qxαq−α˜d dz′dxd
) 1
q
ds
= ‖xαdDdu‖Lq(Q+2 ,dµ˜)
ˆ 1
0
s(α˜−1)/q−αds
= N‖xαdDdu‖Lq(Q+2 ,dµ˜),
where in the last estimate, we used α˜− 1 > q(α− 1). Therefore
‖Dw‖Lq(Q+2 ,dµ˜) ≤ N‖x
α
dDu‖Lq(Q+2 ,dµ˜). (C.3)
Now, due to (C.1), we can apply the Sobolev embedding [14, Lemma 3.1] to obtain
‖w‖Lq∗ (Q+2 ,dµ˜) ≤ N
[
‖w‖Lq(Q+2 ,dµ˜) + ‖Dw‖Lq(Q+2 ,dµ˜) + ‖wt‖H−1q (Q+1 ,dµ˜)
]
.
Then, by (C.3), it follows that
‖w‖Lq∗ (Q+2 ,dµ˜)
≤ N
[
‖xαdu‖Lq(Q+2 ,dµ˜) + ‖x
α
dDu‖Lq(Q+2 ,dµ˜) + ‖x
α
dut‖H−1q (Q+2 ,dµ˜)
]
= N‖u‖
H 1q (Q
+
2 ,x
αq
d
dµ˜).
This implies (C.2) as desired. 
In the time-independent case, we also have the following embedding result in
which the condition (C.4) below for q and q∗ is optimal.
Lemma C.2. Let α, α˜ ∈ (−∞, 1) and q ∈ (1,∞) be fixed numbers such that α˜−1 >
q(α− 1). Let q∗ ∈ (1,∞) satisfy
1
q
≤ 1
d+ α˜−
+
1
q∗
. (C.4)
Then for any u ∈ W 1q (B+2 , xαqd dµ˜), we have
‖u‖
Lq∗(B
+
2 ,x
αq∗
d dµ˜)
≤ N‖u‖
W 1q (B
+
2 ,x
αq
d dµ˜)
,
where N = N(d, α, α˜, q, q∗) > 0 is a constant and µ˜(dx) = x−α˜d dx. The result still
holds when q∗ =∞ and the inequality in (C.4) is strict.
Proof. The proof follows as that of Lemma C.1. However, instead of applying [14,
Lemma 3.1] as in the proof of Lemma C.1, we apply [14, Remark 3.2 (ii)]. 
Now, we give the proof of Remark 2.7.
Proof of Remark 2.7. The idea of the proof is similar to that of Corollary 2.3. Let
us denote µ˜(dz) = x−α˜d dxdt, where α˜ =
γ
p−1 < 1. Then, by Ho¨lder’s inequality it
follows that u ∈ Hp0(Q+2 , xα˜p0d dµ˜). Using Lemma C.1, as in the proof of Corollary
2.3 by considering two cases, we can assume without loss of generality that p is not
too large and p∗ ≤ p0 so that
‖xα˜du‖Lp(Q+2 ,dµ˜) <∞ and ‖x
α˜
dDu‖Lp∗(Q+2 ,dµ˜) <∞. (C.5)
Let w = uη be as in the proof of Corollary 2.3. By a direct calculation, we see that
w ∈ H 1p0(Ω0, x
γ+α(p0−p)
d dz) is a weak solution of
xαd (wt + λw) −Di
(
xαd (aijDjw − F˜i)
)
= xαd f˜ in (−4, 0)× Rd+ (C.6)
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with the boundary condition w = 0 on (−4, 0)× ∂Rd+ and the zero initial condition
w(−4, ·) = 0, where
F˜i = Fiη − aijuDjη, f˜ = fη + λuη + uηt −Diη(aijDju− Fi),
and λ > λ0R
−2
0 is a fixed constant to be chosen later.
Next, let q = p/(p − 1), γ˜ = αq − α˜, and G = (G1, G2, . . . , Gd), g ∈ C∞0 (Q+1 )
with
‖G‖Lq(Q+1 ,xγ˜ddz) + ‖g‖Lq(Q+1 ,xγ˜ddz) = 1.
Because γ ∈ (pα− 1, p− 1), we have
αq − 1 < γ˜ < q − 1.
Let q0 = p0/(p0 − 1) and γ0 = αq0 − α˜. Since q0 ≥ q, and α, α˜ < 1, we also have
αq0 − 1 < γ0 < q0 − 1.
Moreover, as G and g are compactly supported in Q+1 , |G|+ |g| ∈ Lq0(Q+1 , xγ0d dz).
Therefore, by Remark 2.6, there exists a weak solution v ∈ H 1q0((−4, 0)×Rd+, xγ0d dz)
of
− xαd (vt − λv) −Di[xαd (ajiDjv −Gi)] =
√
λxαd g in (−4, 0)× Rd+ (C.7)
with the boundary condition v = 0 on (−4, 0)×∂Rd+ and the zero terminal condition
v(0, ·) = 0. Since q ≤ q0, α˜ < 1, and G and g are compactly supported, following
the proof of Theorem 4.3 (ii), we have v ∈ H 1q ((−4, 0)×Rd+, xγ˜ddz). Moreover, we
also have
‖Dv‖Lq((−4,0)×Rd+,xγ˜ddz) +
√
λ‖v‖Lq((−4,0)×Rd+,xγ˜ddz)
≤ N[‖G‖Lq(Q+1 ,xγ˜ddz) + ‖g‖Lq(Q+1 ,xγ˜ddz)] = N. (C.8)
From this, and the PDE of v in (C.7), (C.8), and as λ sufficiently large, we infer
that
‖v‖
H 1q (Q
+
2 ,x
γ˜
ddz)
= ‖Dv‖Lq(Q+2 ,xγ˜ddz) + ‖v‖Lq(Q+2 ,xγ˜ddz) + ‖vt‖H−1q (Q+2 ,xγ˜ddz) ≤ N
√
λ. (C.9)
It can be checked that α˜, q, and q∗ satisfy the conditions in Lemma C.1. Therefore,
it follows from Lemma C.1 and (C.9)
‖xαd v‖Lq∗ (Q+2 ,x−α˜d dz) ≤ N‖v‖H 1q (Q+2 ,xγ˜ddz) ≤ N
√
λ. (C.10)
Then, by using w = uη as a test function for the equation of v, and v as a test
function for the equation of w, we haveˆ
Q+1
[
(xαdDu) ·G+
√
λ(xαdu)g
]
dz =
ˆ
Q+2
[
(xαdDv) · F˜ + (xαd v)f˜
]
dz.
By applying Ho¨lder’s inequality and then using (C.8) and (C.10), we obtain∣∣∣∣∣
ˆ
Q+1
[
(xαdDu) ·G+
√
λ(xαdu)g
]
dz
∣∣∣∣∣
≤ ‖Dv‖Lq(Q+2 ,xγ˜ddz)‖F˜‖Lp(Q+2 ,xγddz) + ‖x
α
d v‖Lq∗ (Q+2 ,x−α˜d dz)‖f˜‖Lp∗(Q+2 ,xα˜(p∗−1)d dz)
≤ N‖F˜‖Lp(Q+2 ,xγddz) +N
√
λ‖f˜‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
.
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Observe that
‖F˜‖Lp(Q+2 ,xγddz) ≤ N
[
‖F‖Lp(Q+2 ,xγddz) + ‖u‖Lp(Q+2 ,xγddz)
]
and
‖f˜‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
≤ N
[
‖f‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
+ ‖F‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
+ λ‖u‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
+ ‖Du‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
]
.
As p∗ ≤ p and γ < p− 1, by Ho¨lder’s inequality, we obtain
‖F‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
≤ ‖F‖Lp(Q+2 ,xγddz)
(ˆ
Q+2
x
− γp−1
d dz
)1/p∗−1/p
≤ N‖F‖Lp(Q+2 ,xγddz).
Therefore,∣∣∣∣∣
ˆ
Q+1
[
(xαdDu) ·G+
√
λ(xαdu)g
]
dz
∣∣∣∣∣
≤ N(
√
λ+ 1)‖F‖Lp(Q+2 ,xγddz) +N
√
λ‖f‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
+N‖u‖Lp(Q+2 ,xγddz)
+Nλ3/2‖u‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
+N
√
λ‖Du‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
.
Since G and g are arbitrary and γ/p+ γ˜/q = α, we infer that
‖Du‖Lp(Q+1 ,xγddz) +
√
λ‖u‖Lp(Q+1 ,xγddz)
≤ N(
√
λ+ 1)‖F‖Lp(Q+2 ,xγddz) +N
√
λ‖f‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
+N‖u‖Lp(Q+2 ,xγddz)
+Nλ3/2‖u‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
+N
√
λ‖Du‖
Lp∗(Q
+
2 ,x
α˜(p∗−1)
d dz)
,
which is equivalent to
‖xα˜dDu‖Lp(Q+1 ,dµ˜) +
√
λ‖xα˜du‖Lp(Q+1 ,dµ˜)
≤ N(
√
λ+ 1)‖xα˜dF‖Lp(Q+2 ,dµ˜) +N
√
λ‖xα˜d f‖Lp∗(Q+2 ,dµ˜)
+N‖xα˜du‖Lp(Q+2 ,dµ˜) +Nλ
3/2‖xα˜du‖Lp∗(Q+2 ,dµ˜) +N
√
λ‖xα˜dDu‖Lp∗(Q+2 ,dµ˜),
(C.11)
where dµ˜ = x−α˜d dz. Note that by (C.5) and the assumptions in the remark, all the
terms on the right-hand side of (C.11) are finite. Then as p∗ < p, we conclude (2.7)
from (C.11) by using Ho¨lder’s inequality and a standard iteration argument with
the underlying measure dµ˜ and for a sufficiently large λ. See, for example, [21, pp.
80–82]. The remark is proved in this case. 
Proof of Corollary 2.9. As discussed in Remark 2.6, it follows from Theorem 2.8
that there exists unique weak solution u ∈ W 1p (Rd+, xγddx) for (2.8). From this
and Lemma C.2, we can follow the proof of Remark 2.7 to obtain the assertion in
Corollary 2.9. 
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