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A stochastic version of the 0L systems of Lindenmayer is introduced and the 
growth functions of such sys tems are studied. Topics covered include tech- 
niques for computing such growth functions, classification of such stochastic 
0L systems according to growth rate, and decidability results about various 
notions of growth equivalence. 
1. INTRODUCTION 
Lindenmayer systems, also referred to as developmental systems and as 
L systems, were introduced by Lindenmayer (1968) as a formal model for the 
development of certain simple organisms. In the L system model, the organism 
is assumed to be a linear array of cells and time is assumed to proceed in discrete 
steps. In one time unit, each cell is replaced by a string of cells according to 
rewrite rules of the same type as those of Chomsky-type phrase structured 
grammars. In this paper, we restrict ourselves to the case where cells do not 
interact and so the rewrite rules are of the same type as context-free grammar 
rules. These restricted type of L systems are called 0L systems. In this paper we 
introduce a stochastic version of 0L systems which we refer to as SOL systems. 
SOL systems differ from 0L systems in two ways. Instead of a single axiom (start 
configuration of cells), an SOL system has a probability distribution over a finite 
set of possible axioms. In an 0L system there is, for each cell type, a finite list 
of rewrite rules which tell how the cell may change in one step. In an SOL 
system, we add a probabil ity distribution to the rewrite rules for a cell type. 
Similar models for stochastic 0L systems have been introduced previously by 
Jfirgensen (1975, 1976) and Sch~iffler (1975). 
* This research was supported in part by NSF Grant MCS-74-02338. 
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When we use the OL system model, we are assuming that the growth of the 
organism modeled is governed solely by internal, inherited factors. One possible 
interpretation is that we are modeling rowth under optimal conditions, so that 
external forces do not modify the inherited growth pattern. One natural topic 
of study in this setting is the rate of growth of an organism, where size is measured 
by the number of cells in the organism. In the case of deterministic 0L systems, 
we can determine an effectively computable function f such that f(t)  is the size 
(length) of the organism after t steps. These growth functions have been exten- 
sively studied by a number of authors; for example, Paz and Salomaa (1973), 
Vitanyi (1973), and Pollul and Schiitt (1974). In this paper, we generalize 
the notion of a growth function so that it applies to SOL systems. In this case, 
the growth function f ( t)  gives the expected size (length) of the organism after t 
steps. We will see that the growth function of an SOL system is also in a natural 
sense of the word, computable. 
This paper is organized as follows. Section 2 contains the basic definitions for 
0L systems, SOL systems and growth functions. Section 3 develops the basic 
techniques for computing rowth functions of SOL systems and lists some basic 
closure properties of the class of SOL growth functions. Section 4 contains results 
on classifying SOL systems according to growth rate. Included in this section is a 
result which characterizes when the growth function of a SOL system will be 
bounded by some polynomial. In Section 5, it is shown that there is, in a natural 
sense of the word, an algorithm to decide when two SOL systems have the same 
growth function. This section also contains decidability results for other related 
questions. In the final section, it is shown that every SOL system is in some sense 
equivalent to a reduced SOL system; that is to a system in which each symbol has 
a different growth rate. 
Although this paper is self-contained, it is primarily aimed at readers who have 
some familiarity with the definitions, notations, and elementary results about 
0L systems. 
2. BASIC DEFINITIONS 
In order to establish our notation, we will first review the definitions for 0L 
systems. We then go on to define SOL systems. 
DEFINITION. An OL system is a triple G = (Z, R, ~o), where Z is a finite set of 
symbols called the alphabet (of cell types); R is a finite set of rewrite rules 
(called productions) of the form a --+ ~, a in 27 and a in Z*, and such that for each a 
in 27 there is at least one such rule a --+ c~; w is an element of Z + called the axiom 
(start string). 
DEFINITION. Let x and y be in Z*. We saY y directly derives x and write 
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y ~ x, i f y  = ala 2 " '  a s , where the ai are in Z, x = al% "'" ~n and ai --~ ~i is a 
production in R for i = 1, 2,..., n. 
DEFINITION. Let x and y be in Z*. A derivation of x from y of length n is an 
ordered pair d = (T, a), where 
(i) T is a sequence {wi}L0 of n - /  1 words in Z* such that w 0 ~ y, w~ x 
and w i ~ wi+l for i ~-- 0, 1 .... , n - -  1. T is called the trace of the derivation. 
(ii) a is a function from the set of pairs {(i , j )  I 0 <~ i < n, 1 <~j <~ I wi I} 
into R such that, for i = 0, 1 ..... n - -  1 : if wi = ala2 "'" am with the aj in X, then 
wi+l = %~2 "'" c%, where a( i , j )  ~ aj --~ ~j for j = 0, 1 ..... m. Here the notation 
I x I denotes the length of x, that is the number  of occurences of symbols in x. 
DEFINITION. A stochastic OL system, SOL ystem, is a four tuple S = 
(27, R, p, oJ), where X is a finite alphabet; R is a finite set of productions of the 
form a --+ a, a in Z and ~ in Z*, such that for each a in Z there is at least one 
production of the form a --~ c~ in R; p is a mapping from Z to the half open 
interval (0, 1] of real numbers  uch that, for each a in Z, ~,~ p(a --~ ~) = 1, where 
the sum is over all productions with a on the left-hand side; and co is a mapping 
from Z + to the closed interval [0, 1] of real numbers  uch that there are only 
finitely many x in Z + with ~o(x) > 0 and such that ~2x a(x) = 1, where the sum 
is over all x in X+. 
The element co is called the axiom distribution. Intuitively, oJ(x) is the pro- 
babil ity that x is the axiom and p(~ --~ c~) is the probabil ity that a is rewritten by 
at any one step. 
Derivations proceed as in nonstoehastic L indenmayer systems with the 
addition that SOL systems assign a probabil ity to a derivation. This probabil ity 
assignment will be defined next. 
DEFINITION. Let S = (~', R, p, ~o) be a SOL system and let d = (T, a) be a 
W n . derivation with trace T = { i}i=0 We first define P(w i ~ wi+l, d), the pro- 
babil ity that w i ~ wi+ 1 according to the productions pacified in d. Let w i = 
axa2 "'" am, where aj are in Z. The P(w i ~ wi+l , d) = I l j~lO(~(i, j )) .  Recall 
that a(i, j )  is a production applied to aj in w i and that p(a(i, j)) is the probabil ity 
associated with this production. The probabil ity of the derivation d is denoted 
P(d) and defined by P(d) = I-Ii=0~-I P(wi ~ wi+l, d). So P(d) is indeed what we 
would natural ly call the probabil ity that w 0 will derive w~ by this derivation. 
[A more correct notation for P(w i => wi+~, d) would be P(i, d), since its value 
depends on i and not solely on w i and wi+ 1 . However, this notation will cause no 
confusion and is more readable.] 
DEFINITION. Let Tvn(x) denote the set of all derivations of x from y having 
length exactly n. Let x, y be in Z*. The probability of deriving x from y in exactly 
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n steps is denoted Pv~(x), and is defined as follows. P~"(s) = E P(d), where the 
sum is over all d in T~n(x). 
DEFINITION. Let S = (Z', R, p, co) be a SOL system. Let YlY2 ,-.-, Y,~ be an 
enumeration, without repetition, of all Yi in 27+ such that o)(yl) > 0 and let x 
be an element of 27*. The probability of deriving x from e) in exactly n steps is 
denoted P~(x)  and is defined by 
Po~(x) = ~ co(y~) P~,(x). 
i=1 
DEFINITION. Let S be a SOL system as in the previous definition. The growth 
function of S, denotedfs ,  is defined by fs(n ) = ~ I x I Po~(x), n >/O. Here the 
sum is over all x in 27*. So f s  is a mapping from the natural numbers to the 
nonnegative reals such that fs(n) is the expected word length after n steps of a 
derivation from the axiom distribution. 
EXAMPLE. Let S = ({a, b}, R, p, w) be the SOL system such that co(a) = 1, 
co(x) = 0 for x v ~ a and such that R and p are given by R = {a -+ ab, a --~ b 2, 
b --~ b}, p(a --+ ab) = 2/3, p(a ~ b 2) = 1/3 and p(b --~ b) = 1. The values of the 
growth function are: f s (O)= 1, f s (1 )= 2, f s (2 )= 8/3 and, in general, 
fs(n) =fs(n  - -  1) -[- (2/3) "-~ for n > 1. 
DEFINITION. Let S = (27, R, p, co) be a SOL system and fix an ordering of the 
elements of Z = {a 1 , a 2 ..... at}. We define three vectors and a t by t matrix as 
follows: 
(i) Let x be in 27*. The number of occurences of a s in x is denoted #a~(x). 
The Parikh vector of x, denoted ~r~, is the t dimensional row vector such that the 
j th  component equals the number of occurences of a~ in x. That is, 
~ = (#al (x) ,  #a2(x) , . . . ,  #a,(x)). 
(ii) The growth matrix of S, denoted G s , is the t by t matrix whose 
(i, j ) th entry equals the expected number of occurences of aj when ai is rewritten 
by some production in R. Nfore formally, G s z (gij), where 
gi~ = Y~ p(a~ ~ ~) #a~(~)" 
ot 
Here the sum is over all ~ such that a i --> e~ is in R. 
(iii) Let Yl,  Y2 ..... Ym be an enumeration of all strings Yi in N + such that 
co(Yi) > O. The initial vector of S, denoted ~ro is defined as the weighted vector 
sum 
i= l  
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So ~ is a kind of Parikh vector whosejth component is the expected number of 
occurrences of a 5 in the start string. 
(iv) The final vector ns is a t-dimensional column vector with all com- 
ponents equal to 1. 
3. BASIC PROPERTIES OF GROWTH FUNCTIONS 
Our first result is a straightforward extention of the analysis theorem for 0L 
systems. It is easily proven by induction on n. 
THEOREM 1. For any SOL system S = (Z, R, p, oJ) and any natural number n, 
the value fs(n ) of the growth function at n can be computed by fs(n ) ~- 7ro~ • Gs ~ • ~?s .
The next theorem, which is known to hold for DOL systems, Herman and 
Rosenberg (1975), now follows for SOL systems by standard techniques. The 
result speaks of applying an algorithm to a SOL system. Since the specification of 
a SOL system includes real numbers, this cannot be an algorithm in the traditional 
sense of being computed by a Turing machine. Should it turn out that all real 
numbers involved in specifying the SOL system are actually rational, then the 
algorithm can be carried out by a Turing machine. Otherwise, we will think of 
the algorithm as being a procedure that can be carried out by an idealized igkal 
computer which can store real numbers with complete accuracy and which can 
perform arithmetic on real numbers. A suitable formal model for such a computer 
would be the Cook-Reckhow (1973) random access machine changed to allow 
each register to store an arbitrary real number and with the arithmetic operations 
of plus, minus, multiply, and divide applied to real numbers. All the algorithms 
in this paper are of this sort. 
THEOREM 2. There is an algorithm which, given any SOL system S with t 
symbols, will compute a homogeneous difference equation of order t, with real 
coefficients, uch that the growth functions fs  of S satisfies this equation. 
The next result can be shown using more or less standard techniques. In order 
to keep the paper reasonably short, we have therefore omitted the proof. If 
details of the proof are desired the reader should consult Eiehhorst (1977). 
THEOREM 3. Let f be a function known to be realizable as the growth function 
of some SOL system with at most t symbols. There is an algorithm which, given the 
first 2t values of such an f,  will construct a linear recurrence quation for f such that 
all values o f f  can be computed from these initial values and the recurrence formula. 
We conclude this section by cataloguing some elementary closure properties of 
SOL growth functions. Again the proofs use more or less standard techniques 
and hence are omitted. The proofs can be found in Eichhorst (1977). 
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THEOREM 4. (1) For any real number c >/ 1, the constant function f(n) = c 
is the growth function of some SOL system. 
(2) I f  g l ,  g2 ..... g, are growth functions of SOL systems and ~1, ~2 ..... , at are 
t . t 
real numbers uch that Zi=l ~i z 1, then the functwn f(n) = ~i=1 ~igi(n) is the 
growth function of some SOL system. 
(3) I f  f and g are growth functions of SOL systems, then h(n) = f(n)g(n) is 
the growth function of some SOL system Sh . 
4. CLASSIFICATION OF GROWTH RATE 
In this section we classify SOL systems and SOL schemas according to their 
growth rate. Our approach closely follows that of Salomaa (1973) and Polluhl 
and Schiitt (1974). 
DEFINITION. Let S be an SOL system with growth funct ionfs.  The growth 
rate of S is said to be terminating if there is natural number N such thatfs(n ) = 0 
for all n >~ N. The growth rate of S is said to be limited if there is a polynomial 
p(n) such that p(n) >/fs(n) for all n. If the growth rate of S is not limited, then 
it is said to be explosive. 
DEFINITION. A SOL schema is a triple S = (X, R, p), where Z, R and # are as 
in the definition of a SOL system. So a SOL schema is a SOL system without any 
axiom distribution. The SOL schema S is said to have limited, respectively, 
exploisive, growth rate provided that, for every axiom distribution co over X+, the 
SOL system (2:, R, p, ~o) has limited, respectively, explosive, growth rate. The 
SOL system S is said to have mixed growth rate provided there are axiom distribu- 
tions oJ 1 and 002 over 2J+ such that (27, R, p, o)1) has limited growth rate and 
(2, R, p, (o2) has explosive growth rate. 
The next theorem says that the type of growth rate of an SOL system S is 
determined by the roots of the characteristic polynomial of the growth matrix 
Gs of S. The result is essentially the same as Theorem 2 of Polluhl and Schiitt 
(1974) and, for this reason, the proof is omitted. 
THEOREM 5. Let S be a SOL system with growth matrix G s . Let p(z) = 
det(G s -- zI)  be the characteristic polynomial of G s . Then 
(i) S has terminating growth rate if and only if  all roots of p(z) are zero. 
(ii) S has limited growth rate if  and only if  all roots of p(z) have an absolute 
values less than or equal to one. 
(iii) S has explosive growth rate if and only if  at least one root of p(z) has 
absolute value strictly greater than one. 
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5. GROWTH EQUIVALENCE 
In this section we study the question of determining whether or not two SOL 
systems have the same growth function. We show that there are algorithms for 
deciding this question as well as a number of related questions. Our approach 
in this and the next section is very similar to the approach taken by Paz (1971} 
and Starke (1969) in describing state equivalence and reductions for stochastic 
automata. 
DEFINITION. Let S = (Z, R, p) be a SOL schema and let col and cos be two 
axiom distributions for S. Let f s t  and fs~ be the growth functions for the SOL 
systems S~ = (Z, R, p, col) and S 2 = (X, R, p, co2)- We say that col is k growth 
equivalent to co~, denoted col ~,~k co2, provided fs~(n) = fs,(n) 0 <~ n <~ k. We 
say that col is growth equivalent o co2, denoted col ~'~ c°2, provided fs~(n) = 
fs,(n) for all n >~ 0. 
The next theorem shows that growth equivalence of axiom distributions is 
decidable. 
THEOREM 6. Let S be a SOL schema with t symbols and let col and co2 be two 
axiom distributions for S. Then w~ and c~ 2 are growth equivalent i f  and only i f  they 
are t growth equivalent. 
Proof. Let k be a natural number and observe that: 0) 1 H e co2 if and only if 
~r~ 1 " Gs i " ~s = ~ro~, " Gs i " ~Ts , for all i ~< k, which in turn, is true if and only 
if (~1 - -  ~) .  as  . ~s = 0, for all i ~< k. 
Let Ve be the subspace of R t over the reals generated by {Gs i • ~s [ 0 <~ i <~ k} 
and let V s be the subspace generated by {Gs i '~s[ i  >~ 0}. Clearly, V~_C 
Vn+l C_ V s for all n >~ 0. Also, if Vn = V~+ 1 for some n, then V~ = Vj for all 
j ~> n. From these remarks and the fact that the dimension of V s is at most t, it 
follows that V s = g,~ for some m < t. 
Combining the fact that Vs = V~ with the remarks that opened this proof, 
we get: col ~ co2 if and only if (~r~l - -  ~r~,) • Gs i • *?s = 0 for all i, which in turn 
is true if and only if (%~ - -  ~r~) • Gs i • ~/s = 0 for all i ~< m. So w t ~ w~ if and 
only w 1 ~-~ we. Since m < t, it then follows that: co x ~ co2 if and only if 
col t'~t 0)2 • 
DEFINITION. Let S be a SOL systenl with t symbols. By the proof of the 
previous theorem, we can find an m ~ t such that {Gs i " ~?z ] 0 ~ i ~ m} is a 
basis for V s . Define H s to be the following t by m matrix 
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COROLLARY 1. Let S = (2:, R, p) be an SOL schema nd let oJ 2 and o~ 2 be two 
axiom distributions over Z +. The axiom distributions 0) 2 and oJa are growth equivalent 
i f  and only i f  ,,~ " Us  = ~ " H~ . 
DEFINITION. Two SOL systems $2 and S 2 are said to be growth equivalent 
denoted S 1 ~.o S~ if fs~(n) = fs2(n ) for all n ~> 0. As usual, fs~ is the growth 
function for S i , i = 1, 2. 
THEOREM 7. There is an algorithm which, given two SOL systems S 1 and S 2 , 
will determine whether or not S 2 and S 2 are growth equivalent. 
Pro@ Let Si = (5,3, R i ,  p i ,  ai), i = 1, 2. Without  loss of generality, 
assume 5" 1 and 5,2 are disjoint. Define a SOL schema S = (X, R, p) by 5, = 
Z' 2 k) 5,~, R = R2 k3 R 2 and p(a ~ ~) = pi(a -+ a) for each production a --~ 
in R i ,  i = 1, 2. Define axiom distributions 05 2 and &, by oSi(x ) = as(x) for x in 
2:/+ and ~i(x) = 0 for x not in Xi +, i = 1, 2. I t  is easy to check that: S 2 ~-~ S 2 
if and only if ~r,~ •Gs i • "qs = 7r¢,~ " Gs i • ~Ts, for all i, if and only if ~5 2 ~-~ (5 2 for S .  
By the previous theorem, we have an algorithm to check 05 2 ~-~ ~Se and so can 
obtain an algorithm to check S 2 ~ S 2 . | 
DEFINITION. Let $2 = (271, R1, P2) and S 2 = (2:2, R2, P2) be two SOL 
schemas. 
(i) S 1 covers S 2 , denoted S 1/> S 2 , provided that, for every axiom distri- 
but ion co 2 over 5,2% there is an axiom distr ibution oJ 1 over 5,1 + such that S 1 = 
(Z'I, R1, P l ,  ~°1) and S~ = (5,z, R 2 , P2,5,3) are growth equivalent SOL systems. 
(ii) S 1 and Sz are axiom growth equivalent, denoted S 1 ~ Sz ,  provided 
S 2~<S 2andS 2 ~<$2.  
(iii) S 2 and S 2 are symbol growth equivalent, denoted $2 ~'~'~ S~, provided 
the following two conditions hold: 
(A) For every symbol a in E 1 there is a symbol b in 5" 2 such that $1 = 
(Z'I, R1 ,01 ,  °)1) and ~q2 = (272, R~, P2, ~°2) are growth equivalent where 
~ol(a ) = co2(b ) 1 and the axiom distributions o)1,0) 2 are zero elsewhere. 
(B) For every symbol b in Z'2, there is a symbol a in Z 1 such that ~ql and ~q2 
are growth equivalent, where ~ql and ~q2 are defined as in (A). 
Our next result states that in order to check whether or not a SOL system 
S 1 covers a SOL system S 2 , we need only consider single letter axioms for S 2 , 
that is, axiom distributions that say the axiom is a particular letter with pro- 
babil ity one. In  order to prove this theorem, we will need the following lemma 
which is of some interest in its own right. 
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LEMMA 2. Let S~ = (Z, R, p, co~) be a SOL system with growth function f~ and 
let c > 1 be a real number. We can f ind an axiom distribution w 2 over X + such that: 
i f  f 2 is the growth function of the SOL system S 2 = (Z, R, p, co2), then f~(n) = cf~(n), 
for  all n >/O. 
Proof. Let xa, x2 ,..., xt be an enumeration, without repetition, of the strings 
x in X+ such that cox(x ) > 0. Letp i  = co~(xi) for 1 ~< i ~< t. Let m be an integer 
such that m > c and let $ ---- (c - -  1)/(m --  1). Define the axiom distribution co2 
by setting co2(Xi)  = Pi - -  8P i  and co~(xi ~) = 3p i  for 1 ~< i ~< t. For all other y 
in X+, ~oz(y) - -  0. It is easy to see that we is indeed an axiom distribution and that 
A(n)  = cfl(n ). | 
THEOREM 8. / f  S 1 ~ (Z1, R 1,p l )  and S 2 = (X~ , R2 , p2) are two SOL 
schemas, then the following two statements are equivalent: 
(1) $I covers S 2. 
(2) for each letter a in Xz there is an axiom distribution col a over X 1 such that 
S~ ~ = (X~ , R~ , p~ , co~ a) is growth equivalent o ~,~2 a = (X2 ,  R2 , p~ , co2a), where 
~o2~(a) = 1 and o&(x)  = O for all other x in Z2+. 
Proof. Clearly, (1) implies (2). To prove the converse, assume (2) is true and 
let co2 be an arbitrary axiom distribution over Z2+. We must find an axiom distri- 
bution (01 over 2:1+ such that: if f l  is the growth function of S 1 = (Z1, R1, Pl ,  c°1) 
andf2 is the growth function of S 2 = (Z2, R2, P2, w2), thenfl(n) =f2(n) for all 
n ~> 0. By Lemma 2, we know that it will suffice to find an col and a c >/ 1 such 
thatf l (n ) = 1/cf2(n), for all n. We now proceed to find such an col and c. 
Let Z 2 --  {al , a s ..... at}. We know 
t 
7Tw2 = ~ CgiTr~2i , 
i=1 
where the ai are some real numbers and co2~ is the axiom distribution over Z2+ 
t 
such that w21(ai) = 1. Let c = ~=1 c~i. Since c = f2(0), we know c /~ 1. Since 
(2) is assumed to be true, we know there are axiom distributions col i such that 
• G n . . . .  G -  . 
for 1 ~< i ~< t and n ~ 0. Define the axiom distribution (.O 1 over X + by col(x ) = 
1 /c~=1 ~iwli(x), for all x in X~+. It is routine to show that ~,  col(x) z 1. 
Slightly longer, but still routine manipulators of formulas now yields the result 
A(n) = l/cA(n), for n ~> O. 
As noted above, this is sufficient o establish the theorem. | 
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COROLLARY 2. Let Ss and S~ be SOL schemas. I f  S s ~.~ S 2 , then S~ ~ Sz . 
LEMMA 3. Let S~ = (Za, R~ , p~) and $2 = (Z2 , Re,  P2) be two SOL schemas 
such that Xs and Ze are disjoint. Let Z s ~- {a~ , a2 ..... a~} and 2e --- {b~ , b e ,..., b~.}. 
Let S -~ (Z', R, p), where 27 = Z~ u S~ , R -- R~ ~ R e and p(a -+ ~) = Pi(a ~ a) 
for all a --, ~ in Ri  , i ~ 1, 2. Let H s be as in Corollary 1 with the alphabet of S 
ordered by 27 = {a 1 , a~ ..... a,  , ba , be ..... b~.}. For b i in X~ , define the axiom 
distribution cos, by c%,(b 0 = 1 and o~,(x) = O for all other x in &+. Then for any 
bi in 27~ , the following two statements are equivalent. 
(1) There is an axiom distribution coa over Zs + such that 
31 = (~1, R1,  P l ,  C°l) and N2 = (Z'~, R~, Pz, c%,) 
(2) There are real numbers a~ such that 
q~ 
(a) E~ ~ ~> 1 and 
(b) h~+ i = ~,~=~ ~h~ , where h~ denotes the j th row of H s . 
Pro@ Suppose (1) is true. Define axiom distr ibutions 05 1 and 05b~ over 27+ 
by 05s(x) -= ~ol(x ) for x in Zs+ , 05~(b.~) = 1 and setting all other values equal to 
zero. By Corollary 1, 7r~ "H  s = 7r~b ~"H s .  Also, 7r~b ~"Hs  = h~+i, since 
~r~b ~has a one for its n + ith entry and all other entries equal to zero. Now ~r~ is 
of the form (c~ 1 , c~ 2 ,..., a,~, 0, 0,..., 0), where %- is the expected number  of a /s  in 
the initial string. So ~j=s c9 = fs~(0) ~> 1 and ~r~ .H  s = ~J=s ~jhj. Hence 
h~+~ = 7r~b.~ " H s = rr~ " H s = ~4~=a ~jhj and (2) is established. 
Conversely, assume (2) is true. We will find a constant e >/ 1 and an axiom 
distr ibution co s over 27' such thatfs~(n ) = 1/cf~(n), where $1 and $2 are defined 
as in (1). This, together with Lemma 2, wil l  establish (1). We now proceed to 
qz 
define c and ¢o~. Let c = ~-=~ ~.  Define co s by setting ~os(a~) = a~/c, 1 ~ j  <~ n, 
and o~s(x ) = 0 for all other x in X~. Clearly, ~ ~o~(x) = 1. Let  05b~ and ~5 s be 
axiom distr ibutions over 27 defined as in the previous paragraph, then we get 
~r~. Hs = (l/c) ~ cz, hj = (l/c) h~+i = (l/c) rr%. Hs.  
j= l  
So, by Corol lary 1,051 is growth equivalent in S to any axiom distr ibut ion with 
initial vector ( l /c) 7r~b ~ . Whether  or not we can find such an axiom distr ibution, 
we can still compute a growth funct ion f  from the initial vector (1/c)~r~b 1 and we 
get fs l (n  ) -~f(n)  = (1/c)fs2(n), for all n /> 0. As already observed, this is sufficient 
to establish (1). | 
THEOREM 9. There is an algorithm to decide, for SOL schemas S 1 : (Z'l, R1, Pl) 
and S 2 z ( Z~ , R2 , P2), whether or not S 1 >~ S~ . 
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Proof. By Theorem 8 we know that, in order to check whether or not 
S 1 >/S  2 , it will suffice to check whether or not the following is true: 
(1) For each letter a in X2, there is an axiom distribution col ~ over XI+ 
such that S'1 ~ = (X1, R1, Pl, °J1 ~) is growth equivalent to •2 a ~ (Z'2, R2, pz, w~), 
where oJea(a) = 1 and co2~(x) = 0 for all other x in 272+. 
By Lemma 3, determining whether or not (1) is true is equivalent to a linear 
programming problem that is known to be solvable. | 
The next theorem summarizes the decidability results about the various growth 
equivalences introduced above. 
THEOREM 10. Let $1 = (Z1, R1,  Pl) and S~ = (Z~ , R2 , p2) be two SOL 
schemas. There are algorithms to decide each of the following questions. 
(1) Given two axiom distributions ~o 1 and ~o~ over XI+, determine whether or 
not ~1 ~'; °J2 for S 1 . 
(2) Given two SOL systems S and S', determine whether or not S ~ S r. 
(3) Determine whether or not S 1 ~.~s $2 " 
(4) Determine whether or not S 1 >/S  2 . 
(5) Determine whether or not S 1 ~.~o~ $2 " 
Proof. Algorithms for (1), (2) and (4) can be obtained from Corollary 1, 
Theorem 7 and Theorem 9, respectively. Algorithms for (3) and (5) can easily be 
obtained from the algorithms for (2) and (4), respectively. | 
6. SYMBOL REDUCTION 
We conclude this paper by presenting a result which shows that every SOL 
system is symbol growth equivalent o a SOL system which is reduced in the 
sense that all symbols have different growth rates. The result and its proof is 
analogous to state reduction results in automata theory; see, for example, 
Starke (1969). For the sake of brevity, we have therefore omited the proof. A 
detailed proof can be found in Eichhorst (1977). 
DEFINITION. Let S ~-- (Z', R, p) be a SOL schema. For any symbol a in 27, 
let co a denote the axiom distribution such that o)a(a ) --  1 and wa(X ) ----~ 0 for all 
other x in Z'+. Also, let Sa denote the SOL system (Z', R, p, ~oo). 
(i) Two symbols a and b in X are said to be growth equivalent for S, 
denote a ~-~ b, if Sa is growth equivalent to S b . 
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(ii) S is said to be reduced if there are no two distinct symbols in X which 
are growth equivalent for S. 
(iii) S is said to be reduced to the SOL system S' proveded S' is reduced 
and S' is symbol growth equivalent to S. 
THEOREM 11. There is an algorithm which, given a SOL schema S ~ (Z, R, p), 
will produce a SOL schema S' such that S is reduced to S'. 
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