We propose a deterministic method to design irregular Low-Density Parity-Check (LDPC) codes for binary erasure channels. Compared to the existing methods, which are based on the application of asymptomatic analysis tools such as density evolution or Extrinsic Information Transfer (EXIT) charts in an optimization process, the proposed method is much simpler and faster. Through a number of examples, we demonstrate that the codes designed by the proposed method perform very closely to the best codes designed by optimization. It can also be proved that, the proposed code ensembles are capacity-achieving and are thus asymptotically optimal.
I. INTRDOUCTION
Low-Density Parity-Check (LDPC) codes have received much attention in the past decade. Among different binary-input symmetric-output channels, the Binary Erasure Channel (BEC) has been widely considered as the initial step for analysis and design due to the simplicity of the decoder structure. In [1] - [2, 3] a complete mathematical analysis both asymptotically and for finite block lengths has been developed. For other types of channels such as the Binary Symmetric Channel (BSC) and the Binary Input Additive White Gaussian Noise (BIAWGN) channel, only asymptotic analysis is available [4] . For irregular LDPC codes, the problem of finding ensemble degree distributions that perform well (i.e., have the best threshold for a given rate or have the highest rate with negligible error probability for a given channel parameter) is called code design. For a variety of channels, the search for the best ensemble can be carried out based on different asymptotic analysis tools such as density evolution and Extrinsic Information Transfer (EXIT) charts [5] [6] [7] through an optimization process. In [1] , a linear programming approach based on density evolution is used to find good degree distributions for BEC. For code design, there are two main categories in general: 1) For a given channel parameter, we look for a code with maximum rate and negligible probability of error; 2) For a given rate, the code capable of providing a reliable transmission for the worst possible channel parameter is designed. The second category is of more practical interest. For a given set of constituent variable and check nodes, and for a given BEC parameter ε (a given code rate R), the ensemble which provides the highest reliable transmission rate (highest erasure protection) is called the optimum ensemble.
Optimization-based design methods are computationally expensive especially when a large number of constituent variable and check node degrees are permitted in the optimization process. In this paper, our aim is to deterministically design a close-to-optimum ensemble for a given check degree distribution and a given number P of constituent variable node degrees. The designed ensembles are expected to perform closely to the best ensembles designed by optimization. For both categories of code design, we consider 2 cases: A) The case where all the variable node degrees from 2 to a maximum degree N are available (P=N-1); and B) the case where not all the degrees from 2 to N are used (P≠N-1). The ensembles designed in the two scenarios are referred to as Type A and Type B ensembles, respectively. In practice, the choice of P may be affected by implementation considerations, where smaller values would be preferred.
In [8] [9] [10] [11] , the authors introduce sequences of degree distributions that asymptotically achieve the capacity of a BEC for large values of maximum variable and check node degrees. For finite values of maximum variable and check node degrees, those sequences can also be used to deterministically design LDPC codes over a BEC. It can however be shown that such constructions are a subset of constructions discussed in this paper, and that more favorable solutions for finite values of P do exist in our extended family of designs. Moreover, we have proved that for large values of maximum variable and check node degrees, our designed ensembles are also capable of achieving the capacity of the BEC. Due to the limited space however, we have omitted the proof and detailed discussions on the comparison with sequences of [8] [9] [10] [11] .
The paper is organized as follows. In the next section, we present a brief review of the BEC and define some notations that will be used throughout the paper. In section III, we discuss the first category of code design and prove a few lemmas and theorems that are used in the design process. Section VI generalizes the results of section III to the second category of code design. In section V, we provide some design examples. Section VI concludes the paper. The proofs of the lemmas and theorems are omitted due to the limited space.
II. DEFENITIONS
We represent a (λ, ρ) LDPC code ensemble with its variable node and check node degree distributions as: where the coefficient of x i represents the percentage of edges connected to the nodes of degree i+1, and D v and D c represent the maximum variable node degree and the maximum check node degree, respectively. It should be noted that throughout the paper, we sometimes need to use N to represent the maximum variable node degree. The difference between the two representations is clear from the context. Average check node and variable node degrees are defined as: For the code rate R, we have:
Consider a BEC with erasure probability ε. The capacity of this channel is C=1-ε. For a given code ensemble over a BEC with a given channel parameter ε, the sufficient and necessary condition for the zero probability of message erasure after infinite number of iterations is:
. This inequality can be rewritten as:
(3) We call any code ensemble that satisfies (3) convergent for the given ε. For a code ensemble, the threshold is defined as the supremum of all ε's that satisfy (3).
III. CODE DESIGN FOR THE HIGHEST RATE

1) Type A
In this section, we consider the case where we are given a check node degree distribution ρ(x) and a certain channel erasure probability ε. Our goal is then to find the variable node degree distribution λ(x) of a convergent ensemble that maximizes the rate. If N denotes the maximum variable node degree, it is apparent from (2) that we need to minimize the average variable node degree or maximize its inverse:
In fact, the optimization of the rate is equivalent to maximizing 1 − v d , subject to two constrains, equation (1) and inequality (3) which guaranties the code's convergence. From (4), it can be seen that in order to maximize
percentages have to be assigned to lower degree variable nodes. The following lemma is a formulation of this idea: and ,
). We then have:
The first part of this lemma proposes a general approach to increase the rate but does not guarantee the convergence of the resulting ensemble. In fact, in conventional code optimization methods, the convergence of any newly constructed ensemble has to be verified by testing (3) . In what follows, we derive upper bounds on λ i 's that are necessary but not sufficient conditions for convergence. Then using these bounds, we can construct close-to-optimum ensembles whose convergence is ensured and need not to be checked by (3) . To get such upper bounds, we consider the Taylor expansion of
By replacing (5) in (3), we get:
If x tends to zero, all the terms with powers greater than one can be neglected compared to the first term of (6). So, as x tends to zero, we should have:
This is the upper bound for λ 2 . One can verify that )
and so (7) is the well-known stability condition 1 ) 1 ( 2 < ′ ρ ελ [5] . Now suppose that we set λ 2 equal to the upper bound of (7) . Then, the first term on the left hand side of (6) becomes zero. In this case, as x tends to 0, the term with x 2 becomes dominant and the necessary condition for convergence is that:
We can continue in a similar fashion and obtain an upper bound on λ i assuming that all λ j values for j=2,..,i-1, have their maximum values:
Now assume that all variable node degrees from 2 to N are available. The above inequalities suggest that for a given channel parameter and a given check node degree distribution, the following ensemble, which is designed deterministically, could be a close-to-optimum candidate if it is convergent:
We show that for a given check node degree distribution and a given channel parameter, there is a lower bound on N that will ensure the convergence and an upper bound which guarantees λ N to be positive. The following theorem shows that a unique N exists which satisfies both conditions. We call the corresponding degree distributions Type A. Theorem 1: Consider a given check node degree distribution ρ(x), and denote the i th term of the Taylor expansion of (5) . For a given channel parameter ε>T 2 and a set of constituent variable node degrees from 2 to N (N>2), there always exists a unique N that satisfies the following bounds: Note that if we would like to design a code for a channel parameter ε which is less than T 2 , we have to decrease T 2 by increasing the maximum check node degree and correspondingly modifying ρ(x). It is important to note that although Type A ensembles are optimal in a greedy sense, in that, starting from degree-2 variable nodes, we maximize the percentage of edges connected to lower degree variable nodes and thus aim for maximizing the rate of the ensemble, but for a fixed check degree distribution and a given channel parameter, the value of N and thus the number of constituent variable degrees are both fixed and dictated by Theorem 1. In the following, we introduce new ensembles, where we have the flexibility to determine the number of constituent variable degrees P and design ensembles with P<N-1. The cost associated with reducing P is a reduction in rate.
2) Type B
Given a check node degree distribution and a channel parameter, Theorem 1 indicates that there exists a unique N that satisfies (9) and (10) . For such N, consider a variable node degree distribution which includes a few consecutive degrees starting from 2 and ending at P<N and the maximum variable node degree N. For such constituent variable node degrees, a Type B ensemble is constructed by computing λ 2 ,…, λ P , using (8) and then using (1) to compute λ N. . Since N satisfies the conditions of Theorem 1, part 2 of Lemma 1 will ensure the convergence of the ensemble.
Consider now a Type B ensemble with variable node degrees 2,3,..,P, and a maximum variable node degree N. Based on part 1 of Lemma 1, if instead of N we choose a smaller maximum variable node degree D v with the same percentage of adjacent edges, the newly constructed ensemble has a higher rate but can be non-convergent. By choosing the smallest D v which results in a convergent ensemble, we can create a new ensemble, referred to as Modified Type B or MB. Note that the variable node degree distribution for this ensemble is the same as that of Type B ensemble with v D λ replacing N λ . 4926 which is in between the rates of Type A and Type B ensembles, and in fact closer to the rate of Type A ensemble. It is however important to note that compared to the Type A ensemble, which has 12 different variable node degrees with a maximum degree of 13, this ensemble has only 4 different variable node degrees and the maximum degree is only 8.
In the following proposition, we derive a lower bound on D v which is a sufficient condition for convergence.
Proposition 1:
Consider an ensemble C with a given check node degree distribution and a set of consecutive constituent variable node degrees from 2 to P and a maximum variable node degree D v ( D v ≥ P). Suppose that the channel parameter ε is given and that N is computed based on Theorem 1. Let T i be the i th term of the Taylor expansion of 
For the ensemble of Example 3, the lower bound of (11) is equal to 7.8590, which suggests choosing D v =8. In this case, 8 is in fact the smallest possible value for D v . In general however the lower bound of (11) may not result in the best possible answer for D v . Nevertheless, one can use this lower bound as a starting point to conduct a quick search for the smallest D v which results in a convergent ensemble.
IV. CODE DESIGN FOR THE HIGHEST THRESHOLD
In this section, we are interested in designing λ(x) for an ensemble C with a given check node degree distribution and a certain rate R that converges for the largest possible value of channel parameter ε. Suppose that the best threshold is equal to ε, and is achieved by ensemble C. This implies that for the channel parameter ε, ensemble C has the highest rate which is equal to R. This in turn suggests that similar approaches as those described in Section III can also be applied to designing close-to-optimum ensembles for a given rate.
1) Type A
For a given check node degree distribution and a given rate R, for Type A ensembles, we consider the case where all variable node degrees from 2 to maximum degree N are available (N will be determined later). Suppose that the threshold is equal to ε. We can then use (8) to compute the λ i values based on ε. We then use (2) to obtain the following equation:
Solving this equation for ε results in (13)
The variable node degree distribution can then be computed as: Now, for the ensemble to be convergent, it has to satisfy (9) : (16)
Theorem 2: For a given code rate R and a given check node degree distribution (and thus a given To summarize the design: For a given rate and a given check node degree distribution, we find N from (15) and (16).
We then use (13) to compute ε. Coefficients λ i are obtained based on (14).
2) Type B
Similar to Type B ensembles of section III.2, in this section, we consider ensembles with a few consecutive variable node degrees from 2 to P and a maximum degree N. We initiate the design by computing N from (15) and (16) and then computing ε from the following equation: It can be seen that since N satisfies (15) and (16) and P<N, (18) is in fact satisfied. In the following theorem, we also show that if N satisfies (15), the convergence of the new sequence is guaranteed.
Theorem 3: Let C X with degree distributions (λ X , ρ) be a Type B ensemble of rate R where the set of constituent variable node degrees include degrees form 2 to P and a maximum degree N greater than P. Also, suppose that C Y is a Type A ensemble of rate R with degree distributions (λ Y , ρ) for which all variable node degrees from 2 to N are available. Then, if N is chosen such that C Y is convergent, then C X is convergent too.
Similar to the case in section III.2, for a given P, in general, we can decrease the maximum variable node degree from N to a smaller value D v and design Type MB ensembles (corresponding to the minimum value of D v for which the ensemble converges). Such ensembles have better threshold values compared to Type B ensembles. So far, for this category of code design, we have not been able to obtain a lower bound for D v similar to that of Proposition 1. One however can perform a maximum of N-P trials to find the smallest D v . Each trial consists of computing ε from (17) where N is replaced by D v , finding λ(x) from (14) and checking whether inequality (3) holds for the tested D v .
V. SIMULATION RESULTS
For simulation results, we consider the second category of code design for the highly popular check-regular ensembles. We first introduce an upper bound from [8] which is useful to measure the performance of our designed ensembles: For a given rate R and a given average check node degree c d , the best achievable threshold is upper bounded by З
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Example 4: Consider the 2 nd category of code design for rate one half. Suppose that there is a constraint of P=4 on the number of different variable node degrees. We consider check-regular ensembles with D c =5, 6, and 7. Table I shows the designed Type MB ensembles for each check node degree. Note that for R=0.5, the capacity upper bound implies ε < 1-R=0.5. For each ensemble, we have shown the ratio of the threshold to 1-R=0.5 as well as to З. As can be seen, the threshold improves by increasing D c and the ensemble with check node degree 7 achieves close to %97 of the upper bound. In fact for P=4, this is the best threshold than can be obtained by Type MB ensembles. By increasing D c further, the threshold decreases unless we allow P to also increase. In the next example, we demonstrate that for large enough maximum variable and check node degrees and P, Type MB ensembles can achieve the capacity similar to the sequences of [8] [9] [10] [11] . In fact, we have been able to rigorously prove this result. The proof is however lengthy and thus omitted.
Example 5:
We consider again rate one half ensembles. With D c =11 and P=90, we obtain D v = 203 for a Type MB ensemble. The threshold for this ensemble is equal to 0.4993 which is %99.9 of the capacity upper bound. If we use the sequences of [11] , to achieve the same percentage of the capacity bound, the designed code has to have 522 different constituent variable node degrees. Also, the maximum variable node degree increases from 203 to 523.
In the following example, we compare our results with those obtained by optimization.
Example 6: From the database [12] of optimized LDPC codes, we consider the following check-regular rate one-half (R=0.5) ensemble C 1 with D c =7: This ensemble has a threshold ε C2 = 0.4880 which is only slightly less than that of C 1 . It should however be noted that the maximum variable node degree for C 2 is smaller than that of C 1 . If we restrict the maximum variable node degree to 14 or smaller, we find another optimized ensemble C 3 in [12] with the following variable node degree distribution: Incidentally, this ensemble has the same threshold of 0.4880 as C 2 . The advantage of this ensemble over C 2 is however the fewer number of constituent variable node degrees and the maximum variable node degree of 13 instead of 14.
VI. CONCLUSIONS
In this paper, we propose methods to deterministically design ensembles of irregular LDPC codes for binary erasure channels. At finite maximum variable and check node degrees, the designed ensembles perform close to optimal, only slightly inferior to the ensembles designed by exhaustive search (or optimization algorithms with asymptotic analysis tools). This is while the design complexity of the proposed ensembles is substantially lower than those obtained by exhaustive search. The proposed ensembles are also asymptotically optimal in that they achieve the capacity as the maximum variable and check node degrees increase. An important feature of the design approach in this paper is the flexibility to choose the number of constituent variable node degrees, and deterministically design a close to optimal ensemble under this constraint. Check-regular ensembles designed by this method would provide attractive solutions for implementations. A topic of a future research would be to extend these results to other channels such as BSC and AWGN.
