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Abstract
The heat-kernel expansion and ζ-regularization techniques for quantum field theory and
extended objects on curved space-times are reviewed. In particular, ultrastatic space-times
with spatial section consisting in manifold with constant curvature are discussed in detail.
Several mathematical results, relevant to physical applications are presented, including ex-
act solutions of the heat-kernel equation, a simple exposition of hyperbolic geometry and an
elementary derivation of the Selberg trace formula. With regards to the physical applica-
tions, the vacuum energy for scalar fields, the one-loop renormalization of a self-interacting
scalar field theory on a hyperbolic space-time, with a discussion on the topological symmetry
breaking, the finite temperature effects and the Bose-Einstein condensation, are considered.
Some attempts to generalize the results to extended objects are also presented, including
some remarks on path integral quantization, asymptotic properties of extended objects and
a novel representation for the one-loop (super)string free energy.
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2
1 Introduction
The problem of reconciling general relativity with quantum theory, which has been deeply stud-
ied in the early twentieth century, has not yet found a consistent and satisfactory solution. The
theory of quantum fields in curved space-time deals with quantum matter field in an external
gravitational field and may be considered as a preliminary step toward the complete quantum
theory of gravity (see for example Refs. [1, 2, 3]).
Electromagnetic, weak and strong interactions may be unified in the so called grand unified
theory and this may be achieved in the well established framework of relativistic quantum field
theory. Roughly speaking, this framework deals with point objects (particles) and their related
description in terms of local quantum fields. However, it is well known that the gravitational
interaction, which classically is well described by general relativity, cannot be consistently de-
scribed within this framework (non perturbative renormalizability). For this reason, the interest
for extended objects has been grown.
The most simple extended object is the (super)-string [4]. An interesting feature of string is
that its energy-mass spectrum contains a massless spin-two particle, which may be interpreted
as a graviton. Moreover, a fundamental length (Regge slope) appears in a natural way and so
the ultraviolet problems seem to be cured. When the fundamental length goes to zero the usual
field theory can be recovered. The consequence of these facts leads to the hope that the second
quantized version of string theory will provide a consistent picture of all elementary interactions
at quantum level (see for example Ref. [4]).
A further insight for the construction of a consistent quantum theory of all known elementary
interactions has come with the proposal of the modern Kaluza-Klein theories, which may provide
a unified fundamental theory in 4-dimensions by starting from an underlying theory in higher
dimensions. Some years ago these ideas were used in the framework of field theory, including
gravitation and extended objects, that is (super)strings and (super)p-branes (generalization
of strings), which at the moment are receiving a great interest not only among physicists of
fundamental particles, but also among cosmologists.
In this report, we shall maily concentrate on space-times admitting a constant curvature
spatial section. The main motivation for studying fields and (super)strings (at zero and finite
temperature) on ultrastatic space-times in which the spatial section is a manifold with constant
curvature, stems from the fact that, for a fixed value of the cosmological time, such manifolds
describe locally spatially homogeneous isotropic universes.
More recently, there have been attempts to investigate also the role of topology in the physics
of quantum fields and extended objects and the phenomenon of topological mass generation and
dynamical symmetry breaking have been discovered. The non trivial topological space-times
which mainly have been considered till now, are the ones with the torus and sphere geometries.
In these cases, the spectrum of the relevant operators is generally known. So far, this fact
has been fruitfully used in all the investigations. It has to be noted however, that within the
space-time with constant curvature spatial sections, the compact hyperbolic manifolds have also
to be considered. The distinguish features of them are the huge number of possible geometries
and the highly non trivial topologies with respect to the previous ones and for this reason
they may provide many interesting alternative solutions for the construction of models of our
universe. In these cases the spectrum of the relevant operators is, in general, not explicitly
known. However, there exists a powerful mathematical tool, the Selberg trace formula [5], which
permits to evaluate some interesting physically global quantities, like the vacuum energy or the
one-loop effective action. Unfortunately, for a compact hyperbolic manifold, it is difficult to get
an explicit and manageable form for local quantities like the propagators, which are explicitly
known for the torus, sphere and non compact hyperbolic geometries (see for example [6]).
As we have already mentioned, in the last decades there has been a great deal of investigations
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on the properties of interacting quantum field theories in a curved space-time (see Ref. [7]).
Several techniques have been employed, among these we would like to mention the background-
field method [1] within path-integral approach, which is very useful in dealing with the one-
loop approximation and which permits the one-loop effective action to be evaluated. As a
consequence, all physical interesting quantities can be, in principle, evaluated. Throughout the
paper, we mainly shall make use of the path-integral quantization.
The (Euclidean) one-loop effective action, as derived from the path-integral, is a ill defined
quantity, being related to the determinant of the fluctuation operator, which is a second order
elliptic non negative differential operator. Since it is not a bounded operator, its real eigenval-
ues λn diverge for large n. Hence, the naive definition of the determinant leads to a formally
divergent quantity. It turns out that these divergences are controlled by geometrical quantities,
which are referred to as Seeley-DeWitt or spectral coefficients. In order to control the diver-
gences and extract the finite part, many regularizations have been proposed and used. One of
the most promising, which works very well also in a curved manifold, is the so called “zeta-
function regularization” (see [8]), which gives a rigorous definition of the determinant of the
fluctuation operator and therefore of the regularized one-loop effective action. This latter has to
be renormalized, since it contains an arbitrary normalization parameter, coming from the path
integral measure. Here, other regularizations will be analyzed and their close relation with the
ζ-function one will be pointed out.
It should be stressed that, on a generic Riemannian manifold, the ζ-function related to the
Laplace-Beltrami operator is generally unknown, but nevertheless, some physical interesting
quantities can be related to its Mellin inverse transform, which has a computable asymptotic
expansion (heat kernel expansion). The coefficients of this asymptotic expansion are the ones
which control the ultraviolet one-loop divergences (see for example [1, 9]. Thus, they are suitable
only in describing local properties (ultraviolet behaviour), but some important physical issues,
like phase transitions in cosmological models, quantum anomalies and symmetry breaking due
to changes in topology, are insensitive to them.
The situation is really better on space-time with constant curvature spatial sections, where
the effective action can be explicitly constructed, because the spectrum is explicitly known
(zero and positive curvature) or by making use of Selberg trace formula (compact hyperbolic
manifolds).
The zeta-function regularization technique is also useful in the study of quantum fields or
strings at finite temperature. It provides complex integral representations (Mellin-Barnes) for
one-loop thermodynamic quantities, from which low and high temperature expansions can be
directly obtained.
With regards to the mathematical results we shall employ, for the reader’s convenience, part
of the paper (mainly Secs. 2 and 3) is devoted to the summary of some useful techniques, with
particular attention to the physical applications. We derive the main features of ζ-function
and its relation with the heat kernel expansion and report the results we need in several Ap-
pendices. In particular, for torus TN , sphere SN and hyperbolic space HN , we give heat
kernel and ζ-function for the Laplace-Beltrami operator in closed form. We briefly review the
Minakshisundaram-Pleijel-Schwinger-Seeley-DeWitt methods which permit to obtain the heat
parametrix for a differential operator on a compact manifold without boundary (see, for exam-
ple, the review article [9] and the monography [2]. With regard to this, important results on a
partly summed form of the heat-kernel expansion have been presented in Refs. [10, 11, 12].
After having discussed some properties of the hyperbolic space HN , the Harish-Chandra
measure associated with scalar and spinor fields, is derived solving the Laplace and Dirac equa-
tions on HN and evaluating explicitly the corresponding density of states. We also present a
brief survey of the geometry and topology of compact hyperbolic manifolds of the form HN/Γ,
Γ being group of isometries of HN (see for example [13]). An elementary and self-contained dis-
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cussion of Selberg trace formula for the strictly hyperbolic manifold HN/Γ and the properties of
the Selberg Z-function and its logarithmic derivative are also presented. Here, our aim is merely
didactic and we refer to the original mathematical literature for a more rigorous exposition. In
particular, for the two cases H2/Γ and H3/Γ, which are potentially interesting for a physical
viewpoint, we also include elliptic elements in the group Γ. In this way we shall deal more
properly with orbifold.
As for as the physical applications are concerned, making use of the ζ-function regularization,
we derive the expressions of vacuum and free energies (finite temperature effects within the
canonical and grandcanonical ensemble) for scalar and spinor fields, on arbitrary D-dimensional
ultrastatic Riemannian manifolds. The relation of these results with the more general static case
is pointed out, if does not exist any Killing horizon in the manifold. Making use of the Selberg
trace formula, such expressions are specialized to compact manifolds of the form IR × H2/Γ
and IR × H3/Γ or, more generally, on Kaluza-Klein space-times with the topology IRD−p ×
Hp/Γ. It is found that, for trivial line bundles, one can obtain a negative contribution to the
vacuum energy. On such manifolds with compact hyperbolic spatial section, we also compute
the effective potential. In the special but important case of IR × H3/Γ, we carry on the one-
loop renormalization program for the λφ4 self-interacting field theory. The role of topology is
analyzed in this context and the possibility of mass generation, symmetry breaking or restoration
is discussed.
The finite temperature effects are studied by employing a complex integral representation
for the free energy, which will be referred to as Mellin-Barnes representation. We show how it
is particular useful in deriving the high temperature expansion.
The inclusion in the previous theories of the chemical potential is quite straightforward
and this permits the grand canonical potential and all related thermodynamic quantities to be
computed. In particular, we give high and low temperature expansions for the thermodynamic
potential on IR×H3 and we discuss in detail the problem of the Bose-Einstein condensation for
a relativistic ideal gas. The critical temperature is evaluated and its dependence on curvature
is exhibited.
Some attempts are made in order to generalize these results to the extended objects. We
discuss a semiclassical approximation to path-integral quantization for the bosonic sector, when
a closed p-brane sweeps out on a D = (p+1)-dimensional compact hyperbolic manifold. Within
the same approximation, we present a general formula of the static potential for p-branes com-
pactified on Kaluza-Klein space-times of the form T q ×ΠαSNα ×Πβ(H2/Γβ)× IRD−p.
It is shown that the quantum behaviour of the potential and its extrema depend on the
choice of twists.
Starting from the semiclassical quantization of p-branes (torus compactification leads to
discrete mass spectrum) and making use of some rigorous results of number theory (the theorem
of Meinardus) we evaluate the asymptotic form of the density of states. In particular, the explicit
form of the prefactors of total level degeneracy is derived. The universal feature of the density,
which grows slower than
the one for black holes, but faster than that for strings, leads to the breakdown on the
canonical description for p > 1. With this regard, we also comment on the possible connection
between black holes and p-branes.
As far as the finite temperature effects for extended objects are concerned, due to the asymp-
totic behaviour of the state level density, we have argued above that only the p = 1 (string)
seems to be consistently tractable within the canonical ensemble. For this reason, by using
the analogous of the Mellin-Barnes representation for one-loop thermodynamic quantities, we
exhibit a novel representation for the free energy of open and closed bosonic strings and open
superstrings, in terms of a Laurent series. It is shown that in this formalism, the Hagedorn tem-
peratures arise as the radius of convergence of the corresponding Laurent series (convergence
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condition). The high genus (interacting) string case is also discussed and the independence of
the Hagedorn temperature on the genus is pointed out.
Notations.
- Throughout the paper we shall use units in which the speed of light, Planck and Boltzmann
constants have the values c = h¯ = k = 1.
- Kν(z) are the Mc Donald functions, Γ(s) is the Euler gamma function, ζR,H are the Riemann-
Hurwitz zeta-functions, ZR(z,~g,~h) is the Epstein Z-function, Z(s) and Ξ(s) are the Selberg
functions.
- Kn(A) and ζ(s|A) are the spectral coefficients and the ζ-function respectively, related to an
elliptic operator A.
- By MN we shall indicate a N dimensional Riemannian manifold, with Euclidean metric gij ,
g being its determinant (i, j = 1, ..., N). A or LN are generic differential operators and
∆N is the Laplace-Beltrami operator.
- In the physical applications, we shall deal with space-times MD with metric gµν , (µ, ν =
0, ...,D − 1) and with spatial section MN , N = D − 1.
- We shall mainly deal with manifolds MN with constant curvature κ. Then we shall set
 LN = ∆N + α
2 + κ̺2N , where ̺N = (N − 1)/2 and α is an arbitrary constant.
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2 Path integral and regularization techniques in curved space-
times
Path-integral quantization [14] is a very powerful approach to the quantization of a generic
physical system. By means of it, it is possible to investigate, in an elegant and economic way,
several issues including for example gauge theory [15], finite temperature effects [16], quantum
anomalies [17], effective action [18] and quantum gravity [19, 20].
In the present section we discuss in some detail the quantization, via path integral, of matter
systems living on curved background manifolds. With regard to this, the evaluation of the
propagator and heat-kernel in curved space-time by a path integral was presented in Ref. [21],
where the Einstein universe (having constant curvature spatial section) was solved exactly.
Since in the external field or in the Gaussian approximation of the full theory, the one-
loop effective action can be formally expressed by means of determinants of elliptic differential
operators, one needs a regularization scheme in order to give a rigorous meaning to such determi-
nants. For this purpose, ζ-function regularization [22, 23, 8, 13], as we have already anticipated,
is very convenient and it shall be extensively used throughout the paper. Some properties and
representations will be derived in Sec. 2.2.2. For the sake of completeness, other (equivalent)
regularizations of operator determinants will be discussed in Sec. 2.3.
In this Section, the one-loop effective potential is introduced and, for a λφ4 theory, the renor-
malization group equations are derived. The problems concerning the regularization of physical
quantities like the vacuum energy are analyzed in some detail. Zero temperature as well as
finite temperature effects are considered and partition function, free energy and thermodynamic
potential, for which we give some useful representations, are investigated.
2.1 The path integral
To start with, let φ a matter quantum field living on a given curved background D dimensional
manifold with metric gµν . Its physical properties are conveniently described by means of the path
integral functional (in the following, an infinite normalization constant we will be systematically
neglected)
Z[g] =
∫
d[φ] eiS[φ,g], (2.1)
where S[φ, g] is the classical action and the functional integral is taken over all matter fields
satisfying suitable boundary or periodicity conditions. By the generic argument g we leave
understood the functional dependence of the external background field.
We recall that when the space-time is asymptotically flat and the integral is over the fields
infinitesimally closed to the classical vacuum at infinity, Z[g] is supposed to give the vacuum-
to-vacuum amplitude [24]. Feymann boundary conditions are implicitly assumed in the action
functional. The related functional W [g] = −i lnZ[g] plays also un important role, since it
generates the effective field equations, namely the classical ones plus quantum corrections. For
a non-asymptotically flat space-time, the physical meaning of the functional Z[g] as vacuum
persistence amplitude is less clear, but the functional W [g] is still supposed to describe the
effective action. Of particular interest is the case when a complex metric (manifold) can be
found such that there exist both a Lorentzian and an Euclidean real sections. In this case, one
can relate the functional Z[g] to the Euclidean ”partition function”
ZE [g] =
∫
d[φ] e−SE [φ,g],
for which the methods of the theory of the elliptic operators can be applied [8]. It should be
noted that, in the general case, this is not an unique procedure. However, for a static metric,
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it is always possible to find the associated Euclidean section by simply looking at the form of
the metric tensor. Thus, in general, it could not be possible to define consistently the partition
function. A sufficient condition is to restrict the analisys to the so called ”strongly elliptic
metrics”, namely complex metrics for which a function f exists such that Re (fgµν) is positive
definite. In this case, the path integral is well defined [8].
Throughout the paper we shall dealing with matter field in a external gravitational field
or we shall make use of the one-loop approximation. In the latter case, since the dominant
contributions to ZE[g] will come from fields which are near the classical solution φc, which
extremizes the action, for our purposes, it will be sufficient to consider classical actions which
are quadratic in the quantum fluctuations φ˜ = φ− φc. In fact, a functional Taylor expansion of
the action around φc gives
S[φ, g] = Sc[φc, g] +
δ2S[φ, g]
δφ2
∣∣∣∣∣
φ=φc
φ˜2
2
+ higher order terms in φ˜, (2.2)
Sc[φc, g] being the classical action and so the one-loop approximated theory is determined by
the ”zero temperature partition function”
Z[φc, g] ∼ exp(−Sc[φc, g])
∫
d[φ˜] exp
(
−1
2
∫
φ˜Aφ˜ dDx
)
. (2.3)
To ensure diffeomorphism invariance of the functional measure, the functional integral dummy
variables φ˜ are chosen to be scalar densities of weight −1/2 [17] (see also Ref. [25]). In Eq. (2.3)
the analogue of the Wick rotation of the time axis in the complex plane has to be understood. In
this manner, the metric gµν becomes Euclidean and the small disturbance operator A selfadjoint
and non-negative. For non self-interacting fields minimally coupled to gravity, A is equal to the
field operator, that is the Klein-Gordon operator for scalar fields and the Dirac operator for
fermion fields.
With these assumptions, the partition function can be formally computed in terms of the
real eigenvalues λn of the operator A. This can be easily done by observing that the functional
measure d[φ˜] reads
d[φ˜] =
∏
n
dcn√
2πℓ
, (2.4)
cn being the expansion coefficients of φ˜ in terms of the eigenvectors of A and ℓ an arbitrary
parameter necessary to adjust dimensions. It will be fixed by renormalization. In this manner,
for neutral scalar fields one has [8]
Z(1) =
∏
n
1√
2πℓ
∫ ∞
−∞
dcne
− 1
2
λnc2n =
[
det(Aℓ2)
]−1/2
. (2.5)
The functional Z(1)[φc, g] determines the one-loop quantum corrections to the classical theory.
An expression very similar to the latter is valid for charged scalar fields and also for anticom-
muting spinor fields. To consider all the cases, we may write
Z(1) =
[
det(Aℓ2)
]−ν
, lnZ(1) = −ν ln det(Aℓ2) , (2.6)
where ν = −1, 1, 1/2 according to whether one is dealing with Dirac spinor, charged or neutral
scalar fields respectively. Eq. (2.6) is valid also for a multiplet of matter fields. In such a case
A is a matrix of differential operators.
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2.2 The ζ-function regularization
Looking at equations above, we see that in order to define the (one-loop) quantum theory via
path integral, one needs a suitable regularization of determinant of (elliptic) differential operator,
which is formally infinity, since the naive definition of the product over the eigenvalues gives rise
to badly divergent quantity. This stems from the fact that the number N (λ) of eingenvalues
whose value is less than λ admits an asymptotic expansion of the form [26, 27, 19, 28]
N (λ) ≃
∑
n<N
Kn
Γ(N−n2 ) + 1
λ
N−n
2 , λ→∞ ,
whereKn are the integrated spectral coefficients we are going to introduce in the next subsection.
As one can see, they control the degree of divergence of the determinant. Throughout the paper,
we shall mainly make the choice of ζ-function regularization. In Sec. 2.3 we shall also discuss a
class of other possible and equivalent regularizations. We recall that ζ(s|A) is defined in terms
of the complex power of the operator A or, via a Mellin transform, by the trace of the heat
kernel related to A.
2.2.1 Complex powers and heat kernel of elliptic operators
Here we just remind the definition of complex power of an elliptic operator as given by Seeley
in Ref. [29] and its link with the heat kernel. We briefly discuss some properties of it, which we
need in the following, referring the interested reader to the literature for more details.
Let A be an invertible elliptic differential (or pseudo-differential) operator of positive order p,
defined on a N-dimensional compact manifoldMN , with boundary or without boundary. Then,
for Re s < 0, one can define a semigroup As by
As = − 1
2πi
∫
Γ
zs
A− z dz , (2.7)
and this semigroup can be extended to a group containing A and the identity. The curve Γ goes
from ∞ to ∞ and around the origin along a small circle, enclosing the spectrum of A. If As is
a pseudo-differential operator of order p · s the Seeley method permits to build up a parametrix
for its kernel A(x, x′; s), which is a continuous function for Re (p · s) < −N .
The Seeley method for the construction of the parametrix of As and as a consequence, a
related asymptotic expansion for detA, is very general in principle, but quite complicated with
regard to the computational point of view. Several alternative approaches to the problem have
been proposed, but mostly associated with a related quantity. In fact the kernel of As can
be expressed, by means of a Mellin transform, as a function of the heat kernel Kt(x, x
′|A) =
e−tA(x, x′). That is
A−s(x, x′) =
1
Γ(s)
∫ ∞
0
t(s−1)[Kt(x, x′|A)− P0(x, x′|A)] dt , (2.8)
Kt(x, x
′|A) being a bi-spinor or bi-tensor density of weight −1/2 and P0 the projector onto zero
modes. The presence of zero modes does not create particular problems. Here we continue to
suppose the operator A to be invertible, then zero modes are absent and the projector P0 can
be ignored. When necessary zero modes shall be carefully considered.
Kt(x, x
′) satisfies the heat-type equation (the argument A is understood)
∂tKt(x, x
′) +AKt(x, x′) = 0 , lim
t→0+
Kt(x, x
′) = [g(x)]1/4δ(x, x′)[g(x′)]1/4 , (2.9)
the solution of which admits an asymptotic expansion of the kind (see for example Ref. [30])
Kt(x, x) ≃
√
g(x)
(4π)N/p
∞∑
0
kn(x)t
(n−N)/p . (2.10)
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This expansion is also valid when the manifold has a boundary. Thus Kt(x, x
′), together
Eq. (2.9), must satisfy suitable boundary conditions.
A useful property of the heat kernel is factorization on a product space, that is
KM1×M2t ((x1, x2), (x
′
1, x
′
2)|A) = KM1t (x1, x′1|A1)KM2t (x2, x′2|A2) , (2.11)
where the operators A1 and A2 are defined on M1 and M2 respectively and A = A1 + A2.
Eq. (2.11) is equivalent to the fact that Tr e−t(A1+A2) = Tr e−tA1 Tr e−tA2 when the operators
A1 and A2 commute.
On a manifold without boundary, all kn(x) coefficients with odd n are vanishing and so
Eq. (2.10) assumes a simpler form. In the present work we shall essentially deal with second
order differential operators (p = 2) on manifolds without boundary (k2n+1 = 0). Putting
k2n(x) = an(x) one gets [31, 32]
Kt(x, x) ≃
√
g(x)
(4πt)N/2
∞∑
0
an(x) t
n , (2.12)
the expansion coefficients an(x) being local invariant matrices depending on curvature and tor-
sion tensors and their covariant derivatives. They all, but a0 vanish in the flat-free case, while
a0 is always equal to the identity matrix.
We have been mentioned (see also Ref. [1]) that these coefficients control the one-loop di-
vergences of the effective action and of the related quantities, like the stress energy momentum
tensor. Hence, the explicit knowledge of the an is important in the physical applications. In
general, a closed form for the heat kernel is unknown also for simple operators like the Laplacian
and for this reason the related asymptotic expansion has been extensively investigated . Many
methods for computing the Kn on smooth Riemannian manifolds have been proposed by physi-
cists and mathematicians and some coefficients have been computed for Riemannian manifolds
with and without boundary as well as for the case of Riemann-Cartan manifolds.
Here we would like just to mention the general procedure related to Seeley method [33, 34],
and the (well known to physicists) Schwinger [35] and DeWitt [32] technique, which work very
well for manifolds without boundary. When the manifold has a boundary the computation of
the spectral coefficients is a much more difficult task than the boundaryless case [36, 30]. The
literature on this subject is very vast and we refer the reader to Ref. [37] (and references therein),
where some spectral coefficients in the case of manifolds with boundary have been computed
by a very powerful method on any smooth Riemannian manifold. For a general derivation of
heat coefficients on a Riemann-Cartan manifold see Ref. [38]. Extension of previous methods to
manifolds with boundary can be found in Refs. [39, 40] and references cited therein.
2.2.2 The ζ-function
Let A be an invertible operator with the properties of Sec. 2.2.1. The (generalized Riemann)
ζ-function related to A, first investigated in Ref. [41], can be defined by
ζ(s|A) = TrA−s =
∫
M
A−s(x, x)dNx =
1
Γ(s)
∫ ∞
0
ts−1Tr e−tA dt , (2.13)
where, in writing the last term (the Mellin transform of the heat kernel), we have made use of
Eq. (2.8) disregarding zero modes. When x 6= x′, A−s(x, x′) is an entire function of s, while
A−s(x, x) is a meromorphic function having simple poles on the real axis. Positions and number
of poles depend on the order of operator and dimension of M. Then we see that according
to definition (2.13), also ζ(s|A) is a meromorphic function with simple poles on the real axis.
In particular, ζ(s|A) is analytic at s = 0. When the operator A admits a complete set of
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eigenvectors with eigenvalues λn, then Eq. (2.13) is the analytic continuation of the definition
(valid for Re s sufficiently large)
ζ(s|A) =
∑
n
λ−sn , (2.14)
from which
ζ ′(s|A) = −
∑
n
λ−sn lnλn . (2.15)
When A is not an invertible operator, the null eigenvalues must be omitted in Eq. (2.14).
From definition (2.14), we easily obtain the scaling property
ζ(s|Aℓ2) = ℓ−2sζ(s|A) , (2.16)
valid for any ℓ, while from Eqs. (2.15) and (2.16), we see that a natural definition of determinant
of A, in the sense of analytic continuation, is given by means of formula [8]
ln det(Aℓ2) = −ζ ′(0|A) + ζ(0|A) ln ℓ2 . (2.17)
The above equation shows that ζ(0|A) governs the scale dependence of the quantity ln det(Aℓ2).
The residues of the poles of ζ-function are directly related to heat kernel coefficients. Inte-
grating the heat expansion, we get a parametrix for K(t|A) = Tr e−tA of the kind (here we limit
our analisys to a second order differential operator, namely p = 2)
K(t|A) ≃
∞∑
n=0
Kn(A)t
(n−N)/2 , (2.18)
where Kn(A) are the (integrated) spectral coefficients, that is
Kn(A) =
1
(4π)N/2
∫
M
kn(x|A)
√
g(x) dx . (2.19)
In order to derive the meromorphic structure of ζ(s|A), the standard procedure is to split the
integration over t of Eq. (2.13) in two parts, (0, 1) and (1,∞). K(t|A) is a smooth function of
t for t→∞ and so the integral from 1 to ∞ in Eq. (2.8) is an entire function of s. The rest of
the integral can be explicitly computed using expansion (2.18), which is valid for small t. Thus,
for a second order differential operator, we get
ζ(s|A) ≃ 1
Γ(s)
[ ∞∑
n=0
Kn(A)
∫ 1
0
ts−(N−n)/2−1dt+
∫ ∞
1
ts−1K(t|A) dt
]
=
∞∑
n=0
Kn(A)
Γ(s)(s − N−n2 )
+
Gˆ(s|A)
Γ(s)
=
KN (A)
Γ(s+ 1)
+
G(s|A)
Γ(s)
, (2.20)
where
Gˆ(s|A) =
∫ ∞
1
ts−1K(t|A) dt (2.21)
is an entire function of s while G(s|A) has poles at all the points s = (N − n)/2, but s = 0. In
fact G(0|A) is the principal part of Γ(s)ζ(s|A) at s = 0. On the contrary, due to the presence
of Γ(s) in Eq. (2.20), not all the points s = (N − n)/2 are simple poles of ζ(s|A). Moreover, in
the absence of boundaries, all Kn with odd n vanishes, so in this case, for even N we have N/2
poles situated at the integers n = 1, 2, ..., N/2 with residues KN−2n/Γ(n) while for odd N we
have infinite poles at all half integers n ≤ N/2 with residues KN−2n/Γ(n). In particular, ζ(s|A)
is finite for s = 0 and one has the useful relations
ζ(0|A) = KN (A) ,
ζ ′(0|A) = γKN (A) +G(0|A) = − ln detA . (2.22)
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Zero-modes. As we have already mentioned before, zero modes must be omitted in the def-
inition of ζ-function. Now we briefly describe a possible way to proceed in order to define the
determinant of the operator A when N zero-modes are present. First of all we introduce the
positive operator Aλ = A+ λ (λ > 0) and define the regularized determinant of A by means of
equation
ln detA = − lim
λ→0
[
ζ ′(0|Aλ) +N lnλ
]
= −γKN (A)− lim
λ→0
[G(0|Aλ) +N lnλ] . (2.23)
In this way all zero-modes are automatically subtracted. In writing the latter equation we have
used Eq. (2.22) and the fact that the logarithmic divergence for λ → 0 comes from G(Aλ)
(actually from Gˆ(0|Aλ)). In fact, it is easy to see looking at Eq. (2.21) that Gˆ(0|Aλ) ∼ −N lnλ
plus a regular function in the limit λ→ 0.
The next step is to observe that the function exp(−G(0|Aλ) has a zero of order N in λ = 0.
Thus, deriving Eq. (2.23) N times with respect to λ and taking the limit λ→ 0 we finally get
detA =
e−γKN (A)
N ! limλ→0
dN
dλN
exp[−G(0|Aλ)] .
The factorization property. We consider two positive elliptic operators A1 and A2 acting
on functions inMN∞ andMN∈ (N1 ≤ N2). According to the factorization property, Eq. (2.11),
the heat kernel related to the operator A = A1+A2 is the product of the two kernels related to
the operators A1 and A2 or, what is the same,
K(t|A) = K(t|A1)K(t|A2) .
Using such a relation for the trace of the heat kernel now we obtain an interesting representation
for ζ(s|A) in terms of ζ(s|A1) and ζ(s|A2). Of course, whenM∞ or/andM∈ are non-compact,
we have to consider ζ-function densities.
We start with Mellin representation of ζ-function, Eq. (2.13), that is
ζ(s|A) = 1
Γ(s)
∫ ∞
0
ts−1K(t|A1)K(t|A2) dt . (2.24)
The right hand side of the latter equation can be transformed in an integral in the complex
plane using Mellin-Parseval identity, Eq. (D.2). To this aim we choose f(t) = K(t|A1)ts/2,
g(t) = K(t|A2)ts/2−1 and rewrite Eq. (2.24) by means of Eq. (D.2). In this way we obtain what
we call the Mellin-Barnes representation for the ζ-function
ζ(s|A) = 1
2πiΓ(s)
∫
Re z=c
Γ(
s
2
+ z)ζ(
s
2
+ z|A1)Γ(s
2
− z)ζ(s
2
− z|A2) ,
where c is a real number in the common strip in which fˆ(z) and gˆ(1 − z) are analytical (see
Appendix D). In our case this corresponds to the condition − s−N12 < c < s−N22 . Such a condition
is restrictive but, as we shall see in the following, it can be relaxed in the applications of physical
interest.
The generalization of the latter formula to the case in which A1 or/and A2 have also zero-
modes can be derived by the same technique. It reads
ζ(s|A) = N1ζ(s|A1) +N2ζ(s|A2)
+
1
2πiΓ(s)
∫
Re z=c
Γ(
s
2
+ z)ζ(
s
2
+ z|A1)Γ(s
2
− z)ζ(s
2
− z|A2) dz , (2.25)
N1 and N2 being the number of zero-modes of A1 and A2 respectively. As usual, all zero-modes
have to be omitted in the evaluation of ζ-functions.
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Example: S1 ×MN . It is of particular interest for physical applications (finite temperature
quantum field theories), the case MD = S∞ ×MN , i.e. the manifold is the product between
a circle S1 and a (compact) N -dimensional manifold MN . Then A = −∂2τ + LN , where τ runs
on S1 and LN is an operator in MN . If we assume that the field to satisfy periodic conditions
(only for illustrative purposes) on S1, then the eigenvalues of A have the form
λn,j =
(
2πn
β
)2
+ ω2j , n = 0,±1,±2, . . . , (2.26)
β (the inverse of the temperature T ) being the circumference of S1 and ω2j the eigenvalues of
LN . In this case we have
ζ(s|A) =
∞∑
n=−∞
ζ(s|LN + [2πn/β]2) (2.27)
=
βΓ(s− 12 )√
4πΓ(s)
ζ(s− 1
2
|LN ) + β
π
∞∑
n=1
∫ ∞
−∞
einβt ζ(s|LN + t2) dt (2.28)
=
βΓ(s− 12 )√
4πΓ(s)
ζ(s− 1
2
|LN ) + β√
πΓ(s)
∞∑
n=1
∫ ∞
0
ts−3/2 e−n
2β2/4tK(t|LN ) dt . (2.29)
Eq. (2.28) have been derived from Eq. (2.27) using the Poisson summation formula, Eq. (D.1),
while Eq. (2.29) have been directly obtained by using the Mellin representation (2.13) for ζ-
function in Eq. (2.28).
Using Eq. (2.25) we could obtain a complex integral representation of ζ-function for this
particular case, but we prefer to derive it directly from Eq. (2.29), since in this case the restriction
on c is not so stringent. This representation will be particularly useful for studying the high
temperature expansion. To this aim we choose f(t) = ts−3/2K(t|LN ), g(t) = e−n2β2/4t and use
Eq. (2.29) and Mellin-Parseval identity, Eq. (D.2). As a result
ζ(s|A) = βΓ(s−
1
2 )√
4πΓ(s)
ζ(s− 1
2
|LN ) + 1√
πΓ(s)
1
2πi
×
∫
Re z=c
ζR(z)Γ(
z
2
)Γ(
z − 1
2
+ s)ζ(
z − 1
2
+ s|LN )
(
β
2
)−(z−1)
dz , (2.30)
where ζR represents the usual Riemann ζR-function and c > N + 1.
From Eqs. (2.20), (2.28), (2.29) and (2.30) we get three representations for the derivative of
ζ, namely
ζ ′(0|A) = −βζ(r)(−1
2
|LN ) + β
π
∞∑
n=1
∫ ∞
−∞
einβt ζ ′(0|LN + t2) dt (2.31)
= −βζ(r)(−1
2
|LN ) + β√
π
∞∑
n=1
∫ ∞
0
t−3/2 e−n
2β2/4tK(t|LN ) dt (2.32)
= −βζ(r)(−1
2
|LN ) + β
πi
∫
Re z=c
ζR(z)Γ(z − 1)ζ(z − 1
2
|LN ) β−z dz , (2.33)
where we have introduced the definition
ζ(r)(−1
2
|LN ) = PP ζ(−1
2
|LN ) + (2− 2 ln 2)Res ζ(−1
2
|LN ) ,
PP and Res being respectively the finite part and the residue of the function at the specified
point. Note that the residue of ζ(s|LN) at s = −1/2 is equal to −KN+1(LN )/
√
4π, KN+1(LN )
being the coefficient of
√
t in the asymptotic expansion of K(t|LN ). Thus, when this coefficient
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is vanishing, there is no pole at s = −1/2 and the PP prescription gives the value of ζ(s|LN )
at the same point.
For use later, we define, for any constant ℓ
ζ(r)(s|LNℓ2) = PP ζ(s|LN ) + (2− 2 ln 2ℓ)Res ζ(s|LN ) . (2.34)
Example: IRp×MN . In many physical problems (for example in Kaluza-Klein theories), the
manifoldM is the product of the flat p-dimensional manifold IRp and a compact N -dimensional
manifoldMN and the differential operator of interest takes the form A = −∆p+LN , where ∆p
is the Laplace operator acting on functions in IRp and LN is an operator acting on functions in
MN . In this case, using Eq. (2.24), we obtain the useful relation
ζ(s|A)
Ωp
=
1
(4π)
p
2Γ(s)
∫ ∞
0
ts−
p
2
−1K(t|LN ) dt
=
Γ(s− p2 )
(4π)
p
2Γ(s)
ζ(s− p
2
|LN ) , (2.35)
where Ωp is a large volume in IR
p. The left hand side of Eq. (2.35) then represents a density in
IRp.
In the particular case in which p = 1, we write down the derivative at s = 0 of the latter
equation. Using Eq. (2.16) we easily obtain
ln detA
Ω1
= −ζ
′(0|A)
Ω1
= ζ(r)(−1/2|LN ) . (2.36)
2.3 Other regularization techniques
Here we shall discuss a class of regularizations based on the Schwinger representation (see for
example [42]), which contains ζ-function regularization as particular case. In order to work with
dimensionless quantities, we put B = Aℓ2. The regularized determinant of the operator B may
be defined by
(ln detB)ε = −
∫ ∞
0
t−1̺(ε, t)Tr e−tB dt , (2.37)
where ̺(ε, t) is a suitable regularization function of the dimensionless parameter t, which has
to satisfy the two requirements we are now going to discuss. First, for fixed t > 0, the limit
as ε goes to zero must be equal to one. Second, for fixed and sufficiently large ε, ̺(ε, t) has
to regularize the singularity at t = 0 coming from the heat kernel expansion (2.18) related to
B. The analytic continuation will be used to reach small values of ε. As we shall see in the
following, these requirements do not uniquely determine the regularization function ̺.
Using Eq. (2.18) in Eq. (2.37) one can easily see that the number of divergent terms for
ε→ 0 is equal to Q+1, Q being the integer part of D/2. They are proportional to the spectral
coefficients K0, . . . KQ (which contain the full dependence on the geometry), the prefactors
depending on the regularization function [42]. In Appendix A, this general result is explicitly
verified in several examples.
Regularizations in IRD. In the rest of this Section, in the particular but important case
A = −∆D +M2 in IRD, we would like to show that the finite part of (ln detB)ε (that is the
effective potential, see following Sec. 2.4) is uniquely determined, modulo a constant which can
be absorbed by the arbitrary scale parameter ℓ and can be evaluated without making use of the
explicit knowledge of the regularization function. As usual, in IRD we consider a large region
R of volume ΩR and the limit ΩR →∞ shall be taken at the end of calculations. It has to be
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stressed that, apart from a topological contribution, this calculation is already enough to give
the one loop-effective potential in a constant curvature space-time, i.e. the identity contribution.
From the known results on IRD (see Eq. (B.13)) we have
Tr e−tB
ΩR
=
e−tℓ2M2
(4πtℓ2)D/2
, (2.38)
where M2 is a positive constant. As a consequence, from Eq. (2.37), we obtain the regularized
expression
(ln detB)ε
2ΩR
= −1
2
(
1
4πℓ2
)D/2 ∫ ∞
0
t−(1+D/2)̺(ε, t)e−tℓ
2M2 dt ≡ fD(ε,M) . (2.39)
Now it is convenient to distinguish between even (D = 2Q) and odd (D = 2Q+1) dimensions.
In order to derive a more explicit form of the divergent terms for ε → 0, let us consider the
Qth-derivative of f(ε,M) with respect to M2. One gets
dQfD(ε,M)
dM2Q
=
(−1)Q
2
(
1
4πℓ2
)D/2
Be,o(ε,M) , (2.40)
where
Be(ε,M) = −
∫ ∞
0
t−1̺(ε, t)e−tM
2
dt = lnM2 + b+ cQ(ε) +O(ε) , (2.41)
Bo(ε,M) = −
∫ ∞
0
t−3/2̺(ε, t)e−tM
2
dt = 2M
√
π + b+ cQ(ε) +O(ε) . (2.42)
In the derivation of the above equations we have made use of the properties of the regularization
functions. Furthermore, in Eqs. (2.41) and (2.42) b is a constant and cQ(ε) is a function of ε,
but not of M . We have used the same symbols for even and odd dimensions, but of course they
represent different quantities in the two cases.
Making use of Eqs. (2.41) and (2.42) in Eq. (2.40) a simple integration gives
f2Q(ε,M) =
(−1)Q
2Q!(4π)Q
[
ln(ℓ2M2)− CQ + b
]
MD + ℓ−D
Q∑
n=0
cn(ε)(ℓM)
2n +O(ε) , (2.43)
f2Q+1(ε,M) =
(−1)QΓ(−Q− 1/2)
2(4π)Q+1/2
MD + ℓ−D
Q∑
n=0
cn(ε)(ℓM)
2n +O(ε) , (2.44)
where we have set CQ =
∑Q
n=1
1
n .
The dimensionless integration constants cn(ε), which are divergent for ε → 0, define the
counterterms which must be introduced in order to remove the divergences. For the physical
interesting case D = 4, one gets
(ln detB)ε
2ΩR
=
M4
64π2
[
ln(ℓ2M2)− 3
2
+ b
]
+ c2(ε)f
4 + c1(ε)M
2ℓ−2 + c0(ε)ℓ−4 , (2.45)
in agreement with the well known result obtained in Refs. [43, 44], where some specific regular-
izations were used for D = 4.
Some remarks are in order. The constants b and cn(ε) depend on the choice of the regu-
larization function and on the Seeley-Dewitt coefficient an(x,B), but b can be absorbed by the
arbitrary scale parameter ℓ. As a result, the finite part of (ln detB)ε (the effective potential)
does not depend on the regularization, as expected. In Appendix A several examples of admis-
sible regularizations of the kind we have discussed are reported as an illustration of the above
general result. In particular we show that ζ-function, as well as other known regularizations,
can be derived from Eq. (2.37) with a suitable choice of ̺(ε).
In the rest of the paper, we shall make use of the ζ-function regularization.
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2.4 The one-loop effective action and the renormalization group equations
In this subsection we assume A to be an elliptic second order differential operator acting on fields
inMD and depending on the classical solution φc. It will be of the form A = −∆D + V ′′(φc, g)
(the prime indicates the derivative with respect to φ), V (φ, g) being a scalar function describing
the self-interaction of the field, the coupling with gravity and containing furthermore local
expressions of dimension D involving curvature tensors and non-quadratic terms in the field.
These latter terms have, in general, to be included in order to ensure the renormalizability of the
theory [45]. When V (φ, g) is almost quadratic in the matter fields, then A is just the classical
field operator.
The one loop effective action takes the form [18]
Γ[φc, g] = Sc[φc, g] +
1
2
ln det(Aℓ2)
=
∫ [
Veff (φc, g) +
1
2
Z(φc, g)g
ij∂iφc∂jφc + · · ·
]√
g dDx . (2.46)
Eq. (2.46) defines the one-loop effective potential Veff (φc). It is given by
Veff (φc, g) = Vc(φc, g) + V
(1)(φc, g) = V (φc, g) +
ln det(Aℓ2)
2Ω(M) , (2.47)
Ω(M) being the volume of M. The quantum corrections V (1)(φc, g) to the classical potential
V (φc, g) are of order h¯ and are formally divergent.
Renormalization group equations. For the sake of completeness, now we derive the renor-
malization group equations for the λφ4 theory [46] on a 4-dimensional compact smooth manifold
without boundary, the extension to manifolds with boundary being quite straightforward. The
derivation which we present is valid only at one-loop level. For a more general discussion see for
example Ref. [47, 48] and references cited therein.
We regularize the one-loop effective action (2.46) by means of ζ-function. In this way we
have
Γ[φc, g] = Sc[φc, g] − 1
2
ζ ′(0|Aℓ2) . (2.48)
The more general classical action has the form
Sc(η) =
∫ [
Λ− φc∆φc
2
+
λφ4c
24
+
m2φ2c
2
+
ξRφ2c
2
]
√
gd4x
+
∫ [
ε1R+
ε2R
2
2
+ ε3W
]
√
gd4x ,
W = CijrsCijrs being the square of the Weyl tensor and η = ηq ≡ (Λ, λ,m2, ξ, ε1, ε2, ε3) (q =
0, . . . , 6) the collection of all coupling constants. We disregard the Gauss-Bonnet invariant since
its integral over the manifold is proportional to the Euler-Poincare´ characteristic, namely, it is
both a topological invariant as well as scale independent. As a consequence it does not affect
the scale dependence of the effective action and we can dispense with it.
Now we consider a conformal transformation g˜µν = exp(2σ)gµν with σ a constant (scaling).
By the conformal transformation properties of the fields, one can easily check that S˜c(η) = Sc(η˜),
where η˜ are all equal to η except Λ, m2, and ε1. For these, we have
Λ˜ = Λe4σ , m˜2 = m2e2σ , ε˜1 = ε1 e
2σ . (2.49)
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In the same way, for the eigenvalues α˜n(η) of the small disturbance operator A˜(η) we have
α˜n(η) = e
−2σαn(η˜). From this transformation rule for the eigenvalues, we immediately get the
transformations for ζ(s|Aℓ2) and ζ ′(s|Aℓ2). They read
ζ(s|A˜ℓ2) = e2sσζ(s|A(η˜)ℓ2) ,
ζ ′(s|A˜ℓ2) = e2sσ
[
ζ ′(s|A(η˜)ℓ2) + 2σζ(s|A(η˜ℓ2)
]
and finally
Γ˜(η) = Γ(η˜)− σζ(0|A(η˜)) . (2.50)
We have seen in Sec. 2.2.2 that in N dimensions ζ(0|A) is related to the spectral coefficient
kN (x|A) by means of the equation
ζ(0|A) = 1
(4π)N/2
∫
kN (x|A)√gdNx . (2.51)
What is relevant for our case is k4(x) = a2(x|A(η˜)) which is well known to be (see Eq. (B.2))
a2(x|A(η˜)) = −λ∆φ
2
c
12
+
λm˜2φ2c
2
+
λ(ξ − 1/6)Rφ2c
2
+
λ2φ4c
8
+
m˜4
2
+m˜2(ξ − 1
6
)R +
(ξ − 1/6)2R2
2
+
W
120
− G
360
+
(5− ξ)∆R
6
,
where G = RijrsRijrs− 4RijRij +R2 is the Gauss-Bonnet invariant. Hence, integrating a2 over
the manifold and disregarding total divergences, one finally gets
Γ˜(η) = Sc(η˜(σ))− 1
2
ζ ′(0|A˜) = Γ(η˜(σ)) +O(h¯2) (2.52)
The new parameters η(σ) are related to the old ones η = η(0) by
Λ(σ) − Λ = m
4
2
σˆ , λ(σ) − λ = 3λ2σˆ ,
m2(σ)−m2 = λm2σˆ , ξ(σ)− ξ = (ξ − 1
6
)λσˆ , (2.53)
ε1(σ)− ε1 = (ξ − 1
6
)m2σˆ , ε2(σ)− ε2 = (ξ − 1
6
)2σˆ ,
ε3(σ)− ε3 = 1
30
σˆ .
Here we have set σˆ = −σ/16π2. With the substitution σ → −2τ , the latter equations have been
given in Refs. [49, 50]. These formulae tell us that all parameters (coupling constants) develop,
as a result of quantum effects, a scale dependence, even if classically they are dimensionless
parameters. This means that in the quantum case, we have to define the coupling constants at
some particular scale. Differentiating Eq. (2.53) with respect to σ, one immediately gets the
renormalization group equations [49, 50].
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2.5 Static and ultrastatic space-times
We have seen that the renormalization procedure, in general requires a bare cosmological con-
stant in the gravitational action. Thus one has to consider solutions of Einstein equations with
a non vanishing cosmological constant. Among the globally static solutions of Einstein equa-
tions in vacuum, besides the Minkowski space-time with Λ = 0, de Sitter (Λ > 0) and anti-de
Sitter (Λ < 0) space-times are particularly interesting. The first one is simply connected, while
the second one has a simple connected universal covering (see for example Ref. [51]). These
manifolds are also maximally symmetric and consequently they have constant curvature. One
may also consider other static space-times by quotienting with a discrete group of isometries,
but then one can encounter pathologies, like the existence of closed time-like geodesics. It is an
interesting fact that the Euclidean sections corresponding to Minkowski, de Sitter and anti-de
Sitter space-time are the three constant curvature space forms IR4, S4 and H4 respectively. As
a consequence, the Euclidean field theory on these manifolds can have some relevance. However,
in this subsection, we shall deal with an arbitrary and globally static space-time and we shall
briefly discuss how it is possible, making use of conformal transformation techniques, to restrict
ourselves to ultrastatic space-times.
By definition, an ultrastatic space-time admits a globally defined coordinate system in which
the components of the metric tensor are time independent and the condition g00 = 1 and g0i = 0
hold true. This means that the metric admits a global time-like orthogonal Killing vector field.
In all physical applications of the present paper, we shall deal with an ultrastatic space-time
MD = IR ×MN (D = N + 1). This is not a true restriction, since any static metric may be
transformed in an ultrastatic one (optical metric) by means of a conformal transformation [52].
This fact permits us to compute all physical quantities in an ultrastatic manifold and, at the
end of calculations, transform back them to a static one, with an arbitrary g00. This has been
done, for example, in Refs. [53, 54, 55, 56, 57, 58, 59] and in Ref. [60], where the existence of
boundaries has also been taken into account. In particular, the approximation for the heat-
kernel on a static Einstein space-time was first introduced in Ref. [54], where the approximate
propagator has been obtained in closed form by making use of the results contained in Ref. [21].
Here we would like to review the techniques of those papers.
To start with we consider a scalar field φ on a D = N + 1-dimensional static space-time
defined by the metric
ds2 = g00(~x)(dx
0)2 + gij(~x)dx
idxj , ~x = xj , i, j = 1, ..., N ,
The one-loop partition function is given by
Z[g] = exp(−Sc[φc, g])
∫
d[φ˜] exp
(
−1
2
∫
φ˜Aφ˜ dDx
)
, (2.54)
where the operator A has the form
A = −g00(∂τ − µ)2 −∆N +m2 + ξR ,
∆N being the Laplace-Beltrami operator on the N dimensional hypersurface x
0 = τ = const,
m and ξ arbitrary parameters and R the scalar curvature of the manifold. For the sake of
completeness, we consider the combination ∂τ − µ, which is relevant in the finite temperature
theories with chemical potential.
The ultrastatic metric g′µν can be related to the static one by the conformal transformation
g′µν(~x) = e
2σ(~x)gµν(~x) ,
σ(~x) being a scalar function. We have to choose σ(~x) = −12 ln g00. In this manner, g′00 = 1 and
g′ij = gij/g00 (optic metric).
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Recalling that by a conformal transformation
R′ = e−2qσ [R− 2(D − 1)∆Dσ − (D − 1)(D − 2)gµν∂µσ∂νσ] ,
φ˜′ = eqσφ˜ ,
∆′Dφ˜
′ = e−qσ
[
∆D − D − 2
2
∆Dσ − (D − 2)
2
4
gµν∂µσ∂νσ
]
φ˜
= e−σ
[
∆D + ξD(e
2σR′ −R)
]
φ˜ ,
where ξD = (D − 2)/4(D − 1) is the conformal factor, R′ and ∆′D the scalar curvature and
Laplace operator in the metric g′, one obtains
Aφ˜ = eσ
{
−g′00(∂τ − µ)2 −∆′N + ξDR′ + e−2σ
[
m2 + (ξ − ξD)R
]}
φ˜′ .
From the latter equation we have φ˜Aφ˜ = φ˜′A′φ˜′, where, by definition
A′ = e−σAe−σ = −g′00(∂τ − µ)2 −∆′N + ξDR′ + e−2σ
[
m2 + (ξ − ξD)R
]
.
This means that the action S′ = S by definition. Note that classical conformal invariance
requires the action to be invariant in form, that is S′ = S[φ, g], as to say A′ = A. As is well
known, this happens only for conformally coupled massless fields (ξ = ξD).
For the one-loop partition function we have
Z ′ = J [g, g′]Z ,
where J [g, g′] is the Jacobian of the conformal transformation. Such a Jacobian can be computed
for any infinitesimal conformal transformation (see for example [57] and references cited therin).
To this aim it is convenient to consider a family of continuous conformal transformations
gqµν = e
2qσgµν
in such a way that the metric is gµν or g
′
µν according to whether q = 0 or q = 1 respectively. In
this manner one has
ln J [gq, gq+δq] = ln
Zq+δq
Zq
=
δq
(4π)D/2
∫
kD(x|Aq)σ(x)
√
gqdDx , (2.55)
where kD(x|Aq), is the Seeley-DeWitt coefficient, which in the case of conformal invariant the-
ories, is proportional to the trace anomaly.
The Jacobian for a finite transformation can be obtained from Eq. (2.55) by an elementary
integration in q [57]. In particular we have
ln J [g, g′] =
1
(4π)D/2
∫ 1
0
dq
∫
kD(x|Aq)σ(x)
√
gq dDx , (2.56)
and finally
lnZ = lnZ ′ − ln J [g, g′] . (2.57)
Then we see that in principle the knowledge of the partition function Z ′ in the ultrastatic
manifold and the heat coefficient kD(Aq) are sufficient in order to get the partition function in
the static manifold. We know that the heat coefficients depend on invariant quantities build up
with curvature (field strength) and their derivatives. As a consequence, they do not depend on
the parameter µ, since we may regard such a parameter as the temporal component of a (pure
gauge) abelian potential. Thus we can simply put µ = 0 in the computation of the Jacobian
determinant J [g, g′] using Eq. (2.56).
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2.6 Finite temperature effects
A reason to consider finite temperature quantum field theories is mainly based on the recent
developments of cosmological models. According to the standard Big-Bang cosmology and the
more recent inflationary models, the very early universe has passed through a phase of thermal
equilibrium at very high temperature and density, where the symmetry was restored but with a
large cosmological constant. As the universe has become cool, it has gone through several phase
transitions (see for example Ref. [61]). Although the usual thermodynamical concepts may be
inappropriate in the presence of very strong gravitational interactions, the need for considering
finite temperature field theory in a curved background has been arisen. Strictly speaking, it
has been shown that thermal equilibrium can be maintained for conformally invariant field
theories in conformally flat expanding space-times [62]. Otherwise the expansion must be nearly
adiabatic [63, 64, 65, 66, 67]. On the other hand, particle production in a hot Friedman universe
is exponentially suppressed due to the increase of the mass by thermal effects at temperatures
smaller than the Planck one [68] and the expansion should be nearly adiabatic. Phase transitions
in de Sitter space-time have been first considered in Ref. [69] with the important result that
critical behaviour strongly depends on curvature. Very little is known about them in anti-de
Sitter space-time, mainly because de Sitter is more relevant than anti-de Sitter in inflationary
scenarios.
Now we would like to present a survey of finite temperature quantum field theory and discuss
some useful representations of thermodynamical quantities.
2.6.1 The free energy
To begin with, let us consider a (scalar) field in thermal equilibrium at finite temperature
T = 1/β. It is well known that the corresponding partition function Zβ may be obtained, within
the path integral approach, simply by Wick rotation τ = ix0 and imposing a β periodicity in
τ for the field φ(τ, xi) (i = 1, ..., N , N = D − 1) [16, 70, 71, 72]. In this way the one loop
approximation reads
Zβ[φc, g] = e
−Sc[φc,g]
∫
φ˜(τ,xi)=φ˜(τ+β,xi)
d[φ˜] exp
(
−
∫ β
0
dτ
∫
φ˜Aφ˜ dNx
)
. (2.58)
If the space-time is ultrastatic then we are dealing with the manifold S1×MN . The relevant
differential operator is A = LD = −∂2τ + LN and its eigenvalues are given by Eq. (2.26). Then,
using Eqs. (2.6) and (2.31)-(2.33) we obtain [73, 74]
lnZ
(1)
β + νβζ
(r)(−1/2|LN ℓ2) = νβ
π
∞∑
n=1
lim
s→0
∫ ∞
−∞
einβt ζ(s|LN + t2) dt (2.59)
=
νβ√
π
∞∑
n=1
∫ ∞
0
t−3/2 e−n
2β2/4tK(t|LN ) dt (2.60)
=
νβ
πi
∫
Re z=c
ζR(z)Γ(z − 1)ζ(z − 1
2
|LN ) β−z dz , (2.61)
where ν = 1 (ν = 1/2) for charged (neutral) scalar fields. Eqs. (2.59)-(2.61) not only define the
finite temperature properties of quantum fields but, as we shall see in Sec. 2.7, they will be our
starting point for the computation of the regularized vacuum energy.
The free energy is related to the canonical partition function by means of equation
F (β) = − 1
β
lnZβ = F0 + Fβ ,
where Fβ represents the temperature dependent part (statistical sum) and so Eqs. (2.59)-(2.61)
give different representations of Fβ.
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2.6.2 The thermodynamic potential
The generalization to the more general case of a charged (scalar) field with a non vanishing
chemical potential µ, in thermal equilibrium by some unspecified process at finite temperature
T = 1/β is quite immediate. The grand canonical partition function has the path integral
representation [75, 76, 77, 78]
Zβ,µ = e
−Sc
∫
φ(τ,xi)=φ(τ+β,xi)
d[φ¯]d[φ] exp
(
−
∫ β
0
dτ
∫
φ¯A(µ)φdNx
)
= exp[−βΩ(β, µ)] ,
where now, the operator A depends on the chemical potential µ, i.e. A(µ) = −(∂τ − µ)2 + LN
and the latter equation defines the thermodynamic potential Ω(β, µ). The operator A(µ) is still
elliptic but not hermitian, in fact it is normal and its eigenvalues are complex and read
λn,j =
(
2πn
β
+ iµ
)2
+ ω2j n = 0,±1,±2, . . . , (2.62)
ω2j being the eigenvalues of LN . Nevertheless, one can still define the related ζ-function. One
formally has
Ω(β, µ) =
1
β
Sc[φc, g] +
1
β
ln det[A(µ)ℓ2] ,
ln detA =
∑
n,j
ln
[
ω2j + (2πn/β + iµ)
2
]
=
∑
n,j
∫ dω2j
ω2j + (2πn/β + iµ)
2
=
β
2
∑
j
∫ [
coth
β(ωj + µ)
2
+ coth
β(ωj − µ)
2
]
dωj
ωj
and integrating on ωj and summing over all j the well known result
Ω(β, µ) =
∑
j
ωj +
1
β
∑
j
ln
(
1− e−β(ωj+µ)
)
+
1
β
∑
j
ln
(
1− e−β(ωj−µ)
)
=
∑
j
ωj +
1
β
Tr ln
(
1− e−βQ+
)
+
1
β
Tr ln
(
1− e−βQ−
)
(2.63)
follows. Above, we have introduced the two pseudo-differential operators Q± = L1/2N ±µ, whose
eigenvalues are ωj ± µ. We see that Ω(β, µ) is the sum of vacuum energy (zero-temperature
contribution, formally divergent) and two finite-temperature contributions, one for particles
and one for anti-particles. We also see from Eq. (2.63), that the temperature contribution, as a
function of the complex parameter µ, has branch points when µ2 is equal to an eigenvalue ω2j .
Then Ωβ(β, µ) is analytic in the µ complex plain with a cut from ω0 to ∞ and from −ω0 to
−∞. Thus, the physical values of µ are given by |µ| ≤ ω0.
If one makes use of the ζ-function regularization, one obtains
Ω(β, µ) =
1
β
Sc[φc, g]− 1
β
ζ ′(0|A(µ)ℓ2) . (2.64)
Using Eq. (D.1) and Mellin representation of ζ-function, Eq. (2.13), after some manipulations
similar to the ones of Sec. 2.2.2, one gets the three useful representations for the temperature
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dependent part Ωβ(β, µ) of the thermodynamic potential (2.64) [74, 79]
Ωβ(β, µ) = Ω(β, µ)− Ω0
= − 1
π
∞∑
n=1
∫ ∞
−∞
einβt ζ ′(0|LN + [t+ iµ]2) dt (2.65)
= − 1√
π
∞∑
n=1
coshnβµ
∫ ∞
0
t−3/2e−n
2β2/4tK(t|LN ) dt (2.66)
= − 1
πi
∞∑
n=0
µ2n
(2n)!
∫
Re s=c
ζR(s)Γ(s+ 2n − 1)ζ(s+ 2n− 1
2
|LN ) β−s ds . (2.67)
Here Ω0 =
1
βSc[φc, g] + ζ
(r)(−1/2|LN ℓ2) is the zero-temperature contribution (classical and
vacuum energy). Eqs. (2.65)-(2.67) are valid for any |µ| < ω0, ω0 being the smallest eigenvalue
of LN . When |µ| = ω0 a more careful treatment is needed. The physical reason for this behaviour
is the occurrence of Bose-Einstein condensation. Of course, in the limit µ→ 0, Eqs. (2.65)-(2.67)
reduces to Eqs. (2.59)-(2.61) which has been discussed in the previous section.
For the sake of completeness, we report another integral representation of the thermodynamic
potential, which can be obtained in a similarly to the one used for deriving Eq. (2.67) [79]. To
this aim, we observe that the poles of ζ(s|Q±) (related to the two pseudo-differential operators
Q±) are given by Seeley theorem [29] at the points s = N − k (k = 0, 1, . . .) with residues which
are polynomials in µ. The formula which generalizes the result of Ref. [80] to compact manifolds
then reads
Ωβ(β, µ) = − 1
2πi
∫
Re s=c
ζR(s)Γ(s− 1)
[
ζ(s− 1|Q+) + ζ(s− 1|Q−)] β−s ds . (2.68)
This should be used to discuss Ωβ(β, µ) as a function of complex µ.
2.7 The regularization of vacuum energy
The vacuum energy density (the first term on the right hand side in Eq. (2.63)) is the only
source of divergences in the thermodynamic potential. Therefore we shall briefly discuss how to
give it a mathematical meaning. We present a general formula for the vacuum energy of a scalar
field defined on an ultrastatic space-time with compact spatial section consisting in general in a
manifold with boundary.
We start with some general considerations. In the last decade there has been un increasing
interest in investigating vacuum effects or zero point fluctuations in the presence of boundaries
[81] or in space-time with non trivial topology. The introduction of boundaries and related
boundary conditions on quantum fields may be considered as an excellent idealization of com-
plicated matter configurations. This is certainly true for the original Casimir configuration,
namely two neutral parallel conducting plates placed at a distance L. In fact the interpretation
due to Casimir of the attractive force present in such a configuration (experimentally verified)
seems to support such a point of view. In this case, the boundary conditions associated with
the electromagnetic field are the perfect conductor boundary conditions and the related Casimir
energy is negative. Casimir conjectured the same thing to be hold for a spherical shell. In this
way the fine structure constant could have been determined.
The computation for the spherical shell was performed in Refs. [82, 83, 84] and the result was
a positive vacuum energy, proving that the Casimir conjecture was wrong (see however Ref. [85],
where interpreting the Casimir effect as a screening effect, a negative energy is obtained for a
scalar field and also Ref. [86] for a recent treatment). Other computations associated with
different geometries of the boundary seems to support the idea that the sign of Casimir energy
depends on the cavity in a non trivial way.
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On general ground, as it has been stressed by DeWitt [1, 87], the introduction of bound-
aries or the identification of surfaces modifies the global topology of a local space-time. As a
consequence one is effectively dealing with quantum field theory on a curved manifold.
We would like to mention that Casimir energy plays an important role in hadronic physics
where, due to the confinement of quark and gluon fields, vacuum effects cannot be neglected as
soon as one is working in the framework of bag models [88]. In such situation, one is forced to
consider a compact cavity. For computational reasons, only the case of a spherical cavity has
been investigated in some detail (see for example Ref. [89]).
For the sake of simplicity, here we shall mainly deal with a scalar field defined on a D
dimensional space-time MD with a N = (D − 1)-dimensional smooth boundary. The metric
is supposed to be ultrastatic, then the results of Sec. 2.6 can be applied. Vector and spinor
fields may be treated along the same line, paying attention however to the related boundary
conditions.
Given an arbitrarily shaped cavity, one may consider an internal and an external problem.
For the sake of simplicity, we shall assume that the internal problem is associated with a simply
connected manifold. The external problem is usually associated with a double connected mani-
fold. The reason stems from the necessity to introduce a very ”large” manifold in order to always
deal with a compact manifold. This large manifold may be considered as a reference manifold,
namely a volume cut-off of Minkowski space-time. Its boundary can be pushed to infinity at
the end of the computation [83]. As far as the boundary conditions associated with the external
problem, we shall mainly leave understood the use of the same internal boundary conditions,
paying attention however to the proposal of Ref. [90], in which the external boundary condition
is different from the internal one.
To start with, we shall consider a compact arbitrarily shaped manifold with boundary, which
may be multi-connected. The main issue related to vacuum energy Ev is the necessity of a
regularization scheme. In fact, if one naively makes use of canonical quantization of a scalar
field, the result is (see for example Ref. [91])
Ev = ν
∑
j
ωj , (2.69)
ω2n being the eingenvalues of LN defined on MN , the eigenfunctions of which are the mode
functions satisfying suitable conditions on the boundary of MN and, as in Sec. 2.6, ν = 1 (ν =
1/2) for charged (neutral) scalar fields. As we have seen in Sec. 2.6, also formal manipulations
lead to such an expression like Eq. (2.69). Of course it is an ill defined object and one needs
some prescriptions in order to extract a finite observable quantity.
In order to regularize Eq. (2.69) by the use of ζ-function, one may try to write
Ev = ν lim
s→− 1
2
ζ(s|LN ) . (2.70)
Indeed, in the case of hyper-rectangular cavities and massless free fields, this expression gives a
result in agreement with other regularizations [92]. However, Eq. (2.70) does not work when one
is dealing with an arbitrarily shaped cavity. This can be easily understood looking at Eq. (2.20).
From such an equation we see in fact that for s→ −1/2, ζ(s|LN ) has in general a simple pole,
the residue of which is given by −KD(LN )/
√
4π. As a consequence the regularization given by
Eq. (2.70) is meaningless, unless KD(LN ) vanishes. This is just the case of massless free fields
in hyper-rectangular cavities.
A possible definition of vacuum energy in terms of ζ-function, which is valid for a mani-
fold with an arbitrary smooth boundary, can be obtained starting from the finite temperature
partition function Zβ. According to Ref. [93], we define
Ev = − lim
β→∞
∂β lnZβ . (2.71)
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Using for lnZβ the regularized expression (2.60), one immediately gets (here Sc[φc, g] = 0 because
we are considering free fields)
Ev = νζ
(r)(−1/2|LN ℓ2) . (2.72)
With regard to this result, we would like to observe that a similar prescription has been appeared
in many places in the literature (see for example [94, 53]). Here we would like to stress the
proposal contained in Ref. [95], which is very close to our approach. In other words, the path-
integral ζ-function derivation presented here, leads directly to the ”principal part prescription”
of Ref. [95]. It is interesting to observe that the term in the vacuum energy, which depends on
ℓ (see Eq. (2.34)), is proportional to the integral of the conformal anomaly [2].
The total contribution (interior plus exterior minus the reference one) to vacuum energy
is relevant from the physical point of view, for example in the classic electromagnetic Casimir
effect associated to a conducting cavity or in some extensions of the bag model. If one is dealing
with a free massless field on a 3 + 1 dimensional manifold, as in the electromagnetic case, it
turns out that the total Casimir energy seems to be free from the ambiguity associated with ℓ
[83]. As we shall see in Sec. 4.4.2, the ambiguity due to the free parameter ℓ can be removed by
renormalization when the theory has a natural scale. This is true for massive or self-interacting
fields, but also for massless fields on curved manifolds.
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3 Constant curvature manifolds
The present section is devoted to the derivation of heat kernel and ζ-function related to the
Laplace-Beltrami operator acting on fields living on compact manifolds with constant curva-
ture. In the spirit of the report, we describe general aspects, relegating specific results to the
appendices.
For a detailed discussion of N dimensional torus and sphere, we refer the reader to the vast
literature on the subject (for a recent review see for example Ref. [6] and references therein).
Here we shall very briefly describe some useful techniques and we shall give some known, but
also less known representations for ζ-function, which shall be used in the physical applications.
On the contrary, compact hyperbolic manifolds shall be analyzed in some detail, because we
suppose the reader to be not familiar with the hyperbolic geometry, the related isometry groups
and the Selberg trace formula (see, for example, Refs. [96, 97, 13] and references therein).
3.1 The heat kernel and ζ-function on the torus
Here we perform the analytic continuation for the ζ-function of the operator  LN = −∆TN + α2
acting on twisted scalar fields on the torus TN . TN is the direct product of N circles S1 with
radii ri. In order to take into account of twists, we introduce a N -vector ~q with components 0 or
1/2, in such a manner that the eigenvalues of the Laplacian have the form (~k + ~q) · R−1N (~k + ~q),
RN being the diagonal matrix diag(RN ) = (r21, . . . , r2N ).
The trace of the heat kernel K(t| LN ) = Tr exp(−t LN ) on the torus can be directly derived
by the factorization property (2.11) knowing the kernel on S1. So we have
K(t| LN ) = e−tα2
∑
~k
e−t(~k+~q)·R
−1
N
(~k+~q) =
ΩNe
−tα2
(4πt)
N
2
∑
~k
e−2πi~k·~qe−π
2(~k·RN~k)/t , (3.1)
where ~k ∈ ZZN and ΩN = (2π)N
√
detRN is the hypersurface of the torus. The latter equation
has been derived by using Eq. (B.15) in Appendix B.2.
As it is well known, the ζ-function on the torus is given in terms of Epstein Z-function (see
Appendix D for definition and properties). In fact, one directly obtains
ζ(s| LN ) = ZR−1N (
2s
N
; ~q, 0) . (3.2)
Other useful representations can be obtained by making use of Mellin representation (2.13).
They read
ζ(s| LN )− ΩNΓ(s−N/2)α
N−2s
(4π)
N
2 Γ(s)
=
2ΩNα
N−2s
(4π)
N
2 Γ(s)
∑
~k 6=0
e−2πi~k·~qKN/2−s(2πα[~k · RN~k]
1
2 )(
πα[~k · RN~k] 12
)N
2
−s (3.3)
=
ΩNα
N−2s
(4π)
N−1
2 Γ(s)Γ(N+12 − s)
∑
~k 6=0
e−2πi~k·~q
∫ ∞
1
(u2 − 1)N−12 −se−2παu[~k·RN~k]
1
2 du . (3.4)
The representation of ζ given by Eq. (3.3) is valid for any s, since the Mc Donald functions
Kν(z) are exponentially vanishing for z → ∞ and so the series is convergent (here α > 0). On
the contrary, the representation (3.4) is only valid for Re s < N/2, but this is what we need
in the evaluation of physical quantities. It has to be remarked that the right hand sides of the
above formula, in the limit α→ 0, give exactly the ζ-function in the massless case.
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The ζ-function on TQ ×MN Here we just write down the Mellin-Barnes representation of
ζ-function, Eq. (2.25), for this particular case, MN being an arbitrary compact manifold. The
operator is assumed to be of the form A = −∆Q+LN , with ∆Q the Laplace operator in TQ and
LN a differential operator in M
N . For the ζ-function related to ∆Q we use the representation in
terms of Epstein Z-function (see Eq. (3.2)). Then, supposing LN to be an invertible operator,
from Eq. (2.25) we obtain
ζ(s|A) = 1
2πiΓ(s)
∫
Re z=c
Γ(
s
2
+ z)ζ(
s
2
+ z|LN )Γ(s
2
− z)ZR−1
Q
(
s− 2z
Q
|~q, 0) dz . (3.5)
Here we have implicitly assumed also ∆Q to be an invertible operator. This happens when there
is at least one twist. If ~q = 0 (no twists), there is a zero-mode and to take account of it on the
right hand side of the latter equation we must add ζ(s|LN ). In Eq. (3.5), c must satisfy the
condition − s−Q2 < c < s−N2 , which is quite restrictive for physical aims. Such a restriction can
be relaxed if we compute ζ-function by a technique similar to the one used in Sec. 2.2.2. In this
way we have
ζ(s|A) = ΩQ
(4π)Q/2Γ(s)
[
Γ(s− Q
2
)ζ(s− Q
2
|LN )
+
1
2πi
∫
Re z=c
π−
z
2Γ(s+
z −Q
2
)ζ(s+
z −Q
2
|LN )Γ(z
2
)ZRQ(
z
Q
|0,−~q) dz
]
,
which reduces to Eq. (2.30) for Q = 1 and q = 0. Now c > N + Q. Similar expressions can
be also obtained for manifolds with other kinds of sections, for example spheres or hyperbolic
manifolds.
3.2 Representations and recurrence relations for ζ-function on the sphere
Here we shall review some techniques used in the literature, which provide useful analytical
extensions for ζ-function of Laplacian on spheres (compact rank-one symmetric spaces). We
shall explain the known method based on binomial expansion, which has been recently used in
Ref. [98] in order to evaluate ζ-function on orbifold-factored spheres SN/Γ, Γ being a group
of isometry. We shall closely follow Ref. [6]. We would like to mention the pionering work by
Minakshisundaram, who first introduced these kind of generalized zeta functions [99, 100]. His
results are very close to the ones we shall obtain for the hyperbolic case. Recently, these results
have been derived by a different technique also in Ref. [101]. Finally we shall also give an integral
representation in the complex plane for the trace of an arbitrary function of the Laplacian acting
on scalar fields in SN and we shall derive some recurrence relations for the trace of the heat
kernel and for the ζ-function density. Here we normalize the constant curvature to κ = 1.
To start with, we recall that for compact rank-one symmetric spaces the spectrum and its
degeneration are at disposal (see for example Refs. [102, 6]). In particular, for the eigenvalues
λn and their degeneration d
N
n of the Laplace operator −∆N on SN we have
λn = n(n+ 2̺N ) , d
N
n =
2(n + ̺N )Γ(n+ 2̺N )
Γ(2̺N + 1)Γ(n + 1)
, n ≥ 0 , (3.6)
with ̺N = (N − 1)/2. Eqs. (3.6) are valid for any N , but d10 = 1. One can see that the degen-
eration of eigenvalues for odd N (respectively even N) is an even (respectively odd) polynomial
of N − 1 degree in n+ ̺N . In fact we have
d10 = 1 , d
1
n = 2 , d
2
n = 2(n+ ̺2) ,
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dNn =
2
(N − 1)!
N−3
2∏
k=0
[(n+ ̺N )
2 − k2] , for odd N ≥ 3 , (3.7)
dNn =
2(n+ ̺N )
(N − 1)!
N−4
2∏
k=0
[(n+ ̺N )
2 − (k + 1
2
)2] , for even N ≥ 4 .
Then we can define the coefficients aNk by means of equation
dNn = ΩNc
N
n = ΩN
N−1∑
k=1
aNk (n + ̺N )
k , (3.8)
valid for any N ≥ 2. Here ΩN−1 = 2πN2 /Γ(N2 ) is the volume (hypersurface) of SN−1, which we
shall explicitly write in all formulae in order to point out the strictly similarity with the compact
hyperbolic case, which shall be extensively treated in Sec. 3.4.5. The case N = 1 is quite trivial
and will be treated separately. It can be also considered as a particular case of previous section.
To consider both even and odd cases, we have written a general polynomial, but of course only
even or odd coefficients aNk are non vanishing, according to whether N is odd or even.
By definition, heat kernel and ζ-function are given by
K(t| LN ) = ΩNe−tα2
∞∑
n=0
cNn e
−t(n+̺N )2 , (3.9)
ζ(s| LN ) = ΩN
∞∑
n=0
cNn [(n + ̺N )
2 + α2]−s . (3.10)
For more generality, we have considered the massive operator  LN = −∆SN +α2+ κ̺2N , α being
an arbitrary constant. The choices α2 = m2 − ̺2N corresponds to minimal coupling while the
choice α2 = 0 correspond to conformal coupling (we think of SN as the spatial section of an
ultrastatic N + 1 dimensional manifold). As usual zero modes must be omitted in Eq. (3.10).
Because of homogeneity of SN , KS
N
t (x, x) does not depend on x and so, a part the volume,
Eq. (3.9) determines also the heat kernel in the coincidence limit.
3.2.1 The series representation
Using Eq. (3.8) in Eq. (3.10) and making a binomial expansion we obtain a representation of
ζ(s| LN ) as an infinite sum of Riemann-Hurwitz ζH-functions (See Appendix D, Eq. (D.4)). For
any N ≥ 2 and |α2| < ̺2N (remember that the curvature is normalized to κ = 1) it reads
ζ(s| LN ) = ΩN
∞∑
n=0
N−1∑
k=1
aNk
(−1)nΓ(s+ n)α2n
Γ(n+ 1)Γ(s)
ζH(2s+ 2n − k; ̺N ) . (3.11)
By the same method, for N = 1 we obtain
ζ(s| L1) = 1
α2s
+ 2
∞∑
n=1
(−1)nΓ(s+ n)α2n
Γ(n+ 1)Γ(s)
ζR(2s + 2n) .
Eq. (3.11) notably simplify in the case of conformal coupling (α = 0). In fact we have
ζ(s| LN ) = ΩN
N−1∑
k=1
aNk ζH(2s − k; ̺N ) .
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For the massless minimal coupling (α2 = −̺2N), one has to pay attention to the zero mode.
After the subtraction of it one obtains
ζ(s| LN ) = ΩN
∞∑
n=0
N−1∑
k=1
aNk
Γ(s+ n)̺2nN
Γ(s)Γ(n + 1)
ζH(2s + 2n− k; ̺N + 1) .
These equations are valid for N ≥ 2. For N = 1 we have the simpler result ζ(s| L1) = 2ζR(2s).
3.2.2 Recursive representation
Now we are going to derive a representation of ζ(s| LN ) in terms od ζ(s| L1) or ζ(s| L2) according
to whether N is odd or even. Similar results can be found in Ref. [6]. We first consider the odd
dimensional case with N ≥ 3. Using again Eq. (3.10) and observing that ̺N is an integer we
easily get
ζ(s| LN ) + ΩN
̺N−1∑
n=1
̺N∑
k=1
aN2kn
2k(n2 + α2)−s
= ΩN
∞∑
n=1
̺N∑
k=1
(−1)kaN2k
Γ(s)
dk
dλk
∫ ∞
0
ts−k−1e−λt(n
2+α2/λ) dt
∣∣∣∣∣
λ=1
= ΩN
̺N∑
k=1
aN2kΓ(s− k)α−2s
2Γ(s)
(
α4
d
dα2
)k [
α2(s−k)ζ(s− k| L1)
]
. (3.12)
A similar equation can be obtained also in the even dimensional case with N ≥ 4. By taking
into account that now ̺N is a half-integer one obtains
ζ(s| LN ) + ΩN
[̺N ]−1∑
n=0
[̺N ]∑
k=0
aN2k+1(n+
1
2
)2k+1[(n+
1
2
)2 + α2)]−s
= ΩN
∞∑
n=1
[̺N ]∑
k=0
(−1)kaN2k+1(n+ 1/2)
Γ(s)
dk
dλk
∫ ∞
0
ts−k−1e−λt[(n+1/2)
2+α2/λ] dt
∣∣∣∣∣∣
λ=1
= ΩN
[̺N ]∑
k=0
aN2k+1Γ(s− k)α−2s
2Γ(s)
(
α4
d
dα2
)k [
α2(s−k)ζ(s− k| L2)
]
, (3.13)
where [̺N ] represents the integer part of ̺N . Eqs. (3.12) and (3.13) are valid in the absence
of zero-modes. Zero-modes must be not consider in the definition of ζ-function and this is
equivalent to disregard (possible) singularities in the latter equations.
We know that the knowledge of ζ-function on S1 and S2 is sufficient in order to get the
ζ-function on any sphere. The results for S1, S2 and S3 are derived in Appendix C.
3.2.3 A complex integral representation
To finish the section, we exhibit an integral representation and some recurrence relations for
ζ-function, which look like to the ones we shall obtain for the hyperbolic case in Sec. 3.4.5.
First of all, we observe that
cN+2n =
(n+ 1)(n +N)
2πN
cNn+1 ,
from which we easily get the recurrence relations
K(t| LN+2)
ΩN+2
= − 1
2πNΩN
[
∂t + α
2 + κ̺2N
]
K(t| LN ) , (3.14)
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ζ(s| LN+2)
ΩN+2
= − 1
2πNΩN
[
(α2 + κ̺2N )ζ(s| LN )− ζ(s− 1| LN )
]
. (3.15)
It is easy to see that Eq. (3.15) is also valid if we substitute the corresponding regularized
quantities according to Eq. (2.34). As we shall see if Sec. 3.4.5 with small changes, Eqs. (3.14)
and (3.15) are also valid on HN . Knowing the ζ-function on S1 and S2 and using recurrence
formulae above, we obtain the ζ-function on the sphere in any dimension.
In order to get the integral representation in the complex plane, we consider an analytic
function h(z2) such that
∑
h(λn+̺
2
N ) exists, the sum being extended to all eigenvalues (counted
with their multiplicity) of −∆N on the sphere SN . Then one can easily check that for any N > 1
the following complex integral representation holds:∑
n
h(λn + ̺
2
N ) =
ΩN
2πi
∫
Γ
h(z2)ΦSN (z) dz , (3.16)
where Γ is an open path in the complex plane going (clockwise) from∞ to∞ around the positive
real axix enclosing the point z = ̺N and
ΦSN (z) =
2zΓ(̺N + z)Γ(̺N − z)
(4π)N/2Γ(N/2)
cos π(̺N − z) ,
which satisfy the recurrence formula
ΦSN+2(z) =
̺2N − z2
2πN
ΦSN(z) .
We have
ΦS2 (z) =
z tan πz
2
, ΦS3 (z) = −
z2 cot πz
2π
.
Using Eq. (3.16) we obtain for example
K(t| L2) = Ω2e
−tα2
8it
∫
Γ
e−tz2
cos2 πz
dz , (3.17)
ζ(s| L2) = Ω2
8i(s − 1)
∫
Γ
(z2 + α2)−(s−1)
cos2 πz
dz . (3.18)
The latter equation is valid for any s if we choose a suitable path, for example z = a+ re±iπ/4,
a being an arbitrary real number satisfying |a| < 1/2, |α| < a < 1/2, 1/2 < a < 3/2 according
to whether α2 > 0, 0 ≥ α2 > −1/4, α2 = −1/4.
3.3 Hyperbolic manifolds
The geometry of N -dimensional torus and sphere are quite known. On the contrary, the hyper-
bolic one is less familiar. For this reason, in the following two subsections, we shall present an
elementary and self-contained survey of some issues on hyperbolic geometry. For further details,
we refer to the cited references.
By definition, hyperbolic manifolds are the Riemannian space forms with constant negative
curvature. Actually, they can be defined for any metric signature in which case they are called
pseudo-Riemannian hyperbolic space forms. The Riemann tensor of such spaces is locally char-
acterized by the condition Rijkl = κ(gikgjl − gilgjk) with κ a constant. We denote the signature
of a non degenerate metric gij by (n,N − n), where n is the number of negative eigenvalues
of gij (i, j = 0, ..., N − 1). The unique simply connected and flat pseudo-Riemannian manifold
of signature (n,N − n) is just IRN endowed with the standard diagonal metric with the given
signature. The following theorem is quoted from [103]:
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Theorem 1 Let κ be non zero and a > 0 defined by κ = ea−2, e = ±1 and
ΣNn =
{
x ∈ IRN : gijxixj = ea2
}
, N ≥ 3 ,
where gij has signature (n,N − n) and xi = (x0, ..., xN−1) are rectilinear coordinates on IRN .
Then every ΣNn , endowed with the induced metric, is a complete pseudo-Riemannian manifold
of constant curvature κ and signature (n,N − n− 1) if e = 1 or (n− 1, N − n) if e = −1. The
geodesics of ΣNn are the intersections Π ∩ ΣNn , Π being a plane through the origin in IRN . The
group of all isometries of ΣNn is the pseudo-orthogonal group O(n,N − n) of the metric gij .
The class of spaces described by the theorem are the fundamental models for constant curvature
manifolds. The models with κ > 0 are the pseudo-spherical space forms, denoted by SNn , the
models with κ < 0 are called pseudo-hyperbolic space forms, denoted by HNn . It may be noted
that ΣNN = ∅ if e = 1 and likewise ΣN0 = ∅ if e = −1. Thus we define SNn = ΣN+1n and
HNn = Σ
N+1
n+1 , so for both of them the signature is (n,N − n), the dimension is N and no one is
the empty set. From the definition it follows that HNn is simply connected for n 6= 0, 1. On the
other hand, HN1 is connected with infinite cyclic fundamental group. From the theorem we see
it has Lorentz signature (1, N − 1) and contains closed time-like geodesics. In fact, HN1 is what
in general relativity is called the N -dimensional anti-de Sitter space-time (similarly, the space
SN1 is de Sitter space-time) [51]. Finally we have H
N
0 which has two simply connected, isometric
components. We denote the component with x0 > a by H
N . This is the manifold we are mainly
interested in. It can be characterized as the unique simply connected Riemannian manifold with
constant negative curvature. Its isometry group is the orthochronus Lorentz group O+(1, N)
of matrices Λab such that Λ00 > 0, in order to preserve the condition x0 > a. An interesting
feature of this space is that it represents the Euclidean section appropriate for anti-de Sitter
space-time [104]. Accordingly, it can be shown that Euclidean quantum field theory on HN is
the Wick rotation of a field theory on the anti-de Sitter, although on this space-time there are
other field representations which cannot be obtained in this way.
Next, we describe all the connected spaces with constant negative curvature and arbitrary
signature. They are obtained from the spaces HNn by the operation of taking the quotient
with respect to the action of a group of isometries. But of course the group action has to
be restricted in some way. For example, fixed points are going to produce singularities in the
quotient manifold, as can be seen with the following example. Let Γ be the cyclic group generated
by a rotation around the origin in IR2 with angle 2π/α, i.e. the set of all rotations whose angle
is an integer multiple of 2π/α. The quotient manifold (i.e. the set of orbits) IR2/Γ is then a
cone with angle 2π/α at the vertex, which is also the fixed point of Γ. Note that the cone is a
metric space but the infinitesimal metric is singular at the vertex.
When a group Γ acts on a space without fixed points, the group is said to act freely. When
every point has a neighborhood V such that {γ ∈ Γ : γ(V ) ∩ V 6= ∅} is finite, the group is said
to act properly discontinuously (see, for example, Ref. [105]). These are the restrictions on the
group action which permit to avoid conical singularities and other pathologies in the quotient
manifold.
Let us denote by H˜Nn the universal covering space of H
N
n . Then H˜
N = HN and H˜Nn = H
N
n
for n 6= 0, 1, since these spaces are already simply connected. Now we have [103]
Theorem 2 Let MNn be a complete, connected pseudo-Riemannian manifold of constant nega-
tive curvature κ, with signature (n,N − n) and dimension N ≥ 2. Then MNn is isometric to a
quotient H˜Nn /Γ, where Γ is a group of isometries acting freely and properly discontinuously on
H˜Nn .
The Riemannian case is due to Killing and Hopf. In this case Γ is a discrete subgroup of
O+(1, N), namely the elements of Γ can be parametrized by a discrete label (more exactly, the
30
relative topology of Γ in O+(1, N) is the discrete topology). Hence the ”Clifford-Klein space form
problem”, to classify all manifolds with constant negative curvature, is reduced to the problem
of finding all the discrete subgroups of O+(1, N) acting freely and properly discontinuously on
HN .
The model spaces just defined have the further property to be homogeneous. By definition,
this means that for every pair of points x, y there is an isometry which moves x into y. As a
consequence they are complete, i.e. there are no geodesics ending or beginning at any point.
In this connection, a remarkable fact concerning the hyperbolic space HN is that it is the only
connected and homogeneous Riemannian manifold with constant negative curvature [103]. It
follows that every quotient HN/Γ, with Γ 6= e, cannot be a homogeneous space and thus it
has less symmetry than the covering HN . This fact restrict somewhat their use in cosmological
models [106].
Up to now we have described the global properties of hyperbolic manifolds. In order to
describe explicitly the metric tensor of HN we introduce some known model of this space.
The hyperboloid model. Let x0, ..., xN on IR
N+1 be the standard coordinates with metric
ds2 = −dx20 +
∑N
i=1 dx
2
i such that the space H
N is the upper sheet of the N -dimensional
hyperboloid x20 −
∑N
i=1 x
2
i = a
2, with the induced metric. Then σ ∈ [0,∞) and ~n ∈ SN−1, such
that
x0 = a coshσ, ~x = a~n sinhσ,
will define a global system of coordinates for this model of HN . A direct calculation leads to
the metric tensor and volume element in the form
ds2 = a2[dσ2 + sinh2 σdℓ2N−1] , (3.19)
dV = aN−1(sinhσ)N−1dσdΩN−1 ,
where dℓN−1 and dΩN−1 are the line and volume element of SN−1 respectively. This metric is
of some interest, since the coordinate σ measures the geodesic distance of any point from the
bottom of the hyperboloid, the point x0 = a. It is also obvious that the group which fixes this
point is the group O(N) of rotations around the x0-axis. Thus we can regard H
N as the coset
space O+(1, N)/O(N).
The cylinder model. Assuming ρ ∈ [0, π/2) and τ ∈ (−∞,+∞), the global metric tensor in
this model is
ds2 = a2(cos ρ)−2[dτ2 + dρ2 + sin2 ρdℓ2N−2] , (3.20)
where dℓN−2 is the line element of SN−2. This metric is conformal to half the cylinder IR×SN−1,
with the product metric. In 2-dimensions, this is the strip −π/2 < ρ < π/2, −∞ < τ <∞ with
metric [96]
ds2 = a2(cos ρ)−2[dτ2 + dρ2] ,
which still provides another model for H2. The coordinate τ can be directly interpreted as
imaginary time, because under Wick rotation τ → −it, the metric (3.20) goes over to the
anti-de Sitter metric, which is in fact conformal to a region of the Einstein static universe.
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The ball model. We shall seldom make use of this model but we give it for completeness.
We denote by BN the ball in IRN of radius 2a. We set
u =
2a sinhσ
cosh σ + 1
, u2 < 4a2 .
In terms of u, the metric tensor Eq. (3.19), takes the conformally flat form
ds2 =
(
1− u
2
4a2
)−2
[du2 + u2dℓ2N−1] .
The discovery of this metric and the observation that it has constant curvature, was one of
Riemann great contributions. The geodesics are the circles or lines that meet the boundary of
the disc orthogonally.
The Poincare´ half-space model. There is a conformal map from the ball BN of radius 2a
in IRN onto the half space xN > 0 [105]. For convenience, we rename xN = r. Poincare´ used
this map to transform the ball metric into the half-space metric
ds2 =
a2
r2
(dx21 + ...+ dx
2
N−1 + dr
2) .
The distance d(X,Y ) between two points X = (x1, ..., xN−1, r) and Y = (y1, ..., yN−1, s) in this
model is implicitly given by
cosh
[
d(X,Y )
a
]
− 1 = |X − Y |
2
2rs
, (3.21)
where |X − Y | is the Euclidean distance. The formula is easily found, first for X = (0, ..., 0, r)
and Y = (0, ..., 0, s) and then for any pair of points, using the transitivity of isometries, since
both sides of Eq. (3.21) are invariants. The geodesics of this metric are the circles or straight
lines that meet the boundary r = 0 orthogonally. It is geometrically obvious that for every pair
of points there is a unique minimizing geodesic connecting them.
This latter is the model we shall employ in discussing the Selberg trace formula. Of course,
the curvature constant κ = −1/a2 in all the four models.
3.3.1 The Laplace operator and the density of states
In the present subsection, we normalize the curvature to κ = −1 for the sake of simplicity. The
first step towards the Selberg trace formula is to compute the spectral decomposition of the
Laplace operator on HN . This is equivalent to find the density of states, since we expect this
operator to have a continuous spectrum. This density gives the simplest kind of trace formula,
like
Tr (h(∆)) =
∫
S
h(r)ΦN (r)dr ,
where the density ΦN (r) is defined over the spectrum S of ∆ and for functions h(r) for which
the trace and the integral exist. Here it is convenient to use the hyperboloid model of HN . A
simple computation with the metric (3.19) gives the Laplace operator
∆ =
∂2
∂σ2
+ (N − 1) coth σ ∂
∂σ
+ (sinhσ)−2∆SN−1 , (3.22)
where the last term denotes the Laplacian on the unit sphere SN−1. The eigenvalues equation
is −∆φ = λφ. Note that if we replace λ with λ+m2 we can also include the massive operator
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in our calculations. Clearly the eigenfunctions have the form φ = fλ(σ)Ylm where Ylm are the
spherical harmonics on SN−1 and for simplicity we leave understood the dependence of fλ on
l, l = 0, 1, 2... and m = (m1, ...,mN−2) being the set of angular momentum quantum numbers.
For these harmonics we have
∆SN−1Ylm = −l(l +N − 2)Ylm .
Thus, the radial wave functions will satisfy the ordinary differential equation
f
′′
λ + (N − 1) coth σf ′λ +
[
λ− l(l +N − 2)
2
sinh2 σ
]
fλ = 0 . (3.23)
If the zero angular momentum wave functions are normalized so that fλ(0) = 1, their density is
known to mathematicians as the Harish-Chandra or Plancherel measure.
We continue by transforming the radial wave equation into a known form. On setting
ρN = (N − 1)/2, µl = 1− l −N/2, r =
√
(λ− ρ2N ), defining vλ(σ) by
fλ(σ) = (sinhσ)
1−N/2vλ(σ) , (3.24)
and performing the change of variable x = cosh σ, we get the differential equation of associated
Legendre functions
d
dx
[
(1− x2)dvλ
dx
]
+
[
ν(ν + 1)− µ
2
l
1− x2
]
vλ = 0 , (3.25)
with parameters ν = −1/2 ± ir. The invariant measure defining the scalar product between
eigenfunctions is
(fλ, fλ′) = ΩN−1
∫ ∞
0
f∗λfλ′(sinhσ)
N−1dσ = ΩN−1
∫ ∞
1
v∗λvλ′dx , (3.26)
where ΩN−1 is the volume of the N − 1 dimensional sphere.
The only bounded solutions of Eq. (3.25) are the associated Legendre functions of the first
kind and denoted by Pµν (x) [107]. Hence, the radial wave functions are
fλ(σ) = Γ
(
N
2
)(
sinhσ
2
)1−N/2
Pµ−1/2+ir(cosh σ) , (3.27)
where the multiplicative constant has been chosen in order to satisfy the normalization condition
fλ(0) = 1.
The density of states is determined from the knowledge of the radial wave functions as
follows. One chooses a variable r parametrizing the continuum spectrum so that λ = λ(r) and
computes the scalar product
(φλ, φλ′) =
1
ΦN (r)
δ(r − r′) , (3.28)
which defines the density of states ΦN (r). Let us choose r = (λ − ρ2N )1/2 as a label for the
continuum states. The Legendre functions are given in terms of hypergeometric functions. For
Re z > 1 and | 1− z |< 2 they are
Pµν (z) =
1
Γ(1− µ)
(
z + 1
z − 1
)µ/2
F (−ν, ν + 1; 1 − µ; (1− z)/2) . (3.29)
These are analytic throughout the complex plane, with a cut along the real axis from −∞ up
to 1. The asymptotic behaviour for | z |≫ 1 is
Pµν (z) ≈
2νΓ(ν + 1/2)
π1/2Γ(ν − µ+ 1)z
ν +
Γ(−ν − 1/2)
2ν+1π1/2Γ(−ν − µ)z
−ν−1 , (3.30)
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from which we obtain the asymptotic behaviour of the eigenfunctions
fλ(σ) ≃ 2
NΓ(N/2)Γ(ir)
4π1/2Γ(ρN + ir)
e−ρNσ+irσ + c.c. .
As a result, the radial functions will remain bounded at infinity provided the parameter r were
real, which is equivalent to the condition λ ≥ ρ2N . Thus, the spectrum of the Laplacian has a
gap which is determined by the curvature and depends on N , although the excitations of the
corresponding wave operator on IR × HN still propagate on the light cone. Due to this gap,
the Green functions of ∆ on HN are exponentially decreasing at infinity. As a consequence,
negative constant curvature provides a natural infrared cut-off [108] for interacting boson field
theories.
Now we come to compute the scalar product between two radial eigenfunctions. Using the
fact that the product of two eigenfunctions is the derivative of the their Wronskian W [·, ·], we
get
(fλ, fλ′) =
2N−1π
N
2 Γ(N2 )
ν∗(ν∗ + 1)− ν ′(ν ′ + 1) limx→∞(1− x
2)W [Pµν∗(x), P
µ
ν′(x)] , (3.31)
where the limit is taken in the sense of distributions. Now we can use the asymptotic form of
the Legendre functions to compute the limit. In this way Eq. (3.31) reduces to Eq. (3.28) with
the density of states given by
ΦN (r) =
2
(4π)N/2Γ(N/2)
| Γ(ir + l + ρN ) |2
| Γ(ir) |2 . (3.32)
When l = 0 we have the density of zero angular momentum radial functions and Eq. (3.32)
reduces to the Harish-Chandra measure.
We stress that dn = ΦN (r)dr is the number of states per unit volume in the range dr. Hence
the scalar ζ-function per unit volume reads
ζ˜(s|LN ) = a2s−N
∫ ∞
0
[r2 + (aα)2]−sΦN(r)dr .
It is independent from X because HN is homogeneous. As in Sec. 3.2, LN = −∆N +α2 + κ̺2N ,
but now α ≥ 0 and κ < 0 (a2 = |κ|−1). The particular cases N = 3 and N = 4 deserve some
attention. For these two cases, we have respectively
ζ˜(s|L3) = α
3−2s
(4π)3/2
Γ(s− 3/2)
Γ(s)
,
ζ˜(s|L4) = 1
16π2
[
α4−2s
(s− 1)(s − 2) +
α2−2s
4a2(s− 1)
]
−a
2s−4
4π2
∫ ∞
0
[r2 + (aα)2]−s
r(r2 + 14)
e2πr + 1
dr ,
where the meromorphic structure can be immediately read off. The quantity ζ ′(0|L4) gives the
one-loop functional determinant for a scalar field on anti-de Sitter space-time, while ζ(s|L4)
itself is related to the free energy density on such a space-time.
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3.3.2 The Dirac operator and the density of states
Here we consider the Dirac-like equations on HN . Let N be even. The N -dimensional Clifford
algebra has only one complex, irreducible representation in the 2N/2-dimensional spinor space.
These spinors are reducible with respect to the even subalgebra (generated by products of an
even number of Dirac matrices) and split in a pair of 2N/2−1-component irreducible Weyl spinors.
The Dirac eigenvalue equation is
i 6∇ψ −mγ0ψ = −ωψ ,
where m is a mass parameter and i 6 ∇ is the Dirac operator on HN . It can be regarded as the
full time-dependent Dirac equation on IR × HN restricted on time-harmonic fields. When we
use the hyperboloid model of HN , the submanifolds with r a constant are a family of spheres
SN−1 covering the space. The covariant derivative of a spinor field on HN can be decomposed
into a radial part plus the covariant derivative along the unit (N − 1)-sphere. Making this
decomposition in a Dirac-like representation of gamma matrices, the equation takes the form of
a coupled system
iγ1 (∂σ + ρN coth σ)ψ1 +
1
sinhσ
i 6∇sψ1 = −(ω +m)ψ2 , (3.33)
iγ1 (∂σ + ρN coth σ)ψ2 +
1
sinhσ
i 6∇sψ2 = −(ω −m)ψ1 , (3.34)
where ψ1,2 are the 2
N/2−1-components Weyl spinors into which the original representation de-
composes and i 6 ∇s is the Dirac operator on SN−1. The spinors ψ1,2 transform irreducibly
under SO(N) so that we can put ψ1,2 = f1,2(σ)χ1,2, where χ1,2 are spinors on S
N−1. Separa-
tion of variables is achieved on requiring i 6 ∇sχ1 = iλχ2 and γ1χ1 = χ2. Since γ1γ1 = 1 and
{γ1, i 6∇s} = 0 we also have i 6∇sχ2 = −iλχ1 and γ1χ2 = χ1.
The eigenvalues of the Dirac operator on SN−1 are known to be λ = ±(l+ ρN ), l = 0, 1, 2, ...
[109]. Hence, we obtain two radial equations which are equivalent to the 2nd-order system
d
dz
[
(z2 − 1)dφ1
dz
]
+
[
r2 + ρ2N −
N
2
− (λ
2 − ρ2N + ρN ) + λz + (ρN − 12 )2z2
z2 − 1
]
φ1 = 0 , (3.35)
d
dz
[
(z2 − 1)dφ2
dz
]
+
[
r2 + ρ2N −
N
2
− (λ
2 − ρ2N + ρN )− λz + (ρN − 12 )2z2
z2 − 1
]
φ2 = 0 , (3.36)
where we have defined z = coshσ, φ1,2 = (sinhσ)
N/2−1f1,2(σ) and r2 = ω2 −m2.
For odd N , there are two 2(N−1)/2-components irreducible spinors. Since we are regarding
the Dirac equation on HN as the restriction of the Dirac equation on IR×HN on time-harmonic
fields, we must take into account both spinors. We can say that they are the Weyl spinors of the
unphysical space-time IR×HN . Both belong to the same irreducible representation of SO(N),
thus we can separate variables as above and we obtain exactly the same equations as (3.33),
(3.34) or (3.35) and (3.36). Of course, there is nothing wrong to consider the Dirac equation
directly on HN without thinking about it as the spatial section of an unphysical space-time.
However, for N = 3 we do have a physical space-time. Alternatively, one may consider the
spinor Laplacian as the relevant operator. This point of view is taken in Ref. [110]. We can set
m = 0, then the equations decouples into pairs of equivalent Dirac equations on HN and we
should recover the results of Ref. [110].
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The solutions of Eqs. (3.35) and (3.36) are given in terms of hypergeometric functions as
follows. Let f±1,2(r) the solutions with λ = ±(l + ρN ) and set α = l +N/2 + ir. We find
f+1 (σ) = A(1 + z)
l/2(z − 1)(l+1)/2F
(
α,α∗; l + ρN +
3
2
;
1− z
2
)
,
f+2 (σ) = B(1 + z)
(l+1)/2(z − 1)l/2F
(
α,α∗; l + ρN +
1
2
;
1− z
2
)
,
f−1 (σ) = C(1 + z)
(l+1)/2(z − 1)l/2F
(
α,α∗; l + ρN +
1
2
;
1− z
2
)
,
f−2 (σ) = D(1 + z)
l/2(z − 1)(l+1)/2F
(
α,α∗; l + ρN +
3
2
;
1− z
2
)
.
The ratios A/B = i(ω + m)(l + N/2)−1 and D/C = i(ω − m)(l + N/2)−1 are determined by
demanding that the solutions of the second order system satisfy the first order Dirac equation.
Next we choose B = (4ω)−1/2(ω − m)1/2 and C = (4ω)−1/2(ω +m)1/2. Then the asymptotic
behaviour for r →∞ of the radial solutions takes the symmetric form
f±1 (σ) ≃
(
ω +m
2ω
)1/2
C(r)e−ρNσ+irσ + c.c. ,
f±2 (σ) ≃
(
ω −m
2ω
)1/2
C(r)e−ρNσ+irσ + c.c. ,
where we introduced the meromorphic function
C(r) = 2
N−1+l−2irΓ(l +N/2)Γ(2ir)
Γ(N/2 + l + ir)Γ(ir)
. (3.37)
One can see that the solutions remain bounded at infinity if r is real. Hence, the spectrum of the
Dirac operator on HN is |ω| ≥ m. For m = 0 it extends over the entire real axis. Thus, we reach
the conclusion that unlike the scalar case, there is no gap for fermions on HN . Nevertheless,
the solutions are exponentially vanishing at infinity.
The function (3.37) for l = 0 determines the Plancherel measure or the density of states with
zero angular momentum, which has to be used in the evaluation of the spinor ζ-function. We
define the density µN (r) so that the spinor ζ-function per unit volume is given by
ζ˜(s|DN ) =: tr (− 6∇2 +m2)−s(X,X) = 2[
N
2
]
∫ ∞
0
(r2 +m2)−sµN (r)dr .
Here DN represents the massive Dirac operator on H
N , [N/2] denotes the integer part of N/2
and the trace is over the spinor indices. Again, the X-independence comes from the homogeneity
of HN .
Assuming that the spherical spinors are already normalized and using r as a label for the
continuous spectrum, we obtain the density
µN (r) =
Γ(N/2)2N−3
πN/2+1
|C(r)|−2 ,
which, apart from a slightly different definition of the measure, agrees with results given in
Ref. [110], where it has been also noted that in the even case, the poles and residues of the
density determine the spectrum and degeneracies of the spinor Laplacian on the sphere SN . For
odd N the density is analytic.
In 3-dimensions the ζ-function density becomes
ζ˜(s|D3) = 2m
3−2s
(4π)3/2
Γ(s− 3/2)
Γ(s)
(
1 +
2s − 3
(2am)2
)
.
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Note that the zero mass limit is not uniform with respect to s, unlike the scalar case. The reason
is the absence of the gap in the spectrum for fermions. In 4-dimensions it takes the form
ζ˜(s|D4) = 1
4π2
[
m4−2s
(s− 1)(s − 2) +
m2−2s
a2(s− 1)
]
+
a2s−4
π2
∫ ∞
0
[r2 + (am)2]−s
r(r2 + 1)
e2πr − 1 dr .
Again, this function determines the one-loop spinor determinant on anti-de Sitter space-time
[111] as well as the fermion free energy density.
3.4 Compact hyperbolic manifolds
We have seen that every complete, connected hyperbolic Riemannian manifoldM is a quotient
of HN by a discontinuous group Γ of isometries. There is a huge number of such manifolds. In
the case N = 3, their relevance as spatial sections for Robertson-Walker-Freedman cosmologies
has been discussed in Ref. [106]. One interesting feature of these spaces lies in the mismatch
between non trivial topology and negative curvature, which permits a variety of situations. In
particular, they can describe a finite universe that expands forever, contrary to the belief that a
locally hyperbolic universe must be infinite. To have some ideas of the spaces HN/Γ, we start
with an elementary classification of the isometries of HN since this is also the second important
step towards the Selberg trace formula.
We write a point in HN as X = (x, r), where x = (x1, ..., xN−1) belongs to the boundary
∂HN (the plane r = 0) and r > 0, namely we are considering the half-space model of HN . It is
understood that {∞} is considered to be a point of ∂HN , that is ∂HN = IRN−1 ∪ {∞}. This is
done in order to make the inversion well defined at the origin.
Let GN be the group of motions of IR
N ∪ {∞} which is generated by the following transfor-
mations:
(i) translations: (x, r)→ (x+ y, r), ∞→∞,
(ii) rotations: (x, r)→ (Λx, r), ∞→∞ (Λ ∈ O(N − 1)),
(iii) dilatations: X → λX, ∞→∞ (λ > 0),
(iv) inversions: X → a+ (X − a)/|X − a|2, a→∞, ∞→ a (a ∈ ∂HN ).
Three elementary facts about GN are noteworthy [105, 112]:
(a) GN preserves both H
N and ∂HN . As a group of motions of ∂HN (obtained setting r = 0 in
(i) through (iv)) it is the conformal group of the flat metric. The dimension is N(N+1)/2.
(b) Regarding ∂HN as the plane r = 0 in IRN ∪{∞}, there is a natural inclusion GN ⊂ GN+1,
the full conformal group of IRN ∪ {∞}.
(c) GN is the group of all isometries of H
N .
The first half of statement (a) is trivial as well as the statement (b). It is a simple exercise
to show that elements of GN act as isometries of the Poincare´ metric. Since N(N + 1)/2 is
the maximal dimension permitted by a group of isometries, the statement (c) follows. As a
consequence, GN is isomorphic to the Lorentz group O
+(1, N). By inspection of the elements
of GN , it is clear that every γ ∈ GN has at least one fixed point in HN ∪∂HN . We say that γ is
elliptic if γ has at least one fixed point in HN (rotations and inversions are example of elliptic
elements). If there is only one fixed point and it lies in ∂HN , then γ is parabolic (translations
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are examples of parabolic elements). Otherwise γ is loxodromic (dilatations are examples of
loxodromic elements). If there are three or more fixed points in ∂HN , then γ must be elliptic
[112] (i.e. it fixes some point in HN ). Thus every loxodromic element has exactly two fixed
points in ∂HN .
Since fixed points produce metric singularities in the quotient manifold, we have that HN/Γ
is a singularity-free Riemannian space only if Γ does not contain elliptic elements. Now we can
use the explicit form of the generators to find a canonical form for the various isometries. We
recall that two elements γ and γ′ in a group are conjugate if γ = gγ′g−1 for some g. Conjugation
is an equivalence relation so that the group is a disjoint union of conjugacy classes.
First let γ be elliptic and X a fixed point. We can move X to the point (0, 1) with an
isometry g. Thus gγg−1 fixes (0, 1). Since translations and dilatations do not fix (0, 1), γ is
conjugate to a product of inversions and a rotation around the vertical line {(0, r) : r > 0}.
For future references, we call this line H1. A better description of elliptic elements may be the
following: we regard γ as acting in BN with fixed point the origin. Since the ball metric is
radial, it is clear that γ ∈ O(N) is a rotation or a reflection around the origin. But there is
a conformal transformation q ∈ GN+1 which sends HN onto BN and the point (0, 1) into the
origin. Thus, every elliptic element is conjugate in GN+1 to a rotation or reflection around the
origin. This fact has an interesting consequence in H3. A rotation in 3-dimensions always has
an eigenvalue equal to 1 or −1, i.e. an axis of rotation. This will be a radial geodesic in the ball
B3. Going back to H3, we conclude that every elliptic element is a rotation around a unique
invariant axis, namely around a circle or line that meets ∂HN orthogonally.
Now we suppose γ is a loxodromic element with fixed points x, y and ℓ is the geodesic in
HN joining x to y. This is called the axis of γ. Clearly γ(ℓ) = ℓ, since γ maps geodesics into
geodesics and there is only one geodesic joining x to y. We can map the axis to the vertical line
H1 with an isometry g. Thus gγg−1 leaves H1 invariant with fixed points 0 and∞. Translations
and inversions do not have this property, thus, γ must be conjugate to a rotation around H1
followed by a dilatation. If the rotation is trivial, i.e. if γ is conjugate to a dilatation, we say
that γ is a hyperbolic isometry. In the Lorentz group of the hyperboloid model, such a γ is
conjugate to a Lorentz boost.
Finally, if γ is parabolic, we can move the fixed point at∞ with an isometry g. Hence, gγg−1
is an isometry fixing only ∞. Since the inversion and dilatations do not have this property, γ
must be conjugate to a rotation followed by a translation, i.e. gγg−1(X) = Λ(X) + a. Actually,
one can choose the point a and the matrix Λ such that Λ(a) = a. This is the normal form of a
parabolic element.
Clearly, conjugation preserves the isometry types so that the conjugacy classes are classified
as elliptic, loxodromic and parabolic classes.
Now we suppose that M = HN/Γ is a compact manifold. The action of Γ must be free,
otherwise M is not a manifold, in general. Then Γ is torsion-free, which means it does not
contain elements of finite order [113]. Moreover Γ is discontinuous and thus it must be a discrete
subgroup of GN [112].
What are the consequences of these facts? The most important for us is that every element of
Γ must be a loxodromic isometry. Thus Γ will not contain any parabolic element. Such a group
is called co-compact. Very briefly, the argument runs as follows. Consider the distance function
d(X, γX) on HN where γ ∈ Γ. Any arc joiningX and γX projects to a closed homotopically non
trivial loop onM. For, if it were possible to shrink the loop continuously to a point, it would be
possible to move γ continuously into the identity without exit Γ. This cannot be done because Γ
is discrete. Thus the function is strictly positive and there must be an X0 at which d(X0, γX0) is
minimum. The reason is that the distance function is continuous andM is compact. It follows
that the minimal geodesic Jγ joining X0 and γX0 is invariant under γ, since any other geodesic
will have greater length. Jγ will intersect ∂H
N in two points which are fixed points of γ and
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so γ will be a loxodromic isometry. Recalling the normal form of such an isometry as given
above, we see that if M is compact, then every γ ∈ Γ is conjugate in GN to a transformation
of the form DΛ, where D : (x, r) → (λx, λr) is a dilatation and Λ is a rotation acting on x.
The invariant geodesic Jγ is called the axis of γ. Moreover, if γ1 and γ2 commute, they share
a common axis. A second fact is that any non trivial abelian subgroup of Γ must be infinite
cyclic. In particular, the centralizer Cγ of any non trivial element γ must be infinite cyclic. Cγ
is the set of elements g ∈ Γ which commute with γ. The third fact is the existence of a convex
polyhedron F in HN such that [112] (a) the hyperbolic volume of F is finite, (b) γ(F) ∩F = ∅
for all non trivial γ ∈ Γ, (c) the translates of F tessellate HN , that is ⋃γ∈Γ γ(F) = HN , (d)
for every face s of F there is a face s′ and an element γs ∈ Γ with γs(s) = s′ and γs(s′) = s.
That is the faces of F are paired by elements of Γ. Note that the faces of F are portions
of (N − 1)-dimensional spheres or planes orthogonal to ∂HN . Such a polyhedron is called a
fundamental domain for Γ. Conversely, the Poincare´ polyhedron theorem roughly states that
given a polyhedron with the above properties (plus additional technical assumptions), the group
generated by the face pairing transformations is discrete with fundamental domain being the
given polyhedron [112]. As a result, these manifolds can be obtained by identifying the faces of
a finite volume polyhedron in a suitable way.
3.4.1 The Selberg trace formula for scalar fields
We begin by stating the trace formula and then we try to illustrate it, first restricting ourselves
to a strictly hyperbolic group Γ such that HN/Γ is compact with fundamental domain FN and
the volume Ω(FN ) of M is finite.
Let h(r) be an even and holomorphic function in a strip of width larger than N − 1 about
the real axis, such that h(r) = O(r−(N+ε)) uniformly in the strip as r →∞. Let χ(γ) : Γ→ S1
be a character of Γ. Let us denote by AΓ,χ the non negative, unbounded, self-adjoint extension
of the Laplace operator ∆Γ acting in the Hilbert space H(Γ, χ) of square integrable automorphic
functions on a fundamental domain FN , relative to the invariant Riemannian measure. A scalar
function φ is called automorphic (relative to Γ and χ) if for any γ ∈ Γ and x ∈ HN the condition
φ(γx) = χ(γ)φ(x) holds. We will refer automorphic functions with χ 6= 1 as twisted scalar fields.
For Γ co-compact, the operator A(Γ, χ) has pure discrete spectrum with isolated eigenvalues λj,
j = 0, 1, 2, ..∞ of finite multiplicity. With these assumptions, the Selberg trace formula holds
(see Ref .[114])
∞∑
j=0
h(rj) = Ω(FN )
∫ ∞
0
h(r)ΦN (r) dr +
∑
{γ}
∞∑
n=1
χn(γ)lγ
SN (n; lγ)
hˆ(nlγ) . (3.38)
Above, each number rj is that root of r
2
j = (λj − ρ2N ) having positive imaginary part and the
sum over j includes the eigenvalues multiplicity. The symbols SN (n; lγ), {γ}, lγ will be defined
soon, while the function hˆ(p) is the Fourier transform of h(r) defined by
hˆ(p) =
1
2π
∫ ∞
−∞
eiprh(r) dr
and ΦN (r) is the density of states we computed in the previous section. In particular we have
Φ2(r) =
r
2π
tanhπr , Φ3(r) =
r2
2π2
(3.39)
and ΦN satisfies the recurrence relation
ΦN+2(r) =
ρ2N + r
2
2πN
ΦN (r) , (3.40)
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which permits to obtain any ΦN starting from Φ2 or Φ3 according to whether N is even or odd.
The left hand side of Eq. (3.38) is a result of functional calculus. To see this, let we define
h˜(λ) = h(r) for λ = r2 + ρ2N . Then the left hand side is the operator trace of h˜(AΓ,χ), because
the Laplacian is a self-adjoint operator, so the trace must be given by the sum of h˜(λ) over the
eigenvalues. Thus the left member of the trace formula is determined by the spectrum of the
Laplace operator.
The twist condition is the analog on HN/Γ of the ”periodicity up to a phase” for fields on
the torus IRN/T , where T is a discrete group of translations in IRN . Hence, the only things that
need an explanation are the integral and the double series on the right hand side of Eq. (3.38).
We give two descriptions and a partial interpretation of them.
The group-theoretic description. We recall that every element γ′ ∈ Γ is a loxodromic
isometry and its centralizer is infinite cyclic. Thus every element commuting with γ′, and γ′
itself, will be the power of a generator γ, namely γ′ = γn, for some n. This element γ is called
primitive and {γ} denotes the primitive conjugacy class determined by γ, i.e. the set of all
elements in Γ of the form γ′′ = gγg−1. Let us denote the trivial class by {e} and non trivial
ones by {γ}. It is simple to see that γn is not conjugate to γ if n > 1. This means that for
any non trivial primitive class , we have infinitely many other distinct classes determined by the
positive powers of γ. Now, the double series in Eq. (3.38) is the sum over all the powers of any
selected non trivial primitive class followed by the sum over all the non trivial primitive classes,
in order to include all possible elements of Γ. We have also learned that every γ is conjugate to
the product of a dilatation Dγ : (x, r)→ (Nγx,Nγr) with Nγ > 1 and a rotation Λγ ∈ O(N −1)
acting on x. The dilatation factor Nγ is called the norm of γ and lγ = lnNγ by definition. The
factor SN (n; lγ) is defined in terms of Dγ , Λγ and lγ by
SN (n; lγ) = |det(I − (NγΛγ)n)|e−nρN lγ , (3.41)
where the matrix I−(NγΛγ)n has dimension (N−1)×(N−1). The integral is the contribution to
the trace of the trivial class, i.e. the identity element of the group and it will soon be computed.
The geometric description. This follows if we remind the definition of the axis of a γ ∈ Γ:
it is the unique invariant geodesic in HN joining x to γx. When we identify x with γx in the
quotient manifold M, the axis clearly projects to a closed geodesic in M. A simple calculation
with the Poincare´ metric shows that the length of the portion of the axis between x and γx is
just lγ , the logarithm of the dilatation factor Nγ . Thus, there is a closed geodesic of length lγ
associated with such a γ. If γ is primitive the geodesic will go once from x to γx inM. If γ = δn
with δ primitive, then lγ = lnN
n
δ = n lnNδ = nlδ. Hence, the geodesic will go n times from x
to γx and n is the winding number. It is evident that the closed geodesic depends only on the
conjugacy class {γ}. If the class is primitive, the associated geodesic is likewise called primitive.
The converse is also true, since every geodesic loop in M, say J , must be the projection of a
geodesic in HN joining x and γx for some γ ∈ Γ and x ∈ HN (because J is closed). If γ′ = gγg−1
then the axis of γ′ projects again to J (because x, gx, γx and gγx all belong to the same orbit).
As a result, to every geodesic loop there corresponds a conjugacy class in Γ. Thus, we can think
of each {γ} as a closed geodesic and the double sum in Eq. (3.38) is geometrically the same
as the sum over all the primitive geodesics in M (those passing only once through any given
point) together with the sum over the winding numbers. Furthermore, the integral is the ”direct
path” contribution to the trace. Note that it is determined by the volume of the manifold and
corresponds to the Weyl asymptotic leading term of the spectral density. We see that we can
regard Eq. (3.38) as a generalization to HN/Γ of the familiar method of images on the torus.
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The path integral interpretation. This stems from the use of the trace formula to compute
Tr exp(t∆Γ) and from its path integral representation, valid also on non simply connected spaces
[115]. The result for hˆ(nlγ) is essentially exp(−n2l2γ/4t). This is the exponential of the classical
action for a geodesic of length nlγ , the factor SN (n; lγ) resembles the Van Vleck-Morette de-
terminant and the integral involving ΦN the direct path contribution. The character χ(γ) also
must be present in general, but the path integral may select one or more among them. This hap-
pens, for instance, in the path integral treatment of identical particles, where only completely
symmetric or anti-symmetric wave functions are allowed. It would be certainly interesting to
establish this connection rigorously.
Finally, let us see how the trace formula itself comes out. Let us define the invariant function
u(X,Y ) = [cosh d(X,Y ) − 1]/2 = sinh2[d(X,Y )/2] (see Eq. (3.21)) and let K be an invariant
integral operator, its kernel being given by k(X,Y ). The invariance of the operator is equivalent
to the fulfilment of the condition k(X,Y ) = k(u(X,Y )), i.e. the kernel is a function of the
geodesic distance. Now to any function k(u) on [0,∞) with compact support, we can associate
the integral operator KΓ,χ in the space H(Γ, χ) defined by the kernel
KΓ,χ(X,Y ) =
∑
γ∈Γ
χ(γ)k(u(X, γY ))
(the sum if finite because k(u) has compact support and Γ is discrete). It can be proved that if
KΓ,χ is trace-class, then a function h(r) exists such that∑
j
h(rj) =
∫
FN
KΓ,χ(X,X)dX
=
∑
γ∈Γ
∫
FN
χ(γ)k(u(X, γX))dX =
∑
{γ}
χ(γ)
∫
Fγ
k(u(X, γX)dX . (3.42)
Once more, each number rj is the root of r
2
j = λj − ρ2N in the upper half complex plane and
the sum runs over the eigenvalues of AΓ,χ. We also denoted by dX = r
−Ndrdx1...dxN−1 the
invariant volume element and the integral extends over a fundamental domain for Γ. Moreover,
Fγ is a fundamental domain for C(γ), the centralizer of γ in Γ. In addition, the formula∫
HN
K(u(X,X))dX =
∫ ∞
0
h(r)ΦN (r)dr
holds for any trace-class integral operator acting on square integrable functions on HN .
The connection k(u)↔ h(r) is known as the Selberg transform [5]. In order to introduce such
a transform, we define the function p(z) = cosh−1 (1+ 2z) and its inverse z(p) = (cosh p− 1)/2.
For N = 2n + 1, the Selberg transform can be written as
k(u) =
(−1)n
(4π)n
hˆ(n)(p(u)) ,
hˆ(p) =
(4π)n
Γ(n)
∫ ∞
z(p)
k(x)[x− z(p)]n−1dx ,
while if N = 2n
k(u) =
2(−1)n
(4π)n
∫ ∞
u
hˆ(n)(p(z))(z − u)−1/2dz ,
hˆ(p) =
(4π)n
2π1/2Γ(n− 1/2)
∫ ∞
z(p)
k(x)[x− z(p)]n− 32 dx ,
from which we can reconstruct h(r) by the inverse Fourier transform. For a simple derivation of
both the theorem and the formulae see Ref. [114]. By hˆ(n)(p(u)) we indicate the nth derivative
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of hˆ(p(u)) with respect to the variable u. It should be noted that these formulae are a particular
case of the theorem on the expansion of an arbitrary spherical function in zonal functions (the
Fourier-Harish-Chandra transform), which is valid in more general cases than the ones considered
here.
Evaluating the integrals in Eq. (3.42), using Selberg transform, one finally gets the Selberg
trace formula. For the proof, we refer the reader to the literature (see for example Refs. [116, 114].
The central point is that the domain Fγ is very simple and this makes possible to perform
the integral. Here, we explicitly compute the contribution due to the identity element of the
isometry group, that is the term Ω(FN )k(0) in Eq. (3.42). The integral operator determined
by k(u(X,Y )) is the operator function h˜(∆) of the Laplace operator in HN , k(u) being related
to h(r) by Selberg transform. Thus we can expand k(u(X,Y )) over the eigenfunctions of the
continuous spectrum, which have been computed previously in the hyperboloid model. We
choose Y = 0 to be the bottom of the hyperboloid. In this way u(X, 0) = (coshσ − 1)/2 and
k(u(X, 0)) is a radial function. Thus, the expansion contains only zero angular momentum
eigenfunctions and reads
k(u(X, 0)) =
∫ ∞
0
ΦN (r)h(r)fλ(r)(X)fλ(r)(0) dr ,
since the radial eigenfunctions have density ΦN (r). They were defined so that fλ(0) = 1. Hence,
setting X = 0 we obtain the formula
k(0) =
∫ ∞
0
drh(r)ΦN (r)
between Selberg transform pairs determining the contribution of the identity.
3.4.2 The Selberg Z-function
This section is devoted to a brief discussion of Selberg Z-function and its associated Ξ-function,
with a heuristic derivation of their main properties. Let C be a contour in the complex plane from
+i∞ to +i∞ around the positive imaginary axis with anti-clockwise orientation and including
all the numbers irj . Then for any h(r) for which the Selberg formula holds, we may rewrite∑
j
∫
C
2z h(−iz)
z2 + r2j
dz = Ω(FN )
∫ ∞
−∞
drΦN(r)
∫
C
z h(−iz)
z2 + r2
dz
+
∑
{γ}
∞∑
n=1
χn(γ)lγ
SN (n; lγ)
∫ ∞
−∞
dr
einlγr
2π
∫
C
2z h(−iz)
z2 + r2
dz ,
The integration with respect to the variable r, in the second term on the right hand side of the
equation above, can be done without any problem. Since the function ΦN (r) goes like |r|N−1
for |r| → ∞, in order to exchange and perform the integration with respect to r also in the first
term, we introduce a regularization function f(r, ε), which is analytic for Re r ≥ 0, goes to zero
faster than |r|N−2 for |r| → ∞ and goes to 1 for ε → 0 (an example is f(r, ε) = (r + i)−ε with
ε > N − 2). Then we can easily make the integration in the r complex plane and, at the end,
take the limit ε→ 0. The final result reads∑
j
∫
C
2z h(−iz)
z2 + r2j
dz = πΩ(FN )
∫
C
ΦN (iz)h(−iz) dz +
∫
C
Ξ(z + ρN )h(−iz)dz ,
where Ξ(z) is the Selberg Ξ-function, defined for Re z > 2ρN = N − 1 by
Ξ(z) =
∑
{γ}
∞∑
n=1
χn(γ)lγ
SN (n; lγ)
e−(z−ρN )nlγ . (3.43)
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This shows that∑
j
2z
z2 + r2j
= πΩ(FN )ΦN (iz) + Ξ(z + ρN ) , (3.44)
where z → ΦN (iz) has to be considered as a regular analytic distribution and the series converge
in the space of regular analytic distributions [117].
The asymptotic behaviour SN (n; lγ) ≃ exp(nρN lγ) for large n and the known fact that the
number of conjugacy classes with a given length lγ is asymptotically l
−1
γ exp(2ρN lγ), show that
the Ξ-function is analytic in the half-plane Re z > N −1. Thus, from Eq. (3.44) we deduce that
Ξ(z) extends to a meromorphic function with simple poles at zj = ρN ± irj whose residues are
dj (the eigenvalues multiplicity), if the eigenvalue λj 6= ρN or 2dj , if λj = ρN . Moreover, since
ΦN (z) is an even function, while the left hand side of Eq. (3.44) is an odd function of z, we have
the functional equation
Ξ(z + ρN ) + Ξ(−z + ρN ) = −2πΩ(FN )ΦN (iz) . (3.45)
It can be proved that this holds true in any dimensions [118]. In even dimensions there are also
the additional poles of the density ΦN (iz) at zk = ±(ρN + k), k ≥ 0 with certain real residues,
say Rk. Since Ξ(z) is analytic for Re z > N − 1, it follows that Ξ(z) in even dimensions has
additional simple poles at zk = −k, k ≥ 0.
As shown by Selberg, the analytic properties of Ξ(z) permit the existence of a function Z(s)
such that
lnZ(s) = −
∑
{γ}
∞∑
n=1
χn(γ)
SN (n; lγ)n
e−(s−ρN )nlγ ,
then obviously Ξ(s) = Z ′(s)/Z(s) and Eq. (3.45) becomes a functional equation for Z(s) which
reads
Z(−s+ ρN ) = Z(s+ ρN ) exp
∫ s
0
2πΩ(FN )ΦN (iz)dz ,
where the complex integral in the exponent is over any contour not crossing the poles of ΦN (iz).
It can be shown that the residues of the function 2πΩ(FN )ΦN (iz) are multiples of the Euler
number of the manifold, so the integral is well defined. The poles of Ξ(s) become poles or zeroes
of Z(s). More precisely, if N is odd then Z(s) is an entire function of order N and all the poles of
Ξ(s) are zeroes of Z(s). If N is even there are the additional poles of the density ΦN(is). When
the residues Rk > 0, Z(s) has poles at all negative integers. This occur precisely when N = 4n,
as can be seen with some calculations. In all the other cases, the negative integers are zeroes of
Z(s) [118]. The point s = 0 is special. In odd dimensions it is always a zero, if χ(γ) = 1. In
even dimensions it can also be a non simple pole, depending on the Euler characteristic of the
manifold [118].
3.4.3 The Selberg trace formula for compact H3/Γ
From a physical point of view, this is certainly one of the most important cases. One peculiarity
is the explicit realization of the isometry group as PSL(2, IC) = SL(2, IC)/{−1, 1} and the pos-
sibility to make use of complex numbers formalism. A second fact is the possibility to include
elliptic elements into the trace formula. When Γ is a discrete subgroup of PSL(2, IC) containing
elliptic elements, the space H3/Γ is called the associated 3-orbifold. It is known that H3/Γ is
always a manifold, but the Riemannian metric is singular along the axis of rotation of elliptic
elements.
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Using complex numbers, we can represent H3 ≡ {X = (z, r)|z = x1 + ix2 ∈ IC, r = x3 ∈
(0,∞)}, with the Riemannian metric dl2 = (dz¯dz + dr2)/r2. The group SL(2, IC) acts on H3 in
the following way. Given a matrix σ ∈ SL(2, IC)
σ =
(
a b
c d
)
(3.46)
and X ∈ H3, one defines the following orientation preserving isometry [119, 120]:
σX =
(
(az + b)(c¯z¯ + d¯) + ac¯r2
|cz + d|2 + |c|2r2 ,
r
|cz + d|2 + |c|2r2
)
. (3.47)
It is evident that the isometry determines σ up to sign. Eq. (3.47) is simply a special way to
rewrite the generators of G3 (see Sec. 3.4).
As in the general case, all elements of PSL(2, IC) belong to one of the following conjugacy
classes: elliptic, loxodromic and parabolic and, in this case, we also discuss the case correspond-
ing to Γ containing elliptic elements. From the normal form of the isometries we have discussed
in Sec.(3.4), we see that every loxodromic element γ ∈ Γ is conjugate in PSL(2, IC) to a unique
element D(γ) of the form
D(γ) =
(
aγ 0
0 a−1γ
)
, |aγ | > 1 . (3.48)
From Eq. (3.47) we see that D(γ) is a dilatation in the vertical line H1 with dilatation factor
|aγ |2. The number Nγ = |aγ |2 is called the norm of γ and lγ = lnNγ . The phase of aγ is an
SO(2) rotation in IC around H1. Every elliptic element α ∈ Γ is conjugate in PSL(2, IC) to a
unique element D(α) of the form
D(α) =
(
ξα 0
0 ξ−1α
)
, |ξα| = 1. (3.49)
From Eq. (3.47), we see that D(α) is a rotation in IC around the origin with angle θ = 2arg ξα.
Let Cγ be the centralizer of γ in Γ. Again Cγ in infinite cyclic but this time it may contain a
discrete group of rotations around the axis of γ (since these commute with γ). We denote by
Rγ the one with minimal rotation angle and by mγ its order, so that (Rγ)
mγ = 1. Similarly, the
centralizer Cα of any elliptic element is infinite cyclic so it must contain loxodromic elements
[119, 121]. The reason is very simple. From the normal form of α and γ given by Eqs. (3.48)
and (3.49), it follows that the dilatations in H1 commute with D(α). Hence, Cα will contain a
discrete group of dilatations on H1 and it is a known fact that such a group is discontinuous
if and only if it is infinitely cyclic. Let us choose a primitive element among the loxodromic
elements in Cα and call Nα its norm. This is uniquely determined by α, since the square
modulus eliminates the rotational part. Moreover, each elliptic α is the power of a primitive
elliptic element whose order is denoted by mα (simply take the rotation with minimal rotation
angle around the axis of α). Finally, let we choose a character χ for Γ.
From Eq. (3.39) we have 2π2Φ3(r) = r
2 and ρ3 = 1. Moreover Eq. (3.41) gives
S3(n; lγ) = |anγ − a−nγ |2 ,
where the determinant has been written using the SL(2, IC) representation. Nevertheless, the
contribution of primitive loxodromic elements to the trace is not yet determined if there are
elliptic conjugacy classes. This is because in the strictly loxodromic case all the conjugacy
classes have been parametrized by the powers γn, with γ primitive. In the present case, they are
parametrized by the powers γn(Rγ)
j, where 0 ≤ j < mγ and Rγ is the rotation of minimal angle
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around the axis of γ whose order was denoted bymγ . In fact, two different elements among these
powers are not conjugate in Γ and it is not hard to see that they form a complete representative
system of all conjugacy classes, if γ runs through all primitive loxodromic elements.
The Selberg trace formula for scalar fields, in the presence of elliptic elements is now [119]
∑
j
h(rj) =
Ω(F3)
2π2
∫ ∞
0
h(r)r2dr
+
∑
{α}
mα−1∑
n=0
χn(α) lnNα
mα|(ξα)n − (ξα)−n|2 hˆ(0)
+
∑
{γ}
∞∑
n=1
mγ−1∑
j=0
χn(γ)lγ
mγ |(aγ)nζj − (aγ)−nζ−j|2 hˆ(nlγ) .
The summations are extended over the primitives elliptic {α} and hyperbolic {γ} conjugacy
classes in Γ, as we have done in arbitrary dimensions. All symbols have been defined above but
the complex numbers ζ, ζ−1. They are the eigenvalues of Rγ and have modulus one. Because Rγ
has finite order mγ , ζ
2mγ = 1 so ζ is a primitive 2mγ-th root of unity. Once more, the integral
is the contribution of the identity class with the density Φ3(r).
The general discussion we have presented in Sec.(3.4.1) about the trace formula remains
valid in this case, except for the geometric description. In particular, Eq. (3.42) is the starting
point for the trace formula also if elliptic elements are allowed.
For use later on, it is convenient to introduce the compact notation
E =
∑
{α}
mα−1∑
n=0
χn(α) lnNα
mα|ξnα − ξ−nα |2
,
H(γ;n) =
mγ−1∑
j=0
χn(γ)lγ
mγ |a(γ)nζj − a−n(γ)ζ−j |2 .
The real number E is called the elliptic number of the manifold H3/Γ. Its meaning in terms
of the geometric properties of H3/Γ is unclear. However, if any two associated 3-orbifolds have
the same eigenvalue spectrum, then the volumes and the elliptic numbers are the same. This is
known as (part) of Huber theorem.
The Selberg Ξ-function is here defined as in N -dimensions by
Ξ(z) =
∑
{γ}
∞∑
n=1
mγ−1∑
j=0
χn(γ)lγ
mγ |(aγ)nζj − (aγ)−nζ−j|2 e
−(z−1)nlγ
and again, with indefinite integration Z(s) = exp
∫
Ξ(z)dz. This function is an entire function
of order three [119] and satisfies the functional equation
Z(−s+ 1) = Z(s+ 1) exp
(
−Ω(F3)s
3
3π
+ 2Es
)
.
It may be of interest to mention that if λ = 1 is an eigenvalue of multiplicity m, then s = 1 is a
zero of Z(s) of multiplicity 2m.
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3.4.4 The Selberg trace formula for compact H2/Γ
Here again the use of complex numbers is useful. We take H2 = {z ∈ IC| Im z > 0}. We shall be
interested in the so called Fuchsian group of the first kind, namely a discrete group of motion of
H2 for which there exists a fundamental domain with a finite invariant measure. The group of all
orientation preserving isometries is PSL(2, IR) = SL(2, IR)/{1,−1}), acting on H2 by fractional
linear transformations z → (az + b)/(cz + d). According to a classical result due to Fricke, any
Fuchsian group of the first kind is finitely generated and a certain standard system of generators
and relations may be given (see for example Ref. [122]). The measure of the fundamental domain
can be computed in terms of signature (g,m1, ...,ml, h)
Ω(F2) = 2π
2g − 2 + l∑
j=1
(
1− 1
mj
) ,
where g is the genus and the numbers mj and h are associated with elliptic and parabolic
generators respectively. If we allow Γ to contain elliptic, but no parabolic elements, the orbifold
H2/Γ will be compact, but the Riemannian metric will be singular at the fixed points (not lines
as in H3/Γ) of the elliptic elements. The canonical form of a loxodromic element is easily seen
to be a dilatation
γ =
(
a 0
0 a−1
)
, a > 1 .
The number Nγ = a
2 is the dilatation factor of γ or the norm of γ. Since the matrix trace
is invariant under conjugation, we see that γ is loxodromic if and only if (Tr γ)2 > 4. Every
hyperbolic element γ is always a power of a primitive one, which is uniquely determined by γ
itself. This is the dilatation with the smallest possible dilatation factor.
The canonical form of an elliptic element is
α =
(
cos θ − sin θ
sin θ cos θ
)
.
This is a non linear rotation around the point i = (0, 1). We call θ ∈ [0, π] the angle of rotation.
Thus α is elliptic if and only if ( trα)2 < 4. This non linear realization of rotations is peculiar of
H2, since there are no true linear rotations around the vertical line H1. Every elliptic element
α is also a power of a uniquely determined primitive one. This is also the non linear rotation
around the fixed point of α with the smallest possible angle. The angle is θ0 = π/m for some
integer m (otherwise the group is not discrete). The order of the corresponding rotation is
thus m (actually, the m-th power of this primitive rotation is −1, but this is the identity in
PSL(2, IR)). Finally, an element β is parabolic if and only if ( trβ)2 = 4.
Eq. (3.39) gives 2πΦ2(r) = r tanhπr and ρ2 = 1/2. Furthermore, in 2-dimensions the
rotation Λγ = 1 for all γ. Then Eq. (3.41) simply gives
S2(n; lγ) = 2 sinh
(
nlγ
2
)
.
The contribution of hyperbolic elements is thus determined as in N -dimensions. But now we
have also elliptic elements. The Selberg trace formula for scalar fields on compactH2/Γ including
elliptic conjugacy classes is [116, 123]∑
j
h(rj) =
Ω(F2)
2π
∫ ∞
0
drh(r)r tanhπr
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+
∑
{γ}
∞∑
n=1
χn(γ)lγ
2 sinh
(
nlγ
2
) hˆ(nlγ)
+
∑
{α}
mα−1∑
j=1
χj(α)
2mα sin
jπ
mα
∫ ∞
−∞
exp
(
−2πrjmα
)
1 + exp(−2πr)h(r)dr .
The summations are extended over the primitive elliptic {α} and hyperbolic {γ} conjugacy
classes in Γ and each number mα is the order of the primitive representative α.
In 2-dimensions and without elliptic elements, the Selberg Z-function admits a simple prod-
uct representation
Z(s) =
∏
{γ}
∞∏
k=0
(
1− χ(γ)e−(s+k)lγ
)
and Ξ(s) = Z ′(s)/Z(s). Such infinite product representations also exist in any dimension but
they are much more complicated. Z(s) is an entire function of order two, with trivial zeroes at
sk = −k, k = 1, 2, ..,∞, of multiplicity (2g − 2)(2k + 1), where g is the genus of the Riemann
surface H2/Γ. For trivial character, s = 0 is a zero of multiplicity 2g − 1 and s = 1 is a simple
zero. Moreover, there are non trivial zeroes at sj = 1/2 ± irj , in agreement with the general
discussion. The functional equation is
Z(1/2 − s) = Z(1/2 + s) exp
[
−Ω(F2)
∫ s
0
z tan(πz)dz
]
.
Since Z(s) has a simple zero at s = 1 for trivial character, it follows that Z ′(1) is non zero. This
quantity is important because it determines the functional determinant of the Laplace operator
on a Riemann surface.
3.4.5 Recurrence relations for heat kernel and ζ-function
We know that for physical applications heat kernel and ζ-function related to the Laplace-
Beltrami operator ∆N acting on fields inH
N/Γ are relevant. Then we choose h(r) = exp(−t(r2+
̺2N )), compute the trace of the heat kernel using Eq. (3.38) and then, using Eq. (2.13) we
shall also get the ζ-function. Alternatively, we can obtain the ζ-function by choosing h(r) =
(r2+̺2N )
−s and directly apply the Selberg trace formula. It is convenient to distinguish between
the contribution to these quantities coming from the identity and the hyperbolic elements of the
isometry group. In 2 and 3-dimensions also the contribution of elliptic elements shall be taken
into account.
By a simple calculation we obtain
Tr e−t LN = Ω(FN )e−tα2
∫ ∞
0
e−tr
2
ΦN (r) dr +
e−tα2
(4πt)1/2
∑
{γ}
∞∑
n=1
χn(γ)lγ
SN (n; lγ)
e−(nlγ )
2/4t ,
= KI(t| LN ) +KH(t| LN ) , (3.50)
ζ(s| LN ) = Ω(FN )
∫ ∞
0
(r2 + α2)−sΦN (r) dr
+
1√
πΓ(s)
∑
{γ}
∞∑
n=1
χn(γ)lγ
SN (n; lγ)
(
2α
nlγ
) 1
2
−s
K 1
2
−s(nlγα) ,
= ζI(s| LN ) + ζH(s| LN ) . (3.51)
For the sake of generality and for future applications, we again consider the operator  LN =
−∆N +α2+κ̺2N . Note that in contrast with the spherical case now α2 is always positive, since
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κ < 0. α2 = 0 and α2 = m2 − κ̺2N give the conformal and minimal couplings respectively,
while α2 = −κ̺2N corresponds to the massless case (note that we think of HN as the spatial
section of an ultrastatic N + 1 dimensional manifold. Only in this case α2 = 0 corresponds to
the conformal coupling).
Using recurrence relation (3.40) we easily get a recurrence formula for KI(t| LN ) which is
very similar to the corresponding equation on SN , Eq. (3.14). It reads
KI(t| LN+2)
Ω(FN+2) = −
1
2πNΩ(FN )
[
∂t + α
2 + κ̺2N
]
KI(t| LN ) .
We also have recurrence formulae for the spectral coefficients and also for ζI(s| LN ), that is
Kn( LN+2)
Ω(FN+2) = −
1
2πNΩ(FN )
[
n+N
2
Kn( LN ) + (α
2 + κ̺2N )Kn−2( LN )
]
,
ζI(s| LN+2)
Ω(FN+2) = −
1
2πNΩ(FN )
[
(α2 + κ̺2N )ζ˜I(s| LN )− ζ˜I(s− 1| LN )
]
. (3.52)
Knowing the partition function on H2 and H3 and using this latter equation we can obtain the
partition function for a scalar field on HN . It is easy to see that Eq. (3.52) is valid also for the
corresponding regularized functions according to Eq. (2.34). Equations above are formally the
same ones that we had in Sec. 3.2 for the spherical case. The only difference is the sign of the
curvature. The specific computations for H2/Γ and H3/Γ are collected in Appendix C.
The topological contribution to ζ due to hyperbolic elements (the last term in Eq. (3.51))
can be conveniently expressed in terms of the logarithmic derivative of Selberg Z-function. In
fact, using a suitable integral representation for Kν (see Appendix D) and definition (3.43) we
have
ζH(s| LN ) = α
1−2s sinπs
π
∫ ∞
1
(u2 − 1)−s Ξ(uα+ ̺N ) du , (3.53)
which gives an integral representation of ζH(s| LN ) valid for Re s < 1. Deriving the latter
expression at the point s = 0, we obtain the expression, which is relevant in the discussion of
the factorization formulae of the next subsection
ζ ′H(0| LN ) = − lnZ(α+ ̺N ) . (3.54)
In the particular but important cases in which the hyperbolic section has 2 or 3 dimensions,
we are able to compute also the elliptic contributions to the ζ-function. The results are reported
in Appendix C, where for reader convenience we collect some representations for ζ-function on
H3/Γ and H2/Γ.
3.4.6 A factorization formula and zero modes
We finish the section with some considerations on the possible presence of zero modes. First of
all we define the numbers bNk by means of
ΦN (r) =
(N−3)/2∑
k=0
bNk r
2k r
2
2π2
, for odd N ≥ 3 ,
ΦN (r) =
(N−2)/2∑
k=0
bNk r
2k r tanhπr
2π
, for even N ≥ 2 .
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These can be easily computed making use of Eq. (3.40). For example we have
a30 = 1 , a
5
0 = a
5
1 =
1
6π
,
a20 = 1 , a
4
0 =
1
16π
, a41 =
1
4π
.
In this way we can write
ζI(s| LN ) = Ω(FN )
(N−3)/2∑
k=0
bNk
Γ(k + 32)Γ(s − k − 32)
4π2Γ(s)
α3+2k−2s ,
ζI(s| LN ) = Ω(FN )
(N−2)/2∑
k=0
bNk
[
Γ(k + 1)Γ(s − k − 1)
4πΓ(s)
α2+2k−2s
− 1
π
∫ ∞
0
(r2 + α2)−s r2k+1
1 + e2πr
dr
]
,
which are valid for odd N ≥ 3 and even N ≥ 2 respectively. By setting ζI(s| LN ) = KN ( LN )Γ(s+1) +
I(s| LN )
Γ(s) , for odd N ≥ 3 we easily obtain
KN ( LN ) = 0 , I(0| LN ) = Ω(FN )
(N−3)/2∑
k=0
bNk
Γ(k + 32)Γ(−k − 32)
4π2
α3+2k , (3.55)
while for even N ≥ 2, after some calculations we get
KN ( LN ) = Ω(FN )
(N−2)/2∑
k=0
bNk
[
(−α2)k+1
4π(k + 1)
− Γ(2k + 2)(1 − 2
−2k−1)ζR(2k + 2)
π (2π)2k+2
]
,
I(0| LN ) = −γKN ( LN ) + Ω(FN )
(N−2)/2∑
k=0
bNk
[
(−α2)k+1
4π(k + 1)
(
Ck+1 − lnα2
)
+
1
π
∫ ∞
0
ln(r2 + α2) r2k+1
1 + e2πr
dr
]
, (3.56)
where γ is the Euler-Mascheroni constant and Cn =
∑n
k=1 1/k.
Now we consider the pure Laplacian L = −∆N in HN/Γ and take into consideration the
possible presence of N zero-modes. In order to deal with them, we have already pointed out in
Sec. 2.2 that it is convenient to make use of the operator Lλ = L + λ, with λ a suitable non
negative parameter and define the determinant of L by means of Eq. (2.23), namely
detL =
e−γKN (L)
N !
dN
dλN
exp[−G(0|Lλ)] (3.57)
Recalling the definition of G(s|L) = Γ(s)ζ(s|L)−KN (L)/s (Eq. (2.20)), Eqs. (3.51) and (3.54)
we can write
G(0|Lλ) = I(0|Lλ)− lnZ(ρN +
√
ρ2N + λ) . (3.58)
Looking at Eqs. (3.55) and (3.56), we see that I(0| LN ) is well defined also in the limit
α2 → ̺2N , which corresponds to the pure Laplacian. This means that possible singularities
for λ → 0 in the determinant of the Laplacian come from Selberg Z-function and this is in
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agreement with the fact that zero-modes come from non trivial topology. In fact we have the
factorization formula
Z(ρN +
√
ρ2N + λ) = λ
N exp[γKN (Lλ) + I(0|Lλ)− f ′(0|Lλ)] , (3.59)
where f(s|Lλ) = ζ(s|Lλ) −Nλ−s is well defined in the limit λ → 0. Eq. (3.59) tells us that if
N zero-modes are present, the Selberg Z(s)-function has a zero of multiplicity N at s = 2ρN =
N − 1, in agreement with the general results reported in Ref. [118] and discussed in Sec. 3.4.2.
However, the presence of zero modes depends on the characters χ.
Finally, by Eq. (3.57) we get the regularized determinant for the Laplace operator in the
form
detL =
1
N ! exp[−γKN (L)− I(0|L)]Z
(N )(2ρN ) . (3.60)
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4 Zero temperature quantum properties on ultrastatic mani-
folds with constant curvature section
Here we recall some basic properties concerning quantum field theory in ultrastatic space-times.
It has been proved in Ref. [124] that any conformally flat, ultrastatic space-time is locally the
Minkowski space, the Einstein static universe or the open Einstein universe, namely IR × H3
with the product metric. Actually this holds true in arbitrary dimensions, in which case we
denote by MN the corresponding spatial section. The global topology of such spaces however
can be very involved and firstly only simply connected space-times have been considered. Later,
in Refs. [125, 126, 127] field theories on space-times carrying non-trivial topology have been
considered. WhenMN has constant curvature, the spaces IR×MN are all conformally flat. The
question arises whether they are globally hyperbolic, due to the importance that this property
has for the quantum theory. One can easily see that this cannot be the case if the spatial section
is incomplete as a Riemannian manifold. It is a known fact that any ultrastatic space-time
is globally hyperbolic provided the spatial section is a complete Riemannian manifold [128].
Furthermore, in the physical 4-dimensional case, we have the Fulling-Narcowich-Wald theorem
[129], stating that the Hadamard elementary solution of the wave equation has the singularity
structure of the Hadamard form. The consequences of this for the renormalization program
are well known. When the spatial section of space-time is simply connected and maximally
symmetric, it can be shown that the renormalized vacuum stress tensor takes the general form
Tij =
1
3
ρv[gij + 4ξiξj] (4.1)
and thus it is completely determined by the vacuum energy density. Here ξi is the global time-
like killing field which defines the given ultrastatic space-time. Now we discuss these issues for
the three possible ultrastatic geometries but admitting non trivial global topology.
4.1 The vacuum energy for massive scalar fields on IR× TN
This is a well studied case, see for example Ref.[130]. The regularized vacuum energy for a scalar
field on an ultrastatic manifold can be obtained using Eq. (2.72). Here we have to deal with
an operator of the kind LD = −∂2τ +  LN with D = N + 1 and  LN = −∆N +m2 represents an
operator acting on fields in TN . As in Sec. 3.2, we call ri (i = 1, . . . , N) the radii of the circles.
Then, using Eqs. (2.34), (2.72) and (3.4) for the vacuum energy Ev we obtain, for even D
Ev = ν
(−1
4π
)D
2 ΩNm
D
(D/2)!
[
ln(m2ℓ2)− CD/2
]
− νΩNm
D
(4π)
N
2 Γ(D+12 )
∑
~n 6=0
∫ ∞
1
(u2 − 1)N2 e−2πm|~n·~r|u du , (4.2)
while for odd D
Ev = −νΩNΓ(−D/2)m
D
(4π)
D
2
− νΩNm
D
(4π)
N
2 Γ(D+12 )
∑
~n6=0
∫ ∞
1
(u2 − 1)N2 e−2πm|~n·~r|u du , (4.3)
with CD =
∑D
k=1 1/k and ~n ∈ ZZN .
Now we specialize this result to a 3-torus universe and describe the stress tensor for the
untwisted, massive scalar field. With the three radii of the torus let us form the four vector
N i = 2π(0, r1, r2, r3), the integer vector ~n = (n1, n2, n3) and let ξ
i be the globally time-like
Killing field of IR × T 3. In the natural coordinate system (t, ~x), ~x ∈ T 3 it takes the form
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ξi = (1, 0, 0, 0). Moreover we denote ̺i = (x − y)i, x, y ∈ IR × T 3. The Hadamard elementary
function on the torus is then given as the images sum
G
(1)
T (x, y) =:< 0|{φ(x), φ(y)}|0 >=
∑
~n
G(1)(gij(̺
i +N i)(̺j +N j)) .
Here, {φ(x), φ(y)} is the anticommutator and G(1)(x, y) is the Hadamard function for flat
Minkowski space (see for example Ref. [3] and references therein). This function then defines a
global vacuum state for the torus universe. For a minimally coupled scalar field, the quantum
expectation value of the stress tensor in this vacuum is defined by
Tij =
1
2
lim
y→x
[
∇xi∇yj −
1
2
gij
(
∇xk∇y
k
+m2
)]
G(1)s (x, y) ,
where the Minkowski (~n = 0) term has been subtracted from G
(1)
T (x, y) in order to define the
singularity free function G
(1)
s (x, y). As a result, the stress tensor takes the form
Tij = Agij +BgiµgjνN
µNν ,
in which
A = −m
4
4π2
∑
~n 6=0
1
U2n
K2(Un) , (4.4)
B = −m
6
4π2
∑
~n 6=0
[
3
U4n
K2(Un) +
1
U3n
K
′′
1 (Un)
]
,
where Un = m
√
gijN iN j. For m = 0, the stress tensor becomes
Tij =
1
2π2
∑
~n
gijN
2 − 4gikgjlNkN l
(gµνNµNν)3
, N2 =: gijN
iN j . (4.5)
Another important case is a massless field on the equilateral torus for which r1 = r2 = r3.
The stress tensor takes the form announced above, i.e.
Tij =
1
3
ρv[gij + 4ξiξj] ,
where ρv = Ω
−1
3 Ev is actually the limit m → 0 in Eq. (4.3) and is also given by Eq. (4.5) by
means of Epstein function (see Appendix D)
ρv = − 1
2π2
∑
~n
1
(gijN iN j)2
.
Hence, the (negative) vacuum energy density determines the stress tensor.
For the non-equilateral torus, one can compute the three principal pressures P(i), i = 1, 2, 3.
With a simple calculation we get (here the sum is excluded)
P(i) = −ρv − ri
∂ρv
∂ri
,
where ρv = Ω
−1
3 A, A given by Eq. (4.4). Thus
ρv −
3∑
i=1
P(i) ≥ 0
and also in this case the energy density determines the stress tensor. We see that the above
renormalization ansatz is equivalent to the ζ-function prescription of removing the first term in
Eq. (4.2).
52
4.2 The vacuum energy for massive scalar fields on IR× SN
Now we review Einstein-like static universes, which have been extensively studied, for example,
in Refs. [131, 132, 6]. As in the previous section, we consider an operator of the kind LD =
−∂2τ +  LN , but now  LN = −∆N +α2+κ̺2N acts on fields in SN . We have κ̺2N = κ(N −1)2/4 =
R(N − 1)/2N . We would like to compute vacuum energy ESv ( LN ) for such systems. As a first
step, we carry on the computation for the two cases in which the manifold is IR×S1 and IR×S2
with the assumption that α2+ κ̺2N is not vanishing (no zero-modes). Using Eqs. (2.34), (2.72),
(C.2) and (3.18) we obtain the results
ESv ( L1) = −
νΩ1α
2
4π
(
ln(ℓ2α2)− 1
)
− 2νΩ1α
2
π
∫ ∞
1
√
u2 − 1
e2παru − 1 du , (4.6)
ESv ( L2) = −
νΩ2α
3
12
∫
Γ
(
1 +
|κ|z2
α2
)3/2
dz
cos2 πz
. (4.7)
where in Eq. (4.6) r is the radius of S1.
When α2 + κ̺2N = 0, zero-modes are present. In this case, for S
1 we have to consider only
the right hand side of Eq. (C.2), so that the ζ-function becomes 2r2sζR(2s)-function and the
vacuum energy Ev(−∆S1) = 2νζR(−1)/r, while for S2 we have to exclude the branch point
z = |κ|1/2/2 from the path of integration in Eq. (4.7).
Using Eq. (3.15) in any D + 2 dimensional manifold of the kind IR× SN+2 we get
ESv ( LN+2)
ΩN+2
= − 1
2πNΩN
[
(α2 + κ̺2N )E
S
v ( LN )− νζ(r)(−3/2| LN )
]
.
Using Eq. (3.15) we also see that vacuum energies ESv ( LN ) are determined by the values of
ζ(r)(s| L1) or ζ(r)(s| L2) at the points s = −n/2, with n any odd integer smaller than or equal to
N . Note that ζ(s| L2) has only a pole at s = 1 and therefore (as we know) the vacuum energy
does not need renormalization.
For the sake of completeness, we report also the expression of vacuum energy in 3 + 1
dimensions. This is the Einstein static universe first treated in Ref. [131]. It reads
ESv ( L3) = −
νΩ3α
4
32π2
(
ln(ℓ2α2)− 3
2
)
+
νΩ3α
4
π2
∫ ∞
1
u2
√
u2 − 1
e2πα|κ|−1/2u − 1 du . (4.8)
The renormalization procedure employed in Ref. [131] amounts, in the present treatment, to
omit the first term in the formula. The renormalized stress tensor is again given by Eq. (4.1)
with ρv = Ω
−1
3 ER, where ER is the last term in Eq. (4.8).
4.3 The vacuum energy for massive scalar fields on IR×HN/Γ
This case has recently been studied in Refs. [133, 93, 134]. Here  LN = −∆N + α2 + κ̺2N acts
on fields in HN/Γ. Note that in contrast with the case treated above, now R = N(N − 1)κ is
negative. First of all we concentrate on the contribution to vacuum energy due to the identity
element of the group Γ. We shall indicate it by EIv ( LN ). As a first step we carry on the
computation for the two cases in which the manifold is IR×H3/Γ and IR×H2/Γ and then we
extend the results to any dimension by using the recurrence relations (3.52).
In the first case we have the heat coefficients in a closed form and so, using Eqs. (2.34),
(2.72) and (C.6) we obtain
EIv ( L3) = −
νΩ(F3)α4
32π2
(
ln(ℓ2α2)− 3
2
)
,
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which differs from the analog expression in flat space-time for a modification of the mass term
by the constant curvature. In the zeta-function treatment, the usual renormalization ansatz (see
Ref. [135] and references therein) for the open Einstein universe amounts to remove the entire
expression, thus getting a vanishing vacuum energy. The renormalized stress tensor is given by
Eq. (4.1) with ρv = 0, hence it is zero. The same conclusion is reached in Ref. [136].
In the second case, since the manifold without boundary has odd dimension, all odd coeffi-
cients of the heat kernel are vanishing. As a result, there is no ℓ ambiguity. Using Eq. (C.10),
we get
EIv ( L2) = −
νΩ(F2)α3
6
∫ ∞
0
(
1 +
|κ|r2
α2
)3/2
dr
cosh2 πr
.
Now, using Eq. (3.52) in any D+ 2 dimensional manifold of the kind IR×HN+2/Γ we have
EIv ( LN+2)
Ω(FN+2) = −
1
2πNΩ(FN )
[
(α2 + κ̺2N )E
I
v ( LN )− νζ(r)I (−3/2| LN )
]
,
from which we see that in order to compute the contribution to vacuum energy due to the
identity of the group Γ, it is sufficient to know ζ(s| L2) and ζ(s| L3) at the negative half-integers.
The topological contribution due to hyperbolic elements only, can be easily expressed in
terms of Selberg Ξ-function making use of Eq. (3.53). One has
EHv ( LN ) = −
να2
π|κ|1/2
∫ ∞
1
√
u2 − 1 ΞN (uα|κ|−1/2 + ̺N ) du . (4.9)
Due to the properties of Selberg Ξ-function, this contribution to vacuum energy is always neg-
ative if one is dealing with untwisted fields, i.e. χ = 1 [93, 134].
Finally, in 4 (N = 3) and 3 (N = 2) dimensions we are able to evaluate also the contribution
to vacuum energy due to elliptic elements of the Γ isometry group. In fact, using Eqs. (C.8) and
(C.11) we obtain [137]
EEv ( L3) = −
νEα2
4π
(
ln(ℓ2α2)− 1
2
)
,
EEv ( L2) = 4να
∫ ∞
0
√
1 +
|κ|r2
α2
E2(r) dr
and we see that the above renormalization ansatz is not sufficient to get rid of all the arbitrary
scale dependences of the vacuum energy.
In the conformal case (α = 0) the vacuum energy is trivially vanishing (in 3+1-dimensions).
Note however that if λ = 1 is an eigenvalue of  L3, the limit is trickier since the integrand in
Eq. (4.9) has a simple pole just at α = 0.
4.4 The self-interacting scalar field
Here we concentrate our attention on a self-interacting scalar field defined on an ultrastatic
space-timeM△ in which the spatial section is a manifold with constant curvature. For the sake
of generality, we shall derive a general expression for the one-loop effective potential on such kind
of space-times and then we shall discuss in detail the case in which the spatial section is H3/Γ,
the discrete group of isometries containing hyperbolic elements only. When Γ contains elliptic
elements, conical-like singularities appear in the manifold, and in this case the renormalization
becomes quite delicate. For a discussion of similar situations see Ref. [138]. We analyze the
possibility of symmetry breaking (or symmetry restoration) due to topology. We shall see that
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the sign of the square of the topological mass will depend on the character of the field, being
positive for trivial character (untwisted fields-possible symmetry restoration). For twisted fields
there could exist a mechanism for symmetry breaking. Here we shall use ζ-function regularization
but, as we already have pointed out, other regularizations are equally good.
We start with the classical Euclidean action for the scalar field
S[φ, g] =
∫
M4
[
−1
2
φ∆φ+ Vc(φ,R)
]√
gd4x , (4.10)
where the classical potential reads
Vc(φ,R) =
λφ4
24
+
m2φ2
2
+
ξRφ2
2
.
From Eq. (4.10) we obtain the small disturbance operator
L = −∆+ V ′′c (φc, R) = −∆+m2 + ξR+
λφ2c
2
,
the prime representing the derivative with respect to φ.
Using ζ-function regularization and Eq. (2.47), we write the one-loop quantum corrections
to the effective potential in the convenient form
V (1)(φc, R) = − 1
2V (M)ζ
′(0|Lℓ2)
=
1
64π2
[
2a2 ln(M
2ℓ2)− 3
2
M4
]
+ f(φc, R) ,
where a2 is the spectral coefficient defined in Appendix B.1 and M
2 = −a1 is a function of
(constant) φc and R. We have introduced the quantity
f(φc, R) =
3M4
128π2
− ζ
′(0|L/M2)
2V (M) ,
which does not depend on the renormalization parameter ℓ. Its utility shall become clear in the
following.
Specializing Eqs. (B.1) and (B.2) to ultrastatic manifolds with constant curvature spatial
section and recalling that, since we are computing the effective potential, V (x) = V ′′c (φc, R) is a
constant, we obtain
V (1)(φc, R) =
1
64π2
[(
M4 − c0R
2
2
)
ln(M2ℓ2)− 3
2
M4
]
+ f(φc, R) ,
with
M2 = V ′′c (φc, R)−
R
6
= m2 +
(
ξ − 1
6
)
R+
λφ2c
2
.
In this way, only c0 and f(φc, R) depend on the chosen manifold. Note that only R
2 appears
in the expression for a2, since for the manifolds we are considering, all curvature invariants are
proportional to R. For a more general treatment see Ref. [139].
It follows that the one-loop quantum corrections to the classical action generate quadratic
terms in the curvature [45], so for the gravitational contribution we have to take the expression
Vg = Λ+ α1R+
α2R
2
2
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and we must add to the classical potential a counterterm contribution, which reflects the struc-
ture of the one-loop divergences. It has the form
δV (φc, R) = δΛ +
δλφ4c
24
+
δm2φ2c
2
+
δξRφ2c
2
+ δα1R+
δα2R
2
2
, (4.11)
Λ ∼ 0, α1 and α2 being the cosmological and coupling constants respectively. As a result, the
renormalized one-loop effective potential reads
Veff = Vc + Vg + V
(1) + δV = Vc + Vg + V
(1)
eff .
When it will be convenient, we shall denote by δηq ≡ (δλ, δm2, δξ, δα1, δα2) the set of whole
counterterm coupling constants.
4.4.1 Renormalization conditions.
The quantities δηq, which renormalize the coupling constants, are determined by the following
renormalization conditions (see for example Refs. [50, 140])
∂4V
(1)
eff (φ1, R1)
∂φ4c
= 0 ,
∂V
(1)
eff (0, 0)
∂R
= 0 ,
∂2V
(1)
eff (0, 0)
∂φ2c
= 0 ,
∂2V
(1)
eff (φ5, R5)
∂R2
= 0 , (4.12)
∂3V
(1)
eff (φ3, R3)
∂R∂φ2c
= 0 , V
(1)
eff (φ0, 0) = 0 .
The latter equation is equivalent to say that the the cosmological constant is equal to Vc(φ0, 0),
φ0 =< φc > being the mean value of the field. The choice of different points (φc, R) ≡ (φq, Rq)
in the renormalization conditions which define the physical coupling constants, is due to the fact
that in general they are measured at different scales, the behaviour with respect to a change of
scale being determined by the renormalization group equations (2.53), discussed in Sec. 2.4. By
a suitable choice of (φq, Rq), Eqs. (4.12) reduce to the conditions chosen by other authors (see
for example Refs. [50, 140]).
From such conditions, after straightforward calculations we get the counterterms
64π2 (δΛ + f(φ0, 0)) = 64π
2
[(
∂2f(0, 0)
∂φ2c
−m2
)
φ20
2
+
(
∂4f(Φ1)
∂φ4c
− λ
)
φ40
24
]
−λm2φ20
[
1− ln(m2ℓ2)
]
+M40
[
3
2
− ln(M20 ℓ2)
]
+
λ2φ40
4
ln(M21 ℓ
2)− λ
4φ40φ
4
1
12M41
+
λ3φ40φ
2
1
2M21
,
64π2
[
δλ+
∂4f(φ1, R1)
∂φ4c
]
= −6λ2 ln(M21 ℓ2) +
2λ4φ41
M41
− 12φ
2
1λ
3
M21
,
64π2
[
δm2 +
∂2f(0, 0)
∂φ2c
]
= 2λm2
[
1− ln(m2ℓ2)
]
,
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64π2
[
δξ +
∂3f(φ3, R3)
∂R∂φ2c
]
= −2λ
(
ξ − 1
6
)
ln(M23 ℓ
2)−
2λ2
(
ξ − 16
)
φ23
M23
+
c0λR
2
3
M23
(
1− λφ
2
3
M23
)
,
64π2
[
δη4 +
∂f(0, 0)
∂R
]
= 2m2
(
ξ − 1
6
)[
1− ln(m2ℓ2)
]
,
64π2
[
δη5 +
∂2f(φ5, R5)
∂R2
]
= −
[
2
(
ξ − 1
6
)2
− c0
]
ln(M25 ℓ
2) +
2
(
ξ − 16
)
c0R
2
5
M25
,
where we introduced the constants M2n = m
2 +
(
ξ − 16
)
Rn +
λ
2φ
2
n.
The renormalized one-loop contribution to the effective potential looks very complicated.
We write it in the form
64π2V
(1)
eff = −32π2m2φ20 −
8π2λφ40
3
+ λm2φ20
(
ln
m2
M20
+
1
2
)
−λ
2φ40
4
[
ln
M20
M21
− 3
2
− 4(M
2
1 −m2)(2M21 +m2)
3M41
]
+m4 ln
M2
M20
+ 2m2
(
ξ − 1
6
)
R
(
ln
M2
m2
− 1
2
)
+
(
ξ − 1
6
)2
R2
(
ln
M2
M25
− 3
2
)
+
{(
ξ − 1
6
)
R
[
ln
M2
M23
− 3
2
− λφ
2
3
M23
]
+m2
[
ln
M2
m2
− 1
2
]}
λφ2c
+
{(
ln
M2
M21
− 25
6
)
+
4m2(m2 +M21 )
3M41
}
λ2φ4c
4
−c0
 λR232M23
(
λφ23
M23
− 1
)
R+
lnM2
M25
−
2
(
ξ − 16
)
R25
M25
 R2
2

+64π2F (f) ,
where F (f) contains all terms depending on f(φc, R). It reads
F (f) = f(φc, R)− f(φ0, 0) + ∂
4f(φ1, R1)
∂φ4c
φ4c − ϕ40
24
+
∂2f(0, 0)
∂φ2c
φ2c − ϕ20
2
−∂
3f(φ3, R3)
∂φ2c∂R
Rφ2c
2
− ∂f(0, 0)
∂R
R− ∂
2f(φ5, R5)
∂R2
R2
2
. (4.13)
We see that the computation of the one-loop effective Lagrangian reduces to the determination
of the function f(φc, R).
If we consider a flat space-time and take the limit m → 0, of course we get the Coleman-
Weinberg result [43]
Veff =
λφ4c
24
+
λ2φ4c
256π2
(
ln
λφ2c
2M21
− 25
6
)
.
What is relevant for the discussion of the phase transition of the system, is the second
derivative of Veff with respect to the background field φc. Then we define
Veff = Λeff (R) +
m2eff (R)φ
2
c
2
+O(φ4c) , (4.14)
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where Λeff (R) and m
2
eff (R) are complicated expressions not depending on φc. They contain
curvature and topological contributions to Λ and m2. By a straightforward computation we get
m2eff = m
2 + ξR
+
λ
32π2
m2 ln m
2 +
(
ξ − 16
)
R
m2
+
(
ξ − 1
6
)
R
ln m2 +
(
ξ − 16
)
R
M23
− λφ
2
3
M23
− 1

− λc0R
2
128π2
[
m2 +
(
ξ − 16
)
R
] + ∂2f(0, R)
∂φ2c
− ∂
2f(0, 0)
∂φ2c
− ∂
3f(0, R3)
∂φ2c∂R
R . (4.15)
When φc = 0 is a minimum for the classical potential, Eqs. (4.14) and (4.15) are useful in the
discussion of phase transition.
4.4.2 The ultrastatic space-time IR×H3/Γ.
For this case we shall give a detailed treatment and in particular, we shall analyze the possibility
of symmetry breaking due to topology. At the end of the section, other examples shall be briefly
discussed.
For these kind of manifolds we have c0 = 0 (a2 = M
4/2) and moreover, as one can easily
check by using Eqs. (2.35) and (C.10), the identity of the isometry group Γ does not give
contributions to the function f(φc, R). This means that it has only a topological contribution
given by
Vtop(φc, R) = f(φc, R) = −M
2|κ|−1/2
2πΩ(F3)
∫ ∞
1
√
u2 − 1Ξ3
(
1 + uM |κ|−1/2
)
du , (4.16)
where we have used Eqs. (2.35) and Eq. (3.53) with α =M . The latter equation represents the
unrenormalized topological contribution to the one-loop effective potential. Using the properties
of the Ξ-function one can see that for M > 0, Vtop is exponentially vanishing when κ = R/6
goes to zero. Then, from Eq. (4.13) we obtain
F (f) = Vtop(φc, R) +
∂4Vtop(φ1, R1)
∂φ4c
(
φ4c − φ40
24
)
−∂
3Vtop(φ3, R3)
∂φ2c∂R
Rφ2c
2
− ∂
2Vtop(φ5, R5)
∂R2
R2
2
(4.17)
and this is the renormalized topological contribution to the one-loop effective potential. We also
have from Eq. (4.15)
m2eff = m
2 + ξR+m2top +
λ
32π2
m2 ln m
2 +
(
ξ − 16
)
R
m2
+
(
ξ − 1
6
)
R
ln m2 +
(
ξ − 16
)
R
M23
− λφ
2
3
M23
− 1
 ,
where the topological contribution m2top has been introduced. To simplify the discussion, from
now on we choose R1 = R3 = R5 = 0 like in Ref. [140]. In this way m
2
top assumes the form
m2top =
√
3λ|R|−1/2
4πΩ(F3)
∫ ∞
1
Ξ3(1 + u
√
6m2|R|−1 + 1− 6ξ) du√
u2 − 1 .
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The symmetry breaking. For the discussion on the physical implications of the one-loop
effective potential, let us specialize to different cases and to several limits.
Let us first concentrate on the regime m2 + ξR > 0. Then φc = 0 is a minimum of the
classical potential and we can use expansion (4.14) to carry on the analysis. We consider the
small and large curvature limits separately. As mentioned before, the topological contribution is
negligible when R→ 0 and so the leading orders to m2eff only including linear curvature terms
are easily obtained from Eq. (4.15). We have
m2eff (R) = m
2 + ξR−
λ
(
ξ − 16
)
R
32π2
(
λφ23
M23
− ln m
2
M23
)
. (4.18)
This result is effectively true for any smooth Riemannian manifold. Due to R < 0 in our
example, for ξ < 16 the one loop term will help to break symmetry, whereas for ξ >
1
6 the
quantum contribution acts as a positive mass and helps to restore symmetry. The quantum
corrections should be compared to the classical terms which in general dominate, because the
one loop terms are suppressed by the square of the Planck mass. But if ξ is small enough the
one loop term will be the most important and will then help to break symmetry.
Let us now concentrate on the opposite limit, that is |R| → ∞ with the requirement ξ < 0.
In that range the leading order of the topological part reads
m2top =
√
3λ|R|−1/2
4πΩ(F3)
∫ ∞
1
Ξ3(1 + u
√
1− 6ξ) du√
u2 − 1 +O(R
0) .
It is linear in the scalar curvature R because Ω(F3) ∼ |R|−3/2 . The sign of the contribution
depends on the choice of the characters χ(γ)). For trivial character χ = 1 we can say that the
contribution helps to restore symmetry, whereas for nontrivial character it may also serve as a
symmetry breaking mechanism. So, if the symmetry is broken at small curvature, for χ = 1
a symmetry restoration at some critical curvature Rc, strongly depending on the non trivial
topology, will take place.
Finally, let us say some words about the regime m2+ξR < 0, which includes for example the
conformal invariant case. The classical potential has two minima at ±√6|m2 + ξR|/λ. So even
for ξ > 0, due to the negative curvature in the given space-time, the classical starting point is a
theory with a broken symmetry. As is seen in the previous discussion, in order to analyze the
influence of the quantum corrections on the symmetry of the classical potential, a knowledge of
the function Ξ3(s) for values Re s < 2 is required. But Ξ3(s) has a simple pole at s = 2 [123]. As
may then be seen in equation (4.16), the topological contribution contains a part which behaves
like
√
m2 + ξR near m2 + ξR = 0 (resulting from the range of integration near u = 1). So for
m2 + ξR < 0 the effective potential becomes complex, which reflects the well known failure of
the loop expansion in this range of parameters [70, 141].
Some remarks. In new inflationary models, the effective cosmological constant is obtained
from an effective potential, which includes quantum corrections to the classical potential of a
scalar field [43]. This potential is usually calculated in Minkowski space-time, whereas to be
fully consistent, the effective potential must be calculated for more general space-times. For
that reason an intensive research has been dedicated to the analysis of the one-loop effective
potential of a self-interacting scalar field in curved space-time. Especially to be mentioned are the
considerations on the torus [142, 143, 144, 145, 146], which however do not include nonvanishing
curvature, and the quasi-local approximation scheme developed in Ref. [50] (see also Ref. [147]),
which however fails to incorporate global properties of space-time. To overcome this deficiency,
we were naturally led to the given considerations on the space-time manifold IR×H3/Γ. Apart
from its physical relevance [106], this manifold combines nonvanishing curvature with highly
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nontrivial topology, still permitting the exact calculation of the one-loop effective potential by
the use of the Selberg trace formula. So, at least form2+ξR > 0 and trivial line bundles (χ = 1),
we were able to determine explicitly the influence of the topology, namely the tendency to restore
the symmetry. Furthermore, this contribution being exponentially damped for small curvature,
we saw, in that regime, that for ξ < 16 the quantum corrections to the classical potential can
help to break symmetry.
4.4.3 The ultrastatic space-times IR× T 3, IR× S3, IR2 × S2, IR2 ×H2/Γ
For the sake of completeness we shall consider also these examples, but for all of them we shall
simply give the value of c0 and the explicit expression of the function f(φc, R), which is what
one needs for the evaluation of Veff .
Example: IR× T 3. For simplicity we consider an equilateral torus T 3 with radius r. M△ is
a flat manifold and so we have R = 0 in all formulae. Using Eqs. (2.35) and (3.4) for f(φc) we
get
f(φc) =
M4
3π2
∫ ∞
1
√
u2 − 1
∑
~n∈ZZ3,~n6=0
e−2πMr|~n|u du .
Example: IR×S3. It is easy to see that if the spatial section is a maximally symmetric space,
then a2 =M
4/2, that is c0 = 0. Again, using Eqs. (2.35) and (C.3) with α =M > 0 we obtain
f(φc, R) =
M4
2π2
∫ ∞
1
u2
√
u2 − 1
e2πM |κ|−1/2u − 1 du ,
where κ = R/6.
Example: IR2 × S2. For this case we have c0 = 1/180. Using Eqs. (2.35) and (C.4) with
α2 =M2 + κ/12 =M2 +R/24, we get
f(φc, R) =
1
64π2
−κ230 + πM4
∫ ∞
0
[
1− κ(u
2 − 1/12)
M2
]2
× ln
∣∣∣∣∣1− κ(u2 − 1/12)M2
∣∣∣∣∣ ducosh2 πu
}
. (4.19)
Example: IR2 × H2/Γ. We again have c0 = 1/180. Using Eqs. (2.35) and (C.10) with
α2 = M2 + κ/12 = M2 + R/24, the identity contribution is given by Eq. (4.19), however now
κ < 0. If the isometry group Γ contains only hyperbolic elements, then topological contributions
can be easily computed using Eq. (3.53). As a result
f(φc, R) =
1
64π2
−κ230 + πM4
∫ ∞
0
[
1− κ(u
2 − 1/12)
M2
]2
× ln
∣∣∣∣∣1− κ(u2 − 1/12)M2
∣∣∣∣∣ ducosh2 πu
}
−
(
M2 + k/12
)3/2 |κ|−1/2
8πΩ(F2)
∫ ∞
1
(u2 − 1)Ξ2
1
2
+ u
√
M2
κ
+
1
12
 du .
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5 Quantum p-branes in curved space-times
It is well known the great interest that has been recently arisen in regarding string theory as
the Theory of Everything, including possibly also the gravitational interaction [4]. In spite of
his successes, soon after it has been proposed a generalization to higher dimensional extended
objects, the p-branes (strings for p = 1, membranes for p = 2, etc.).
There are several reasons for considering relativistic extended objects or p-branes (p > 2). To
begin with, they are the natural generalizations of strings. Furthermore the study of (super)p-
branes is a way to better understand, in particular, (super)strings. By the simultaneous reduc-
tion of the world-volume and space-time of a supermembrane model (modified in an appropriate
way in order to account for the 11-dimensional supergravity background) it is possible to derive
the type II A superstring in 10-dimensions [148]. Furthermore, the field theory limit of the
underlying string theory is just the supergravity theory which links string and particle physics
at low energy. In fact (D=11,N=1)-supergravity cannot be obtained from string theories, but
it can be obtained from suitable p-brane models. These are some of the reasons advocated in
starting the study of these higher dimensional extended objects.
The interest in the quantum theory of (super)p-branes, has also been motivated by their
mathematical structure as well as by their possible significance for the unification of fundamental
interactions . One of the central issues is the nature of the mass spectrum in the effective low
energy limit. In order to investigate the massive state one needs the knowledge of the quantum
properties of the theory. Unfortunately, within the quantum theory of p-branes, there exist many
unsolved questions up to now. The main difficulty is a consequence of the inherent non-linearity
of the field equations as well as the related quantization of the theory.
In the following, we shall discuss some aspects of quantization of extended objects. These
brief considerations do not claim to be a complete description and the aspects of the quantization
which will be considered, reside mainly in the interests of the authors. As far as the issue of
quantization is concerned, we say again that the main problems come from the non-linearity of
p-branes models as well as the non-renormalizability in (p+1)-dimensions. Also the connection
between the dimension of the embedding space (D) and the quantum consistency has to be
stressed. We shall aside the problem of the renormalizability and we shall concentrate only
on some aspects of the quantizations of these systems, which have some similarity with string
theory.
5.1 Classical properties of (super)p-branes
To begin with we recall some properties of p-branes. There are several proposals for the p-brane
action, which are equivalent at the classical level. The most popular among them are the Dirac
[158], Howe-Tucker [159] and conformally invariant actions [153, 160] which look as follows
SD = k
∫
[− det(∂iXµ∂jXνgµν)]
1
2 dp+1ξ , (5.1)
SHT =
k
2
∫ √
|γ|
[
γij∂iX
µ∂jX
νgµν − (p − 1)
]
dp+1ξ , (5.2)
SC = k
∫ √
|γ|
(
1
p+ 1
γij∂iX
µ∂jX
νgµν
) p+1
2
dp+1ξ (5.3)
respectively. Here k is the p-brane tension parameter with dimensions of (mass)p+1 and γ is the
determinant of the world metric γij = ∂iX
µ∂jX
νgµν . The indices i, j, ... label the coordinates
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ξi on the world volume (one time-like, p space-like) and the fields Xµ(µ = 0, ...,D − 1) are the
coordinates of space-time. The equations of motion derived from action (5.1) are
∂i(
√
γγij∂jX
νgµν) =
1
2
√
γγij∂iX
ν∂jX
λ ∂gνλ
∂Xµ
, γimγjm = δ
i
j .
The Dirac action enjoys general coordinate (reparametrization) invariance. Therefore the Hamil-
tonian of the model is a linear combination of the (p+ 1) first class constraints [161]
HT = P
µPµ + k
2G , Hi = Pµ∂iX
µ ,
where G is the determinant of the space-like part of the metric γij.
For the Howe-Tucker action (5.2) we have equations equivalent to the above ones. It is clear
that the world volume cosmological constant Λ = p− 1 vanishes only for the special case p = 1.
This means that only the string action is invariant under the conformal symmetry. Finally, the
equations of motion generated by the conformally invariant action (5.3) are
(p + 1)
√
γγij(γkl∂kX
µ∂lX
νgµν)
p+1
2 =
(γkl∂kX
µ∂lX
νgµν)
p−1
2
√
γγimγjn∂mX
ρ∂nX
σgρσ ,
∂i
(√
γ(γkl∂kX
µ∂lX
σgµσ)
p−1
2 γij∂jX
νgµν
)
=
√
γ
2
(
γkl
p+ 1
∂kX
ρ∂lX
σgρσ
)p−1
2
γij∂iX
ν∂jX
λ ∂gνλ
∂Xµ
.
In fact, the latter equations are equivalent to the other two ones provided that γij is a function
of the space-time parameter ξi, namely γij = F (ξ
i) [160].
A novel p-brane action From the above discussion, one can see that there are several rea-
sonable generalizations of the string action. We only mention the Lagrangian for an extended
p-dimensional object which has been proposed in Ref. [162]. Another example will be discussed
here and we propose it only for the sake of completeness. The idea is to generalize to ex-
tended objects the following reparametrization invariant action for a relativistic point particle
(Euclidean signature):
S =
∫ (
gµνX˙
µX˙ν
2f˙
+
m2f˙
2
)
dξ . (5.4)
Note that in contrast with the well known einbein action [163], where the einbein plays the role
of a Lagrangian multiplier, here the additional degree of freedom is represented by means of an
auxiliary field f , appearing at the same level of the coordinates Xµ. Note that the the extended
object version of the einbein action is given by the Polyakov-Howe-Tucker action. Coming back
to action (5.4), the conjugate momentum of the variable f must vanish. As a result, making
use of the equation of motion, the above action reduces to the familiar square root action. Note
also that the reparametrization invariance of the action is a direct consequence of the structure
of the Lagrangian, since it is a homogeneous function of degree one in the velocities.
For an extended object the natural generalization of the above action requires an enlarge-
ment of the configuration space, namely (Xµ, fa), with a = 0, 1, 2, . . . p. The p + 1 additional
”coordinates ” fa, are scalar functions. Therefore one may write down an action which is linear
in γ and which is a generalization of Schild string action [164]
S =
∫ [
γ
2F
+
k2F
2
dp+1ξ
]
, (5.5)
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with γ as above f ≡ (f0, f1, ...fp) and F =
∣∣∣∂f∂ξ ∣∣∣. The presence of the Jacobian F makes the
Lagrangian a scalar density of weight −1/2, rendering the action reparametrization invariant.
A classical canonical analysis can be done, but we stop here because we shall be interested
in path integral quantization. Here, we shall limit ourselves only to few remarks. The conjugate
momenta associated with Xµ and f
a are respectively
Pµ =
∂L
∂X˙µ
=
γ
F
γm0∂mXµ , (5.6)
πa =
∂L
∂f˙a
=
(
− γ
2F 2
+
k2
2
) ∣∣∣∣∂f∂ξ
∣∣∣∣
a
, (5.7)
where the time-like variable f0 and the generic coordinates ξa are missing in the Jacobian. At
F 2 = γk−2, we obtain p + 1 primary constraints. Further, for j 6= 0 and taking Eq. (5.6) into
account, we obtain further p constraints ∂jX
µPµ = 0. As a result, we arrive at the secondary
Hamiltonian constraint P 2 + k2G = 0. Since the Lagrangian density is a homogeneous function
of degree one in the velocities, the canonical Hamiltonian is identically vanishing. This is a
general feature of theories which are reparametrization invariant. A direct calculation shows
that all the constraints we have obtained are identically preserved in time. As a consequence
there are no other constraints and the number of independent degrees of freedom is given by
the number of initial Lagrangian coordinates D + p+ 1 minus the number of constraints which
are 2p + 2. As a result we have D − p − 1 independent degrees of freedom. Furthermore, the
constraint algebra of the action (5.5) and the Dirac action are the same and therefore describe
the same physics. It should be noted that the action (5.5) allows one to take the limit k goes
to zero and permits the study of null p-branes which are the higher dimensional counterpart of
massless particles.
5.2 Some remarks on p-brane quantization
We have shown that at a classical level the p-brane theory has some problems. In fact, the action
of the theory contains a world-volume cosmological constant (the cosmological term) and this
constant is vanishing only for p = 1. As a consequence only the string action is invariant under
conformal symmetry. In Ref. [165] an alternative bosonic p-brane action with an independent
world volume metric and without the cosmological term has been proposed, but difficulties
associated with the corresponding tensor calculus are present in this model, even for p = 2.
We shall briefly consider later the path integral quantization (or Polyakov approach [166]).
Here we only limit ourselves to some remarks. One issue is the difficulty related to the connection
between any topological characterization of (p + 1)-manifolds (largely incomplete) and loop
diagrams. Another one is the generalization of (super)strings geometrical quantization [167, 168]
based on the reparametrization invariance (super)diff S1/S1. In a pionering work [169], Hoppe
has showed that the algebra diff: S2/S2, in the limit N → ∞ is isomorphic to SU(N). In the
linear approximation the simplest possibility is to consider p-branes with the topology of the
p-torus.
The supersymmetric version of Hoppe construction is contained in [170]. The gauge theory
of the area-preserving diffeomorphisms of the supermembrane can be obtained as a limit of
supersymmetric quantum mechanics. In contrast with the perturbative approach, massless
modes are absent in the spectrum of the 11-dimensional supermembrane.
The BRST formalism for bosonic p-branes has been developed in [171]. The covariant BRST
quantization of the Green-Schwartz superstring has been carried out in [172, 173] and investiga-
tions along these lines for p > 1 are in progress. With regard to the connection between D and
the absence of anomalies (quantum consistency), it is well known that for string D = 26 and for
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super-string D = 10. In Ref. [174], it is claimed that for the bosonic membrane, D = 27 is nec-
essary for the quantum consistency (see however Ref. [175]). We also would like to mention the
quantization scheme based on p-volume functionals [176]. Within this approach, there exists the
possibility to find a functional diffusion equation in which the measure of the p-volume plays the
role analogue of the proper time in the point particle dynamics [177, 178, 179]. This formalism
has been introduced for the bosonic string in Refs. [180, 181] and for any p in Ref. [182]. This
issue is related to the path integral quantization of Sec. 5.5.
Now we shall consider the supersymmetric p-brane. The non-linear action for the superme-
mbrane in 11-dimensional flat space-time may be written as [148]
S = −
∫
d3ξ[
√−g(gijΠµi Πjµ − 1) + 2εijkΠAi ΠBj ΠCk BCBA] .
Here the first term is the straightforward supersymmetrization of the action for a bosonic mem-
brane, while the second term may be conveniently understood as a Wess-Zumino-Witten term
ΠAi = (Π
µ
i ,Π
α
i ) , Π
µ
i = ∂iX
µ − iψ¯Γµ∂iψ , Παi = ∂iψα .
Our conventions are: Xµ is the bosonic variable (µ = 0, 1, ..., 10), ψα is a 32-component Majorana
spinor, the tension membrane is equal to unity, {Γµ,Γν} = −2ηµν with ηµν = diag(−1, 1, ..., 1),
ε012 = −1. The 11-dimensional charge conjugation matrix C is given by C = 1 ⊗ σ2 ⊗ σ1,
ψ¯α = −ψβCβα (Cαβ = −Cβα) and the super 3-form BCBA satisfies dB = H, with all com-
ponents of H vanishing except Hµναβ = −13(CΓµν)αβ . In addition to Poincare´ invariance and
world-sheet diffeomorphism invariance, the above action is also invariant under rigid space-time
supersymmetry transformations and local Siegel transformations [183, 184].
Solving for BCBA, the action may be rewritten in terms of g
ij ,Πµi and ψ, i.e.
I = −
∫
d3ξ[
√−g(gijΠµi Πjµ − 1) + εijkΠµi Πνj ψ¯Γµν∂kψ
−iεijkΠµi ψ¯Γµν∂jψψ¯Γν∂kψ −
1
3
εijkψ¯Γµν∂iψψ¯Γ
µ∂jψψ¯Γ
ν∂kψ] .
The corresponding equations of motion read
∂i(
√−ggijΠµj ) + εijkΠνi ∂jψ¯Γµν∂kψ = 0 , (1− Γ)gijΠµi Γµ∂jψ = 0 , (5.8)
in which Γ = iεijkΠµi Π
ν
jΠ
ρ
kΓµνρ/6
√−g.
Now let us make some considerations for generic p. The variation of the Wess-Zumino-Witten
term
εi1...ip+1ΠA1i1 ...Π
Ap+1
ip+1
BAp+1...A1
of the global supersymmetric p-brane action is a total derivative if and only if the Γ-matrix
identity holds for arbitrary spinors, namely
εijk[Γµ1ψi(ψ¯jΓµ1...µpψk) + Γµ1...µpψi(ψ¯jΓ
µ1ψk)] = 0 .
There exists only a finite number of admissible pairs (p,D) for each spinor type. The Γ-matrix
identity holds for arbitrary Majorana spinors only if (p,D) is equal to one of the following
pairs: (1, 3), (1, 4), (2, 4), (2, 5), (2, 7), (2, 11), (3, 8) or (4, 9). If the spinors are both Majorana
and Weyl we also have (p,D) = (1, 10) and (p,D) = (5, 10). Finally for Weyl spinors we
have (p,D) = (1, 4), (1, 6), (2, 4) and (3, 6). Note that for Dirac spinors the Γ-matrix identity
is never satisfied. The Fermionic degrees of freedom of a p-brane are described by spinor of
minimal size at each allowed D. When p = 1, it follows the well known result that the classical
Green-Schwarz superstring may be formulated only in D = 3, 4, 6, 10. Each of these string cases
extends to other allowed (p,D) pairs by simultaneously increasing p and D in the (p,D) plane
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Algebra (p,D) Codimension D − p− 1
R (1,3) (2,4) 1
C (1,4) (2,5) (3,6) 2
H (1,6) (2,7) (3,8) (4,9) (5,10) 4
O (1,10) (2,11) 8
Table 1:
up to D = 11. The four discrete series are related to the four composition-division algebras
R, C, H and O [185, 186, 171] as shown in Table 1. The case p = 0 (superparticle) has been
excluded. In this case, the Wess-Zumino-Witten term can be interpreted as a mass term [187].
Note that the codimension (D−p−1) of the allowed p-branes equals the dimension of the related
composition-division algebra. The p-branes in each series can be obtained from the highest-p
one (maximal superimmersion) by simultaneous dimensional reduction of the space-time and
world-volume [148].
In order to obtain the simplest stable classical solution of the non-linear equations of motion
(5.8), one can consider the supermembrane in a space-time with topology S1×S1×IR9 [188]. As
a result the stabilization is carried out by the supermembrane stretching over the 2-torus. The
classical solution takes the form of a purely bosonic background with ψ = 0 (for more details
see Ref. [188]). Then one can quantize the linearized fluctuations around this background.
This can be generalized to a compactified (super)p-brane. Such a semiclassical quantization
leads to the algebra of number operators N~n and (anti)commutation relations [188, 189, 190].
Finally, in Ref. [191] the critical dimension for the supermembrane is reported to be D = 11,
namely one of the classically admitted dimensions, which has been described above.
5.3 Classification of 3-geometries
The partition function as the fundamental object in the p-brane quantization may be expressed
by means of a path integral evaluated over all the p-dimensional manifolds and the metrics on
them. In particular, the functional integration over the 3-dimensional metric can be separated
into an integration over all metrics for a 3-volume of definite topology, followed by a sum over all
topologies [192]. But even for a 3-dimensional manifold of fixed topology, the moduli space of all
metrics, modulo 3-dimensional diffeomorphisms, is infinite dimensional. Here we shall present a
necessarily brief description of the classification (uniformization) and sum over the topology for
3 and 4-dimensional manifolds.
The uniformization concept is one of the main concepts in complex analysis and other areas of
mathematics. Here we shall discuss mainly uniformization of complex algebraic or more general
analytic curves, i.e. Riemann surfaces and also multi-dimensional real manifolds admitting a
conformal structure.
It should be recall that all curves of genus zero can be uniformized by rational functions, all
those of genus one can be uniformized by elliptic functions, and all those of genus g > 1, can
be uniformized by meromorphic functions, defined on proper open subsets of IC, for example in
the disk. This result, due to Klein, Poincare´ and Koebe, is one of the deepest achievements in
mathematics as a whole. A complete solution of the uniformization problem has not yet been
obtained (with the exception of the 1-dimensional complex case). However, there have been
essential advances in this problem, which have brought to foundations for topological methods,
covering spaces, existence theorems for partial differential equations, existence and distorsion
theorems for conformal mappings and so on.
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With regard to one-dimensional complex manifolds, in accordance with Klein-Poincare´ uni-
formization theorem, each Riemann surface can be represented (within a conformal equivalence)
in the form Σ/Γ, where Σ is one of the three canonical regions, namely the extended plane I¯C (the
sphere S2), the plane IC (IR2), or the disk, and Γ is a discrete group of Mo¨bius automorphisms of
Σ acting freely there (without fixed points). Riemann surfaces with such coverings are elliptic,
parabolic and hyperbolic type respectively. The theorem given above admits generalization also
to surfaces with branching.
A different approach to the solution of the uniformization problem was proposed by Koebe.
The general uniformization principle of Koebe asserts that if a Riemann surface Σ˜ is topologically
equivalent to a planar region P , then there also exists a conformal homeomorphism of Σ˜ onto P .
The same problem of analytic uniformization reduces to the topological problem of finding all
the (branched, in general) planar coverings Σ˜ 7→ Σ of a given Riemann surface Σ. The solution
of this topological problem is given by the theorem of Maskit.
It should be noted that, with the help of standard uniformization theorems and decomposi-
tion theorems [193], one can construct and describe all the uniformizations of Riemann surfaces
by Kleinian groups. Furthermore, by using the quasiconformal mappings, it is possible to obtain
an uniformization theorem of more general character (this fact is related to Techmu¨ller spaces),
namely it is possible to prove that several surfaces can be uniformized simultaneously (see for
example Ref. [194]).
The Thurston classification In the path integral approach to membranes the two following
problems arise. Should one include all 3-dimensional manifolds or only orientable ones? What
is known about the classification of manifolds?
From the physical point of view, we shall restrict ourselves only to orientable 3-dimensional
manifolds (see for example [192]). Furthermore, in dealing with the evaluation of the vacuum
persistence amplitude, we shall consider the sum over all compact orientable manifolds without
boundaries. With regard to the classification of the 3-dimensional manifolds, this is a difficult
problem but important progress has been made by Thurston [195].
It is well known that for any closed orientable 2-dimensional manifoldM the following result
holds: every conformal structure on M is represented by a constant curvature geometry. The
only simply connected manifolds with constant curvature are Σ = S2 or IR2 or H2 and M can
be represented as Σ/Γ, where Γ is a group of isometries.
Let us now turn to the classification of the 3-geometries following the presentation of Ref. [196].
By a geometry or a geometric structure we mean a pair (Σ,Γ), that is a manifold Σ and a group
Γ acting transitively on Σ with compact point stabilizers. Two geometries (Σ,Γ) and (Σ′,Γ′)
are equivalent if there is a diffeomorphism of Σ with Σ′ which throws the action of Γ onto the
action of Γ′. In particular, Γ and Γ′ must be isomorphic. We shall assume:
i) The manifold Σ is simply connected. Otherwise it will be sufficient to consider a natural
geometry (Σ˜, Γ˜), Σ˜ being the universal covering of Σ and Γ˜ denoting the group of all
diffeomorphisms of Σ˜ which are lifts of elements of Γ.
ii) The geometry admits a compact quotient. In another words, there exists a subgroup G of
Γ which acts on Σ as covering group and has compact quotient.
iii) The group Γ is maximal. Otherwise, if Γ ⊂ Γ′ then any geometry (Σ,Γ) would be the
geometry (Σ,Γ′) at the same time.
After these preliminaries we can state the classification theorem.
Theorem 3 (Thurston) Any maximal, simply connected, 3-dimensional geometry admitting
a compact quotient is equivalent to one of the geometries (Σ,Γ), where Σ is one of the eight
manifolds IR3 , S3 ,H3 , S2 × IR ,H2 × IR , ˜SL(2, IR) , Nil , Sol.
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The group properties and more details of these manifolds may be found in Ref. [196]. The first
five geometries are familiar objects, so we explain metric and isometry group of the last three
ones.
The geometry of ˜SL(2, IR). The group ˜SL(2, IR) is the universal covering of SL(2, IR), the
3-dimensional Lie group of all 2× 2 real matrices with determinant 1. The standard metric on˜SL(2, IR) is one of the left (right)-invariant metrics. It is well known that for a Riemannian
N-dimensional manifold M there is a natural 2N-dimensional metric on the tangent bundle
TM of M. If f : M → M is an isometry, then df : TM → TM is also an isometry. We
shall use this argument for the hyperbolic plane M = H∈. The unit tangent bundle UH2 of
H2 has a metric induced from the base manifold TH2. Since there is a natural identification of
UH2 with PSL(2, IR), the orientation preserving isometry group of H2, then we have a metric
on PSL(2, IR). Note that PSL(2, IR) is doubly covered by SL(2, IR), therefore its universal
covering is ˜SL(2, IR) and the induced metric on ˜SL(2, IR) is the one in which we are interested.
Finally ˜SL(2, IR) is naturally a line bundle over H2 since the bundle UH2 is a circle bundle over
H2. The 4-dimensional isometry group of ˜SL(2, IR) preserves this bundle structure and has two
components both orientation preserving [196].
The geometry of Nil. Nil is the 3-dimensional Lie group of all 3× 3 real upper triangular
matrices of the form 1 x z0 1 y
0 0 1
 ,
with ordinary matrix multiplication, x, y and z being real numbers. It is also known as the
nilpotent Heisenberg group. It is easy to write down a metric which is invariant under left
multiplication for Nil. A basis of left-invariant 1-forms is
σ1 = dz − xdy , σ2 = dx , σ3 = dy .
Therefore, the standard metrics reads
ds2 = (σ1)2 + (σ2)2 + (σ3)2 = dx2 + dy2 + (dz − xdy)2 .
The isometry group has Nil as its subgroup. There is an additional one-parameter family of
isometries isomorphic to U(1) which can be written as (0 ≤ θ < 2π)
Sθ :
 xy
z
→
 x cos θ + y sin θ−x sin θ + y cos θ
z + 12
[
(x2 − y2) cos θ − 2xy sin θ] sin θ
 .
Here the 2-dimensional rotation matrix of angle θ appears. The 4-dimensional isometry group
has two components. A discrete isometry is given by (x, y, z) → (x,−y,−z) and besides, all
isometries preserve the orientation of Nil.
The geometry of Sol. Sol is the 3-dimensional (solvable) group with the following multipli-
cation rule xy
z

 x′y′
z′
 =
 x+ e−zx′y + ezy′
z + z′
 .
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A basis of left-invariant 1 - forms is
σ1 = ezdx , σ2 = e−zdy , σ3 = dz ,
while the standard left-invariant metric reads
ds2 = (σ1)2 + (σ2)2 + (σ3)2 = e2zdx2 + e−2zdy2 + dz2 .
The discrete isometries are
(x, y, z)→
{
(±x,±y, z)
(±y,±x,−z) ,
so the group Γ of Sol has eight components. Moreover, four of them, connected to the following
elements, are orientation preserving:
(x, y, z)→

(x, y, z)
(−x,−y, z)
(y, x,−z)
(−y,−x,−z)
.
As for the manifolds modelled onH2×IR, S1×H2/Γ contains a compact Riemann surface and
these are relevant for string theory. The manifold modelled on ˜SL(2, IR) or Nil are Seifert fibre
spaces and those modelled on Sol are bundles over S1 with fibers the torus or the Klein bottle.
A compact 3-manifold without boundary modelled on IR3, S3, S2× IR,H2× IR, ˜SL(2, IR), Nil is
a Seifert fibre space and vice-versa [196].
5.4 Classification of 4-geometries
Unlike the case of compact Riemann surfaces or 3-dimensional manifolds, very little is known
about the uniformization of N -dimensional manifolds (N > 3) by Kleinian groups. The reader
can find some results along these lines for conformal manifolds in Ref. [197].
The Donaldson theorem [198] for smooth structure on IR4 shows that in the theory of dif-
ferentiable 4-dimensional manifolds is necessary to use low dimensional methods, in particular
geometrical methods. Although in this case there are no decomposition theorems which permit
the use of Thurston methods, nevertheless there is a classification of the 4-dimensional geome-
tries (Σ,Γ) [199]. The reader can find some necessary informations about 4-geometries from the
point of view of homogeneous Riemannian manifolds and Lie groups in Refs. [200, 201].
The list of Thurston 3-geometries can be organized in terms of the compact stabilizers Γσ
of σ ∈ Σ isomorphic to SO(3), SO(2) or trivial group SO(1). The analogue list of 4-geometries
can be organized (using only connected groups of isometries) as in in Table 2. Here we have the
four irreducible 4-dimensional Riemannian symmetric spaces: sphere S4, hyperbolic space H4,
complex projective space ICP 2 and complex hyperbolic space ICH2 (which we may identify with
the open unit ball in IC2 with an appropriate metric). The other cases are more specific and for
the sake of completeness we shall illustrate them.
The geometry of Nil4, Sol4m,n, Sol
4
1 and F
4. The nilpotent Lie group Nil4 can be presented
as the split extension IR3 ⊘U IR of IR3 by IR (the symbol ⊘ denotes semidirect product). The
quotient IR acts on the subgroup IR3 by means of U(t) = exp(tB), where
B =
 0 1 00 0 1
0 0 0
 .
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stabilizer Γσ manifold Σ
SO(4) S4, IR4,H4
U(2) ICP 2, ICH2
SO(2)× SO(2) S2 × IR2, S2 × S2, S2 ×H2,H2 × IR2,H2 ×H2
SO(3) S3 × IR,H3 × IR
SO(2) Nil3 ×R, ˜PSL(2, IR)× IR, Sol4
S1 F 4
trivial Nil4, Sol4m,n (including Sol
3 × IR), Sol41
Table 2:
In the same way, for the soluble Lie groups one has Sol4m,n = IR
3 ⊘Tm,n IR, where Tm,n(t) =
exp(tCm,n) and
Cm,n =
 α 0 00 β 0
0 0 γ
 ,
with the real numbers α > β > γ and α+β+ γ = 0. Furthermore eα, eβ and eγ are the roots of
λ3−mλ2+nλ−1 = 0, withm, n positive integers. If m = n, then β = 0 and Sol4m,n = Sol3×IR.
In general, if Cm,n ∝ Cm′,n′ , then Sol4m,n ∼= Sol4m′,n′ . When m2n2 + 18 = 4(m3 + n3) + 27, one
has a new geometry, Sol40, associated with group SO(2) of isometries rotating the first two
coordinates.
The soluble group Sol41, is most conveniently represented as the matrix group 1 b c0 α a
0 0 1
 ,
with α, a, b, c ∈ IR, α > 0.
Finally the geometry F 4, related to the isometry group IR2⊘PSL(2, IR) and stabilizer SO(2),
is the only geometry which admits no compact model. A connection of these geometries with
complex and Ka¨hlerian structures (preserved by the stabilizer Γσ) can be found in Ref. [199]
We conclude this subsection with some remarks. It is well known that there are only a finite
number of manifolds of the form IRN/Γ, SN/Γ for any N [103]. A fortiori this holds also for
S2 × IR2, S2 × S2, S3 × IR manifolds. Besides, if we make the intuitive requirement that only
irreducible manifolds have to be taken into account, then the manifolds modelled on S2 × IR,
H2 × IR have to be excluded in 3-dimensions, while the ones modelled on
S2 × IR2, S2 × S2, S2 ×H2, H2 × IR2, H2 ×H2,
S3 × IR, H3 × IR, Nil3 × IR, ˜PSL(2, IR)× IR, Sol3 × IR
have to be neglected in 4-dimensions. As a consequence it seems that the more important
contribution to the vacuum persistence amplitude should be given by the compact hyperbolic
geometry, the other geometries appearing only for a small number of exceptions [201]. It has to
be noted that gluing of the above geometries, characterizing different coupling constants, by a
complicated set of moduli, is a very difficult task (for more details see Refs. [202, 203]). Therefore,
in the following physical applications, we shall consider the compact hyperbolic manifoldsHN/Γ.
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5.5 The path integral associated with loop expansion
In this subsection a path integral technique for the closed quantum p-brane will be considered.
Such an approach has been pioneered for the string case (p = 1) in Ref. [180]. More recently
(see Refs. [121, 204, 205]) it has been used to discuss the quantization of a closed p-brane when
the extended object sweeps out a compact (p+ 1)-dimensional manifold without boundary.
In the framework of the path integral approach, the idea is to find a classical solution of the
equation of motion, expand the action up to quadratic terms in fluctuations around the classical
solution and compute the determinants of second order elliptic operators which arise in the
Gaussian functional integration. Such operators are always Laplace-Beltrami type operators,
acting in different bundles over the above compact manifold. They can be considered as the
main building blocks of the p-brane path integral.
Note that the usual perturbative expansion methods cannot be applied. It would be nice to
quantize covariantly the model, but from the experience with the string case, it is known that
this may be extremely difficult. It is also less satisfactory to fix the reparametrization invariance
in a particular gauge, checking the covariance afterwards. As far as this issue is concerned, it
is known [206] that for p > 1 there exists no gauge in which the model can be cast in a linear
form. As a consequence, as a first step to quantization of a non-linear theory, one can attempt
a semiclassical (one-loop) approximation [207].
5.5.1 The free relativistic point particle
With regard to the path integral quantization, let us show how action defined by Eq. (5.4) leads
quite naturally to the point particle Euclidean relativistic propagator. Indeed it is well known
that the propagator related to the relativistic point particle can be written as
A(X, f ;X ′, f ′) = N
∫
d[X]d[f ] exp
[
−
∫ 1
0
(
gµνX˙
µX˙ν
2f˙
+
m2f˙
2
)
dξ
]
.
We may choose f(0) = 0 and f(1) = c > 0, the meaning of c being the length of the trajectory.
Note that
c =
∫ 1
0
df
dξ
dξ ,
∫ 1
0
gµνX˙
µX˙ν
f˙
dξ =
∫ c
0
gµν
dXµ
df
dXν
df
df . (5.9)
Let us introduce f = cρ so that d[f ] = dc d[ρ]. Thus, we arrive at
A(X, f ;X ′, f ′) = N
∫
d[ρ]
∫ ∞
0
[
e−
m2c
2
∫
d[X] exp
(
−
∫ c
0
gµν
dXµ
df
dXν
df
df
)]
dc . (5.10)
The true propagator can be obtained factorizing out the infinite measure due to reparametriza-
tion invariance of the action. Thus, we get the well known result
A(X;X ′) =
1
(4π)D/2
∫ ∞
0
c−
D
2 e−
m2c
2
− (X−X′)2
4c dc . (5.11)
5.5.2 The p-brane model
Here we shall mimic the approach used in the point-like case. To start with, the partition
function which describes the quantized extended object may be written as
Z = N
∫
d[f ] d[X] exp
[
−
∫ (
γ
2F
+
k2F
2
)
dp+1ξ
]
. (5.12)
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An argument similar to the one given above for the point particle leads to
Z = N
∫
d[ρ]
∫ ∞
0
[
exp
(
−k
2Ω
2
)∫
d[X] exp
(
−
∫
γ dp+1f
)]
dΩ , (5.13)
where Ω is the volume of the (p + 1)-dimensional closed manifold and the infinite integration
associated with reparametrization invariance of the model has been factorized out. This ap-
proach to quantization of extended objects has been proposed for strings in Ref. [180] (see also
Ref. [208]). The evaluation of the above functional integral is a formidable problem. For p > 2,
one is forced to make use of the Gaussian approximation. With regard to this, we would like to
recall that the main issue one has to deal with, is the classification of (p+1)-dimensional closed
manifolds and the related evaluation of determinant of Laplacian operators. To our knowledge,
such a task is far from being solved. We have argued previously that the compact hyperbolic
geometries seem to play a significant role among all the possible ones. As a consequence, it seems
reasonable to consider within the semiclassical approximation, that the bosonic contribution of
the p-brane is represented by factors like (detL)−(D−p−1)/2, L being a suitable Laplace-Beltrami
operator acting over MN = HN/− Furthermore one should observe that in general, there exist
a number of different topologically inequivalent real bundles overMN , this number being given
by the number of elements of H1(MN ;ZZ∈), the first cohomology group ofMN with coefficients
in ZZ2. Thus, one has to try to evaluate such determinants on compact manifolds, the hyperbolic
ones, i.e. MN = HN/− giving the most important contributions.
At the end of Sec. 3.4.6 we have evaluated the regularized determinant on hyperbolic mani-
folds by taking into account also the possible presence of zero modes, which strictly depends on
the characters χ. We have derived the equation (see Eq. (3.60))
detLN =
1
N ! exp[−γKN (LN )− I(0|LN )] Z
(N )
N (2̺N ) , (5.14)
where LN = −∆N and N is the number of zero-modes. For example, for N = 2 and trivial real
line bundle (χ = 1), s = 1 is a zero with multiplicity 1 of Z2(s). In this case (string model), a
formula similar to Eq. (5.14) has been discussed in Refs. [209, 210, 93].
For N = 3 (membrane model), the situation is quite similar and the evaluation of the Laplace
determinant has been done in Ref. [121], but with a different technique. Also in this case, for
untwisted fields (χ = 1) there exists a zero mode. Moreover, K3(L3) = 0 (odd dimension) and
from Eq. (3.55), I(0|L3) = Ω(F3)/6π easily follows. As a consequence we obtain the simple
result for the determinant of the Laplacian
detLN = Z
′
3(2) exp
[
−Ω(F3)
6π
]
. (5.15)
As a result, it follows that the leading contribution seems to come from 3-dimensional compact
hyperbolic manifolds having the smallest volume.
In this Section, we have discussed in some detail hyperbolic contribution to the one-loop
approximation of closed p-branes. It has also been proposed a slight variation of Dirac p-brane
action which however involve a set of new scalar fields necessary for the reparametrization in-
variance of the action. Even though at the classical level this action leads to some simplification,
it is not clear if, at the quantum level, such simplifications still remain. However, within the
one-loop approximation the bosonic sectors are all equivalent. The main issue to be solved is the
evaluation of a Laplace determinant for scalar fields on a compact (p+1)-dimensional manifold
swepts out by the p-brane.
As far as the extension of these results to super p-branes is concerned, we note that at the
classical level the fermionic sector may present some difficulties which can be overcome (see
Ref. [153]). At the quantum level, one should deal with determinants of the square of the Dirac
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operator on (p+1)-dimensional compact hyperbolic manifolds. To our knowledge only the string
case has been successfully considered (see Ref. [209, 210]).
5.6 The Casimir energy for p-branes in space-times with constant curvature
The physical properties of a p-brane in the quantum regime may be obtained from a study of
the effective action for various p-brane configurations. The first attempts along these lines have
been performed for bosonic and supersymmetric membranes in Ref. [149, 150, 151], for bosonic
membrane in a 1/D approximation in Refs. [211, 212, 213] and for bosonic p-branes in Ref. [157].
Open, toroidal and spherical p-branes have been considered [214] with the interesting result that
the Casimir energy provides a repulsive force which stabilizes the membrane at non zero radius,
but the net energy of this stabilized membrane is negative, suggesting that the membrane ground
state is tachyonic. Since the Casimir energy is likely to vanish for the supermembrane, it seems
unlikely that these results will carry over to that case.
Here we will present a general expression for the static potential (Casimir energy) of p-branes
compactified on constant curvature Kaluza-Klein space-times [189, 215]. Thus we shall consider
p-branes which evolve in space-times of the kind M = MD = M√ × IRD−√ (D > p) with
M√ = T √,M√ = T K×SQ (p = K +Q),M√ = T K×SQ×HN/− (p = K +Q+N), Γ being
a discrete group of isometries of HN .
Classical solutions and gauge conditions. In the case of toroidal p-brane configurations,
i.e. M√ = T √, we will consider the following classical solutions of the equation of motion
~X0cl ≡ τ = ξ0, ~X⊥cl = 0 , ~XD−1cl ≡ θ1 = ξ1, . . . ,XD−pcl = ξp ,
(γcl)ij = ηij ,
where ~X⊥cl = (X
1, . . . ,XD−p−1) and (ξ1, . . . , ξp) ∈ U = [O, r1]× . . . × [O, rp], ri being the circle
radii of the space T p. In all cases examined below, the fields are taken to be periodic in the
imaginary time with period T , that is
~X⊥(0, ξ1, ..., ξp) = ~X⊥(T, ξ1, ..., ξp) .
The nontrivial topology of a space-time leads to the existence of the topologically inequivalent
field configurations of fields [125, 216]. The number of such configurations is equal to the
number of non-isomorphic linear real vector bundles over M, i.e. the number of elements in
H1(M;ZZ∈), the first cohomology group of M with coefficients in ZZ2 [125, 216, 217, 218].
Each field sector is characterized by some quantum number, the Mo¨bius character or twist
hǫH1(M;ZZ∈). Since H1(M;ZZ∈) is always an abelian group, there exists the obvious condition
h2 = h+ h = 0 ∈ H1(M;ZZ∈). We introduce the vector ~g = (g1, . . . , gp) which defines the type
of field (i.e. the corresponding twist h). Depending on the field type chosen in M, we have
gi = 0 (untwisted field) or 1/2 (twisted field). In our case H
1(T p;ZZ2) = ZZ
p
2 and the number
of configurations of real scalar field is 2p. Therefore we take as remaining boundary conditions,
the p equations
~X⊥(ξ0, ξ1, . . . , ξi = 0, . . . , ξp) = (1− 4gi) ~X⊥(ξ0, ξ1, . . . , RT i, . . . , ξp) , (5.16)
where the index i runs from 1 to p. Eqs. (5.16) generalize the corresponding boundary conditions
for the toroidal p-brane [157] (see also Refs. [212, 213]).
In the case of space-times with topology TK × SQ the only non-zero elements of the metric
are given by
gD−1,D−1 = R2S , gD−j,D−j = R
2
S
j−1∏
l=1
sin2(θl), j = 2, . . . , Q ,
gii = 1, i = 0, 1, . . . ,D − (Q+ 1) ,
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where RS is the fixed radius of the hypersphere. We shall generalize the spherical p-brane results
of Refs. [212, 213, 157] and we shall find the classical solution in the form
~X0cl = ξ0 , ~X
⊥
cl = 0 , X
D−1
cl = ξ1, . . . ,X
D−p
cl = ξp ,
(γcl)ijdξ
idξj = dτ2 +R2SdΩ
2
Q +
K∑
l=Q+1
dξldξl.
There are two types of boundary conditions for the function ~X⊥(ξ0, ξ1, . . . , ξK , . . . , ξp). The
first of them (with respect to space-time parameters ξi, i = Q+ 1, ...,K) looks like Eqs. (5.16),
while the second one (related to ξi, i = 1, ..., Q) is the appropriate boundary conditions for a
hypersphere.
Finally in the case TK × SQ × (HN/Γ) the nonzero elements of the metric are given by
gD−1,D−1 = R2S , gD−j,D−j = R
2
S
j∏
l=1
sin2(θl), j = 2, . . . , Q ,
gD−i,D−i = R−2H ξ
−2
2 , i = Q+ 1, . . . , Q+ 1 +N , (5.17)
gl,l = 1, l = 0, 1, ...,D − (Q+ 1 +N) ,
where −R−2H is the curvature of hyperbolic metric. The classical solution of Eqs. (5.17) has the
form
~X0cl ≡ τ = ξ0 , ~X⊥cl = 0 , XD−1cl = ξ1, . . . ,XD−pcl = ξp ,
(γcl)ijdξ
idξj = dτ2 +R2Sdω
2
Q + ξ
−2
2 R
−2
H dΩ
2
N +
Q+N∑
l=K+1
dξldξl .
Let us make some considerations necessary for further calculations. Since the fundamental
group of the manifoldM now is ZZK ×Γ, it follows that the real bundles overM correspond to
multiplets (~g, ~χ). Here ~χ is a character of the group Γ. For example a scalar Laplacian LD in
such a bundle is the Kronecker sum of the following Laplacians: a Laplacian LK in the real line
bundle labelled by ~g over torus TK , the standard Laplacian LQ on the Q-dimensional sphere and
a Laplacian LN in the real line bundles ~χ over H
N/Γ. Therefore we have three types of boundary
conditions for the functions ~X⊥(ξ0, . . . , ξp). The first of them is the boundary conditions for
torus (it looks like Eq. (5.16)). The second and the third types, concerning the parameters ξi for
i = 1, . . . , Q and i = Q+1, . . . , Q+N , are the appropriate boundary conditions for hyperspheres
and compact hyperbolic spaces correspondingly. Note that in all cases examined below we shall
use the background gauge as in Refs. [211, 212, 213, 157, 215]
X0 = X0cl , X
D−1 = XD−1cl , . . . ,X
D−p = XD−pcl ,
in which there are no Faddeev-Popov ghosts.
5.6.1 The semiclassical approximation
Here we shall derive the expression of the static potential keeping only the quadratic quantum
fluctuations around a static classical solution and making use of the background field gauge. It
is easy to show that in this approximation all the actions we have considered reduce to
S = kTΩp +
1
2
∫ T
0
dξ0
∫
Mp
~η⊥ · L~η⊥dξ ,
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where L is the Laplace operator acting on the transverse fluctuation fields ~η⊥. The Euclidean
vacuum-vacuum amplitude reads
Z =
∫
d[~η⊥]e−S = e−kTΩp
∫
d[~η⊥] exp
(
−1
2
∫ T
0
dξ0
∫
Mp
~η⊥ · kL~η⊥ dξ
)
= e−kTΩp
(
det kLℓ2
)−D−p−1
2 .
So one has
lnZ = −kTΩp + D − p− 1
2
ζ ′(0|kLℓ2) .
The static potential is defined by
V = − lim
T→∞
lnZ
T
= kΩp − D − p− 1
2
lim
T→∞
ζ ′(0|kLℓ2)
T
.
A direct computation gives (see Eq. (2.35) with p = 1 and N = p)
ζ(s|L) = T Γ(s−
1
2)√
4πΓ(s)
ζ(s− 1
2
|Lp) +O(e−T 2) ,
in which Lp is the Laplace operator on M
√
. Using Eq. (2.36) we can immediately write down
V = kΩp +
D − p− 1
2
ζ(r)(−1
2
|kLpℓ2)
= kΩp +
D − p− 1
2
[
ln(4kℓ2)− 2√
4π
Kp+1(Lp) + PP ζ(−1
2
|Lp)
]
, (5.18)
which formally reduces to [211, 212, 213, 157, 215]
V = kΩp +
D − p− 1
2
∑
i
λ
1
2
i ,
where λi run through the spectrum of the operator Lp.
The above general formula for static potential, Eq. (5.18), has been obtained making use of
zeta-function regularization. We only remark that if Kp+1(Lp) is not vanishing, the analytical
continuation of ζ(s|Lp) contains a simple poles at s = −1/2. As a consequence, a contribution
depending from the arbitrary scale parameter ℓ appears. We know that such a term is always
absent for even p.
5.6.2 The static potential on toroidal spaces
As an application, we shall consider the Casimir energy of a toroidal p-brane evaluated in a space-
time with topology IRD−p × T p. In this case, it is well known that the heat kernel expansion
terminates to the Seeley-DeWitt coefficient Kp and so there is no ℓ ambiguity in the static
potential. Moreover, the ζ(s|Lp) reduces to the Epstein Z-function (see Eq. (3.2)). Making use
of Eq. (5.18) and the functional relation for the Epstein Z-function (see Eq. (D.6) in Appendix
D) we may rewrite the regularized potential as
Vreg = Ωp
[
k − D − p− 1
2
Γ(p+12 )
(4π3)
p+1
2
ZRp(
p+ 1
p
; 0,−~g)
]
,
where Ωp = (2π)
p detR1/2p = ∏pi=1 li is the volume of T p.
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For an equilateral torus ri = r (i = 1, . . . , p), we find
Vreg = k
[
(2πr)p − α(~g)
r
]
α(~g) =
D − p− 1
4πk
Γ(p+12 )
π
p+1
2
ZIp(
p+ 1
p
; 0,−~g) ,
where Ip is the identity matrix. For untwisted fields ~X
⊥ (~g = 0) and for any p ∈ IN one has
ZIp(
p+1
p ; 0, 0) > 0 (see for example Refs. [219, 220, 126]). This means that for the untwisted
toroidal p-brane α(0) > 0 (the Casimir forces are attractive) and the p-brane tends to collapse
[157, 189, 215]. The behavior of an untwisted toroidal p-brane potential is similar to that of
spherical p-branes [212, 213, 157]. On the other hand, for a twisted toroidal p-brane there are
field sectors for which α(~g) < 0. For example, if we choose ~g ≡ (12 , . . . , 12), then for any p ∈ IN
ZIp(
p+1
p ; 0,−12 ) < 0 [219, 220, 126]. In this case the potential has a minimum at finite distance
r0 =
[
α
(
1
2
, . . . ,
1
2
)] 1
p+1
and its behaviour is similar to the potential of the open p-brane [211, 212, 213, 157].
Similar considerations hold for manifolds of the formM√ = T K ×MQ, with p = K +Q. It
should be noted however that in this case, the ℓ ambiguity term may be present. With regard
to this fact we say only few things. Since the underlying theory is not renormalizable, it is not
possible to determine such parameter in the usual way. Furthermore, we are only considering
the semiclassical (one-loop) approximation. Following Ref. [95], the dimensional parameter ℓ
may phenomenologically summarize the unknown physics related to the approximations made.
In this context, it should be determined experimentally.
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6 Asymptotic properties of p-brane quantum state density
In order to study the statistical properties of extended objects (we shall be mainly interested
in (super)strings), it is necessary to have informations on the asymptotics of the density of
states. In the case of field theory (point-like objects), these informations can be obtained from
the heat-kernel expansion, which we have illustrated in some detail in Sec. 2.2.1, by making
use of the Karamata tauberian theorem. One has to consider the leading term (Weyl term)
and the result is the well known polynomial growing of the state density when the energy is
going to infinity. For an extended object, the situation is more complicated and we need some
preliminary mathematical results, which, in turn, are relevant in number theory. First, we shall
discuss the analogue of heat-kernel expansion. Then, the Meinardus theorem will give us the
asymptotics of the level degeneracy, which directly leads to the asymptotics of level state density
for a generic extended object.
6.1 Asymptotic properties of generating functions
We have seen that the semiclassical quantization of a p-brane in (S1)p × IRD−p, is equivalent to
deal with to the following ”proper time Hamiltonian”:
L = ~p2 +M2 ,
where the mass operator M2 is linearly related to the total number operator
N =
d∑
i=1
∑
~n∈ZZp/{0}
ω~nN
i
~n .
Here d = D − p− 1 and the frequencies are given by
ω2~n =
p∑
i−1
(
2πni
li
)2
, (6.1)
with the compactification lenghts li = 2πri, i = 1, ..., p. The number operators N~n with ~n =
(n1, ..., np) ∈ ZZp and the commutation relations for the oscillators can be found for example in
Refs. [221, 222, 188, 223, 224, 189]. Due to the linear Regge trajectory relation, one may deal
with the number operator N . Furthermore, the flat particle Laplace operator ~p2 commutes with
the mass operator. As a consequence, one may consider the trace of the heat number operator
exp(−tN), the trace being computed over the entire Fock space, namely
Z(t) = Tr e−tN =
∏
j
[
1− e−tωj
]−d
,
where t > 0. For p = 1 (string case) the function Z(z) of the complex variable z = t+ix is known
as the generating function of the partition function, which is well studied in the mathematical
literature [225]. The properties of this generating function have been used to evaluate the
asymptotic state density behaviour for p = 1 [226, 4, 227, 228].
In the following, for the sake of completeness, we shall present some mathematical results
we shall use in investigating the heat-kernel expansion of the operator N [229]. We shall be
interested in the asymptotics of the partition functions which admit an infinite product as
associated generating function. We shall present a general theorem due to Meinardus [230, 231]
following Ref. [232] (see also Ref. [233]) and in particular we shall discuss the so called vector-like
partition functions, which are relevant in the determination of the asymptotic state density of
quantum p-branes.
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Let us introduce the generating function
f(z) =
∞∏
n=1
[1− e−zn]−an = 1 +
∞∑
n=1
v(n)e−zn,
where Re z > 0 and an are non-negative real numbers. Let us consider the associated Dirichlet
series
D(s) =
∞∑
n=1
ann
−s , s = σ + it,
which converges for 0 < σ < p. We assume that D(s) can be analytically continued in the region
σ ≥ −C0 (0 < C0 < 1) and here D(s) is analytic except for a pole of order one at s = p with
residue A. Besides we assume that D(s) = O(|t|C1) uniformly in σ ≥ −C0 as |t| → ∞, where
C1 is a fixed positive real number. The following lemma [230, 231] is useful with regard to the
asymptotic properties of f(z) at z = 0:
Lemma 1 If f(z) and D(s) satisfy the above assumptions and z = y + 2πix then
f(z) = exp {AΓ(p)ζR(1 + p)z−p −D(0) ln z +D′(0) +O(yC0)} (6.2)
uniformly in x as y → 0, provided | arg z| ≤ π/4 and |x| ≤ 1/2. Moreover there exists a positive
number ε such that
f(z) = O(exp {AΓ(p)ζR(1 + p)y−p − Cy−ε}), (6.3)
uniformly in x with yα ≤ |x| ≤ 1/2 as y → 0, C being a fixed real number and α = 1+p/2−pν/4,
0 < ν < 2/3.
Here is a sketch of the proof. The Mellin-Barnes representation of the function ln f(z) gives
ln f(z) =
1
2πi
∫ 1+p+i∞
1+p−i∞
z−sζR(s+ 1)Γ(s)D(s)ds .
The integrand in the above equation has a first order pole at s = p and a second order pole at
s = 0. Therefore shifting the vertical contour from Re z = 1 + p to Re z = −C0 (due to the
conditions of the Lemma the shift of the line of integration is permissible) and making use of
the theorem of residues one obtains
ln f(z) = AΓ(p)ζR(1 + p)z
−p −D(0) ln z +D′(0)
+
1
2πi
∫ −C0+i∞
−C0−i∞
z−sζR(s+ 1)Γ(s)D(s)ds . (6.4)
The first part of the Lemma follows from Eq. (6.4), since the absolute value of the integral in
the above equation can be estimated to behave as O(yC0). In a similar way one can prove the
second part of the Lemma but we do not dwell on this derivation.
Now we are ready to state the main result, which permits to know the complete asymptotics
of v(n).
Theorem 4 (Meinardus) For n→∞ one has
v(n) = Cpn
2D(0)−p−2
2(1+p) exp
{
1 + p
p
[AΓ(1 + p)ζR(1 + p)]
1
1+pn
p
1+p
}
(1 +O(n−k1)) , (6.5)
Cp = [AΓ(1 + p)ζR(1 + p)]
1−2D(0)
2(1+p)
eD
′(0)
[2π(1 + p)]
1
2
, (6.6)
k1 =
p
1 + p
min(
C0
p
− ν
4
,
1
2
− ν) . (6.7)
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The proof of this theorem relies on the application of the saddle point method. Cauchy integral
theorem gives
v(n) =
1
2πi
∫ z0+2πi
z0
f(z)enzdz =
∫ 1/2
−1/2
f(y + 2πix)en(y+2πix)dx . (6.8)
Since the maximum absolute value of the integral occurs for x = 0, the Lemma implies that the
integrand is well approximated by
U = exp[AΓ(p)ζR(1 + p)y
−p + ny] .
Within the saddle point method one has to minimize this expression, i.e. dU/dy = 0 and
therefore
y = n−
1
1+p [pAΓ(1 + p)ζR(1 + p)]
1
1+p . (6.9)
The result of Meinardus theorem follows by carefully making the estimation of the integral
(6.8) and making use of Eq. (6.9) (for an extensive account of the proof we refer the reader to
Ref. [232]).
Coming back to our problem, we note that the quantity Tr e−tN is a special kind of vector-like
generating function, we are going to introduce. Let
F (z) =
∏
~n∈Zp/{0}
[1− e−zω~n ]−d , (6.10)
be a generating function, Re z > 0, d > 0 and ω~n given by Eq. (6.1). The theorem of Meinardus
can be generalized to deal with a such vector valued function. In the formulation of this theorem
the Dirichlet series D(s) has been used (see the above discussion). In the case of the generating
function (6.10), the role of D(s) is played by the p-dimensional Epstein Z-function. More
precisely, for F (z) one obtains Eq. (6.2), but with D(s) replaced by dZR−1p (s/p; 0, 0) and the
residue A replaced by πp/2 detR1/2p /Γ(1 + p/2), where Rp is the p× p diagonal matrix diagR =
(r21, . . . , r
2
p) (see Appendix D for definitions and properties).
Recalling that ZR(0; 0, 0) = −1, we get the following asymptotic expansion for the function
Z(t) (for small t)
Z(t) ∼ td exp
(
d
p
Z ′R−1p (0; 0, 0)
)
exp
(
Bpt
−p) , (6.11)
Bp =
2
p
2 πp d
p
Γ(
p
2
)ζR(p)
p∏
i=1
li .
6.2 Asymptotic density of p-brane quantum states
In the following, the asymptotic behaviour of the degeneracy of the state density level related
to a generic p-brane will be discussed. We have already mentioned that the knowledge of
such asymptotic behaviour is important in the investigation of thermodynamical properties of
extended objects. For ordinary matter fields, the leading term in the heat-kernel expansion,
the Weyl term, determines the leading term of the density of states for large values of the
energy. Here we would like to present the analogue of it for extended objects. For the sake of
completeness we start with an elementary derivation of such asymptotic behaviour for small t.
In terms of Z, the total number q(n) of p-brane states may be described by
Z(t) =
∞∑
n=0
q(n)e−zt .
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Making use of the ”thermodynamical methods” of Ref. [234], Z(t) may be regarded as a ”parti-
tion function” and t as the inverse ”temperature”. Thus, the related ”free energy” Ft, ”entropy”
St and ”internal energy” Nt may be written respectively as
Ft = −1
t
lnZ(t) , St = t2 ∂
∂t
Ft , Nt = − ∂
∂t
lnZ(t) .
The limit n→∞ corresponds to t→ 0. Furthermore, in this limit the entropy may be identified
with ln q(n), while the internal energy is related to n. Hence, one has from Eq. (6.11)
Ft ≃ −Bpt−p−1 , St ≃ (p + 1)Bpt−p , Nt = pBpt−p−1 .
Eliminating the quantity t between the two latter equations one gets
St ≃ p+ 1
p
(pBp)
1
p+1N
p
p+1
t .
As a result
ln q(n) ≃ p+ 1
p
(pBp)
1
p+1n
p
p+1 .
A more complete evaluation based on the result of Meinardus gives
q(n) ∼ CpnX exp
{
n
p
p+1
(
1 +
1
p
)
(pBp)
1
p+1
}
, (6.12)
with definitions
Cp = e
d
2
ζ′(0|L) (2π(1 + p))−
1
2 (pBp)
1−2dK0
2(1+p) , X =
2dK0 − p− 2
2(p + 1)
. (6.13)
In Eq. (6.12) the complete form of the prefactor appears.
Some remarks are in order. First of all let us consider the (super)string case. Then p = 1
and for the open bosonic string Eqs. (6.12) and (6.13) give
q(n) = C1n
−D+1
4 exp {π
√
2n(D − 2)
3
}(1 +O(n−k1)) , (6.14)
where the constant C1 is given by
C1 = 2
− 1
2
(
D − 2
24
)D−1
4
. (6.15)
The formulae (6.14) and (6.15) coincide with previous results for strings (see for example [226,
4, 235, 227, 228]). The new feature of this considerations is that the constant C1 has been
calculated now making use of Meinardus results.
The closed bosonic string can be dealt with by taking the constraint N = N˜ into account.
As a result the total degeneracy of the level n is simply the square of q(n). In a similar way
one can treat the open superstring. Furthermore using the mass formula M2 = n (for the
sake of simplicity here and in the following we assume a tension parameter, with dimensions of
(mass)p+1, equal to 1) we find for the number of string states of mass M to M + dM
ν1(M)dM ≃ 2C1M
1−D
2 exp(b1M)dM , b1 = π
√
2(D − 2)
3
.
One can show that the constant b1 is the inverse of the Hagedorn temperature. It is also clear
that the Hagedorn temperature can be obtained in a similar way for the other (super)string
cases.
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Now let us consider the (super)p-brane case, namely p > 1. Using again a linear mass formula
M2 = n, Eqs. (6.12) and (6.13) lead to an asymptotic density of states of the form
νp(M)dM ≃ 2CpM
2p+1−2D
1+p exp
(
bpM
2p
1+p
)
, (6.16)
bp =
1 + p
p
[dAΓ(1 + p)ζR(1 + p)]
1
1+p .
This result has a universal character for all (super)p-branes. It was presented two decades ago in
Refs. [234, 162] within the extended models for hadronic matter and more recently in Ref. [236]),
but without the complete knowledge of the prefactor. The complete derivation presented here
is contained in Ref. [229].
6.3 Asymptotic density of parabosonic string quantum states
Here we shall use the Meinardus theorem to evaluate the asymptotics for the level state density
of parabosonic string. First, let us briefly recall the parastatistic idea.
It is quite standard nowadays to describe the quantum field theory in terms of operators
obeying canonical commutation relations. However, there exists the alternative logical possibility
of para-quantum field theory [237, 238], where parafields satisfy tri-linear commutation relations.
Later, the paraquantization proposal was investigated in Ref. [239]. We also would like to remind
that, in a general study of particle statistics within the algebraic approach to quantum field
theory, parastatistics is one of the possibilities found in Refs. [240, 241]. Despite the efforts to
apply parastatistics for the description of internal symmetries (for example in paraquark models
[238]) or even in solid state physics for the description of quasiparticles, no experimental evidence
in favour of the existence of parafields has been found so far. Nevertheless, parasymmetry can
be of some interest from the mathematical point of view. For example it can be considered as
formal extension of the supersymmetry algebra. Furthermore, parasymmetry may find some
physical application in string theory, where parastrings [242] have been constructed. It has been
shown there, that these parastrings possess some interesting properties, like the existence of
critical dimensions different from the standard ones, i.e. D = 10 and 26.
In the following, we shall briefly review the paraquantization for parabose harmonic oscilla-
tors, which are relevant to the parabosonic string in the limit ℘ → ∞, where ℘ is the order of
the paraquantization. The Hamiltonian and the zero point energy for the free parabose system
has the form
Hˆ =
∑
n
ωn
2
(a†nan + ana
†
n)− E0 , E0 =
℘
2
∑
n
ωn .
The operators an and a
†
n obey the following tri-commutation relations [237, 238][
an,
{
a†m, al
}]
= 2δnmal , [an {am, al}] = 0 .
The vacuum will be chosen to satisfy the relations
an|0 >= 0,
{
a†n, am
}
|0 >= ℘δnm|0 > ,
so that Hˆ|0 >= 0. The paracreation operators a†n do not commute and therefore the Fock space
is quite complicated [238]. For D-dimensional harmonic oscillators ain of parabosonic string with
frequencies ωin = n we have the Hamiltonian
Hˆ =
D∑
i=1
∞∑
n=1
n
2
{
a†in , a
i
n
}
− E0 .
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A closed form for the partition function Zˆ(t) = Tr e−tHˆ , the trace being computed over the
entire Fock space, in the limit ℘→∞ reads [243]
Zˆ(t) =
{ ∞∏
n=1
1
(1− e−tn)
}D
∞∏
n,m=1
1
1− e−t(n+m)

D2
2 { ∞∏
n=1
(1− e−2nt)
}D
2
. (6.17)
Our aim is to evaluate, asymptotically, the degeneracy or state level density corresponding to
a parabosonic string, in the limit of infinite paraquantization order parameter. As a preliminary
result, we need the asymptotic expansion of the partition function for t → 0. To this aim, it
may be convenient to work with the quantity
F (t) = ln Zˆ(t) = −DF1(t) + D
2
F1(2t)− D
2
2
F2(t) ,
where we have introduced definitions
F1(t) =
∞∑
n=1
ln(1− e−tn) , F2(t) =
∞∑
n,m=1
ln(1− e−t(n+m)) .
With regards to the contributions F1(t), one may use a result, known in the theory of elliptic
modular function as Hardy-Ramanujan formula [4], that is
F1(t) = −π
2
6t
− 1
2
ln
t
2π
+
t
24
+ F1
4π2
t
.
Let us now consider the quantity F2(t). A Mellin representation gives
ln(1− e−ta) = − 1
2πi
∫
Re z=c>2
Γ(z)ζR(1 + z)(at)
−z dz .
As a result,
F2(t) = − 1
2πi
∫
Re z=c>2
Γ(z)ζR(1 + z)ζ2(z)t
−z dz ,
where ζ2(z) ≡ ∑∞n,m=1(n + m)−z. Now it is easy to show that (see for example Ref. [244])
ζ2(z) = ζR(z − 1)− ζR(z) and so we have F2(t) = G2(t)− F1(t), where we have set
G2(t) = − 1
2πi
∫
Re z=c>2
Γ(z)ζ(z + 1)ζ(z − 1)t−z dz =
∞∑
n=1
ln
(
1− e−tn
)n
,
and the related generating function reads
g2(t) =
∞∏
n=1
(1− e−tn)n .
For the estimation of the small t behaviour, let us apply the results of Sec. 6.1 to the
generating function g2(t). We have D(s) = −ζR(s − 1), α = 2, and A = −1. According to
Meinardus lemma we arrive at the asymptotic expansions
G2(t) ≃ −ζR(3)t−2 − 1
12
ln t− ζ ′R(−1) +O(t) ,
F (t) ≃ D
2
2
ζR(3)t
−2 + ln
(
π
D
4 (2π)
D(D−2)
4 t
6D−5D2
24
)
+
D2
2
ζ ′R(−1) +O(t−1) ,
Zˆ(t) ≃ AtB exp (Ct−2) , (6.18)
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where in the latter equation
A = π
D
4 (2π)
D(D−2)
4 e
D2
2
ζ′R(−1) , B =
6D − 5D2
24
, C =
D2
2
ζR(3) . (6.19)
Note that in ordinary string theory, the asymptotic behaviour of Z1(t) is of the kind exp(ct
−1).
Now, the degeneracy or density of levels can be easily calculated starting from the above
asymptotic behaviour. In fact the density vˆ(n) of levels for parabosonic strings (for a general
discussion on parastrings see Ref. [242]) may be defined by
Zˆ(z) = Tr e−zHˆ = 1 +
∞∑
n=1
vˆ(n)e−zn.
The Cauchy theorem gives
vˆn =
1
2πi
∮
eznZˆ(z) dz ,
where the contour integral is a small circle about the origin. For n very large, the leading
contribution comes from the asymptotic behaviour for z → 0 of Zˆ(z). Thus, making use of the
Eq. (6.18) we may write
vˆn ≃ A
2πi
∮
zBezn+Cz
−2
dz .
A standard saddle point evaluation (or Meinardus main theorem) gives as n→∞
vˆn ≃ Cˆ1n−
B+2
3 exp (bˆ1n
2
3 ) , (6.20)
with B as in Eq. (6.19), bˆ1 =
3
2 (D
2ζ(3))
1
3 and
Cˆ1 =
1√
6
2
D(D−2)
4 π
(D+1)(D−2)
4 e
D2
2
ζ′R(−1)
[
D2ζR(3)
] 6(D−2)−5D2
72 . (6.21)
Eqs. (6.18), (6.19), (6.20) and (6.21) have been obtained in [245]. The factor bˆ1 is in agreement
with result in Ref. [243], where however the prefactor Cˆ1 was missing. Here, with the help of
Meinardus techniques, we have been able to compute it.
The asymptotic behaviour given by Eq. (6.20) should be compared with the one of the
ordinary bosonic string and p-brane which we have discussed in previous subsections. As a con-
sequence, one may conclude that the parabosonic string, in the limit of infinite paraquantization
parameter, behaves as an ordinary membrane (p = 2). We will see that there is some indication
that canonical partition function for p-branes does not exist. Thus, with regard to Hagedorn
temperature, the situation for parabosonic strings may be similar to membranes. Hence, the
concept of Hagedorn temperature is likely to be meaningless for parastrings.
6.4 Extented objects and black holes
Recently, spacetimes with black q-brane solutions, namely singular spacetimes for which the re-
gion of singularity assumes the shape of a q-brane, have been constructed [246]. Such solutions
have attracted much attention in view of the fact that they can represent vacuum solutions
of the 10-dimensional superstring for which q = 10 −D is the dimensionality of an embedded
flat space. The problem of finding black q-brane solutions of the 10-dimensional superstring
theory can be reduced to the problem of finding black hole solutions to the Einstein equations
in D-dimensions [246, 247]. These solutions have been used to study the statistical mechanics of
black holes using the microcanonical ensemble prescription, this prescription being the unique
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reasonable framework for analyzing the problem [248, 249, 250]. In Refs. [249, 250] the approx-
imate semiclassical formula for the neutral black hole degeneracy ρ(M) of states at mass level
M has been obtained, which reads
ρ(M) ∼ B(M) exp (SE(M)) .
Here SE is the Euclidean action (the so called Bekenstein-Hawking entropy)
SE(M) =
√
π
[
22D−3Γ(D−12 )G
(D − 2)D−2
] 1
D−3
M
D−2
D−3 , (6.22)
G the generalized Newton constant and the prefactor B(M) represents general quantum field
theoretical corrections to the state density. To begin with, firstly, let us consider the quantity
SE(M). For D = 4, it reduces to the well known result [251, 252]
SE(M) = 4πGM
2 . (6.23)
The exponential factor of the statistical mechanical density of states (degeneracies) for black
holes given in Eqs. (6.23) reveals great similarities with the corresponding exponential factor
of the density νp(M) of states of quantum p-branes derived above. For this reason it has
been proposed that black holes might be considered as quantum extended objects like p-branes
[249, 250]. In fact, the comparison of Eqs. (6.16) and (6.22) yields
p =
D − 2
D − 4 . (6.24)
The only integer solutions of Eq. (6.24) are p = 1 (D = ∞), the string case corresponds to an
infinite dimensional black hole, p = 2 (D = 6), p = 3 (D = 5) and the limit p→∞ corresponding
to the 4-dimensional black hole. This last result has been pointed out in Ref. [236].
It should be noted that for any fixed p, the density of states of a p-brane grows slower than
the one for 4-dimensional black holes, but faster than the one for strings. So the probability
of a p-brane being in an interval of mass (M,M + dM) increases with the mass and the total
probability diverges. In accordance with the argument of Ref. [248] this divergence indicates a
breakdown of the canonical ensemble.
For super p-branes the asymptotic behaviour of the state density looks just in the same way.
We have seen in the previous subsection that the variation of the Wess-Zumino-Witten term
of the globally supersymmetric p-brane action is a total derivative if and only if the Γ-matrix
identity holds for arbitrary spinors. Then there exist only several admissible pairs (p,D), 1 ≤
p ≤ 5, associated with the four composition-division algebras for each spinor type [185, 186, 171].
Furthermore, the inclusion of winding modes can be done. The value of this function at s = 0
does not depend on winding numbers gi, but its derivative in general depends on them. Therefore
the total degeneracy of the level n and the density of states change in the presence of winding
modes.
Finally a warning about the possible identification between p-branes and black holes. The
first trivial observation stems from the fact that the asymptotic behaviour of two functions does
not lead to the conclusion that they are similar. The second one is more subtle. If one naively
assume that black holes share, asymptotically, some properties related to quantum extended
objects, it is a fact that the nature of these extended object may not be determined by their
asymptotic behaviour. In fact, in the previous subsection, we have seen that a parabosonic
string, asymptotically, behaves as a membrane. Thus the two original physical systems are quite
different from the physical view point, even though they asymptotically have the same behaviour.
Finally, there is a third serious fact against the identification of black holes and p-branes. As
we have shown, for the p-branes, the prefactor Bp(M) is computable and is finite. For the black
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holes, however, as first pointed out in Ref. [253], the prefactor B(M) seems untractable and
turns out to be divergent and this divergence may be regarded as the first quantum correction
to the Bekenstein-Hawking entropy (see, for example, [254, 255, 256, 257, 258].)
These divergences appear also in the so called ”entanglement or geometric entropy” [259, 260,
261, 262] and are peculiar of space-times with horizons and, in these cases, a possible physical
origin of them can be traced back to the equivalence principle [263, 264, 265].
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7 Finite temperature quantum properties on ultrastatic space-
time with hyperbolic spatial section
In this section we are going to study some properties of free and self interacting scalar fields
on ultrastatic manifolds MD with hyperbolic spatial section. In particular we shall give gen-
eral expressions for free energy and thermodynamic potential and, for the more important 4-
dimensional caseM△, we shall also give low and high temperature expansion of those quantities
and we shall discuss in some detail finite temperature effective potential and Bose-Einstein con-
densation. For the sake of completeness we shall also give free energy and thermodynamic
potential for the cases in which the constant curvature spatial section is TN and SN .
7.1 The free energy and thermodynamic potential
We recall that the complete high temperature expansion for the thermodynamic potential of a
relativistic ideal Bose gas was derived and discussed in Refs. [266, 80, 267]. The extension of
the formula to a Fermi gas was given first in Ref. [78]. The expansions mentioned above have
been done with either trivial (that is IRN ) and toroidal topology. Generalizations of the high
temperature expansion to particular curved spaces have been given in Refs. [59, 268, 269]. In
Refs. [59, 268] also spin 1/2 fields have been discussed. Only recently space-times with hyperbolic
spatial sections have been considered for this purpose [79, 270, 271, 272].
Here we present the evaluation of the thermodynamic potential for massive scalar fields in
thermal equilibrium at finite temperature T = 1/β on an ultrastatic space-time with constant
curvature spatial section of the kind TN , SN and HN/Γ. Of course, for arbitrary N , Γ is
assumed to contain only hyperbolic elements. Only for N = 3 and N = 2 elliptic elements shall
be taken into account.
At very high temperatures, we expect the dominant term of the thermodynamic energy to
be insensitive to curvature, because particles at high energy have wave length much smaller
than the curvature radius. We have no physical ground for similar conclusions with respect to
topological effects, if any. It must also be admitted that there is no clear definition of what
a ”topological effect” should be, because it is difficult to disentangle curvature from topology.
Here we leave it understood that by non trivial topology we really mean the non triviality of
the group Γ, i.e. Γ 6= e.
Free energy and thermodynamic potential have been defined in Sec. 2.6, where general inte-
gral representations valid on any curved ultrastatic manifold have been also given. Here we will
specialize Eqs. (2.59-2.61) and (2.65-2.67) to torii, spheres and compact hyperbolic manifolds
with elliptic and hyperbolic elements. Moreover, on these particular manifolds we shall be able
to give another representation of finite temperature quantities in terms of Mc Donald functions,
which is very useful in order to get the low temperature expansion.
The free energy can be derived from the thermodynamic potential in the limit µ→ 0 and for
this reason we directly attach the computation of thermodynamic potential, deriving the free
energy as a particular case.
The thermodynamic potential on IR×TN . Here we use the notations of Sec. 3.2. There is
no possibility to confuse the volume ΩN with the thermodynamic potential Ωβ. Using Eq. (3.1)
in Eq. (2.66), after some calculations we obtain
ΩTβ (β, µ| LN ) = −
2
√
2ΩN√
π
∞∑
n=1
∑
~k 6=0
cosh nβµ√
nβ
×
(
~k · R−1N ~k + α2
)1/4
K1/2(nβ[~k · R−1N ~k + α2]1/2) , (7.1)
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where ~k ∈ ZZN and for simplicity we have written the formula for untwisted fields. Replacing
~k with ~k + ~q one obtains the formula for arbitrary twists. Of course, in the limit µ → 0 this
gives the representation for the free energy. The latter equation is particularly useful if one is
interested in the low temperature expansion. For high temperature expansion it is convenient to
use another expression, which can be obtained by the Mellin-Barnes representation, Eq. (2.67).
The thermodynamic potential on IR × SN . As for the vacuum energy it is sufficient to
compute the thermodynamic potential for S1 and S2 and then apply the recurrence relations
for the ζ-function, Eq. (3.15). In fact we have
ΩSβ (β, µ| LN+2)
ΩN+2
= − 1
2πNΩN
[
(α2 + κ̺2N )Ω
S
β (β, µ| LN )− ζ ′(−1| LN )
]
.
For S1 we have simply to take Eq. (7.1) for N = 1. So we get
ΩSβ (β, µ| L1) = −
2
√
2Ω1√
π
∞∑
n=1
∞∑
k=−∞
cosh nµβ√
nβ
(
k2 + α2
)1/4
K1/2(nβ
√
k2 + α2) ,
while for S2 we use Eq. (3.17) in Eq. (2.66). In this way the thermodynamic potential reads
ΩSβ (β, µ| L2) = −
Ω2
i
√
2π
∞∑
n=1
coshnβµ
(nβ)3/2
∫
Γ
K3/2(nβ
√
z2 + α2) (z2 + α2)3/4
cos2 πz
dz .
The thermodynamic potential on IR ×HN/Γ. In Sec. 2.6 three different representations
of the temperature dependent part of the thermodynamic potential have been given by means
of Eqs. (2.65-2.67). As we shall see in the following, such representations are useful for low and
high temperature expansion. In order to specialize those equations to an ultrastatic space-time
with a compact spatial section HN/Γ, we separate the contributions coming from different kinds
of elements of the isometry group and first compute the contributions due to the identity in the
two cases N = 3 and N = 2.
Using Eqs. (2.66), (C.5) and (C.9) we obtain
ΩIβ(β, µ| L3) = −
α4Ω(F3)
π2
∞∑
n=1
coshnβµ
(nβα)2
K2(nβα) , (7.2)
ΩIβ(β, µ| L2) = −
2Ω(F2)√
2π
∞∑
n=1
cosh nβµ
(nβ)3/2
∫ ∞
0
K3/2(nβ
√
r2 + α2) (r2 + α2)3/4
cosh2 πr
dr .
As for the spherical case, from the recurrence relations for the ζ-function, Eq. (3.52), we have
the thermodynamic potential by means of equation
ΩIβ(β, µ| LN+2)
Ω(FN+2) = −
1
2πNΩ(FN )
[
(α2 + κ̺2N )Ω
I
β(β, µ| LN )− ζ ′I(−1| LN )
]
.
The contribution due to hyperbolic elements can be computed in arbitrary dimensions using
Eq. (3.54) or (3.50) in Eq. (2.65) or (2.66). So we obtain the two representations
ΩHβ (β, µ| LN ) =
1
π
∞∑
n=1
∫ ∞
−∞
einβt lnZ
(
̺N +
√
[t+ iµ]2 + α2
)
dt ,
ΩHβ (β, µ| LN ) = −
2α2
π
∞∑
n=1
coshnβµ
∑
{γ}
∞∑
k=1
χk(γ)lγ
SN (k; lγ)
K1(α
√
(nβ)2 + (klγ)2
α
√
(nβ)2 + (klγ)2
. (7.3)
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As we shall see in a moment, the latter equation is particularly useful in the low temperature
expansion.
Finally, the contributions due to elliptic elements for N = 3 and N = 2 read
ΩEβ (β, µ| L3) = −
2α2E
π
∞∑
n=1
coshnβµ
nβα
K1(nβα) , (7.4)
ΩEβ (β, µ| L2) = −
1
π
√
2
π
∞∑
n=1
cosh nβµ√
nβ
∫ ∞
−∞
(r2 + α2)1/4K1/2(nβ
√
r2 + α2)E2(r) dr . (7.5)
The free energy on IR×HN/Γ. Putting µ = 0 in Eqs. (7.2)-(7.5) we obtain the corresponding
formulae for the free energy of a charged scalar field. In the case of a neutral scalar field, we
have to multiply all results by a factor 1/2. Here we simply write down the formulae of free
energy for N = 3 and N = 2. They read
Fβ(β| L3) = −ν
∞∑
n=1
{
α4Ω(F3)
π2
K2(nβα)
(nβα)2
+
2α2E
π
K1(nβα)
(nβα)
− 2
π
∫ ∞
0
cosnβt lnZ
(
̺3 +
√
t2 + α2
)
dt
}
, (7.6)
Fβ(β| L2) = −ν
∞∑
n=1
{√
2Ω(F2)√
π
∫ ∞
0
K3/2(nβ
√
r2 + α2) (r2 + α2)3/4
(nβ)3/2 cosh2 πr
dr
+
23/2
π3/2
∫ ∞
0
K1/2(nβ
√
r2 + α2) (r2 + α2)1/4 E2(r)√
nβ
dr
− 2
π
∫ ∞
0
cosnβt lnZ
(
̺2 +
√
t2 + α2
)
dt
}
.
In the rest of this section we focus our attention on a 4-dimensional space-time with a
hyperbolic spatial part. Then we simplify the notation using F in place of F3 and we leave to
drop the argument of the functions. For example, Ωβ has to be understood as Ωβ(β, µ| L3). We
also substitute M , the effective mass, in place of α.
The low temperature expansion of thermodynamic potential on IR×H3/Γ. Recalling
that for real values of z and ν the asymptotics for Mc Donald functions reads
Kν(z) ∼
√
π
2z
e−z
∞∑
k=0
Γ(ν + k + 1/2)
Γ(k + 1)Γ(ν − k + 1/2) (2z)
−k (7.7)
and taking Eqs. (7.2), (7.3) and (7.4) into account we get the low temperature expansion
Ωβ ∼ −
∞∑
n=1
∑
{γ}
∞∑
j=1
χj(γ)lγ
S3(j; lγ)
M2e−nβ
[
M
√
1+(jlγ/nβ)2−|µ|
]
(2π)1/2
(
M
√
n2β2 + j2l2γ
)3/2
×
∞∑
k=0
Γ(k + 3/2)
(
2M
√
n2β2 + j2l2γ
)−k
Γ(k + 1)Γ(−k + 3/2)
− M
2E
(2π)1/2
∞∑
n=1
e−nβ(M−|µ|)
(nβM)3/2
∞∑
k=0
Γ(k + 3/2)(2nβM)−k
Γ(k + 1)Γ(−k + 3/2)
−M
4Ω(F)
(2π)3/2
∞∑
n=1
e−nβ(M−|µ|)
(nβM)5/2
∞∑
k=0
Γ(k + 5/2)(2nβM)−k
Γ(k + 1)Γ(−k + 5/2) . (7.8)
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It has to be noted that the leading terms come from the topological part since they dominate
the volume part by one power of 1/β. This is in accord with the intuitive expectation that at
very low temperature the quantum field is probing the full manifold because the most occupied
states are the low energy ones. The last term of the latter formula, which does not contain
topological contributions, gives the correct non relativistic limit if we set µNR = |µ|−M for the
non-relativistic chemical potential.
The high temperature expansion of thermodynamic potential on IR×H3/Γ. In order
to derive the high temperature expansion, it is convenient to use the Mellin-Barnes representa-
tion, Eq. (2.67) and integrate it on a closed path enclosing a suitable number of poles. To carry
out the integration we recall that the ζ-function in 3-dimensional compact manifold without
boundary has simple poles at the points s = 3/2−k (k = 0, 1, . . .) and simple zeros at the points
s = 0,−1,−2, . . . [29]. On the other hand, ζR(s) has a simple pole at s = 1 and simple zeros at
all the negative even numbers. Then the integrand function
Γ(s+ 2n− 1)ζR(s)ζ(s+ 2n − 1
2
| L3) β−s , (7.9)
has simple poles at the points s = 1 and s = −2(n + k) (k = 0, 1, 2, . . .). Moreover, for n = 2
we have another simple pole at s = 0, for n = 1 at s = 0 and s = 2 and finally for n = 0 at
s = 0, 2, 4. In the latter case s = 0 is a double pole. Hence integrating this function and recalling
that in our case the residues of ζ(s| L3) are given by Eq. (C.13) we obtain the high temperature
expansion
Ωβ = −Ω(F)π
2
45
β−4 +
[
Ω(F)
12
(M2 − 2µ2)− πE
3
]
β−2
−
{
Ω(F)(M2 − µ2)3/2
6π
− E(m2 − µ2)1/2
+
∞∑
n=0
µ2n√
πn!
∑
{γ}
∞∑
j=1
χj(γ)lγ
S3(j; lγ
[
jlγ
2M
]n−1/2
Kn−1/2(Mjlγ)
 β−1
−
(
ln
Mβ
4π
+ γ − 3
4
)[
M4Ω(F)
16π2
− M
2E
2π
]
− µ2
[
M2Ω(F)
8π2
− E
2π
]
+ µ4
Ω(F)
24π2
−M
2E
4π
− M
2
π
∑
{γ}
∞∑
j=1
χj(γ)lγ
S3(j; lγ
K1(Mjlγ)
Mjlγ
+O(β2) , (7.10)
O(β2) ∼ −
∞∑
k=1
β2kζ ′R(−2k)
k∑
n=0
µ2n
(2n)!(k − n)! ×[
Ω(F)M4
16π2(k − n+ 2)! −
EM2
π(k − n+ 1)!
](
M
2
)2(k−n)
,
which is in agreement with results of Ref. [80] in the case of a flat and topological trivial space.
From the high-temperature expansion we see that hyperbolic elements enter the thermody-
namic potential and the free energy with two main contributions, one linear in T = 1/β and
one independent of T . In sharp contrast are placed elliptic elements, which enter the formulae
in all terms of the expansion, but the leading one. Even with zero chemical potential, the el-
liptic number gives a negative contribution to the coefficient of T 2 = 1/β2. Thus the pattern
of symmetry breaking in the finite temperature effective potential will be probably modified by
the elliptic topology of the manifold.
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By looking at Eq. (7.10), we also note that Ωβ in the complex µ-plane presents, as expected,
two branch points at |µ| =M in agreement with flat-space results.
Another form of the high temperature expansion which looks quite similar to the one which
one has on a flat space-time, can derived by means of Eq. (2.68) (see Ref. [273]).
The results here obtained can also be extended to fermions once a given spin structure
has been chosen on the manifold, the different spin structures being parametrized by the first
cohomology groupH1(H3/Γ, ZZ2). The expansion for fermions can be obtained using the relation
Ωf (β, µ) = 2Ωb(2β, µ) − Ωb(β, µ) [59], where f/b stands for fermion/boson degrees of freedom,
by referring to our previous results.
7.2 The Bose-Einstein condensation on IR×H3
As a first application of the formalism we have developed in this section we discuss Bose-
Einstein condensation for a non relativistic ideal gas. The physical phenomenon, which in the
non relativistic case has a long story [274], is well described in many text books (see for example
Ref. [275]) and a rigorous mathematical discussion of it was given by many authors [276, 277,
278]. The generalization to a relativistic ideal Bose gas is non trivial and only recently has been
discussed in a series of papers [266, 80, 267, 269]. The effect of self-interaction has been taken into
account, at least in the one-loop approximation with a proper relativistic treatment [279, 280]
and the interesting interpretation of Bose-Einstein condensation as a symmetry breaking effect
both in flat as well as in curved space-time has been analyzed [267, 279, 281]. Related and
recent works on Bose-Einstein condensation in curved space-times have been presented in Refs.
[282, 283, 284]
It is well known that in the thermodynamic limit (infinite volume and fixed density) there
is a phase transition of the first kind in correspondence of the critical temperature at which
the condensation manifests itself. At that temperature, the first derivative of some continuous
thermodynamic quantities has a jump. If the volume is kept finite there is no phase transition,
nevertheless the phenomenon of condensation still occurs, but the critical temperature in this
case is not well defined.
As an example here we focus our attention on IR×H3. We shall derive the thermodynamic
potential for a free, charged scalar field of mass m. As we know, the thermodynamic potential
has two branch points when the chemical potential µ reaches ±ω0, ω20 = M2 = m2 + |κ| being
the lower bound of the spectrum of the operator  L3 = −∆3 +m2 and κ the negative constant
curvature of H3. The values ±ω0 will be reached by µ = µ(T ) of course for T = 0, but also for
some T = Tc > 0. This is the critical temperature at which the Bose gas condensates.
The elementary properties of the Laplace-Beltrami operator on HN , that is the spectrum
and the density of states has been derived in Sec. 3.3.1. In particular, for the density of zero
angular momentum radial functions we have found Φ3(r) = r
2/2π2. The continuum spectrum of
the Laplacian on H3 has a lower bound at λ = 1 (or λ = |κ| in standard units) in contrast with
which in general happens on the compact manifold H3/Γ. We also notice that the wave operator
propagates the field excitations on the light cone, hence the gap should not be interpreted as a
physical mass.
In the following, we shall need low and high temperature expansions of thermodynamic
potential. Then we shall use Eqs. (7.8) and (7.10) disregarding topological contributions. As
usual, in order to avoid divergences we shall consider a large volume Ω in H3 and the limit
Ω→∞ shall be understood when possible.
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The Bose-Einstein condensation. In order to discuss Bose-Einstein condensation we have
to analyze the behaviour of the charge density
̺ = −∂Ωβ(β, µ)
∂µ
= −βz
Ω
∂Ωβ(Ω, β, z)
∂z
≡ f(z)− f(1/z) (7.11)
in the infinite volume limit. Here z = exp βµ is the activity and
f(z) =
∑
j
z
Ω(eβωj − z) . (7.12)
The ωj in the sum are meant to be the Dirichlet eigenvalues for any normal domain Ω ⊂ H3.
That is, Ω is a smooth connected submanifold of H3 with non empty piecewise C∞ boundary.
By the infinite volume limit we shall mean that a nested sequence of normal domains Ωk has
been chosen together with Dirichlet boundary conditions and such that
⋃
k Ωk ≡ H3. The reason
for this choice is the following theorem (see for example [114]):
Theorem 5 (Mc Kean) if ωk0 denotes the smallest Dirichlet eigenvalue for any sequence of
normal domains Ωk filling all of H
3 then ωk0 ≥M and limk→∞ ωk0 =M .
Although the above inequality is also true for Neumann boundary conditions, the existence of
the limit in not assured to the authors knowledge.
Now we can show the convergence of the finite volume activity zk to a limit point z¯ as
k → ∞. To fix ideas, let us suppose ̺ ≥ 0: then zk ∈ (1, exp βωk0 ). Since ̺(Ω, β, z) is an
increasing function of z such that ̺(Ω, β, 1) = 0 and ̺(Ω, β,∞) =∞, for each fixed Ωk there is
a unique zk(¯̺, β) ∈ (1, β expωk0) such that ¯̺ = ̺(Ωk, β, zk). By compactness, the sequence zk
must have at least one fixed point z¯ and as ωk0 →M2 as k goes to infinity, by Mc Kean theorem,
z¯ ∈ [1, exp βM ].
From this point on, the mathematical analysis of the infinite volume limit exactly parallels
the one in flat space for non relativistic systems, as it is done for example in Refs. [277, 285, 278].
An accurate analysis for the relativistic ideal gas in Minkowski space can be found in Ref. [266].
The difference between R×H3 and R4 is simply due to the fact that the mass m is replaced by
M . For this reason, here we skip all details of computation and refer the reader to the literature.
We recall that there is a critical temperature Tc, related to ̺ by a complicated integral
equation, over which there are no particles in the ground state. The solution of such an equation
states that for T > Tc one always has |µ| < M and a vanishing charge density ̺0 of the particles in
the ground state, while for T ≤ Tc |µ| remains equal toM and the charge density of the particles
in the ground state is non vanishing. That is, below Tc one has Bose-Einstein condensation.
The critical temperature can be easily obtained in the two cases βM ≫ 1 and βM ≪ 1
(in the case of massive bosons these correspond to non relativistic and ultrarelativistic limits
respectively). In fact one has
Tc =
2π
M
(
̺
ζR(3/2)
)2/3
, βM ≫ 1 , (7.13)
Tc =
(
3̺
M
)1/2
, βM ≪ 1 (7.14)
and the corresponding charge densities of particles in the ground state
̺0 = ̺
[
1− (T/Tc)3/2
]
, βM ≫ 1 , (7.15)
̺0 = ̺
[
1− (T/Tc)2
]
, βM ≪ 1 . (7.16)
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It has to bo noted that for massless bosons, the condition |µ| ≤ M does not require µ = 0
like in the flat space, because M > 0 also for massless particles. This implies that the critical
temperature is always finite and so, unlike in the flat case, ̺ is always different from ̺0. As has
been noticed in Ref. [266] that on a flat manifold the net charge of massless bosons resides in
the Bose-Einstein condensed ground state. This never happens if the spatial manifold is H3. In
fact, because of constant curvature massive and massless bosons have a similar behaviour.
As it is well known, at the critical temperature, continuous thermodynamic quantities may
have a discontinuous derivative (first order phase transition). This stems from the fact that
the second derivative with respect to T of the chemical potential is a discontinuos function for
T = Tc. This implies that the first derivative of the specific heat CV has a jump for T = Tc
given by
dCV
dT
∣∣∣∣
T+c
− dCV
dT
∣∣∣∣
T−c
= ΩT+c µ
′′(T )c
∂̺(T, µ)
∂T
∣∣∣∣
T=T+c
(7.17)
where by the prime we indicate the total derivative with respect to T .
Now we again consider the low and high temperature limits and compute the discontinuity
of the derivative of the specific heat using Eq. (7.17). The charge density as given in Eq. (7.11)
can be obtained by deriving −Ωβ(β, µ)/Ω with respect to µ. For T > Tc this gives µ as an
implicit function of T and ̺.
Deriving Eq. (7.8) with respect to µ and taking only leading terms into account (of course
disregarding topological contributions), we get an expansion for ̺ valid for small T . It reads
̺ ≃
(
MT
2π
)3/2 ∞∑
n=1
e−nβ(M−|µ|)
n3/2
. (7.18)
Of course, for |µ| =M this gives Eq. (7.13). From Eq. (7.18) we obtain
µ′′(T+c ) ∼ −
2.44
Tc
, T
∂̺
∂T
=
3̺
2
(7.19)
and the standard result
dCV
dT
∣∣∣∣
T+c
− dCV
dT
∣∣∣∣
T−c
= −3.66Q
Tc
(7.20)
immediately follows (Q = ̺Ω is the total charge).
In a similar way, deriving Eq. (7.10) with respect to µ (always disregarding topological
contributions), we get the expansion for the charge density
̺ ≃ µT
2
3
− µT (M
2 − µ2)1/2
2π
+
µ(3M2 − 2µ2)
12π2
+
∞∑
k=1
β2kζ ′R(−2k)
k∑
n=1
µ2n−1
(2n− 1)!(k − n)!
M4
16π2(k − n+ 2)!
(
M
2
)2(k−n)
, (7.21)
valid for T > Tc. For µ = M , the leading term of the latter expression gives again the result
(7.14). From Eq. (7.21), by a straightforward computation and taking only leading terms into
account we get
µ′′(T+c ) ≃ −
16π2
9M
, T
∂̺
∂T
∣∣∣∣
T=T+c
≃ 2̺ , (7.22)
dCV
dT
∣∣∣∣
T+c
− dCV
dT
∣∣∣∣
T−c
≃ −32Qπ
2
9M
, (7.23)
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in agreement with the result on IR4 given in Ref. [266].
We have shown that both massless and massive scalar fields on the Lobachevsky space H3
exhibits Bose-Einstein condensation at a critical temperature depending on the curvature of the
space. The higher is the curvature radius the higher is the critical temperature. The treatment is
not intended to be complete in any sense but we have not been able to display a curvature effect
on thermodynamic quantities at the most elementary level. In particular, due to curvature,
massless charged bosons have a finite Tc in contrast with the flat space result. The difference
can be traced back to the existence of a gap in the spectrum of the Laplace operator on H3. We
also pointed out that the infinite volume limit is under good control only for Dirichlet boundary
conditions, for which the smallest eigenvalue has its limit value precisely at the gap of the
continuous spectrum.
7.3 The finite temperature effective potential for a self-interacting scalar field
on IR×H3/Γ
As a last example, we shall consider finite temperature effects associated with a self-interacting
scalar field on ultrastatic space-time of the form IR ×H3/Γ. We shall give low and high tem-
perature expansions and we shall obtain the one-loop, finite temperature effective potential as
a by-product of free energy.
To start with, let φ a neutral scalar field non-minimally coupled to the gravitational field
and with a self-interacting term of the kind λφ4. We concentrate on the temperature dependent
part of the one loop effective potential, the zero temperature contributions, which require renor-
malization, being computed in Sec. 4.4.2. We shall also assume the isometry group to contain
only hyperbolic elements.
After the compactification in the imaginary time τ , the classical action for such a system
reads
Sc[φ, g] =
∫ β
0
dτ
∫
H3/Γ
[
−1
2
φ
(
∂2
∂τ2
+∆3
)
+ V (φ,R)
]
|g| 12 d3x
and the small disturbance operator A = −∂2τ +  L3, with  L3 = −∆3 + V ′′(φc, R). As usual φc
represents a classical solution around which we expand the action. The potential is assumed to
be of the form
V (φ,R) =
m2φ2
2
+
ξRφ2
2
+
λφ4
24
,
which for φ = φc becomes the classical potential Vc(φc, R). From now on we shall leave under-
stood the explicit dependence on R.
Assuming a constant background field φc the concept of one-loop, finite temperature effective
potential is well defined [140] and given by the one-loop free energy density. As in Sec. 2.4 we
formally have Veff (φc) = Vc(φc) + V
(1)(φc), with the one-loop quantum corrections
V (1)(φc) =
1
2βΩ(F) ln det(Aℓ
2) = V
(1)
0 (φc) + V
(1)
β (φc) ,
where we have separated the zero (V
(1)
0 (φc)) and finite (V
(1)
β (φc)) temperature contributions.
Using Eqs. (2.63) and (7.6) we directly have
V
(1)
β (φc) =
1
βΩ(F) Tr ln
(
1− e−βQ
)
(7.24)
= −M
4
2π2
∞∑
n=1
K2(nβM)
(nβM)2
+
1
πΩ(F)
∞∑
n=1
∫ ∞
0
cosnβt lnZ
(
1 +
√
[t2 +M2]/|κ|
)
dt , (7.25)
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where Q = |L3|1/2 and
M2 = V ′′(φc) + κ̺23 = m
2 +
(
ξ − 1
6
R
)
+
λφ2c
2
.
Of course, other representations can be derived from the results concerning the thermodynamic
potential in the limit µ → 0. In particular we write down the low and high temperature
expansions, which we need in the following. They read respectively
V
(1)
β (φc) ∼ −
1
2Ω(F)
M2
(2π)1/2
∞∑
n=1
∑
{γ}
∞∑
k=1
χk(γ)lγe
−nβM
√
1+(klγ/nβ)2
S3(k; lγ)
(
nβM
√
1 + (klγ/nβ)2
)3/2
×
1 + 3
4
(
nβM
√
1 + (klγ/nβ)2
)
− 1
2
M4
(2π)3/2
∞∑
n=1
e−nβM
(nβM)5/2
. (7.26)
V
(1)
β (φˆ) ∼ −
π2
90β4
+
M2
24β2
−
[
M3
12π
− M
2Ω(F) lnZ(1 +M)
]
1
β
− M
4
32π2
[
ln
βM
4π
+ γ − 3
4
]
(7.27)
− M
2
2πΩ(F)|κ|1/2
∫ ∞
1
Ξ(1 + tM |κ|−1/2)
√
t2 − 1 dt+O(β2) ,
where only leading terms have been written. Of course, also in this case the coefficients of
the positive powers of β do not depend on the topology. It is interesting to observe that
the topological term independent of β in the latter formula is the same, but the sign, as the
topological contribution to the zero temperature effective potential, also after renormalization
(see Eq. (4.17) in Sec. 4.4.2 and Ref. [286]). This means that in the high temperature expansion
of the one-loop effective potential only the term proportional to T = 1/β feels the non trivial
topology (hyperbolic elements only).
Phase transitions. The relevant quantity for analyzing the phase transitions of the system
is the mass of the field. The quantum corrections to the mass are defined by means of equation
Veff (φc) = Λeff +
1
2
(m20 +m
2
β)φ
2
c +O(φ
4
c) ,
where Λeff (the cosmological constant) in general represents a complicated expression not de-
pending on the background field φc while m0 and mβ represent the zero and finite temperature
quantum corrections to the mass m. As has been shown in Sec. 4.4.2 (see also Ref. [273]), m0
has curvature and topological contributions, which help to break symmetry (for ξ < 1/6). On
the contrary, here we shall see that mβ always helps to restore the symmetry.
By evaluating the second derivative with respect to φc at the point φc = 0 of Eqs. (7.24) and
(7.25), we obtain for mβ the two equations
m2β =
λ
2Ω(F) Tr
e−βQ0
Q0(1− e−βQ0) (7.28)
=
λM20
4π2
∞∑
n=1
K1(nβM0)
nβM0
+
λ
2πΩ(F)|κ|
∞∑
n=1
∫ ∞
0
cosnβt
Ξ(1 +
√
[t2 +M20 ]/|κ|)√
[t2 +M20 ]/|κ|
dt , (7.29)
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where Q0 = Qφ=0 = | − ∆3 + m2 + ξR|1/2 and M0 = Mφ=0 = |m2 + (ξ − 1/6)R|1/2. From
the exact formula (7.28) we see that the finite temperature quantum corrections to the mass
are always positive, their strength mainly depending on the smallest eigenvalues of the operator
Q0. This means that such a contribution always helps to restore the symmetry. The second
expression (7.29) gives the mass in terms of geometry and topology of the manifold. In fact,
wew recall that the Ξ-function is strictly related to the isometry group Γ, which realizes the non
trivial topology of M.
To go further, we compute the corrections to the mass in the high temperature limit. Using
Eq. (7.27) we obtain
m2β ∼
λ
24β2
− 3M0λ
8πβ
+
|κ|−1/2
4M20Ω(F)
[
lnZ(1 +M0|κ|−1/2) +M0|κ|−1/2 Ξ(1 +M0|κ|−1/2)
] λM0
β
,
from which we see that if temperature is high enough, quantum corrections always help to restore
symmetry. By using Eq. (7.26) one can also compute the quantum corrections to the mass in
the low temperature limit. Of course one obtains exponentially damped corrections dominated
by the topological part [272].
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8 Strings at finite temperature
Since the early days of dual string models, it was been known that an essential ingredient of
string theory at non-zero temperature was the so-called Hagedorn temperature [287, 288, 226].
It was soon recognized that the appearance of the Hagedorn temperature was a consequence
of the fact that the asymptotic form of the state level density had an exponential dependence
on the mass. A naive argument led to the conclusion that above such a temperature the free
energy was diverging. After these pioneering works, the success of string theory yielded a lot
of investigations on finite temperature effects for these extended objects [289, 290, 291, 292],
[293, 294, 295, 296], [297, 298, 299]. In Refs. [300, 301] the possible occurrence of a first order
transition above the Hagedorn temperature has been discussed. Further recent references are
[302, 303, 304, 305]. One of the main reasons for these investigations is connected with the
thermodynamic of the early universe (see Refs. [306, 307] and references therein) as well as with
the attempts to use extended objects for the description of the high temperature limit of the
confining phase of large N-SU(N) Yang-Mills theory [308, 309].
We shall try to investigate the finite temperature effects in string theory within the canonical
ensemble approach. The existence of the Hagedorn spectrum (the exponentially growing density
of states) leads to the breakdown of the correspondence between canonical and microcanonical
ensemble above the Hagedorn temperature. Thus our considerations are only valid below this
critical temperature. We also mention that the microcanonical ensemble, in some sense more
appropriate for the study of strings at finite temperature, has been advocated and used in
Ref. [227].
In this section we put the Regge slope parameter α = 1/2, thus the string tension is normal-
ized at T = 1/π.
8.1 The Mellin-Barnes representation for one-loop string free energy
We start by recalling that there are different representations for the string free energy. One
of these, which is very useful for formal manipulations, gives a modular invariant expression
for the free energy [294, 295, 310]. However, this and all other well known representations (see
for example Ref. [305]) are integral ones, in which the Hagedorn temperature appears as the
convergence condition in the ultraviolet limit of a certain integral. These may be called proper-
time representations. In order to discuss high- or low-temperature limits in such representations
one has to expand the integral in terms of a corresponding series. Thus, a specific series ex-
pansion appears in string theory at non-zero temperature. Here, making use of the so-called
Mellin-Barnes representation, we shall exhibit a Laurent representation for the one-loop open
(super)string free energy [311, 312].
We have shown how to arrive at Mellin-Barnes representation for field theory free energy
at finite temperature in Sec. 2.6. Recalling that the ζ-function density related to the operator
LN = −∆N +m2 = ~p2 +m2 acting on functions in IRN reads
ζ˜(s|LN ) =
Γ(s− N2 )mN−2s
(4π)
N
2 Γ(s)
and making use of Eq. (2.61), for the statistical sum of a free massive field in a D = N + 1-
dimensional, flat space-time one has (b stands for bosons and f for fermions)
F˜ b,fβ = −
(4π)−
D
2
4πi
∫ c+i∞
c−i∞
(
β
2
)−s
Γ(
s
2
)Γ(
s −D
2
)ζb,f (s)m
D−s ds . (8.1)
Here ζb(s) = ζR(s), ζf (s) = (1−21−s)ζR(s) and the mass m is a c-number. In order to generalize
the above representation to (super)strings, it is sufficient to note that in that case one has to
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deal with a mass operator M2. As a consequence, for (super)string theory one can generalize
the representation (8.1) in the form
Fstring = −
(4π)−
D
2
4πi
∫ c+i∞
c−i∞
(
β
2
)−s
Γ(
s
2
)Γ(
s−D
2
)ζR(s)Tr [M
2]
D−s
2 ds ,
Fsuperstring = −
(4π)−
D
2
2πi
∫ c+i∞
c−i∞
(
β
2
)−s
Γ(
s
2
)Γ(
s−D
2
)(1− 2−s)ζR(s)Tr [M2]
D−s
2 ds ,(8.2)
where D = 26 for strings and D = 10 for superstrings. The symbol Tr means trace over boson
and fermion fields. The quantity Tr [M2](D−s)/2 which appears in above equations requires a
regularization because a naive definition of it leads to a formal divergent expression. For this
reason we make use of the Mellin transform
Tr [M2]−s =
1
Γ(s)
∫ ∞
0
ts−1Tr e−tM
2
dt
and the heat-kernel expansion of Tr e−tM2 .
For bosonic strings the mass operator contains both infrared (due to the presence of the
tachyon in the spectrum) and ultraviolet divergences, while for superstrings it contains only
ultraviolet divergences. Furthermore, for closed (super)strings the constraints should be in-
troduced via the usual identity (see for example Ref. [305]). Hence the consideration of open
superstrings is simpler from a technical point of view and in the following we shall consider them
in some detail.
A simple and standard way to arrive at the heat-kernel expansion is the following. For open
superstrings (without gauge group) the mass operator is given by (see for example Ref. [4])
M2 = 2
D−2∑
i=1
∞∑
n=1
n
(
N bni +N
f
ni
)
, D = 10 .
This leads to [4]
Tr e−tM
2
= 8
∞∏
n=1
(
1− e−2tn
1 + e−2tn
)−8
= 8
[
θ4
(
0|e−2t
)]−8
, (8.3)
where θ4(x, y) is the Jacobi elliptic theta-function (see Appendix D for definition and properties)
and the presence of the factor 8 is due to the degeneracy of the ground states.
Using Eq. (D.8) or alternatively Meinardus theorem in Eq. (8.3) we obtain the asymptotics
for small t[
θ4(0, e
−2t)
]−8 ∼ t4
(2π)4
eπ
2/t − t
4
2π4
+O
(
e−π
2/t
)
.
So we may define the regularized trace of the complex power Tr (M2)
D−s
2 (D = 10) in the
following way
Tr (M2)5−
s
2 =
8
Γ
( s
2 − 5
) ∫ ∞
0
t
s
2
−6
[
[θ4(0, e
−2t)]−8 − t
4
(2π)4
(
eπ
2/t − 8
)]
dt
+
8
(2π)4Γ
( s
2 − 5
) ∫ ∞
0
t
s
2
−2 (e2π2/t − 8) dt ,
where the latter integral has to be understood in the sense of analytical continuation. This
means that
∫∞
0 t
s/2−2 dt = 0, while∫ ∞
0
t
s
2
−2eπ
2/t = (−π2) s2−1Γ
(
1− s
2
)
.
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The final result then assumes the form
Tr (M2)5−
s
2 =
1
2π6Γ
( s
2 − 5
) [(−1) s2−1πsΓ(1− s
2
)
+ π3/2G(s,Λ)
]
, (8.4)
where we have set
G(s,Λ) =
√
π
(
π
2
) s
2
−1 ∫ Λ
0
t
s
2
−6
{[
1
2
θ4
(
0, e−πt
)]−8
− t4
(
e2π/t − 8
)}
dt. (8.5)
In Eq. (8.5) the infrared cutoff parameter Λ has been introduced. On the next stage of our
calculations this regularization will be removed (i.e. we will take Λ→∞).
Making use of Eqs. (8.2) and (8.4) we get
Fsuperstring = −
(2π)−11
2πi
∫ c+i∞
c−i∞
[ϕ(s) + ψ(s)] ds , (8.6)
ϕ(s) = (−1) s2−1(1− 2−s)ζR(s) π
sin πs2
(
β
2π
)−s
, (8.7)
ψ(s) = (1− 2−s)π 32−sζR(s)Γ(s
2
)G(s,Λ) (
β
2π
)−s.
The meromorphic function ϕ(s) has first order poles at s = 1 and s = 2k, k = 1, 2, . . .. The pole
of ϕ at s = 1 has imaginary residue. The meromorphic function ψ(s) has first order poles at
s = 1. One can see that the regularization cutoff parameter can be removed. If c > 1, closing
the contour in the right half-plane, we obtain
Fsuperstring = −
2
(2π)11
[ ∞∑
k=1
(1− 2−2k)ζR(2k)x2k − πx
4
G(1,∞)
]
+IR(x) + IR(x,Λ),
where x = βc/β, βc = 2π, while IR(x) and IR(x,Λ) are the contributions coming from the
contour integrals of the functions φ(s) and ϕ(s) respectively along the arc of radius R in the
right half-plane. The series converges when β > βc = 2π, βc being the Hagedorn temperature
(see for example Ref. [297]). The sum of the series can be explicitly evaluated and the result is
∞∑
k=1
(1− 2−2k)ζR(2k) x2k = πx
4
tan
πx
2
, |x| < 1 .
As a consequence the statistical sum contribution to the one-loop free energy is given by
Fsuperstring = −
πx
2(2π)11
[
tan
πx
2
−G(1,∞)
]
+ IR(x) + IR(x,Λ) . (8.8)
If |x| < 1 then the value of the contour integral IR(x) is vanishing when R → ∞. With regard
to the contour contribution IR(x,Λ), we observe that we can remove the cut-off Λ and it has
the corrected low temperature limit (see for example Ref. [228]). For high temperature it is
negligible.
We conclude by observing that for the open bosonic string one can repeat all the steps and
arrive at the series representation
∞∑
k=1
ζR(2k) y
2k =
1
2
− πy
2
cot(πy), |y| < 1 .
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As a result, for y < 1 one can show that the high temperature expansion assumes the form
Fbosonic string ≃ −
1
223π16
[
−y cot(πy)− 2y
βc
D(1,Λ) +
1
π
D(0,Λ)
]
. (8.9)
Here y = βc/β, the related Hagedorn temperature is βc =
√
8π,
D(s,Λ) = 2π
∫ Λ
0
t
s
2
−14 [η(it)−24 − t12e2π/t] dt
and finally η(τ) = eiπτ/12
∏∞
n=1(1 − e2πinτ ) is the Dedekind eta function. However in this case,
the infrared cutoff parameter Λ cannot be removed for the presence of a tachyon in the spectrum.
We observe that a similar asymptotic behaviour was already been pointed out in Ref. [226], but
in a different context.
The Laurent series have been obtained for |x| < 1 and |y| < 1, namely for β > βc. The
right hand sides of the above formulae, Eqs. (8.8) and (8.9), may be understood as an analytic
continuations of those series for |x| > 1, |y| > 1 (i.e. β < βc). As a consequence we have
exhibited a kind of periodic structure for the one-loop free energy of (super)strings.
The results we have obtained here are based on the Mellin-Barnes representation for the
one-loop free energy of the critical (super)strings. Such a novel representation for the lowest
order in string perturbation theory has permitted to obtain explicit thermodynamic expressions
in term of a Laurent series. The critical temperature arises in this formalism as the convergence
condition (namely the radius of convergence) of these series. Furthermore, the explicit analytic
continuation of the free energy for temperatures beyond the critical Hagedorn one (β ≤ βc)
has been found. As a result, there might be the possibility to analyze the breakdown of the
canonical ensemble and possible new string phases.
It is somewhat surprising that exists such a finite temperature periodic structure in the
behaviour of (super)string thermodynamic quantities. The typical widths of the periodic sectors
depends on the Regge slope parameter α. The widths of the sectors grow together with the
parameter α and in the limit α→ 0 (string tension goes to ∞), the thermodynamic system can
be associated with ideal massless gas of quantum fields present in the normal modes of the string
(see for example Ref. [289]). In addition, from Eq. (8.6) it follows that Fsuperstring ∼ β−10
and such behaviour is consistent with the ordinary statistical mechanics results (see for example
Ref. [228]).
8.2 High genus contributions to string free energy
The physical meaning of the Hagedorn temperature as the critical one corresponding to the
behaviour of thermodynamic ensembles, may also be grasped by investigating the interplay
between free strings and their interactions (i.e. higher loops). In this subsection we would like
to generalize to arbitrary genus-g strings the Mellin-Barnes representation previously obtained.
Such a generalization will allow us to identify the critical temperature at arbitrary loop order.
Early attempts to study the critical temperature for multi-loop strings has been presented in
Refs. [313, 314, 315]. Here we closely follow Ref. [316].
It is well-known that the genus-g temperature contribution to the free energy for the bosonic
string can be written as [313]
Fg(β) =
∞∑
mi,nj=−∞
′ ∫
(dτ)WP (detP
†P )1/2(det∆g)−13e−∆S(β,~m,~n) , (8.10)
where (dτ)WP is the Weil-Petersson measure on the Teichmu¨ller space. This measure as well as
the factors det(P †P ) and det∆g are each individually modular invariant [313]. In addition
Ig(τ) = (detP
†P )1/2(det∆g)−13 = eC(2g−2)Z ′(1)−13Z(2) , (8.11)
where Z(s) is the Selberg zeta function and C an universal constant [317]. Furthermore, the
winding-number factor has the form of a metric over the space of windings, namely
∆S(β, ~m,~n) =
Tβ2
2
[mlΩli − ni][( ImΩ)−1]ij [Ω¯jkmk − nj] = gµν(Ω)NµNν ,
T being the string tension (which here is explicitly written) and µ, ν = 1, 2, . . . , 2g, {N1, ..., N2g} ≡
{m1, n1, ...,mg , ng}. The periodic matrix Ω corresponding to the string world-sheet of genus g
is a holomorphic function of the moduli, Ωij = Ωji and ImΩ > 0. The matrix Ω admits a
decomposition into real symmetric g × g matrices, that is Ω = Ω1 + iΩ2. As a result
g(Ω1 + iΩ2) =
(
Ω1Ω
−1
2 Ω1 +Ω2 −Ω1Ω−12
−Ω−12 Ω1 Ω−12
)
.
Besides, g(Ω) = Λˆtg(Λ(Ω))Λˆ [317], where Λ is an element of the symplectic modular group
Sp(2g, ZZ) and the associated transformation of the periodic matrix reads Ω 7→ Ω′ = Λ(Ω) =
(AΩ+B)(CΩ+D)−1. As a consequence, the winding factor∑
~m,~n
′ exp[−∆S(β, ~m,~n)]
is also modular invariant.
It can be shown that the 2g summations present in the expression for Fg(β) can be replaced
by a single summation together with a change in the region of integration from the fundamental
domain to the analogue of the strip Sa1 related to the cycle a1, whose choice is entirely arbitrary
[313]. Then, one has
Fg(β) =
∞∑
r=1
∫
(dτ)WP Ig(τ) exp
[
−Tβ
2r2
2
Ω1i[( ImΩ)
−1]ijΩ¯j1
]
. (8.12)
Let us now consider the Mellin-Barnes representation for the genus-g free energy. A simple way
to arrive at it is to make use of the Mellin transform of the exponential factor, i.e.
e−v =
1
2πi
∫ c+i∞
c−i∞
Γ(s)v−s ds,
with Re v > 0 and c > 0. Therefore one gets∑
~m,~n
′ exp[−∆S(β, ~m,~n)] =
∑
~m,~n
′ 1
2πi
∫ c+i∞
c−i∞
Γ(s)(∆S(β, ~m,~n))−s ds
=
1
2πi
∫ c+i∞
c−i∞
Γ(s)
(
β2
2π
)−s
Gg(s; Ω) ds, (8.13)
where
Gg(s; Ω) ≡
∑
~N∈ZZ2g/{0}
( ~N tΩ ~N)−s ,
∞∑
r=1
exp
[
−β
2r2
2π
Ω1i[( ImΩ)
−1]ijΩ¯j1
]
=
1
2πi
∫ c+i∞
c−i∞
dsΓ(s)ζR(2s)
(
β2
2π
)−s {
Ω1i[( ImΩ)
−1]ijΩ¯j1
}−s
. (8.14)
99
Finally, using the formulae (8.13) and (8.14) in Eqs. (8.10) and (8.12) respectively, one obtains
Fg(β) =
1
2πi
∫ c+i∞
c−i∞
dsΓ(s)(
β2
2π
)−s
{∫
d(τ)WP Ig(τ)Gg(s; Ω)
}
(Reg)
,
Fg(β) =
1
2πi
∫ c+i∞
c−i∞
dsΓ(s)ζR(2s)
(
β2
2π
)−s
×
{∫
(dτ)WP Ig(τ)
[
Ω1i[( ImΩ)
−1]ijΩ¯j1
]−s}
(Reg)
.
These are the main formulae which will be used for the evaluation of the genus-g string contri-
bution. In order to deal with such expressions, the integrals on a suitable variable in (dτ)WP
should be understood as the regularized ones. In this way the order of integration may be
interchanged.
For the sake of simplicity let us reconsider briefly the g = 1 case. It is well known that [317]
(dτ)WP =
dτ1dτ2
2τ22
, I1(τ) = −Vol(IR
26)
(2π)13
[τ2|η(τ)|4]−12 ,
where η(τ) is Dedekind eta function defined above and Vol(IR26) is the volume of a large region
in IR26. In the case of an open bosonic string we have Ω1 = 0, Ω2 = τ2 and Ω = diag (τ2, τ
−1
2 ).
In the limit τ2 → 0 we get
exp
[
−β
2
2π
( ~N tΩ ~N)−s
]
7→ exp
[
−β
2
2π
n−2sτ−12
]
,
G1(s; Ω) 7→
∞∑
n=1
(n2τ−12 )
−s = τ s2ζR(2s). (8.15)
The corresponding contribution to free energy is given by
1
2πi
∫ c+i∞
c−i∞
dsΓ(s)
(
β2
2π
)−s
ζR(2s)
{∫ ∞
0
dτ2τ
s−14
2 η(iτ2)
−24
}
(Reg)
.
After having regularized the ultraviolet region (τ2 → 0) one has again Eq. (8.9) of previous
Subsection.
By analogy with the above one-loop evaluation, now we shall consider the open string genus-
g contribution to the free energy. The matrix Ω may be chosen as Ω = diag (Ω2,Ω
−1
2 ). In the
limit Ω2 → 0 one has
exp
[
−β
2
2π
( ~N tΩ ~N)−s
]
7→ exp
[
−β
2
2π
Ω−12 ~N
t ~N
]
,
Gg(s; Ω) 7→ Ωs2
∑
~N∈ZZg/{0}
( ~N t ~N)−s = Ωs2ZIg(
2s
g
; 0, 0) ,
where Z is the Epstein zeta function (see Appendix D for definition and properties) and I the
g × g identity matrix. In this way the contribution to free energy reads
1
2πi
∫ c+i∞
c−i∞
dsΓ(s)
(
β2
2π
)−s
ZIg(
2s
g
; 0, 0)
{∫
dτWPΩ
s
2Ig(τ)
}
(Reg)
.
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Since a tachyon is present in the spectrum, the total free energy will be divergent for any
g. The infrared divergence may be regularized by means of a suitable cutoff parameter. Such a
kind of behaviour can be associated with the procedure of pinching a cycle non homologous at
zero (see for example Ref. [315]). It is well known that the behaviour of the factor (dτ)WP Ig(τ)
is given by the Belavin-Knizhnik double-pole result and it has a universal character for any g. It
should also be noticed that this divergence is β-independent and the meromorphic structure is
similar to the genus-one case. As a consequence, the contribution to the free energy relative to
high temperature, may be obtained again in terms of a Laurent-like series and the whole genus
dependence of the critical temperature is encoded in the analogue of Riemann zeta-function,
namely Epstein zeta function. For this reason we have to determine the asymptotic properties
of Z. To this aim we make use of the following general result:
Cg ≡ lim
Re s→∞
ZIg(
2(s+1)
g ;
~b, 0)
ZIg(
2s
g ;
~b, 0)
= [(bˆ1 − η1)2 + · · ·+ (bˆg − ηg)2]−1 , (8.16)
where at least one of the bi is noninteger. By bˆi = bi − [bi] < 1 we indicate the decimal part
of bi, while ηi is equal to 0 or 1 according to whether bˆi ≤ 1/2 or bˆi ≥ 1/2. Furthermore, if
~b = (0, 0, ..., 0) then Cg = 1. This is just our case. Then we arrive at the conclusion that the
interactions of bosonic strings do not modify the critical Hagedorn temperature in full agreement
with other computations [313, 315].
One can consider also different linear real bundles over compact Riemann surfaces and spino-
rial structures on them. The procedure of evaluation of the free energy in terms of the path
integral over the metrics gµν does not depend on whatever type of real scalars are considered.
This fact leads to new contributions to the genus-g integrals (8.10) and Eq. (8.11). On the other
hand, one can investigate the role of these contributions for the torus compactification [317, 318].
In this case, the sum in Eq. (8.10) should be taken over the vectors on the lattice on which some
space dimensions are compactified. The half-lattice vectors can be labelled by the multiplets
(b1, .., bp), with bi = 1/2. The critical temperature related to the multiplet ~b = (b1, ...bp, 0, ..., 0)
can be easily evaluated by means of Eq. (8.16), which gives Cp = 4p
−1. As a result
Tc,p =
√
p
2
Tc.
We note that the three particular multiplets in which only one or two or three components
of ~b are equal to 1/2 and all the others are vanishing are associated with ”minimal” critical
temperatures given by Tc,1 = Tc/2, Tc,2 = Tc/
√
2 and Tc,3 = Tc/
√
3 respectively.
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Appendices
A Admissible regularization functions for the determinant
For the sake of completeness we give in this appendix a list of admissible regularization functions
for the logarithm of the determinant discussed in Sec. 2.3, which are often used in the literature
(see also Ref. [42]). We limit our analysis to the physically interesting case N = 4. The N -
dimensional case can be treated along the same line.
1. Let us start with
̺1(ε, t) =
d
dε
tε
Γ(ε)
=
tε
Γ(ε)
{ln t− ψ(ε)} , (A.1)
where ψ(ε) is the logarithmic derivative of Γ(ε). This is the zeta-function regularization in-
troduced in Refs. [22] and popularized in the physical literature in the seminal paper [8]. All
requirements are satisfied. The related Be(ε, y) and V (ε, f), say B1(ε, y) and V1(ε, f) read
B1(ε, y) = y
−ε ln y = ln y +O(ε), (A.2)
V1(ε) = −µ
4y2
32π2
d
dε
Γ(ε− 2)y−ε
Γ(ε)
=
µ4y2−ε
64π2
Γ(ε− 2)
Γ(ε)
[ln y − ψ(ε− 2) + ψ(ε)]
=
M4
64π2
[
ln
M2
µ2
− 3
2
]
+O(ε).
We see that the effective potential is finite, the divergent terms being removed by the particular
structure of ̺1. This is the regularization we have been used throughout the paper.
2. The next regularization we shall consider is closely related to the above one, and in some
sense is associated with the familiar dimensional regularization in momentum space. It is defined
by [94]
̺2(ε, t) = t
ε. (A.3)
From this,
B2(ε, y) = −y−εΓ(ε) = ln y + γ − 1
ε
+O(ε), (A.4)
V2(ε) = −µ
4y2−ε
32π2
Γ(ε− 2)
=
M4
64π2
[
ln
M2
µ2
− 3
2
+ γ
]
− M
4
64π2ε
+O(ε),
easily follow, again in agreement with the general result. Within this regularization, only one
divergent term is present.
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3. Another often used regularization is the ultraviolet cut-off regularization, defined by
̺3(ε, t) = θ(t− ε). (A.5)
In this case we have
B3(ε, y) = −Γ(0, yε) = ln y + γ + ln ε+O(ε), (A.6)
V3(ε) = −µ
4y2Γ(−2, εy)
32π2
=
M4
64π2
[
ln
M2
µ2
− 3
2
+ γ
]
− µ
4
64π2ε2
+
µ2M2
32π2ε
+
M4
64π2
ln ε+O(ε).
Here we have three divergent terms. From these examples, it is obvious that they depend on
the regularization function.
4. The fourth regularization reads
̺4(ε, t) = e
−ε/4t. (A.7)
We have
B4(ε, y) = −2K0(√εy) = ln y + 2γ − 2 ln 2 + ln ε+O(ε), (A.8)
V4(ε) = − µ
4y
4επ2
K2(
√
εy)
=
M4
64π2
[
ln
M2
µ2
− 3
2
+ 2γ − 2 ln 2
]
− µ
4
2π2ε2
+
µ2M2
8π2ε
+
M4
64π2
ln ε+O(ε),
Kν being the Mc Donald functions.
5. The last regularization we would like to consider is presented as an example of the freedom
one has. It is similar to a Pauli-Villars type and it is defined by (α being an arbitrary positive
constant)
̺5(ε, t) = (1− e−αt/ε)3, (A.9)
the power 3 being related to the fact that we are working in four dimensions. This is a general
feature of the Pauli-Villars regularization. We have
B5(ε, y) = ln
εy
εy + 3α
+ 3 ln
εy + 2α
εy + α
= ln y + ln
8
3α
+ ln ε+O(ε), (A.10)
V5(ε) =
µ4y2
64π2
{[
ln
εy
α
− 3
2
]
− 3
(
1 +
α
εy
)2 [
ln
(
1 +
εy
α
)
− 3
2
]
+ 3
(
1 +
2α
εy
)2 [
ln
(
2 +
εy
α
)
− 3
2
]
−
(
1 +
3α
εy
)2 [
ln
(
3 +
εy
α
)
− 3
2
]}
=
M4
64π2
[
ln
M2
µ2
− 3
2
+ ln
8α
3
]
+
3α2 ln(16/27)µ4
64π2ε2
(A.11)
+
3α ln(16/9)µ2M2
64π2ε
+
M4
64π2
ln ε+O(ε).
With this example we conclude the list of possible regularization functions.
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B The heat kernel on a Riemannian manifold without boundary
B.1 Spectral coefficients for a Laplace-like operator
In the paper we need some coefficients of the heat kernel expansion for a second order elliptic
differential operator A = −∆ + V (x) acting on neutral scalar fields on Riemannian manifold
without boundary. In this case some coefficients have been computed by many authors [32, 27].
They are given by
a0(x) = 1 , a1(x) = −V (x) + 1
6
R(x) , (B.1)
a2(x) =
1
2
(a1)
2 +
1
6
∆a1(x) +
1
180
(
∆R+RijrsRijrs −RijRij
)
, (B.2)
a3(x) =
1
6
(a1)
3 + a1
[
a2 − 1
2
(a1)
2
]
+
1
12
V ;iV;i − 1
60
∆2V +
1
90
RijV;ij − 1
30
R;iV;i
+
1
7!
{
18∆2R+ 17R;iR
;i − 2Rij;rRij;r − 4Rij;rRir;j
+9Rijrs;qR
ijrs;q − 8Rij∆Rij + 24RijRir;jr + 12Rijrs∆Rijrs
−208
9
RijR
irRjr +
64
3
RijRrsR
irjs − 16
3
RijR
i
rsqR
jrsq
+
44
9
RijrsR
ijmnRrsmn +
80
9
RijrsR
imrnRjm
s
n
}
.
We refer the interested reader to Ref. [37] for the spectral coefficients on a Riemannian manifold
with boundary and to Ref. [38] for the spectral coefficients on a Riemann-Cartan manifold.
In some physical problems it may be convenient to factorize the exponential exp(ta1) and
consider an expansion (as introduced in Refs. [10, 11]) very closely related to Eq. (2.12), that is
K0t (x, x) ∼
eta1
(4πt)N/2
∞∑
n=0
bn(x)t
n , (B.3)
with b0 = 1, b1 = 0 and more generally
bn(x) =
n∑
l=0
(−1)lan−lal1
l!
, an(x) =
n∑
l=0
bn−lal1
l!
.
In this way, as proved in Ref. [12], all coefficients bn do not depend explicitly on V (x), but
eventually on its derivatives. The coefficients bn up to b3 have been computed in Ref. [12] and
read
b2(x) =
1
36
∆R− 1
6
∆V +
1
180
(
∆R+RijrsR
ijrs −RijRij
)
, (B.4)
b3(x) =
1
12
V ;iV;i − 1
60
∆2V +
1
90
RijV;ij − 1
30
R;iV;i
+
1
7!
{
18∆2R+ 17R;iR
;i − 2Rij;rRij;r − 4Rij;rRir;j
+9Rijrs;qR
ijrs;q − 8Rij∆Rij + 24RijRir;jr + 12Rijrs∆Rijrs
−208
9
RijR
irRjr +
64
3
RijRrsR
irjs − 16
3
RijR
i
rsqR
jrsq
+
44
9
RijrsR
ijmnRrsmn +
80
9
RijrsR
imrnRjm
s
n
}
.
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B.2 Heat kernel exact solutions on constant curvature manifolds
Here we derive recurrence relations for the heat kernel related to the Laplacian of functions on
spheres and hyperbolic manifolds. Then we just write down some known results concerning SN ,
HN and TN . Other exact solutions on homogeneous spaces and bibliography on this subject
can be found for example in Ref. [6].
The recurrence relation. As simple examples of manifolds in which the heat kernel related
to the Laplacian ∆N on functions can be exactly computed and given in a closed form, here we
consider Riemannian manifolds with constant curvature. We use normal coordinates yk(x, x′)
about the point x and indicate by σ the geodesic distance between x and x′. Because of
homogeneity, we expect the heat kernel Kt(x, x
′| − ∆N ) to depend only upon the geodesic
distance between x and x′. Then, choosing a scalar density f˜(σ) of weight −1/2 depending only
upon σ, a direct computation shows (note that f˜(σ) = [gN (σ)]
1/4f(σ), f(σ) being a true scalar
and gN (σ) the determinant of the metric tensor)
∆N f˜(σ) = f˜
′′(σ) +
N − 1
σ
f˜ ′(σ) −
(
β′N + β
2N +
N − 1
σ
βN
)
f˜(σ) , (B.5)
where by the prime we indicate the derivative with respect to σ and βN (σ) = ∂σ ln[gN (σ)]
1/4.
For gN (σ) one has
gN (σ) =
(
sinσ
σ
)2(N−1)
, for SN , (B.6)
gN (σ) =
(
sinhσ
σ
)2(N−1)
, for HN .
For convenience and without loss of generality, we have normalized the constant curvature κ to
1 for the sphere SN and to −1 for the hyperbolic space HN . In this way σ is dimensionless.
The curvature can be restored in all the formulae by simple dimensional arguments.
It is known (unpublished result of Millson reported in Ref. [114], proved in Ref. [6]), that the
heat kernel Kt(σ| −∆N+2) on a N +2 dimensional space of constant curvature can be obtained
from Kt(σ|−∆N ) by applying what is called ”intertwining operator” in Ref. [6]. In our notation
and taking into account that we are working with scalar densities, such an operator is given by
DN = − 1
2π
gN (σ)
1/4 ∂
σ∂σ
gN (σ)
−1/4 = − 1
2πσ
(∂σ − βN (σ)) . (B.7)
The following properties of DN can be directly proved:
DN [∆N + κN ]f˜(σ) = ∆N+2DN f˜(σ) , (B.8)
DN [gN (σ)]
1/4δN = [gN+2(σ)]
1/4δN+2 , (B.9)
where δN is the Dirac delta function on S
N or HN . From Eq. (B.8) we then obtain
(∂t −∆N+2 − κN)DNKt(σ| −∆N ) = 0 , (B.10)
lim
t→0+
DNKt(x, x
′| −∆N ) = [gN+2(x)]1/4δN+2(x, x′)[gN+2(x′)]1/4 , (B.11)
from which directly follows
Kt(σ| −∆N+2) = etκNDNKt(σ| −∆N ) , (B.12)
where N ≥ 1 for SN (κ = 1) and N ≥ 2 for HN (κ = −1). The integral version of such
recurrence relation, Eq. (B.12), was obtained in Secs. 3.2 and 3.4.5. Iterating this equation
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we obtain the heat kernel for the Laplacian on SN by knowing the kernels KS
1
t (σ) or K
S2
t (σ)
according to whether N is odd or even. In a similar way we get the kernel on HN starting from
KH
2
t (σ) or K
H3
t (σ).
It has been shown in Ref. [6] thatKt(σ|−∆N ) can be related toKt(σ|−∆N−1) by introducing
fractional derivatives of semi-integer order. In this manner, the knowledge of KS
1
t (σ) or K
H2
t (σ)
is sufficient in order to get the heat kernel in any dimensional smooth Riemannian space of
constant curvature.
The torus case. Because of flatness, the solution of the heat equation for the Laplacian on
S1 = T 1 can be easily derived from the solution on IR, making use of the method of images.
The heat kernel on IRN is well known to be
KIR
N
t (x, x
′) =
1
(4πt)N/2
e−(x−x
′)2/4t . (B.13)
Putting N = 1 and replacing (x− x′)2 with (σ +2πnr)2 (r > 0 being the radius of curvature of
S1), we obtain an expression which of course satisfy the heat equation on S1. By summing over
all n, we have
KS
1
t (σ) =
1√
4πt
∞∑
n=−∞
e−(σ+2πnr)
2/4t . (B.14)
The heat kernel for the Laplacian on a N -dimensional torus can be directly obtained by
observing that TN = S1 × . . . × S1 is the direct product of N circles. Then using Eqs. (B.14)
and (2.11) one gets
KT
N
t (~σ) =
1
(4πt)N/2
∑
~k
e−(~σ+2π~k)·R(~σ+2π~k)/4t , (B.15)
where ~k, ~σ ∈ ZZN and R is the diagonal matrix R = diag(r21 , . . . , r2N ), ri being the radii of the
N circles S1.
The sphere case. Looking at Eq. (B.12), it follows that the solution on the odd dimensional
spheres looks quite similar to Eq. (B.14). For example, for N = 3 we immediately get
KS
3
t (σ) =
eta
2
(4πt)3/2
∞∑
n=−∞
(
1 +
2πn/a
σ
)
e−(σ+2πn/a)
2/4t , (B.16)
where a2 = κ has been put. Note that this expression looks different from the one given, for
example, in Ref. [6], because we are working with scalar densities.
The solution on S2 looks very differently and can be expressed for example in terms of
Legendre polynomials. It has also the integral representation [6]
KS
2
t (σ) =
√
2eta
2/4
(4πt)3/2
(
sin aσ
aσ
)1/2 ∞∑
n=−∞
(−1)n
∫ π/a
σ
(aσ′ + 2πn)e−(σ′+2πn/a)2/4t
(cos aσ − cos aσ′)1/2 dσ
′ . (B.17)
The hyperbolic case. The solution on HN can be derived from the corresponding solution
on SN , noting that the passage from SN to HN is formally given by the replacement |κ| → −|κ|,
that is a→ ia (a = √|κ|). Of course, due to the non compactness of HN , one has to take into
account only the “direct path” n = 0. Then, from Eqs. (B.16) and (B.17) for H3 and H2 we
get respectively
KH
3
t (σ) =
e−ta2e−σ2/4t
(4πt)3/2
, (B.18)
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KH
2
t (σ) =
√
2e−a2t/4
(4πt)3/2
(
sinh aσ
aσ
)1/2 ∫ ∞
σ
aσ′e−σ′2/4t
(cosh aσ′ − cosh aσ)1/2 dσ
′ . (B.19)
C The explicit computation of ζ-function on compact manifolds
without boundary
Here we collect the explicit representations for ζ-function on several manifolds which are used in
the text. The operator is assumed to be of the form  LN = −∆N+α2+κ̺2N , with ̺N = (N−1)/2
and α an arbitrary constant.
Example: S1. Using Eq. (3.9) and Poisson summation formula (D.1) (or alternatively Eq. (B.14))
in Eq. (2.13) we get
ζ(s| L1)− Ω1Γ(s− 1/2)α
1−2s
√
4πΓ(s)
=
2Ω1α
1−2s
√
πΓ(s)
∞∑
n=1
K1/2−s(2πnα)
(πnα)1/2−s
(C.1)
=
2Ω1α
1−2s sinπs
π
∫ ∞
1
(u2 − 1)−s
e2παu − 1 du , (C.2)
from which we directly read off the residues of the poles of ζ-function at the points s = 1/2− k
(k = 0, 1, . . .). As for the torus, the representation of ζ in terms of Mc Donald functions is valid
for any s, while the last integral is convergent only for Re s < 1, but this is sufficient for our
aims. We incidentally note that the last term in Eq. (C.2) looks quite similar to the contribution
of hyperbolic elements on a compact hyperbolic manifold (see Eq. (3.53)). The right hand sides
of the above formula, in the limit α→ 0, give the ζ-function in the massless case.
Example: S3. Using Eqs. (3.15) (C.1) and (C.2) we obtain
ζ(s| L3)− Ω3Γ(s− 3/2)α
3−2s
(4π)3/2Γ(s)
=
Ω3α
3−2s
(π)3/2Γ(s)
∞∑
n=1
[
(s− 1)K3/2−s(2πnα)
(πnα)3/2−s
− K1/2−s(2πnα)
(πnα)1/2−s
]
(C.3)
= −Ω3α
3−2s sinπs
π2
∫ ∞
1
u2(u2 − 1)−s
e2παu − 1 du .
A similar representation in terms of Mc Donald functions has been derived in Refs. [99, 100].
Example: S2. Choosing the path of integration z = re±π/2 in Eq. (3.18) we get
ζ(s| L2) = Ω2
4(s− 1)
[∫ α
0
(α2 − r2)−(s−1)
cosh2 πr
dr − cos πs
∫ ∞
α
(r2 − α2)−(s−1)
cosh2 πr
dr
]
, (C.4)
which is valid for Re s < 2 and α > 0.
Example: H3/Γ. Here we only report identity and elliptic contributions to heat kernel and
ζ-function, hyperbolic contributions being expressed in terms of Selberg Z-function for any N
(see Sec. 3.4.5). We have
KI(t| L3) = Ω(F3)e
−tα2
(4πt)3/2
, (C.5)
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ζI(s| L3) =
Ω(F3)Γ(s− 32)
(4π)
3
2Γ(s)
α3−2s , (C.6)
ζ ′I(0| L3) =
Ω(F3)α
6π
,
KE(t| L3) = Ee
−tα2
√
4πt
, (C.7)
ζE(s| L3) =
EΓ(s− 12)√
4πΓ(s)
α1−2s , (C.8)
ζ ′E(0| L3) = −Eα .
Example: H2/Γ. Again, identity and elliptic contributions read
KI(t| L2) = Ω(F2)e
−tα2
4πt
∫ ∞
0
πe−tr2
cosh2 πr
dr
=
Ω(F2)e−tα2
4πt
∞∑
n=0
B2n
n!
(
21−2n − 1
)
tn , (C.9)
ζI(s| L2) = Ω(F2)
[
α2−2s
4π(s− 1) −
1
π
∫ ∞
0
r (r2 + α2)−s
1 + e2πr
dr
]
, (C.10)
ζ ′I(0| L2) = Ω(F2)
[
α2
4π
(lnα2 − 1) + 1
π
∫ ∞
0
r ln(r2 + α2)
1 + e2πr
dr
]
,
KE(t| L2) = e
−tα2
2π
∫ ∞
−∞
e−tr
2
E2(r) dr ,
ζE(s| L2) =
∫ ∞
−∞
(r2 + α2)−sE2(r) dr , (C.11)
ζ ′E(0| L2) = −
∫ ∞
−∞
ln(r2 + α2)E2(r) dr ,
where for convenience we have introduced the function
E2(r) =
∑
{α}
mα−1∑
j=1
[
2mα sin
πj
mα
]−1 exp (−2πrjmα )
1 + exp(−2πr) .
In Eq. (C.9), Bn are the Bernoulli numbers and the series is convergent for 0 < t < 2π.
Looking at the above equations we see that elliptic elements of isometry group modify the
heat coefficients. This is due to the fact that HN/Γ is not a smooth manifold when elliptic
groups are taken into consideration. In particular for N = 3, from Eqs. (C.5) and (C.7) we
easily obtain
K2n( L3) =
(−α2)n
n!
[
Ω(F)
(4π)
3
2
− 4πnE
(4π)
1
2α2
]
(C.12)
and of course K2n+1( L3) = 0 since H
3/Γ is a manifold without boundary. The residues of
ζ(s| L3) at the poles s = 32 −n (n ≥ 0) immediately follow from Eqs. (2.20) and (C.12). We have
Res (ζ(
3
2
− n| L3)) = (−α
2)n
Γ(n+ 1)Γ(32 − n)
[
Ω(F)
(4π)
3
2
− nE
(4π)
1
2α2
]
. (C.13)
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D Useful relations
For reader convenience we collect some definitions and properties of special functions which we
used throughout the article.
The Poisson summation formula. This is one of the most useful summation formulae.
It can be regarded as a non-abelian version of the Selberg trace formula. There exist several
versions. To begin with, in the sense of distributions we have
∞∑
n=−∞
δ(x− 2πn) = 1
2π
∞∑
n=−∞
einx . (D.1)
In general, for any suitable function f(~x), ~x ∈ IRN and any ~q ∈ IRN , the Poisson summation
formula reads∑
~k∈ZZN
f(~k + ~q) =
∑
~k∈ZZN
∫
IRN
f(~x)e2πi
~k·(~x−~q) dNx .
The Mellin transform. Let xz−1f(x) belong to L(0,∞) and let f(x) have bounded variation
on every finite interval. Then the Mellin transform is defined by
fˆ(z) =
∫ ∞
0
xz−1f(x) dx .
In the case when f(x) is continuos, the Mellin inversion formula is
f(x) =
1
2πi
∫
Re z=c
x−zfˆ(z) dz
c being a real number in the strip in which fˆ(z) is analytic. For any pair of functions f , g with
Mellin transforms fˆ , gˆ, we have the useful Mellin-Parseval identity∫ ∞
0
f(x)g(x) dx =
1
2πi
∫
Re z=c
fˆ(z)gˆ(1− z) dz (D.2)
where c is in the common strip in which fˆ(z) and gˆ(1− z) are analytic.
Mc Donald Kν(z)-functions. The following integral representations [107] are frequently used
in the paper:
Kν(z) =
(
z
2
)ν
Γ
(
1
2
)
Γ
(
ν + 12
) ∫ ∞
1
e−zt(t2 − 1)ν− 12 dt
[
Re
(
ν +
1
2
)
> 0 and | arg z| < π
2
or Re z = 0 and ν = 0
]
, (D.3)
Kν(z) =
1
2
(
z
2
)ν ∫ ∞
0
e−t−
z2
4t
tν+1
dt
[
| arg z| < π
2
and Re z2 > 0
]
.
Riemann-Hurwitz functions. The prototype of the zeta-functions is the celebrated Riemann-
Hurwitz ζH-function. For Re s > 0, it may defined by means of equation (see for example [107])
ζH(s; q) =
∞∑
n=0
(n+ q)−s , (D.4)
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the sum being extended to all non-negative n such that n + q 6= 0. Here q is an arbitrary
real number. We have the simple relation ζH(s; 1) = ζR(s), where ζR(s) is the usual Riemann
function. It satisfies the useful functional equation
π−
s
2Γ(
s
2
)ζR(s) = π
− 1−s
2 Γ(
1− s
2
)ζR(1− s) .
The Epstein Z-function. The Epstein Z-function can be considered as a generalization of
the one of Riemann-Hurwitz. We consider three N dimensional vectors ~q and ~h in IRN and
~k ∈ ZZN and an invertible N ×N matrix R. For Re s > 1 the Epstein Z-function is defined by
[319]
ZR(s; ~q,~h) =
∑
~k
e2πi
~k·~h[(~k + ~q)R(~k + ~q)]−Ns/2 , (D.5)
where the sum run over ~k ∈ ZZN for which ~k+~q 6= 0. If all components of ~h are not integer, then
Eq. (D.5) can be analytically continued to an entire function in the complex plane, otherwise
it has a simple pole at s = 1 with residue πNs/2 detR−1/2Γ(1 + N/2). ZR(s; ~q,~h) satisfies the
functional equation
π−
Ns
2 Γ
(
Ns
2
)
ZR(s; ~q,~h) =
detR− 12π−N(1−s)2 e−2πi~q·~hΓ
(
N(1− s)
2
)
ZR−1(1− s;~h,−~q) . (D.6)
The Jacobi elliptic θ4-function. In the paper we shall use just θ4(u, q), which is defined by
(we follow Ref. [107])
θ4(u, q) =
∞∑
n=−∞
(−1)nqn2e2πiu (D.7)
and can be represented also as an infinite product. In particular one has
θ4(0, q) =
∞∏
n=1
1− qn
1 + qn
.
Setting q = e−t and using the dual property
θ4(0, e
−t) =
√
π
t
∞∑
n=−∞
e−π
2(n−1/2)2/t ,
we obtain the asymptotic expansion (for small t)
θ4(0, e
−t) ∼ 2
√
π
t
[
e−
π2
4t + e−
(3π)2
4t + e−
(5π)2
4t + . . .
]
. (D.8)
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