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Abstract. We propose a fast multi-orbital impurity solver for the dynamical mean
field theory (DMFT). Our DMFT solver is based on the equations of motion (EOM)
for local Green’s functions and constructed by generalizing from the single-orbital case
to the multi-orbital case with inclusion of the inter-orbital hybridizations and applying
a mean field approximation to the inter-orbital Coulomb interactions. The two-orbital
Hubbard model is studied using this impurity solver within a large range of parameters.
The Mott metal-insulator transition and the quasiparticle peak are well described. A
comparison of the EOM method with the QMC method is made for the two-orbital
Hubbard model and a good agreement is obtained. The developed method hence holds
promise as a fast DMFT impurity solver in studies of strongly correlated systems.
PACS numbers: 71.27.+a, 71.30.+h, 71.10.Fd, 71.10.-w, 71.15.-m
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1. Introduction
Since the introduction of the dynamical mean field theory (DMFT) [1, 2] in the past
decade, it has been continuously developed and improved and has become a powerful
tool to investigate strongly correlated systems involving d and f electrons. DMFT
greatly helps to understand, e.g., the Mott metal-insulator transition as well as other
exotic properties in strongly correlated electron systems. The basic idea of the DMFT
is to map interactions between different sites to interactions between an impurity and a
self-consistently determined bath [3]. Then, a lattice problem is transformed to solving
a single impurity problem along with a DMFT self-consistency condition. Thus, the
central part of DMFT calculation is to solve the impurity self-energy efficiently. This
is a numerical problem, to which a considerable amount of effort has been devoted to
advance and improve it during the last decade (see, e.g., [4] for a review).
Frequently used impurity solvers are the quantum Monte Carlo (QMC) method
[5], the exact diagonalization (ED) method [6, 7], numerical renormalization group
(NRG) method [8, 9], density matrix renormalization group (DMRG) method [10],
and recent continuous time quantum Monte Carlo (CTQMC) method [11, 12]. But
all of these methods are either computationally expensive or work only in a limited
parameter region. Therefore, novel impurity solvers that are both fast and reliable
are demanded, particularly when calculations for real materials are performed, merging
density functional theory (DFT) plus DMFT approaches. The equations of motion
(EOM) method and associated methods have been studied a lot in the past half century
[13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26], and has been considered to be a
good candidate for a fast impurity solver. In [27] and [28], an infinite U and a finite U
impurity solver were successfully developed for the single-orbital case based on equations
of motion of the Green’s functions. Another recent work by Zhuang et al. exploring
multi-orbital impurity solvers is based on the Gutzwiller variational approach [29].
The EOM impurity solver has previously been developed for the single orbital
case [28, 30]. However, in calculations of real materials involving strongly correlated
electrons, one usually has orbital degrees of freedom, i.e., near the Fermi surface there
exists more than one orbital. For example, when studying transition metal oxides and
lanthanides, the valence d (and f) electrons usually occupy several, up to 5 (and 7)
orbitals. These orbitals have similar energies and, consequently, all of these orbitals
have to be considered in the manifold of localized states. Therefore, it is essential to
develop the impurity solver from the single-orbital case to a multi-orbital EOM (MO-
EOM) impurity solver that is applicable in concrete DFT+DMFT calculations for real
materials.
For QMC, ED and CTQMC methods multi-orbital solvers have been developed.
However, according to the earlier investigation for the single orbital case [28, 30], the
EOM impurity solver is computationally much faster compared to QMC and NRG
methods, because the EOM method does not need matrix calculations, but solves the
integral equations. As in general calculations of multi-orbital systems will be much
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more time consuming than those of single-orbital systems, due to the increase of the
dimension of matrix, the MO-EOM impurity solver will hopefully save more cpu time.
Moreover, it has the advantage that it works directly on real frequencies and can hence
be employed for an arbitrary finite temperature.
Our aim is to obtain a fast, reliable, and general multi-orbital impurity solver with
EOM method. Comparing to the single-orbital system with SU(2N) symmetry which
can approximately deal with the N -orbital systems with degenerated energies, in the
multi-orbital impurity solver all the interactions of the localized electrons should take
into account the orbital degrees of freedom and all the orbitals may also variate in
their physical parameters, e.g., band widths, intra-orbital and inter-orbital Coulomb
interaction strengths, and so on. With more flexibility in the interactions, a wider range
of physically relevant cases and more complex systems can be treated, and the method
can provide more interesting information.
Furthermore, in all previous studies of the multi-orbital Hubbard model, for the
hopping term between different sites, the electrons are all treated such that they
only hop to the orbitals with identical orbital indices on other sites, thus the inter-
site inter-orbital hoppings are neglected. We think that these inter-site inter-orbital
hoppings are important because only when all inter-site hoppings combined in one are
included, can the model accurately reflect a realistic physical image of multi-orbital
systems. Especially when the orbitals have different band widths the neglect of inter-
site inter-orbital hopping introduces a man-made difference. Therefore, we have tried
to incorporate this inter-site inter-orbital hopping effect in our treatment to study the
orbital selective Mott transition (OSMT) in a fully self-consistent way.
The paper is organized as follows: in section 2 we describe our MO-EOM method
and introduce the equations, decoupling, and approximations. In section 3 we present
model calculation results for the MO-EOM by applying it to two-orbital Hubbard model
and we compare the computed results with those obtained with the QMC method. Our
findings are summarized in section 4.
2. Description of MO-EOM method
We start from the Hamiltonian of a modified multi-orbital Hubbard model. It is given
as
H = −
∑
ijlmσ,i 6=j
tijlmf
†
ilσfjmσ +
∑
il
Ullnˆil↑nˆil↓ +
∑
ilmσσ′,l<m
Ulmσσ′nˆilσnˆimσ′
+
∑
ilmσ,l<m
(V ′∗lmσf
†
imσfilσ + V
′
lmσf
†
ilσfimσ), (1)
where i, j are site indices, l,m are orbital indices, and σ, σ′ are spin indices, respectively.
The first summation, which sums over two orbital indices and which differs from the
usually studied form of the multi-orbital Hubbard model [31], is the hopping of electrons
between different sites. The second (third) summation term is the on-site intra-orbital
(inter-orbital) Coulomb interaction term, where the intra-orbital Coulomb interaction
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strength Ull and the inter-orbital Coulomb strength Ulmσσ′ are free parameters that can
be set all identical or all different in order to simulate different kinds of physical systems.
The last one is the on-site hopping of electrons between different orbitals which should
imperatively be taken into account when multi-orbital effects are studied. Here V ′∗lmσ
and V ′lmσ are the on-site inter-orbital hopping parameters.
In the dynamical mean field theory, the many body interactions between different
sites are mapped to interactions between an impurity and a bath. The most frequently
used impurity model is the single impurity Anderson model (SIAM). The Hamiltonian
of the multi-orbital SIAM is
Himp =
∑
klσ
εklσc
†
lkσclkσ +
∑
lσ
εflσf
†
lσflσ +
∑
l
Ullnˆl↑nˆl↓
+
∑
lmσσ′,l<m
Ulmσσ′nˆlσnˆmσ′
+
∑
lkσ
(V ∗lkσc
†
lkσflσ + Vlkσf
†
lσclkσ)
+
∑
lmσ,l<m
(V ′∗lmσf
†
mσflσ + V
′
lmσf
†
lσfmσ). (2)
Here nˆlσ = f
†
lσflσ is the occupation number for localized electrons with spin σ in the
l-th orbital. The first summation term is the energy of conduction electrons, where the
electrons in different orbitals are labeled with orbital index l. The second summation
term is the energy of localized electrons and εflσ is the orbital level for spin σ in the
l-th orbital. The third summation term is the on-site intra-orbital Coulomb interaction
term. The fourth summation term is the on-site inter-orbital Coulomb interactions
between electrons of the l-th orbital and m-th orbital. The fifth summation term is the
hybridization between the localized electrons and the baths. The sixth summation has
the same meaning as in (1).
The temperature dependent retarded two-time Green’s function in the Zubarev
notation [32] is given by
GAB(t, t
′) =  A(t);B(t′)
= − iΘ(t− t′)〈[A(t), B(t′)]+〉, (3)
where A(t) and B(t′) are Heisenberg operators, and Θ(t− t′) is the Heavyside function.
Here we use the Fourier transform of the Green’s function in ω space, it satisfies the
equations of motion
ω  A;B = 〈[A,B]+〉+ [A,Himp];B , (4)
ω  A;B = 〈[A,B]+〉+ A; [Himp, B] . (5)
In the following calculations of the equations of motion (4) is applied.
For a multi-orbital system, if we define the anti-commutation relation for the
operators as follows,
[flσ, fmσ′ ]+ = 0, [f
†
lσ, f
†
mσ′ ]+ = 0,
[f †lσ, fmσ′ ]+ = δlmδσσ′ , [flσ, f
†
mσ′ ]+ = δlmδσσ′ ,
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we can obtain the first two equations of motion for single particle Green’s functions,
(ω + µ− εfmσ) fmσ; f †mσ  = 1 + Umm  nˆmσ′fmσ; f †mσ 
+
∑
l,l 6=m
(Ulmσσ  nˆlσfmσ; f †mσ 
+ Ulmσ′σ  nˆlσ′fmσ; f †mσ  )
+
∑
k
(Vmkσ  cmkσ; f †mσ 
−
∑
l,l 6=m
V ′lmσ  flσ; f †mσ  ), (6)
(ω + µ− εkmσ) cmkσ; f †mσ  = V∗mmkσ  fmσ; f †mσ  +
∑
l,l 6=m
V∗mlkσ  flσ; f †mσ  .(7)
Here µ is the chemical potential, σ and σ′ are spin indices where by notation we
imply σ′ 6= σ. This notation is employed in the following derivation, too. On the right
hand side (RHS) of (6), the physical meaning of the second term reflects the fluctuation
of spin σ in m-th orbital accompanied by spin σ′ in m-th orbital, or we can call it the
fluctuation of spin σ when spin σ′ exists. The third term shows the fluctuation of spin σ
in m-th orbital when spin σ in l-th orbital exists, and similarly the fourth term is for the
case when σ′ in l-th orbital exists. The first term (i.e., 1) reflects the existence of spin σ
in the m-th orbital itself. To describe the multi-orbital effect, we have to consider each
term for the case that other spin-orbital channels exist at the same time. Moreover, (7)
describes the hopping of electrons from the bath to the impurity here. The electrons
can hop back to any orbital of the impurity. Therefore, from Eqs. (6) and (7), we can
imagine that the electrons in the bath which came from the m-th orbital of the impurity
hop to all orbitals of the impurity, where the V∗mmkσ and V∗lmkσ are the hybridizations of
electrons in the bath which came from m-th orbital to m-th and l-th orbital accordingly.
There exists the relation that V ∗mkσ = V∗mmkσ +
∑
l,l 6=m V∗lmkσ. This constitutes indirect
hybridizations between different orbitals through the bath, which is generated from the
bath-impurity hybridization terms of (2) and hence, it reflects the inter-site hopping
matrix tijlm in the Hamiltonian of the Hubbard model, (1). This is the reason that we
introduce the inter-site hopping matrix for multi-orbitals in the Hubbard model. But
one can recognize that V∗mmkσ and V∗lmkσ will not appear in the impurity Hamiltonian
(2) because for indirect inter-orbital hybridizations each orbital of the impurity can only
”see” the bath. These diagonal and off-diagonal hybridization parameters can only be
obtained from the mapping of the inter-site hopping on the lattice model.
In the EOM method when the equations of motion are derived, a decoupling scheme
is implemented to make the equations closed and solvable. However, this decoupling
scheme is not only a simplifying numerical technique. We emphasize here that it is
based on different grades of realistic physical assumptions. In the EOM method the
interactions included are not simply considered as the interactions shown in the model
Hamiltonian, but they also depend on the included equations of motion. In calculating
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the equations of motion, more and more higher order Green’s functions will appear in
higher and even higher order equations of motion. These higher Green’s functions are
associated with some kind of higher order interactions. From the order of the equations
of motion in which a Green’s function first appears, one can define the order of the
Green’s functions and approximately evaluate the contribution of the related interactions
because this ‘order’ approximately describes the weight of an interaction. For two
Green’s functions with different order, the lower order Green’s function associated with
an interaction will have a larger weight and hence give more contribution than the
higher order Green’s function associated with the interaction. This is approximately
valid because the contribution will also depend on the interaction strengths (e.g., the
values of U , J , V , and so on), and not only on the order. Once one higher order
Green’s function appears, one new higher equation of motion can be derived, while for
one new equation of motion more higher order Green’s functions will appear. This is an
infinite procedure. The decoupling scheme implies to make a decision where to truncate
this procedure and only the interactions before this truncation will be exactly taken
into account and all the interactions higher than this truncation will be approximated
with lower order Green’s functions and relative correlation functions. Therefore, the
decoupling scheme decides how many interactions are fully included. Understandably,
a higher order decoupling scheme will take more interactions exactly into account and
will be more accurate. This is the physical meaning of the decoupling scheme, and it
is also the reason that we call one interaction a higher order interaction than another
interaction, by just comparing the orders of the two Green’s functions associated with
the interaction. Thus inclusion of higher-order interactions is a controllable procedure.
Therefore, the EOM method is a method that can infinitely approach the exact physics,
whose accuracy depends on the order of the equations of motion or the number of
interactions that have been exactly included.
To illustrate this we adopt the single orbital system [28] as an example to show
the physical implications of the decoupling scheme. For the lowest order decoupling
which corresponds to the mean field approximation for the Coulomb interactions, all the
electrons in one orbital are considered moving in the mean field of other electrons, where
only the on-site Coulomb interactions and the single-electron hybridization interaction
f †σckσ are fully taken into account. Consequently  nˆσfσ; f †σ  can be decoupled as
n¯σ  fσ; f †σ  and only two equations of motion need to be derived,
(ω + µ− εf ) fσ; f †σ  = 1 + U  nˆσ′fσ; f †σ  +Vkσ  ckσ; f †σ ,
(ω + µ− εk) fσ; f †σ  = V ∗kσ  fσ; f †σ ,
where  nˆσ′fσ; f †σ  and  ckσ; f †σ  are the same order Green’s functions because
they appear simultaneously, and are corresponding to the two most basic interactions
mentioned above. Therefore, the single particle Green’s function should be
 fσ; f †σ =
1
ω + µ− εf −∆− U , (8)
which gives only an energy shift of the band along with the Coulomb interaction.
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For the equivalent of the Hubbard-I approximation which is the second order EOM
decoupling scheme (here we call this the equivalent Hubbard-I approximation because
the Hubbard-I approximation is originally for the Hubbard model but not for SIAM),
one more four-operator single-electron hybridization interaction nˆσ′f
†
σckσ is exactly taken
into account, which relates to the Green’s function nˆσ′ckσ; f †σ . This interaction can
be viewed as one next higher order interaction than the Coulomb interactions because
the Coulomb interaction first appear in the first order equations of motion and this
interaction first appears in the second order equations of motion. In this case four
equations of motion will be needed, and finally lead to
 fσ; f †σ =
1− n¯σ′
ω + µ− εf −∆ +
n¯σ′
ω + µ− εf −∆− U , (9)
which gives the lower and upper Hubbard bands in the atomic limit. However, this
approximation can not explain the Kondo physics because it can not produce the Kondo
peak at the Fermi level. Consequently, decoupling schemes beyond the equivalent of the
Hubbard-I approximation are needed in order to describe the metallic states and explain
the Mott metal-insulator transition.
In actual materials calculations, the choice of the decoupling scheme is mainly
decided by considering two factors: the accuracy and the cpu time consumption. The
accuracy decides whether the exactly included interactions can be sufficient to describe a
system. For example, for a complete insulator, the equivalent Hubbard-I approximation
is already enough and will save a lot of cpu time over the use of the higher order
decoupling schemes. But for metal and Kondo physics, the decoupling scheme beyond
the Hubbard-I has to be employed. Moreover, by comparing different order of decoupling
schemes, it is easy to examine the contribution of the involved interactions, which may
provide understanding of the underlying many-body physics.
Now we return to our studied multi-orbital problem. For simplicity, here we first
treat the on-site inter-orbital Coulomb interaction with a mean field approximation
which is valid when the inter-orbital fluctuations are weak in the system, i.e., we use
the corresponding decoupling
 nˆlσfmσ; f †mσ ≈ n¯lσ  fmσ; f †mσ ,
 nˆlσ′fmσ; f †mσ ≈ n¯lσ′  fmσ; f †mσ  . (10)
With this decoupling the on-site inter-orbital fluctuations are neglected, which may be
a loss of some interesting information. These on-site inter-orbital fluctuations will be
taken into account in a forthcoming work.
According to (6) and (7), now the hybridization function ∆ in single orbital case
will change to the hybridization function ∆mσ for the m-th orbital,
∆mσ = ∆mmσ +
∑
l,l 6=m
∆lmσ,
∆mmσ =
∑
k
VmkσV∗mmkσ
ω + µ− εkmσ
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∆lmσ =
∑
k
VmkσV∗lmkσ
ω + µ− εkmσ
 flσ; f †mσ 
 fmσ; f †mσ 
, (11)
where the ∆mmσ (∆lmσ) are the on-site indirect identical orbital (inter-orbital)
hybridizations, which relate to the inter-site diagonal (off-diagonal) hopping terms.
First we shall not discuss the effect of ∆mmσ and ∆lmσ, and use only the symbol of
total hybridization ∆mσ in solving the equations of motion. We will then discuss the
parts of ∆mσ later in this section along with the DMFT self-consistency conditions.
Thus (7) will be replaced with,∑
k
Vmkσ  cmkσ; f †mσ = ∆mσ  fmσ; f †mσ  . (12)
Moreover, because we will mainly concentrate on the on-site Coulomb interactions
and inter-site hopping effects in (1), we first neglect the on-site direct inter-orbital
hopping terms, which will be studied in a forthcoming work.
Then we can obtain
(ω + µ− εfmσ −
∑
l,l 6=m
(Ulmσσn¯lσ + Ulmσσ′n¯lσ′)−∆mσ)×
 fmσ; f †mσ = 1 + Ummeff  nˆmσ′fmσ; f †mσ , (13)
where
n¯lσ =< nˆlσ >= − 1
pi
∫
dωf(ω − µ) Im flσ; f †lσ  (14)
is occupation number in the l-th orbital and f(ω) is the Fermi distribution function.
We can see that the existence of electrons in other orbitals has promoted the initial
orbital level in single orbital case εfmσ to an orbital level in multi-orbital case,
Efmσ = εfmσ +
∑
l, l 6=m
(Ulmσσn¯lσ + Ulmσσ′n¯lσ′). (15)
In real calculations, due to the partial filling and the fact that this inter-orbital Coulomb
interaction should act on the “charge center” of the m-th orbital, this will be modified
as
Efmσ = εfmσ + (1− n¯mσ′)×∑
l, l 6=m
(Ulmσσn¯lσn¯mσ + Ulmσσ′n¯lσ′n¯mσ), (16)
an initial value of which can be extracted directly from density functional theory
calculations, in contrast to εfmσ, when we study a multi-orbital system. Afterwards,
the orbital levels will be corrected iteratively by the occupations obtained in the DMFT
calculation in each iteration. Moreover, we note that, for a system with fixed filling, the
Fermi level should also shift accordingly.
Due to the existence of charges in other orbitals, the energy to add one electron
into the m-th orbital has also changed from Umm to an effective value
Ummeff = Umm +
∑
l,l 6=m
(Ulmσσn¯lσ + Ulmσσ′n¯lσ′). (17)
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For higher order Green’s functions, we obtain the equations of motion
(ω + µ− εfmσ)Gmnf = n¯mσ′ + Umm  nˆmσ′fmσ; f †mσ 
+
∑
l
(Ulmσσ  nˆlσnˆmσ′fmσ; f †mσ  +Ulmσ′σ  nˆlσ′nˆmσ′fmσ; f †mσ  )
+
∑
k
(− V ∗mkσ′  c†mkσ′fmσ′fmσ; f †mσ  +Vmkσ  nˆmσ′cmkσ; f †mσ 
+ Vmkσ′  f †mσ′cmkσ′fmσ; f †mσ  ), (18)
(ω + µ− εkmσ)Gmnc = V∗mmkσ  nˆmσ′fmσ; f †mσ  +
∑
k′
(V ∗mk′σ′  f †mσ′cmk′σ′cmkσ; f †mσ 
− Vmk′σ′  c†mk′σ′fmσ′cmkσ; f †mσ  ) +
∑
l,l 6=m
V∗lmkσ  nˆmσ′flσ; f †mσ ,
(19)
(ω + µ+ εfmσ′ − εkmσ′ − εfmσ)Gmfcf = 〈f †mσ′cmkσ′〉+ V∗mmkσ′  nˆmσ′fmσ; f †mσ 
+
∑
k′
(V ∗mk′σ′  f †mσ′cmkσ′cmk′σ; f †mσ 
− Vmk′σ′  c†mk′σ′cmkσ′fmσ; f †mσ  )
+
∑
l,l 6=m
V∗lmkσ′  f †mσ′flσ′fmσ; f †mσ , (20)
(ω + µ+ εkmσ′ − εfmσ′ − εfmσ)Gmcff = 〈c†mkσ′fmσ′〉+ Umm  c†mkσ′fmσ′fmσ; f †mσ 
+ 2
∑
l
(Ulmσσ  nˆlσc†mkσ′fmσ′fmσ; f †mσ 
+ Ulmσ′σ  nˆlσ′c†mkσ′fmσ′fmσ; f †mσ  )
− Vmmkσ′  nˆmσ′fmσ; f †mσ 
+
∑
k′
(V ∗mk′σ′  c†mkσ′cmk′σ′fmσ; f †mσ 
+ V ∗mk′σ  c†mkσ′fmσ′cmk′σ; f †mσ  )
−
∑
l,l 6=m
Vlmkσ′  f †lσ′fmσ′fmσ; f †mσ , (21)
where we have used the following abbreviations on the left hand side (LHS) of the
equations:
Gmnf =  nˆmσ′fmσ; f †mσ ,
Gmnc =  nˆmσ′cmkσ; f †mσ ,
Gmfcf =  f †mσ′cmkσ′fmσ; f †mσ ,
Gmcff =  c†mkσ′fmσ′fmσ; f †mσ  .
For the three-particle Green’s functions, we introduce according to the mean field
approximation for inter-band Coulomb interactions,
 nˆlσnˆmσ′fmσ; f †mσ ≈ n¯lσ  nˆmσ′fmσ; f †mσ , (22)
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 nˆlσ′nˆmσ′fmσ; f †mσ ≈ n¯lσ′  nˆmσ′fmσ; f †mσ , (23)
the effect of this is to increase the impurity position in the same way as in (15) when it
moves to the LHS in Eqs. (18)-(21) as pre-existed charge in other orbitals. For the same
reason the Coulomb interaction strength Umm will change to U
mm
eff . Moreover, if there is
no external field existing, the energy levels for different spins in the same orbital should
have Efmσ′ = Efmσ.
For the Green’s functions involving an odd number of operators of the m-th orbital,
we follow our previous assumption in (11) and treat them as zero. For the Green’s
functions involving only operators of the m-th orbital, we use the decoupling applied in
[28].
Solving now the closed set of equations, we obtain the single particle Green’s
functions
 fmσ; f †mσ =
1 +
Ummeff
ω+µ−Efmσ−Ummeff −∆mσ−∆mσ1−∆˜mσ
(
n¯mσ′ + I1
)
ω + µ− Efmσ −∆mσ − U
mm
eff
ω+µ−Efmσ−Ummeff −∆mσ−∆mσ1−∆˜mσ
(∆mσ · I1 + I2)
,(24)
where
∆mσ1 =
∑
k
V∗mmkσ′Vmkσ′
ω + µ+ Efmσ′ − Efmσ − εkmσ′
+
∑
kl,l 6=m
V∗lmkσ′Vmkσ′
ω + µ+ Efmσ′ − Eflσ − εkmσ′
 flσ′ ; f †mσ′ 
 fmσ′ ; f †mσ′ 
, (25)
∆˜mσ =
∑
k
V ∗mkσ′Vmmkσ′
ω + µ+ εkmσ′ − Efmσ′ − Efmσ − Ummbeff
+
∑
kl,l 6=m
V ∗mkσ′Vlmkσ′
ω + µ+ εkmσ′ − Efmσ′ − Eflσ − Ummbeff
 flσ′ ; f †mσ′ 
 fmσ′ ; f †mσ′ 
,(26)
I1 =
∑
k
(
V ∗mkσ′〈f †mσ′cmkσ′〉
ω + µ+ Efmσ′ − Efmσ − εkmσ −
Vmkσ′〈c†mkσ′fmσ′〉
ω + µ+ εkmσ − Efmσ′ − Efmσ − Ummbeff
),(27)
I2 = −
∑
kk′
(
V ∗mkσ′Vmkσ′〈c†mk′σ′cmkσ′〉
ω + µ+ Efmσ′ − Efmσ − εkmσ +
V ∗mkσ′Vmkσ′〈c†mkσ′cmk′σ′〉
ω + µ+ εkmσ − Efmσ′ − Efmσ − Ummbeff
),(28)
Ummbeff = Umm + 2
∑
l,l 6=m
(Ulmσσn¯lσ + Ulmσσ′n¯lσ′).
and furthermore we will use the Hermitian relations
〈f †mσ′cmkσ′〉 = 〈c†mkσ′fmσ′〉, 〈c†mk′σ′cmkσ′〉 = 〈c†mkσ′cmk′σ′〉.
In (24), if I1, I2 are taken as zero, it turns to a multi-orbital Hubbard-I method
with the mean field approximation to the inter-orbital Coulomb interactions. , which
will be reliable at an atomic limit, i.e., for completely insulating states.
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Let us discuss now on the hybridizations. If we neglect the hybridization between
different orbitals (i.e., neglect the inter-site inter-orbital hopping in (1), and then the
model Hamiltonian of (1) will return to the Hamiltonian in [31]), the above formula
can be simplified by setting V∗lmkσ = 0. In this sense, the approximation is similar to
the single orbital case with arbitrary spin-orbital degeneracy N , where the degenerated
electrons only hybridize with electrons having identical spin and orbital indices in the
bath. The main difference between the N -fold single orbital case and the above multi-
orbital impurity solver is that the latter one is generalized to N/2-orbital system with
different orbital levels, band widths and varied inter-orbital and intra-orbital Coulomb
interaction strengths for different orbitals. For this case, the DMFT self-consistency
condition on the Bethe lattice should be
∆mσ = t
2
m  fmσ; f †mσ , (29)
just like the DMFT self-consistency condition for a single orbital Hubbard model with
SU(N) symmetry.
Now let us study the equations in a further step as we mentioned above. If we take
into account the indirect hybridizations between different orbitals, we will obtain two
new equations of motion as follows,
(ω + µ− εflσ) flσ; f †mσ  = 〈[flσ, f †mσ]+〉+ Ull  nˆlσ′flσ; f †mσ 
+
∑
l′,l′ 6=l
(Ull′σσ  nˆl′σflσ; f †mσ 
+ Ull′σσ′  nˆl′σ′flσ; f †mσ  )
+
∑
k
Vlkσ  clkσ; f †mσ , (30)
(ω + µ− εklσ) clkσ; f †mσ  = V∗lmkσ  fmσ; f †mσ  +V∗llkσ  flσ; f †mσ l 6=m
+
∑
l′
V∗ll′kσ  fl′σ; f †mσ  l′ 6=l
l′ 6=m
. (31)
Within the mean field approximation, we can then obtain after charge correction (see
(16))
 flσ; f †mσ 
=
〈[flσ, f †mσ]+〉+
∑
l′,l′ 6=l (
∑
k
V∗
ll′kσVlkσ
ω+µ−εklσ ) fl′σ; f †mσ  +
U lleff
ω+µ−Eflσ−U lleff−∆lσ−∆lσ1−∆˜lσ
n¯lσ′
ω + µ− Eflσ −∆lσ − U
ll
eff
ω+µ−Eflσ−U lleff−∆lσ−∆lσ1−∆˜lσ
∆lσ ·
∑
k
V ∗
lk′σ′Vlkσ′ 〈c
†
lk′σ′clkσ′ 〉
ω+µ−εklσ
,(32)
where we have taken the two correlation functions as
〈f †lσ′clkσ′〉 = 0, (33)
〈c†lk′σ′clkσ′〉 = −
1
pi
∫
dω′f(ω′ − µ) Im δkk′
ω′ + µ− εk′lσ′ . (34)
It is a general way to exactly solve the hybridization functions ∆mσ by including
(32) which will make the equations fully closed for the impurity solver. However the set
of equations (32) only relate to the hybridization functions. If one has another method
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to obtain the hybridization functions, the set of equations from (24) to (28) will be closed
where ∆mσ1 and ∆˜mσ can be obtained from ∆mσ with interpolation, and the correlation
functions in (27) and (28) are calculated with the obtained hybridization functions
and single particle Green’s functions through the spectral theorem. Fortunately, we
are now studying a many body system using DMFT. Therefore, the hybridization
functions ∆mσ do not need to be exactly solved in the impurity solver because in the
hybridization functions in DMFT will be eventually determined by the DMFT self-
consistency conditions in each DMFT iteration. The exact solution of the hybridization
functions will however be needed when only the single impurity Anderson model is
studied. For DMFT, even if we obtained the exact hybridization functions of the
impurity, these are only used in the first iteration (guess of the initial GFs) and
then replaced by new hybridization functions determined by DMFT self-consistency
conditions from the second DMFT iteration, while using an exact hybridization function
or an approximate hybridization function in (24) in the first DMFT iteration makes
little difference for the final result. Moreover, for orthogonal orbitals, the off-diagonal
single particle GFs need not be calculated. Principally in DMFT for a general lattice,
the hybridization function should be determined self-consistently together with the
Green’s function and self-energy by summing over k throughout the whole Brillouin zone.
However, for the Bethe lattice, it will be much easier because it is simply determined by
the inter-site hopping. Hence, we use the Bethe lattice here as an example. Assuming
the probability of electrons outgoing from one orbital to a neighbour site is identical to
the probability of electrons coming from the neighbour site into the orbital with identical
orbital index. This is reasonable for an equilibrium system. Then, for the Bethe lattice,
the DMFT self-consistency condition approximately is
∆mσ = ∆mmσ +
∑
l,l 6=m
∆lmσ = t
2
m
t2m
t2tot
 fmσ; f †mσ  +
∑
l,l 6=m
t2m
t2l
t2tot
 flσ; f †lσ , (35)
where tm is the total probability for the i-site electron with spin σ in the m-th orbital
hopping to the j-site, ttot =
∑
m tm is the total probability for all i-site electrons with
spin σ in all localized orbitals hopping to j-site, and tml =
tmtl
ttot
is the probability for the
i-site electron with spin σ in the m-th orbital hopping to the l-th orbital of the j-site, as
illustrated in Figure 1, and so as in the opposite direction. In this case the numbers of
outgoing and incoming hopping electrons are identical in each orbital so that the system
is in an equilibrium state.
Moreover, when one orbital is not occupied, e.g., n¯lσ = n¯lσ′ = 0, the equations for
the N -orbital system automatically turn to those for (N − 1) orbitals.
For another lattice, these set of hybridization functions ∆mσ will be calculated by
an integral over k space for conduction electrons, then be put into the equations to
calculate the single particle Green’s functions in each orbital.
At the end of this section, we would like to give a discussion of the spin-flip term
f †imσ′f
†
ilσfilσ′fimσ and the pair-hopping term f
†
imσ′f
†
imσfilσ′filσ which are studied in some
recent literatures (see, e.g., [33, 34]), but are not studied in this paper. One background
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Figure 1. (Color online) Illustration of inter-site multi-orbital hopping in a Hubbard
type lattice model (a) and hybridizations in a mapped impurity model (b). In
the Hubbard type lattice model, we only show the hoppings in one direction. If
neighbouring sites are identical, the hopping in opposite direction will be the same.
for this is that contemporary LDA+DMFT calculations are mostly implemented to
achieve the correct charge in the strongly localized orbitals and then calculate the
correct potential for a subsequent LDA calculation so that the spin-flip exchange term
is less important in this context, which can be recognized from the following. All the
Green’s functions are associated with some kind of physical interactions, e.g., the Green’s
function  nˆflσfmσ; f †mσ  labels an inter-orbital fluctuation which corresponds to the
inter-orbital Coulomb interaction between electrons with identical spin. In turn, the
spin flip term is associated with a Green’s function  f †lσ′fmσ′flσ; f †mσ . To show the
influences of the Coulomb interactions and the spin-flip term, we make a comparison:
for the Green’s function  nˆflσfmσ; f †mσ , one has
〈[nˆflσfmσ, f †mσ]+〉 = n¯flσ, (36)
while for the spin-flip associated Green’s function  f †lσ′fmσ′flσ; f †mσ ,
〈[f †lσ′fmσ′flσ, f †mσ]+〉 = 0. (37)
The above averages 〈...〉 are corresponding to their connection to charge which will
determine the effective Coulomb interaction strengths, the relative position of the two
Hubbard bands, and the total densities of states in each of the Hubbard bands. One can
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note that the spin-flip term does not directly connect to charge for a system with the
above mentioned anti-commutation relations for the operators, whereas the Coulomb
interactions are associated with charge. It is estimated that the spin-flip associated
Green’s function will mainly contribute to the shape of the Hubbard bands which
will show more micro structure on top of the Hubbard bands that are determined
by the charge related Green’s functions. Therefore, the Coulomb interactions are
more important than the spin-flip term so that in this paper we first concentrate
on the Coulomb interactions, while we have used the mean field approximation to
treat the inter-orbital Coulomb interactions and have neglected the on-site inter-
orbital fluctuations. The spin-flip term will be studied in a higher-order decoupling
scheme where the inter-orbital fluctuations associated with the inter-orbital Coulomb
interactions will be fully taken into account. As for the pair-hopping term, this requires
that the electron’s starting orbital will be fully occupied and the destination orbital is
empty. This physical image reflects a rare case and corresponds to the excited states.
With the same reason as for the spin-flip term, we have neglected to study the pair-
hopping term in this order of the decoupling scheme.
3. Results and discussion
Using the above derived MO-EOM impurity solver, we have investigated a two-orbital
system with the two-orbital Hubbard model. Here we first present calculated results
for the case where the inter-orbital hybridization is neglected. In this case, our model
Hamiltonian in (1) will return to the frequently studied Hamiltonian as shown in [31].
When the inter-orbital and intra-orbital Coulomb interaction strengths are identical, i.e.,
U11 = U22 = U12σσ′ = U12σσ and the Hund’s rule coupling constant J = 0, we obtained
the densities of states (DOS) for the halffilled system, as shown in Figure 2, where µ is the
chemical potential and we have furthermore assumed that the two occupied orbital levels
have the relation E1 = E2. We can see that the two orbitals have different broadening
for the Hubbard bands. With increasing U , the system changes from metallic states to
insulating states. However, the metal-insulator transitions (MIT) occur at different U ,
not shown in the plot. The critical value of U for the two orbitals are correspondingly
U = Uc1 ≈ 1.5 and U = Uc2 ≈ 2.5 (in units of half the narrow bandwidth).
In Figure 3 we show the computed results for a non-zero J , J = U/4. We still
assume U11 = U22, while the inter-orbital Coulomb interaction strength now changes
to be U12σσ′ = U11 − 2J and U12σσ = U11 − 3J . Comparing to the identical U case
shown in Figure 2, one recognizes that with the decrease of the inter-orbital Coulomb
interaction strength, the effective Ummeff decreases accordingly, which has influenced the
MIT in each orbital. In this case, the critical value of U for the two orbitals has
correspondingly increased to U = Uc1 ≈ 1.9 and U = Uc2 ≈ 3.5, for the narrow and
wide orbitals, respectively. In Figure 2 and Figure 3, we have seen an orbital selective
Mott transition (OSMT). But due to the neglect of inter-site inter-orbital hopping, here
the two orbitals are only connected with the inter-orbital Coulomb interaction strengths
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Figure 2. (Color online) Quasiparticle densities of states for the halffilled two-orbital
system on the Bethe lattice in case of neglecting inter-orbital hybridizations. The DOS
are computed with half bandwidths D2 = 2D1 = 2, Hund’s rule coupling constant
J = 0 and at temperature T = 0.01. The red solid line gives the DOS of the narrow
orbital and the blue dashed line gives that of the wide orbital.
and occupations. Comparing Figure 2 and Figure 3, when the inter-orbital Coulomb
interaction strengths decrease, the two Hubbard bands will come closer together so that
the critical value of U for the two orbitals will increase. Moreover, once the two orbitals
have identical intra-orbital Coulomb interaction strengths and different bandwidth, the
OSMT will always occur at the halffilling.
Next, we consider the two-orbital system taking now non-zero inter-orbital
hybridizations into account. Doing this, we have calculated the DOS for the
corresponding two-orbital system at halffilling. First we show the obtained results in
Figure 4 for the two-orbital system having identical bandwidths for the two orbitals.
We can observe that the inclusion of the inter-orbital hybridizations has greatly changed
the DOS. Besides the change of DOS with increasing U , we also give the comparison of
the DOS at J = 0 and J = U/4. When J is not zero, the effective Coulomb interaction
strength becomes smaller, which has increased the critical value of U for the Mott
transitions.
The quasiparticle weight, which is a characteristic quantity describing the strength
of the correlation effect, is defined by
Z =
m
m∗
=
[
1− ∂ReΣ(ω)
∂ω
]−1
ω→0
, (38)
where Σ(ω) is the self-energy, and m and m? the bare and enhanced mass, respectively.
The quasiparticle weight has been computed as the function of U at halffiling for the two-
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Figure 3. (Color online) Quasiparticle densities of states for the halffilled two-orbital
system on the Bethe lattice in case of neglecting inter-orbital hybridizations, computed
with half bandwidths D2 = 2D1 = 2, Hund’s rule coupling constant J = U/4, and at
temperature T = 0.01. The two orbitals are denoted by the dashed and full curves, as
in Figure 2.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
(a) U = 0.5
D
O
S
(b) U = 1
J=0
J=U/4
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
-4 -3 -2 -1  0  1  2  3  4
(c) U = 1.5
ω −μ
D
O
S
-4 -3 -2 -1  0  1  2  3  4
(d) U = 2
ω −μ
Figure 4. (Color online) Quasiparticle densities of states for the two-orbital system
at the halffilling in case of including the effect of hopping between the orbitals. The
DOS are computed with half bandwidths D1 = D2 = 1 and at T = 0.01.
orbital system with identical bandwidths. It is shown in Figure 5. The abbreviation
GA in the legend means that it is calculated with genetic algorithm (see [28]), and
“linearmix” means that these data are calculated with the iterative method with linear
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Figure 5. (Color online) Quasiparticle weight versus U for the two-orbital system
on the Bethe lattice at halffilling in the case of including hopping effect between the
orbitals, computed with half bandwidths D1 = D2 = 1 and at T = 0.01.
mixing. The value of Z decreases along with increasing the value of U until the critical Uc
for the Mott transition is reached. However, due to the Lorentzian broadening applied in
the iterative method with linear mixing, it has given minor different results and smaller
critical values of U for both J = 0 and J = U/4 cases.
We mention here that all the model calculation results presented in this section, if
not specified otherwise, are calculated with the genetic algorithm in order to efficiently
solve the integral equations. Using instead the iterative method with linear mixing
should have a minor difference on the computed DOS and critical value of U , but would
nonetheless be less accurate and it will also cost more cpu time. This is so because
the iterative method with linear mixing has to use a finite Lorentzian broadening
in calculation of Green’s functions on real frequencies. In calculations with the GA
scheme, this Lorentzian broadening can be set to zero so that the GA scheme will give
a numerically exact solution of EOMs. For a more detailed explanation, see [30].
Next we study the case where we have the halffilled two-orbital system with different
bandwidths, but identical intra-orbital and inter-orbital Coulomb interaction strengths,
i.e., J = 0. The obtained quasiparticle DOS is given in Figure 6. The DOS reveals that
the MIT for the two orbitals occurs nearly simultaneously. Compared with Figure 2, the
OSMT disappeared. This difference is due to the inclusion of the inter-site inter-orbital
hopping effect. The critical value of U for the two orbitals is here Uc ≈ 2.4.
When J = U/4 the computed DOS are shown in Figure 7. We can see that the
quasiparticle peak is nearly pinned at the chemical potential for the wide orbital. Near
U ≈ 3.0 the quasiparticle peak for the narrow band has become very small, but it
still exists. Compared with Figure 3, the OSMT also disappeared under our present
assumptions and on the Bethe lattice, which can not, however, exclude the OSMT in
all cases, e.g., if the neighbour sites are different (i.e., the material is a compound)
or inter-site multi-orbital hoppings are not like what we have assumed in a real system
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(physical lattices) or for magnetic cases when outer fields exist. But we believe that with
the introduce of inter-site multi-orbital hopping effect, the OSMT will be suppressed
in some sense. This phenomena will be investigated in a further study with improved
techniques beyond the here-made mean field approximation in the impurity solver and
on other lattices.
Next we present the quasiparticle weight versus U for the two-orbital system with
different bandwidths at halffilling in Figure 8. We can clearly see in Figure 8 that
the two DOS curves of the wide and narrow orbitals approach zero at the same point,
Uc = 3.2, which means that the metal-insulator transition for the two orbitals occurs
practically simultaneously.
Next we present some comparisons of results computed with the MO-EOM method
to results achieved with other numerical methods to see how well our MO-EOM impurity
solver performs. One comparison is visualized in Figure 9, where the DOS obtained with
our MO-EOM method are compared with those achieved with the NRG method [35] for
the case that the two orbitals have identical band widths. One can note that both the
methods agree well with the positions of the Hubbard bands. They do show a difference
in the critical value of U for the Mott metal-insulator transition, which can however
be partly explained by the large Lorentzian broadening (which causes a long tail of
the peak) shown in the NRG data. In our genetic algorithm method this Lorentzian
broadening can even be set as zero. Considering this broadening effect, our results are
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Figure 6. (Color online) Quasiparticle densities of states computed for the two-
orbital system at halffilling for the case where the effect of hopping between orbitals
in included. The results have been calculated with D2 = 2D1 = 2 and J = 0, and at
T = 0.01. The red solid line is for the narrow orbital, and the blue dashed line for the
wide orbital.
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Figure 7. (Color online) Quasiparticle densities of states for the two-orbital system
on the Bethe lattice at halffilling in case of including the effect of electron hopping
between the two orbitals. The DOS have been obtained with D2 = 2D1 = 2, and
J = U/4 and at T = 0.01. The two orbitals are denoted by the dashed and full curves,
as in Figure 6.
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Figure 8. (Color online) Computed quasiparticle weight as a function of U for the
two-orbital system at halffilling, obtained with the parametersD2 = 2D1 = 2, T = 0.01
and J = U/4.
close to those obtained with the NRG method, but may have a slightly larger critical
value of U .
Next we present a comparison of results computed with the MO-EOM method to
results achieved with the QMC method [31]. This comparison is visualized in Figure 10,
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Figure 9. (Color online) Comparison of quasiparticle densities of states obtained by
the multi-orbital EOM method with the DOS obtained by the NRG method. The
system treated is a two-orbital system at halffilling on the Bethe lattice, with inclusion
of the effect of electron hopping between orbitals with bandwidth D2 = D1 = 1 and
at temperature T = 0.01, and J = U/4. The DOS shown on the negative ordinate are
those for the NRG method, those on the positive ordinate for our MO-EOM method.
The NRG data are taken from [35].
though the Hamiltonian we studied here involved the inter-orbital hybridizations, a little
different to that used in [31]. For visibility purpose, we have plotted the quasiparticle
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Figure 10. (Color online) Comparison of quasiparticle densities of states obtained by
the multi-orbital EOM method with DOS obtained by the QMC method. The system
treated is a two-orbital system at halffilling on the Bethe lattice, with inclusion of the
effect of electron hopping between orbitals with bandwidth D2 = 2D1 = 2 and at
temperature T = 1/40, and J = U/4. The DOS shown on the negative ordinate are
those for the wide orbital, those on the positive ordinate for the narrow orbital. The
QMC data are taken from [31] and all parameters are identical to those of [31].
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DOS of the wide orbital on the negative y axis and that of the narrow orbital on the
positive y axis. One can recognize a good agreement between the two DMFT solvers,
particularly for the lower U values. For the higher U value there is some difference,
which is related to the fact that the critical value Uc in our calculations is larger than in
the QMC results. This may however be due to the different Hamiltonians used in the
simulations. We used a less exact approximation (mean field approximation to inter-
orbital Coulomb interactions) but a more realistic Hamiltonian, while the QMC method
used an exact numerical method but a simplified Hamiltonian. Therefore here we can
not conclude which one is more precise. In our opinion, it is reasonable to obtain a
larger critical value of U in our MO-EOM method, because we have taken into account
the hopping between different orbitals of different sites. Moreover, in our treatment we
have assumed that the probability of electrons hopping from the narrow to the wide
orbital is t1t2
(t1+t2)
which is much larger than the probability
t21
(t1+t2)
of hopping from one
narrow to another narrow orbital. If more electrons would be allowed to hop into an
orbital with identical orbital index, the critical value of U will become smaller. We
should also note that the mean field approximation made for the inter-orbital Coulomb
interactions might have narrowed the gap between lower and upper Hubbard band, i.e.,
this would lead to an increase of the critical value of U . Using the present mean field
approximation to achieve comparable results as the QMC method, the future extension
beyond the mean field approximation is promising.
As a next step we investigate the influence of the filling level. To this end we
have varied the total occupation number in the simulations. We present the computed
DOS of the two-orbital systems at different occupation numbers in Figure 11, where
we have taken the parameters that the two orbital levels are identical, i.e., E1 = E2.
Vertically, the figure shows the changes of the DOS along with the total occupancy.
When the filling of the orbitals increases, the effective Coulomb interaction is seen to
become larger. Correspondingly, the DOS can be seen to change from a one or two-
peak structure to a three peak structure typical of strongly correlated systems, where
the quasiparticle peak appears at the Fermi level. In this procedure, an orbital selective
phenomena is observed, i.e., at the beginning the occupation in the narrow orbital is
less than that in the wide orbital, then changes to equal and then larger than the
occupation in the wide orbital, finally equal again at the half-filling, ntot = 2. If the
intra-orbital Coulomb interaction strengths or orbital levels or both are different for
the two orbitals, the change of occupation and effective Coulomb interaction in the
two orbitals will be more complicated. In addition we compare in Figure 11 the DOS
calculated with different Coulomb interaction strengths, U = 2 and U = 3. It can be
recognized that, when U increases, the two Hubbard bands move farther away from each
other, as anticipated, and a gap appears in the unoccupied spectrum at, e.g., ω−µ ≈ 2
for U = 3 and ntot = 1.6. At ntot = 2, the quasiparticle peak is also reducing along
with the increment of U . When U is large enough, the quasiparticle peak will eventually
disappear and a gap appears at the chemical potential, as shown in panel (d) of Figure 7,
and the system will turn to an insulating state.
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Figure 12 shows the quasiparticle weight versus the total occupation number of the
two orbitals. Due to the fact that J = U/4 and that the occupation numbers in the two
orbitals are different, the effective Coulomb interaction for the electrons in the narrow
orbital is smaller than that for electrons in the wide orbital when ntot is small, this
causes the narrow orbital to have a larger quasiparticle weight than the wide orbital.
Yet, when the occupation of the narrow orbital increase, its weight becomes reduced,
leading to a cross-over point of the quasiparticle weights of the two orbitals.
4. Summary
In this paper we have proposed and tested a fast multi-orbital impurity solver for
the DMFT based on the equations of motion method. In the construction we have
introduced a mean field approximation for inter-orbital Coulomb interactions appearing
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Figure 11. (Color online) Quasiparticle densities of states computed for the two-
orbital system on the Bethe lattice for different total fillings. The parameters used are
D2 = 2D1 = 2, T = 0.01, and J = U/4. The red solid line is for the narrow orbital,
and the blue dashed line for the wide orbital.
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Figure 12. (Color online) Quasiparticle weights of the narrow and wide orbitals as a
function of the total filling for the two-orbital system on the Bethe lattice, computed
with the parameters D2 = 2D1 = 2, T = 0.01, and J = U/4.
with the two and three particle Green’s function expression. The proposed impurity
solver includes inter-orbital hybridizations and it preserves the particle-hole symmetry
for halffilled states, and it automatically satisfies the sum rule that integrating of the
density of states over all ω space for each spin and orbital index equals identity. The
influence of the inter-orbital hopping has been investigated numerically with the MO-
EOM method. The results obtained with our impurity solver show that the inclusion
of inter-site inter-orbital hopping does make a difference and indicate that the inter-
site inter-orbital hopping effect is quite important for multi-orbital systems. It is
observed that the inclusion of the inter-site inter-orbital hopping effect will strengthen
the connections between different sites (and hence eliminate the difference between the
orbitals if the neighbour sites are all identical to this impurity), and has caused the
disappearance of the OSMT under our present assumptions and on the Bethe lattice.
This will be tested further in a forthcoming work with treatments beyond the mean field
approximation and on different lattices. Although our approximations are simplifying in
some respects, we do believe that, if one wants to study the difference between orbitals
having different bandwidths, e.g., the OSMT, the inter-site inter-orbital hopping can
not be neglected.
Moreover, we note that the decoupling scheme only acts on the on-site inter-orbital
fluctuation terms of the impurity, and does not influence the spatial fluctuations of
the lattice model. The spatial fluctuations should be considered in the DMFT self-
consistency conditions or a future EOM cellular DMFT.
The precision of the EOM method depends on the decoupling only. A drawback
of this impurity solver is that the mean field approximation to the on-site inter-orbital
Coulomb interactions may give rise to the loss of some interesting information when the
on-site inter-orbital fluctuations are strong. Hence, if one wants to study the inter-orbital
fluctuations and even phenomena related to higher-order terms (e.g., spin-flip term and
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pair hopping term), a higher-order decoupling scheme will be needed. Nonetheless, the
present EOM method can already be applied to most systems.
The main advantages of the MO-EOM method are, first, that it works directly
on real frequencies and for arbitrary temperatures, second, it is a fast impurity solver
for the multi-orbital case. Finally, it can work for an arbitrary number of orbitals.
Consequently, if one could determine all the parameters between the orbitals properly,
even all the orbitals of one atom could be treated within MO-EOM method. Therefore
the developed MO-EOM method is a competitive solver as compared, e.g., to the
QMC. The multi-orbital EOM solver can be applied to multi-orbital system containing
several orbital levels, with varying band widths, inter-orbital and intra-orbital Coulomb
interaction strengths. Also systems with a crystal field having different orbital levels
can be treated with this MO-EOM method. Besides the model calculation, using this
impurity solver and the formula that we have given for orbital levels and effective
Coulomb strength, one can obtain the occupations and then use these to correct the
charge, orbital levels and remove the double counting, so that it can be implemented in
DFT+DMFT calculations for real correlated materials.
In the peer review of this paper, our attention was drawn to the paper by P.
Hansmann et al., who have mentioned the inter-site inter-orbital hoppings in their
LDA+DMFT work. But these have however not appeared in model calculations to
discuss the influence of these hoppings on the orbital selective Mott transition.
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