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Abstract
Simulation-based training is being widely adopted in medical edu-
cation because it allows exposing trainees to safe and controlled simu-
lated scenarios otherwise impossible to reproduce in real life. Current
advances in immersive technologies including those related to Virtual
Reality (VR), and Augmented Reality (AR), are providing innovative
tools to design immersive virtual simulation solutions that are available
to a wide range of users through consumer-level hardware. As a result,
the field of simulation is currently seeing a great effort and emphasis on
the use of VR/AR, to motivate and engage the trainee in an ethically
safe and cost-effective manner. Although the use of virtual simulation
in medical education is rapidly becoming more widespread, most ap-
plications are still focused on cognitive skill development. Due to var-
ious technical limitations and cost issues, technical skill development
(e.g., surgical drilling skills), that requires the simulation of the sense
of touch in the virtual domain require high-end and expensive haptic
devices and are therefore, often overlooked. Current high-end haptic
devices are restricted to larger institutions that can afford the complex
hardware, thus limiting a larger user install base. On the other hand,
low-end haptic devices with limited functionality regarding degrees of
freedom, force feedback, and resolution, are available. However, further
studies are required to understand their suitability for medical training
and as an alternative to their high-end counterparts.
The goal of this work is to determine whether sound can be used
to increase the perception of haptic fidelity inherent in consumer-level
haptic devices to allow the use of such devices (coupled with the ap-
propriate auditory cues) in applications that require higher fidelity at
a fraction of the associated cost. Here I present an experiment in
which participants were asked to perform a virtual drilling task (drilling
wood) using two consumer-level haptic devices (Novint Falcon, and 3D
iii
Systems Touch 3D Stylus) in the presence of contextual sound (pre-
recorded wood drilling sound) and non-contextual sound (no sound,
classical music, and white noise). Although the results of this study
do not show any statistically significant difference in task performance
the experiment is a necessary step in understanding the role of sound
on haptic perception.
Keywords: Haptic, Audio, Human-Computer Interaction,
fidelity, Virtual simulation, Drilling.
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The sense of touch provides humans with the ability to interact, manipulate, per-
ceive the characteristics of, and use various objects [4]. In conjunction with the
other senses (e.g., sight, hearing, smell, and taste), the sense of touch provides
multimodal feedback to better accomplish a variety of tasks [2]. In addition to
the interactions with the surrounding world, the sense of touch is important to
one’s own body in terms of knowing muscle movements and feeling pain. The
information provided by the sense of touch is obtained through receptors that
exist in the skin layers, muscles, and tendons. These receptors react to different
types of stimuli by sending signals to the brain. The mechanism of these receptors
and their density in some parts of the skin, such as in the fingertips, provide a
variety of sensations that allow a person to perceive an object’s texture, weight,
temperatures, motion, and vibrations [1]. These sensations provide humans with
the ability to use objects such as tools allowing them to have the skills needed for
survival, enhancing their experience of life, and entertainment [5].
The simulation of the sense of touch falls under the field of haptics, which collec-
tively refers to machine touch and human machine touch interactions and includes
all aspects of information acquisition and object manipulation through touch by
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Recent advances in hardware and software have resulted in a series of consumer-
level VR-based devices that are capable of providing high levels of visual immersion
(e.g., HTC VIVE) [12], natural interaction (e.g., Leap Motion) [13], and 3D sound
(e.g., Kraken 7.1 and home theater setups), amongst many others. With respect
to haptic devices, several consumer level devices are also available including the
Novint Falcon and the 3D Systems Touch 3D Stylus [14] [15]. While the primary
driver for these consumer-level haptic devices is entertainment and gaming, their
availability at the consumer level (approximately $250 and $600 USD in contrast
to higher fidelity haptic devices that can exceed a cost of $10,000 USD) (Table 1.1
shows a comparison of force haptic feedback devices that are commercially avail-
able). However, they are proving to be effective in several research applications
[16]. For example, Xu et al., discussed the effectiveness of using the Novint Falcon
in motor rehabilitation training after stroke [17]. The Novint Falcon is also used
by John to simulate the palpation of a patient in a medical training simulator [18].
Other work has examined the effect of haptics on cognitive load for optimizing
surgical training skills [11], and the perception of the drilling force during oral
implant surgery [19].
This leads to the question of whether it is possible, given a low fidelity, consumer
level haptic device, to provide a high level of haptic feedback. In other words,
is it possible to create the perception of high fidelity haptics using a low fidelity
(consumer-level) haptic device?
As described by Kapralos et al., (2017) [20], in the real world our senses are
constantly responding to specific physical phenomena, providing the perceptual
system with data that is processed/integrated by the nervous system, producing
multisensory information that allows us to acquire knowledge. The different senses
also interact with one another and alter each other’s processing and ultimately the
resulting perception. For example, various “real-world” studies suggest that sound
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































our construct of our environment and our ability to interact with that environment
is very much determined by the interaction of our senses. Through the process
of multisensory integration, the human brain is able to integrate the information
received from different senses [21]. This process results in the perception of an
experience. This experience can provide a high sense of realism when there is no
conflict between the multi-sensory signals [22]. In other cases, where a conflict
arises, there is the possibility of a sensory illusion to occur. This fundamental
concept of processing multiple sensory information has the potential to provide a
rich virtual reality experience. The basic idea is that it is possible to overcome
limitations in one sensory feedback. For example, Mastoropoulou et al., [23] have
shown that sound can potentially attract part of the user’s attention away from
the visual stimuli and lead to a reduced cognitive processing of the visual cues,
An additional example includes the ability of sound to increase (or decrease) the
perception of visual fidelity [20].
1.1 Problem Statement
Current consumer-level haptic devices cannot provide a high fidelity haptic feed-
back due to their technical limitation associated with i) DOF and workspace, and
ii) the electro-mechanical characteristics of sensors and actuators. While the DOF
restricts movement, the interactions with the virtual object will depend on the
task to be performed and the capacity of the haptic device to reproduce them. In
addition, using low-quality tracking sensors, which intended to measure the posi-
tion and orientation of the user’s movement, can induce measurements inaccuracy
due to potential jitter, drift, latency, and small update rate [2]. Moreover, the
electro-mechanical components constrain the magnitude and the refresh rate of
the applied haptic feedback. For example, to provide a neutral haptic feedback
perception, a 1 kHz refresh rate is required [7]. These limitations do not allow
5
such devices to be used in many haptic-based applications, such as applications
where high fidelity haptic interaction is essential.
1.2 Goals and Objectives
In the real world, senses interact with one another and alter each other’s processing
and ultimately perception. Prior work that has examined the effect of sound on
visual fidelity perception has shown a strong influence of sound on the visual scene
(e.g., see Kapralos et al., [20]). However, very little prior work has considered
multi-modal interactions with the other senses, particularly the sense of touch.
Here, this work focuses on the effect of sound on haptic fidelity perception. More
specifically, what effect does sound have on the perception of touch, and more
importantly, can sound lead to an increase in the perception of haptic (touch)
fidelity in a virtual environment? The goal of this thesis is to determine whether
sound can be used to increase the perception of haptic fidelity inherent in low-end
consumer-level haptic devices to allow the use of such devices (coupled with the
appropriate auditory cues) in applications that require higher fidelity at a fraction
of the associated cost.
An example of how the appropriate use of sound, coupled with low-end, consumer
level haptic devices can be observed in VR-based surgical training applications
that focus on technical skills development. Such applications typically require
the use of high fidelity haptic devices to simulate the appropriate haptic cues.
Unfortunately, these devices can not be used by many training programs due to
their cost. At the same time, using a low level, cost-effective haptic cannot provide
the required level of interaction. Therefore, if auditory feedback found to affect
the perception of the consumer level haptic, it is possible to overcome this issue
allowing for a better experience using cost-effective haptic devices.
6
1.3 Methods
This work began with a literature review on multimodal interactions and haptic
devices in order to develop a better understanding of both topics. In addition,
an experiment was conducted to examine the effect of sound on the perception
of haptic fidelity in a virtual environment with respect to a virtual drilling task.
The study employed two consumer-level haptic devices and the participants were
required to perform the drilling tasks in the presence of various auditory conditions
including those related to the task itself (e.g., contextual auditory cues), and those
not related to the task (non-contextual auditory cues).
1.4 Hypothesis Statement
Contextual (related to the scene and task) and non-contextual (not related to
the scene and task) sounds will influence haptic fidelity perception while virtually
drilling with a consumer-level haptic device. Therefore, the null hypothesis is that
the auditory cues will not influence haptic perception while operating a consumer-




In any haptic interface system there are primarily three major components that
must be considered: i) human haptics, ii) haptic device, and iii) computer haptics
[2]. First, human haptics describes human touch-based perception and how the
user interacts and perceives touch-based feedback. Second, the haptic device refers
to the hardware component of the system whereby the physical contact between the
user and the system occurs. Third, computer haptics refers to the software and
the computational process that process the information from and to the haptic
device. This chapter begins with background information regarding these three
main components. Next, the drawbacks associated with the use of haptics/haptic
devices in virtual reality applications is provided. Finally, the chapter concludes
with an overview of multi-modal interactions.
2.1 Human Haptics
The word haptic is derived from the Greek word “haptikos” which means “able to
touch or grasp” [24]. The sense of touch is one of the five basic senses the other
four are (sight, hearing, taste, and smell). While there are other senses such as
the spatial sense or the sense of time, the five basic senses have been the focus of
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philosophers since ancient times [25]. This is most likely due to their association
with a sensory organ. More specifically, the eyes for sight, the ears for audition,
mouth for taste, nose for smell, and skin for the sense of touch. The human senses
are part of a sensory system in which they share a basic model of how they work.
Each sense has its own type of sensory receptors. Each type of receptors reacts to
a specific type of stimuli, and When excited, sends a signal through nerve endings
to the nervous system providing information and generating the sensations to be
perceived [1].
The sensations that can be perceived through the sense of touch can be divided into
two main categories. The first are tactile sensations which include those obtained
by receptors that exist within skin layers including vibration, texture (softness
and roughness), temperature, and pain. The second type is kinesthetic sensations
which include sensations obtained by muscle, joint, and tendon movements. These
sensations help to provide information about one’s body movements, position, and
forces [26]. Figure 2.1 shows an illustration of the human touch system (reprinted
from [1]).
When considering haptic receptors, four types exist within the skin layers (often
classified as tactile receptors), along with the thermoreceptors [2]. In addition,
there are kinesthetic receptors that exist in the tendons, muscles, and joints. The
four tactile receptors are: i) Meissner corpuscles, ii) Merkel disks, iii) Pacinian
corpuscles, and iv) Ruffini corpuscles. These receptors can be classified based on
their rate of adaption, which is the time after which the receptor will stop reacting
to the stimuli. Markel disks and Ruffini corpuscles are considered slow-adapting
sensors while Meissner and Pacinian are fast-adapting. The adapting time reflects
on the sensitivity of the receptors. The slow-adapting sensors (Markel and Ruffini)
are more sensitive to the low-frequency stimuli (0-10 Hz) while the fast-adapting
(Meissner and Pacinian) responds to higher-frequency (50-300 Hz) [27]. Table 2.1
shows a comparison between skin receptors in regards to the rate of adaption
9
Figure 2.1: An illustration of touch-based receptors in human. (reprinted from
[1].)
Table 2.1: Comparison of Various Skin Mechanoreceptors reprinted from [2].
Receptor Type Rate of Adaption Stimulus Frequency (Hz) Receptive Field Detection Function
Merkel disks SA-I 0-10 Small, well defined Edges, intensity
Ruffini corpuscles SA-II 0-10 Large, indistinct Static force, skin stretch
Meissner corpuscles FA-I 20-50 Small,well defined Velocity, edges
Pacinian corpuscles FA-II 100-300 Large,indistinct Acceleration, vibration
(Slow Adaption (SA) and Fast Adaption (FA)), stimulus frequency, receptive field,
and detection function. Finally, there are thermoreceptors which are sensitive to
temperatures in the range of -15 C to 45 C [28].
Based on the receptor type and adaption rate, tactile receptors are able to provide
information regarding the texture, size, pressure, momentum and the orientation
of an object while thermoreceptors will provide information regarding the object’s
temperature. In addition, kinesthetic receptors can provide information regarding
10
an object’s force and weight in addition to information on body movement and
orientation.
The importance of the senses in general and the haptic sense in particular, can
be observed easily in everyday life. Every muscle movement in one’s body relies
on haptic sensations. Without the sense of touch, performing a normal task of
reaching and grasping based on other senses, vision, for example, is considerably
difficult. This can be observed in people who suffer from a cutaneous sensory
disorder that results in reduced or absence of the sense of touch.1.
2.2 Haptic Devices
Haptic feedback can be experienced in the real world when interacting with any
computer interface. For example, a traditional keyboard or a mouse will provide
tactile information when clicking a button. Therefore it is important to define a
haptic interface. Gabriel defines the haptic interface as “programmable systems,
which can reproduce mechanical signals that are normally experienced when hap-
tically exploring real, everyday environment” [29]. However, this definition fails
to cover devices that provide non-mechanical feedback, such as air, temperature,
and electricity. In addition, it does not include passive haptic feedback that does
not aim to explore an environment and used to communicate information such as
vibration feedback in a mobile phone which conveys the information of a phone
call, alert or receiving a message. Another example of a haptic device that is
not used to explore a virtual environment, is a gamepad in which the vibration
feedback provided used to convey a sense of danger, car movement, or character’s
status. Another definition provided by Ellis et al., [30] states “A haptic interface is
a computer-controlled mechanism designed to detect motion of a human operator
without impeding that motion, and to feedback forces from a teleoperated robot
1https://en.wikipedia.org/wiki/Hypoesthesia
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or virtual environment”. This definition also fails to include a tactile display and
a passive haptic interface.
2.2.1 Characteristics
Haptic devices have several characteristics that result in providing users with dif-
ferent forms of interaction. As a result of the numerous technological approaches
for creating haptic interactions, these user input devices can have the following
features:
• Degrees of Freedom (DOF):
Degrees-of-freedom (DOF) refers to the number of the independent param-
eters in space, three translations, and three rotations [31]. For example, in
terms of movements in a 3D space, objects can have 6-DOF (Figure 2.2).
The term degrees-of-freedom is also used to describe the number of axes
that a haptic device could exert its haptic feedback. For example, iFeel [32]
is a mouse with a vibration haptic feedback. In this example, in terms of
movements, the mouse has 2-DOF on two axes resulting in four different
moments forward, backward, left, and right. At the same time, the haptic
feedback has 1-DOF represented as vibration on one axis moving up and
down (Figure2.3 (b)).
• Tracking:
The main objective of tracking is to allow the system to react to events that
occur upon the interaction process. In many cases, the system needs to know
the current status of the input device and/or the user. The position and the
orientation of both the device and the user are two common uses of tracking
systems and sensors in human-computer interaction (HCI). Different haptic
devices require different types of sensors and trackers which also define the
12
Figure 2.2: The 6-DOF of an object in a 3D space. Reprinted from
https://upload.wikimedia.org/wikipedia/commons/f/fa/DOF_Degrees_
of_freedom_(mechanics).png
Figure 2.3: Illustration of iFeel mouse adopted from [2]. (a) The mouse. (b) The
architecture of the vibration feedback.
accuracy, thereby the quality, of the device [33]. Some of the common sensors
and tracking techniques are presented in the following sections.
– Mechanical:
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As defined by [2], “A mechanical tracker consists of a serial or parallel
kinematic structure composed of links interconnected using sensorized
joints”. The advantages of mechanical trackers include: i) simple and
easy to use ii) constant accuracy, and iii) low latency. However, they
have some disadvantage such as i) limited range of space, ii) weight,
and iii) reduction of the user’s freedom of movements. Examples of
haptic interfaces that uses this type of tracking include the 3D Systems
PHANToM, Novint Falcon, and 3D Systems Touch 3D Stylus.
– Magnetic:
Magnetic trackers use a magnetic field between a stationary transmitter
and moving receiver unit to provide position information [2]. The ad-
vantage of a magnetic tracker is that it provides a non-contact tracking
system allowing the user greater freedom of movements. However, the
magnetic field is easily distorted by surrounding metal’s current reduc-
ing their tracking accuracy [33]. Examples of using a magnetic sensor
to track the position of a haptic device is described are [34].
– Ultrasonic:
The ultrasonic tracking is similar in principle to the magnetic tracker
whereby a stationary transmitter will produce a signal to be received
by a moving component. However, instead of a magnet, an ultrasound
wave is used instead. The only advantage of the ultrasonic tracking sys-
tem, according to Burdea, is their low cost when compared to the mag-
netic tracking system [2]. Disadvantages of ultrasonic tracking systems
include i) low update rate, ii) signal noise due to room temperature,
iii) it require a direct line of sight between the transmitter and the re-
ceiver, and iv) the signal could be affected by other ultrasound sources
[2]. Choi et al., describe a haptic interface with an ultrasonic-based ac-
tuator to maintain higher position and orientation accuracy than what
a magnetic tracker can provide [35].
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– Optical:
An optical tracking system uses light and optical sensing devices to
capture the position and the orientation of an object [2]. The idea
has often involved the use of light and a camera that can process the
light. There are two types of optical tracking systems: i) active and
ii) passive. Passive tracking is when the light, such as infrared light,
is stationary and the target object is covered with reflective material
allowing the camera to capture the reflection, and thus the position
of the object. Active optical tracking refers to a method whereby the
object is equipped with light, such as the light emitting diode (LED),
allowing the camera to capture the location of the specific light and
thus tracking the object in 3D space. The main advantages of using
optical tracking are i) a wider space of movements [36], ii) low cost,
iii) low latency and iv) high accuracy [2] [37]. An example of using
optical tracking system, namely the Vicon2, with a haptic interface, is
described by Weiss et al., in which they used a retro-reflective marker
on the top of a fingernail with a Vicon digital motion capture device to
track the movement of the finger in 3D space [38].
• Haptic Feedback: When considering the haptic feedback, haptic devices often
fall under one of two types: i) tactile, and ii) force-feedback. Here some
information regarding both types is provided:
– Tactile:
Tactile haptic feedback refers to sensations that are felt when the hap-
tic receptors, that exists within the skin layers are, stimulated. These
receptors are i) Meissner corpuscles, ii) Merkel disks, iii) Pacinian cor-
puscles, and iv) Ruffini corpuscles which were described in the Human
Haptic section earlier. A brief summary of the different types of tactile




Vibration feedback is one of the most common haptic feedback
featured in a broad range of haptic hardware and applications given
that force feedback can be easily generated and is low cost. This
allows many industries to utilize vibration such as alert notification
in a mobile phone, custom-massage signal such as singling danger in
a video game, navigation tool in cars (BMW Series 7 [39]), and even
as massage devices. As vibration is widespread haptic feedback,
many haptic devices use vibration such as the 3D Systems Phantom
Omni.
∗ Tactile Pressure:
Tactile pressure refers to the pressure felt at the skin level, without
involving the muscles and the tendons. This pressure is often used
to detect an object’s texture. The refreshable Braille display is an
example of a haptic device that uses pressure to simulate textures
(e.g., Figure2.4 illustrate the “Brailliant BI 40” by Hamanware 3).
As they often target visually impaired users, these devices use a me-
chanically controlled array of pins to display information in Braille
form.




Temperature feedback is produced using a thermocouple compo-
nent (e.g., Thermoelectric Cooler 4), which utilizes a thermoelectric
effect [40]. In a haptic interface, although not popular, tempera-
ture feedback has been used in several research efforts (e.g., [41],
and [42]).
The applications of these haptic feedback range from providing an al-
ternative information channel, to providing realistic interactions with a
virtual environment. Tactile haptic feedback is often used in applica-
tions that aim to interact with haptic feedback at the user’s fingertips.
– Force-feedback:
In order to generate force feedback, it is important for the haptic device
to stimulate the kinesthetic receptors which exist in joints, tendons,
and muscles (see Section 2.1, the Human Haptic section). This can be
achieved through kinematic parts and force generating motors. These
devices are often used to allow the user to move, deform, and manipulate
the virtual objects using the principle of Hooke’s law (F = −kẋ , where
F is the total force required to extend a spring a distance x, and k is
the spring constant) [2]. In addition, when using Hook’s law to create
a virtual spring model to compute forces, it is possible for the user
to experience sensations such as stiffened, texture, and viscosity [7].
These features have made force haptic devices popular for different types
of commercial and research related applications. There are two main
kinematic structure bodies for force haptic feedback which define the
application and the ability of the device. The first is serial structure,
which refers to haptics that uses linked actuators connected together
by joints from the base to the end effector in which the feedback is felt.





Figure 2.5: A serial based body haptic device Phantom Premium by
3DSystem. Reprinted from https://www.3dsystems.com/haptics-devices/
3d-systems-phantom-premium/features
Figure 2.6: A parallel based haptic device Phantom Omni by SensAble.
Reprinted from http://www.delfthapticslab.nl/wp-content/uploads/2014/
04/Phantom_Omni.jpg
The second is a parallel structure, whereby the end effector is connected
to multiple actuators each powered by different motors. In addition to
their structure, force haptic feedback is often categorized by the method
whereby the force is applied. The first is the point force haptic feedback,
which refers to devices that calculate and exert the force feedback on
one point (e.g., the 3D Systems PHANToM Omni [15], illustrated in
Figure2.6). The second is multiple point force haptic feedback whereby
the device exerts forces on multiple end effectors (e.g., CyberGrasp 6).
6http://www.cyberglovesystems.com/cybergrasp
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Finally, degrees-of-freedom (DOF), when used with force haptic feed-
back, often refers to the direction in which the forces can be exerted.
An example for a 1-DOF device is the gaming steering wheel with force
feedback that often exerts forces on one dimension, while an example
of a 2-DOF is a joystick that exerts forces in two dimensions.
The characteristic of a force feedback haptic device, and it’s ability to
provide tactile information [43], allow it to be used in various domains
such as video games [44], modeling [45], surgical training [46], rehabil-
itation [47], navigation [48], training simulation [49], and many other.
However, there are several drawbacks of these devices. Most impor-
tantly, in order to provide realistic force feedback, the device must be
large and accurate [50]. Another issue is if the device needs to be in con-
tact with the user’s body, exoskeleton or suite based, there is a relation
between the device’s weight and the maximum exerted forces whereby
larger the maximum force the larger the device size and weight [51].
2.2.2 Computer Haptics
Using a haptic interface in VR requires a physical model of the virtual object to be
rendered. The type of haptic rendering depends on the type of the haptic device.
Haptic devices that provide realistic haptic feedback require that the virtual ob-
jects being modeled are based on a real physical representation which defines the
physical characteristics of the objects such as weight, inertia, surface roughness,
compliance (hard or soft), deformation mode (elastic or plastic). In addition to
the physical model, haptic rendering utilizes the object’s collision detection algo-
rithms and object’s surface deformation techniques similar to that of computer
graphics [2] [52]. To provide force haptic feedback, it is necessary to compute the
total forces to be exerted by the haptic device. As discussed in [2], a virtual object
may have various characteristics in which the forces can be computed using the
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principle of Hooke’s law. The first is an elastic characteristic (e.g., rubber balls).
Such objects deform when forces are applied on them, and then return to their
original shape. The second is a plastic characteristic virtual object. Plastic objects
do not retain to their original shape , and therefore, as soon as the contact with
the object in the virtual environment has stops, the force feedback exerted by the
haptic device should stop. In addition to these object characteristics, it is possible
to provide texture feedback using forces by modifying Hook’s law. For example,
in [43], an approach of adding forces generated at the user’s fingertips has been
discussed.
2.3 Multimodal Interactions and Perception
In order to provide an appropriate virtual experience, it is important to stimulate
multiple sensory systems to imitate the interaction between human and real objects
[2] [53]. However, with the currently available technology, it is impossible to fully
simulate the human sensory system [54]. Yet, having an understanding of the
sensory system can provide a powerful tool in making human to believe that a
specific sensation is real. For example, understanding the principles of the sense
of vision, specifically the rate of which human perceive a still image as a motion
pictures allows for the possibility of generating movies.
When stimulating more than one sensory system in a virtual environment, it is pos-
sible to provide a higher sense of immersion of the environment [55]. Furthermore,
when two or more senses complement each other, they can provide information
about a sensation that cannot be achieved by a single sense [21]. It is also possi-
ble that two sensory stimuli can create a sensory illusion when there is a conflict
between the two sensory system [56] [57].
Given the variability of current haptic devices, several studies have examined the
effect of different sensory feedback on haptic perception. These studies aimed
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either to understand the effects of when a multi-sensory approach is employed in
a virtual environment, or in order to improve the realism of a haptic interface.
Here, research that has examined multi-modal interactions, that included haptic
feedback as well, is provided. Although not discussed here, an overview of the
effect of sound on visual fidelity perception and task performance is provided by
Kapralos et al., [20].
2.3.1 Visual-Haptic Feedback
In [57], an investigation of the visual influence on the haptic perception of virtual
surface roughness using the 3D Systems PHANToM 3-DOF haptic device and it
covers two main topics. The first topic is bare finger vs. probe sensing. The second
topic is multi-modal sensory interactions whereby the authors discuss the possi-
bility of negative or positive effects when using different modalities whereby one
sensory system could affect the other. The authors suggest that when combining
visual and haptic information the perception of object properties can be improved
[58] [59].
2.3.2 Visual-Audio-Haptic Feedback
Adding haptic information to the traditional interaction visual and audio in virtual
reality experience has led to the examination of the differences between these two
modalities. For example, Diaz et al. conducted an experiment to investigate if
sound could improve 3D element accessibility performance when using auditory
and haptic feedback in a virtual reality application [60]. The experiment required
participants to navigate a virtual maze without colliding with the wall using a
sphere objects representing the haptic device (LHIfAM) end effector. The visual
feedback used two projectors to provide stereoscopic top-view of the maze and
participants were asked to wear 3D glasses. A force feedback and synthesis metallic
sound was generated when a collision occurred. Twelve participants performed the
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experiment under four different conditions: i) visual only, ii) visual and audio, iii)
visual and haptic, and iv) visual, haptic and audio. The experiment measured
the penetration value of the sphere in the wall and used the data to indicate
performance. An analyses of the results showed that audio could influence (either
positively or negatively), accessibility task performance.
2.3.3 Audio-Haptic Feedback
Work related to audio and haptic feedback cover different types of tasks and specific
haptic feedback that will be discussed in the following sections.
Stiffness
Using a 6-DOF haptic device, in [61] the effect of sound on the perception of
stiffness is examined. Participants in this study were presented with five differ-
ent surfaces and asked to tap and rate the stiffness of each surface using the 3D
Systems PHANToM Omni. Three experiments were conducted, where in the first
experiment, five subjects were required to rate the stiffness of five virtual surfaces.
These objects provided the same haptic feedback, while the sound cue for each
surface (when tapped) differed. In the second experiment, five subjects were pre-
sented with five surfaces with different stiffness values and no sound cues, and
finally, in the third experiment, ten subjects, were presented with five surfaces
with different stiffness values along with different pre-recorded sound cues. Par-
ticipants were asked to rank these surfaces in order for each trial. To analyze the
results the participants ranking was converted into a point system in which the
surface that was ranked as least stiff received one point. Results showed that sound
influenced stiffness perception, however not as much as the visual cue influenced
stiffness perception. DiFranco et al., established the importance of being famil-
iar with the haptic device as novice participants rated the stiffness based on the
sound while more experienced participants rated the stiffness based on the haptic
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feedback [61]. The study emphasizes the importance of understanding the effect of
sound on haptic perception due to the limitation, namely the bandwidth of forces
required to match human’s haptic system and motor ability.
Another study examined the influence of the sound duration on the perception of
stiffness [62]. Twenty-five participants were asked to tap two virtual surfaces using
the PHANToM haptic device. Neutral, synthetic sounds with different durations
were assigned to each surface. There were five different stiffness values (0.3, 0.4,
0.5, 0.6, and 0.7 N/mm) and five different sound durations (50, 100, 150, 200,
and 250 ms), resulting in 25 experimental conditions. Sounds played when the
participant tapped the surface. The participants had to report which surface was
stiffer after tapping both surfaces. The experimental results indicate an association
between the duration of the sound and the perceived stiffness, whereby a short
audio duration led to a greater stiffness perception than a longer duration.
Texture
The influence of auditory cues on the perception of a virtual object’s texture has
been examined by Serafin, et al., [63]. Participants in this study were asked to rate
the roughness of a virtual object from 1 to 7. There were three different roughness
levels (smooth, medium, and high) each associated with a correspondent synthesis
sound. The haptic feedback was provided by the 3D Systems Phantom Omni.
Each participant performed the task of rating the three textures (soft, medium,
and rough) of the virtual object under four different auditory conditions: i) with
the correspondent auditory sound, ii) with the other two texture level sound, iv)
with no sound. Each trial was repeated twice resulting in 24 trials. Analysis of the
results indicates that participants improved their recognition of the virtual objects
roughness with the help of the auditory cues.
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Spatial Presence
The effect of auditory and haptic feedback (vibration) on the spatial presence
in a virtual environment was examined by Ryu et al., where an experiment was
conducted with 16 participants required them to wore a suite with vibro-tactile
components to induce vibration on both the arms and the legs [64]. The partic-
ipants were tasked to report any collisions in the VR environment based on the
haptic feedback when navigating a maze with different obstacles represent stone,
wood, vine, and metal. The experiment used pre-recorded sound to reflect the ob-
stacle’s material and locations. The participants then completed a questionnaire
to rate the perception of collisions and the spatial presence from 0 to 100. Results
indicated that 3D sound increased the participants feeling of presence and their
collision perception.
2.4 Concluding Remarks
Haptic devices are used in many different domains and applications including
robotics [65], tele-robotics [66], 3D modeling [45], video games [44], virtual training
[67], and medical training [18]. Many applications require high-end haptic device
as low-end consumer level haptic devices cannot meet these applications require-
ments [50]. Given the hardware limitations and costs, there have been numerous
efforts to improve the perception of haptic devices by integrating a multi-model
approach, in which other sensory cues (e.g., vision and sound) can compensate
and help provide higher haptic perception [61]. The experimental results in some
work (e.g., [61] [63][64]) support the idea that audio feedback can influence the the
perception of haptic sensations. However, many of these studies did not employ
consumer-level haptic devices that can potentially have a broader impact on large
user install base. In addition, to the best of my knowledge, none of the works
reviewed have employed non-contextual sounds as cues that can alter haptic per-
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ception. This raises the questions of whether consumer-level haptic devices can




This chapter provides an overview of related work that the author has contributed
to as part of developing an understanding the effect of auditory cues on consumer-
level haptic devices. Although the author did contribute significantly to the work
described here, other students were involved too and therefore, the work is pre-
sented separately in this chapter.
3.1 Low-End Haptic Devices for Knee Bone Drilling
in a Serious Game
Manual drilling is a fundamental component of the total knee arthroplasty (re-
placement) surgical procedure but it requires an extensive amount of training
and practice given the high level of dexterity needed to operate the surgical drill
through the bone at a proper speed, depth, and inclination. In this work, the
adaptation of two low-end haptic devices (Novint Falcon and 3D Systems Touch
3D Stylus) to simulate a surgical drill drilling through knee bone within a serious
game for total knee arthroplasty training was performed. A quantitative compari-
son of both haptic devices with respect to forces, movements, and development was
also conducted. In contrast to previous work that has focused on cost-prohibitive
haptic devices, our approach considers affordable solutions from the gaming and
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digital design industry and has the potential to provide suitable haptic interface
using a proper combination of visual, sound, and haptic cues (see [68]).
My contribution for this work focused on analyzing and implementing the haptic
feedback using the Novint Falcon device. Both devices in this work used a 3D
printed model that replaced the device grip (the end effector). Figure 3.1 provides
an overview of the implementation of the haptic feedback using the Novint Fal-
con and the 3D printed model. The initial results demonstrate that the low-end,
consumer-level haptic devices can be incorporated into virtual environments/se-
rious games to allow for the simulation of surgical drilling. In addition, results
suggest that these devices are capable of simulating a variety of technical-based
medical procedures. The work appears in the World Journal of Science, Technol-
ogy and Sustainable Development [68].
Figure 3.1: An overview of the Novint Falcon implementation in a serious game
for knee drilling skills development.
3.2 The Effect of Sound on Haptic Fidelity Per-
ception
The author of this thesis contributed to this work by analyzing a wood drilling
process and recording the haptic and the auditory feedback. The author also
developed the virtual drilling scenario and assisted with the analysis and the results
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of the study described below. The experiment was conducted at the Mil. Nueva
Granada University in Bogota, Colombia by the co-author Dr. Alvaro Uribe. This
work was presented at the 2017 IEEE Global Engineering Education Conference
(EDUCON) [69].
3.2.1 Overview
A graphical overview of the virtual drilling scenario architecture is provided in
Figure 3.2. The system is defined with respect to the drilling procedure and
the interactions required to accomplish it. The system receives the user’s input
in the form of thrust movements towards/away from the (virtual) material being
drilled and activation/deactivation of the (virtual) drill. The movement and button
pressing status are sent to the haptic software which will respond accordingly based
on the mechanical system (e.g., drill and material properties). A graphical user
interface (GUI) provides visual feedback that includes visuals, sound, and haptics
providing the user with cues regarding the drilling process and when the drilling
task has been completed. Additionally, information (e.g., drilling depth, and user
movements) regarding the drilling process is collected and stored.
Figure 3.2: Virtual drilling scenario system architecture.
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The Novint Falcon was interfaced to the Unity 3D game engine using the Lib-
nFalcon library developed by Bogert1. The library scripts provide support for
rigid and spring rigid body interactions. The library is based on the Novint Fal-
con’s dynamic model [14], thus allowing force feedback within the device char-
acteristics. The amount of force-feedback that the Novint Falcon can exert is
adjustable. Here, force-feedback is used to simulate the pressure associated when
drilling through wood. The virtual scenario was configured after collecting data
from drilling through an actual piece of wood (with a real drill) and measur-
ing/recording the resulting forces, and vibrations (using a FLIXFORCE pressure
sensor A201 connected to an Arduino UNO board). The physical behaviors were
coded into the Unity 3D game engine (adjusting all the parameters to match the
collected data) using the LibnFalcon library.
3.2.2 Participants
Participants consisted of unpaid volunteer students from the Mil. Nueva Granada
University in Bogota, Colombia. Three female and eight male (total of 11) volun-
teers participated in the experiment. Eight of the participants were between 20
and 29 years old, two were between 30 and 39, and one was between 40 and 49.
Before participating in the experiment, participants were asked whether they have
ever used a drill in the past, all of whom indicated they did. Furthermore, when
asked, none of the participants reported any problems with their hearing and four
reported that they have used a haptic device in the past (for gaming purposes).
3.2.3 Procedure
The virtual drilling scenario was comprised of various trials that required the par-
ticipants to (virtually) drill through a piece of wood. Participants manipulated the
Novint Falcon using its gripper and main button to drill. They were also provided
1 Novint Falcon Unity library, https://github.com/kbogert/falconunity
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with a visual target indicating the drilling point (Figure 3.3). The task was to
drill holes at three indicated points. Once the task was completed, participants
were presented with a dialogue box that asked them to rate the haptic fidelity on
a Likert scale from 1 (low) to 7 (high) (Figure 3.4). Each condition, with differ-
ent sound cues, was repeated four times for a total of 20 trials whose order was
randomized. The experiment took approximately 15 minutes to complete. Prior
to starting the experiment, participants were provided with a description of the
experiment and asked to complete a brief demographic questionnaire that asked
them their age range, gender, prior drilling experience, and whether they had any
issues with their hearing). Finally, upon completion of the experiment, partic-
ipants were asked to rate the following two questions on a Likert scale ranging
from 1 (not at all) to 7 (very much): i) whether they believed that sound influ-
enced their perception of haptic fidelity, and ii) whether the sound played during
the drilling process was important to them in completing the drilling task.
Figure 3.3: The drilling scenario for the experiment.
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Figure 3.4: The graphical user interface for the experiment.
3.2.4 Results
Data collected from each participant included the haptic fidelity rating. As pre-
viously described, each trial was repeated four times; the average of these four
repetitions was then analyzed. A summary of the results for haptic fidelity per-
ception across each of the five auditory conditions is provided in Figure 3.6. As
shown, the responses varied only slightly. The maximum rating (5.6) corresponds
to the “Drill Sound” (contextual) auditory condition whereby the sound corre-
sponded to the task at hand. This, of course, is not surprising and is in-line with
prior work that considered the effect of sound on visual fidelity perception and
saw higher visual fidelity perception ratings when the sound corresponded (was
contextual) to the visual scene (see [70]). The minimum (4.7) rating corresponds
to the “Classic Music” auditory condition albeit the difference between the “Clas-
sic Music” auditory condition and the “Metal Music” (4.8), “No Sound” (4.9) and
“White Noise” (4.9) conditions are negligible. It should also be noted that the
differences are not statistically significant. Figure 3.5 illustrates several examples
of participants virtually drilling through wood during their participation in the
experiment.
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Figure 3.5: Sample of participants taking part in the first experiment.
Finally, responses to the two “exit questions” were as follows. With respect to
the question asking whether sound influenced their perception of haptic fidelity,
six (54.5%) chose “7”, three (27.3%) chose “6” and one (9.1%) chose “5” and “4”.
With respect to the question asking whether they believed that the sound played
during the drilling process was important three (27.3%) chose “7”, five (45.5%)
chose “6”, two (18.2%) chose “5”, and one (9.1%) chose “4”. Overall, the majority
of the participants believe that sound is an important part of the drilling process
and that it can influence their haptic fidelity. Additionally, participants expressed
feeling different haptic feedback across the five audio scenarios, which can be seen
in the box plot shown in Figure 3.6.
3.2.5 Discussion and Conclusions
Although the results are preliminary and greater work remains, the results do
indicate that sound can potentially influence haptic fidelity perception and more
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Figure 3.6: First experiment results. Haptic fidelity perception rating vs. auditory
condition.
specifically, a contextual sound that matches/corresponds to the task being per-
formed should be included. Furthermore, participants generally strongly believed
that sound is an important part of the drilling process and that it can influence
haptic fidelity perception; all participants felt different haptic feedback while the
mechanical model remained the same for the duration of the experiment. In addi-
tion, the experiment presented here has provided tremendous insight regarding the
difficulties and potential problems to be encountered when conducting multimodal
experiments that include haptic devices. There are many factors that must be con-
sidered including the measurement and modeling of the physical forces involved
(here drilling through wood), and the potential issues associated with haptic de-
vices, particularly lower-end devices (e.g., the potential need to re-calibrate the
device during experimentation).
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3.3 A Brain-Computer Interface to Examine the
Effects of Sound on a Haptic-Based Virtual
Drilling Task
In this work, the virtual environment and the study design that described in sec-
tion3.2, has been built upon by using an electroencephalogram (EEG) monitoring
device with the aim of correlating brain signals to haptic-sound interactions [71].
The BCI device was the Emotiv Epoc EEG 2 wireless neuroheadset as it is an
affordable BCI that allows capturing brain data from 14 channels (AF3, F7, F3,
FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF42). The experiment was conducted
at the Mil. Nueva Granada University in Bogota, Colombia by the co-author Dr.
Alvaro Uribe. This work was presented at Proceedings of the 8th IEEE Interna-
tional Conference on Information, Intelligence, Systems, and Applications (IISA)
[71].
To gather sufficient data, the experiment consisted of 15 trials per user, where the
five auditory conditions were presented randomly three times to each participant.
The experiment was conducted in an open office cubicle with a laptop, earphones,
haptic device and the Emotive BCI. There were 22 volunteered participants be-
tween the ages of 21 to 31 participated in the experiment. The experiment was
comprised of three stages: i) before drilling (the user is relaxed and the BCI infor-
mation serves as a reference for the other stages), ii) during drilling (the BCI data
gathers information when drilling), and finally, iii) after drilling. To gather proper
EEG data a one-second window has been defined during each stage to create data
sets containing audio, audio-visual, audio-visual-haptics interactions.
The result of the experiment showed that non-contextual sounds influence haptic
fidelity perception, as force feedback was perceived differently, despite the fact
that the identical force feedback model was employed across all scenarios. More
specifically, the drilling sound auditory condition led to the highest rating with an
2https://www.emotiv.com/epoc/
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average of 5.1, followed by 5.0, 4.7, 4.6, and 4.1 for the white noise, heavy metal,
silence, and classical music auditory conditions. Furthermore, when asked about
which sound they believed to require more force exertion, participants expressed
that the heavy metal and drilling sounds required more force to drill through the
wooden block than the classical music, silence, and white noise auditory conditions.
However, EEG data validation proved challenging (and extremely noisy) as vari-
ous conditions, including distraction elements (e.g., eavesdropping, mobile alerts,
daydreaming, and involuntary movements), added artifacts to the recorded sig-
nals. After filtering the recorded BCI data with a band-pass filter and subjecting
it to an Independent Component Analysis operation, only two participant data
sets were usable. Analysis of the EEG captured data, showed variations in the
channels related to attention, emotion, verbal understanding, visual processing,





Building upon previous work described in Chapter 3, this chapter introduces the
experiment that was conducted to test the hypothesis of whether contextual (re-
lated to the scene and task) and non-contextual (not related to the scene and
task) sounds will influence haptic fidelity perception while virtually drilling us-
ing a consumer-level haptic device. This work has been published in the journal
Informatics [72].
4.2 Analysis and Characterization
Drilling is a task requiring multimodal interactions since visual, audio, and haptic
feedback provides information about how the task is being performed [73]. The
visual feedback provides information regarding the drill’s orientation (angle and
position), and how far the drill bit has traveled through the material, while sound
provides information regarding the speed of the drill and the material that is being
drilled. Finally, the haptic feedback provides information regarding the material
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being drilled (e.g., different materials may require a different force), and whether
there are any obstacles preventing the drilling process. For example, when drilling,
one can visually keep track of how far the drill bit has traveled through the material
being drilled while also ensuring that the drilling takes place in the correct location
using visual cues. When drilling through different material layers, different sounds
and haptic feedback will result and this sound and haptic feedback can be used to
determine when the drill bit has gone through a layer.
4.2.1 Drilling
Drilling is a process whereby a drill bit cuts a hole of a circular cross-section into a
solid material. The drill bit is attached to a drill, pressed against the material and
rotated at rates from hundreds to thousands of revolutions per minute forcing the
cutting edge against the work-piece, cutting off pieces from the hole as it is being
drilled. The task of drilling often relies on haptic feedback. More specifically, a
force is exerted on the drill (by the user) to ensure the drill bit drills through
the material and this results in force-feedback to the user [74]. Depending on the
material being drilled, a different force is required and different feedback will result.
In some cases, when vision is obstructed and the operator is not aware of whether
there are different layers of materials being drilled through, sound cues play an
important role in allowing the user to determine which layer they are currently
drilling through. This can be observed in drilling tasks in the medical domain. For
example, as Praamsma et al., [75] describe, during surgical drilling, an orthopedic
surgeon must be able to quickly stop the advancement of the drill when the full
thickness of bone has been traversed to avoid any injury to the underlying soft
tissue structures such as nerves, arteries, and veins. In this thesis, drilling through
wood is the task of interest as it is a common task performed by many homeowners
as typical maintenance.
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Figure 4.1: Haptic device: Novint Falcon. Image obtained from: https:
//commons.wikimedia.org/wiki/File:Novint_Falcon.jpg.
4.2.2 Consumer-Level Haptic Devices
Novint Falcon
The Novint Falcon (Figure 4.1) is a consumer-level gaming haptic device which
was available at a price of approximately $250 USD. It is important to note that
the device is no longer being manufactured. The parallel structure of the device
actuators allows for a translational 3-DOF, a workspace of 10.6 cm3 and maximum
force of 8.9 N exerted on the end effector [14]. The Novint Falcon design allows the
user to change the end effector to different shapes such as a pistol for a first-person
shooter game. The Novint Falcon’s small size, and its inexpensive price, compared
to other force feedback haptic devices, made the Novint Falcon a device of choice
for several haptic research initiatives [48][76][77][78].
3D Systems Touch 3D Stylus
The 3D System Touch 3D Stylus (Figure 4.2) is another consumer-level haptic
device that is available at an approximate price of $600 USD. The main purpose
for this device is sculpting and simulation, as the device provides 5-DOF which
includes a rotating stylus as the end-effector. The serial kinematic structure of
the device results in a force of 3.3 N, lower than the Novint Falcon. However,
the larger workspace and the ability to rotate the stylus allows the device to be
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used in applications and simulations that require wider freedom of movements and
dexterity.
Figure 4.2: Haptic device: 3D Systems Touch 3D Stylus. Im-
age obtained from:http://idarts.co.jp/3dp/wp-content/uploads/2015/07/
Touch-3D-Stylus-11.jpg.
4.2.3 VR Drilling Scenario Development
The drilling process is complex due to the many parameters involved [79]. These
parameters include: i) the material to be drilled, ii) torque and the speed of drilling,
iii) the drill bit and its specification (shank length, neck length, flute length, helix
angle, point angle, shank diameter, and material as seen in Figure 4.3), iv) feed
rate (the speed of pushing the drill in the material), v) the angle of drilling, and
vi) the overall forces applies by the user. The overall forces that are exerted by
the drilled piece aggregate different forces that are also present on the drill bit.
Some of these forces include friction forces and forces resulted from the material
exiting the drilled hole.
The development of the drilling simulation relies on visual feedback as an impor-
tant component of the multimodal interactions. I chose to develop the scenario
without the use of stereoscopic 3D (S3D) and simply employed a computer display
coupled with the haptic device to reduce the system’s complexity while avoiding
potential challenges associated with participants unable to view stereoscopic 3D
and the potential of motion sickness. The scenario was implemented using the
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Figure 4.3: Illustration of hand drill geometry. Image obtained from [3].
Unity3D game engine1, since it supports a variety of platforms, hardware, and
techniques. This allows for robust development and the possibility of incorporat-
ing different hardware without the need to rebuild the virtual environment.
The two haptic devices being used have open source unity plugins allowing them to
interact with the Unity3D-based virtual environment. The Novint Flacon plugin
is designed by Kenneth Bogert and available at (https://github.com/kbogert/
falconunity). This plugin uses the i) the Novint Falcon official API, called HDL,
ii) Boost C++ library 2 for time management, and iii) Bullet physics C++ library3
for detections. For the 3D Systems Touch 3D Stylus, I used the OpenHaptic Unity
plugin available for free in the Unity assist store 4. This plugin was developed
by the “School of Simulation & Visualization - Glasgow School of Art”56, and
utilizes the OpenHaptic open source haptic library published by 3D Systems7.
Both libraries allow for simple interaction with objects within the Unity scene and










Table 4.1: Measurements of pieces of pine wood used to obtain drilling feedback.
No. Height (cm) Length (cm) Width (cm) Weight (g)
1 3.8 17.1 8.8 255
2 2 18.3 20.1 397
3 3.9 14.3 9 253
4 3.9 15.0 8.9 297
4.2.4 Virtual Drilling Task Implementation
In order to implement the virtual drilling task, I obtained actual haptic and audio
feedback from drilling a piece of pine wood. The drill used was a cordless drill from
DeWALT, model DC79KA8.The drill weight was 4.7 lbs. and the motor delivers a
maximum power of 380 W. The drill allows for speed and torque adjustment. The
drill bit used was a commercial black oxide drill bit manufactured by Milwaukee
with a size of 3/16 in. For this work, four pieces of pine wood were used (see
Table 4.1 for greater details).
4.2.5 Audio Feedback
The auditory stimuli consisted of five auditory sound conditions that were either
non-contextual (i.e., not related to the drilling task) or contextual (i.e., related
to the task). The four non-contextual conditions were similar to the auditory
conditions considered in the experiment described by Woods et al., [80], Conrad
et al., [81], and Rojas et al., [82], [83], and consisted of: i) no sound at all, ii)
white noise, iii) classical music (“Sarabande” by Bach) and iv) drilling sound. The
one contextual auditory condition consisted of i) drill sound while drilling through
wood. The drilling sound comprised a recording of a drill drilling through pine
wood. The recording was made by actually drilling through wood (using the
Dewalt drill described above), in an Eckel audiometric room to limit any external




the environment, at a sampling rate of 44.1 kHz. The white noise sound was
sampled at a rate of 44.1 kHz and band-pass filtered using a 256-point Hamming
windowed finite impulse response (FIR) filter with low and high-frequency cut-off
frequencies of 200 Hz and 10 kHz respectively. All auditory stimuli were presented
with a pair of consumer level AKG K2409 headphones (Figure 4.4).
Figure 4.4: AKG K240 headphones worn by the participants. All sounds were
output using these headphones.
4.2.6 Visual Feedback
A (virtual) model of the drill was purchased from the Unity asset store10, I modeled
a drill bit and attached it to the drill model. In addition, I modeled the block of
wood that was drilled through by creating a 3D rectangular object and adding a
graphical wood texture to it. Figure4.7 illustrates both the virtual drill bit and






Two consumer-level haptic devices, the Novint Falcon and 3D Systems Touch 3D
Stylus, were considered and used; the haptic feedback differed for each device. The
main differences between the haptic feedback for each device include the following:
i) maximum force, ii) workspace, and iii) DOF. These characteristics affected the
scaling and constraint of the haptic device movements and the haptic feedback
model.
Haptic Workspace
Since the Novint Falcon haptic device has a smaller workspace than that of the
3D Systems Touch 3D Stylus haptic device (the 3D Systems Touch 3D Stylus
haptic device has a larger DOF), I restricted the movement in the virtual space
to be only vertical along the virtual z-axis. The distances of each device allow
for approximately 10 cm from the furthermost point from the device (toward the
participant) to the closest point to the device (see Figure 4.5). Each centimeter in
the real world was mapped to one Unity unit in the virtual environment. However,
one limitation of such an approach is that the user is able to move the devices in
different directions. While this is not an issue for the Novint Falcon which was
measured along one axis, the 3D Systems Touch 3D Stylus allows the user to rotate
and reach a further depth that goes beyond our drilling task points.
Haptic Interactions
The Novint Falcon maximum force of 9N allows for the implementation of layers-
based drilling model in which the user drills through two layers, an external one
that represents wood and an inner one that represents a solid material, and can
feel stronger forces when reaching an inner layer. Figure 4.6 illustrates the Novint
Falcon haptic feedback. The Novint Falcon interacts only with the objects that can
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Figure 4.5: The distance along a virtual z-axis for each device, 3D Systems Touch
3D Stylus left, Novint Falcon right.
be seen inside the red area in Figure 4.6. The first gray block from the right (block
1) is pushed by the participant until it reaches the 2 cm mark at which point, it
disappears and the participant will then begin pushing the second block (block 2)
until it reaches the 4 cm mark, at which point it will disappear. The yellow marks
represent one Unity unit, which is the equivalent of 1 cm in the real-world. To
apply the force feedback, a linear force system whereby the force is applied by the
device along the positive virtual z-axis, while the user applies the drilling force on
the opposite direction, was used. Half of the Novint Falcon maximum force was
for the first layer, (approximately 4.5 N) and the maximum force when reaching
the second layer (approximately 9 N). This allowed the participants to feel the
difference in forces when reaching different layers. For the 3D Systems Touch 3D
Stylus haptic device, however, the same approach (e.g., using two layers) could
not apply as the maximum force of the 3D Systems Touch 3D Stylus haptic device
is approximately 3.3 N. When testing a two layer model, the participants, upon
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feeling the small change of forces between the two layers will generally apply a
greater force than the device maximum force, resulting in pushing the 3D Systems
Touch 3D Stylus far from the target depth. This error resulted in using a spring
model in which the maximum force was applied along the z-axis. Figure 4.7 shows
an illustration of the virtual spring model.
Figure 4.6: Illustration of Novint Falcon haptic feedback implementation of drilling
multiple layers.
Figure 4.7: Illustration of 3D Systems Touch 3D Stylus haptic feedback implemen-
tation of a spring model. The red box represents a virtual spring system where
d0 is the start point of the spring and dm is the depth reached by the user. The
overall force in this model exerted by the device Fmax is consistency at about 3.3
N which is the maximum force of the device.
4.2.8 Simulation Manager
To conduct this experiment, I developed a simulation management system which
creates random trials for the intended experiment (Figure 4.8 B and C) based on
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i) the depth of the drilling tasks, ii) the audio feedback, iii) the haptic device,
and iv) the repetition factor. The system creates an identification number (ID)
for each participant and associates it to different data obtained from each trial.
Finally, the system produces the data in Comma-separated Values (CSV) format
to allow for further statistical analysis (Figure 4.8 D).
Figure 4.8: Simulation manager menus: A) main menu, B) menu to generate the
experiment trials based on variable in C, and D) export data menu.
4.2.9 Participants
Fifteen participants for this experiment were recruited from the Game Devel-
opment and Entrepreneurship program (e.g., undergraduate and graduate game
development laboratories) at the University of Ontario Institute of Technology
(UOIT), and from the UOIT student community in general. There were three
females and twelve males. Nine of which were between the age 18 and 20, five
between the age of 21 and 29, and one participant was between the age of 40-49.
Participants were invited to participate verbally using a verbal recruitment script
(see Appendix .1). The verbal recruitment script made it clear that the experiment
was not associated with any of their courses or coursework and participation was
voluntary and non-mandatory. No compensation was offered for participating in
the experiment. As this research aimed to measure the influence of sound on haptic
fidelity perception, and since the participants were interacting with and using a
haptic device which is manipulated with one hand, anyone with a hand/arm injury
was not allowed to participate in the experiment as they may not have been able to
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manipulate the haptic device’s end effector properly. Participants with any hearing
problems/issues were also excluded given that sound (and hearing) was an integral
part of the experiment and any hearing problems could have negatively affected
the results. Finally, each participant participated in the experiment individually.
When asked if they had prior drilling experience (with a drill) in the past, only one
reported no experience of drilling. However when asked how many time on average
they did perform a drilling task, eight reported never, three reported between 1-3
times, and three between 3-10 times and one reported more than 10 times. None
of the participants had any prior experience with a haptic device.
Approval for this experiment was granted by the UOIT Ethics Research Board
(Application number: 14432).
4.2.10 Procedure
The experiment took place in the Game User Research Laboratory which is located
on the third floor of the UB Building at UOIT. Upon arrival at the lab, the
experimenter welcomed the participant and provided a brief verbal explanation
of the required task and the hardware that is involved from a “welcome script”.
Participants were then handed a consent form (see Appendix .2) to read and sign.
Participants were encouraged to share their thoughts about their experience and
notes were taken by the examiner. After answering demographic questions, the
participant was then seated on a chair in front of a table and asked to adjust the
chair to ensure that they were able to use the haptic device comfortably and freely.
A monitor, showing the simulation, was placed in the middle of the table, and the
participants were asked to adjust the monitor as required (see Figure 4.9). The
examiner was seated on a chair close-by to explain and answer any questions in
case they have had during the experiment.
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Figure 4.9: Experiment setup.
The participant was pseudo-randomly assigned to one of two experimental groups
using a random-stratification technique. Group 1: Participants in this group com-
pleted the training session and the intervention using the Novint Falcon consumer-
grade haptic device (Figure 4.1. Group 2: Participants of this group completed the
training session and intervention using the 3D Systems Touch 3D Stylus consumer-
grade haptic device (Figure 4.2. The participant was able to adjust the position
of the haptic device to ensure they were able to comfortably use it.
Before the training session started, the participant was provided with a verbal
explanation of how to hold the grip of the haptic device that they were assigned
to use; see Figure 4.10 and Figure 4.11. The participant was then presented with
AKG 240 headphones (see Figure 4.4). The volume was pre-set to approximately
63 dB (normal conversation levels typically fall between 60-70 db).
The experiment started by having the participants completing a training session
using the haptic device assigned to their group. The training session was divided
into two components. The first component was fixed training, whereby participants
were presented with a screen in which they observed a side view of the materials
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Figure 4.10: Holding the 3D Systems Touch 3D Stylus.
Figure 4.11: Holding the Novint Falcon.
that they will be drilling through. Participants were then asked to drill at two
different depths, either 2 cm or 4 cm (see figure 4.12). In this practice session,
participants were not able to drill beyond the desired depth (either 2 cm or 4 cm).
Participants repeated this activity six times, three times for each depth, and this
took approximately five minutes to complete.
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Figure 4.12: First training session (A), in which participants can visually see the
depth required to drill.
After completion of the first component, participants started the second training
component where they had access to the “side-view” of the material they were
drilling through, and the front view (the front view is what the participant was
presented with during the actual experiment); see Figure 4.13. Participants were
informed that the “front view” was the view utilized during the experiment. In this
second training component, participants were asked to drill at the two different
depths (2 cm and 4 cm). Each participant completed eight trials, four trials for
each depth. However, in this training session, the participants were able to drill
beyond the desired depth and therefore they had to accurately calculate the drilling
depth.
Figure 4.13: Second training session (B), in which participants can visually see
i)the front view that used during the trial session, and ii) a side view of the layers.
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Figure 4.14: The view (front view) available to the participant during the experi-
mental trials. A window at the top with the required depth is also visible.
Figure 4.15: A window of rating of the realism (fidelity) of the haptic device with
a scale from 1 to 7 appear after each trial.
After completing the training portion participants begun the testing phase. The
testing phase asked participants to complete a total of 18 trials. During each trial,
participants were required to drill a hole to a depth of either 2 cm or 4 cm (the
same depths considered during the training phase). During each trial, one of four
auditory conditions was also present for the duration of the trial: i) no sound,
ii) drilling sound, iii) white noise iv) classical music. In total, there were eight
conditions (2 drilling depths × 4 sound conditions) and each condition was re-
peated three times for a total of 24 trials. The 24 trials were randomized. During
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the actual experiment (e.g., during the 24 trials), participants only had access to
the “front view” (see figure 4.14). No feedback was provided to the participants
regarding their performance. After each trial, participants were presented with a
pop-up question asking them to rate the haptic fidelity on a scale from 1 to 7 (see
figure 4.15). The participant haptic fidelity perception rating in conjunction with
the actual depth that they drilled was collected. The experiment took approxi-
mately 20 minutes to complete. Following that, the participants were handed an
iPad with an online form with a questionnaire (see Appendix .3) which contains: i)
demographic information, age, and gender, ii) previous drilling experience, iii) pre-
vious experience of using a haptic device, and iv) User Satisfaction Questionnaire
(USQ) [84]. When they completed the experiment, the participants were asked to
perform the same experiment using the other haptic device with the same steps
mentioned above. The total time of the session, using both devices and including
answering the questionnaire, took approximately 50 minutes to complete. The
quantitative measurements which were obtained through the drilling simulation
include: i) time for each trial, the total time required to complete the trial, ii)
depth: the actual drilling depth (how deep did the participant drill?) and iii)




There were 15 participants who participated in the experiment using both haptic
devices, Novint Falcon and 3DTouch Stylus. This resulted on 720 data points.
SPSS, a statistical analysis software by IBM 1, was used to run a multivariate
analysis of covariance (MANCOVA). The analysis was conducted with “Device”
(Falcon or 3D Systems Touch 3D Stylus), “Depth” (2 cm or 4 cm), and “Audi-
tory Stimulus” (No Sound, Drilling Sound, White Noise, and Classical Music) as
independent factors (see Table 5.1). Two dependent variables were analyzed in
this study: (i) Average Completion Time; and (ii) Drill Depth Accuracy. Average
completion time refers to how long it took participants to complete the drilling
task. Drill depth accuracy was calculated by subtracting the depth drilled from
the target depth (drilled depth/target depth).
MANCOVA results indicate that there was a statistical significant difference for
“Depth” (Roy’s Largest Root = 0.403, F(3, 222) = 29.928, p < 0.01). Univariate
testing indicated that there was a significant difference in “Drill Depth Accuracy”
for “Depth” (F(1, 224) = 86.446, p < 0.01). This implies that participants were
more accurate at drilling when they were asked to drill to a depth of 4 cm as
1https://www.ibm.com/analytics/spss-statistics-software
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Table 5.1: Between-subject factors by device.
Factor Variable Number of Trials Run
Auditory Stimulus No sound 60
Auditory Stimulus Drill sound 60
Auditory Stimulus White noise 60
Auditory Stimulus Classical music 60
Device Falcon 120
Device Stylus 120
Depth 2 cm 120
Depth 4 cm 120
Table 5.2: Between-subject factors by sound.
Auditory Stimulus Depth Assigned (cm) Mean Average Depth Drilled (cm) Std. Deviation
No sound 2 5.74 2.33
No sound 4 5.93 2.17
Drill sound 2 5.57 2.06
Drill sound 4 6.15 2.02
White noise 2 5.63 2.18
White noise 4 6.12 2.36
Classical Music 2 5.48 2.01
Classical Music 4 5.82 1.97
opposed to 2 cm, which could be accounted for by the general difficulty users
had in drilling to a shallower depth overall (see Table 5.2). These findings are
supported by the lack of significant difference of “Average Completion Time” for
“Depth” (F(1, 224) = 2.221, p = 0.138), implying that participants spent about
the same time when drilling to a depth of 2 cm and 4 cm. Since participants were
less accurate when drilling to a depth of 2 cm (i.e., they usually drilled farther
than 2 cm), one could assume that participants drilled close to 4 cm in every trial,
as they spent the same amount of time drilling under the two different conditions.
There were no significant differences for “Device” (Roy’s Largest Root = 0.006,
F(3, 222) = 0.438, p = 0.726), implying that the device used did not influence
participants’ task performance. The hypothesis of this study was that the presence
of task-irrelevant sound should negatively affect task performance. However, there
was also no significant difference for “Auditory Stimulus” (Roy’s Largest Root
= 0.10, F(3, 222) = 0.796, p = 0.512). The results indicate that the auditory
stimulus had no significant impact on task performance with respect to depth
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accuracy. In other words, contextually relevant sound had no significant influence




The sense of touch is an important way of providing realistic interaction in many
virtual reality applications, particularly those that involve reaching and grasping,
hand manipulation, or a high level of dexterity (e.g., medical training simulation
of drilling). Consumer-level haptic devices provide an affordable option to be used
in these applications. However, due to their technical limitations, such as degrees-
of-freedom, haptic feedback, workspace, and tracking component, consumer-level
haptic devices provide a lower level of haptic realism.
Virtual reality applications often utilize multi-sensory stimulus to overcome tech-
nical limitations. Although the influence of different sensory stimulus on haptic
perception in a virtual reality setting has been examined in various studies, less
work has targeted consumer-level haptic devices. In previous studies, sound cues
have shown to influence visual perception. Thus, in this thesis, the goal was to
answer questions whether contextual and non-contextual sounds influenced the
haptics perception while virtually drilling employing a consumer-level haptic de-
vice.
In the experiment described in Chapter 4, I was interested in determining whether
sound would influence the drilling task. After analyzing the results, the find-
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ings suggest there was no statistical significance with respect to measuring task
performance with either no sound or any contextual or non-contextual sound.
These results contradicted the hypothesis that the inclusion of task-irrelevant,
non-contextual sound would have a negative result on performance. However, I
believe that due to the relative simplicity of the task, these results indicate that
the task was not complex enough for the added sound to negatively impact cog-
nitive load. A more complex or unfamiliar task—or a task performed under more
stressful conditions—will possibly yield different results.
6.1 Future Work
Future work could introduce task-relevant, kinesonically congruent sound. The
drilling sound (for both wood and metal) that was used was timed (as were the
other sounds) to begin and end with the drilling process but did not provide feed-
back to the user regarding the drilling progress or respond sonically to pressure
placed by the user. When drilling in most surfaces, a user typically has to apply
more force at the start of the drilling process, because there is a barrier that must
be broken before the softer wood/material is encountered (e.g., drywall, MDF,
etc.), and the sound of the drill changes when that surface is broken. Likewise, the
sound of a drill changes depending on its depth in the material, according to that
material. This feedback is very useful to the users since one cannot easily see how
deep the drill bit has gone into a material. Ideally, a change in the force/speed
applied to the drill should result in a change in the sound, responding to the user.
Since I aim to ultimately test the scenario in fine medical training, a drill’s depth is
nearly always obscured from view, and sound and haptics becomes particularly im-
portant. However, as described above, there is a trade-off between auditory fidelity
in regard to the use of synthesis rather than sampled audio. It remains to be seen if
the higher correspondence in terms of auditory response to user interaction would
be beneficial or detrimental to the performance or perception. Therefore, the task-
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relevant contextual sound must account for these changes in order to test whether
the addition of task-relevant audio has any real impact on task performance in the
tested scenario. Given the lack of significant difference between the two lower-end
devices, to test for fidelity, I must compare the results with a higher-end device,
or a real drill. Finally, introducing longer-term studies may show a different in-
fluence on task learning and accuracy. Working memory—the short-term memory
involved in learning a task and immediately putting it to use—is distinct from
long-term memory, and task completion studies such as the one undertaken here
test only working memory. Learning involves not just short-term working mem-
ory but retaining the information over longer periods. Thus, here, I only tested
one type of knowledge transfer: follow-up studies after a period of several days
or weeks could lead to different results. The design and execution of studies into
multimodal interactions is a complex process that involves multiple variables and
multi-stage studies. A single study such as that presented here may only be able
to touch the tip of the iceberg of an overall problem such as the one I propose
to explore. Nevertheless, I believe that the possibilities of leveraging multimodal
interactions in multimedia will, in the end, save considerable development time in
designing and constructing virtual training simulations and, likely, will find use in
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Drilling Simulation to Examine the Effects of Sound on Haptic Fidelity  
Verbal Recruitment Script 
 
Hello every one. My name is Mohammed Melaisi, a graduate student of computer science at the 
University of Ontario Institute of Technology. I am working under the supervision of Dr. Bill Kapralos to 
conduct an experiment to examine the effect of sound on haptic fidelity. Haptic devices are devices that 
recreates the sense of touch by applying forces, vibrations, or motions to the user. The participants of this 
experiment will be asked to perform a task of drilling a piece wood, in a virtual environment, to a certain 
depth using one of two different haptic devices, namely the Novint Falcon and the 3D touch. The drilling 
task will be performed while listening to different sound and should take about 40 minutes. Afterward, 
the participant will be asked to fill a questionnaire to rate their experiences.  
  Even though we do not anticipate any harm using these two devices, this experiment carry the 
risk of physical contact with the devices. A person with a wrist injury is not allowed to participate. 
Moreover, this experiment examines the perception of sound therefore a person with hearing difficulties 
should not participate.  In addition, a person who is currently taking a course with Dr. Bill Kapralos is not 
allowed to participate in this experiment.  
Participation in this study is completely voluntary (you will not be paid for your participation) and 
will have no bearing or influence on your physical health, privacy/reputation, and/or academic 
evaluation/standing. At any time during the study, you may decline to answer a question and may 
withdraw from the experiment altogether for whatever reason without any explanation or fear of 
repercussion. You may also withdraw from the experiment at any time within 7 days of completing the 
experiment. If you do choose to withdraw from the experiment for any reason, your data will be deleted 
and not considered further.  Your data will not be analyzed or viewed until 7 days after the last participant 
has completed the experiment. At that point, your data will be anonymized. Only Dr. Kapralos will have 
access to the data upon completion of this study.  There are no risks involved in this study and every effort 
will be made on behalf of the facilitators to avoid any invasion of your privacy.   
 
We would be grateful for your participation, and feel free to ask if you have any question. 
.2 Appendix B: Consent Form
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Drilling Simulation to Examine the Effects of Sound on Haptic Fidelity  
Participant Consent Form 
 
Background:  
Recent hardware and computational advancements are providing the opportunity to develop virtual 
simulations and serious games with high levels of (visual) fidelity using off-the-shelf consumer-level hardware. 
However, so far, these applications have generally been restricted to cognitive skills training given the complexities 
and costs associated with high-end haptic-based rendering inherent in a variety of applications including those related 
to medical-based technical skills development. In the visual domain, sound has been shown to influence the perception 
of visual fidelity perception yet little, if any work has investigated the effect of sound on haptic fidelity perception. We 
aim to examine the influence of sound on haptic fidelity perception in a virtual drilling scenario to determine whether 
the low fidelity haptic feedback associated with lower-end, consumer level haptic devices can be compensated through 
the use of sound.  
Purpose of Study: 
The purpose of this study/experiment is to examine the effect of sound on haptic fidelity perception within a 
virtual drilling task that involves simulated drilling through a block of wood. We are aiming to determine whether sound 
can be used to increase the perception of haptic fidelity and therefore allow low-end haptic devices to be used (with 
appropriate sound) in place of the traditional and cost prohibitive haptic devices.  
Study Procedure: 
Each participant in this study will be pseudo-randomly assigned to one of two experimental groups using a 
random-stratification technique. Group 1: Participants in this group will complete the training session as well as the 
intervention using the Novint Falcon, a consumer-grade haptic device. Group 2: Participants of this group will complete 
the training session and intervention using the 3D Touch Stylus consumer-grade haptic device. The participants will 
then start with completing a training session using the haptic device assigned to their group. The training session will 
be divided into two components. The first component will be “fixed training”. Participants will be presented with a 
screen where they will have a side view of the materials that they will be drilling through. Participants will be asked to 
drill to two different depths, either 3 cm or 6 cm. In this practice session, participants will not be able to drill beyond 
the desired depth (either 3 cm or 6 cm). The participant will repeat the trial six times, three for each of the two desired 
depths (3 cm or 6 cm). This will take approximately five minutes. 
After completing the first component of the practice session, the participants will begin the second training 
component (the “free practice” component) where they will have access to the “side-view” of the material they are 
drilling through, and the front view (the front view is what the participant will be presented during the actual 
experiment). During this free practice component, participants will be asked to drill at the two different depths (3 cm 
and 6 cm). The participant will go through four trials for each of the two depths (3 cm or 6 cm). The free practice 
component will take approximately 10 minutes.  In contrast to the fixed training component, the participants will be 
able to drill beyond the desired depth and therefore, they need to determine the drilling depth.  
After completing the training portion participants, will complete the testing phase. The testing phase will ask 
participants to complete a total of 24 trials. During each trial, participants will be required to drill a hole to a depth of 
either 3 cm or 6 cm (the same depths considered during the training phase). During each trial, one of four auditory 
conditions will also be present for the duration of the trial: i) no sound, ii) drilling sound (different for each material), 
iii) white noise, and iv) classical music. In total, there are eight conditions (2 drilling depths x 4 sound conditions), and 
each condition will be repeated three times for a total of 24 trials. The 18 trials will be randomized. During the actual 
experiment (e.g., during the 24th trial). No feedback will be provided to the participants regarding their performance. 
After each trial, participants will be presented with a pop-up question asking them to rate the haptic fidelity on a scale 
from 1 to 7. After completing the testing stage, the participant will be handed an online questionnaire to complete. 
We estimate the total time to complete the experiment to be approximately 20 minutes. 
Benefits: 
 Participants participating in this project may gain an understanding and appreciation for the work being 
completed by graduates of the Game Development and Entrepreneurship program at UOIT. Furthermore, they may 
gain new knowledge on the applications of haptic devices and serious gaming in general. Participants may also find the 
study rewarding given that the work may be a tool used to provide better, more effective educational tools that will 
ultimately lead to better trained professionals. 
Risks: 
The participant will be asked to interact with the two haptic devices that provide force feedback and vibration. 
The devices are the Novint Falcon and 3D Touch Stylus, both of which are consumer-level/grade devices used in gaming 
and/or design/drawing applications. The devices will be in front of the screen. To interact with both devices the 
participant should hold a custom-made and 3D-printed grip. Both devices will share the same custom-made drill grip. 
Participants will also be presented with sounds. The sounds will be presented to them over headphones and will consist 
of either a drilling sound, or white noise. The sound level will be set to 63 dB, the level of typical conversation which 
falls between the range of 60-70 dB. We do not anticipate any issues with this but participants will be able to remove 
themselves form the experiment at any point without any repercussions. 
Procedure to Withdraw: 
At any time during the experiment, participants may decline to answer a question and may withdraw from the 
study altogether at any point for whatever reason without any fear of repercussion. Participants may also choose to 
withdraw after completing the study. If the participants choose to withdraw, they may do so by letting the 
experimenter know that they wish to withdraw. If a participant chooses to withdraw from the experiment after 
completing (submitting) their responses, the experimenter will remove the data (via the participant number). 
Privacy Protection: 
The experiment will be conducted by a graduate student working under the supervision of Dr. Bill Kapralos and 
any information collected will be used to develop a thorough understanding of the interaction of sound and haptic 
fidelity perception.  All data will be anonymized and will be kept by Dr. Bill Kapralos on his computer and backed-up on 
a hard disk that is accessed only by Dr. Bill Kapralos and stored in a secure filing cabinet. Every effort will be made on 
behalf of the experimenters to avoid any invasion of the participants’ privacy.  If the participants find the information 
obtained from this experiment interesting they can request a copy of the final report from by emailing Dr. Kapralos 
(bill.kapralos@uoit.ca) at any time.  
Consent: 
I (please print your participant number here), participant number ________________ understand that I have 
been selected to participate in this study.  Participation involves me participating in the study described above.  I 
understand that my honesty and openness is very important to further development of the haptic simulation described 
earlier.  I also understand that as a participant in this experiment, I am not waiving any of my legal rights.  
 
This study has been approved by the Research and Ethics Board of UOIT (REB File#: 14432) and I may contact the 
Research Ethics Officer, 905-721-3111 ext. 2156 (or email: compliance@uoit.ca) to talk about participant rights.  If I 
have any questions or want further information regarding this study I may contact Dr. Bill Kapralos at 905-721-8668 
x2882 (or email: bill.kapralos@uoit.ca).  I agree to participate in this study and will keep a copy of this consent form 
for my personal records.  
 
 




Witness Signature:                                                                  ,     Name:                                                                     ,    
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