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ABSTRACT 
Motivated by the definition of the inertia, introduced by Ostrowski and Schneider, 
a notion of angularity of a matrix is defined. The angularity characterizes the 
distribution of arguments of eigenvalues of a matrix. It is proved that if B and C are 
nonsingular matrices, then B*AB and C*AC have the same angularity provided they 
are diagonal. Some well-known inertia theorems (e.g. Sylvester’s law) have been 
deduced as corollaries of this result. The case when C is permitted to be singular is 
discussed next. Finally, we prove that (a) any linear transformation T, on the set of n 
by n complex matrices, mapping Hermitian matrices into themselves and preserving 
the inertia of each Hermitian matrix is of the form T(A) = C*AC or T(A) = C*A’C 
where C is some nonsingular matrix, and (b) any linear transformation T mapping 
normal matrices into normal matrices and preserving the angularity of each normal 
matrix is also of one of the above forms, but with C= kU where k#O and U is unitary. 
1. INTRODUCTION 
The inertia In(A) of a square matrix A, defined by Ostrowski and 
Schneider [ll], is the ordered triple (n(A), v(A), 6(A)), the entries denoting 
the total number of eigenvalues of A lying respectively in the open right half 
plane, in the open left half plane, and on the imaginary axis. The inertia 
In(A) thus depends on the distribution of arguments of eigenvalues of A. This 
dependence becomes complete in the case of the angularity 8 [A] of a matrix 
A, which following Cain [l] is defined below. 
Let Q={(O)} U {e”lR +:0<8<2~} denote the ray space of 6, the 
complex plane, where Iw + =(O, co). A general element of 52 is called a ray and 
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is denoted by u, w=(O) being called a null ray and w=eiO Iw + (0<8<2n) 
being a proper ray. We note that the restriction 0<8<21r is of no particular 
advantage in specifying the rays, and hence in the sequel the ray w = er(B+2kn) 
Iw where k is any integer, will be identified with the ray o=eie[w Then 
thd ‘angularity 6’[ A] of a matrix A is a mapping from 52 to N, th+e’ set of 
nonnegative integers, for which 0[ A] w is the number of eigenvalues of A 
(counting multiplicities) lying on the ray o. 
There are situations (e.g. in Hadamard’s theory of polar singularities [5]) 
where the magnitudes of eigenvalues of matrices under consideration are 
known a priori. In such situations a knowledge of the angularity may be 
useful in reconstructing the eigenvalues. 
We say that A and B are equiangdar if and only if /3[ A] = f3[ B]. 
Obviously if A and B are equiangular, then they have the same inertia, 
without the converse being true in general. 
In this paper, we consider only the matrices belonging to M,(C), the set 
of all n-square complex matrices. We adopt the notation H, and N,, for the set 
of Hermitian and normal matrices respectively. The diagonal matrix having d, 
asitsithdiagonalentry(i=l,...,n)willbedenotedbydiag(d,,...,d,).P> 
(a) 0 means that P is a positive definite (semidefinite) Hermitian matrix. 
In section 2 of this paper, we prove that if B and C are nonsingular, then 
for any A, B*AB and C*AC are equiangular provided they are diagonal. This 
result leads to many others, which include a generalization of the best-known 
classical inertia theorem, due to Sylvester [2, lo]. 
Our results in Section 3 correspond to the singular and semidefinite cases 
of the results proved in Section 2. 
In Section 4 we characterize all linear transformations T: M,(G) 4 M,(c) 
such that 
(a) T(H,)cH, and In(T(H))=In(H) for all HEH,, and 
(b) Z’(N,)cN,, and 0[T(N)]=B[N] for all NEN,,. 
This kind of study, determining the structure of linear maps T on M,(G) 
having certain properties, dates back to Frobenius (1897). For recent develop- 
ments in this area, one may refer, for instance, to the survey paper by Marcus 
[8]. In this context, Hermitian-preserving linear transformations (without any 
reference to inertia or angularity) have been studied by Hill [6] and 
Shoi [3, 41. 
2. ANGULARITY AND INERTIA THEOREMS 
In order to prove our main results, we shall first prove a basic lemma. The 
method of proof closely resembles that used by Lancaster 17, p, 891 to prove 
the classical version of Sylvester’s law of inertia. 
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LEMMA 2.1. If B*AB and C*AC are diagonal matrices where B and C 
are nonsingular, then a(C*AC)=a( B*AB). 
Proof. Let B*AB=diag(A,,..., X,) and C*AC=diag(pr,..., pL,), where 
without loss of generality we may assume that Re( h,)> . . . >Re( X,) and 
Re(pr)3 . . . 2 Re(p, ), Re( Z) denoting the real part of Z. Suppose that 
Re(X,), Re(pL,)>O and Re(X,+,), Re(pq+i)<O. We have to prove that 
p=q. 
Denoting the columns of B and C by ui,. . . , u, and vi,. . . , v, respectively, 
let us form the subspaces S, and S, of Q=” (the ndimensional complex linear 
space) spanned by up+ i, . . . , u, and vr, . . . , uq respectively. If q >p, then 
dim(S,)+dim(S,)=n-p+q>n, where dim(S) stands for the dimension of 
the space S. Hence, there exists a non-zero vector x ES, n S,. Let 




Re(x*Ax)=Re( il Ih,[‘Pk)>O. 
This contradiction leads to the conclusion qap. By considering the subspaces 
spanned by ur, . . . , up and v~+ i, . . . , v,, , a similar argument can be made to 
prove that p G q. Hence p = q. n 
THEOREM 2.1. If B*AB and C*AC are diagonal matrices where B and C 
are nonsingular, then B[C*AC]=f3[B*AB]. 
Proof. Set B(t)=e’“B*AB, t being a real number, and let b(t) be the 
number of eigenvalues (counting multiplicities) of B(t) lying on the ray 
i(0, cc). Then 
r(B(t-E))=b(t)+vr(B(t)) if E > 0 is small enough. (I) 
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With the analogous definitions of C(t) and c(t), (1) also holds with C, c 
replacing B, b respectively. If .s>O is small enough that both equations hold, 
then b(t)=c(t) follows, because by Lemma 2.1 n(B(s))=r(C(s)) for all s. 
Since t is arbitrary, the theorem follows. n 
Next, suppose that B*AB and C*AC are normal matrices where B and C 
are nonsingular. If U and V are the respective unitary diagonalizers of these 
normal matrices, then by the above theorem, @[ V*C*ACV] =B[U*B*ABU], 
which implies that C*AC and B*AB are equiangular. Thus we arrive at 
COROLLARY 2.1. Zf B*AB and C*AC are normal matrices where B and C 
are nonsingular, then B[C*AC]=B[B*AB]. 
Also, we have the following two immediate corollaries. 
COROLLARY 2.2. Zf A and C*AC are diagonal, where C is nonsingular, 
then B[C*AC]=B[A]. 
COROLLARY 2.3. Zf A and C*AC are normal, where C is nonsingular, 
then B[C*AC]=B[A]. 
REMARK 2.1. One can readily prove that Theorem 2.1 and its three 
corollaries are all equivalent to one another. 
REMARK 2.2. Using the polar decomposition of C, Corollary 2.3 has been 
proved independently by Cain [l, Theorem 6.51. 
We shall now characterize the class of nonsingular matrices C for which 
C*AC is normal for every normal matrix A. This result will be utilized in 
proving a theorem in Section 4. 
LEMMA 2.2. For a nonsingular C, C*AC is normal for every normal 
matrix A if and only if C is a nonzero scalar multiple of a unitary matrix. 
Proof. “If” part is obvious. Conversely, if C*AC is normal for every 
normal A, then ACC*A* =A*CC*A for every normal A. We may choose A to 
be a diagonal matrix with any one of the diagonal entries as 1 and the 
remaining (n - 1) diagonal entries as i ( = m) to show that CC* is diagonal. 
Further, if we choose A as the matrix whose (j, j) and (k, k) elements are 
1 -i, whose (j, k) and (k, j) elements are l+i, and whose remaining ele- 
ments are zero, it will follow that jth and kth diagonal entries of CC* are 
equal. From this the lemma follows. n 
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A matrix K is called coHermitian if K = ZH where z E Q= and HE H,. Let 
K, denote the set of all n by n co-Hermitian matrices. The first assertion of 
the following result can be considered as the angularity analogue of the 
Sylvester’s inertia theorem. 
THEOREM 2.2. The following three statements are true and are equiva- 
lent to each other: 
(i) Zf C is nonsingular and KEK,, then B[C*KC]=B[K]. 
(ii) Zf P>O and KEK,, then B[PK]=B[K]. 
(iii) Zf KEK, and PK>O, then e[P]=e[K*]. 
Proof. (i) is a consequence of Corollary 2.3. To prove (i)-(n): We have 
P>O, and it has a positive definite Hermitian square root P1i2. Thus 
8[PK]=8[P1/2P1/2K]=B[P1/2KP1/2]=B[K]. In view of the positive defi- 
niteness of CC*, (ii)=+(i). 
As PK>O, K is nonsingular and hence 8[P]=B[PKK-‘]=8[K-1]= 
f3[ K*], showing that (ii)=,(iii). The converse follows in a straightforward 
manner if one carries out the steps as in the proof of Corollary 3 of Ostrowski 
and Schneider [ 111. n 
Since t9[A] =B[B] implies that In(A)=In(B), the angularity theorems 
and the corollaries proved in this section may be restated as inertia theorems. 
We conclude this section with the following easily verifiable remarks, of 
which the first three follow from the spectral theorem. 
REMARK 2.3. Two given normal matrices A and B are equiangular if and 
only if there exists a nonsingular matrix C such that C*AC=B. 
REMARK 2.4. If A and B are normal, then In(A)=In(B) if and only if 
there exists a nonsingular matrix C such that C*R(A)C=R(B), where R(A) 
stands for $( A +A*). 
REMARK 2.5. If A =PU (P>O, U unitary) is the polar form of a nonsin- 
gular matrix A, then B[A] =B[U] provided A is normal. However, for 
nonnormal matrices, this is not so in general. 
REMARK 2.6. Let B and C be two given matrices. Then for every 
Hermitian H, BHC is Hermitian and 0[ BHC] = 0[ H] if and only if B = kC*, 
k>O, and C is nonsingular. One part of this assertion is immediate from 
Theorem 2.2(i). To prove the “only if” part, choosing H=Z, it follows that 
BC>O. Furthermore, since BHC=C*HB* for every HEH,, we have HP=PH 
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where I’= C( B*) - ’ for every HE H,. Hence with proper choice of H and the 
fact that BC>O, it easily follows that B=kC* where k>O. 
REM~K 2.7. If we let 
Ax; -: 
[ 1 
and H= ’ ’ 
[ 1 0 1’ 
then R(AH)>O and 13[A]#fi[H]. Th is example shows that even though it is 
possible to replace inertia by angularity in Sylvester’s inertia theorem, it 
cannot be so in the case of Ostrowski and Schneider’s main inertia theorem 
Pll. 
3. SINGULAR AND SEMIDEFINITE CASES 
Referring to the results established in the last section, we now pass on to a 
discussion of the case where C is permitted to be singular and P is positive 
semidefinite. Proofs of the results of this section can be given along similar 
lines to the corresponding results in the previous section. 
LEMMA 3.1. lf B*AB and C*AC are diagonal matrices and B is nonsin- 
gular, then a(C*AC)<n(B*AB). 
Here one may note that the first half of the analysis of the proof of Lemma 
2.1 still constitutes the proof of Lemma 3.1, since oi,. . . , oq are linearly 
independent even if C is singular. 
Now let Q, =Q\{O} denote the set of proper rays of C. Then the result 
corresponding to Theorem 2.1 when C is permitted to be singular may be 
stated as 
THEOREM 3.1. lf B*AB and C*AC are diagonal and B is nonsingular, 
then B[C*AC],GB[B*AB], for all w~S2, is not true in general; whereas 
&rs~[C*AClw~&es 0[ B*AB],, S being any open half plane. 
Corollaries 2.1-2.3 have similar analogues. 
As counterparts of Theorem 2.2(i) and (ii) we have: 
THEOREM 3.2. The following two statements are true and are equivalent 
to each other: 
(i) If CEM,(C) and KEK,, then B[C*KC],<B[K], for all UE!$ 
(ii) If Pa0 and KEK,, then 8[PK],&fI[K], for all 0~52,. 
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Corresponding to the third statement in Theorem 2.2, we have the 
following analogue, which requires the assumption that K be nonsingular and 
follows from Theorem 3.2 (ii). 
THEOREM~.~. IfK~K,isnonsingularandPK20,then~[P],~8[K*]w 
for all w Eat,. 
Noting that a(A)=C,E040[A], and v(A)=X,,, 8[A],, where 
and 
ii_ = {e’% +: n/2tet3m/2}, 
the results of this section easily lead to the corresponding inertia theorems 
(e.g. [lo, Theorem 21, a special case of [ll, Corollary 41, and a part of [2, 
Lemma 2]), in the singular and semidefinite cases. 
4. INERTIA- AND ANGULARITY-PRESERVING LINEAR 
TRANSFORMATIONS 
Finally, in this section we characterize the inertia- and angularity- 
preserving linear transformations. 
THEOREM 4.1. Let T: M,(c)-M,(c) be a linear transformation. Then, 
foraZZHEH,, wehave T(ZZ)~H,andIn(T(H))=In(H)ifandonZyifthere 
exists a fixed nonsingular matrix C such that 
T(A) = C*AC for all A E M,(C) (4 
or 
T(A)=C*A’C forall AEM,( (3) 
Proof. The sufficiency follows from Sylvester’s theorem. For the neces- 
sity, note that T(Z) must be positive definite, Z denoting the identity matrix; 
let Q denote the positive definite square root of (T(Z))-‘, and set S(A)= 
Q*T( A)Q for every A E M,(c). Then if K is Hermitian, so is S(K), and, by 
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Sylvester’s theorem In( S( K)) = In( K ). In particular, if H is Hermitian, 
8(H-Az)=s(s(H-AZ))=iqS(H)-XI) for all real X , (4) 
because H-XI is Hermitian and S(Z) =I. But all the eigenvalues of H and 
S(H) are real; so (4) implies that H and S(H) have the same eigenvalues with 
the same multiplicities. Now Theorem 4 of Marcus and Moyls [9] becomes 
applicable, and therefore 
S(A)=U*AU for all A EM,(C) 
or 
S(A) = U*A’U for all A EM,(C) 
for some unitary U. Setting C= UQ -l, Theorem 4.1 follows. n 
THEOREM 4.2. Let T: M,(Q:)+M,(Q:) be a linear transform&ion. Then 
for all NEN,,, we have T(N)EN, and O[T(N)]=O[N] if and only if there 
exists a fixed matrix C such that C is a nonzero scalar multiple of a unitary 
matrix and T has the form (2) or (3). 
Proof. The sufficiency is obvious. For the necessity, let H be Hermitian, 
and note that T(H) must be a normal matrix with real spectrum, that is, 
Hermitian. Furthermore In(T( H)) =In( H ), and so, by Theorem 4.1, there 
exists a nonsingular C such that T is either A EM,(C) + C*AC or A EM,(C) 
-+ C*A’C. Lemma 2.2 shows that C is a nonzero multiple of a unitary matrix. 
n 
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