A new five parameter gamma-generalized modified Weibull (GGMW) distribution which includes exponential, Rayleigh, Weibull, modified Weibull, gamma-modified Weibull, gamma-modified Rayleigh, gamma-modified exponential, gamma-Weibull, gamma-Rayleigh, gamma-linear failure rate and gamma-exponential distributions as special cases is proposed and studied. Some mathematical properties of the new class of distributions including hazard function, quantile function, moments, distribution of the order statistics and Rényi entropy are presented. Maximum likelihood estimation technique is used to estimate the model parameters and applications to real datasets in order to illustrate the usefulness of the proposed class of models are presented.
Introduction
Weibull distribution has been widely used for modeling data in a wide variety of areas including reliability, engineering, stochastic processes, survival analysis and renewal theory. In this paper, we present and study the mathematical properties of the gamma-generalized modified Weibull distribution. This class of distributions is flexible in accommodating all forms of hazard rate functions and contains several well known and new sub-models such as Weibull, Rayleigh, exponential, modified Weibull, gamma-modified Weibull, gamma-modified exponential, gamma-Weibull, gamma-Rayleigh, gamma-linear failure rate, gamma-extreme value, gamma-additive exponential and gamma-exponential distributions.
There are several extensions of the Weibull distribution and its sub-models including the exponentiated Weibull (Mudholkar, Srivastava, and Kollia 1996) , which is a special case of the beta Weibull distribution proposed by (Lee, Famoye, and Olumolade 2007) , generalized Rayleigh (Kundu and Rakab 2005) , exponentiated exponential (Gupta and Kundu 1999) , (Gupta and Kundu 2001) , modified Weibull (Mudholkar, Srivastava, and Friemer 1995) , exponentiated modified Weibull (Sarhan and Zaindin 2009) , and a host of other distributions, some of which are presented in section 2 of this paper. Additional generalizations of Weibull distribution include (Famoye, Lee, and Olumolade 2005) where the authors discussed and presented results on the beta-Weibull distribution. (Nadarajah 2005) presented results on the modified Weibull distribution. A host of researchers have also developed several parameter Weibull, modified Weibull and flexible Weibull distributions over the years. The two parameter Weibull extensions include (Bebbington, Lai, and Zitikis 2007) , (Zhang and Xie 2011) . The three parameter Weibull extensions include (Marshall and Olkin 1997) , (Xie, Tang, and Goh 2002) , (Nadarajah and Kotz 2005) . Some of these extensions enable the accommodation of bathtub shape hazard rate function. (Carrasco, Ortega, and Cordeiro 2008) generalized the modified Weibull distribution of (Lai, Moore, and Xie 1998) to obtain the exponentiated modified Weibull distribution. The four parameter generalizations include the additive Weibull distribution of (Xie and Lai 1995) , modified Weibull (Sarhan and Zaindin 2009) , beta-Weibull proposed by (Famoye et al. 2005) and Kumaraswamy Weibull by (Cordeiro, Ortega, and Nadarajah 2010) . The five parameter modified Weibull distribution include those introduced by (Phani 1987) , beta modified Weibull by (Silva, Ortega, and Cordeiro 2010) and (Nadarajah, Cordeiro, and Ortega 2011) . Additional results on the generalization of the Weibull distribution include work by (Singha, Jain, and Kumar 2012) , as well as (Almalki and Yuan 2013) where results on a new modified Weibull distribution was presented. (Barlow and Campo 1975) discussed total time on test processes with application to failure data analysis. (Choudhury 2005) presented moments of the exponentiated Weibull distribution. The exponentiated Weibull distribution was also studied by (Nassar and Eissa 2003) . (Haupt and Schabe 1992) presented a model for bathtub shaped failure rate function. (Hjorth 1980 ) studied a reliability function with increasing, decreasing and bathtub shaped failure rate functions, and (Rajarshi and Rajarshi 1988 ) gave a comprehensive review of bathtub shaped distributions.
For any continuous baseline cdf F (x), and x ∈ R, (Zografos and Balakrishnan 2009 ) defined the distribution (when ψ = 1 in equation (1)) with pdf g(x) and cdf G(x) (for δ > 0) as follows:
and G(x) = 1 Γ (δ)ψ δ − log(F (x)) 0 t δ−1 e −t/ψ dt = γ(δ, −ψ −1 log(F (x)))
respectively, where g(x) = dG(x)/dx, Γ (δ) = ∞ 0 t δ−1 e −t dt is the gamma function, and γ(z, δ) = z 0 t δ−1 e −t dt is the incomplete gamma function. The corresponding hazard rate function (hrf) is
When ψ = 1, this distribution is referred to as the ZB-G family of distributions. Also, (when ψ = 1), (Ristić and Balakrishnan 2011) proposed an alternative gamma-generator defined by the cdf and pdf
and
respectively. Note that if ψ = 1 and δ = n + 1, in equations (1) and (2), we obtain the cdf and pdf of the upper record values U given by
Similarly, from equations (4) and (5), the pdf of the lower record values T is given by
In this paper, we will consider and present a generalization of the generalized modified Weibull distribution via the family of distributions given in equation (5). (Zografos and Balakrishnan 2009 ) motivated the ZB-G model as follows. Let X (1) , X (2) , ......, X (n) be upper record values from a sequence of independent and identically distributed (i.i.d.) random variables from a population with pdf f (x). Then, the pdf of the n th upper record value is given by equation (1) when ψ = 1. A logarithmic transformation of the parent distribution F transforms the random variable X with density (1) to a gamma distribution. That is, if X has the density (1), then the random variable Y = − log[1−F (X)] has a gamma distribution GAM (δ; 1) with density k(y; δ) = 1 Γ (δ) y δ−1 e −y , y > 0. The opposite is also true, if Y has a gamma GAM (δ; 1) distribution, then the random variable X = G −1 (1 − e −Y ) has a ZB-G distribution. In addition to the motivations provided by (Zografos and Balakrishnan 2009) , we are interested in the generalization of the generalized modified Weibull distribution via the gamma-generator and establishing the relationship between weighted distributions and equations (1) and (5), respectively.
Weighted distributions applies to a variety of areas and provides an approach to dealing with model specification and data interpretation problems. It adjusts the probabilities of actual occurrence of events to arrive at a specification of the probabilities when those events are recorded. (Fisher 1934) introduced the concept of weighted distribution, in order to study the effect of ascertainment upon estimation of frequencies. (Patil and Rao 1978) used weighted distribution as stochastic models in the study of harvesting and predation. (Rao 1965 ) unified concept of weighted distribution and use it to identify various sampling situations. The usefulness and applications of weighted distribution to biased samples in various areas including medicine, ecology, reliability, and branching processes can also be seen in (Nanda and Jain 1999) , (Gupta and Keating 1985) , (Oluyede 1999) and in references therein. Let Y be a non-negative random variable with its natural pdf f (y; θ), where θ is a vector of parameters, then the pdf of the weighted random variable Y w is given by:
where the weight function w(y, β) is a non-negative function, that may depend on the vector of parameters β, and 0 < ω = E(w(Y, β)) < ∞ is a normalizing constant. In general, consider the weight function w(y) defined as follows:
and k = l = j = 0 in this weight function, one at a time, implies probability weighted moments, moment-generating functions, moments, order statistics, proportional hazards and proportional reversed hazards, respectively, where
(Ristić and Balakrishnan 2011) provided motivations for the family of distributions given in equation (4) when ψ = 1, that is for n ∈ N, equation (4) is the pdf of the n th lower record value of a sequence of i.i.d. variables from a population with density f (x). (Ristić and Balakrishnan 2011) used the exponentiated exponential (EE) distribution with cdf F (x) = (1 − e −βx ) α , where α > 0 and β > 0, to obtained and study the gamma-exponentiated exponential (GEE) model. See references therein for additional results on the GEE model. In this note, we obtain a natural extension of the generalized modified Weibull distribution, which we refer to as gamma-generalized modified Weibull (GGMW) distribution.
In section 2, some basic results, the gamma-generalized modified Weibull (GGMW) distribution, series expansion and its sub-models, quantile function, hazard and reverse hazard functions are presented. Moments and moment generating function are given in section 3. Section 4 contains some additional useful results on the distribution of order statistics and Rényi entropy. In section 5, results on the estimation of the parameters of the GGMW distribution via the method of maximum likelihood are presented. Applications are given in section 6, and concluding remarks in section 7.
2. GGMW distribution, series expansion and sub-models
In this section, the GGMW distribution and some of its sub-models are presented. First consider the generalized modified Weibull (GMW) distribution (Sarhan and Zaindin 2009) given by
We note that in (Sarhan and Zaindin 2009) paper, the parameter λ was taken to be zero. The parameters α and β control the scale of the distribution, θ controls the shape, whereas λ can be considered to be an accelerating factor in the imperfection time and a factor of fragility in the survival of the individual as time increases. By inserting the GMW distribution in equation (4), the survival function G GGM W (x) = 1 − G GGM W (x) of the GGMW distribution is obtained as follows:
where x > 0, α, β, θ, λ ≥ 0, δ > 0, ψ > 0, and γ(x, δ) = x 0 t δ−1 e −t dt is the lower incomplete gamma function. The corresponding pdf is given by
If F (x) = [1−e −αx η −βx θ e λx ] φ , then the corresponding generalized gamma-generalized modified Weibull pdf is given by
In this note, we take φ = η = ψ = 1. The pdf in equation (14) is now given by
If a random variable X has the GGMW density given in equation (15), we write X ∼ GGM W (α, β, θ, λ, δ). The parameter δ is an extra shape parameter in the GGMW distribution. Let y = e −αx−βx θ e λx , 0 < y < 1, α, β, θ, δ > 0, and λ ≥ 0, then using the series
where Gradshteyn and Ryzhik 2000) , the GGMW pdf can be written as
where
+ }, then the weights in the GGMW pdf above are
,
for x > 0, δ > 0, α(m + s + δ), β(m + s + δ), θ > 0, and λ ≥ 0. It follows therefore that the GGMW density is linear combination of the generalized modified Weibull (GMW) densities. The statistical and mathematical properties of the GGMW distribution can be readily obtained from those of the generalized modified Weibull distribution.
For the convergence of equations (16) and (17), as well as elsewhere in this paper, note that for δ > 0,
is convergent if and only if 0 < y ∞ k=0 y k k+2 k < 1 ∀y ∈ (0, 1), since 0 < y = e −αx−βx θ e λx < 1, for x > 0, α, β, θ > 0, and λ ≥ 0. Now, y 
Thus, we have the system of inequalities 1 − y > exp(−2y) and exp(−y) > 1−y, which is satisfied ∀y ∈ (0, 0.7968). The implication here is that the inequality 0 < y ∞ k=0 y k k+2 k < 1 is not valid for all values of 0 < y = e −αx−βx θ e λx < 1, and equations (16) and (17), and elsewhere in this paper are convergent only ∀y ∈ (0, 0.7968). The series in equations (16) and (17), and elsewhere in this paper are not valid for all values of 0 < Figure 1 : Graphs of GGMW pdf y = e −αx−βx θ e λx < 1, but are convergent ∀y ∈ (0, 0.7968), and not valid (convergent) for y > 0.7986.
Note that in general, g GGM W (x) is a weighted pdf with the weight function
that is,
Graphs of the pdf of GGMW distribution are given in the Figure 1 for selected values of the parameters. The plots show that the GGMW pdf can be decreasing or right skewed among several other possible shapes as seen in Figure 1 . The distribution has positive asymmetry.
Quantile function
The quantile function of the GGMW distribution is given by the solution of the nonlinear equation
That is, − log[1 − e −αx−βx θ e λx ] = γ −1 ((1 − u)Γ (δ), δ) and
We can simulate from the GGMW by solving the nonlinear equation
where u is a uniformly distributed random variable on the interval [0, 1]. The inverse incomplete gamma function can be implemented by using numerical methods. Consequently, random numbers can be generated based the equation above. Table 1 lists the quantile for selected parameter values of the GGMW distribution. 
Some sub-models of the GGMW distribution
The proposed model has several new and well known sub-models. Some of the sub-models of the GGMW distribution are listed in Table 2 . They include the gamma-generalized modified Rayleigh (GGMR), gamma-generalized modified exponential (GGME), gamma-modified Weibull (GMW), gamma-modified exponential (GME), gamma-additive exponential (GAE), gamma-extreme value (GEV), gamma-Weibull (GW), modified Weibull (MW), Sardin and Zaindin modified Weibull (S-ZMW), modified Rayleigh (MR), modified exponential (ME), gamma-linear failure rate (GLFR), linear failure rate (LFR), extreme value (EV), Weibull (W) and exponential (E) distributions.
Hazard and reverse hazard functions
In this section, we present the hazard and reverse hazard functions, as well as graphs of the hazard function for selected values of the model parameters. Let X be a continuous random variable with distribution function G, and probability density function (pdf) g, then the hazard function, reverse hazard function and mean residual life functions are given by
, and G(x) are equivalent. (Shaked and Shanthikumar 1994) . The hazard and reverse hazard functions are of the GGMW distribution are given by
respectively. Plots of the hazard rate function for different combinations of the parameter values are given in Figure 2 . The plot shows various shapes including monotonically increasing, monotonically increasing and bathtub shapes for five combinations of the values of the parameters. This flexibility makes the GGMW hazard rate function suitable for both monotonic and non-monotonic empirical hazard behaviors that are likely to be encountered in real life situations.
Moments and moment generating function
In this section, we obtain moments and moment generating function of the GGMW distribution. Let X ∼ GGM W (α, β, θ, λ, δ), and Y ∼ GM W (α, β, θ, λ). Note that the r th moment of the random variable Y is obtained as follows. By Taylor series expansion of the functions 
Pinho, Cordeiro, and Nobre (2012) 
Consequently, that the r th raw moment of GGMW distribution is given by:
r! x r g GGM W (x) converges and each term is integrable for all t close to zero, say (for |t| < 1), the moment generating function (MGF) of the GGMW distribution is given by:
where Γ (a) = b a ∞ 0 t a−1 e −t dt is the gamma function, and r = 1, 2, ....... Table 3 lists the first six moments for selected parameter values of GGMW distribution, where
, and Kurtosis = E(Y 4 ) σ 4 − 3. Theorem 3.1.
Proof:
If s = 0 in equation (28), then we have
Let ψ * = s + 1 ψ , then with r = 0 in equation (28), we obtain 
Order statistics and Rényi entropy
Order statistics play an important role in probability and statistics. The concept of entropy plays a vital role in information theory. The entropy of a random variable is defined in terms of its probability distribution and can be shown to be a good measure of randomness or uncertainty. In this section, we present Rényi entropy and the distribution of the order statistics for the GGMW distribution.
Rényi entropy
Rényi entropy is an extension of Shannon entropy. Rényi entropy is defined to be
Rényi entropy tends to Shannon entropy as v → 1. Note that
Let 0 < y = e −αx−βx θ e λx < 0.7968. Note that
Now, for 0 < e −vβx θ e λx < 1, v > 0, and applying Taylor series expansion, we have
so that,
Using the fact that
for v > 0, v = 1. Consequently, Rényi entropy for the GGMW distribution is given by
Order statistics
In this section, the pdf of the i th order statistic and the corresponding moments are presented. Let X 1 , X 2 , ...., X n be independent and identically distributed GGMW random variables. The pdf of of the i th order statistic for a random sample of size n for any gamma−G family with density (5) can be expressed as an infinite weighted sum of gamma−G densities. The pdf of the i th order statistic from the GGMW pdf g GGM W (x) is given by
where 0 < y = e −αx−βx θ e λx < 0.7968, x > 0, α, β, θ, δ > 0, and λ ≥ 0. Using the fact that γ(x, δ) = ∞ m=0
(−1) m x m+δ (m+δ)m! , and setting c m = (−1) m /((m + δ)m!), we can write the pdf of the i th order statistic from the GGMW distribution as follows:
We note that
is the GGMW pdf with parameters α, β, θ > 0, λ ≥ 0, and shape parameter δ * = δ(n − i + j) + m + δ > 0. It follows therefore that the r th moment is given by
, and δ * = δ(n − i + j) + m + δ > 0. We note that these moments are often used in several areas including reliability, survival analysis, biometry, engineering, insurance and quality control for the prediction of future failures times from a set of past or previous failures.
Maximum likelihood estimation
Let X ∼ GGM W (α, β, θ, λ, δ) and ∆ = (α, β, θ, λ, δ) T be the parameter vector. The loglikelihood for a single observation x of X is given by = (∆) = (δ − 1) log(− log(1 − e −αx−βx θ e λx )) + log(α + βx θ−1 e λx [θ + λx])
The first derivative of the log-likelihood function with respect to the parameters ∆ = (α, β, θ, λ, δ) T are given by
∂ ∂β = x θ e λx (δ − 1)e −αx−βx θ e λx (1 − e −αx−βx θ e λx ) log(1 − e −αx−βx θ e λx ) +
∂ ∂λ = (δ − 1)x θ+1 βe λx e −αx−βx θ e λx (1 − e −αx−βx θ e λx ) log(1 − e −αx−βx θ e λx ) + βx θ e λx (θ + λx + 1)
The total log-likelihood function based on a random sample of n observations: x 1 , x 2 , ...., x n drawn from the GGMW distribution is given by n = (∆) = n i=1 i (∆), where i (∆), i = 1, 2, ....., n is given by equation (35). The equations obtained by setting the above partial derivatives to zero are not in closed form and the values of the parameters α, β, θ, λ, δ must be found by using iterative methods. The maximum likelihood estimates of the parameters, denoted by∆ is obtained by solving the nonlinear equations (
It is convenient to apply or use nonlinear optimization algorithm such as quasi-Newton algorithm to numerically maximize the log-likelihood function.
We maximize the likelihood function using NLmixed in SAS as well as the function nlm in R (The R Development Core Team (2011)). These functions were applied and executed for wide range of initial values. This process often results or lead to more than one maximum, however, in these cases, we take the MLEs corresponding to the largest value of the maxima. In a few cases, no maximum was identified for the selected initial values. In these cases, a new initial value was tried in order to obtain a maximum.
The issues of existence and uniqueness of the MLEs are theoretical interest and has been studied by several authors for different distributions including Seregin (2010) , Santos Silva and Tenreyro (2010) , Zhou (2009), and Xia, Mi, and Zhou (2009) . At this point we are not able to address the theoretical aspects (existence, uniqueness) of the MLE of the parameters of the GGMW distribution.
Note that for the five parameters of the GGMW distribution, all second order partial derivatives of the log-likelihood function exit, and are given in appendix A. The Fisher information matrix is given by
), i, j = 1, 2, 3, 4, 5, can be numerically obtained by MATHLAB, R or MAPLE software. The total Fisher information matrix nI(∆) can be approximated by
, i, j = 1, 2, 3, 4, 5.
For a given set of observations, the matrix given in equation (41) is obtained after the convergence of the Newton-Raphson procedure in MATHLAB or R software. Elements of the observed information matrix are given in the appendix.
Asymptotic confidence intervals
In this section, we present the asymptotic confidence intervals for the parameters of the GGMW distribution. The expectations in the Fisher Information Matrix (FIM) can be obtained numerically. Let∆ = (α,β,θ,λ,δ) be the maximum likelihood estimate of ∆ = (α, β, θ, λ, δ). Under the usual regularity conditions and that the parameters are in the interior of the parameter space, but not on the boundary, (Ferguson 1996) we have:
, where I(∆) is the expected Fisher information matrix. The asymptotic behavior is still valid if I(∆) is replaced by the observed information matrix evaluated at∆, that is J(∆). The multivariate normal distribution N 5 (0, J(∆) −1 ), where the mean vector 0 = (0, 0, 0, 0, 0) T , can be used to construct confidence intervals and confidence regions for the individual model parameters and for the survival and hazard rate functions. That is, the approximate 100(1 − η)% two-sided confidence intervals for α, β, θ λ, and δ are given by: The maximum likelihood estimates (MLEs) of the GGMW parameters α, β, θ, λ, and δ are computed by maximizing the objective function via the subroutine NLmixed in SAS and the function nlm in R. The estimated values of the parameters (standard error in parenthesis), -2log-likelihood statistic, Akaike Information Criterion, AIC = 2p − 2 ln(L), Bayesian Information Criterion, BIC = p ln(n) − 2 ln(L), and Consistent Akaike Information Criterion,
is the value of the likelihood function evaluated at the parameter estimates, n is the number of observations, and p is the number of estimated parameters are presented. In order to compare the models, we use the criteria stated above. Note that for the value of the log-likelihood function at its maximum ( n ), larger value is good and preferred, and for AIC, AICC and BIC, smaller values are preferred. GGMW distribution is fitted to the data sets and these fits are compared to the fits of the GGME, GGMR, GMW, GW, beta exponentiated Weibull (BEW) and beta Weibull (BW) distributions.
We can use the likelihood ratio (LR) test to compare the fit of the GGMW distribution with its sub-models for a given data set. For example, to test λ = 0, δ = 1, the LR statistic is ω = 2[ln(L(α,β,θ,λ,δ)) − ln(L(α,β,θ, 0, 1))], whereα,β,λ,θ andδ, are the unrestricted estimates, andα,β, andθ are the restricted estimates. The LR test rejects the null hypothesis if ω > χ 2 , where χ 2 denote the upper 100 % point of the χ 2 distribution with 2 degrees of freedom.
Applications
In this section, we present examples to illustrate the flexibility and applicability of the GGMW distribution and its sub-models for data modeling. The GGMW distribution is also compared with the non-nested beta exponentiated Weibull (BEW), and beta Weibull (BW) distributions. The pdf of the BEW distribution (Cordeiro, Gomes, da Silva, and Ortega 2013) is given by
When α = 1, we have the BW distribution.
The first data set is waiting times (in minutes) of 100 bank customers before service. See (Ghitany, Atieh, and Nadarajah 2008) for additional details. The second data set is failure times of a sample of n = 30 devices, see (Meeker and Escobar 1998) . The third data set represent the survival times of 121 patients with breast cancer obtained from a large hospital in a period from 1929 to 1938, (Lee 1992) .
Estimates of the parameters of GGMW distribution (standard error in parentheses), Akaike Information Criterion (AIC), Consistent Akaike Information Criterion (AICC) and Bayesian Information Criterion (BIC) are given in Table 4 for the first data set, in Table 5 for the second data set and in Table 6 for the third data set. Figure 4 : Graphs for meeker data . For the probability plot, we plotted G GGM W (x (j) ;α,β,θ,λ,δ) against j − 0.375 n + 0.25 , j = 1, 2, · · · , n, where x (j) are the ordered values of the observed data. We also computed a measure of closeness of each plot to the diagonal line. This measure of closeness is given by the sum of squares
For waiting times data set, the LR test statistic of the hypothesis H 0 : GGME against H a : GGMW is ω = 2.8. The p-value = 0.094. Therefore, there is no significant difference between GGMW and GGME distributions at the 5% level. However, there is a significant difference between GGME and GGMW distributions at the 10% level. The LR statistic of the hypothesis H 0 : GEV against H a : GGMW for waiting times data is ω = 89.4 The p-value < 0.0001, we can conclude that there is a significance difference between GGMW and GEV distributions. There is no significant difference between the GGMW and GMW distributions. Also, there is no significant difference between the GW and GMW distributions. The values of the statistics AIC, AICC and BIC shows that the sub-model GW is a good fit for this data. Based on these statistics, the GW distribution could be chosen as the best model among these distributions. The values of the statistics are comparable to those of the non-nested BW distribution and those corresponding to the BEW distribution.
For Meeker data set, the LR test statistics of the hypothesis H 0 : GGME against H a : GGMW is ω = 73.5. The p-value < 0.0001. Therefore, there is significant difference between GGMW and GGME distributions. The LR statistic of the hypothesis H 0 : GMW against H a : GGMW is ω = 10.6. The p-value = 0.0011, we can conclude that there is a significance difference between GGMW and GMW distributions. The values of the statistics AIC, BIC, and AICC are smaller for the GGMW distribution. The values of these statistics points to the GGMW distribution as the "better" fit for Meeker data. Also, the values of AIC, BIC and AICC are better for the GMW and GGMW distributions when compared to the non-nested BW and BEW distributions.
For breast cancer data set, there is no significant difference between GGMW, GGME, GMW, GW and GME distributions based on the corresponding LR tests. The sub-models GME and GW seem to be the "best" fits for this data. The values of the statistics AIC, BIC and AICC are smaller for the GME distribution. The values of SS from the probability plots are 0.0604 and 0.0527 for the GME and GW distributions, respectively. The values of these statistics points to and supports the GW as well as the GME distributions as the better fits among the nested distributions. Also, the values of the statistics: AIC, BIC and AICC are far better for the GMW and GGMW distributions when compared to those of the non-nested BW and BEW distributions.
The conclusions based on the LR tests, fitted pdfs, the histograms of the data, and probability plots are in agreement with the statistics AIC, AICC and BIC for the selected models.
The GW distribution provides a better fits for the waiting times data, while the GGMW distribution and GME as well as the GW distributions provides better fits for the Meeker and Escobar, and breast cancer data, respectively.
Concluding remarks
A new class of generalized modified Weibull distribution called the gamma-generalized modified Weibull (GGMW) distribution is proposed and studied. The GGMW distribution has several sub-models such as the GGMR, GGME, GAE, GLFR, LFR, GMW, GME, MW, MR, ME, Weibull, Raleigh and exponential distributions as special cases. The density of this new class of distributions can be expressed as a linear combination of GMW density functions. The GGMW distribution possesses hazard function with flexible behavior. We also obtain closed form expressions for the moments, distribution of order statistics and Renyi entropy. Maximum likelihood estimation technique was used to estimate the model parameters. Finally, the GGMW distribution and its sub-models was fitted to real data sets to illustrate the applicability and usefulness of this class of distributions. A(x i ; α, β, θ, λ) .
∂ 2 ∂δ 2 = −nΨ (δ), where
