To evaluate the utility of transcript profiling for prediction of protein expression levels, we compared profiles across the NCI-60 cancer cell panel, which represents nine tissues of origin. For that analysis, we present here two new NCI-60 transcript profile data sets (A based on Affymetrix HG-U95 and HG-U133A chips; Affymetrix, Santa Clara, CA) and one new protein profile data set (based on reverse-phase protein lysate arrays). The data sets are available online at http://discover.nci.nih.gov in the CellMiner program package. Using the new transcript data in combination with our previously published cDNA array and Affymetrix HU6800 data sets, we first developed a ''consensus set'' of transcript profiles based on the four different microarray platforms. Using that set, we found that 65% of the genes showed statistically significant transcript-protein correlation, and the correlations were generally higher than those reported previously for panels of mammalian cells. Using the predictive analysis of microarray nearest shrunken centroid algorithm for functional prediction of tissue of origin, we then found that (a) the consensus mRNA set did better than did data from any of the individual mRNA platforms and (b) the protein data seemed to do somewhat better (P = 0.027) on a gene-for-gene basis in this particular study than did the consensus mRNA data, but both did well. Analysis based on the Gene Ontology showed protein levels of structure-related genes to be well predicted by mRNA levels (mean r = 0.71). Because the transcript-based technologies are more mature and are currently able to assess larger numbers of genes at one time, they continue to be useful, even when the ultimate aim is information about proteins. [Mol Cancer Ther 2007;6(3):820 -32] 
Introduction
Microarrays and other high-throughput technologies have proved useful for transcript expression profiling in the characterization of biological processes, disease states, developmental stages, responses to drugs, and responses to genetic perturbations (1) . However, most biological functions are executed by proteins rather than by mRNAs, and there continues to be a question as to how well transcript levels predict the corresponding protein levels. That question is an important one, given the number of studies being done at the RNA level to identify molecular target proteins and biomarker proteins for ''personalization'' of medicine. Lack of transcript-protein concordance across samples can arise for any of several reasons, including differences in regulatory controls, in rates of translation per transcript, in posttranslational modification, and/or in protein degradation. Because the technologies for transcript profiling are much more advanced than those for protein profiling, we have tended to look under the mRNA lamppost, even when our real interest is in the proteins.
Most of the current methods for proteomic profiling are best for quantitative analysis of many proteins in one or a pair of samples, rather than single proteins across samples. Those technologies include two-dimensional PAGE, antibody microarrays, isotope-coded affinity tag labeling, and other mass spectrometry -based techniques (2) . Reverse-phase protein lysate arrays (RPLA), to the contrary, perform the more interesting function of comparing protein levels across many samples (3, 4) . Hence, we wanted to use that technology to compare mRNA and protein expression patterns across a panel of cell types from different tissues of origin. For that purpose, we have studied the 60 human cancer cell lines (the NCI-60) used by the Developmental Therapeutics Program of the National Cancer Institute to screen more than 100,000 chemical compounds since 1990 (5) (6) (7) (8) (9) .
The NCI-60 set includes leukemias, melanomas, and cancers of ovarian, renal, breast, prostate, colon, lung, and central nervous system (CNS) origin. Because the screening data proved rich in information on the mechanisms of action of tested compounds (6, 10 -14) , our laboratory and others have profiled the NCI-60 extensively at the DNA, RNA, protein, chromosomal, and functional levels for correlation with pharmacologic sensitivity of the cells (10, 15 -19) . Overall, the NCI-60 lines have been characterized more extensively than any other set of cells in existence, and the molecular databases on them are publicly available resources used for research and analysis by thousands of laboratories.
We and our collaborators have previously reported transcript profiling of the NCI-60 cell lines using 9,706-clone spotted cDNA arrays (15, 16, 20) and Affymetrix 6,800-feature set arrays (HU6800; refs. 20 -23) , and real-time reverse transcription-PCR (24) . Here, we report additional profiling studies using the Affymetrix HG-U95A chip, part of a fivearray set (f60,000 feature sets), and the Affymetrix HG-U133A chip, part of two-array set (f30,000 feature sets). We also report new RPLA data for 94 proteins, detected using a total of 162 monoclonal antibodies.
All of those databases (along with metadata files and external links) are freely available in query table, interoperable form at our website 6 in the CellMiner resource. In addition, although not used in calculations for this article, data from the HG-U95 (B -E) and HG-U133 (B) chips are included in CellMiner. Insofar as possible, aliquots from the same cell cultures were used for all four transcript platforms and for the proteomic arrays. When that was not possible, culture conditions (e.g., FCS lots), methods of harvest, and methods of purification were kept as constant as possible. For RNA, the time was kept to <1 min from incubator to stabilization of the preparation. Hence, it has been possible to cross-correlate results from all five platforms with a minimum of confounding factors. Here, we (a) present the new transcript and protein databases, (b) derive a consensus transcript profile data set based on integration of results from the four transcript expression data types, (c) test the ability of that consensus set to predict the corresponding protein expression profiles, (d) assess the performance of protein and RNA data in a functional prediction, in this case, prediction of tissue of origin, and (e) use a formal statistical analysis based on Gene Ontology (GO) categories to show that proteintranscript correlations are particularly high (mean, 0.71) for structural proteins.
Materials and Methods

Transcript Expression Profiling
For the present analysis, we used mRNA expression databases on the NCI-60 from four different microarray platforms (see Table 1 ), two of them previously published and the other two presented here for the first time. The first two were based on 9,706-clone spotted cDNA array (15, 16) and f6,800-feature 25-mer Affymetrix oligonucleotide arrays (20, 21) . The unpublished data were from the A-chip of the five-array (f60,000-feature set) HG-U95 Affymetrix set and the A-chip of the two-array (f30,000-feature set) HG-U133 Affymetrix set. All four data sets are available at our Web site, 6 in what we term the CellMiner database (U.T. Shankavaran, in preparation), a queryable relational system conducive to ''integromic'' analysis (25, 26) . Also at the site is a set of tools (the ''Miner Suite'') that can be used for several integrative functions. The new data are also being deposited in the Gene Expression Omnibus and Developmental Therapeutics Program repositories.
The protocol for cell harvests in the two new studies (using Affymetrix HG-U95 and HG-U133 chips) was as follows. Seed cultures of the 60 cell lines were drawn from aliquoted stocks used for ongoing assays in the NCI-60 screen. The cells were then passaged once in T-162 flasks and monitored frequently for degree of confluence. The medium (30 mL for attached cells; 40 mL for leukemias) was RPMI 1640 with phenol red, 2 mmol/L glutamine, and 5% FCS. For compatibility with our other profiling studies, all FCS was obtained from the same large batches as were used by the Developmental Therapeutics Program. No antibiotics were included in the medium. One day before harvest, the cells were re-fed with the original amount and composition of medium. Attached cells were harvested at f80% confluence, as assessed for each flask by phase microscopy. Suspended cells (leukemias) were harvested at f0.5 Â 10 6 cells/mL. In pilot studies, samples of medium showed no appreciable change in pH between refeeding and harvest, and no color change in the medium was seen in any of the flasks harvested. The time from incubator to stabilization of the preparation was kept to <1 min. Total RNA was purified using the Qiagen (Valencia, CA) RNeasy Midi kit according to the manufacturer's instructions. The RNA was then quantitated spectrophotometrically and aliquoted for storage at À80jC.
Probe Labeling RNA quality was evaluated using an Agilent 2100 BioAnalyzer (Agilent Technologies, Palo Alto, CA). Five to 40 Ag total RNA was used for cDNA synthesis. Briefly, RNA was reverse transcribed with a T7-(dT)24 oligo primer with SuperScript II (Invitrogen Corp., Carlsbad, CA) followed by second strand synthesis with Escherichia coli DNA Polymerase I as recommended by Affymetrix. Double-stranded cDNA was purified using phenol/chloroform and Phase Lock gel. Following ethanol precipitation and resuspension, the cDNA was used as a template for in vitro transcription using biotinylated CTP, UTP, and unlabeled nucleotide triphosphates. The labeled cRNA was collected and purified using an RNeasy column. The quantity and purity of the cRNA were determined, respectively, by measuring absorbance at 260 nm and the 260:280 nm absorbance ratio. Quality of the cRNA was evaluated by assessing size distribution on a 1% agarose gel, and cRNA of good quality was fragmented according to Affymetrix recommendations. Quality of the fragmented cRNA was evaluated on an Agilent 2100 BioAnalyzer.
Affymetrix Chip Hybridization and Scanning Fragmented cRNA was combined with hybridization mix to yield a concentration of 10 Ag of biotin-labeled, fragmented cRNA per 200 AL hybridization mix, applied to HG-U95A or HG-U133A microarrays, and hybridized overnight at 45jC. Arrays were washed and stained according to Affymetrix recommendations and scanned on an Affymetrix GS2500 scanner. The MAS5 algorithm was used to generate signal intensities for HG-U95A and HG-U133A arrays. Expression values were normalized to a mean target level of 100.
Protein Expression Profiling Protein levels in the cells were assessed using highdensity RPLA (3, 4), essentially as described in ref. 4 . Protein expression data are available online. 6 Briefly, cells at f80% confluence were harvested into lysis buffer containing 9 mol/L urea (Sigma, St. Louis, MO), 4% CHAPS (Calbiochem, La Jolla, CA), 2% Pharmalyte (pH 8.0-10.5; Amersham Pharmacia Biotech, Piscataway, NJ), and 65 mmol/L DTT (Amersham Pharmacia Biotech). Lysate from each cell line was robotically spotted onto nitrocellulosecoated glass slides in 10 serial 2-fold dilutions. The first dilution (4-fold) was made with buffer containing 5 mol/L urea, 2% Pharmalyte (pH 8 -10.5), and 65 mmol/L DTT. The remaining dilutions were then made with buffer containing 6 mol/L urea, 1% CHAPS, 2% Pharmalyte (pH 8 -10.5), and 65 mmol/L DTT. Hence, only the lysate concentration changed along each dilution series. The urea concentration was kept at 6 mol/L, and the CHAPS concentration at 2%, to keep proteins in their denatured forms. Because DTT is nonvolatile, reducing conditions were maintained.
Overall, each array consisted of 640 spots corresponding to the 60 cell lines plus four replicates of a pool consisting of equal amounts of each of the 60 lines. Protein was quantitated on the arrays using the Catalyzed Signal Amplification System (DAKO, Carpinteria, CA). Each slide was washed manually with deionized water to remove urea. Then, in an Autostainer Universal Staining System (DAKO), it was blocked with I-block (Tropix, Bedford, MA) and incubated with primary and secondary antibodies. Also in the Autostainer, it was incubated with streptavidinbiotin complex, biotinyl tyramide (for amplification) for 15 min, streptavidin-peroxidase for 15 min, and 3,3 ¶-diaminobenzidine tetrahydrochloride chromagen for 5 min. Between steps, each slide was washed with Catalyzed Signal Amplification buffer. The signal was scanned using a Perfection 1200S Scanner (Epson America, Long Beach, CA) with 256-shade gray scale at 600 dots per inch. Spot images were converted to raw pixel values by a modified version of the P-SCAN (Peak quantification with Statistical Comparative Analysis) software. 7 Before use on the arrays, each monoclonal antibody was tested for specificity by Western blot against the NCI-60 lysate pool. Only antibodies that gave a single predominant band at the expected molecular weight were used for array measurements. Total protein on the array was quantitated with SYPRO 7 http://abs.cit.nih.gov/index.html This publication for much of the data (4) Ruby Protein Stain (Molecular Probes, Eugene, OR). Levels of specific protein were calculated from the arrays, with an adjustment for total protein, using the 25% ''doseinterpolation'' (DI25) algorithm described previously (4). The overall coefficient of variation for protein expression measurement was 17%. ''Meta-profiling''and Statistical Analysis We used Pearson correlation to construct a consensus mRNA expression data set based on levels measured using the four different microarray types. As shown in Fig. 1 (see Supplementary Fig. S1 for more details), 8 we first found Entrez Gene IDs for the mRNA and protein expression arrays and then matched IDs among the platforms to find those that were common to the protein arrays and at least two of the mRNA platforms. Our method for selecting the best mRNA measures from the four microarray types was as follows. We separated the probe sets into three groups depending on whether they were found on all four arrays (a), any three arrays (b), or any two arrays (c). For condition a, we computed all six (i.e., 4 Â 3 / 2) pairwise Pearson correlation coefficients for the four expression patterns across the 60 cell lines for each row; for condition b, we calculated all three pairwise Pearson correlation coefficients; and for condition c, we computed the one Pearson correlation coefficient. For each group, we then chose the two patterns per gene that were maximally correlated between array types. The average of the final pair of expression patterns formed the consensus set and was used to compute pairwise Pearson correlation coefficients with protein expression.
The decision to choose the best-correlated two platforms for the consensus set was heuristic; it was not based on any particular statistical theory or model. Empirically, it did improve predictiveness, but we did not compare its results with any other rule for choosing a consensus set of values. Hence, there was no need for a multiple comparisons correction when we compared performance of the consensus and individual transcript expression databases. SDs as measures of gene expression pattern across the 60 cell lines were calculated, and vectors across the 60 were filtered out if they did not meet the criteria SD >0.3 and Pearson correlation between any two of the four mRNA data sets >0.3. The significance of the correlations between consensus and protein expression data was assessed by bootstrap confidence limits with 1,000 iterations and without bias correction (because bias-corrected bootstrapped confidence limits for correlation coefficients have been reported to do worse than do uncorrected ones; ref. 27) .
One further technical point deserves mention: if any platform included multiple probe sets or RPLA detection antibodies for a given gene, we chose the values that yielded maximal correlation between mRNA and protein. That procedure resulted in a mean RNA-protein Pearson correlation coefficient of +0.42 for the 89 genes. We chose the highest correlation for development of an optimal set because a value highly correlated with protein is less likely to be spurious. Statistically, there are more ways that a spurious value can lead to an artifactually low correlation than ways that it can lead to an artifactually high one. However, that choice was, in principle, biasing toward higher RNA-protein correlation, so we did the calculation in two other, nonbiased ways. First, we calculated the mean Pearson correlation coefficient over all possible pairs of mRNA and protein values. For example, when there were two probe sets and three antibodies for a given gene, we averaged the six possible correlation coefficients. For the consensus set, that algorithm yielded a mean correlation coefficient of +0.40. Second, instead of the maximum or the mean, we used a randomly selected probe set and a randomly selected antibody for the given gene. For the consensus set, that algorithm yielded a mean correlation of +0.41. Statistically, there was no significant difference among the three results (+0.42, +0.40, and +0.41), so we used the maximal correlation values for further analyses. Supplementary Fig. S2 shows the very similar distributions of RNA-protein correlation coefficients calculated in the three different ways. 8 In Results, we describe division of the genes into groups 1 and 2 based on their RNAprotein correlation. For group 1, the mean correlation coefficients calculated in the three different ways were +0.71, +0.69, and +0.70; for group 2, +0.28, +0.26, and +0.26. In other words, the algorithm used to deal with multiple probe sets and/or RPLA antibodies per gene made little difference.
As an index of global concordance, we used the ''correlation of correlations'' (r c ), a variable we introduced previously for transcript expression analysis (15, 20) . Conceptually, r c for cells can be explained as follows. For one of the mRNA or protein data sets, visualize the 60 cell lines as nodes linked in all possible pairwise combinations by 60 Â (60 À 1) / 2 = 1,770 connections each of which is the Pearson correlation coefficient over transcript or protein levels between the two nodes. Do the same for a second array data set, obtaining another set of 1,770 correlation coefficients for the same set of genes. The correlation of correlations is the Pearson correlation coefficient of those 1,770 pairs of values. Mathematically, r c was calculated as follows: let U ij denotes the correlation of cells i and j (for i and j, from 1 to n) based on their expression patterns in the first array data set, and let V ij denotes the correlation of cells i and j based on their expression patterns in the second array data set. For example, if X di denotes the expression level of gene d (for d, from 1 to D) in cell i, and then the Pearson correlation coefficient for cells i and j based on gene expression is given by the expression 
where the sums are over all distinct pairs of cells i and j, there being n (n À 1) / 2 such pairs. The correlation of correlations for genes was calculated identically except that the roles of genes and cells in the calculation were reversed. A nonparametric (Spearman) version can be defined similarly, but that alternative was not used here. A program for calculating r c can be found at our Web site 6 under ''tools.'' We used the predictive analysis of microarray (PAM) shrunken centroid algorithm and software package implemented in R 9 (28) for class prediction (of tissue of origin). Briefly, the method of nearest shrunken centroids identifies subsets of genes that best characterize each class. Here, we used 10-fold cross validation to compare protein, consensus, and four mRNA array data sets using 49 genes common to all of the data sets. PAM stratifies the data so that each of the 10 partitions contains approximately the same distribution of classes. The statistical significance of misclassification discrepancies among the different data sets was assessed using McNemar's m 2 test (two-tailed P values) in the R statistical package.
Results
Matching mRNA and Protein Expression Data
The number of features and summary statistics for the various data sets used in the study are shown in Tables 1 and 2 . In summary, we were able to quantitate the levels of 94 distinct Entrez Gene-identified proteins from the RPLA based on detection by 162 antibodies. The numbers of those same 94 genes identifiable on the transcript expression microarrays included 63 from the cDNA arrays, 72 from the HU6800 arrays, 82 from the HU95A arrays, and 88 from the HU133A arrays.
A Consensus mRNA Expression Database To build a consensus mRNA expression data set with minimal noise and error, we compared and combined gene expression profiles from the four different microarray platforms (cDNA arrays and Affymetrix HU6800, HG-U95A, and HG-U133A arrays). For each gene, we first used our MatchMiner program package 6 (29) to translate Image Clone and Affymetrix transcript expression identifiers in the four data sets into Entrez Gene identifiers (29) . The latter have the advantage that they assign both gene and protein sequences to a common entity (30, 31) .
To select the best consensus mRNA measurements, we next computed all pairwise Pearson correlation coefficients (r) as described in Materials and Methods. For each gene, we chose the two such patterns that were maximally correlated with each other (Fig. 1) . That procedure yielded 89 gene expression profile pairs. The between-measure correlations for the 89 genes in the resulting data sets ranged from À0.164 to 0.988. In any system with noise, the correlation between two measures is biased downward for variables whose level of noise is comparable with the variation in signal. That statistical artifact has been underappreciated in previous studies of concordance (e.g., ref. 32). Accordingly, we excluded genes that showed low pattern as measured by SD across the 60 cell lines and low transcript-transcript concordance (r < 0.3) as in ref. 20 . Note that the filtering algorithm above did not involve protein data and therefore was not biasing with respect to our comparison of the databases for assessment of mRNA-protein concordance (see below). That filtering algorithm resulted in a 75-gene set for further analysis. It may, however, have tended to bias the results in favor of mRNA over protein in the functional classification (see below) because we did not similarly filter the protein data. We next computed confidence limits for the 75 mRNA-protein correlations using bootstrap without bias correction. Fifty-eight (77% of the genes) mRNA/ protein pairs had 95% confidence limits that excluded zero (see Supplementary Table S1 ). 8 To ask whether the degree of transcript-protein correlation was a function of signal intensity on the microarrays, we calculated the Pearson correlation between signal amplitude and the Pearson correlation of transcript-protein expression for each of the six data sets used in the analysis (one protein, four mRNA plus consensus data set). None of the six correlation values calculated were statistically significant and the overall mean of those correlations was 0.003 F 0.180, indicating that there was no significant dependence of the correlation on amplitude (i.e., on protein or transcript abundance once the filtering had removed genes with low expression from calculations).
Analyzing the Global Concordance of mRNA and Protein Expression
To compare the global concordance of expression among the consensus mRNA, individual-platform mRNA, and RPLA protein data sets, we used the correlation of correlations coefficient, r c , described in Materials and Methods (15, 20) . The results are shown in Table 3A and B. The consensus mRNA set showed the highest concordance with protein data; the HG-U133A set was second. Next, we wanted to evaluate the ability of profiles from various platforms to cluster cell lines by tissue of origin. As shown in Fig. 2 , hierarchical clustering using (1-Pearson correlation coefficient) as a distance metric and the average linkage algorithm indicated that cells belonging to five of the nine tissue types were reasonably well clustered based on protein data. Four or five of the nine were reasonably well clustered based on consensus transcript expression data. Cluster dendrograms based on the individual mRNA expression data sets did not show quite such strong clustering by tissue of origin (data not shown).
Functional Prediction on the Basis of Protein and mRNA Expression Profiles
For that test, we excluded the prostate lines (because there are only two of them in the NCI-60) and used the PAM algorithm in R (28) to predict tissue of origin for Figure 3 . Functional prediction of tissue of origin using the mRNA and protein data. A, misclassification results using the PAM shrunken centroid algorithm. X, the thresholds at which the minimum numbers of misclassifications were predicted. B, the overall misclassification error rate of each data set.
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Mol PAM, which uses a nearest shrunken centroid algorithm, was applied to each mRNA and protein data set to obtain the number of classification errors after 10-fold cross-validation. The data sets were directly comparable in that each one contained the same set of genes and same cell lines. Figure 3 and Table 4 show the results. As shown graphically in Fig. 3B , the overall misclassification error rate was lowest for the protein data (0.184) followed by the consensus (0.297), HG-U133A (0.328), HG-U95A (0.344), cDNA (0.344), and lastly HU6800 (0.437) data sets. That is, the HG-U133A and HG-U95A platforms (labeling and hybridizations done at Gene Logic, Inc., Gaithersburg, MD) were the two best transcript level performers and, not surprisingly, contributed the most expression levels (41% and 39%, respectively) to the consensus set ( Table 2 ). The threshold value was tuned on the test set, but that was true for all of the data sets, so it provided no obvious bias toward any of them. To compare the predictiveness of each pair of data sets statistically, we used the McNemar test, which focuses on discrepancies in class prediction. For that test, we scored the tissue-of-origin predictions as either correct or incorrect. Table 3C shows two-tailed McNemar P values calculated for each pair of data sets under the null hypothesis that there was no difference in number of incorrect predictions. The protein database seemed to do somewhat better than any of the individual RNA databases (P = 0.00041 -0.0098) or the consensus set (P = 0.027), but all did reasonably well. Possible confounding factors are described in Discussion.
GO Structural Genes Show High mRNA-Protein Correlations
The distribution of correlations between protein and consensus mRNA data sets for the filtered data on 75 genes is bimodal (Fig. 4C) , indicating two distinct populations of genes: group 1 (mean r = 0.71) and group 2 (mean r = 0.28). To identify functional associations with the two groups, we mapped the 75 genes to GO functions using the National Center for Biotechnology Information Entrez Gene database annotations. A clustered image map of the correlations is shown in Fig. 4A . The X-axis and Y-axis reflect protein and consensus RNA data, respectively. Both axes were clustered based on the protein data (i.e., to bring together genes of similar protein expression pattern). Note that the matrix would have been symmetrical around the diagonal if the protein and mRNA profiles had been exactly concordant. The clustered image map shows distinct clusters of genes (e.g., the two highlighted clusters). The two are enriched with group 1 (red) and group 2 (blue) genes, respectively. Genes in the GO structural category were most significantly associated with high correlations (mean r = 0.71 F 0.08 SD), whereas genes in the GO signal transduction category were significantly associated with lower correlations (mean r = 0.39 F 0.15; Fig. 4B ). To put those results in more detailed terms, the unpaired two-tailed t test P value for the null hypothesis that GO structural genes (in red) show the same mean correlation coefficient (versus consensus mRNA data) as all of the other Abbreviations: BR, breast cancer; CO, colon; LC, lung cancer; LE, leukemia; ME, melanoma; OV, ovarian; RE, renal.
genes in Fig. 4B was 9 .42 Â 10 À13 ; the corresponding nonparametric P value (two-tailed Wilcoxon rank-sum) was 1.89 Â 10
À06
. The analogous values for the GO signal transduction genes (blue) were 0.043 and 0.070, respectively.
Those relationships are apparent visually in Fig. 4B : the protein-mRNA correlations are strikingly higher than average for the structural genes and marginally lower than average for the signal transduction genes. Despite the marginal statistical significance (even without multiple comparisons correction), we show calculations here for the signal transduction category because (a) it is an important category that includes a considerable number of the genes assayed and (b) a previous study (26) reported the signal transduction category as showing among the highest proteinmRNA correlations, contrary to our findings reported here.
Discussion
Because transcript profiling is technologically easier than protein profiling, it developed more rapidly. Hence, one commonly considers transcript profiles, explicitly or implicitly, as surrogates for the protein profiles. In this study, we have assessed the similarities and differences between mRNA and protein expression patterns across the NCI-60 cancer cell panel. We have not attempted to ask, however, whether complex gene signatures generated by transcript profiling can be used clinically at the protein level or by immunohistochemistry. That might be possible in some cases, but it would take a different experimental design to address that question directly. We profiled the cells in the baseline, untreated state of the cells without cell cycle synchronization, thereby avoiding the transient phenomena that complicate most forms of perturbation experiments (e.g., those with drugs). For interpretation of mRNA-protein relationships in drug perturbation experiments, it would be necessary to model the kinetics of translation and posttranslational processes, as well as the distribution of lifetimes of the mRNA and protein species. In the steady state (per cell) represented by log-phase growth, to the contrary, those kinetic factors fall out of the calculations, as we showed mathematically in a previous publication (33) .
There have been several other studies, in which both gene and protein profiling technologies have been used to compare the same samples (2, 4, 34, 35) . Comparison of transcript and protein expression for 19 liver-related molecules (34) showed a moderate correlation of 0.48. A study of lung adenocarcinoma samples (36) showed a range of correlation coefficients from À0.467 to 0.442 in a comparison between mRNA expression levels and protein levels obtained from 165 protein spots on two-dimensional gels. In a more elaborate study of mammalian cells, both steady-state and drug response levels of mRNA and proteins showed a correlation of 0.59 (37) . In those reports, protein abundance was assessed using two-dimensional gels and/or mass spectrometry. Those technologies are best suited to measuring multiple protein levels in a single sample or a pair of samples. But for many functional studies, we want to measure protein expression in multiple samples for one molecular species at a time. Hence, for the present study, we used RPLA, which does that on a single glass slide.
Using two high-throughput microarray platforms (cDNA and HU6800 Affymetrix arrays), we previously compared mRNA and protein profiles in the NCI-60 for a limited set of 19 genes (4). The results led anecdotally to the hypothesis that protein-mRNA correlations are higher for structural proteins. In the present study, we generated experimentally and then analyzed a greatly expanded RPLA data set based on 154 antibodies corresponding to 89 genes. We also generated an additional two mRNA expression databases (Affymetrix HG-U95 and HG-U133 arrays) and present those data for the first time. The new data sets substantially improved the functional predictiveness of the mRNA profiles and, hence, have been useful for the mRNAprotein comparison. From the four mRNA expression databases, we also developed a consensus mRNA expression data set, and it did better than did any of the individual ones in the functional prediction of tissue of origin ( Fig. 3; Table 3 ). Basing statistical analyses on multiple mRNA expression platforms has the additional advantage that it may lessen somewhat the effects of different splice variants, clone contaminations, oligonucleotide misidentifications, and other sources of technical error. In our comparison of 104 antibodies corresponding to 75 genes (after gene filtering), 77% of them showed statistically significant correlations between consensus mRNA and protein profiles. The correlations for all 89 gene pairs ranged from À0.09 to 0.848. Overall, the correlations were considerably higher than those obtained previously across a panel of mammalian cells (À0.467 -0.442; ref. 36) . Three possible reasons are that RPLA is a more appropriate technology for cross-sample functional analysis, that our gene selection criteria provided more reliable data from the mRNA microarray experiments, and that the comparison across tissues of origin simply reflects a different type of relationship.
Returning to the important question, ''Which type of data are better at predicting function,'' what we needed was a test case for which we knew the answer. Such test cases (beyond the level of individual genes or gene families) have not been easy to find. However, one good choice based on the NCI-60 was prediction of the tissues of origin of cell lines. In a sense, that class prediction task subsumes a large set of functional predictions. Our first approach, cluster analysis (Fig. 2) , suggested that the consensus and protein data do well, with a slight edge to the protein. However, unsupervised clustering gives only a qualitative answer. Hence, we used the PAM shrunken centroid classifier to address the question more formally. As indicated in Fig. 3 and Table 3C , both transcript and protein data did well at minimizing the misclassification of cell lines. To assess the statistical significance of any differences in predictiveness of the databases, we used the two-tailed McNemar test, which focuses on discrepancies in prediction using the two data sets for the same set of genes. The protein data do better than any of the individual RNA data sets (P = 0.00041 -0.0098) and somewhat better than the consensus RNA set (P = 0.027). To our knowledge, this is the first attempt to assess the effectiveness of mRNA and protein data in a functional prediction task for which the answer is independently known.
That analysis should be interpreted with several cautions. (a) It provides only a first example. (b) We are not formally able to distinguish true biological predictiveness from differences in noise level and/or bias in the respective measurement methods. RPLA has favorable characteristics, but the transcript expression technologies are much better developed. (c) The transcript data sets were filtered more stringently than the protein set to eliminate data with low signal-to-noise ratios, but the genes for analysis were initially selected based on good signal in the RPLA measurements. Hence, there could have been a net selection bias in either direction (but perhaps more likely toward the protein). (d) Oligonucleotide probes may have been incorrectly mapped, cDNA clones may have been misidentified, and/or antibodies used in RPLA may not have been optimally specific. (e) Splice variation may have entered into the analysis. (f) The tissues of origin assigned to the cell lines might not be entirely correct. In the past, we found apparent misclassifications and corrected them: MDA-MB435 and MDA-N were reclassified as melanoma, rather than breast (15, 16) , and MCF7/ADR was reclassified as the agnostic NCI/ADR and later OVCAR8/ ADR (18) . Those misidentifications were resolved (independently of the expression data sets) by sequence, DNA copy number, spectral karyotyping, and drug sensitivity data. It is also worth noting that some of the tissue-of-origin cell groups (colon, renal, melanotic melanoma, CNS, and leukemia) are quite distinct in their molecular properties, whereas others are more heterogeneous and less distinguishable from each other. But inhomogeneity of cells within a tissue-of-origin category (or undiscovered errors in ''gold standard'' classification) would have made it harder, rather than easier, to obtain statistically significant differences in predictiveness of the mRNA and protein classifiers. Factors such as the ones enumerated here would have to be borne in mind in any attempt to compare such different technologies as those for profiling of transcripts and proteins.
Our next question was whether particular classes of genes would show higher mRNA-protein correlation than others. We found that the protein-consensus mRNA correlations fall into two distinct groups (Fig. 4C) . The mean correlation of group 1 is 0.71 and that of group 2 is 0.39. We then wanted to test the hypothesis (4) that structural proteins are associated with high protein-mRNA correlations. The clustered image map (heat map; Fig. 4A ) and bar graph of correlations (Fig. 4B ) indicate qualitatively that, indeed, the structural category is enriched with group 1 genes; quantitative GO analysis yielded a t test P value of 9.42 Â 10 À13 (Wilcoxon rank-sum P value of 1.89 Â 10
À6
). Protein levels can be controlled at the transcriptional, translational, and/or posttranslational levels. It has been reported independently that particular structural proteins (cytokeratin 8, villin, and moesin) are regulated transcriptionally (38 -41) , consistent with our finding of a higher transcript-protein correlation for structural genes. For genes in the GO signal transduction category, the correlation between consensus mRNA levels and protein levels was 0.38 (n = 8), somewhat lower than the overall average (P = 0.043) and in the middle of the range for group 2 genes. As shown in Fig. 4B , the only signal transduction gene appearing in group 1 was ERBB2, an intrinsic membrane protein. If ERBB2 were omitted, the signal transduction category would be definitively low-correlation.
In conclusion, the RNA-protein correlation was generally higher for GO structural proteins than for other GO biological categories. In this particular analysis, the protein measurements seemed be somewhat better overall functional predictors (of tissue of origin) on a gene-for-gene basis, but it would be very hard in this, or any other such study, to rule out all of the possible confounding factors, given the differences between technologies and the differences between algorithms for analysis of data. Important to note is that both the protein and the consensus RNA data did quite well. In terms of utility, the transcript level technologies are more advanced and are richer in information because of the sheer numbers of transcripts assessable currently. But most molecular targets for therapy and most biomarkers are assessed clinically at the protein level (e.g., by immunohistochemistry or enzyme-linked immunoassay). The implication is clear: for the present at least, both types of measurements have major roles to play in the further development of molecular targets and biomarkers for personalization of medicine.
