Two numerical algorithms are proposed for computing an interval matrix containing the matrix gamma function. In 2014, the author presented algorithms for enclosing all the eigenvalues and basis of invariant subspaces of A ∈ C n×n . As byproducts of these algorithms, we can obtain interval matrices containing small matrices whose spectrums are included in that of A. In this paper, we interpret the interval matrices containing the basis and small matrices as a result of verified block diagonalization (VBD), and establish a new framework for enclosing matrix functions using the VBD. To achieve enclosure for the gamma function of the small matrices, we derive computable perturbation bounds. We can apply these bounds if input matrices satisfy conditions. We incorporate matrix argument reductions (ARs) to force the input matrices to satisfy the conditions, and develop theories for accelerating the ARs. The first algorithm uses the VBD based on a numerical spectral decomposition, and involves only cubic complexity under an assumption. The second algorithm adopts the VBD based on a numerical Jordan decomposition, and is applicable even for defective matrices. Numerical results show efficiency and robustness of the algorithms.
matrices by enclosing all the eigenvalues and eigenvectors of A via the INTLAB [12] routine verifyeig. This routine fails when A is defective or close to defective, and requires O(n 4 ) operations.
The purpose of this paper is to propose two verification algorithms for Γ(A). In [6] , algorithms for enclosing all the eigenvalues and basis of invariant subspaces of A are presented. As byproducts of these algorithms, we can obtain interval matrices containing small matrices whose spectrums are included in that of A. In this paper, we interpret the interval matrices containing the basis and small matrices as a result of verified block diagonalization (VBD), and establish a new framework for enclosing matrix functions using the VBD. To achieve enclosure for the gamma function of the small matrices, we derive computable perturbation bounds. Here, the word "computable" means that we can numerically obtain a rigorous upper bound which takes rounding and truncation errors into account. We can find a perturbation bound for Γ(A) also in [2] . On the other hand, the bound in [2] is not a computable one. We can apply the derived perturbation bounds if input matrices satisfy conditions. We incorporate matrix argument reductions (ARs) to force the input matrices to satisfy the conditions, and develop theories for accelerating the ARs. The first algorithm uses the VBD based on a numerical spectral decomposition (NSD), and involves only O(n 3 ) operations under an assumption. The second algorithm adopts the VBD based on a numerical Jordan decomposition (NJD), and is applicable even when A is defective. We present a theory for verifying that A has no eigenvalues on Z − . By the aid of this theory, these algorithms do not assume but prove that A has no eigenvalues on Z − . The first and second algorithms require intervals containing Γ (0) (z)/0!, . . . , Γ (ℓ) (z)/ℓ!, where ℓ is a non-negative integer and z ∈ C. To the author's best knowledge, an algorithm for computing such intervals is not available in literature, whereas there are well-established algorithms [5, 13, 15] for computing intervals containing real scalar gamma functions. We thus present a way for computing such intervals, which is based on the Spouge approximation [14] . Although this way may be a slight modification of the Spouge method, the proposed algorithms are the first ones which apply the VBD to computation of an interval containing a matrix function. One may consider that the VBD is a direct application of the algorithms in [6] . However, the established framework enables us to enclose not only Γ(A) but also other matrix functions (see Section 7) . Moreover, utilizing the VBD as a means to enclose a matrix function, verifying that A has no eigenvalues on Z − , deriving the computable perturbation bounds, and accelerating of the ARs are the first attempts and not obvious.
The author has been proposed many verification algorithms for matrix functions (e.g., [7, 8, 9, 10] ). However, the idea in this paper does not overlap with those in the previous papers. This is because most of the previous algorithms are based on matrix equations, whereas the algorithms in this paper are not. Although the algorithms in [8] are not based on matrix equations and also utilize the NSD or NJD, these algorithms do not use the VBD, which is the key idea in this paper.
This paper is organized as follows: Section 2 introduces notation and theories used in this paper. Section 3 presents a way for computing the intervals containing Γ (0) (z)/0!, . . . , Γ (ℓ) (z)/ℓ!. Sections 4 and 5 propose the first and second algorithms, respectively. Section 6 reports numerical results. Section 7 finally summarizes the results in this paper and highlights possible extension and future work.
Preliminaries.
For M ∈ C n×n , let M ij , M :j , ρ(M ) and µ(M ) be the (i, j) element, j-th column, spectral radius and spectrum of M , respectively, and |M | :
Let also IC and IC m×n be the sets of all complex interval scalars and m × n matrices, respectively. For C ∈ C m×n and R ∈ R m×n + , denote the interval matrix whose midpoint and radius are C and R, respectively, by C, R . Suppose any matrices contained in M ∈ IC n×n is nonsingular. Then, M −1 denotes an interval matrix including {M −1 : M ∈ M }. Expressions containing intervals mean results of interval arithmetic. Let A, B ∈ C n×n and R, S ∈ R n×n + . In Sections 4 and 5, we will use the following property of interval arithmetic (see [1] , e.g.):
For α ∈ R, let ⌈α⌉ and ⌊α⌋ denote the ceiling and floor functions, respectively. In Sections 4 and 5, we will use the incomplete gamma function
For z ∈ C, let log(z) be the principal branch of the logarithm. Define
In Section 3, we will use the Spouge approximation [14] and its error bound, which are summarized in Lemma 2.1.
Lemma 2.1 (Spouge [14] ). Let a ∈ R ++ and z, w ∈ C. Define c 0 := 1,
Assume a ≥ 3 and Re(z − 1 + a) > 0. Then, (a) Γ(z) = K(z)(H(z) + ǫ(z)); (b) for m ∈ Z + , the m-th derivative of the error term ǫ(z) is bounded by
(c) C a < ae/π(2π) −(a+1/2) . 
In Sections 4 and 5, we will use the following properties of matrix functions: Lemma 2.4 (e.g., Higham [4] ). Let A, X, Y ∈ C n×n and ϕ be defined on the spectrum of A. Then,
We cite Lemma 2.5 as a theoretical basis for the ARs in Let α ∈ R ++ . In Sections 4.3 and 5.3, we will estimate an upper bound for −γ (1) (α). To this end, we present Lemma 2. 6 .
Proof. From γ (1) (α) = 1 0 e −t t α−1 log(t)dt and integration by parts, we obtain −γ (1) 
2)
For i = 1, 2, . . . , it follows that
This and (2.2) prove the inequality. 3 . Enclosing Γ (0) (z)/0!, . . . , Γ (ℓ) (z)/ℓ!. As mentioned in Section 1, we need to compute intervals containing Γ (0) (z)/0!, . . . , Γ (ℓ) (z)/ℓ! for z ∈ C and ℓ ∈ Z + . To this end, we use Lemma 2.1 and Corollary 2.3.
Remark 3. 1 . There are many other methods for computing an approximation of Γ(z) (see [2] , e.g.). By exploiting these methods, computing an interval containing Γ(z) seems to be possible. On the other hand, error bounds regarding to the derivatives of Γ(z) are explicitly written in [14] . Therefore, the Spouge method is useful for our purpose.
Let a, c k , H(z), K(z) and ǫ(z) be as in Lemma 2.1, and ξ m (z) be as in Corollary 2. 3 . Suppose a ≥ 3 and Re(z − 1 + a) > 0. From Lemma 2.1, Corollary 2.3, and the Leibniz rule, for m = 0, . . . , ℓ, we have
We thus enclose H (k) (z)/k! and K (k) (z)/k! for k = 0, . . . , ℓ. For large k, on the other hand, explicit representations for K (k) (z)/k! seems to be complicated. For enclosing K (k) (z)/k! without using the explicit representations, we propose the following way:
Hence, we can enclose K (k+1) (z)/(k + 1)! if enclosures for K (0) (z)/0!, . . . , K (k) (z)/k! have already been obtained. Observe that we can easily write down H (j) (z)/j! and P (j) (z)/j! explicitly. For j = 1, . . . , ℓ, in fact,
We summarize our approach in Algorithm 3.2.
Algorithm 3.2. Let a ≥ 3 be given and ℓ ∈ Z + . Assume Re(z − 1 + a) > 0. This algorithm computes intervals containing
Step 1 involves O(⌈a⌉ℓ) operations. Steps 2 and 3 require O(ℓ 2 ) operations. Therefore, Algorithm 3.2 involves O(⌈a⌉ℓ + ℓ 2 ) operations.
For executing Algorithm 3.2, we need to determine a. From the assumption in Corollary 2.3, we focus on the case a ≥ 3. If we take a too small, then ξ 0 (z) does not become small. If we take a too large, on the other hand, many interval arithmetics are required for computing an interval containing H(z), which causes enlargement of the radius of the interval. If we take a in the form of a = b + 1/2, where b ∈ Z + is not too large, then rounding errors do not occur in the floating point computations of a + 1/2 and a − 1/2. Based on these observations, we propose incrementing a by one from 7/2, and terminating the increment when the radius exceeds ξ 0 (z). We summarize this strategy in Algorithm 3. 3 . Algorithm 3. 3 . Assume Re(z) > −5/2. This algorithm determines a in Algorithm 3.2.
Step 1. Initialize a as a = 7/2.
Step 2. Compute intervals containing c 1 , . . . , c ⌈a⌉−1 and H(z).
Step 3. If the radius of the interval containing H(z) exceeds ξ 0 (z), then output the current a and terminate. Otherwise, go to Step 4.
Step 4. Update a such that a = a + 1 and go back to Step 2.
Note that c 1 , . . . , c ⌈a⌉−1 are computed whenever a is incremented. Algorithm 3.3 thus requires O(⌈a⌉) operations per iteration.
By slightly modifying Algorithms 3.2 and 3.3, we can compute intervals containing
To be specific, by replacing z and ξ m (z) in these algorithms by z and
respectively, we can obtain such intervals. 4 . Algorithm based on the NSD. We develop our algorithm in some steps. Section 4.1 introduces the VBD based on the NSD, and framework using the VBD. 
pq = n and p 1 + · · · + p q = n. Note that the case where λ j is isolated from the others is included in the case p j = 1. Let also X j := [X :i (j) 1 , . . . , X :i (j) p j ] for j = 1, . . . , q, and W j ∈ C n×pj and P j ∈ C pj ×pj satisfy AW j = W j P j . Observe
being inputs, for j = 1, . . . , q. As byproducts of this algorithm, actually, we can obtain
We can verify nonsingularity of any matrix contained in W by executing a known algorithm (e.g., the INTLAB routine verifylss). If the verification is succeeded, then W is also nonsingular, so that A = W diag(P 1 , . . . , P q )W −1 . Thus, W and diag( λ 1 I p1 , R 1 , . . . , λ q I pq , R q ) can be regarded as the result of the VBD. We establish the new framework for enclosing matrix functions based on the VBD. Although this paper treats Γ(A) only, this framework enables us to enclose other matrix functions (see Section 7) . From Lemma 2.4 (a) and (b), we have Γ(A) = W diag(Γ(P 1 ), . . . , Γ(P q ))W −1 , so that the problem of enclosing Γ(A) can be reduced to that of enclosing Γ(P 1 ), . . . , Γ(P q ).
Verification of µ(
We formulate and prove Theorem 4.1 for verifying µ(A) ∩ Z − = ∅ using λ i and r.
Theorem
We thus prove λ i , r i ∩Z − = ∅ for each i by considering the cases of Re(λ i ) ≥ 0 and Re(λ i ) < 0 separately.
Consider first the case where Re
Therefore, f i can be written as If λ and r are given, then the computation of f requires O(n) operations. The verification thus require O(n) operations.
Computable perturbation bound.
As mentioned in Section 4.1, the problem of enclosing Γ(A) is reduced to that of enclosing Γ(P 1 ), . . . , Γ(P q ). For j = 1, . . . , q, moreover, P j can be written as P j = λ j I pj + Q j , where Q j ∈ C pj ×pj satisfies |Q j | ≤ R j . If p j = 1, then we can enclose Γ(P j ) by executing the interval variants of Algorithms 3.2 and 3.3 with λ j , R j being the input. Otherwise, this approach is not possible. In order to enclose Γ(P j ) when p j ≥ 2, we formulate and prove Theorem 4.3, which gives an upper bound for Γ( 
Remark 4. 4 . We can compute a rigorous upper bound for Γ (1) (Re( λ j ) + R j p ) by slightly modifying Algorithms 3.2 and 3. 3. Proof. Let t ∈ (0, ∞). It follows from Lemma 2.4 (b) and (c) that
From |Q j | ≤ R j and Lemma 2.4 (d), moreover, we have
This and Re
From Γ (1) (α) = ∞ 0 e −t t α−1 log(t)dt for α ∈ R ++ , we moreover have
The relations (4.3) to (4.5) prove the inequality.
Remark 4. 5 . In [2] , the estimations | log(t)| ≤ t −1 and | log(t)| ≤ t for t ∈ (0, 1] and t ∈ [1, ∞), respectively, are used. By using the derivatives instead of these estimations, Theorem 4.3 gives a smaller bound. If we use | log(t)| ≤ t −1 , moreover, then the obtained bound will contain an upper bound for γ(Re( λ j ) − R j p − 1), and the condition Re( λ j ) − R j p > 1 will be required for computing the bound. Therefore, the use of the derivatives enables us to weaken the condition. On the other hand, using these estimations in [2] is reasonable. This is because the purpose of using these estimations in [2] is to clarify not quantitative but qualitative properties of Γ(A). From Theorem 4.3, we immediately obtain Corollary 4. 6 . Corollary 4. 6 . Let λ j , Q j and δ p be as in Theorem 4.3, and δ := min(δ 1 , δ ∞ ). Under the assumptions in Theorem 4 .3 
pj , proving the result. If Re( λ j ) − R j p > 0, then the assumption Re( λ j ) > −5/2 in Algorithm 3.3 is satisfied, so that we can enclose Γ( λ j )I pj via Algorithms 3.2 and 3.3.
ARs of diagonal blocks.
If Re( λ j ) − R j p > 0 cannot be verified, then Theorem 4.3 is not applicable. To overcome this issue, we apply the matrix AR based on Lemma 2.5. If the assumption in Theorem 4.1 is true, then µ( λ j I pj +Q j )∩Z − = ∅. This is because µ( λ j I pj + Q j ) = µ(P j ) ⊆ µ(A) and µ(A) ∩ Z − = ∅, where P j is as in Section 4. 1 . In this case, for m j ∈ Z ++ , Lemma 2.5 implies
provided that any matrix contained in mj −1 i=0 ( λ j + i)I pj , R j is nonsingular. If we appropriately choose m j , then Re( λ j ) + m j − R j p > 0 can be verified, so that Theorem 4.3 becomes applicable. We can verify nonsingularity of the any matrix, and enclose (4.6) by executing a known verification algorithm.
If Re( λ j ) + R j p ≫ 1, then the term Γ (1) (Re( λ j ) + R j p ) becomes extremely large. In order not to use the large term, we can again execute the AR
In (4.6), we need to compute the product mj −1 i=0
( λ j + i)I pj , R j . If we directly compute this product, then O(m j p 3 j ) operations are required, which is prohibitively large when m j and p j are large. For enclosing this product with only O(m j p 2 j ) operations, we present Theorem 4. 7 .
Then, 
The computation of R k+1 involves O(p 2 j ) operations for each k. Therefore, the computation of ( 
Then,
In practical execution, we need to choose m j . We first consider choosing m j in (4.6). As mentioned above, m j must satisfy Re( λ j ) + m j − R j p > 0. If m j is too large, then Γ (1) (Re( λ j ) + m j + R j p ) ≫ 1. If Re( λ j ) + m j − R j p is larger than, but close to 0, then ω(Re( λ j ) + m j − R j ∞ ) ≫ 1. Based on these observations, we propose determining m j = 1 − ⌊Re( λ j ) − R j ∞ ⌋, which assures Re( λ j ) + m j − R j ∞ ∈ [1, 2). We can analogously choose m j in (4.7). Specifically, we choose
There exists the case where the AR is required even when p j = 1. To be specific, we can not execute Algorithm 3.3 if Re( λ j ) − R j > −5/2 can not be verified. In this case, we execute the AR
in order to make Re( λ j ) − R j + m j larger than −5/2. We determine m j such that
Overall algorithm. Based on Sections 4.1 to 4.4, we propose an algorithm for enclosing Γ(A).
Algorithm 4.9. Let P j and W be as in Section 4.1, and P j ∈ IC pj ×pj and Γ j ∈ IC pj ×pj contain P j and Γ(P j ), respectively, for j = 1, . . . , q. This algorithm computes Γ ∈ IC n×n such that Γ ∋ Γ(A). If the algorithm successfully terminated, then µ(A) ∩ Z − = ∅ is moreover proved.
Step 1 
. 5 . Algorithm based on the NJD. Let N j and n j be as in Section 2. When A is defective or close to defective, the matrix X in Section 4.1 becomes singular or illconditioned, which causes failure of [6, Algorithm 1]. Even in such situations, we can utilize the NJD AZ ≈ ZJ, where Z, J ∈ C n×n , Z is nonsingular, J = diag(J 1 , . . . , J p ), J j = λ j I nj + N j , j = 1, . . . , p, and p j=1 n j = n. We proceed similarly to Section 4. 
Computable perturbation bound.
The diagonal block P j can be written as P j = λ j I pj + M j + Q j , where Q j ∈ C pj ×pj satisfies |Q j | ≤ R j . We can derive an upper bound for Γ( λ j I pj + M j + Q j ) − Γ( λ j I pj + M j ) p analogously to Section 4.3.
Theorem 5.2.
Let ω(α) be as in Lemma 2.6, p ∈ Z ++ ∪ {∞}, and λ j , Q j , M j and R j be as above. Suppose Re( λ j ) − M j + R j p > 0 and |Q j | ≤ R j , and define
Theorem 5.2 immediately gives Corollary 5.3. Corollary 5. 3 . Let λ j , Q j , M j and δ p be as in Theorem 5.2, and δ := min(δ 1 , δ ∞ ). Under the assumptions in Theorem 5.2, it holds that Γ(
We can enclose Γ( λ j I pj + M j ) by executing Algorithms 3.2 and 3.3, because Otherwise, we execute the ARs as follows: Let m j ∈ Z + . If Re( λ j ) − M j + R j p > 0 can not be verified, then we execute the AR
provided that any matrix contained in
The theories for verifying µ(A) ∩ Z − = ∅ and enclosing Γ( λ j I pj + M j + Q j ) seems to be analogues of those in Section 4. However, theories for accelerating the ARs are different. For ℓ = 1, . . . , s j and k = 0, . . . , m j − 2, let
Let also C k :=
We prove Theorem 5.4 by induction. The result is obvious when m j = 1.
Since M n (j) max j = 0, it follows that
The term R j |C ℓ | in R ℓ+1 can be estimated as follows:
From this and 1l v pj r r ≥ R j , we obtain
. It is obvious that we do not need to execute the matrix multiplications M i j and M j R k in C mj −1 and R k+1 , respectively, via floating point arithmetic. In fact, C mj −1 and M j R k can be written as follows:
.
Hence, the computations of C mj −1 and
2) can also be accelerated. 
We can determine m j in (5.1) and (5.2) analogously to Section 4.4, where R j ∞ is replaced by M j + R j ∞ . Example 1. We applied the algorithms to four classes of matrices, "frank", "gcdmat", "minij", and "poisson", available from the MATLAB gallery function, and chose matrices of various n for each of the classes. For the "gcdmat" and "minij" matrices, we divided the generated matrix by n in order to avoid overflow. Tables 6.1 to 6.4 display the RR and CPU times (sec) of the algorithms. We see that Gs and Gj were faster than V in many cases. whose eigenvector matrix becomes increasingly ill-conditioned as ε → 0. Table 6 .5 reports quantities similar to those in Tables 6.1 to 6.4 with ε varying from 2 0 to 2 −52 . This table shows that the RR by Gj stayed about the same, whereas those by Gs and V increased as ε decreased. We set A = σA 0 for a parameter σ ∈ R. Table 6 .6 reports quantities similar to those in Table 6 .5 for various σ, showing that Gj succeeded for all the problems. (7) , v (5) , v (3) , v (1) , v (8) , v (6) , v (4) , v (2) ] ∈ R 8×8 . Then, P is orthogonal. Using A 0 and σ in Example 3, we set A = σP diag(A 0 , A 0 )P T . Table 6 .7 displays quantities similar to those in Table 6 .6, which also shows the robustness of Gj.
Concluding remarks.
We have established the new framework for enclosing matrix functions based on the VBD, proposed Algorithms 4.9 and 5.6, and reported the numerical results. As mentioned in Section 1, these algorithms are first ones which encloses a matrix function based on this framework. Let ϕ : C → C be defined on µ(A). Essentially, we can enclose ϕ(A) based on the VBD framework if the followings are possible:
• enclosing ϕ (0) (z)/0!, . . . , ϕ (ℓ) (z)/ℓ! for z ∈ C and ℓ ∈ Z + , and • computing rigorous upper bounds for ϕ( λ j I pj + Q j ) − ϕ( λ j I pj ) p and/or ϕ( λ j I pj + M j + Q j ) − ϕ( λ j I pj + M j ) p for p = 1, ∞. Since λ j I pj and λ j I pj + M j have simple structures, the derivations of the bounds are easier than those for general matrices. For example, enclosing e A , sin A and cos A will be possible based on this framework. Our future work will be to develop algorithms for enclosing the matrix beta and Bessel functions. σ
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