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Il presente lavoro di tesi si colloca nell’ambito delle indagini GPR svolte all’interno del 
progetto di ricerca geoarcheologica nell’area di Vada Volaterrana (LI).  
Dal 1982 il Dipartimento di Scienze Storiche del Mondo Antico dell’Università di Pisa, in 
sinergia con la Sopraintendenza per i Beni Archeologici della Toscana, e con il supporto 
economico della Società Solvay e del Comune di Rosignano M.mo, effettua indagini 
multidisciplinari in località San Gaetano di Vada, dove è stato portato in luce un quartiere di 
età romana ubicato in prossimità del porto dell’antica Vada Volaterrana.  
L’obiettivo generale della tesi può essere sintetizzato nella triplice finalità di:  
1) Verificare la presenza di un’estensione delle strutture del quartiere romano nelle aree 
adiacenti al sito archeologico in località San Gaetano di Vada.  
2) Realizzare, con occhio critico, una sequenza operativa di processing includendo, altresì, 
quei passaggi spesso non usuali nel mondo dell’elaborazione dei dati GPR.  
3) Verificare le relazioni esistenti tra le riflessioni caratterizzanti un dato radargramma è 
l’immagine visualizzata mediante time slices. 
Nello specifico, le prospezioni GPR svolte nelle tre aree oggetto di studio nel periodo a 
cavallo del corrente anno, sono state condotte avvalendoci di un sistema radar multicanale 
(STREAM X) il quale promette un’alta densità di dati racco lti, garantendo parallelamente 
tempi di lavoro ridotti rispetto alle classiche acquisizioni monocanale.  
La mole di dati così acquisiti vengono elaborati sfruttando le potenzialità offerte da GPR 
Slice, attualmente uno dei software più completi e diffusi, pensato esclusivamente per operare 
su dati di natura georadar (www.gpr-survey.com). 
La fase successiva all’elaborazione dei dati è costituita dall’organizzazione di questi in forma 
di time slices (rappresentazione del dato sul piano x[m],y[m]), utile strumento in grado di 
visualizzare, in forma di mappa, le riflessioni d’ampiezza registrate ad un dato intervallo 
temporale.  
La visualizzazione in sequenza di queste permetterà quindi di seguire le variazioni del segnale 
registrato lungo la direzione z. 
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Il punto conclusivo del lavoro è volto alla ricerca di quelle riflessioni (sul radargramma) 
considerate la causa dell’origine di quanto evidente sulle time slices.  
Vengono così analizzate le riflessioni presenti su un numero campione di radargrammi e, 
sfruttando le potenzialità del software nel visualizzare simultaneamente sullo stesso volume di 
dati radargrammi e time slices, si cercheranno le relazioni esistenti che permettano di 
giustificare la presenza di anomalie1 d’interesse.  
Modificando il punto di vista delle nostre osservazioni, ponendoci ad esaminare in dettaglio 
questo lavoro di tesi, si individuano innanzitutto due principali aspetti, i quali ricadono a loro 
volta in aree di natura sia teorica che pratica.  
Per quando riguarda gli aspetti di natura teorica sono stati abbracciati alcuni concetti 
riguardanti la fisica delle onde elettromagnetiche, dalle equazioni di Maxwell alle 
caratteristiche strumentali del GPR, passando per la descrizione dei parametri elet tromagnetici 
dei materiali e come questi influenzino la propagazione di un’onda al loro interno.  
L’apertura alla seconda parte, di natura pratica, è anticipata da una breve descrizione delle 
aree indagate e della strumentazione adoperata, concentrando qui l’attenzione sugli aspetti 
propri dell’acquisizione svolta.  
Un taglio decisamente soggettivo è inerente alle operazioni di processing applicate al dato, 
aggregate a costituire due diversi profili di elaborazione: il primo, dallo stampo minimale 
(minimal data processing) concretizzato nella fattispecie da quell’insieme di “passaggi  
comuni” di un’ elaborazione dati GPR quali filtraggio passabanda, recupero delle ampiezze e 
rimozione del background; il secondo processing flow, indicato nel corpo della tesi come 
advanced data processing, è da intendersi come un arricchimento dei precedenti steps 
applicati al dato.   
Nell’ambiente dell’elaborazione dati GPR, vista la natura stessa dell’onda elettromagnetica, 
tale sequenza è considerata, da vari autori, come sinonimo di over processing quindi spesso 
non eseguita. Nello specifico, i passaggi fondamentali di cui si compone sono dati da: 
deconvoluzione spiking, deconvoluzione omomorfa, migrazione e filtraggio boxcar.  
                                                                 
1
  Non avendo noto un valore di riferimento, si  intenda per “anomalie” quelle riflessioni d’ampiezza, sulle time 
slice, ad alta intensità rispetto al background e caratterizzate da orientazioni preferenziali, ricollegabili  pertanto 
a strutture antropiche 
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Fattore comune ad entrambe le sequenze di processing è dato dall’essenziale fase di pre-
processing, caratterizzata da detrending del dato ed allineamento delle tracce ad un’origine 
comune. 
Il tutto viene affrontato con occhio critico: i risultati successivi ad ogni singolo passaggio 
sono stati confrontati e commentati, valutando se un reale beneficio è stato apportato 
all’immagine. 
Un secondo aspetto, ma non per importanza, è volto alla restituzione delle anomalie 
d’ampiezza, in forma di mappa, mediante la costruzione delle time slice.  
Vengono analizzati i parametri fondamentali determinanti la realizzazione di quest’ultime, 
criticamente impostati affinché il dato non subisca forti modifiche nel processo di mappatura.  
L’ultima fase, la cui componente soggettiva risulta più marcata, ha previsto l’analisi delle 
principali riflessioni caratterizzanti i radargrammi soggetti all’elaborazione.  
Tale analisi è stata effettuata allo scopo di ricercare quelle riflessioni la cui genesi dovrebbe 
essere legata alla presenza di strutture murarie sepolte costituenti l’obiettivo del survey.  
Inoltre, la possibilità di effettuare incroci tra profili e time slices è stata sfruttata in tale sede al 
fine di confermare le precedenti supposizioni.  
Le immagini in figura r.1 e r.2 mostrano i risultati ottenuti a seguito delle indagini eseguite, 
attraverso le quali è possibile notare particolari anomalie indubbiamente associabili a strutture 
antropiche di interesse archeologico.  
In conclusione, visti i successi ottenuti, l’esito può considerarsi più che soddisfacente.  
Le prospezioni GPR nei contesti archeologici, seppur costituiscano una metodologia di 
recente applicazione in tali ambiti, confermano la loro validità.  
In particolare, lo sviluppo e la diffusione di strumentazioni multicanale, al contrario delle 
tradizionali indagini monocanale, consentono oggi la copertura di vaste aree in tempi 
decisamente brevi senza venir meno alla qualità del dato, garantendo, al contempo, un’alta 
densità di dati acquisiti.  
Nel caso di sistemi monocanale la necessità di trovare un compromesso tra limiti di tempo e 




Inoltre, i primi risultati conseguiti seguendo un profilo di elaborazione minimale possono 
essere migliorati applicando quei passaggi del processing che spesso vengono ignorati nel 
mondo dell’elaborazione GPR.  
In ultima analisi, le time slice si sono rivelate un utile strumento grazie al quale è possibile 
un’immediata visione delle ampiezze caratterizzanti il volume indagato, rendendo 




Figura r.1 - Time slice 21-25 ns, area d’acquisizione A. L’ immagine mostra chiaramente anomalie 






















Figura r.2 – Time slice 11-15 ns, acquisizione area C. Anomalia di interesse a pianta quadrangolare evidente nel 









Il Ground Penetrating Radar (GPR) negli ultimi 10 anni ha guadagnato un peso determinante 
nelle ricerche geoarchologiche per una molteplicità di motivi, raggruppabili nei seguenti 
quattro benefici: 
1) La sua natura non invasiva e non distruttiva; 
2) La sua abilità nel massimizzare l’efficienza della ricerca e, al tempo stesso, la sua 
capacità di minimizzare i costi; 
3) La sua capacità di coprire vaste aree velocemente; 
4) L’alta risoluzione e qualità del dato ottenuto.  
 
Per tali motivi le indagini GPR risultano, al giorno d’oggi, uno di più preziosi strumenti a 
disposizione degli archeologi, consentendo di concepire il progetto archeologico in modo 
differente: da un lato aiutano ad estendere un singolo progetto di studio su aree maggiori e, in 
secondo luogo, permettono di selezionare il sito di scavo ottimizzando le risorse ed ampliando 
l’efficacia dello scavo stesso.  
 
Gli studi archeologici si basano, nella maggior parte dei casi, su dati eterogenei e di diversa 
attendibilità. Spesso le scoperte di resti archeologici accidentali, e le successive strategie di 
scavo sono talvolta basate su una scarsa conoscenza dell’estensione e distribuzione delle 
strutture nel sottosuolo. 
L’area d’interesse non viene quasi mai scavata completamente; proprio per questo, le 
informazioni ottenute dal rilievo GPR, relative all’estensione ed alla distribuzione delle 
strutture di interesse archeologico, permettono di estrapolare i risultati ottenuti in 
corrispondenza di piccole aree scavate.  
Nei casi più sfortunati, le opere di costruzione e di urbanizzazione possono distruggere 
irrimediabilmente interessanti strutture archeologiche.  
Il GPR, per il suo eccellente potere risolutivo, può essere usato per identificare aree di 
interesse archeologico prima dell’urbanizzazione e consentirne una sua conservazione e 
tutela. 
Le analisi GPR sono comunemente condotte eseguendo profili lineari con sistemi monocanale 
introducendo un consistente fattore d’incertezza nell’interpretazione delle informazioni 
riguardanti l’orientazione e l’estensione delle strutture individuate dai profili bidimensionali 







Nell’ultima decade si è invece assistito ad un’evoluzione che ha interessato l’introduzione nel 
mercato dei nuovi sistemi multicanale ed il conseguente inevitabile sviluppo di nuovi 
software per l’elaborazione e la restituzione di risultati tridimensionali.  
Requisito essenziale per lo svolgimento di un efficace rilievo 3D è l’ottenimento di un elevato 
numero di punti informativi, permettendo così una descrizione più accurata e completa della 





Figura i.1 – Schema esemplificat ivo di acquisizione monocanale su un sito ipotetico ed errata interpretazione 
(linea tratteggiata in nero) della struttura sepolta (tratto giallo) t ramite correlazione di riflession i omologhe 
riscontrate sui radargrammi.  
Figura i.2 – Schema esemplificativo di acquisizione multicanale su un sito ipotetico e corretta interpretazione 
(linea tratteggiata in nero) della struttura sepolta (tratto giallo) tramite correlazione di riflessioni omologhe 







I radargrammi ottenuti da ciascuno di questi profili, costituenti il rilievo 3D, vengono 
affiancati allo scopo di ricostruire un immagine in un volume di dati tridimensionale 




Anche se immagini ad alta risoluzione possono essere generate con sistemi monocanali 
(Grasmueck et al., 2005; Novo et al., 2008) il tempo extra necessario per collezionare questo 
tipo di dati ha però minimizzato il suo uso.  
 
Il presente studio è aperto da un inquadramento storico-archeologico dell’area d’indagine 
seguito da una breve descrizione dei principali caratteri geologici-geomorfologici dell’area 




Figura i.3 – Visualizzazione trid imensionale, acquisizione area C: i profili acquisiti (come in figura i.2) sono 





Nel capitolo secondo, dopo una esposizione dettagliata del campo elettromagnetico, saranno 
descritti i principali parametri elettromagnetici dei materiali ed i fenomeni associati alla 
propagazione dell’onda all’interno di questi.  
 
Nel capitolo terzo verrà fornita una descrizione generale dei principi teorici di funzionamento 
della strumentazione, pianificati prima di un’eventuale indagine in campo. Troveranno anche 
spazio alcuni concetti sulla presentazione del dato in forma di radargramma, analizzando nello 
specifico i pattern iperbolici spesso presenti all’interno di una sezione.  
 
Nel capitolo quarto verranno esaminati i parametri base di un’antenna GPR, le varie 
polarizzazioni del segnale e le possibili configurazioni di survey adottate. Verrà inoltre 
presentato, con l’ausilio di schemi esemplificativi, un confronto tra un sistema monocanale ed 
un moderno sistema multicanale.  
 
Nel capitolo quinto dedicheremo lo studio ad un particolare passaggio di elaborazione, ancora 
poco diffuso, volto alla rimozione dei segnali multipli e testato in sede di processing. 
 
Nel capitolo sesto sarà sviluppata una metodologia critica di elaborazione del dato 
presentando anche una descrizione dell’area di studio e della strumentazione adoperata.  
 
Nel capitolo settimo saranno riportate in dettaglio le fasi che anticipanti la costruzione delle 
mappe d’ampiezza (time slices) determinando le impostazioni da adottare per la restituzione 
di un dato che risulti il più possibile non alterato dalle fasi precedenti alla realizzazione di 
queste. 
 
Infine, nel capitolo ottavo, verrà effettuata un’analisi interpretativa dei risultati fin qui ottenuti 












Inquadramento dell’area di Vada Volaterrana (Rosignano M.)  
 
1.1 Inquadramento storico – archeologico 
     Dal 1982 il Dipartimento di Scienze Storiche del Mondo Antico dell’Università di Pisa, in 
sinergia con la Sopraintendenza per i Beni Archeologici della Toscana, e con il supporto 
economico della Società Solvay e del Comune di Rosignano M.mo, effettua indagini 
stratigrafiche in località San Gaetano di Vada (LI), dove è stato portato in luce un quartiere di 
età romana, ubicato in prossimità del porto dell’antica Vada Volaterrana. 
Questa, almeno da età medio-repubblicana principale porto di Volaterrae, secondo 
l’Itinerarium Maritimum2 era ubicata a circa 25 milia3 da Populonia e a 18 da Portus Pisanus 
(ovvero circa 37 e 27 Km, rispettivamente), dunque grosso modo in corrispondenza della 
moderna Vada (che ne perpetua il toponimo) dove la continuità di vita rende difficile 
l’individuazione di eventuali resti archeologici.  
La zona portuale, verosimilmente, ricadeva tra l’attacco attuale della Società Solvay e l’area 
prospiciente la Torre di Vada; come sembrano volere confermare i rinvenimenti subacquei e 
la loro distribuzione, in accordo alle condizioni meteorologiche, veniva comunque usato per 
le operazioni di imbarco e/o sbarco merci una buona parte dello specchio di mare antistante il 
tratto costiero compreso tra le Punte di Pietrabianca e del Tesorino, protetto da un esteso 
sistema di secche (Pasquinucci, Menchelli & Del Rio, 2003) che rendevano poco agibile 
l’accesso al porto.  
Vada Volaterrana era ben collegata a centri della costa tramite la via Aurelia. Quanto 
sopravvissuto del centro antico si estende sotto la moderna Vada, dove nei secoli scorsi sono 
stati segnalati ed individuati numerosi reperti archeologici (attribuibili ad edifici pubblici e 
privati, sepolture e necropoli) e a nord di esso, in località S. Gaetano di Vada (Menchelli & 
Pasquinucci, 2006) 
In questa località gli scavi hanno portato alla luce un vasto quartiere di età romana adiacente 
all’area portuale (figura 1.1).  
                                                                 
2
 Testo anonimo, delineava le rotte costiere consigliate ai comandanti meno esperti, fornendo una meticolosa 
elencazione di tutti i  porti, degli  ancoraggi e delle altre possibilità di ridosso esistenti lungo il  percorso. 
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Il quartiere venne edificato negli ultimi decenni del I sec. d.C., rimanendo in attività e 
subendo numerose modifiche per circa sei secoli quando venne progressivamente 
abbandonato. 
Questo comprendeva due complessi termali (A e D), un horreum4 (B), un’aula avente 
funzioni commerciali e di rappresentanza (C), una fontana monumentale (E) ed una schola5 
(F). 
Nel settore meridionale dell’area sono attualmente in corso di scavo altri edifici (figura 1.2), 
fra i quali un edificio triabsidato di notevole impegno architettonico (G), un portico  (I) ed una 
struttura dalla planimetria complessa (H).  
Riguardo alla struttura triabsidata, probabilmente si trattava di un edificio di rappresentanza, 
forse sede di un secondo collegium. 
Le fasi edilizie del complesso risultano essere due e ben distinte fra loro: una originaria datata 
alla fine del I sec. d.C. ed una seconda, di ristrutturazione, coinvolgente il settore nord 
                                                                 
4
 Un horreum (utilizzato generalmente al plurale: horrea) era un magazzino utilizzato in epoca romana. Il  
termine latino  ha il  significato di "granaio", ma gli  edifici che ebbero questo nome erano utilizzati per il  
deposito di diversi tipi di merci . 
5
 Sede di un collegium di lavoratori connessi con le attività portuali .   
 








Grazie ai reperti rinvenuti è stato possibile documentare l’intensa attività commerciale del 
porto di Vada Volaterrana: qui giungevano merci dall’intero bacino del Mediterraneo e 
confluivano i prodotti locali destinati alla commercializzazione marittima, in particolare 
ceramiche e vino (Facella, 2004; Menchelli & Pasquinucci, 2006).  
Come in altre aree vicine (Isola di Migliarino e Porto Pisanus), anche nel retroterra di Vada 
Volaterrana è stato individuato un fitto popolamento rurale, articolato in villae6 e fattorie, ed 
un vero e proprio distretto produttivo specializzato nella produzione di laterizi, vasellame e 
soprattutto di anfore vinarie; negli horrea, in località S. Gaetano, sono state rinvenute 
importanti quantità di ceramiche ed anfore prodotte nel retroterra, evidentemente qui stoccate 
per una loro commercializzazione marittima, confermando la stretta interdipendenza fra il 
porto di Vada Volaterrana ed il suo retroterra. 
Vada Volaterrana si presentava dunque come un centro urbano ben definito, con specificità 
notevoli nei riguardi dell’economia del distretto.  
                                                                 
6
 La villa in età romana era essenzialmente una casa di campagna. Sviluppatasi in Italia in particolare a partire 
dall'età tardo-repubblicana, sorgeva come residenza padronale al centro di un complesso di edifici e di terreni 
destinati alla produzione agricola oppure come luogo per i l  riposo dalle attività e dagli affari praticati in città. 





Un ben articolato sistema di porti/approdi, del quale Vada Volaterrana era un dei principali 
poli, un’efficiente rete stradale e la possibilità della navigazione fluviale favorivano le attività 
di import/export nei traffici di cabotaggio, di lunga distanza e nelle acque interne.  
L’integrazione delle varie attività economiche (agro–silvo–pastorali, manifatturiere e 
commerciali) e dei diversi sistemi insediativi (città, centri minori e popolamento rurale), la 
rete sistemica in atto fra Volterrae/Vada Volaterrana ed il loro territorio determinò la 
prosperità del distretto sino agli inizi del VII sec. d.C.  
La ricchezza delle risorse e la loro integrata gestione sembra dunque garantire la sostanziale 
tenuta delle strutture economiche del territorio e dei diversi sistemi insediativi che sino all’età 
tardo antica non sembrano subire crisi o mutamenti definitivi. 
Soltanto con la conquista longobarda della Liguria ad opera di Rotari (643 d.C.) si alterarono 
gli equilibri in atto lungo le coste tirreniche (Menchelli, 2007): evento spartiacque tra il 
definitivo tramonto della civiltà romana ed il pieno ingresso nel medioevo. 
 
1.2 Aspetti geologici – geomorfologici 
     L’area di Rosignano Marittimo racchiude gli aspetti più tipici della geomorfologia della 
Toscana costiera meridionale (figura 1.3), presentando: 
1) una zona maggiormente elevata 
2) una zona collinare, coincidente con gli affioramenti del Miocene superiore e del Pliocene 
del bacino del fiume Fine 
3) una zona pianeggiante e dei terrazzi eustatici corrispettiva ai sedimenti pleistocenici, 
identificabile con la piana di Rosignano Solvay, parzialmente sommersa dalle acque del 






La forte dipendenza delle zone morfologicamente riconoscibili dalla struttura geologica, 
evolutesi nei caratteri vicini agli attuali a partire dal Miocene superiore, è indice anzitutto 
dell’impossibilità di una permanenza, nella Toscana costiera, di strutture geomorfologiche 
superficiali7 anteriori al sollevamento principale dell’orogene appenninico, riconducibile 
all’intervallo temporale compreso tra  l’Oligocene e il Messiniano inferiore (Elter, 1985; 
Bartoletti et al., 1985). 
Tale limite, in realtà, è valevole esclusivamente per la zona “montana” dell’area di Rosignano 
M., in quanto nell’area collinare non possono essersi conservate morfologie più antiche alla 
regressione marina del Pliocene medio mentre, allo stesso modo, nella Piana di Rosignano  
Solvay – Vada non possono essersi conservate morfologie precedenti alla regressione del 
Pleistocene inferiore e, procedendo verso il mare, più antiche dei terrazzi eustatici che la 
compongono (Mazzanti, 1985). 
                                                                 
7
 A meno che non si tratti di morfologie sepolte, non visibili  in superficie ma rilevabili  solo mediante 
prospezione geofisica. 
Figura 1.3 – Zone morfo logicamente isopiche nell’area del Comune di Rosignano M. e dintorni:  
ai sedimenti olocenici e p leistocenici corrispondono le aree pianeggianti; ai sedimenti del Mio-




Tale evoluzione morfologica è avvenuta, con continuità, dal Miocene superiore al Pliocene 
medio, fino ad una pausa compresa tra quest’ultimo e il Pleistocene inferiore per poi 
riattivarsi e formare il bacino di Rosignano Solvay – Vada.  
Con la fine del Pleistocene inferiore il modellamento geomorfologico cessa di essere guidato 
da movimenti tettonici mentre assumono una rilevanza le grandi oscillazioni del livello del 
mare riconducibili all’eustatismo glaciale, almeno lungo la fascia costiera interessata da i 
terrazzi eustatici (figura 1.4). 
Le trasgressioni principali, posteriori al Pleistocene inferiore, sono, dalla più recente alla più 
antica: 
1) versiliana, conducente il livello del mare alla posizione attuale da una di circa 100 m 
inferiore; 
2) tirreniana (probabilmente accompagnata da un episodio minore), che ha portato il livello 
del mare a valori massimi di 15 m; 
3) trasgressione modellante il Terrazzo delle Spianate, per la quale non è possibile fornire 
indicazioni riguardanti il livello del mare, per la sovrapposizione di sollevamenti 
isostatici di almeno 100 m; 
4) trasgressione indicata dalla deposizione della Panchina di Grotti, le cui caratteristiche 






Per le prime due è documentata una corrispondenza con altrettante fasi interglaciali, post 
Würm, per quella versiliana, Riss – Würm, per quella tirrenica, ricca di faune “calde”.  
Una probabile omologa corrispondenza potrebbe ricondurre il modellamento del Terrazzo 
delle Spianate  all’interglaciale Mindel – Riss; l’attribuzione della Panchina di Grotti ad una 
trasgressione eustatica più antica, potrebbe essere legata al Günz – Mindel, questo in accordo 
con l’età della Panchina di Grotti necessariamente posteriore al Siciliano iniziale, come 
documentato dalle sottostanti Sabbie delle Fabbriche. 
La venuta a giorno dei fondali marini, successiva ad ogni regressio ne, favorì il prelievo di 
sabbie ad opera dei venti, di conseguenza un accumulo di sabbie eoliche viene a caratterizzare 
ogni post regressione, con il ricoprimento delle aree retrostanti.  
 
Figura 1.4 – La Piana di Rosignano Solvay prima della trasgressione tirreniana (I); durante la prima fase della 
trasgressione tirreniana (II); durante una fase intertirren iana (III); durante la regressione würmiana (IV); prima di 
ogni intervento umano (V) e dopo la canalizzazione di alcuni corsi d’acqua (VI).  
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Come per le trasgressioni, anche per le regressioni eustatiche è disponibile una completa 
documentazione per il Würm, qui fornita dalle sabbie rosso – arancio di Donoratico (molto 
diffuse nella Piana di Vada) deposte con la regressione seguita alla fine dell’interglaciale 
Tirreniano e dalle sabbie rosse di Val di Gori per il Riss, deposte dopo il modellamento del 
Terrazzo delle Spianate. 
Tale situazione veniva a perdurare fino ad una genesi di ricoprimento vegetativo negli stessi 
fondali, sede di processi pedogenetici che hanno portato alla formazione di paleosuoli, la cui 
presenza indica l’assenza di processi erosivi nei terrazzi.  
Da un punto di vista geomorfologico ritroviamo tre aspetti caratteristici 
 
La zona pianeggiante 
È caratterizzata da affioramenti quaternari (pleistocenici) ai quali si aggiungono i sedimenti 
fluviali olocenici del fiume Fine orlanti il litorale dietro i cordoni dunali e  posteriormente alla 
spiaggia. 
La zona pianeggiante non costituisce una pianura nell’accezione più propria del termine, se 
non in corrispondenza di quest’ultimi affioramenti olocenici, per il resto è infatti costituita da 
una successione di aree terrazzate: le più recenti  sono più basse e a debolissima inclinazione 
mentre le più antiche sono lievemente più elevate ed inclinate.  
Il fiume Fine, durante le fasi dell’ultima glaciazione, ha inciso trasversalmente la successione 
di questi sedimenti dell’intero Pleistocene fino ad una profondità di circa 30 m al di sotto 
dell’attuale livello del mare in prossimità dell’odierna foce e di 10 m in prossimità della 
“stretta delle Fabbriche”; il solco così creatosi è stato quindi riempito con le alluvioni fino 
all’attuale alveo mano a mano che la trasgressione versiliana veniva a procedere fino al 
raggiungimento dell’odierna posizione.  
La trasgressione tirreniana e i fenomeni di deposizione, specialmente eolica e colluviale del 
Würm, hanno colmato la rete di valli ben organizzata, formando una piana a debolissima 
pendenza sulla quale i corsi d’acqua, più che aver operato delle incisioni nette, devono aver 
divagato in superficie fino ad una successiva canalizzazione artificiale.  
Una prova di quanto sopra detto è fornita dall’alveo sepolto pre tirreniano, individuato 
quest’ultimo dai sondaggi eseguiti nelle vicinanze dello stabilimento della Solvay.  
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La parte più bassa della piana è stata interessata da esondazioni fluviali, impaludamenti e 
dalla costante presenza degli stagni dovuti alla presenza di due cordoni di dune più o meno 
paralleli al litorale, che raggiungono quote più elevate della pianura retrostante, e alla 
presenza della spiaggia, anch’essa spesso a quote più elevate della retrostante barriera dunale.  
Alcune aree più basse, corrispondenti ad esempio alle alluvioni del Fine, sono state allagate 
anche di recente a seguito di fenomeni di esondazione e, probabilmente, in parte per il 
sollevamento fino in superficie della falda freatica.  
Il ripetersi delle esondazioni costituisce dunque una concreta minaccia per tutte le aree più 
basse che giungono fino alle soglie meridionali di Vada.  
 
Il litorale 
Il litorale di Rosignano M. si estende sul Mar Ligure per circa 22 Km.  
La costa non appare morfologicamente omogenea, nella fattispecie è presente una zona alta e 
rocciosa nei primi 11 Km (Bocca di Chioma - Caletta), una bassa ma ancora rocciosa per i 
successivi 3 Km (terminante in località Punta Lillatro) e per rimanenti 8 K m dalla spiaggia di 
Vada. 
Le bassissime spiagge di Vada, con i loro entroterra dunali e  terreni di colmata delle vecchie 
paludi, sono schematizzabili come una pellicola di depositi recentissimi sopra la Placca di 
Panchina a sua volta sovrapposta alle sabbie e alle argille ad Arctica. 
 
I sistemi dunali 
Le dune sono accumuli di sabbia, più o meno fini in relazione all’intensità del vento, sollevate 
dalle zone asciutte dei litorali sabbiosi e sospinte nell’entroterra fino a quando non sono 
fermate da un ridosso o dalla vegetazione. 
I sistemi dunali più importanti hanno inizio dove il litorale diventa sabbioso; uno di questi, 
più interno e antico, senza più rapporti con il litorale, mentre uno più esterno e recente si 
estende dalla bocca del Fine alla località Villaggio Pontile, affiancando strettamente il litorale 
attuale marcandone le punte di Pietrabianca e Catena.  
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Su tutta la sua lunghezza questo secondo sistema riceveva, in passato, materiali dalla spiaggia; 
attualmente, per l’erosione di quest’ultima in no tevoli tratti, sono più le zone di queste dune 
cedenti materiali che non quelle riceventi.  
In particolare a S. Gaetano l’importante complesso di costruzioni romane poggia, almeno 
parzialmente, sui Conglomerati di spiaggia8, corrispondenti al più interno dei due cordoni che 
deve quindi essere precedente.  
Recentissime ricerche, ad opera di L. Cherubini e A. Del Rio, coordinate dalla Professoressa 
M. Pasquinucci, hanno permesso di documentare l’esistenza di manufatti risalenti al I sec. 















                                                                 
8
 Sedimento limitato ad una lingua, allungata per circa 600 m e non più larga di 125, che in località Galafone di 
Vada affiora parallelamente al litorale attuale ad una distanza di circa 200 m. Composto da matrice sabbiosa e 





Principi elettromagnetici del Ground Penetrating Radar 
      
2.1  Il campo elettromagnetico 
     La radiazione elettromagnetica è la forma d’energia associata all’interazione 
elettromagnetica  ed è responsabile della propagazione, nello spazio e nel tempo, del campo 
elettromagnetico sottoforma di onde elettromagnetiche.  
Tale radiazione è un fenomeno a carattere ondulatorio dato dalla propagazione in fase di un 
campo elettrico ed un campo magnetico, oscillanti in piani ortogonali tra loro e perpendicolari 
alla direzione di propagazione dell’onda.  
La radiazione elettromagnetica è descritta matematicamente come soluzione dell’equazione 
delle onde, ottenuta a partire dalle equazioni di Maxwell, come definito 
dall’elettromagnetismo classico (Mencuccini e Silvestrini, Elettromagnetismo-ottica, 1988). 
L’esistenza delle onde elettromagnetiche fu prevista da Maxwell il quale elaborò la prima 
teoria moderna dell’elettromagnetismo raggruppando, in un’unica teoria, tutte le precedenti 
osservazioni, esperimenti ed equazioni non correlate.  
Egli dimostrò, infatti, in una serie di quattro equazioni differenziali (derivanti dalle rispettive 
integrali) la descrizione del campo elettrico e di quello magnetico nello spazio vuoto (tabella 
2.1) e in un mezzo (tabella 2.2), e le loro interazioni con la materia. 
La prova sperimentale dell’esistenza delle onde elettromagnetiche è dovuta però ad Hertz 
(1888) il quale per generarle usò sorgenti elettriche, ovvero dispositivi in cui le cariche 
elettriche di un conduttore venivano poste in rapida oscillazione (accelerate), costituente un 
dipolo elettrico oscillante. 
Un dipolo, eccitato da una differenza di potenziale ad alta frequenza, genera un campo 
elettrico parallelo al dipolo. Le cariche elettriche in moto all’interno di quest’ultimo campo 
generano a loro volta un campo magnetico perpendicolare al dipolo stesso  
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Al fine di rappresentare le proprietà totali del campo elettromagnetico nello spazio vuoto, 
privo di cariche e di correnti (q ed i = 0) si utilizzano due vettori, definiti rispettivamente     
(intensità del campo elettrico [V/m] ) e     (induzione magnetica [T]). 
Tabella 2.1  
 Forma differenziale  
Legge di Gauss       
Legge di Faraday 




Legge di Gauss       
Legge di Ampère-Maxwell 







Nel caso in cui la perturbazione elettromagnetica si propaghi all’interno di un mezzo è 
necessario introdurre due nuove quantità vettoriali:     (induzione elettrica [    ] )  e     
(campo magnetico [    ] ). A causa dell’interazione con il campo elettromagnetico la 
materia manifesta inoltre delle proprietà elettriche rappresentabili mediante uno scalare   
(densità di carica) e dal vettore    (densità di corrente [    ] ) definito come la somma di 
due componenti, rispettivamente   s (corrente di spostamento) e   c (corrente di conduzione):  
                         
     
  
   
    
  
  
                  
    
  
    
  
                
Nel caso di corrente di conduzione, le cariche libere attratte da un campo elettrico fluiranno 
attraverso il mezzo. La quantità di carica passante attraverso quest’ultimo è quantificata 
appunto da     .  
Il termine corrente di spostamento, coniato da Maxwell, non deve però trarre in inganno in 
quanto non è collegato a nessun moto di carica (si pensi alla corrente circolante in un circuito 
in cui è presente un condensatore, tra le sue armature passerà infatti la corrente di 




 Forma differenziale  




Legge di Faraday 





Legge di Gauss       
Legge di Ampère-Maxwell 





Fissata quindi una qualsiasi distribuzione di cariche, tramite le equazione sopradescritte è 
possibile calcolare, in funzione del tempo e dello spazio, il campo dell’onda elettromagnetica.  
I vettori utilizzati per la rappresentazione dei campi non sono tra loro indipendenti, esistono 
infatti dei legami caratterizzati dalle proprietà intrinseche del materiale considerato, tali 
legami sono di tipo lineare (ad eccezione di alcuni mezzi particolari come i ferromagnetici, 
dalla nota curva di isteresi) e vengono espressi attraverso le seguenti equazioni, dette 
equazioni costitutive: 
         
         
        
Con   costante dielettrica o permettività elettrica,   permeabilità magnetica e   conducibilità 
elettrica. 
Queste tre grandezze, più avanti approfonditamente descritte, sono spesso espresse in termini 
adimensionali: 
1) permettività elettrica relativa        , con    permettività elettrica del vuoto  
       (                 ) 
2) permeabilità magnetica relativa        , con    permeabilità magnetica del vuoto  
(           ) 
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3) conducibilità elettrica relativa        , con    conducibilità elettrica del rame 
       (          
     . 
In questo modo è possibile caratterizzare ogni materiale in funzione delle sue grandezze 
relative (Tabella 2.3). 
La permeabilità magnetica è il parametro meno suscettibile a variazione e quasi sempre ha 
valore unitario, al contrario la permeabilità elettrica relativa è il parametro con la più alta 
variazione ed influisce maggiormente sulla velocità dell’onda.  
Tabella 2.3 
Spazio vuoto                
Dielettrico                
Conduttore                
Magnetico                
 
E’ importante osservare che le relazioni costitutive prima elencate, pur avendo una forma 
estremamente semplice, derivano in realtà da ragionamenti piuttosto complessi. Senza 
scendere nei dettagli, possiamo dare dei cenni alle situazioni in cui ci si può imbattere: 
1) Mezzo lineare, omogeneo ed isotropo: i parametri costitutivi           sono delle costanti 
di valore noto. 
2) Mezzo non lineare: materiali ferromagnetici sono esempi di mezzi non lineari, in cui il 
modulo di     è legato al modulo di     tramite la nota curva di isteresi, che è tipicamente 
una curva non lineare. In termini di parametri caratteristici de l mezzo, un mezzo è non 
lineare quando risulta                        dunque i vettori    ,     e    
dipendono dall’ampiezza dei campi          . 
3) Mezzo non omogeneo e anisotropo : quando i parametri del mezzo sono funzione della 
posizione; si ha cioè:           ,           ,           . 
Come vedremo in seguito le proprietà elettriche e magnetiche dei materiali naturali 
controllano la velocità di propagazione delle onde radar. Nel caso del GPR le proprietà 





2.2  Equazione delle onde elettromagnetiche 
     Le onde possono essere distinte in due specifiche classi9: elastiche, necessitanti di un 
mezzo materiale affinché esse possano propagarsi, ed elettromagnetiche, le quali non 
richiedono necessariamente un mezzo di propagazione. Quest’ultime generate da un sistema 
di cariche accelerate le quali producono un campo elettrico E(x,y,z,t) ed un campo magnetico 
B(x,y,z,t) tra loro ortogonali e propaganti in una terza direzione (data dal prodotto vettoriale 
       ) ortogonale a sua volta ai piani di oscillazione,.  
Con riferimento alla terminologia utilizzata nella descrizione dei fenomeni ondulatori, si dice 
che E(x,y,z,t) e B(x,y,z,t) costituiscono le funzioni d’onda descriventi un’onda EM.  
Una situazione particolare è costituita dalle cosiddette onde piane, descritte ad esempio dalla 
funzione E(z,t), spazialmente unidimensionale, dipendente dalla sola coordinata spaziale z 
oltre che dal tempo t. 
Un tipo particolare, ma molto importante, di onda piana è l’onda piana armonica, la cui 
funzione d’onda, sempre riferita al campo elettrico è: 
                    
Il nome di onda piana deriva dal fatto che la perturbazione, in un certo istante t0, assume lo 
stesso valore E (z0,t0) in tutti i punti del piano d’equazione z = z0 ortogonale all’asse di 





                                                                 
9
 In generale si definisce come onda una qualsiasi perturbazione, impulsiva o periodica, che si propaga con una 
velocità ben definita. 
Figura 2.1  – Propagazione d i un’onda EM piana armonica con    campo elettrico,     campo magnetico,      
lunghezza d ’onda e     direzione di propagazione (W ikipedia, modificata).  
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Tutte le funzioni d’onda piane soddisfano all’equazione differenziale, detta appunto 
equazione delle onde piane o equazione di d’Alembert : 
   




   
   
 
Dove, per semplicità, il mezzo è considerato non dissipativo, omogeneo (      indipendenti 
dalle coordinate spaziali) e con velocità di propagazione costante.  
La soluzione generali dell’equazione di d’Alembert (nello spazio vuoto, senza cariche nè 
correnti, nell’ipotesi che i campi dipendano solo dalla coordinata z), scritte in forma 
complessa sono funzioni del tipo: 
                                                                              
     
 
2.1 
In cui il modulo di      rappresenta l’ampiezza dell’onda, i è la parte immaginaria,     versore 
indicante la direzione di propagazione,   la lunghezza d’onda e k il modulo del vettore 








Si deduce che k è uguale al numero di lunghezze d’onda che stanno su una distanza di 2  
metri e da questa proprietà deriva il suo nome.  
Il significato fisico dell’equazione 2.1 sta nel fatto che questa rappresenta, per via della sua 
struttura, un fenomeno di propagazione lungo l’asse z con velocità V: 
   
 
        
 
Essendo  c  la velocità di un’onda elettromagnetica nel vuoto, pari a: 
   
 
    
 
E considerando le assunzioni fatte a proposito della permeabilità magnetica, l’equazione della 
velocità può essere semplificata come: 
  
 






In realtà le sorgenti d’onda EM emettono onde sferiche, le quali si propagano in tutte le 
direzioni e non, come finora visto, in un’unica direzione.  
Si consideri una sorgente puntiforme emittente onde elettromagnetiche armoniche in tutte le 
direzioni isotropicamente, con distanza dal centro del dipolo r: 
       
  
 
           
       
  
  
           









Nel caso in cui la propagazione avvenga in un mezzo che assorbe energia elettromagnetica 
l’intensità può ulteriormente diminuire, decremento tanto più forte quanto più grande è la 
distanza r dalla sorgente. 
 
2.2.1  Proprietà delle onde elettromagnetiche 
     Le proprietà di un’onda EM sono direttamente deducibili dalle equazioni di Maxwell:  
1) Le onde EM si muovono nel vuoto con una velocità limite della luce pari a      
       (in ambito radar essa è espressa come         ). 
2) Un’onda EM è detta essere trasversale considerando che i campi     e     sono infatti 
sempre perpendicolari alla direzione di propagazione.  
3) I vettori     e     sono sempre ortogonali fra loro. 
Un’onda elettromagnetica costituisce un fenomeno di propagazione ondulatorio, i parametri 
tipici caratterizzanti l’onda sono quindi: lunghezza d’onda, frequenza d’onda, vettore d’onda, 
velocità di propagazione ed energia associata all’onda; inoltre l’onda EM è soggetta a 
fenomeni ondulatori quali attenuazione, riflessione, rifrazione, dispersione, diffrazione e 
scattering (descritti in seguito) 
                                                                 
10
 Per l ’onda piana l’intensità è invece pari a:   
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Le onde elettromagnetiche hanno un range di frequenza   molto ampio, dai pochi Hz delle 
onde radio alle radiazioni gamma con frequenze superiori ai       , che dà luogo al 




2.3  Proprietà dei materiali 
     I materiali componenti il sottosuolo sono spesso descritti come dielettrici, con i loro 
parametri genericamente chiamati proprietà dielettriche. 
In realtà il termine dielettrico descrive una classe di materiali non conducenti, ovvero 
contenenti solo cariche elettriche confinate (solidi cristallini). 11 
Nel caso in cui, nel materiale, siano presenti alcune cariche libere, sotto l’azione di un campo 
elettromagnetico, queste fluiranno attraverso il materiale producendo attenuazione e perdita di 
energia. 
                                                                 
11
 I termini “isolante” e “dielettrico” sono considerati sinonimi, tuttavia mentre il primo definisce semplicemente 
l’impossibilità di un materiale di condurre corrente a causa dell’assenza di cariche  libere, il secondo è 
generalmente usato per gli  isolanti le cui molecole possono essere polarizzate se soggette ad un campo 
elettrico. 
Figura 2.2 – Spettro delle onde elettromagnetiche, la banda di frequenze evidenziate in giallo 
rappresentano le frequenze  operative t ipiche di un GPR, (Kraus, 1992, modificata). 
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Tutti i materiali del sottosuolo possiedono alcune forme di cariche libere e mostrano alcuni 
gradi di attenuazione elettromagnetica; questi sono meglio descritti come dielettrici 
dissipativi. 
In casi estremi, in un materiale contenente un alto grado di cariche libere (materiali 
conduttori) la maggior parte di energia elettromagnetica è persa nel processo di conduzione e 
dissipata come calore. 
Quest’ultimo punto evidenzia la ragione per cui il GPR, in ambienti altamente conduttivi (ad 
esempio soluzioni saline o alto contenuto di argilla), è inefficace. 
Come già accennato, la risposta di un mezzo ad un’onda elettromagnetica è dettata da alcuni 
parametri e grandezze; sostanzialmente, i principali parametri di carattere elettromagnetico 
sono: 
1) Permettività elettrica (ε) 
2) Conduttività elettrica ( ) 
3) Permeabilità magnetica ( ) 
 
2.3.1  Permettività elettrica  
     Esprime la capacità di un materiale di immagazzinare e rilasciare energia elettromagnetica 
sotto forma di cariche elettriche o, alternativamente, come il grado di polarizzazione [F/m] 
esibito da un materiale sottoposto all’influenza di un campo elettrico esterno.  
Generalmente la permettività di un materiale (grandezza adimensionale) viene espressa come 
permettività elettrica relativa (εr), pari al rapporto: 




con    indicante la permettività elettrica del vuoto, di poco differente da quella dell’aria.  
Al fine di illustrare la risposta di un mezzo sottoposto ad un campo elettromagnetico è utile 
considerare il tutto secondo il punto di vista offerto da un classico approccio atomico 
semplificato ed immaginare il mezzo (uniforme) come un insieme di particelle confinate. 
In assenza di campo esterno  applicato, la carica netta attraverso il materiale è nulla. 
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Applicando il campo, un impulso elettromagnetico incidente viaggia attraverso il mezzo e le 
particelle risponderanno con uno spostamento rispetto alla loro posizione d’equilibrio; tale 
fenomeno è detto polarizzazione12. 
La concentrazione di cariche avviene sia alla scala atomica locale, 13 sia ai capi del mezzo 
coinvolto dove non sono presenti cariche vicine a bilanciare l’effetto.  
Con il propagarsi dell’impulso elettromagnetico attraverso il mezzo, parte dell’energia è 
“trasferita” alle particelle sotto forma di separazione di carica (immagazzinamento di energia) 
e rilasciata una volta che l’impulso è trascorso: un momento dipolare è indotto nel materiale e 
una densità di momento dipolare è generata attraverso le cariche polarizzate (figura 2.3). 
 
 
In un materiale ideale14 la densità di momento dipolare è proporzionale all’intensità del 
campo elettrico applicato mediante una costante di proporzionalità, propria del mezzo, che è 
appunto la permettività. 
                                                                 
12
 La polarizzazione di un dielettrico è la formazione di un dipolo orientato in modo tale da contrastare il  campo 
elettrico esterno: tale dipolo è dato dalle deformazioni della struttura elettronica microscopica degli atomi 
attorno alla posizione di equilibrio, oppure dal loro orientamento. Questo rende possibile la distinzione di due 
tipi di polarizzazione: la polarizzazione per deformazione e la polarizzazione per orientamento.  
 
13
 Nel momento in cui un campo esterno separa spazialmente il nucleo dalla nuvola elettronica di un atomo, da 
un oggetto neutro si genera un dipolo, costituito da due cariche uguali in modulo ed opp oste in segno. 
In assenza di campo EM applicato le cariche elettriche non 
saranno polarizzate e la carica totale del materiale sarà nulla. 
Con l’incidenza dell’impulso EM sul materiale, le cariche 
risulteranno fisicamente dislocate in relazione alla loro 
posizione originaria. La separazione di cariche genera un 
momento di dipolo (energia immagazzinata). 
Le particelle sottoposte al campo, al procedere dell’ impulso 
EM, verranno polarizzate. Le cariche retrostanti l’impulso 
rilasceranno l’energia immagazzinata dal precedente effetto 
di polarizzazione 
  Figura 2.3 – Effetto della polarizzazione: interazione campo esterno/cariche del mezzo coinvolto 




Se nel mezzo interessato dal campo esterno sono presenti cariche libere di muoversi e 
fisicamente dotate della possibilità di interagire, il processo di polarizzazione prevede una 
dissipazione di energia sotto forma di calore, dovuta proprio all’interazione tra le particelle.  
Ne consegue l’introduzione di una componente dissipativa nel processo di polarizzazione che 
agisce fuori fase con i meccanismi di immagazzinamento e rilascio energetico.  
La permettività viene dunque comunemente descritta come una quantità complessa, con la 
componente reale (  ) rappresentante i meccanismi di immagazzinamento e rilascio istantaneo 
di energia ed una componente immaginaria (   ) rappresentante l’energia dissipata : 
      
       
        
Entrambe le componenti sono tipicamente dipendenti dalla frequenza. Tale dipendenza, in un 
processo di polarizzazione, è un manifesto del fenomeno di rilassamento, dove i meccanismi 
di separazione di carica (tempo-dipendenti) avvengono a differenti velocità rispetto alle 
variazioni del campo elettrico applicato.  
La risposta temporale di questi processi è descritta dal tempo di rilassamento, legato a sua 
volta alla frequenza di rilassamento: applicando al dato materiale un campo avente frequenza 
minore della frequenza di rilassamento, le particelle saranno in grado di reagire in fase alle 
variazioni del campo esterno; viceversa, al di sopra della frequenza di rilassamento, le 
variazioni del campo risulteranno troppo “rapide” per le particelle, risultando in un lag 
temporale tra le variazioni del campo ed i meccanismi di polarizzazione, i quali risulteranno 
poco sviluppati.  
Le molecole, in questa situazione, spenderanno gran parte del loro tempo “agitandosi”, 
dissipando una quantità significativa di energia sotto forma di calore a causa degli urti con le 
particelle adiacenti. 
I differenti meccanismi di polarizzazione (Maxwell-Wagner, dipolare, atomico ed elettronico) 




                                                                                                                                                                                                                       
14
 Ovvero lineare, omogeneo ed isotropo. Se il materiale non è omogeneo, lineare ed isotropo, allora   dipende 
da fattori come la posizione all'interno del mezzo, la temperatura o la frequenza del campo applicato.  
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Tale risposta può ricadere in due gruppi: 
1) effetti di carica confinata, legati alla risposta individuale di atomi o molecole, include 
polarizzazione dipolare, atomica ed elettronica; 
2) effetti di carica libera, relativi ai fenomeni di assorbimento di cariche ioniche libere 
presenti in acqua o in contatto alle superficie dei grani ed include gli effetti di 
polarizzazione    Maxwell-Wagner. 
In linea di massima, per il GPR, la risposta più importante è dovuta alla polarizzazione 
dipolare di cariche libere (si parla di polarizzazione per orientamento),  comune nel caso in cui 
la molecola presenta un dipolo elettrico permanente (i.e. molecola d’acqua, cristalli con difetti 
reticolari, ecc..) le altre risposte cadono generalmente al di fuori del range operativo di 




Il processo interessa particolarmente le molecole d’acqua  (classico esempio di liquido polare) 
ed è quindi un fenomeno importante e di notevole considerazione per l’ambiente georadar.  
Strettamente parlando, questo comportamento è tipico per le molecole esibenti un dipolo 
elettrico che sono libere di ruotare ( “free” water) non costrette per cui a mantenere una 
Figura 2.4 – Meccanis mi di polarizzazione per un mezzo d ielettrico dissipativo.  Si noti come il grado di 
polarizzazione (componente reale) si riduce quando l’ oscillazione del campo è più rapida della velocità d i 





determinata posizione, assunta in seguito a fenomeni di natura elettrostatica tra queste e il 
materiale circostante ( “bound” water). 
 
Materiali dipolari semplici: acqua “libera”  
Liquidi polari possono essere immaginati come un insieme di molecole isolate con momento 
di dipolo individuale. In assenza di un campo elettrico, questi dipoli cambieranno casualmente 
orientazione per azione dell’agitazione termica delle molecole vicine, risultando in uno stato 
di equilibrio con densità netta di polarizzazione uguale a zero.  
Quando un campo elettrico è applicato, un momento torcente orienterà i dipoli in direzione 
parallela alla direzione del campo applicato. L’agitazione termica, l’inerzia molecolare e la 
resistenza alla rottura offerta dai deboli legami a idrogeno (forze di van der Waals), 
ritarderanno il raggiungimento di una polarizzazione netta estesa a tutto il materiale.  
Quando invece il campo è rimosso, le orientazioni forzate dei dipoli si “rilasseranno” 
determinando così il passaggio da uno stato ad alta energia ad uno stato di equilibrio, 
energeticamente minore.  
Come accennato in precedenza, questi fenomeni agiscono in fase o fuori fase in relazione alla 
frequenza del campo applicato. In generale, come mostrato in figura 2.5, si può assumere che 
all’aumentare della frequenza del campo, meno energia è trasferita alle molecole in quanto i 
processi di polarizzazione saranno sottosviluppati e quindi il valore reale della permettività 
subirà un decremento; inoltre le molecole spenderanno gran parte del loro tempo cercando di 
allinearsi alla rapide variazioni del campo; ciò si traduce in un movimento “isterico” delle 
particelle e dunque in una successione di urti tra esse e/o con le particelle costituenti la 
matrice. 
L’energia verrà dissipata sotto forma di calore e la componente immaginaria della 
permettività mostrerà un graduale innalzamento fino al raggiungimento di un valo re di picco 
ad una determinata frequenza (le perdite energetiche risulteranno essere massime in 





A frequenze ancora maggiori, le variazioni del campo risulteranno troppo veloci per 
consentire un riorientamento molecolare determinando uno stato di polarizzazione nulla (la 
componente reale tenderà a zero). Entrambe le componenti si stabilizzeranno ad un valore 
detto valore molecolare ottico.  
Questo fenomeno è stato descritto da Debye (1929), studiando il comportamento della 
permettività di una soluzione di molecole polari diluite in un liquido non polare. 
Misure di laboratorio15 (Kaatze, 2000; Arkhipov, 2002) dimostrano che per l’acqua pura, a 25 
   la risposta della permettività è governata da frequenza di picco 19 GHz o tempo di 
rilassamento                ,      ,       .  
Esiste inoltre una forte dipendenza tra permettività e temperatura. In linea di massima si trova 
che lo spettro di permettività, all’aumentare della temperatura, presenterà un valore di picco a 
frequenze minori (Daniels, 2004).  
Ad esempio, per l’acqua a 0   e non ancora allo stato solido, il valore di permettività statica è 
circa 88 e la frequenza critica si riduce a 9 GHz (King and Smith, 1981).  
L’acqua allo stato solido previene i fenomeni di polarizzazione in quanto le molecole non 
sono più in grado di ruotare liberamente ma rimangono vincolate a formare reticoli cristallini. 
I processi dissipativi ricadono nel range dei kilohertz, rendendo le perdite GPR insignificanti 
(Arcone and Delaney,1984; Delaney and Arcone, 1984).  Questa è la ragione per cui il GPR 
funziona molto bene nel ghiaccio raggiungendo penetrazioni elevate (Arcone, 2002).  
                                                                 
15
 Con   e   rappresentanti rispettivamente la permettività statica (very low frequency of permittivity) e la 
permettività ottica (very high frequency value of permittivity). I valori riportati nelle tabelle sono riferiti  a    in 
quanto più facili  da misurare. 
Figura 2.5 – Spettro della permettiv ità dell’acqua pura e non confinata a temperatura ambiente (Jol, Ground 
Penetrating Radar theory and application , 2009).  
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Può essere assunto che la presenza di ghiaccio nel suolo influenzerà la permettività dell’intero 
corpo roccioso, la quale risulterà essere costante e non dipendente dalla frequenza, 
impostandosi ad un valore approssimativo di 3-5, sempre in riferimento alla permettività 
statica; le perdite relative al segnale GPR saranno insignificanti (King and Smith, 1981).  
 
Acqua confinata 
La classica risposta di rilassamento dipolare dell’acqua è appropriata per volumi di acqua 
“libera” (ad esempio l’acqua saturante i pori, distante abbastanza dalle pareti dei granuli 
costituenti la matrice, da non sentire le forze di attrazione elettrostatiche). Nei suoli e nelle 
rocce, una porzione di acqua intergranulare risente di queste forze attrattive generanti una 
sottile pellicola di acqua adsorbita con rotazione molecolare ristretta (Saarenketo, 1998).  
Questo fenomeno porta il valore di picco a frequenze molto più basse rispetto a quello relativo 
dell’acqua libera. 
È stato osservato che per suoli, argille o rocce,  lo spettro di permettività è altamente sensibile 
alla presenza acqua confinata (Hoekstra and Doyle, 1971; Dobson et al., 1985; Hallikainen et 
al., 1985, Fam and Dusseault, 1988; Friedman, 1988; Escorihuela et al., 2007), e dipende dal 
grado di saturazione, forma e distribuzione dei granuli della fase mineralogica, percentuale di 
vuoti e conduttività ionica. 
In generale, comunque, si può assumere che per le frequenze operative di un GPR, in suoli 
anidri e con scarso contenuto di argilla, il valore di picco della frequenza di rilassamento sarà 
shiftata a frequenze minori (<200 MHz). 
Bassi contenuti d’argilla producono alte variazioni di permettività.  
 
2.3.2  Conduttività elettrica 
     La conduttività elettrica [S/m] quantifica la capacità di movimento elettronico (o di 
trasporto di carica) caratterizzante un materiale soggetto ad un campo esterno.  
Nei metalli queste cariche sono legate agli elettroni liberi degli atomici metallici mentre nei 
fluidi esse sono rappresentate da cationi ed anioni disciolti (es.                 
  ); il 
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movimento di tali cariche da vita ad una corrente di conduzione elettrica nel primo caso ed 
elettrolitica nel secondo. 
La corrente elettrolitica è il processo dominante nel sottosuolo in mezzi porosi ed è descritta 
dalla legge di Archie: 
                          
Dove 
                 
           
              
                     
            
                                     
                                  
In seguito al movimento le cariche collideranno tra loro, con la conseguente dissipazione 
energetica sotto forma di calore (figura 2.6). 
 
 
Figura 2.6 – Dissipazione energetica dell’onda incidente (Jol, Ground Penetrating Radar 
theory and application, 2009).  
 
Nel movimento le particelle cariche collidono/interagiscono e 
convertono parte dell’energia in calore, con una risultante perdita 
energetica. 
In assenza di campo EM applicato le particelle ioniche libere sono 
statiche e non interagiscono. 
Con la propagazione dell’impulso EM, l’energia è trasferita alle 
cariche ioniche che rapidamente accelerano in corrispondenza della 
parte crescente dell’impulso.  
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Il GPR può essere efficace al di sotto della falda nel caso in cui la concentrazione dei sali 
disciolti, e quindi la conducibilità del fluido, risulti bassa.  
Nello specifico, la conducibilità elettrica dell’acqua è determinata dall’approssimazione di Mc 
Neil: 
      
 
    
             
con: 
TDS = total dissolved solids [ppm]. 
Anche questo fenomeno è governato dalla frequenza.  A basse frequenze GPR la risposta delle 
cariche è istantanea e la corrente di conduzione prodotta appare in fase con il campo elettrico 
applicato  (Turner e Siggins, 1994); in questo caso la conduttività può essere rappresentata da 
una componente reale (statica, σs) che è quella comunemente riportata in letteratura.  
In condizioni di alte frequenze, l’effetto d’inerzia delle particelle (in maggior misura per 
anioni e cationi “pesanti” ) produce un ritardo e la corrente viene ad essere fuori fase con le 
variazioni del campo esterno: entra dunque in gioco la componente immaginaria di σ che 
tipicamente aumenta all’incrementare della frequenza.  
La componente sopra descritta e spesso considerata piccola o trascurabile per le frequenze 
normalmente in uso con il georadar (Turner and Siggins, 1994) ed è comunemente ignorata. 
Sussiste inoltre una relazione tra conduttività e componente immaginaria della permettività: 





2.3.3  Permeabilità magnetica 
    La permeabilità magnetica è essenzialmente l’equivalente magnetico della permeabilità 
elettrica e misura l’energia di campo magnetico immagazzinata e persa a seguito di una 
magnetizzazione indotta. 
In molte circostanze, gli effetti magnetici dei materiali (diamagnetici, paramagnet ici,..) hanno 
piccoli effetti sulla propagazione delle onde GPR (Olhoeft,1998) e la loro permeabilità 
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magnetica è spesso semplificata al valore della permeabilità magnetica del vuoto (   1.26 
        ). 
Ad ogni modo, minerali ferromagnetici (ferro, nickel e loro ossidi/solfuri) possono però avere 
rilevanti effetti sulla propagazione dell’onda e attenuazione del segnale con meccanismi legati 
allo sviluppo e riorientazione del momento magnetico di spin elettronico e la redistribuzione 
dei domini magnetici (Von Hippel,1954; Olhoeft,1998). 
Comunemente, la presenza di minerali ferromagnetici in materiali naturali è considerata non 
importante (<2%), ma un apprezzabile quantità di magnetite, maghemite ed ematite può 
ritrovarsi in rocce ignee e/o in suoli ricchi in ferro, generando effetti dissipativi simili a quelli 
prodotti dalla permettività (Olhoeft and Capron,1993,Cassidy,2008).  
Come per la permettività, la permeabilità magnetica è dipendente dalla frequenza con una 
parte reale rappresentante gli effetti di accumulo e rilascio energetico ed una parte 
immaginaria rappresentante gli effetti di perdita (Cassidy,2008), dipendenti quest’ultimi 
soprattutto dalla presenza in percentuale di materiali magneticamente dissipativi.  
Per la maggior parte dei materiali geologici (ad esclusione dei ferromagnetici) il valore di μ 
solitamente approssimato al valore di μ0 (e dunque μr ≈ 1) . 
 
2.4  Propagazione delle onde elettromagnetiche  
     Le grandezze definite nel paragrafo 2.2 si riferivano ad una condizione di propagazione 
ideale. In realtà, considerando la propagazione attraverso un mezzo dissipativo, k risulterà 
essere un numero complesso.  
Risolvendo l’equazione 2.1, esplicitando il numero d’onda, troviamo: 
                          
 
 
Con     , noto come tangente di perdita, rappresentante la capacità di un materiale di perdere 
energia (figura 2.7) definita dalla relazione: 
     












I parametri   e   indicano rispettivamente il termine di attenuazione e la costante di fase ed 
entrambe dipendono dalla frequenza e dalle proprietà del mezzo (       ), nello specifico: 
     
   
 
              
     
   
 
              
L’equazione 2.1, può essere riscritta quindi nella forma :  
         
             
La prima funzione esponenziale riguarda il fattore di attenuazione mentre la seconda funzione 
esponenziale rappresenta il termine di propagazione.  
Dalla prima funzione esponenziale può essere visto che ad una distanza       
l’attenuazione è    . Questa distanza è conosciuta come skin depth e fornisce un indicazione 
della profondità di penetrazione di un sistema radar. 





   




Per avere apprezzabili effetti sulla velocità di propagazione      deve comunque essere 









2.5  Fenomeni di attenuazione dell’onda elettromagnetica 
     L’utilizzo delle onde elettromagnetiche come strumento d'indagine nei suoli è limitato 
dalla profondità di penetrazione all’interno del suolo stesso.  
Questo limite, quantificato in termini di profondità massima di esplorazione, non è dovuto  
solo alle potenzialità dello strumento ma è governata in primo luogo dalla dissipazione di 
energia nel terreno. 
I parametri elettromagnetici permettono di quantificare la costante di attenuazione ( ) del 
segnale GPR attraversante un mezzo: 




    
    
             
L’inverso di α definisce la skindepth, stima della profondità alla quale l’ampiezza di un 
segnale elettromagnetico è ridotto di     o del 37%. 
L’attenuazione di un segnale GPR può anche essere definita mediante la tangente di perdita o 
loss factor (            ): 
    
    
 
                
   
             
La costante di attenuazione è inoltre legata al fattore di attenuazione, corrispondente alla 
misura della decrescita dell’ampiezza dell’onda elettromagnetica propagatasi ad una certa 
distanza z all’interno del mezzo:  
       
    
 








Per materiali con basse perdite energetiche la costante di attenuazione è indipendente dalla 
frequenza. 
Una panoramica dei valori medi di attenuazione tipica dei materiali, ad una frequenza di     
100 MHz, è mostrata in tabella 2.4. 
Tabella 2.4 
Material       
  
 
     
 
  




Air 1 0 0.30 0 
Distilled water 80 0.01 0.033        
Fresh water 80 0.5 0.033 0.1 
Salt water 80       0.001 1000 
Dry sand 3 – 5 0.01 0.15 0.01 
Satured sand 20 – 30 0.1 – 1.0 0.06 0.03 – 0.3 
Limestone 4 – 8 0.5 – 2 0.12 0.4 – 1 
Shale 5 – 15 1 – 100 0.09 1 – 100 
Silt 5 – 30 1 – 100 0.07 1 – 100 
Clay 5 – 40 2 – 1000 0.06 1 – 300 
Granite 4 – 6 0.01 – 1 0.13 0.01 – 1 
Dried salt 5 – 6 0.01 – 1 0.13 0.01 – 1 
Ice 3 – 4 0.01 0.16 0.01 
 
Assumendo un mezzo con resistività infinita (       ) è possibile riscontrare differenti 
situazioni: 
1) La parte immaginaria della permettività è nulla (dielettrico perfetto)  
      
    
Di conseguenza l’attenuazione sarà nulla e le onde EM saranno affette solo da 





2) La parte immaginaria della permettività è piccola ma non trascurabile (non perfettamente 
dielettrico) 
       
       
   
   
 
L’attenuazione non sarà nulla ma proporzionale a    : l’onda subirà un decadimento 
d’ampiezza sia per decadimento che per divergenza sferica. 
Nelle applicazioni GPR si considera di lavorare tipicamente in mezzi a bassa conduttività e 
parte immaginaria della permettività trascurabile: 
             
       
 
    
 
Come risultato il segnale risulterà soggetto ad assorbimento in questo caso proporzionale a  . 
In conclusione,     e  determinano i principali fenomeni di assorbimento.  
Dall’espressione trovata per   si nota che in entrambi i casi l’attenuazione è proporzionale 
alla frequenza dunque per alte frequenze l’onda EM avrà una bassa penetrazione in materiali 
dispersivi quali materiali non perfettamente dielettrici o scarsamente conduttivi.  
Per materiali altamente conduttivi l’assorbimento potrebbe essere così alto da causare 
un’assenza di penetrazione del segnale radar.   
Altri fenomeni di attenuazione concorrono a diminuire l’ampiezza dell’onda incidente nel suo 
tragitto e possono essere così schematizzati: 
1) Attenuazione per propagazione: spreading geometrico e scattering 
2) Attenuazione per propagazione in mezzi multi layers 
3) Perdite di natura strumentale 
 
2.5.1  Attenuazione per propagazione: spreading e scattering 
     La propagazione di un’onda elettromagnetica comporta una distribuzione di energia 
secondo fronti d’onda sferici. 
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Conseguenza di quanto sopra detto è una diminuzione energetica causata puramente da fattori 
geometrici: l’energia dell’onda viene infatti distribuita, con il procedere de lla propagazione, 
su un’area (fronte d’onda) sempre maggiore.  
Se il mezzo è omogeneo, la densità d'energia decresce inversamente al quadrato della distanza 
(     , dove r è la distanza dalla sorgente) e l’ampiezza del segnale decresce 
proporzionalmente all’inverso della distanza.  
Nel caso in cui il mezzo risulti essere invece anisotropo, la divergenza non è uniforme e 
l’energia può decadere in modo più o meno rapido.  
Prendendo in considerazione la composizione granulometrica del suolo, questo è, nei casi 
reali, indubbiamente costituito da materiali più o meno grossolani. 
L’interazione di un fronte d’onda, incidente su una particella di piccola scala, decreta una 
dispersione dell’energia dovuta a scattering (figura 2.9).  
 
Il coefficiente di attenuazione per scattering (  ) fornisce una misura dell’attenuazione 
dell’onda dovuta a tale fenomeno e dipende dalla quantità di elementi scatteratori per unità di 
volume (N) e della loro dimensione spaziale (A):  
          
L’ampiezza dell’onda, tenendo in considerazione l’attenuazione per scattering, diventa così:  
       
     
 
 
Figura 2.9 – Fenomeno di scattering interessante il segnale: dispersione dell’energia in più direzioni 
(Jol, Ground Penatreating Radar theory and application , 2009). 
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2.5.2  Perdite per trasmissioni in mezzi multistrato 
     Il metodo GPR consiste nella trasmissione e ricezione di segnali percorrenti, parte del loro 
tragitto, l’interno di un mezzo eterogeneo e stratificato.  
Assumendo per semplicità un modello del sottosuolo costituito da confini piano-paralleli tra i 
diversi strati, possiamo qualitativamente vedere come si comporterà l’onda in corrispondenza 
di tali interfacce (figura 2.10): 
 
La relazione che lega l’energia dell’onda incidente (I), trasmessa (T) e riflessa (R), è data 
dall’equazione:  
          
Dividendo entrambi i membri per I: 
 
      
I coefficienti R e T, adimensionali, prendono il nome di  coefficienti di riflessione e 
trasmissione. 
Il problema si differenzia in relazione alla polarizzazione della per turbazione (Mencuccini & 
Silvestrini, Elettromagnetismo-ottica, 1988). 
Viene definita incidenza parallela (TM) il caso in cui l’onda EM presenta il vettore campo 
elettrico contenuto nel piano d’incidenza; se il campo elettrico è invece normale al piano 
d’incidenza si parlerà d’incidenza perpendicolare (TE). 
I coefficienti di riflessione     ed     rappresentano l’energia riflessa nel caso d’incidenza 
del campo elettrico parallela e perpendicolare al piano d’incidenza e sono funzione 
dell’angolo d’incidenza   . 
Figura 2.10 - Onda elettromagnetica incidente sull'interfaccia tra 
due mezzi con indici di rifrazione n1 e n2. Parte dell’onda viene 
riflessa come raggio OQ e parte viene rifratta seguendo la 
traiettoria OS. L’angolo di incidenza    è equivalente all’angolo  
di riflessione, l’angolo di rifrazione è   . La relazione che 
sussiste tra l’angolo di riflessione e rifrazione è dettata dalla 




L’energia non riflessa viene trasmessa, si definiscono così, in corrispondenza a     ed    , i 
due coefficienti di trasmissione     ed    . 
Per il principio di conservazione dell’energia:  
          
          
Considerando un’onda EM incidente su una superficie separante due mezzi dalle differenti 
proprietà elettromagnetiche, con piano d’oscillazione del campo elettrico parallelo al piano 
d’incidenza (    dunque perpendicolare al piano d’incidenza), si ha una polarizzazione 
denominata polarizzazione TM  (transverse magnetic) o EH mode. 
Nel caso in cui la componente elettrica è invece perpendicolare al piano d’incidenza si ha per 
contro una polarizzazione definita polarizzazione TE (transverse electric) o EV mode. 
È interessante analizzare ora la diversità dei due coefficienti     e     (figura 2.12). 
Entrambi i coefficienti, per incidenze tangenziali alla superficie (  
 
 
), tendono ad 1 ed il 
segnale viene dunque totalmente riflesso mentre, per incidenze normali (   ), i due 
coefficienti risulteranno essere uguali a: 
   
      
      
         
   
      
 
con Z impedenza d’onda elettromagnetica, definita come: 
   
    
      
            
La maggiore diversità è data dalla possibilità del solo coefficiente parallelo di assumere il 
valore nullo, producendo così la totale trasmissione, per      , con: 
      









Nel caso in cui       la componente parallela è totalmente trasmessa e il raggio riflesso è 
polarizzato TE. 
Questo angolo prende il nome di angolo di Brewster ed il fenomeno ad esso associato è 
definito rifrazione totale. 
L’equazione di Brewster mostra l’esistenza di un angolo sopra il quale non si verifica alcuna 
riflessione e si hanno solo onde rifratte.  
Nel caso in cui       e per un angolo d’incidenza maggiore di un certo valore (noto come 
angolo critico) tutta la radiazione elettromagnetica viene riflessa e          ; si ha così 
una riflessione totale. 
In generale, affinché si possa generare una riflessione, è necessario avere un contrasto 
principalmente  in       (in quanto   è assunto non variabile) tra due differenti materiali.  
In relazione ai valori di      , alcuni materiali sono sostanzialmente trasparenti alle onde 
radar, mentre altri materiali assorbono o riflettono una grande frazione della radiazione e 
questo contrasto viene misurato dalla strumentazione del GPR.  
 
 
Figura 2.12 – Rappresentazione del coefficiente di riflessione per entrambe le tipologie di polarizzazione 
(interfaccia aria/acqua). L’ampiezza del segnale riflesso dipende dalla polarità e dall’angolo d’incidenza 
della radiazione (Wikipedia). N.B. Rs ed Rp indicano rispettivamente RTE ed RTM . 
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Considerando nuovamente le tre differenti situazioni esposte nel paragrafo 2.5, si ha: 
1)            
    
 
  
      
2)             
    
  
  
     
   
   
      
3)               
    
  
  
     
 
    
       
Il coefficiente di riflessione R, assumerà dunque valori positivi quando        ovvero 
quando       e valori negativi nel caso opposto. 
 
2.5.3  Perdite di natura strumentale 
     Altre perdite energetiche interessanti il segnale generato sono strettamente di carattere 
strumentale: 
1) Perdite per il misfit tra le antenne. 
2) Perdite di accoppiamento (coupling effects) antenna – terreno, nel caso di segnale 
trasmesso e ricevuto. 
Appare dunque chiaro che la potenza del segnale ricevuto sarà pari ad una porzione 
infinitesima di quella generata; ciò impone l’utilizzo di strumentazioni sofisticate e 
un’accurata acquisizione in campagna per limitare l’introduzione di quella componente 
rumorosa occultante l’informazione ricevuta dal segnale stesso.  
Davis e Annan (1999) considerano tutti i possibili fattori d’attenuazione di un segnale radar 
trasmesso nel terreno, riassunti attraverso il fattore di performance (Q).  
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Il fattore Q indica la misura, espressa in dB, del rapporto tra la potenza del segnale sorgente e 
la potenza del segnale ricevuto ed è un parametro fondamentale usato per caratterizzare un 
sistema radar. 
 
           
             










La somma di tutte le perdite 
energetiche non deve superare il 
fattore di performance, pena la 




Il sistema GPR, acquisizione e visualizzazione del dato 
 
3.1 Il sistema GPR  
     Un sistema GPR è concettualmente semplice, l’obiettivo consiste nel misurare l’ampiezza 
di un campo, rispetto al tempo, dopo un’eccitazione.  
Le componenti elettroniche di un GPR che controllano l’operatività del sistema sono: 
 
Timing Unit 
Rappresenta il cuore del sistema il cui compito è controllare la trasmissione degli impulsi al 
trasmitter e la ricezine dei segnali al receiver. 
Transmitter  
Genera un impulso a corto periodo ed alto voltaggio che verrà trasformato, amplificato ed 
irradiato dall’antenna trasmittente (TX) nel sottosuolo secondo la direzione di investigazione.  
Receiver  
L’energia elettromagnetica che è stata registrata dall’antenna ricevente (RX) dopo i fenomeni 
di trasmissione e riflessione, viene mandata al receiver, filtrata e in seguito convertita in un 
dato numerico (conversione A/D).  
 
3.2 Acquisizione dati: settaggio preliminare 
     Affinchè un indagine GPR risulti efficace è necessaria un’attenta analisi del target e delle 
condizioni del suolo su cui si andrà ad operare. Il risultato dell’indagine dipenderà dalla 
profondità, geometria e dal contrasto delle proprietà elettromagnetiche tra il target e il 
materiale circostante. Risulta dunque importante l’attenta analisi di queste condizioni e il 
successivo settaggio strumentale consentirà di ottimizzare l’indagine in corso.      
L’esito di un’indagine dipende dal corretto uso di fattori strumentali e non, alcuni dei quali 
qui esposti: risoluzione, larghezza di banda, campionamento e time window. 
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Risoluzione di un GPR 
La risoluzione esprime il limite d’incertezza nel determinare la posizione e gli attributi 
geometrici (dimensione, forma e spessore) di un determinato oggetto. 
Consideriamo un sistema in grado di generare e ricevere un impulso. 
L’arrivo di più echi non avviene in modo univoco, essi possono infatti arrivare 
simultaneamente, parzialmente sovrapposti o separati nel tempo  
Nel caso in cui il responso presenti due echi, è dunque di fondamentale importanza stimare la 
distanza temporale minima necessaria affinché questi possano essere considerati come due 
eventi distinti e non come un unico evento frutto dell’interazione dei due impulsi.  
Chiaramente, due impulsi coincidenti nel tempo daranno luogo ad un unico evento avente 
ampiezza pari alla sovrapposizione dei due; appare comunque necessario analizzare situazioni 
più generali. 
La figura 3.1 mostra due impulsi caratterizzati da larghezza a mezza altezza (W). Due impulsi, 
secondo un’opinione largamente accettata, potranno essere considerati come due singoli 
eventi se separati da una distanza maggiore o uguale a W/2. 





Figura 3.1 – Coppia di impulsi caratterizzat i da larghezza a mezz’altezza W. (a) Impulsi chiaramente 
separati quando T >> W; (b)  Impulsi parzialmente sovrapposti ma ancora distinguibili per T ≈ W; (c) 





Il concetto di separazione temporale degli impulsi può essere approfondito alla luce di quanto 
dettato dalla teoria riguardante la sismica a riflessione. Secondo quest’ultima, due risultano 




La prima è relativa alla capacità di determinare la posizione di più oggetti riflettori lungo la 
verticale al piano di survey, ed è detta risoluzione verticale (figura 3.3), funzione, in termini 
generici, delle caratteristiche impulsive dell’onda sorgente.  
   
 
La risoluzione verticale è quindi funzione della frequenza, nello specifico, a frequenze 
nominali (o centrali) maggiori corrisponderanno risoluzioni migliori.  
 
Figura 3.2 – Risoluzione laterale (Δl) e verticale (Δr) d i un sistema radar (Jol, Ground Penetrating Radar 
theory and application, 2009) . 
Figura 3.3 – Risoluzione verticale ed equazioni ad essa relative. Affinchè i due oggetti possano essere 
registrati come eventi distinti  la loro distanza (Z) deve essere maggiore d i  λ/4 ( Ribolin i, Geomorfologia 
radar, 2011). 
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La figura 3.4, rappresentante due  A-scan16 ottenute nella medesima indagine con l’uso di 




Il mezzo indagato generalmente agisce come una sorta di filtro passa basso, modificando lo 
spettro del segnale sorgente trasmesso nel terreno.  
Considerando F come la frequenza centrale della banda di frequenza emessa dall’antenna, alla 
luce di quanto appena detto, la frequenza centrale di ritorno recepita dall’antenna ricevente 
sarà dunque sicuramente minore di quella trasmessa; ciò si traduce in un allargamento del 
segnale nel dominio temporale a scapito della risoluzione (figura 3.5). 
                                                                 
16
 Rappresentazione di una singola forma d’onda, funzione soltanto della profondità (asse z). Altre 
rappresentazioni, es. tipo B-scan, vengono solitamente util izzate per visualizzare più forme d’onda. Queste 
sono quindi funzioni di  x e di z.  
Figura 3.4 – Sopra: A-scan post acquisizione 100 MHZ, sotto: A-scan post acquisizione 750 MHz. Si 
noti, inoltre, come le ampiezze siano maggiormente attenuate utilizzando sistemi con frequenze 






Analogamente, l’effetto di riduzione della banda per propagazione del segnale può essere 
visualizzato nel dominio dei tempi (figura 3.6). 
Figura 3.5 – Effetto del filtro terreno sulle frequenze di ritorno e relat ivi radargrammi (Neal, GPR and its use in 









Figura 3.6 – La perd ita delle alte frequenze, e dunque una riduzione della banda, comporta un allargamento 
temporale dell’ondina e quindi una minore risoluzione verticale in profondità (Daniels, Ground Penetrating 




Risulta quindi chiaro che il potere risolutivo del segnale trasmesso decresce in qualità con 
l’evolversi della propagazione (figura 3.7).  
 
 
Di conseguenza, stime di risoluzione verticale più realistiche sono ottenute utilizzando la 
frequenza centrale di ritorno.  
Secondo una regola empirica la risoluzione verticale, o meglio, la migliore ottenibile, è pari a 
λ/4 (lunghezza d’onda riferita alla frequenza nominale dell’antenna).  
Seconda definizione è quella di risoluzione orizzontale, legata alla capacità di distinguere, 
come oggetti separati, due targets spazialmente vicini. 
La risoluzione orizzontale è governata dalla lunghezza d’onda della sorgente immessa (λ), 
definita dal rapporto: 
   
 
 
            
Poiché ogni antenna trasmette in un range di frequenze e le alte frequenze, con il propagarsi 
dell’onda, sono attenuate maggiormente rispetto alle basse, la λ ricevuta risulterà mediamente 
più grande.  
Figura 3.7 – Riduzione del potere risolutivo del segnale in funzione della propagazione (Daniels, 




La risoluzione orizzontale, considerando ancora una volta le assunzioni derivanti dalla 
sismica a riflessione, è  governata dal raggio della prima zona di Fresnel. 
Questa costituisce la zona all’interno della quale due riflettori adiacenti risultano 
indistinguibili poiché le riflessioni interferiranno costruttivamente a formare una singola 




La zona di Fresnel a  sua volta è funzione di λ e della profondità del particolare riflettore; 
nello specifico, la profondità occupa un ruolo importante dal momento che l’energia irradiata 
si espande lateralmente man mano che l’onda si propaga verso il basso (con un 
Figura 3.8 – (a) Le onde elettromagnetiche si propagano attraverso il terreno descrivendo un cono 
divergente con la propagazione. (b) Ampiezza d’interferenza costruttiva degli impulsi all’interno della zona 
di Fresnel. (c) Relazione frequenza/raggio della p rima zona di Fresnel (Emery e Myers, modificata, 1996).  
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consequenziale aumento della larghezza della zona di Fresnel), ne consegue che la risoluzione 
orizzontale decresce all’incrementare della profondità (figura 3.9). 
  
 
A parità di profondità, in termini di dipendenza dalla frequenza, maggiore sarà la frequenza 
(minore sarà λ) migliore risulterà essere la risoluzione orizzontale.  
L’energia irradiata dall’antenna all’interno del terreno illumina esclusivamente una 
determinata area stabilendo così una “impronta d’illuminazione” detta footprint. 
L’effetto del footprint sulla risoluzione può essere visto in figura 3.10, in cui è evidenziata la 
proiezione dell’energia nel terreno ad una determinata distanza. Si noti come la risoluzione 
planare degradi all’aumentare della profondità D.  
 
 
      
 
 






    






   
  
 
           
   
  
 





Figura 3.9 – Zona di Fresnel in relazione alla profondità, 
l’equazioni a lato descrivono le relazioni esistenti tra la  velocità 
dell’onda (V), la profondità (z) e la frequenza centrale (F) (Ribolin i, 






Frequenza nominale e larghezza di banda 
La frequenza operativa di un georadar non è definita dalla larghezza di banda (B) ma dalla 
frequenza nominale di quest’ultima. 
I segnali GPR sono caratterizzati dal rapporto fra le due grandezze sopra indicate: 
        
L’obiettivo sta nel massimizzare B e minimizzare F, limitando praticamente R ad un valore 
circa unitario (ad esempio, F = 100 MHz, B = 50 ÷ 150 MHz). 
La durata temporale dell’impulso trasmesso varia inversamente con la larghezza di banda, 
questa è a sua volta legata alla risoluzione verticale (Δr) dalla relazione: 
          
 
 
Figura 3.10 – Dipendenza del footprint dalla frequenza centrale del segnale trasmesso, 
profondità del riflettore e costante dielettrica del mezzo (Conyers, Goodman e Annan, 2002).  
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La scelta della frequenza da utilizzare in un’indagine è molto importante poiché molti fattori 
sono intimamente legati a questa decisione: 
1) Dimensioni dell’antenna, crescenti al diminuire della frequenza utilizzata.  
2) Risoluzione, alte frequenze assicurano risoluzioni migliori.  
3) Effetti di scattering, aumentano al crescere della frequenza in uso.  
4) Penetrazione, in generale aumenta al diminuire della frequenza in uso  
Si giunge così ad una situazione ambigua: l’uso di frequenze maggiori comporterà sì una 
migliore risoluzione ma al tempo stesso una minore profondità di indagine. 
Al giorno d’oggi molti sistemi commerciali utilizzano frequenze comprese in un range                    
25 MHz – 1 GHz. Nella tabella 3.1 vengono riportati alcuni valori di frequenza con una stima 
approssimata della penetrazione attesa, in condizione di propagazione favorevole. 
Ne consegue che, in un’indagine GPR, occorre scendere a compromessi tra risoluzione 
cercata e profondità investigata; il tutto dipende chiaramente, in primo luogo, dalle condizioni 
dell’area in cui si opera e dagli obiettivi dell’indagine.  
Tabella 3.1 









 Time window 
Occorre prestare notevole attenzione nel settare la durata desiderata della traccia registrata.  
Tale durata è determinata dall’impostazione della finestra temporale, rappresentante il tempo 
d’apertura di acquisizione del segnale.  
Il calcolo di quest’ultima richiede la conoscenza, almeno approssimativa, della profondità del 
bersaglio; rapportando la profondità alla velocità più bassa tra quelle degli strati coinvolti si 
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ottiene quindi un valore temporale il quale, considerando un contesto di TWT, deve essere 
almeno raddoppiato. 
Si osserva come non sia opportuno aumentare in modo esagerato la time window poiché in tal 
caso si rischia di introdurre una notevole quantità di rumore. 
 
Criteri di campionamento  
Il segnale GPR, essendo una funzione dello spazio e del tempo, deve essere campionato prima 
di un’eventuale registrazione; il design del survey deve dunque considerare i principi 
fondamentali del campionamento al fine di evitare fenomeni d’alias. 
La frequenza di campionamento deve essere scelta in relazione alla frequenza più alta emessa 
dal sistema GPR. La massima frequenza correttamente campionabile, detta frequenza di 
Nyquist   , è pari a: 





   
 
Nel caso in cui il segnale da campionare è provvisto di banda limitata (B), è possibile trovare 
una condizione che garantisce assenza di aliasing: 
       
               
Se il passo di campionamento non è sufficientemente piccolo si ha sovrapposizione degli 
spettri, con ribaltamento all’indietro (folding back) delle frequenze maggiori della frequenza 
di Nyquist e la comparsa di frequenze apparenti (foldover distorsion) pari a: 
            
Per evitare l’alias, se non è possibile aumentare la frequenza di campionamento, è comunque 
possibile operare con un filtro la cui frequenza di taglio è pari a   . 
Il teorema di Nyquist ha anche una valenza spaziale. Esso impone che la distanza lungo il 
profilo (along line) e tra profili (across line) non superi un quarto della lunghezza d’onda 
minima      , associata alla frequenza massima (          ) del segnale: 
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Nel caso in cui tale condizione non fosse adeguatamente rispettata si incorrerebbe in una 
situazione di aliasing spaziale dei dati acquisiti: riflettori pendenti o iperboli di diffrazione 
potrebbero essere aliasate. 
La massima frequenza spaziale campionabile correttamente (  ) vale: 
    
 
   
   
Le frequenze spaziali maggiori di     appariranno come frequenze ribaltate nello spettro a 




 3.3  Visualizzazione dati: il radargramma 
     Un’indagine georadar sfrutta l’interazione che viene a scaturire tra un’onda 
elettromagnetica ed un oggetto ubicato all’interno del mezzo indagato (generalmente una data 
porzione del sottosuolo). 
La presenza di oggetti all’interno del mezzo, aventi differenti caratteristiche 
elettromagnetiche, e la loro interazione con l’onda incidente favorirà fenomeni di scattering 
Figura 3.11 - Maglia regolare di dati. Ogni circo lo corrisponde ad una traccia; le linee tratteggiate 
rappresentano i profili di acquisizione, con orig ine in x = 0 (Ribolin i, Geomorfologia radar, 2011). 
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(riflessione, rifrazione, diffrazione o risonanza) provocando una variazione nella direzione di 
propagazione di quest’ultima.  
Con lo svolgimento dell’indagine lungo una determinata direzione di acquisizione vengono ad 
essere registrati diversi arrivi di onde riflesse dando luogo ad un profilo georadar (figura 
3.12) 
Le riflessioni dovute alle discontinuità caratterizzanti il sottosuolo indagato non sono 
purtroppo i soli segnali registrati. 
Nello specifico, in ambito temporale, i primi arrivi sono rappresentati dall’onda diretta in aria 
(airwave), la quale viaggia alla velocità della luce dall’antenna trasmittente alla ricevente; 
seconda a questa è l’onda diretta superficialmente (groundwave), viaggiante direttamente 








Figura 3.12 – In alto modalità d’acquisizione (common offset), in basso rappresentazione schematica 





I dati GPR, una volta acquisiti, vengono visualizzati mediante radargramma. 
Diverse sono le tipologie di visualizzazione ma la più comune è sicuramente la Wiggle 
Variable Area, rappresentante un insieme di tracce adiacenti in bianco e nero in relazione alla 
polarità dei campioni. 
A loro volta, i dati GPR possono essere visualizzati come: 
1) A-scan   
2) B-scan 
3) C-scan 
L’A-Scan è un'immagine in cui è rappresentata su un piano cartesiano x-t una singola traccia 
acquisita. 
Questo tipo di visualizzazione permette di analizzare dettagliatamente l’impulso in forma di 
wavelet rilevato al ricevitore (figura 3.14 (a) e (b)).  







In (b) è possibile notare più impulsi, i primi dei quali ben definiti intorno ai 2 e ai 5 ns. 
Il primo è rappresentato dall’ airwave, associata all’accoppiamento diretto in aria tra antenna 
trasmittente e ricevente ed è privo d’informazione.  
Il fenomeno è dovuto all’utilizzo di antenne poco direttive che inviano segnali non solo sulla 
verticale ma anche in direzioni differenti; nel caso in cui la distanza tra le due antenne 
rimanga fissa, tale impulso è sempre caratterizzato da valori di ampiezza e ritardo costanti.  
Il secondo impulso evidente è relativo alla groundwave, la quale indica una riflessione 
dall’interfaccia aria-terreno. 
Figura 3.14 – In (a) impulso trasmesso, in (b) A-scan relativa. Il sistema GPR è b istatico e sospeso (non 
accoppiato con il terreno), si noti come l’air wave replichi approssimativamente  l’impulso trasmesso. La d istanza 
antenna-terreno può essere calcolata tramite semplici passaggi matemat ici ( Lahouar, Development of Data 





È importante sottolineare come anche questa riflessione sia sempre presente: l’antenna è 
infatti sempre posta al di sopra del livello del terreno e quindi non è possibile eliminare 
l’interfaccia tra il terreno stesso e l’aria.  
Se l’altezza delle antenne da terra è costante anche tale impulso presenterà valori di ritardo 
costanti mentre, la sua ampiezza, dipenderà dalle caratteristiche del terreno.  
La frazione d’onda non riflessa dall’interfaccia aria-terreno continuerà a propagarsi in 
profondità incontrando così ulteriori discontinuità, come ad esempio il target oggetto 
dell’indagine. 
Si hanno dunque altre riflessioni, determinanti i picchi poco definiti posteriori alla 
groundwave. 
Le ampiezze di quest’ultimi sono molto più piccole rispetto ai primi due seppur essi siano 
portatori d’informazione.  
La visualizzazione A-scan in realtà è troppo semplicistica,  il segnale acquisito può essere 
infatti molto complesso. 
Nelle situazioni pratiche il sottosuolo è difficilmente isotropo, la presenza di materiali 
differenti genera effetti che tendono a sovrapporsi tra loro ed inoltre fattori di disturbo e 
rumori contribuiscono a degradare il segnale acquisito. 
 
L’estrazione di informazioni utili all’indagine del sottosuolo, analizzando una singola traccia, 
risulta dunque molto difficoltosa; è allora necessario acquisire un numero di tracce 
sufficientemente elevato ognuna associata ad una posizione diversa delle antenne poste in 
superficie.  
 
Con il termine B-Scan si intende un'immagine formata da un insieme di A-Scan e identifica 
ciò che nella pratica viene denominato radargramma, ovvero una rappresentazione in 2D delle 
discontinuità elettromagnetiche del terreno lungo l’intero profilo percorso con lo strumento in 
acquisizione. 
La B-Scan può essere presentata sia in formato classico, Wiggle Mode, sia in formato Gray 





La rappresentazione mediante B-scan permette di ottenere un’immagine con un significato 
fisico di rilievo. 
Si ricordi, infatti, come il segnale acquisito presenti valori di’ampiezza più elevati in 
corrispondenza degli echi provenienti dal sottosuolo associati alla presenza di discontinuità 
dielettriche. 
La comparsa all’interno dell’immagine di aree aventi valori elevati d’ampiezza corrisponde 
alla presenza, nel terreno, di discontinuità che possono essere indicative della presenza del 
target cercato. 
Tale analisi potrebbe essere svolta considerando anche una singola traccia ma è chiaro come 
un’analisi in dominio B-scan consenta di realizzare considerazioni più ampie e complete.  
L’immagine così ottenuta può essere vista come una pseudo sezione verticale del terreno; 
nello specifico, nel caso in cui la velocità di propagazione dell’onda sia nota, è possibile 
convertire l’asse delle ordinate dal dominio temporale al dominio spaziale. 
La combinazione di più immagini 2D, caratterizzate dal fatto di essere assoc iate a sezioni 
verticali adiacenti, consente di ottenere una rappresentazione volumetrica dell’intero 
sottosuolo investigato.  
Figura 3.15 - B-SCAN GPR post rimozione primi arriv i: a) in formato Wiggle mode. b) Formato gray tones 
(Ribolini, Geomorfologia Radar, 2011).  
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La C-Scan identifica quindi l'immagine 3D del GPR come un cubo di dati su cui è possibile 
visualizzare diversi piani; la sua costruzione avviene attraverso l’affiancamento di più profili         
B-Scan paralleli ed altri perpendicolari.  
In realtà la C-Scan non rappresenta un vero 3D, tuttavia, permette di seguire l’andamento 
spaziale delle strutture. Fattore determinate in queste proiezioni è l'interpolazione tra i 




3.4  Pattern iperbolici all’interno di un radargramma 
     Nei paragrafi precedenti sono state illustrate le caratteristiche generali delle immagini 
GPR, soffermandosi in particolar modo su quei processi mediante i quali a partire da una serie 
di singole tracce di un profilo di acquisizione è possibile generare tali immagini.  
Un particolare fenomeno caratterizzante spesso un radargramma è il pattern iperbolico. 
Occorre dunque focalizzare l’attenzione agli eventi causanti tale pattern e ciò che può 




Figura 3.16 – esempio d i C-Scan incrociato con un radargramma (Ribolini, Geomorfologia radar, 2012). 
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Configurazione monostatica con target puntiforme 
Consideriamo un semplice caso caratterizzato da un radar monostatico a contatto con il suolo 
volto all’analisi di oggetti di forma cilindrica (figura 3.17).  
Essendo le dimensioni del target inferiori alla lunghezza d’onda del segnale GPR, l’oggetto 
può essere considerato puntiforme. 
 
 
Nel caso in cui l’antenna  risulti essere ubicata sulla verticale al target, si ha: 
 p,  profondità dell’oggetto nel sottosuolo  
d, distanza target-antenna (qui coincidente con p). 
La profondità dell’oggetto dalla superficie è stimabile, noto il tempo di ritardo t1 e quello di 
invio dell’impulso t0, dall’equazione: 
  
        
 
 
        
    
 
In generale, l’antenna GPR irradia e riceve energia all’interno di un cono 3D: qualsiasi punto 
riflettore, ricadente all’interno di questo volume, verrà comunque posizionato sotto l’antenna  
(figura 3.18) 





Per contro, prendendo in considerazione l’eventualità in cui l’antenna non si trovi esattamente 
al di sopra del target, l’equazione relativa alla profondità di quest’ultimo differisce dalla 
precedente; in particolare, osservando la figura 3.17, la distanza d è maggiore della profondità 
dell’oggetto p. 
Tale profondità può comunque essere determinata tramite una semplice relazione geometrica.  
Il tempo di ritardo di ricezione dell’eco t1 – t0 è legato alla distanza d: 








La ricezione del segnale avviene con un ritardo maggiore dato il contributo dovuto allo 
spostamento orizzontale dell’antenna dx. 
Si considera a questo punto l’immagine GPR data dalla combinazione delle i-esime tracce 
acquisite composte dai j-esimi campioni.  
Nota la frequenza di campionamento (  ) e il passo di discretizzazione (Δx) supposto costante, 
una traccia qualsiasi i, corrisponde ad una distanza orizzontale xi, pari a: 
            
  
   
    
   
 
con nt indicante il numero di tracce acquisite.  
 
 
Figura 3.18  – L’insieme degli oggetti ricadenti all’interno del cono verranno posizionati in un punto 
sottostante l’antenna (Keary e Brooks, modificata, 1991).   
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Analogamente un campione j corrisponde ad un istante temporale    pari a: 
             
  
   
    
   
 
Con nc indicante il numero di campioni d’acquisizione.  
La coppia (j;i) individua quindi un preciso punto dell’immagine, corrispondente alla traccia 
acquisita in posizione xi e campionata all’istante temporale tj.  
Per ciascuna traccia è allora possibile individuare un campione    , tale valore è variabile in 
funzione della traccia considerata ed è tanto maggiore quanto maggiore è la distanza 
orizzontale dell’antenna dal target. 
Quindi, il valore    è minimo quando la traccia i considerata corrisponde al caso in cui 
l’antenna si trova esattamente al di sopra dell’oggetto rilevato.  
La traccia relativa alla distanza minore viene definita con il termine γ,    indica invece il 
campione associato alla ricezione dell’eco corrispondente:  
      
       
 
 
      
  
  




Supponendo t0 = 0, l’espressione precedente si riduce a: 
  




Si osserva che il parametro   dipende dalla profondità p, dalla frequenza fc e dalla velocità di 
propagazione dell’onda nel suolo v. Dopo aver determinato il valore di   associato alla 
specifica traccia γ, a partire da quest’ultima equazione, considerando una traccia qualsiasi i, 
con una distanza orizzontale antenna/target pari a dx e   = 0 è possibile ricavare j
2: 
      
       
 
 





   
   








L’espressione può essere riscritta come: 
             
Con b coefficiente relativo ai parametri di input caratteristici dell’indagine.  
Concludendo, la presenza nel sottosuolo di un oggetto dalle dimensioni finite porta alla 
generazione all’interno dell’immagine GPR di un’iperbole, i cui parametri sono strettamente 
legati alle caratteristiche dell’oggetto stesso oltre a quelle del mezzo investigato (figura 3.19).  
 
Considerando una traccia i, si può notare che il valore j corrispondente è determinabile una 
volta noti i parametri  , b, γ, i quali dipendono dalla distanza orizzontale dx antenna-target e 
dalla profondità p. 
L’iperbole corrispondente è data dal luogo dei punti rappresentato dall’equazione j2, come 
raffigurato in figura 3.20. 
Figura 3.19  - Esempio di iperbole d i 
diffrazione. Avendo un oggetto di 
dimensioni confrontabili con la lunghezza 
d'onda principale del segnale radar, tale 
oggetto si comporta come una sorgente 
puntiforme che riemette il segnale in tutte 
le direzion i. Queste onde sferiche 
vengono registrate dal sistema di misura e 
sono visibili nella sezione GPR nella 






È evidente la simmetria della curva rispetto all’asse i=γ, questo aspetto rispecchia uno 
scenario fisico a sua volta simmetrico.  
Gli asintoti, disegnati con linee puntinate, sono centrati nel punto [0,γ], quest’ultimi, per 
valori elevati di j, coincidono con l’iperbole. 
E’ possibile assegnare ai parametri dell’equazione dell’iperbole ( , b, γ) un preciso significato 
fisico: il parametro γ consente di determinare la posizione orizzontale dell’oggetto sepolto, x, 
rispetto all’origine del sistema di riferimento 
      
Il parametro   è strettamente legato alla profondità a cui è collocato il target e dal quale essa 
può essere calcolata; al crescere di   la profondità aumenta: 
  
   
   
 
Il parametro b è invece associato alle caratteristiche dielettriche del terreno, noto b è possibile 
calcolare la velocità media di propagazione dell’onda nel mezzo e quindi risalire alla 
corrispondente costante dielettrica: 
   
   




Figura 3.20- Pattern iperbolici p resenti all’interno di un’immagine GPR generati da un oggetto 
puntiforme in funzione della profondità del target, dell’offset assunto e della velocità di propagazione 
caratteristica di ogni mezzo investigato. 
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Si osservi infine come lo scenario qui in esame sia in realtà “ideale” poiché associato alla 
presenza di un singolo oggetto nel sottosuolo. 
Nella realtà gli scenari coinvolti appaiono più complessi data la presenza di un maggior 
numero di oggetti nel terreno sottoposto a survey. Inoltre si è supposto di rilevare un oggetto  
  
 
Target non puntiforme 
Come sopra detto, i risultati ottenuti si basano su un’ipotesi forte, cioè che il target presente 
nel mezzo d’indagine sia puntiforme.  
In realtà, nell’analisi con GPR, un oggetto può essere considerato puntiforme solo se le sue 
dimensioni sono inferiori alla lunghezza d’onda del segnale utilizzato, in ambito applicativo, 
infatti, sono numerose le situazioni in cui l’oggetto d’indagine ha dimensioni dello stesso 
ordine di grandezza o minore della lunghezza d’onda del segnale.  
Inoltre, oggetti piccoli danno origine a riflessioni deboli che molto spesso sono annichilite da 
segnali provenienti di riflesso dagli oggetti più grandi.  
Da prove sperimentali (Windsor et al., 2005) risulta che in presenza di oggetti di forma 
cilindrica, la modifica del valore di curvatura dell’iperbole è molto limitato rispetto al caso 
puntiforme in quanto dettata dal raggio del target. 
Figura 3.21 – Pattern iperbolico, area 
archeologica di Badia Pozzeveri (Lucca), 
acquisizione monocanale 400 MHz.  
 
dalle dimensioni finite, assimilabile 
ad un punto, tuttavia i diversi targets 
rilevati nella casistica reale possono 
essere caratterizzati dalle dimensioni 




Nel caso di oggetti assimilabili ad una forma “quadrata”, invece, si ha una modifica più 
consistente del pattern in funzione delle dimensioni, tuttavia, oggetti sufficientemente p iccoli 
possono essere ricondotti al caso puntiforme, indipendentemente dalla forma.  
In conclusione, il caso limite è rappresentato da un target avente estensione infinita, in tale 
caso l’immagine GPR riproduce una forma lineare con orientamento e direzione che 
dipendono dalla superficie di discontinuità rilevata.  
I riflettori fin qui visti sono caratterizzati da superfici lisce, in realtà in natura tutte le superfici 
presentano delle anomalie più o meno accentuate. L’approssimazione a riflettore liscio è 
realizzabile per strutture vaste e distanti rispetto alla lunghezza d’onda.  
 
3.5   Rumore presente nei dati 
     I sistemi GPR sono essenzialmente ricevitori ad ampia banda e dunque suscettibili 
all’interferenza di varie sorgenti antropiche come i trasmettitori radio e televisivi, telefonia 
mobile, walkie – talkies e altri tipi di radio comunicazioni.  
Tali sorgenti, quando presenti, costituiscono fonte di rumore ambientale. 
La figura sottostante mostra una sezione GPR acquisita nelle vicinanze di una base aerea 




In alcuni casi il rumore ambientale può essere ridotto mediante stacking o tramite la scelta di 
antenna operante a frequenze significativamente differenti da que lle caratterizzanti il rumore. 
Figura 3.22 – Sezione georadar interessata rumore ambientale, ev identi le interferenze causate da 
comunicazion i rad io (Neal, GPR and its use in sedimentology: principles, problems and progress, 2004).  
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 Questo porterebbe però ad un incremento dei dati da raccogliere, nel primo caso, e ad una 
possibile compromissione degli obiettivi dell’indagine nel secondo.  
Una seconda tipologia di rumore eventualmente influenzante una sezione radar è il rumore 
sistematico il più comune del quale è rappresentato dalle multiple ringing, spesso oscuranti le 
riflessioni primarie. 
L’origine di quest’ultime può essere di vario genere e la loro presenza è caratterizzata da 
bande orizzontali a corto periodo (Young et al., 1995, Geophysical Survey Systems, 1996, 
Conyers & Goodman, 1997) (figura 3.23). 
 
 
Il ringing è molto comune quando le antenne sono collegate alla console mediante cavi i quali 
agiscono da sorgenti secondarie, l’effetto può essere significativamente ridotto utilizzando 
cavi a fibra ottica (Annan & Davis, 1992). 
Un'altra situazione che favorisce la formazione del ringing è il “rimbalzo” del segnale radar 
tra antenna ricevente ed un oggetto altamente riflettente.  
In generale le antenne dirigono molta della loro energia elettromagnetica nel sottosuolo 
oggetto d’indagine, una frazione di tale energia arriva però a perdersi nell’aria.  
Così come avviene nel sottosuolo, quando le onde radar in aria colpiscono un corpo o una 
superficie planare con alto contrasto elettromagnetico, parte del segnale è riflesso e captato 
dall’antenna ricevente, d i conseguenza, non tutte le riflessioni presenti in sezione sono 
Figura 3.23 – Sezione radar affetta da multiple ringing, spesso occultanti le riflessioni d’interesse, soprattutto 
a tempi maggiori. 
78 
 
necessariamente riconducibili a targets sepolti, ciò avviene specialmente con l’utilizzo di 
antenne non schermate. 
Per un successo della schermatura, lo “scudo” deve essere tre o quattro volte più grande 
dell’antenna e dunque, quest’ultima, per ragioni puramente pratiche, deve necessariamente 
essere piccola; solitamente le antenne schermate sono quindi antenne ad alta frequenza.  
La schermatura delle antenne viene dunque realizzata al fine di: 
1) Massimizzare l’energia lungo il percorso Tx – target – Rx. 
2) Minimizzare l’energia diretta Tx – Rx. 
3) Minimizzare l’energia riflessa da targets esterni all’area indagata.  
4) Minimizzare i rumori ambientali EM e sistematici.  
Le cause più comuni di una riflessione superficiale sono legate alla presenza di linee di 
trasmissione, alberi, recinzioni metalliche, estese costruzioni, mura e topografia irregolare.  
Con il procedere dell’acquisizione lungo la linea di survey, i dati acquisiti potrebbero dunque 
includere scattering superficiale che potrebbe oscurare o confondere le riflessioni primarie      









La natura della risposta della riflessione superficiale registrata, dipenderà dalla frequenza 
dell’antenna, dalla dimensione, forma e orientazione dell’oggetto superficiale e 
dall’ubicazione di quest’ultimo rispetto all’orientazione della linea di survey. 
L’accoppiamento tra antenna trasmittente e terreno, unito alle condizioni elettriche del terreno 
stesso, influenzano non solo l’intensità ed il pattern dell’energia immessa nel terreno ma 
anche quella dispersa in aria.  
Secondo Van der Kruk e Slob (2000) quanto appena detto influisce notevolmente 
sull’intensità delle riflessioni superficiali, essi hanno inoltre dimostrato che la natura di una 
riflessione superficiale è altamente dipendente dall’orientazione della linea di survey a causa 
della natura polarizzata delle onde elettromagnetiche.  
Al fini di ridurre tali riflessioni, Van der Kruk e Slob raccomandano una polarizzazione del 
campo emesso perpendicolare al corpo superficiale; vincoli sull’orientazione della linea di 
survey possono però compromettere gli obiettivi dell’indagine e dunque, se non è possibile 
intervenire preliminarmente, eventuali riflessioni superficiali dovranno essere identificate 







Figura 3.24 – (a) Possibili cause di rumore (Jo l, Ground Penetrating Radar theory and application, 2009).               
(b) Sezione GPR 100 MHz non migrata mostrante una larga diffrazione (oltre i 100 ns) risultante da 
scattering superficiale. La diffrazione nasconde alcune riflessioni primarie ed è causata da una collinetta 






Antenne GPR  
 
4.1  Energia trasferita dalle antenne 
     Un’antenna è un dispositivo che trasmette e/o riceve energia nell’ambiente circostante, 
nella banda di frequenze delle onde radio per il GPR, avente determinate caratteristiche.  
Esse rappresentano, in parole povere, l’interfaccia con il mezzo di propagazione : l’antenna 
trasmittente (TX) trasforma una tensione applicata ai suoi capi in un campo elettromagnetico, 
provvedendo così ad irradiarlo nel mezzo interessato; l’antenna ricevente (RX) deve quindi 
essere in grado di estrarre energia dall’onda incidente e dunque captare variazioni di una 
componente vettoriale del campo per poi trasdurre essa in un segnale registrabile.  
Nel secondo capitolo è stato già accennato al meccanismo fondamentale responsabile della 
produzione delle onde elettromagnetiche. 
Ogni qualvolta una particella carica subisce un’accelerazione questa irradia energia 
elettromagnetica sotto forma di onde elettromagnetiche.  
Dal punta di vista elettrico, il sistema viene schematizzato come un dipolo elettrico oscillante. 
Le cariche q sono concentrate ai capi dell’antenna ed un opportuno generatore le fa variare 
sinusoidalmente: 
            
                 
  
  
             
dando così luogo ad un momento di dipolo elettrico oscillante,   , parallelo all’asse 
dell’antenna, ovvero l’asse z di figura 4.1: 
                          
A lunghe distanze dal dipolo,    , fissata una direzione r, che parte dal centro del dipolo 
formante un angolo θ con δ, lungo questa si propagherà  un’onda elettromagnetica trasversale 
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come si osserva in figura. Il campo elettrico, ortogonale ad r, interesserà un piano meridiano 
mentre il campo magnetico giacerà su un piano parallelo. 
In ogni istante,      fornisce la direzione e il verso di propagazione dell’onda.  
.  
 
I moduli dei campi sono dati da: 
       
      





             




   




    
Tali valori dipendono, oltre che dalla distanza r, dall’angolo θ e sono nulli in particolare per   
θ = 0 e    , cioè lungo l’ asse del dipolo.  
A distanze    , le componenti del campo tenderanno a decrescere come       (campo 
magnetico) ed       (per le componenti            del vettore campo elettrico    ). 
Per una discussione qualitativa riguardante la formazione delle onde elettromagnetiche si 
riporta in figura 4.2 la configurazione delle linee di campo elettrico del dipolo, assumendo 
come istante iniziale t quello in cui il momento di dipolo vale        (1) 
All’istante t + T/4 (2) il momento di dipolo è nullo per cui non esistono linee di campo aventi 
estremi sul dipolo. In particolare le linee create nell’intervallo T/4 si sono allontanate dal 
dipolo con velocità c, chiudendosi su se stesse e continuando ad allontanarsi.  





Successivamente nuove linee di campo si formano (3)  con  verso opposto (istante t + T/2,           
        ) e all’istante t + 3T/4 (4), quando il momento di dipolo è di nuovo nullo, anche 




Ad una distanza         tutti i termini sono uguali. Questa distanza rappresenta il confine 
tra near field e far field. Oltre tale distanza l’onda generata tende ad assumere le 
caratteristiche di un’onda piana.  
Esiste dunque una classificazione generale del campo emanato dall’antenna :  
1) Near field, regione di campo più vicino all’antenna trasmittente, ragion per cui il campo 
reattivo domina su quello radiante.  
2) Far field o zona di Fraunhofer, regione in cui il pattern di radiazione è indipendente dalla 
distanza dell’antenna trasmittente, il fronte d’onda sferico è qui approssimato ad un 
piano. 
Quest’ultima è descritta come la risposta all’irraggiamento presente ad una distanza maggiore 
del valore di     , con L rappresentante la lunghezza dell’antenna (figura 4.3) 





4.2  Parametri base di un’antenna  
     In generale, l’antenna trasmittente  è caratterizzata da due parametri, denominati 
rispettivamente direttività e guadagno mentre l’antenna ricevente dall’apertura o area 
equivalente. 
Sulla base della direzione di emissione le antenne possono essere suddivise in due classi 
principali: omni-direzionali e direzionali. 
Le prime irradiano energia in tutte le direzioni simultaneamente mentre le seconde irradiano 
energia secondo fasci dotati di direzione ben specifica, legata alla posizione dell’antenna  
(figura 4.4).  
Un utile esempio alla comprensione delle principali differenze tra le due classi di antenne 
sopra citate è fornito dall’effetto d’illuminazione prodotta,  in uno spazio privo di luce, da una 
lampadina e dal fanale di un’auto. Quest’ultimo, senza dubbio, risulta avere la caratteristica di 




Figura 4.4 – Pattern di radiazione, a sinistra tipico di 
una sorgente isotropica (omnidirezionale) mentre a 
destra sorgente dotata di una certa direttività 
(direzionale) (Jo l, Ground Penetrating Radar theory 
and application, 2009). 
Figura 4.3 – Esempio d i 
determinazione della distanza di 
inizio del far field. 
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Il guadagno direttivo è dato dal rapporto tra l’intensità di radiazione17 (o intensità di potenza) 
nella data direzione e l’intensità media di radiazione18 da un’antenna isotropa alimentata con 
la stessa potenza. 
        
      
      
 
        
    
 
Il guadagno è massimo nella direzione di massima radiazione ed è pari a:  
     
           
      
 
             
    
  
tale valore massimo del guadagno direttivo prende il nome di direttività dell’antenna. 
Il guadagno direttivo è funzione della modalità con cui un’antenna irradia la potenza in 
ingresso, mostrato nel cosiddetto pattern di radiazione; esiste però un altro parametro, detto 
guadagno di potenza, tenente conto delle perdite dell’antenna.  
Consideriamo ad esempio un’antenna alimentata da una potenza complessiva      (trattasi 
della potenza erogata dalla sorgente), irradiante una potenza     , frazione di      . 
La differenza             è dissipata sia per effetto delle inevitabili perdite ohmiche 
dell’antenna sia per altri tipi di perdite, non costanti e relativi alla tipologia di antenna in uso.  
Il rapporto tra potenza totale irradiata e potenza totale alimentante l’antenna è definito fattore 
di efficienza (o rendimento), pari al rapporto: 
  
     
     
 
E’ definito, infine, guadagno di potenza il prodotto tra fattore di efficienza e guadagno 
direttivo dell’antenna: 




                                                                 
17
  L’intensità di radiazione rappresenta una potenza per unità di angolo solido, misurata in W/sterad. 
18
  Definisce il  rapporto tra la potenza totale irradiata e 4  steradianti. 
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4.2.1  Pattern di radiazione 
     Le caratteristiche direzionali di un’antenna sono controllate dal terreno; anche se l’analisi 
di questo fenomeno è complessa le caratteristiche di base possono comunque essere spiegate.  
Un piccolo dipolo elettrico, e il relativo campo elettrico, sono mostrati in figura 4.5; evidente 
è la forma caratteristica a “ciambella” del campo.  
 
L’energia è esclusivamente irradiata uniformemente nel piano perpendicolare all’asse 
dipolare. La figura 4.6 mostra le cross section ortogonali relativi alla “ciambella” 
comunemente riferiti come pattern TE e pattern TM. 
 
Quando il dipolo è posizionato sulla superficie del terreno, il pattern di radiazione subisce 
drastiche variazioni causate dalla rifrazione associata all’interfaccia aria-terreno (figura 4.7).  
Tale pattern rappresenta la componente del campo far field, in vicinanza all’antenna il campo 
è infatti molto più complesso e richiede simulazioni numeriche.  
Per la descrizione del pattern d’irraggiamento è previsto l’utilizzo di appositi diagrammi 
azimutali o lineari, con misura in dB, differenziati a seconda del pattern considerato.  
Figura 4.5 – Antenna dipolare 
e rappresentazione 3D del 
pattern di radiazione nello 
spazio vuoto (Jol, Ground 
Penetrating Radar theory and 
application, 2009). 
. 
Figura 4.6 – Sezioni trasversali relative al 
pattern di figura 3.8 (Jol, Ground Penetrating 




Nel caso di TE, la massima intensità di radiazione è ottenuta in corrispondenza dell’angolo 
critico. 
Per il pattern TM la massima intensità di radiazione è presente nella direzione di incidenza 




Evidente è la maggiore ampiezza dell’impronta orizzontale sul piano TE (vettore     
ortogonale al dipolo) rispetto a quella sul piano TM (vettore     parallelo al dipolo), ciò è 
indice di una maggiore entità dell’area illuminata nel piano normale al dipolo rispetto a quella 
nel piano parallelo al dipolo. 
Quanto detto spiega come la scelta dell’orientazione dell’antenna influenzi notevolmente i 
risultati ottenibili da un’indagine: nel caso in cui la trasmittente e la ricevente siano poste 
perpendicolarmente alla direzione d’investigazione, la sovrapposizione delle loro impronte 
risulterà maggiore, questo garantirà che oggetti e/o riflettori, potranno essere osservati a 
profondità e ad offset più ampi (figura 4.8). 
Figura 4.7 – Sx: pattern di radiazione nel piano TE. Dx: pattern di radiazione nel piano TM, per un  








4.2.2  Polarizzazione del segnale e configurazioni delle antenne 
     La polarizzazione dell’onda elettromagnetica indica la direzione di oscillazione del campo 
elettrico lungo la direzione di propagazione, mantenendosi sempre su un piano perpendicolare 
a quest’ultima. 
I GPR più comuni generano onde EM polarizzate linearmente 19, dove     ed     sono contenuti 
in un piano e variano d’intensità nel tempo. 
Due risultano essere le comuni tipologie di polarizzazione dell’antenna (figura 4.9), entrambe 
classificate alla luce dell’orientazione del vettore campo elettrico (   ) rispetto alla direzione di 
propagazione dell’onda: 
1) polarizzazione EH, il campo elettrico oscilla su un piano orizzontale rispetto alla 
direzione di propagazione dell’onda.  
2) polarizzazione EV, il campo elettrico oscilla su un piano verticale rispetto alla direzione 
di propagazione dell’onda.  
                                                                 
19
 La direzione lungo cui si  dispone il  vettore campo elettrico di un’onda elettromagnetica definisce il  tipo di 
polarizzazione dell’onda stessa. Se questa direzione è costante durante la propagazione dell’onda si parlerà di 
polarizzazione lineare. 
Esistono anche polarizzazioni circolari ed ell ittiche, ma restano poco sfruttate nelle metodologie GPR.  
 
Figura 4.8 – Footprint delle antenne perpendicolare e parallelo alla direzione d’indagine ( rispettivamente a 
sinistra e a destra). Si noti come per il primo caso vengano rilevati oggetti principalmente lungo la linea di 





La polarizzazione determina inoltre la capacità di un’antenna di investigare oggetti lineari: 
l’ampiezza delle riflessioni varia in funzione della sua polarizzazione e dall’orientamento  
degli oggetti rispetto ad essa. 
Tale dipendenza determina l’eventualità di una mancata visione di oggetti in un’indagine 
GPR, causata da un orientamento “svantaggioso” di questi rispetto alla posizione dei dipoli 





Figura 4.9 – Polarizzazione EV ed EH rispettivamente a sinistra e a destra. La direzione di propagazione 
avviene lungo l’asse x (Amaldi, L’Amaldi Zanichelli, 2010). 
Figura 4.10 – Direzione survey/grado di detezione. La direzione di oscillazione del campo elettrico è indicat a dalla 






L’ampiezza del segnale riflesso dipenderà dunque dalle particolari combinazioni scaturenti tra 
orientazione del target, polarizzazione del fascio e disposizione delle antenne rispetto alla 
direzione di acquisizione. 
 
4.3  Array di antenne 
     In generale si parla di sorgente o di ricevitore come se i dispositivi di emissione e di 
ricezione fossero costituiti da elementi singoli.  
In effetti questo spesso accade quando l’indagine è svolta in aree a piccola scala o non 
necessita di particolari gradi risolutivi. 
Uno dei maggiori limiti della tecnica georadar è costituito dall’incapacità di esplorare in modo 
completo tutto il volume di indagine: il sensore viene condotto lungo linee parallele 
sensibilmente distanziate, consentendo l’acquisizione di informazioni dal volume sottostante 
ogni profilo. 
Figura 4.11 – Disposizione antenne rispetto alla direzione di avanzamento del survey (Ribolini, 




Recenti sviluppi nella tecnologia e dei software (oggi in grado di elaborare una quantità 
maggiore di dati) hanno permesso di superare questi limiti sfruttando l’impiego di  schiere di 
antenne operanti simultaneamente; questi gruppi formano i cosiddetti array. 
Ciò consente di effettuare, in tempi rapidi, un’indagine completa di tutto il volume di studio, 
fornendo informazioni più complete ed affidabili dei comuni sistemi monocanali.  
In figura 4.12 viene data una rappresentazione schematica di un sistema monocanale e uno 
multicanale mentre in figura 4.13 è riportato un esempio di acquisizione impiegando entrambi 
i sistemi al fine di mostrare alcune (ovvie) differenze.  
Nello specifico, il sistema array in figura 4.13 si compone di 14 dipoli (13 canali) orientati 
parallelamente alla direzione del survey.  
Il sistema di riferimento, rappresentato dalle linee in verde, con origine in zero dato 
dall’incrocio tra l’asse x e l’asse y. 
Il passo di campionamento in-line e cross-line viene indicato rispettivamente con       . 
La linea in rosso rappresenta il profilo acquisito lungo il baricentro del sistema che nel caso 
dell’array corrisponde al settimo canale mentre le frecce in nero (solo per il caso 
multichannel) rappresentano i profili acquisiti lungo gli altri canali.  
La struttura in giallo (dotata di un certo spessore lungo x e lungo y) raffigura un probabile 
target, quale potrebbe essere una struttura muraria. Questa si compone di una parte centrale, 
orizzontale, con le estremità che si estroflettono inclinate rispetto agli assi di riferimento.  
Si supponga che l’obiettivo dell’acquisizione consista nel determinare l’esistenza e 
l’orientazione spaziale di tale struttura.   
Come è possibile verificare dall’immagine, la ricezione del segnale da parte del target (croci 
in rosso) porterà ad un’errata interpretazione nel primo caso e ad una migliore interpretazione 
nel secondo caso (in entrambi linea spessa nera tratto-punto).  
La parte centrale della struttura, inoltre, non verrà ricostruita a causa del campionamento poco 
restrittivo lungo la direzione y. Un incremento del passo di campionamento porterebbe 
comunque ad un’esagerazione dei tempi di lavoro in campagna.  
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Possono quindi essere fatte, palesemente, le seguenti considerazioni. La prima, più ovvia, 
riguarda i tempi di lavoro che, nel caso in cui venga impiegato un sistema multicanale, 
saranno decisamente minori.  
In effetti si nota come sia necessario effettuare, nel caso single channel,  più scansioni per 
coprire la zona di studio al contrario del sistema multicanale in cui si è giunti a coprire la 
stessa area, con maggior dettaglio, effettuando una singola scansione.  
Nel caso in cui l’area di studio comprenderà vaste zone, le differenze nei tempi di lavoro tra le 
due metodologie rappresenteranno un fattore determinante.  
Intimamente legato al passo di campionamento lungo le coordinate spaziali ricade il concetto 
di aliasing spaziale il quale, ad ogni modo, è ridotto utilizzando l’array: il dato registrato 
presenterà una qualità migliore.  
Il dettaglio e la qualità maggiore uniti ai minor tempi di lavoro in campagna, hanno 










































Figura 4.12 – Rappresentazione schematica di un sistema monocanale e multicanale. La distanza tra i canali, 
nel caso del multicanale, fornisce il passo di campionamento in y mentre nel sistema monocanale corrisponde 



























Figura 4.13 – In alto, acquisizione monocanale con direzione di prosecuzione del survey indicata dalla freccia nera in 
tratteggio. In basso, acquisizione mult icanale. I colori dei dipo li rispecchiano quelli  presentati in figura precedente. 
Differenza sostanziale tra i due metodi è la discretizzazione lungo la verticale la quale rende i dati acquisiti con metodo 




Analisi Cepstrale e Deconvoluzione Omomorfa 
 
5.1  Introduzione  
     Nel 1963, Bogert, Healy e Tukey pubblicarono un articolo dall’inusuale titolo “the 
Quefrency Analysis of Time series for Echoes: Cepstrum, Pseudoautocovariance, Cross-
Cepstrum and Saphe Cracking” (si veda Bogert, Healy e Tukey,1963).  
Gli autori osservarono che il logaritmo dello spettro di potenza di un segnale contentente 
un’eco presenta una componente periodica aggiuntiva dovuta all’eco stesso e quindi, la 
trasformata inversa del logaritmo dello spettro di potenza dovrebbe esibire un picco al ritardo 
dell’eco. 
Essi definirono tale funzione cepstrum, interscambiando le prime quattro lettere della parola 
spectrum. 
Quasi contemporaneamente Oppenheim (1964, 1967, 1969) propose una nuova classe di 
sistemi chiamati sistemi omomorfi. 
Anche se non lineari nel senso classico, questi sistemi soddisfano una forma generalizzata del 
principio di sovrapposizione: segnali d’ingresso e le loro corrispondenti risposte sono 
combinate da un operatore avente le stesse proprietà algebriche di un’addizione (si veda in 
seguito). 
La trasformazione di un segnale nel suo cesptrum è una trasformazione omomorfa la quale 
converte una convoluzione in un’addizione. Una versione rifinita del cepstrum è quindi una 
parte fondamentale della teoria dei sistemi omomorfi per segnali che sono stati combinati via 
convoluzione. 
Sin dalla loro introduzione, i concetti di cepstrum e dei sistemi omomorfi sono risultati validi 
nell’analisi dei segnali ed applicati con pieno successo in campi quali processing dei segnali 
vocali (Oppenheim, 1969, Oppenheim e Schafer, 1968 e Schafer e Rabiner, 1970), segnali 
sismici (Ulrich , 1971 e Tribolet, 1979).  
Più recentemente il cepstrum è stato proposto per le analisi spettrali (Stoica e Moises, 2005).  
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5.2  Il cepstrum complesso 
     Come base per generalizzare il concetto di cepstrum, si prenda in considerazione una 
sequenza stabile x[n] la cui trasformata z: 
          
 
    
    
espressa in forma polare, è: 
                  
Dove        e       denotano rispettivamente ampiezza e fase della funzione complessa 
    . 
Essendo x[n] stabile, la regione di convergenza (region of convergence, ROC)20 per      
include il cerchio unitario: la trasformata discreta di Fourier esiste ed è uguale a     . 
Il cepstrum complesso associato a x[n] è una sequenza stabile      avente trasformata z: 
                
Anche se ogni base può essere usata per il logaritmo, quella naturale (base e) è tipicamente 
utilizzata e sarà assunta tale nei riguardi del resto della discussione.  
Il logaritmo della quantità complessa      è definito come:  
                                              
Essendo la fase modulo 2π, la parte immaginaria non è ben definita; quest’ultimo punto sarà 
discusso successivamente, al momento si assuma che una definizione appropriata è possibile 
ed è stata utilizzata. 
Il cepstrum complesso esiste se il           ha una rappresentazione in serie di potenze 
convergente: 
                     
 
    
      
                                                                 
20
 L’espressione della trasformata z rappresenta una serie di potenze (o serie di Taylor-Laurent) di variabile 
complessa          . La ROC è determinata dall’insieme dei  valori di z per i quali la sequenza          è 
assolutamente sommabile.  La convergenza della serie di potenze per una data sequenza dipende solo da |z| 
quindi |X(z)|< . 
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                deve dunque possedere tutte le proprietà della trasformata z di una 
sequenza stabile21; nello specifico, la ROC dovrà assumere la forma: 
           
dove  
           
 
Nel caso in cui tali condizioni siano verificate,      è ciò che viene definito cepstrum 
complesso. 
Essendo      stabile, la ROC di        includerà il cerchio unitario ed il cepstrum complesso 
potrà essere rappresentato mediante trasformata discreta inversa di Fourier (   ): 
                                           
Nel cepstrum complesso, l’uso del termine complesso indica esclusivamente l’utilizzo del 
logaritmo complesso in quest’ultima definizione e non implica che il cepstrum complesso sia 
una sequenza di valori complessi. 
L’operazione di mappatura di una sequenza x[n] nel suo cepstrum complesso      può essere 
denotata come un operatore tempo discreto      , allo stesso modo viene definito, tramite una 
funzione esponenziale, il sistema inverso    








                                                                 
21
 La serie di Laurent, quindi la trasformata z, rappresenta una funzione continua in ogni punto all’interno della 
ROC; questo implica che se la ROC include il  cerchio unitario la trasformata di Fourier esiste.  
            
 
      
 
Fig. 5.1 – Sistema denotante il mappamento diretto e inverso di un segnale ed il suo cepstrum (Oppenheim, 
Schafer, Discrete time signal processing, 2010, modificata). 
        
 
      
  




Il cepstrum,        di un segnale
22 è definito invece come la trasformata discreta inversa del 
logaritmo dello spettro di ampiezza: 
       
              
Confrontando le ultime due equazioni, relative a     e      , è possibile notare che       è la 
trasformata inversa della parte reale di      (è quindi una funzione reale e pari) di 
conseguenza       è uguale a: 
      
          
 
 
Il cepstrum è utile in molte applicazioni ed essendo indipendente dalla fase di      risulta più 
semplice da calcolare rispetto al cepstrum complesso; non è però invertibile: x[n]  non può 
essere infatti recuperato da       . 
Viceversa, il cepstrum complesso, malgrado risulti più difficile da calcolare23, è invertibile. 
 
5.3  Proprietà del logaritmo complesso 
     Come già esposto, il logaritmo complesso gioca un ruolo chiave nella definizione del 
cepstrum complesso, appare dunque importante comprenderne le sue proprietà. 
È utile ricordare che x[n] ha un cepstrum complesso se       possiede tutte le proprietà della 
trasformata z di una sequenza stabile. 
Questo significa che la trasformata di Fourier 
                       
deve essere una funzione continua di   e di conseguenza, sia           che       sono 
funzioni continue di  . 
 
                                                                 
22
 Anche noto come cepstrum reale per enfatizzare la sola corrispondenza con la parte reale del logaritmo 
complesso. 
23  Rappresentando tale capitolo un excursus all’argomento, i  problemi computazionali relativi al calcolo del 
cepstrum non saranno trattati. 
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Verificato che      non abbia zeri24 nel cerchio unitario, la continuità di           è 
garantita, quindi      è assunto essere analitico (continuo) nel cerchio unitario.  
Malgrado quanto detto, la componente di fase       è in generale ambigua in quanto, per 
qualsiasi  , ogni multiplo intero di    può essere aggiunto (ciclica di modulo   ).               
La continuità di       dipende dunque da come l’ambiguità è risolta.  
È necessario allora specificare       come una curva di fase “srotolata” (unwrapped = 
arg       ) quindi continua, rispetto alla curva wrapped (ARG       ). 
È importante inoltre notare che se                , 
si ha: 
arg       = arg        + arg        
che non è verificata nel caso di ARG      : 
ARG       ≠ ARG        + ARG        
Affinché        sia continuo e disponga della proprietà per cui                 e quindi: 
                     
Bisogna allora definire       come: 
                           
Se x[n] è reale, con arg       funzione dispari di   mentre           funzione pari, allora il 






                                                                 
24
 La trasformata z può essere espressa in forma ristretta (               ) con P(z) e Q(z) polinomi in z. 




5.4  Cepstrum complesso per sequenze esponenziali, a fase minima e a fase massima 
     Se una sequenza x[n] consiste in una somma di sequenze esponenziali la sua trasformata z 
è una funzione razionale di z. 
Si consideri il cepstrum complesso di una sequenza stabile x [n] la cui      è della forma: 
     
          
           
  
   
  
   
       
           
  
   
  
   
 
Con                      , tale che       
    e       
    corrispondono    zeri ed 
   poli all’interno del cerchio unitario mentre i fattori         e         corrispondono 
agli     zeri ed    poli, esterni al cerchio unitario. 
Tale trasformata è caratteristica di sequenze composte da una somma di sequenze 
esponenziali stabili (per esempio la sequenza esponenziale             con    ). 
Attraverso le proprietà del logaritmo complesso, il prodotto dei termini dell’equazione 
relativa a      diventa una somma di termini logaritmici: 
                       
                
  
   
  
   
  
           
               
  
   
  
   
 
Le proprietà di      dipendono dalle proprietà specifiche delle trasformate inverse di ogni 
termine. 
Per sequenze reali A è reale e contribuisce, in modulo, solo per     , nello specifico: 
            
Ad eccezione di quest’ultimo termine i restanti sono della forma          e       , 
ricordando che questi fattori rappresentano la trasformata z con ROC includente il cerchio 
unitario, è possibile realizzare un espansione in serie di potenza 25 : 
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Sfruttando queste espressioni, per segnali con trasformata z razionale,      assume la forma 
generale: 



















   












   
    
  
Queste tre equazioni suggeriscono le seguenti proprietà del cepstrum complesso: 
1) Il cepstrum complesso decade almeno come 1/|n|. 
2)      ha durata infinita anche se x[n] ha durata finita. 
3) Se x[n] è reale anche      lo è. 
La terza proprietà è stata suggerita nel precedente paragrafo nel quale, per un x[n] reale, si era 
accennato alla funzione di           e alla funzione di         , rispettivamente pari e 
dispari. 
Alla luce di quanto sopra detto, la trasformata inversa di  
                            
è reale. 
Sequenze a fase minima sono sequenze reali, stabili e causali con tutti i poli e zeri compresi 
nel cerchio unitario ed inoltre risultano essere sequenze destre.  
 
 
                                                                 
26
 Ritornando alla nostra sequenza esponenziale,            , questa risulterà avere poli e zeri all’interno 




In base a ciò è possibile derivare una quarta proprietà: 
4)       = 0 per n < 0 se e solo se x[n] è a fase minima (     presenta tutti i poli e zeri 
all’interno del cerchio unitario).  
La causalità del cepstrum complesso di una sequenza a fase minima corrisponde dunque ad un 
sistema a minimo ritardo energetico e minimo ritardo di fase, caratteristiche per l’appunto 
riferibili ad una sequenza a fase minima.  
Sequenze a fase massima mantengono la stabilità ma per contro presentano punti di 
singolarità (poli e zeri) esterni al cerchio unitario, tali sequenze sono quindi sequenze sinistre 
così come il corrispettivo cepstrum complesso; scaturisce dunque l’ulteriore proprietà: 
5)       = 0, n > 0 se e solo se x[n] è a fase massima (     presenta tutti i poli e zeri 
all’esterno del cerchio unitario).  
 
5.5  Cepstrum complesso di un sistema di echi a fase minima e a fase massima 
     Il concetto di cepstrum nasce per il trattamento degli echi presenti in un segnale. Un 
segnale con un eco è rappresentato da una convoluzione del tipo: 
               
dove: 
                  
 
              
Se |   | < 1, tutti gli zeri di      risiederanno all’interno del cerchio unitario, in tal caso  
     è un sistema a fase minima. 
Per ricavare il cepstrum complesso,      , è possibile utilizzare l’espansione in serie di 
potenze di Taylor: 
                     
     
 
 
   





Dal quale segue: 




   
         
Per sistemi periodici, con |α| > 1, gli zeri della funzione      giaceranno all’esterno del 
cerchio unitario, in questo caso si ha un sistema a fase massima avente cepstrum complesso: 




   
         
Si noti come i cepstrum complessi relativi alle due sequenze periodiche in esame siano, 
rispettivamente, sequenze lato destro (        per n < 0) e sequenze lato sinistro (             
per n > 0). 
 
5.6  Relazioni tra cepstrum reale e cepstrum complesso 
     Come precedentemente osservato, la trasformata di Fourier del cepstrum reale       è la 
parte reale della trasformata di Fourier del cepstrum complesso      ed in modo equivalente, 
      corrisponde alla parte pari di     : 
      
          
 
 
Se      è causale, dunque x[n] è a fase minima, l’equazione precedente è reversibile ovvero 
     può essere recuperato da      : 
                  
con 
         
     
     
     
  
Quanto appena detto indica la possibilità, per una sequenza  x[n] a fase minima, di ottenere il 





5.7  Deconvoluzione mediante cepstrum complesso 
     L’operatore       gioca un ruolo chiave nella teoria dei sistemi omomorfi, basata su una 
generalizzazione del principio di sovrapposizione (Oppenheim, 1964, 1967, 1969, Schafer, 
1969 e Oppenheim, Schafer e Stockham, 1968). 
Nel filtraggio omomorfo di segnali convoluti, l’operatore       è chiamato sistema 
caratteristico per la convoluzione, in quanto permette di trasformare una convoluzione  
(indicata dal simbolo   ) in un’addizione.  
Per analizzare quanto sopra descritto, si supponga: 
                 
E dunque, applicando la trasformata z: 
                
Se il logaritmo complesso è calcolato come descritto in sede di definizione del cepstrum 
complesso, si ha: 
                                                    
Quindi: 
                                 
 
Similmente, se 
                 
Fig. 5.2 – Determinazione del cepstrum complesso per segnali a fase  min ima (Oppenheim, Schafer, 




Ne segue che: 
  
             
                              
Nel caso in cui le componenti cepstrali       e       occupino differenti ranges di quefrency, 
un filtraggio lineare può essere applicato a      al fine di rimuovere una delle due 
componenti. 
Se questo è seguito dall’applicazione di un sistema inverso   
      si arriva quindi ad ottenere 
l’uscita deconvoluta desiderata. Questo processo, volto alla separazione di segnali convoluti 







Dove il blocco centrale rappresenta un sistema lineare tempo invariante (LTI).  
La figura identifica una rappresentazione generale di una classe di sistemi obbedienti al 
principio generalizzato di sovrapposizione.  
Tutti i membri di questa classe differiscono esclusivamente nella parte lineare L[ ]. 
 
5.8  Deconvoluzione omomorfa 
     Un modello altamente semplificato di riverberazione presenta un segnale ricevuto 
derivante dalla convoluzione del segnale trasmesso w[n] con un treno d’impulsi m[n], (figura 
5.4): 
               
* 
          
+ + + 
          
Figura 5.3  – Forma canonica di un sistema omomorfo dove l’ingresso e la corrispondente uscita sono 
legati da una convoluzione (Oppenheim, Schafer, Discrete time signal processing, 2010, modificata). 
        
 
       
 
  





Il modello è una versione semplificata dei modelli comunemente utilizzati nell’analisi e 
processing dei segnali in una grande varietà di contesti, tra i quali l’analisi di dati sismici, 
sonar e di riconoscimento vocale.  
Anche se il modello in oggetto è una rappresentazione semplificata di ciò che normalmente è 
incontrato in applicazioni tipiche, è conveniente dal punto di vista qualitativo.  
Nei riguardi del cepstrum complesso dei segnali e del rispettivo z plane complessivo (figure 
5.5 e 5.6)  il caso in esame presenta, come evidente da una rapida analisi,  due distinti ranges 
di quefrency: una low-quefrency dovuta principalmente a w[n] ed una high-quefrency dovuta 
a m[n]. 
 
Figura  5.4 – (a) segnale trasmesso, (b) treno 
d’impulsi rappresentante una traccia di multiple e 
(c) segnale ricevuto dato dalla convoluzione dei 
primi due (Oppenheim, Schafer, Discrete time 





Figura 5.5 -  Grafico poli-zeri (z-plane) della trasformata 
z del segnale di figura 6.6 (c) (Oppenheim, Schafer, 
Discrete time signal processing, 2010). 
Figura 5.6  – Sequenze      (a),       (b) ed 
      (c) (Oppenheim, Schafer, Discrete time 
signal processing, 2010). 
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Ne consegue che le componenti convolute di x[n] possono essere separate applicando un 
windowing al cepstrum complesso. 
Sulla base dell’uscita desiderata basterà quindi applicare un’apposita finestratura (figura 5.9). 
 
 
Nello specifico, al fine di preservare la componente w[n], sarà richiesta una finestra 
comprendente i soli valori d’interesse (low-quefrency); viceversa, se l’obiettivo prevede la 





Fig. 5.7 – Sistema per una deconvoluzione omomorfa (a) e filtraggio nel domin io del tempo (b) dove l[n] 
costituisce la finestra temporale (Oppenheim, Schafer, Discrete time signal processing, 2010). 
Fig. 5.8 (a) – Parte reale della trasformata di Fourier dell’input (linea continua)  e dell’output (linea tratteggiata) 







In figura 5.9 è rappresenta l’uscita del sistema   




A complemento di tutto la figura 5.10 mostra un filtraggio highpass. 
Fig. 5.8 (b) – Parte immaginaria della trasformata di Fourier dell’input (linea continua)  e dell’output (linea 
tratteggiata) di figura 5.6 (b). Si noti la d iversa velocità di variazione (Oppenheim, Schafer, Discrete time 
signal processing, 2010). 
 
Fig. 5.9 – Sequenza in uscita post deconvoluzione omomorfa. Si confronti con la sequenza di figura 5.6 (c) 










Fig. 5.10 – Filtraggio highpass del sistema di figura 7.9 (b).  Parte reale (a) ed immaginaria (b) dell’output 




Campagna di misure: acquisizione ed elaborazione dati 
 
 6.1  L’area di indagine 
     Le aree prescelte per l’analisi GPR si trovano nella periferia nord dell’abitato di Vada a 
sud delle industrie Solvay ed all’esterno dell’area archeologica in località San Gaetano, 
comprese tra il limite orientale di quest’ultima e la Via Aurelia (SP 39). 
Per facilitare la descrizione delle procedure d’acquisizione, elaborazione ed interpretazione 
dei risultati la totalità dell’area oggetto di studio viene discretizzata in settori co ntraddistinti 




Figura 6.1 – Disposizione delle aree interessate dalle indagini GPR. In evidenza la zona archeologica le 





La scelta di terreni nei quali effettuare l’ispezione è stata determinata da fattori quali:  
1) Prospicienza alla zona archeologica dove le strutture messe in luce, soprattutto nel settore 
sud-est, si estendono oltre i limiti dell’area di scavo, al di sotto delle tubazioni della ditta 
Solvay, facendo presupporre una loro continuazione verso est e sud-est. 
2) I dati delle ricognizioni di superficie effettuate alla fine degli anni ’80, evidenzianti in tali 
zone la presenza di vari reperti mobili.  
3) Vecchie segnalazioni di ritrovamenti, risalenti ai primi decenni del secolo scorso, di 
strutture d’interesse archeologico localizzate soprattutto in località Pietrabianca.  
4) Precedenti rilievi geofisici che permisero una prima e parziale conoscenza del sottosuolo. 
     L’area A corrisponde ad una porzione di terreno pianeggiante posta immediatamente a 
sud-est dell’ingresso dell’area archeologica, delimitata a nord dalla strada d’accesso a 
quest’ultima, a sud dalla Via del Porto, ad est dalla strada di servizio della ditta Solvay e dal 
passaggio delle tubature di proprietà Solvay ad ovest.  
L’acquisizione è stata condo tta in un campo di dimensioni 25 x 45 metri (1125 m2), in 
direzione x (N-S) ed y rispettivamente, per un totale di 43 scansioni, ognuna comprendente 7 
radargrammi. 
     L’area B consiste nel tratto della Via del Porto separante le aree A e C, indagata affinché 
non sfuggisse la continuità spaziale delle anomalie rilevate in queste due aree. Si estende per 
una lunghezza di 45 metri in direzione x (E-W) e ne misura 6 in larghezza (direzione y). 
 La copertura dell’intera area, conclusa al termine della settima scansione, ha portato 
all’acquisizione di 49 radargrammi. 
     L’area C, adibita a parcheggio per camper durante la stagione estiva, rappresenta la 
superficie di maggior estensione consistente in un vasto spazio aperto ( 114 x 70 m) posto a 
sud dell’area B, delimitata a nord e ad ovest dalla Via del Porto, ad est da un quartiere 
residenziale e a sud da una pineta.  
La possibilità di svolgere indagini è resa ottimale data la quasi totale mancanza di ostacoli, 
assenza di pendenza e livellamento del terreno. 
Vengono effettuate nello specifico 64 scansioni per ricoprire i quasi 800 m2 di parcheggio, per 
un totale di 448 radargrammi. 
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     Le aree D/E rientravano in un primo momento fra quelle che avrebbero dovuto essere 
indagate in quanto, ricognizioni di superficie e testimonianze di rinvenimenti casuali nel corso 
degli anni, avevano qui individuato la probabile presenza di strutture di interesse 
archeologico. Purtroppo a causa del cattivo stato della superficie, molto irregolare ed 
accidentata, non è stato possibile condurre a termine le prospezioni GPR, rimandate 
temporaneamente in attesa di condizioni più favorevoli.  
 
6.2 Strumentazione adoperata 
     In questo studio l’indagine è stata condotta mediante l’impiego di un sistema GPR 
multicanale, prodotto dall’ IDS Company ©, denominato STREAM X (Subsurface 
Tomography Radar Equipment Assets Mapping) 
Nello specifico, le 8 antenne dipolari di cui si compone, disposte parallelamente tra loro e 
rispetto alla linea di acquisizione, garantiscono 7 canali di acquisizione, distanziati ogni 12 
cm. Una singola scansione ricoprirà per cui una distanza lungo y di 72 cm (figura 6.2) 
Un segnale impulsivo (polarizzato linearmente, EV mode) è inviato nel terreno ogni 6 cm, 





Figura 6.2a – A sinistra STREAM X pronto all’uso, le antenne sono alloggiate all’interno del modulo arancione 
che rasenta il terreno. Il display in tempo reale dell’indagine è reso possibile grazie alla presenza d i un pc posto 
nelle immediate vicinanze dell’operatore. A sinistra sistema STREAM X in fase di acquisizione. La  posizione è 

























































































Figura 6.2 b – Schema riportante le geometrie d i acquisizione. Il canale numero 4 (in rosso) rappresenta il 
baricentro del sistema. 
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Il tempo di apertura dell’antenna di ricezione (time window, paragrafo 3.2) è stato impostato a 
128 ns con un campionamento pari a 512 campioni/scan. 
Si vuole adesso verificare se, nella fase d’acquisizione del dato, l’uso di questi particolari sets 
di parametri possano portare a condizioni di aliasing temporale e/o spaziale.  
Conoscendo il tempo della registrazione (t_rec) ed il numero di campioni utilizzati per 
discretizzare il segnale acquisito (nc) è possibile ricavare il passo di campionamento, dt: 
t_rec=(nc-1)*dt; 
dt=(t_rec)/(nc-1); 
dt=0.250 ns  
La massima frequenza campionabile correttamente con un determinato passo di 
campionamento è detta frequenza di Nyquist (fN). Tutte le frequenze al di sopra di 
quest’ultima devono essere filtrate prima del campionamento mediante un filtro passa basso 




Essendo lo spettro della funzione campionata dato dalla ripetizione (pari alla frequenza di 
campionamento) dello spettro della funzione da campionare, per evitare una loro  
sovrapposizione deve valere la condizione:  
fc>= 2B 
fc>=2*(1.5)F>3F 
con F indicante la frequenza nominale e B la banda del segnale. Tale condizione risulta essere 
ampiamente raggiunta. 
Per quanto riguarda la verifica delle condizioni dettate dal campionamento spaziale è richiesta 
una stima della velocità di propagazione dell’onda nel sottosuolo.  
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Una sua determinazione è risultata però difficoltosa, sia per le variazioni di cui è soggetta in 
profondità sia per la scarsa presenza di iperboli di diffrazioni dalle quali ricavare una misura 
di best fit con la nostra iperbole sintetica. 
Dalla tabella 2.4 e dalle conoscenze stratigrafiche concesse a seguito dello scavo di diverse 
trincee geologiche eseguite in prossimità dell’area, si è deciso di proporre una velocità 
minima (v_min) pari a 0.8 dm/ns considerando una predominanza sabbiosa del materiale 
costituente il sottosuolo non completamente anidro né completamente saturato in acqua. 
Le condizioni del campionamento spaziale (dx) in line e cross line che garantiscano assenza 
di alias possono così essere stimate (paragrafo 3.2) : 
dx=v_min/6F; 
dx=6,6 cm 
Si noti come tale limite sia soddisfatto soltanto in direzione in line. L’alias spaziale è dunque 
presente nei dati in direzione cross line27. 
Le capacità risolutive del segnale sorgente vengono determinate utilizzando le equazioni in 
figura 3.3 e 3.9  (risoluzione verticale ed orizzontale rispettivamente), stimate entrambe alla 
velocità di 0.01 m/ns. 
Ne risulta che i limiti risolutivi verticali ricadono approssimativamente sui 12,5 cm, mentre 
per quelli orizzontali, calcolati a 60 cm di profondità (mediamente uguale a quella riscontrata 
al top delle strutture già presenti nell’area archeologica) è possibile distinguere separatamente 
corpi a partire dalla minima distanza di 40 cm. La presenza di oggetti avente distanze minori 
dei limiti sopracitati subirà un tuning costruttivo.  
I dipoli disposti parallelamente alla linea del rilievo inviano un campo elettrico come in figura 
6.2. Tale configurazione permette di registrare riflessioni provenienti dagli oggetti giacenti 
lungo il profilo. 
L’ampiezza del segnale registrato sarà dipendente dall’orientazione relativa tra target e 
direzione di polarizzazione dell’antenna.  La massima intensità di riflessione registrata avverrà 
quando le direzioni targets/polarizzazione saranno parallele, mentre la minima si verificherà 
quando queste formeranno tra loro un angolo di 90 gradi.  
                                                                 
27
 Il  limite di Nyquist appena calcolato può essere meno restrittivo considerando nel calcolo la frequenza 
nominale di ritorno e non quella inviata. 
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Da quanto appena detto è evidente la necessità di adoperare sistemi multicanale in grado di 
acquisire contemporaneamente due direzioni ortogonali per una migliore visione del target 
sepolto.  
 
6.3   Elaborazione dati 
Introduzione  
Il processing racchiude tutte le operazioni di elaborazione, modelling e analisi dei dati 
raccolti. 
Le tecniche di processing GPR derivano in larga parte da quelle utilizzate nell’elaborazione 
dei dati sismici, di conseguenza, gli steps base di entrambi i processing sono gli stessi e 
diverse soluzioni, di origine sismica, possono essere applicate ai dati georadar  (Yilmaz, 
2001). 
Allo scopo di realizzare un processing efficiente è opportuno seguire alcune linee guida:  
1) Keep it simple (mantenere le cose semplici): spesso i dati necessitano normalmente di un 
processing base. 
2) Keep it real (mantenere le cose reali): evitare l’over-processing. 
3) Understand what you’re doing (capire cosa si sta facendo): valutare l’effetto di ogni 
operazione applicata. 
4) Be systematic and consistent (essere sistematici e coerenti): utilizzo degli stessi parametri 
su datasets equivalenti e registrazione dei dettagli relativi ad ogni step in un diario; molto 
importante nell’eventualità di processare un gran numero di sezioni GPR simili.  
 
Elaborazione dati 
Il dato acquisito, nella sua forma grezza, è in genere illeggibile. Ciò non significa che non 
siano state registrate informazioni ricercate ma che, tramite passaggi di processing  più o 
meno sofisticati, debbano essere messe in luce.   
L’idea base consiste nell’applicare due diversi approcci, eseguiti mediante il software GPR 
Slice: un primo di natura minimale ed un secondo caratterizzato dall’utilizzo di alcuni steps 
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più avanzati, il tutto svolto seguendo un percorso ragionato che sarà successivamente 
completato con la consecutiva costruzione di time-slices (capitolo 7), quest’ultime ausilio 
all’interpretazione del dato.  
I due profili di elaborazione vengono applicati allo scopo di confermare o smentire la natura 
dell’elaborazione dati GPR, secondo alcuni autori di difficile trattazione soprattutto nei 
passaggi più avanzati e quindi, per questo, spesso non applicati.  
L’operazione preliminare all’elaborazione del dato, comune ad entrambe le sequenze 
applicate, è costituita dalle operazioni di preprocessing 
Nello specifico, l’intero set di dati è stato sottoposto al seguente flusso di elaborazione dove, 
in ingresso al punto 1) abbiamo il segnale appena acquisito ed in uscita dai punti 5) e 9) i due 
diversi risultati di elaborazione. 
Pre-processing: 
1)  Dewow (detrendizzazione del dato) 
2)    search (ricerca e sincronizzazione dei primi arrivi) 
Basic Processing: 
3) Bandpass filtering (rimozione frequenze non d’interesse)  
4) Gain (recupero delle ampiezze) 
5) Background removal (rimozione delle componenti del rumore coerente) 
Advanced Processing: 
6) Deconvoluzione spiking (aumento della risoluzione temporale) 
7) Homomorphic deconvolution (rimozione delle multiple) 
8) Analisi di velocità (ricostruzione del profilo di velocità tramite hyperbolic shape analysis) 










1) Dewow filter 
Il dewow ha l’obiettivo di rimuovere l’effetto del trend a bassa frequenza (wow) presente nel 
dato causato dalla saturazione del segnale registrato a seguito dei primi arrivi (air/ground 
wave) e/o da effetti induttivi scaturiti dall’interazione antenna trasmittente – ricevente. 
Tale filtro calcola una media dei valori di ampiezza sulla base di una finestra di campioni 
definita dall’utente (wobble length) e la sottrae a tutti i campioni costituenti la traccia 
(Daniels, Ground Penetrating Radar, 2004): 
  
            
 
 
   
 
 
    
dove  
      = campione non processato 
  
     = campione processato 
N = wobble length 
n = numero campione 
L’intera traccia viene quindi suddivisa in più finestre per oguna delle quali è calcolato un 
valore medio che tenderà ad aumentare in profondità.  
La scelta ritenuta ottimale per il settaggio della lunghezza del filtro ha seguito semplici 
passaggi ragionati, qui di seguito esposti.  
Si supponga di impostare, per assurdo, una lunghezza del filtro uguale al numero di campioni 
della traccia (per esempio 512 campioni). L’unico valor medio trovato, costante lungo l’intera 
traccia, non rispecchierebbe però la reale natura del drift il quale aumenta a tempi maggiori 
(come mostrato ad esempio nelle immagini qui di seguito).  
Altro caso limite si ha con la scelta di un filtro dalla lunghezza unitaria, ciò porta infat ti a 
“valori medi” coincidenti agli i-esimi valori dei campioni riscontrati lungo la traccia e dunque 
ad annullamento dei valori a seguito del filtraggio. 
Per questo motivo è opportuno definire una lunghezza del filtro nè troppo lunga (figura 6.3a) 
né troppo corta (figura 6.3b) in modo da ottenere un risultato accettabile.  
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Un valore ragionevole, dai risultati soddisfacenti, per il setting della lunghezza in campioni 
del filtro è 1/10 della lunghezza in campioni dell’intera traccia (figura 6.3c). 
L’operazione qui descritta ha quindi lo scopo di garantire che la funzione di distribuzione di 
probabilità delle ampiezze sia simmetrica rispetto al valore centrale e che tale valore risulti 










2) T0 search and truncate 
Operazione comunemente applicata ai dati radar quando l’altezza dell’antenna, sovrastante il 
terreno, varia durante l’acquisizione (ad esempio a causa della rugosità della superficie) 
determinando un non perfetto allineamento delle tracce costituenti il radargramma. 
La ricerca di un    comune è dunque passaggio indispensabile, influenzante il corretto 
svolgimento delle successive operazioni.  
In figura 6.4 sono mostrati i metodi di ricerca offerti dal sotware. Il primo metodo prevede la 
ricerca di un valore di soglia preimpostato (threshold) rispetto al primo picco del segnale, il 
secondo metodo punta invece direttamente a determinare la posizione del picco massimo.  
In entrambi i casi, il valore di    può essere anticipato arrettrando di un dato numero di 
campioni la precedente stima. 
Figura 6.3 – Dall’alto in basso, A-scan prima e dopo rimozione del drift (linee blu e verdi rispettivamente). Il 
risultato in figura c) mostra quanto detto, rappresentando quindi una traccia in  cui le  ampiezze risultano 






Ciò viene svolto per ogni singola A-scan, i campioni presenti a tempi minori di    verranno 
eliminati (figura 6.5).  
Ne consegue che, con la scelta di un   , la finestra temporale d’acquisizione effettiva risulterà 
minore di quella originale e sarà pari a: 
effective time window [ns] = T –   =  
( ((nc-1)*dt) - ((nc0-1)*dt) ) = dt ((nc-1)-(nc0-1)) 
dove 
T = finestra temporale originale 
nc = numero campioni della finestra temporale originale 
nc0 = campione alla posizione del t0 





Figura 6.4 – Modalità di ricerca del   . Metodo 1 basato su un valore di soglia rispetto al picco massimo, 
metodo 2 basato sulla ricerca del valore d i picco.  
Figura 6.5 – In alto, radargramma grezzo in cui la posizione del primo picco, dall’istante zero, è 
confrontata dalla doppia freccia in rosso. La stessa freccia, come si nota, ha lunghezza minore nel 
radargramma t roncato. 
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3) Bandpass filtering 
Essendo la banda del segnale registrato maggiore di quella del segnale effettivamente utile, i 
radargrammi devono essere filtrati allo scopo di rimuovere le componenti frequenziali non 
d’interesse (costituenti rumore) al fine di aumentare il rapporto S/N.  
Osservando lo spettro di ampiezza del segnale acquisito è quindi possibile denotare i limiti di 
banda “utili” ed impostare quelle date frequenze di taglio finalizzate a quanto sopradetto.  
Una regola empirica, spesso utilizzata, prevede che la regione passante sia simmetrica rispetto 
al picco della frequenza del segnale ed ampia 1.5 quest’ultimo valo re (ad esempio, F pari a 
200 MHz, banda 100 – 300 MHz), naturalmente è necessario considerare caso per caso, 
ricordando che la frequenza centrale di ritorno è minore di quella inviata.  
Un ulteriore aspetto del filtraggio passa banda riguarda la forma del suo spettro di ampiezza: è 
preferibile una forma “trapezoidale”  ad una “rettangolare” la quale causerebbe un taglio netto 
delle alte e basse frequenze provocando fenomeni pronunciati di ripple del segnale (figura 
6.6). 
Al fine di non introdurre distorsioni, la risposta in ampiezza del filtro deve essere costante 
all’interno della banda del segnale utile mentre la risposta in fase proporzionale alla frequenza 
(le componenti del segnale vengono ritardate tutte della medesima quantità) o a fase zero 
(nessun ritardo nelle componenti del segnale).  
Non è possibile conoscere però la risposta in fase del filtro che si suppone (dai risultati 








Le funzioni di guadagno sono fondamentalmente applicate al dato per ovviare agli effetti di 
attenuazione del segnale dovuti alle proprietà intrinseche del materiale attraversato 
(componente esponenziale) e alle perdite per spreading geometrico che, per la conservazione 
dell’energia, porta ad un decadimento dell’ampiezza con l’inverso della distanza dalla 
sorgente (componente lineare).  
Figura 6.6 – Dall’alto in basso radargrammi grezzi e loro spettro di ampiezza (Area C). La forma del filtro è stata 
appositamente modellata affinchè fosse evidente il fenomeno di ripple. Nell’immagine in  basso le spalle risultano 




Il gain è applicato al dato tramite una curva di guadagno G(t) completamente personalizzabile 
dall’utente in modo che, dopo l’applicazione, la traccia di uscita (Tout) sia abbastanza 
omogenea nelle ampiezze su tutti i tempi (figura 6.7). 
In formule possiamo scrivere:   
             
Una caratteristica della curva di guadagno è inoltre rappresentata dalla possibilità di scelta 
dello starting point che dà inizio al guadagno applicato. 
  
 
Come è possibile notare in figura 6.7, i valori della curva di guadagno crescono 
esponenzialmente nel tempo. Considerando che il contenuto informativo decresce nel tempo a 
seguito dei fenomeni di attenuazione del segnale, parallelamente ad un aumento della 
componente rumorosa, l’applicazione della curva di guadagno così impostata determinerà un 
minor rapporto S/N. 
Inoltre le informazioni riportate sullo spettro di ampiezza possono risultare, a seguito 
dell’operazione, alterate; queste possono essere recuperate applicando a l dato una funzione di 
guadagno inversa G(t)-1. 
Figura 6.7 – Radargramma guadagnato in ampiezza secondo una funzione personalizzata in cu i è presente 
una componente lineare ed una esponenziale (Area C).  
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5) Background removal 
Come mostrato in figura 6.7, la presenza sul radargramma delle forti bande di rumore 
orizzontali (ringing noise) inficiano la qualità del dato rendendolo illeggibile.  
L’operazione di background removal è quindi di fondamentale importanza per la rimozione 
delle componenti di rumore coerente28 , denominate per l’appunto, background noise, le quali 
hanno stessa frequenza del segnale utile e dunque non rimovibili con i classici filtraggi 
passabanda. 
L’algoritmo opera calcolando una media delle ampiezze all’interno di una finestra prestabilita 
e successivamente sottratta all’intero set di dati. 
La media d’ampiezze appena calcolata rispecchierà solo gli elementi comuni a tutte le tracce 
mentre le riflessioni di interesse (casuali) tenderanno ad avere tra loro un’interferenza 
costruttiva dunque non rimosse. 
La sua applicazione consente per cui di mettere in risalto, ad esempio, pattern iperbolici o 
riflessioni precedentemente oscurate. 
Da un punto di vista pratico occorre selezionare i campioni d’inizio e fine su cui fare agire il 
filtro, in relazione all’estensione temporale del rumore, ed inoltre definire la modalità 
d’azione del filtro stesso.  
Risulta necessario porre particolare attenzione alla scelta della lunghezza della finestra 
operativa in quanto se troppo piccola, rispetto al numero di tracce (in ascissa), potremmo 
eliminare segnale utile mentre una finestra troppo grande, in termini di campioni (in ordinata), 
potrebbe rimuovere riflessioni isocrone d’interesse.  
In termini matematici, il background removal genera la seguente traccia filtrata (Daniels, 
Ground Penetrating Radar, 2004): 
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n = da 1 a N, con N = numero di campioni 
a = da 1 ad    , con    = numero di A-scan 
    
     = A-scan processata 
        = A-scan non processata 
Come si nota in figura 6.7, le bande di rumore coerente interessano l’intero radargramma 
obbligando per cui ad impostare una larghezza del filtro pari alla totalità delle A-scan ed una 
lunghezza uguale al numero di campioni. 
Come conseguenza di quanto appena detto, qualsiasi evento orizzontale dotato di una certa 
continuità è stato alterato a seguito di tale operazione suggerendoci, in questo caso, la 
necessità di adottare strategie diverse per la rimozione delle suddette bande.  
Il primo risultato ottenuto dalla sequenza essenziale di elaborazione è dunque mostrato in 
figura 6.8.  
 
 
Ogni set di dati relativo alle tre diverse acquisizioni subirà il medesimo trattamento fin qui 
esposto, ricavando da ognuno di questi un dato d’uscita detto “minimale”, in seguito utilizzato 
per le fasi di costruzione delle time slice e per le successive analisi. 
 
Figura 6.8 - Rimozione del background e del ringing. Le iperboli d i diffrazione precedentemente occultate, 






6) Deconvoluzione spiking 
La deconvoluzione spiking, da un punto di vista ideale, è un processo volto alla produzione di 
una sezione ad alta risoluzione temporale della traccia acquisita a seguito di una compressione 
temporale della forma d'onda (corrispondente nel dominio della frequenza ad un allargamento 
di banda), eliminando l’effetto dovuto all’onda sorgente e dunque lasciando come risultato la 
traccia di riflettività (Yilmaz, 2001). 
In ambito GPR le assunzioni base del modello convoluzionale sono molto restrittive: l’ondina 
GPR è difficilmente a fase minima ed è soggetta a forti perdite energetiche che portano, 
velocemente nel tempo, ad un restringimento della banda di frequenza (quest’ultimo concetto 
è confermato osservando lo spettro del segnale acquisito).  
Ciò ha portato a lunghi dibattiti relativi all’utilità delle tecniche di deconvoluzione nel 
processing GPR, sostenuta da autori quali Annan (1993), Conyers & Goodman (1997) e non 
da altri (Daniels, 1996). 
La deconvoluzione può comunque essere utile nel caso in cui sia possibile determinare 
accuratamente la forma dell’onda sorgente, ad esempio dall’analisi dell’airwave 
(Malagodi,1996; Neves, 1996). 
Le possibilità offerte dal software per lo svolgimento della deconvoluzione spiking sono 
limitate ad un approccio deterministico: risulta dunque necessaria la conoscenza della 
signature della sorgente. 
Quanto detto costituisce un problema, non è infatti possib ile determinare correttamente 
quest’ultima. 
L’approccio scelto consiste nel supporre la riflessione del background rilevata dal 
radargramma grezzo, immediatamente dopo la correzione del drift, come un’approssimazione 
dell’onda sorgente (figura 6.9). 
In tale sede questa è comunque l’unica strada percorribile. 
Lo spettro di ampiezza dell’operatore deconvoluzionale è (approssimativamente) l’inverso 
dello spettro di ampiezza dell’ondina determinata. Quest’ultimo è applicato all’intera traccia 
restituendo in uscita lo spettro di ampiezza della traccia deconvoluta il quale si mostrerà 








Figura 6.9 – Approssimazione dell’onda sorgente (in basso) ricavata finestrando l’onda di background (in alto). 
Figura 6.10 – In alto, spettro d’ampiezza della traccia pre deconvoluzione (Area B). In basso, spettro 
d’ampiezza della medesima t raccia post deconvoluzione.  
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Un ulteriore problema è rappresentato dalla non stazionarietà dell’onda la quale durante la sua 
propagazione, perdendo le alte frequenze, restringe la sua banda (problema parzialmente 
ridotto a seguito del recupero delle ampiezze attraverso l’operazione gain). 
La mutazione in forma ed in ampiezza dell’ondina, durante la sua propagazione, può essere 
definita come una caratteristica tempo variante; ne consegue che la migliore deconvoluzione 
(ai sensi del risultato ottenuto) da applicare al dato, tenente quindi in considerazione le 
proprietà di non stazionarietà, è ottenuta tramite suddivisione in più finestre temporali 
dell'intera traccia, trovando così diversi operatori deconvoluzionali da applicare ai 
corrispondenti gates temporali. 
Sarebbe stato allora più idoneo suddividere l’intera traccia in più finestre temporali, ricavando 
da ognuna di queste uno specifico operatore deconvoluzionale, il software non offre però tale 
possibilità.   

















Il dato verrà nuovamente sottoposto a filtraggio passa banda per eliminare quelle frequenze 






Figura 6.12 – Sequenza alternata di porzioni zoomate ricavate dall’immagine di figura 6.11 in cui lo stesso 
riquadro è riportato nella fo rma non deconvoluta e nella successiva forma deconvoluta. Si noti come in 
quest’ultima la risoluzione sia decisamente migliorata; un esempio abbastanza evidente è indicato dall’insieme 








POST  SPIKING 
PRE SPIKING 
POST  SPIKING 
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7) Deconvoluzione omomorfa 
Una delle possibilità volte alla rimozione delle multiple è rappresentata dalla deconvoluzione 
omomorfa la cui efficacia (costituente una vera e propria incognita) è stata valutata in sede di 
processing. 
Come visto brevemente in sede teorica (capitolo 5), l’analisi cepstrale è volta ad un 
riconoscimento delle multiple, le quali si manifestano come picchi siti in un dato range 
temporale (quefrency). 
Tali picchi possono anche ricadere all’interno dei ranges relativi all’onda sorgente o 
all’interno della traccia di riflettività. In questa situazione quindi un filtraggio risulterebbe 
pericoloso in quanto possibili informazioni utili potrebbero essere rimosse a seguito della 
deconvoluzione. 
Si prenda come esempio la traccia LI010001 acquisita nell’area B e si focalizzari l’attenzione 
sui due eventi indicati dalle frecce. 
Un modo efficace per il riconoscimento delle multiple è dato dall’analisi dell’alternanza di 
polarità del segnale e la sua periodicità tra un evento ed il successivo.  
 Si possono riconoscere qui due due sistemi di multiple (figura 6.13): un primo a corto 
periodo (freccia rossa) ed un secondo avente un periodo più lungo (freccia gialla).  
La freccia rossa potrebbe indicare un evento di ringing tra un oggetto altamente riflettente sito 
in superficie e la  discontinuità terra-aria. 
Il secondo evento, indicato dalla freccia gialla, è invece dato dalla registrazione multipla del 
segnale proveniente dalla discontinuità del (supposto) fondo stradale con l’interfaccia terra-
aria (segnale ripetuto ogni 15 ns) 
Si vede inoltre come in profondità, a causa della perdita delle alte frequenze, il segnale 
ricevuto sia meno risoluto.  
I risultati possono essere considerati soddisfacenti. Anche se una totale rimozione degli echi 
non è stata del tutto apportata è riscontrabile una forte attenuazione di questi.  
Nonostante gli inconvenienti del metodo e le possibilità date dal software, si può affermare 







8) Filtro boxcar 
Per limitare l’influenza di rumore non coerente, presente nei radargrammi in esame e avente 
frequenza compresa nella banda utile, è possibile utilizzare un filtro boxcar, attuante una 
media mobile tra i dati in direzione spaziale. 
L’altezza e la larghezza del boxcar definiscono le dimensioni di tale filtro; considerando un 
filtro avente dimensioni N x M (relative alle righe e colonne del filtro) l’effetto filtrante 
interesserà 2M +1 A-scan ed N campioni in verticale di ogni A-scan, svolgendo una media 
aritmetica mobile e sostituendo quest’ultima al valore centrale interessato.  
Il processo è iterativo,  la finestra viene traslata orizzontalmente traccia per traccia, dalla 
prima all’ultima A-scan, per poi essere shiftata rigidamente di una campione in verticale. 
Agli estremi della sezione, la mancanza di tracce viene colmata ripiegando l’intervallo, 
estendendolo specularmente oltre gli estremi dei dati. Ad esempio, nel caso di un filtro 1x1 
Figura 6.13 –Evento di rimozione di un 
sitema di echi all’interno della t raccia 
registrata. I due sitemi,  indicati dalle frecce 
nell’immagine in alto, dopo l’operazione di 
deconvoluzione omomorfa risultano  
fortemente attenuati. L’immagine è stata 
ritagliata per focalizzare l’attenzione sui 
due eventi indicat i dalle frecce. 
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(2M+1 = 3 tracce) ed un radargramma costituito da 10 tracce, quando il valore centrale della 
finestra filtro raggiungerà la 10 traccia, per effettuare correttamente il calcolo della media 
operata dal filtro, la mancanza di valori oltre gli estremi de lla sezione verrà colmata mediante 
la replica della nona traccia (costituente un’undicesima traccia fittizia).  
L’effetto complessivo del boxcar filter comporterà dunque uno smussamento del 
radargramma senza alterarne le informazioni utili.  
Affinchè il dato non subisca eccessivi smussamenti viene impostata una dimensione della 
matrice pari ad 1x1 (trattando così 3 tracce un campione per volta) restituendo in tal modo un 
dato meno rumoroso (effetto del filtraggio) mantenendo al contempo le riflessioni di interesse 




Figura 6.14 – Effetto del filtro boxcar, partico larmente visibile a tempi maggiori dove il rumore ha un effetto 







Conseguenza diretta dell’operazione di filtraggio boxcar è un ulteriore aumento del rapporto 
S/N. 
 
9)   Analisi di velocità e migrazione 
L’analisi di velocità comprende quell’insieme di procedure finalizzate alla ricostruzione 
dell’andamento di velocità delle onde EM nel sottosuolo, ciò è indispensabile ai fini della 
migrazione. 
La stima delle velocità nel sottosuolo è costituita dall’analisi delle iperboli di diffrazione 
mediante fitting di quest’ultime. 
L’hyperbolic shape analysis consiste nel sovrapporre un’iperbole sintetica ad un’iperbole di 
diffrazione reale, presente nello spazio dei dati, cercando di ottenere un best fitting tra le due. 
Figura 6.15 – Particolare immagine di figura 6.14. L’effetto dell’operazione è una generale attenuazione della 
componente di rumore lasciando quasi inalterate le riflessioni coerenti, portando quindi ad una complessiva 
enfatizzazione del segnale utile.  
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Maggiore è il numero di iperboli su cui è applicabile tale analisi, migliore risulterà la stima 
del campo di velocità, in particolar modo se nei dati sono presenti iperboli a profondità 
diverse. Più l’iperbole è aperta, maggiore è la velocità di propagazione dell’onda attraverso il 
mezzo; viceversa, ad un’iperbole più stretta corrisponderà una velocità minore.  
Identificando il vertice dell’iperbole si cerca di adattare l’iperbole sintetica fino alla perfetta 
sovrapposizione delle due curve. 
Una delle condizioni restrittive per lo svolgimento di tale procedura prevede variazioni di 
velocità soltanto lungo la direzione z, condizione difficilmente riscontrabile nei casi reali, 
soprattutto nelle immediato sottosuolo generalmente molto eterogeneo.  
Il processo di migrazione (migrazione di Kirchhoff) ha l’obiettivo di focalizzare l’energia 
delle iperboli di diffrazione nell’intorno della posizione della sorgente puntiforme; 
quest’ultima, in una sezione GPR, giace idealmente nel vertice delle iperboli.  
Tale processo necessita come input il profilo di velocità sopra determinato, nel caso in cui il 
profilo risulti essere corretto, le iperboli saranno focalizzate in un punto o, in realtà, in una 
zona sufficientemente ristretta . 
I dati in oggetto presentano, purtroppo, uno scarso contenuto in iperboli soprattutto non 
riscontrabili a profondità diverse. Risulta quindi complesso ottenere un campo di velocità 
dettagliato dell’intero contesto indagato e allo stesso tempo effettuare un processo di 
migrazione efficace in grado di coprire l’intera finestra temporale, ragion per cui, al fine di 













7.1  Costruzione delle time slices 
     Passaggio successivo all’elaborazione del dato è la costruzione delle time slices la cui 
visualizzazione consente una più facile analisi delle anomalie da ricondurre ai targets oggetto 
di studio. 
Nello specifico, una time slice rappresenta una ricostruzione delle ampiezze, caratterizzanti il 
sottosuolo indagato, mediante sezioni isotemporali derivanti dall’interpolazione di valori 
ricadenti all’interno di specifiche finestre temporali.  
Come introdotto nel capitolo 6, i dati acquisiti sono stati trattati seguendo due linee di 
processing differenti al fine di poter verificare la validità degli steps processing più avanzati e 
come questi migliorino, o meno, la visualizzazione delle anomalie nelle time slices. 
Le fasi relative alla realizzazione di quest’ultime prevedono: 
1) Set markers/unit 
2) Set amplitude parameters 
3) Set cuts per mark 
4) Gridding 
 
1) Set markers/unit 
Il primo step per la creazione delle time slices consiste nel posizionare lungo ogni singolo 
profilo dei punti di riferimento detti markers. 
Si posizionano markers di riferimento ogni 10 A-scan, che nel caso in esame, considerando 







Figura 7.1 – Esempio visualizzazione markers. 
Marker  
A-scan 
In line di rection 
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Occorre allora decidere il numero di slices nel quale suddividere il radargramma, 
specificandone lo spessore in numero di campioni ed il grado di sovrapposizione in 
percentuale, se desiderato, tra una fetta e l’altra, permettendo così una visualizzazione 




2) Set amplitude parameters 
La tipologia d’informazione mostrata nella time slice è riferita ad una media delle ampiezze 
ricadenti all’interno della fetta temporale impostata.  
Tale media può essere riferita ad: 
a) Medie di ampiezze al quadrato 
b) Medie di ampiezze assolute 
c) Medie di ampiezze reali 
Le prime due riportano valori d’ampiezza esclusivamente positivi, con la prima che ne altera 
modulo e segno al contrario della seconda che ne altera esclusivamente il segno.  
Il terzo caso, sebbene il più fedele in relazione ai valori registrati, potrebbe risultare 
sconveniente per situazioni in cui i valori delle ampiezze, all’interno della finestra di calcolo,  
risultano equamente (o quasi) distribuite nei domini positivi/negativi. In tali condizioni le 
medie potranno avvicinarsi ad un valore nullo (o quasi) vanificando cosi gli sforzi svolti a 
monte. 
Figura 7.2 – Esempio di discretizzazione in fette temporali del radargramma. A sin istra le singole fette non 
sono sovrapposte, a destra è stato scelta una sovrapposizione del 50% .  
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Applicando, invece, una media delle ampiezze al quadrato si andranno ad enfatizzare le 
riflessioni più intense riconducibili, con ogni probabilità, alle superfici di contatto tra target e 
contesto geologico. Ampiezze minori, quali ad esempio rumori superstiti, saranno attenuate.  
Tale procedura di calcolo restituirà dunque time slice caratterizzate da forti “dislivelli” 
d’ampiezza in grado di porre in risalto le anomalie d’interesse rispetto ai valori circostanti.  
Nel lavoro in oggetto si è ragionevolmente scelto di operare con medie d’ampiezza al 
quadrato. 
 
3) Set cuts per mark 
Ulteriore operazione consiste nello stabilire quanto spesso creare valor i medi tra markers 
svolto mediante la definizione di un apposito numero di cuts / markers (figura 7.3 e 7.4). 
Al fine di ottenere valori il più fedeli possibili, riducendo quindi il numero di dati interpolati, 











Figura 7.3 – In alto, posizione dei cuts coincidente con le tracce. In basso, settaggio esplicativo time slice 
(immagine da manuale), le frecce colorate contraddistinguono: in verde, numero di  slices per B-scan; in rosso, 
spessore in numero di campioni; in celeste, campione di partenza; in nero, cuts/marker e tipologia del calcolo 
ampiezza media; in blu, sovrapposizione in percentuale tra time slices consecutive. Le linee gialle vert icali sul 
ragargramma riportano i cuts sui quali posizionare le medie calcolate.  
 









4) Grid the time slice 
Un grid è una regione spaziale costituita da un insieme di righe e di colonne, l’intersezione tra 
queste genera delle celle ai cui vertici sono definiti dei nodi (figura 7.5). La dimensione delle 




Il processo di gridding produce un insieme di valori regolarmente spaziati a partire da dati 
acquisiti in campo. 
Tale operazione, a seguito dell’interpolazione, riempie i “buchi” presenti tra i dati (in line e 
cross line) sfruttando i valori d’ampiezza ricadenti lungo i cuts. 
Figura 7.4 – Posizionamento dei cuts coincidente con l’ubicazione delle singole A-scan. La distanza 
tra i cuts è  dunque uguale al passo di campionamento in line. 
 
Figura 7.5 – A sinistra, grid formato da cinque righe e cinque colonne equispaziate . L’intersezione tra queste 
definisce le celle del grid ai cui vertici sono presenti i nodi. A destra, il medesimo grid in cui sono riportati i 
punti noti (cuts). 
Cut  
Nodo del grid  




Il gridding genera quindi valori della variabile in esame (ampiezze) ad ogni nodo del grid, 
effettuando una ricerca centrata sul nodo e diretta verso i punti noti (cuts). La ricerca è 
delimitata da un raggio in X ed uno in Y (search radii).  
Per una copertura totale del grid, al fine di garantire un valore anche ai nodi più distanti dai 
punti noti, è necessario calcolare un raggio minimo di ricerca (figura 7.6).  
Il tipo di ricerca definisce i punti “vicini” da considerare ai fini dell’interpolazione: i punti 
noti (cuts) ricadenti al di fuori dell’area spazzata non sono evidentemente considerati; il 
settaggio dei parametri di ricerca può determinare quindi la presenza nel grid di aree non 
interpolate. 
Chiaramente, settando un raggio di ricerca (X e Y) uguale in entrambe le direzioni, la ricerca 
ellittica coinvolgerà aree circolari. Nel caso in cui l’area indagata sia interessata da particolari 
anisotropie, con anomalie caratterizzate da una direzione preferenziale, un ricerca di tipo 
ellittica può essere in maggior misura indicata, con l’asse maggiore dell’ellisse diretto lungo 




In figura 7.7 è indicato un settaggio esplicativo per il processo di gridding. 
Cut (valore misurato) 
Nodo del grid 
(valore interpolato) 
Raggio di ricerca minimo 
(Rmin) 
Componenti X e Y del 
raggio di ricerca minimo 
Figura 7.6 – Esempio d i ricerca effettuata per l’interpolazione dei valo ri ai nodi del grid. La freccia in rosso 
rappresenta il raggio d i ricerca minimo mentre in nero le sue componenti. Il nodo del grid verrà così 
interpolato sfruttando i valori ricadenti all’interno dell’area circolare di raggio Rmin.   
Area circolare di ricerca 
di raggio Rmin 
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Raggi di ricerca maggiori prenderanno in considerazione, ai fini del calcolo, valori distanti dal 
nodo considerato, al contrario, raggi di ricerca minori prenderanno in considerazione valori 
ricadenti nei vicini punti noti. Un confronto della stessa time slice è offerto in figura 7.8.             
I parametri di calcolo utilizzati sono i medesimi ad eccezione del raggio di ricerca.  
Si noti che all’aumentare di questo le anomalie tenderanno a raggiungere un certo grado di 







Figura 7.7 – Esempio, in evidenza: tipologia di ricerca (freccia bordeaux), raggi di ricerca 
lungo X ed Y (frecce nere) e grid cell size (freccia verde).  
Figura 7.8 – Time slice 15-19 ns, acquisizione area A. Le celle del grid sono state impostate, in entrambe, a 6x6 
cm. I raggi di ricerca sono rispettivamente di 0.1 m a sinistra e 1 m a destra. L’effetto stria, caratterizzante la 





7.2  Metodi di interpolazione 
     L’attribuzione di valori ai nodi del grid prevede l’utilizzo di un algoritmo d’interpolazione. 
La scelta, tra quelle disponibili, è ricaduta sull’algoritmo IDW (Inverse distance weighted) in 
grado di restituire un risultato accettabile con tempi di calcolo brevi.  
 
1) Inverse distance weighted 
Prevede una stima pesata,      , dei valori d’ampiezza dai punti noti da associare al 
particolare nodo del grid: 
         
 
   
          
Dove    rappresenta il peso, legato alla distanza, dei primi vicini: 
         
 
         
  
         
 
   
 
con 
      = valore interpolato al nodo    del grid 
      = valore osservato all’i-esimo punto del grid 
        = distanza tra nodo e l’i-esimo punto vicino 
  = parametro di smoothing 
   punti vicini inclusi dal raggio di ricerca 
Dunque i dati sono “pesati” in fase d’interpolazione così che l’influenza di un punto, relativo 
ad un altro, diminuisca all’aumentare della distanza dal nodo del grid in esame. 
L’importanza della distanza tra nodo e cut è valorizzata dal parametro di smoothing il quale 
accentua il peso della distanza nell’assegnare un valore ad un dato nodo del grid: ad un 
incremento di   corrisponderà una minore influenza dei punti lontani contemporaneamente ad 
un incremento dell’influenza dei punti vicini.  
Generalmente l’IDW è un metodo d’interpolazione esatto (se   = 0) o smoothed (   ), nel 
calcolo del valore di un nodo i pesi assegnati ai dati sono in forma di frazioni e la somma 
complessiva di tutti i pesi è uguale ad 1.  
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Quando una particolare osservazione coincide con un nodo, la distanza nodo–punto osservato 
è nulla e a quella particolare osservazione è dato un peso pari ad 1 mentre a tutte le restanti, 
incluse nel raggio di ricerca, il peso è pari a 0.  
Ne consegue che al nodo in questione sarà assegnato il valore della coincidente osservazione. 
 
2) Kriging 
Una seconda scelta riguardante l’algoritmo d’interpolazione è data dal Kriging,  qui non 
perseguito a causa dei notevoli tempi computazionali richiesti e dalle scarse migliorie 




Un ulteriore punto a sfavore è dato dalla non possibilità, da parte del software in uso, di una 
diretta visualizzazione del semivariogramma sperimentale (figura 7.11 ) concedendo 
esclusivamente una raffigurazione dello stesso a “nuvola” (figura 7.10), impedendo così un 
controllo diretto nei riguardi dell’impostazione dei parametri di calcolo.  
Figura 7.9 – A sin istra,  time slice realizzata mediante algoritmo IDW; a destra medesima time slice 
realizzata tramite Krig ing. Il maggior tempo computazionale necessario ai fin i della costruzione e la 
mancanza di significative differenze tra i due risultati non giustificano la preferenza dell’algoritmo Krig ing 




Il tutto ha quindi dirottato l’attenzione dello scrivente nel preferire, ai fini dell’interpolazione, 
l’algoritmo IDW.  
Malgrado ciò si è ritenuto opportuno offrire una descrizione sintetica riguardante l’algoritmo 
in oggetto. 
Il Kriking è sinonimo d’interpolazione geostatistica basato sull’assunzione per cui punti vicini 
abbiano valori simili fra loro mentre punti lontani non hanno alcun legame ovvero non sono 
fra loro correlabili.  
Una versione standard di tale metodologia è definita Ordinary Kriging (OK), il quale calcola i 
valori incogniti effettuando un’interpolazione basata sulla media pesata di un numero 
appropriato di valori noti.  
Per calcolare il valore incognito della variabile Z in un punto    è possibile fare una stima del 
valore        utilizzando una combinazione lineare dei valori rilevati nei punti noti secondo 
l’equazione:  
               
 
   
           
 
   
   
I coefficienti moltiplicativi    dipendono dalla struttura statistica della variabile Z e si 
ricavano dal suo semivariogramma il quale riporta la distanza fra le coppie dei punti noti in 
ascissa e lo scarto quadratico fra i valori misurati, per ogni copp ia di punti considerata, in 
ordinata. 
Figura 7.10 – Semivariogramma a nuvola 
dove sull’asse x è riportata la distanza fra 
coppie di punti mentre sull’asse y la 
semivarianza. Come si evince è impossibile 
una visione dei parametri caratteristici del 
semivariogramma (si veda in seguito).  
144 
 
Nel kriging, a differenza dell’IDW, i pesi sono attribuiti in modo da riflettere la struttura di 
autocorrelazione spaziale; secondo Matheron (1962) una stima delle differenze tra valori 
vicini può essere data dalle semivarianze       : 
      
 
 
                    
   
Dove       valore della variabile al punto    mentre        è il valore del vicino a distanza 
      
Rappresentando tutte le semivarianze rispetto alla loro distanza di separazione otteniamo 
quello che viene definito semivariogramma a nuvola 
Una descrizione visiva del sopracitato risulta però essere difficoltosa; per far fronte al 
problema i valori delle semivarianze sono mediati rispetto ad una distanza standard, detta lag, 
ottenendo così un semivariogramma sperimentale. 
In generale, le semivarianze saranno più piccole a brevi distanze per poi stabilizzarsi ad una 
data distanza all’interno dell’area di studio. In altre parole, i valori della variabile in oggetto 
saranno quindi più simili a corte distanze mentre aumenteranno all’incremento di quest’ultime 
dove le differenze tra le coppie saranno più o meno uguali alla varianza globale dell’area 
(figura 7.11) 
Una volta calcolato il semivariogramma sperimentale questo è fittato attraverso una stima ai 
minimi quadrati iterativamente ripesati (IRLS).  
Il semivariogramma misura quanto velocemente i valori in esame variano in media; il 
principio fondamentale prevede una maggiore somiglianza tra due misure vicine piuttosto che 
tra due distanti. 
Poiché, spesso, vi si riscontra un andamento preferenziale nell’andamento delle ampiezze 
osservate (anisotropia), i valori cambieranno più rapidamente in una direzione che in un’altra; 
il semivariogramma è dunque funzione della direzione di osservazione.  
Nello specifico tre sono le variabili caratterizzanti un semivariogramma, due hanno carattere 




Come si evince dalla figura, il semivariogramma sperimentale è definito da quattro parametri 
fondamentali, i cui valori sono necessari per una corretta procedura d’interpolazione essendo 




Indica una stima del residuo degli errori di misurazione con le variazioni spaziali che si 
verificano su distanze minori del passo di campionamento.  
2) Sill 
Conosciuto anche come altezza del variogramma, il sill individua il valore di      in 
corrispondenza del quale la semivarianza non mostra più apprezzabili variazioni con la 
distanza. 
Fornisce una precisa indicazione riguardo alla distanza di massima correlazione delle misure 
sperimentali oltre la quale esse possono considerarsi statisticamente indipendenti. 
3) Range 
Distanza presso la quale il variogramma raggiunge il sill oltre il quale       diventa pressoché 
costante. 
4) Scale 
È pari alla differenza: sill – nugget effect, se quest’ultimo è nullo, scale e sill coincideranno. 
Una volta stimato il modello del semivariogramma è possibile derivare da esso i pesi Kriging 
rendendo possibile la stima del valore del nodo         . 
 
Figura 7.11 – Variogramma sperimentale e suoi parametri fondamentali in evidenza.  
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7.3  Presentazione e confronto delle time slices 
     Come prevedibile, avendo svolto le indagini in tre diverse aree, un equivalente numero di 
set di time slices è stato elaborato. 
A loro volta, per ogni set, è stata attuata una doppia costruzione, successiva ad 
un’elaborazione minima ed avanzata del dato, a l fine di rendere evidenti le differenze 
apportate dai vari passaggi processing eseguiti.  
La scelta del numero di slices in cui suddividere i nostri radargrammi è stata impostata 
seguendo alcuni passi ragionati, brevemente esposti. 
Un punto di partenza, comodo per lo sviluppo di un percorso critico, è rappresentato 
dall’esame di due casi limite. Il primo riguarda la costruzione di un’unica time slice               
(il numero di campioni della slice è uguale al numero di campioni della traccia), il secondo 
prevede invece la costruzione di un numero di time slices pari al numero di campioni 
costituenti le tracce. 
Nel primo caso, la singola fetta prodotta mostrerebbe un unico valor medio calcolato su tutti i 
valori di ampiezza dei campioni costituenti le tracce. In questo modo però verrebbero 
vanificate le informazioni date dalla possibilità di apprezzare le variazioni del segnale a 
profondità diverse rendendo di conseguenza impossibile la caratterizzazione delle anomalie 
(ad esempio, determinare la profondità di un target particolare). 
Nel secondo caso, estremo e contrapposto al primo, l’operazione di media effettuata tra le 
ampiezze costituirebbe un passaggio superfluo, essendo trattati singoli campioni per volta.  
L’effetto principale di tale operazione, eseguita per la costruzione delle slices, è quello di 
sfumare le riflessioni non di interesse lasciando in affioramento le altre rispetto al contesto di 
fondo. 
L’immagine prodotta risulterà dunque caratterizzata da un insieme di picchi scarsamente 
correlabili tra loro, sia in profondità che lungo lo stesso piano. In questa situazione non 
avrebbe più senso parlare di ampiezze anomale ma solo di time slices rumorose. 
L’utilità e la potenzialità ricercata, sfruttando questo particolare strumento di visualizzazione 
dei dati, si riconduce alla possibilità di mostrare anomalie d’ampiezza ricollegabili a quelle 
prodotte dalle strutture sepolte. Affinché tutto questo sia reso possibile è stata proposta l’idea 
di costruire fette temporali con spessore (in numero di campioni) paragonabile alla durata 
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dell’impulso inviato dell’antenna. In altri termini, la risoluzione mostrata nelle time slices 
deve essere all’incirca uguale alla risoluzione dell’impulso inviato.  
La misura della durata impulsiva del segnale trasmesso è ricavabile dai dati tecnici della 
strumentazione, non posseduti. Dunque una sua approssimazione è stata ricavata dalla misura 
temporale dell’onda di background (4 ns circa) corrispondente a 17 campioni. 
Vengono quindi prodotte delle slices con uno spessore pari a 15 campioni.  
Dividendo l’intera traccia (463 campioni in seguito al processo di troncamento) in fette di 15 
campioni ciascuna, otteniamo 30 slices disposte affiancate una di seguito all’altra.  
Scegliendo un grado di sovrapposizione del 50% tra una fetta e la successiva, al fine di non 
modificare lo spessore in numero di campioni delle slice, il numero totale di quest’ultime è 
stato aumentato a 60. 
Dalla figura 7.6 è possibile determinare la distanza minima necessaria per effettuare una 
ricerca che coinvolga tutti i primi vicini. Istintivamente si è portati a far coincidere i raggi di 
ricerca, in X ed Y, pari al passo di campionamento in line e cross line (6 e 12 cm). In questo 
caso però si avvierebbe una ricerca di tipo ellittica con l’asse maggiore orientato in direzione 
E-W. 
Avendo notato però un’orientazione preferenziale delle strutture in direzione SW-NE e 
perpendicolarmente a questa NW-SE, sarebbe stato di grande utilità poter orientare a 
piacimento l’ellisse in modo da far coincidere l’asse maggiore con la direzione delle strutture 
di interesse. Essendo questa strada interdetta si è scelto di intraprendere una via neutrale, 
impostando cioè una ricerca circolare con i valori indicati in tabella 7.1. 
Lo schema sottostante riassume la procedura adottata per la stima della minima distanza 
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La costanza dei parametri impostati nella realizzazione delle time slice è una condizione 





Amplitude average Square amplitude 
Slicing overlap 50 % 
Gridding method IDW 
Cell grid size 6x6 cm 
X,Y search radius 10 cm 
Smoothing factor 2 
 
Ad eccezione dell’area B, le time slice sembrano riportare forti anomalie delineanti quello 
che, con ogni probabilità, potrebbe essere associato a strutture antropiche di interesse.  
Nello specifico, l’area B, corrispondente al rilievo condotto sulla superficie stradale, mostra 
valori d’ampiezza molto affievoliti, quasi oscurati dal rumore di fondo.  
Non è semplice giustificare tale risultato ricordando che molteplici sono i fattori che possono 
influenzare l’intensità della riflessione registrata; comunque è presumibile che il forte 
intervento antropico, che ha portato ad esempio alla costruzione della suddetta strada, abbia  
contribuito alla scadenza del risultato ottenuto.  
Allo scopo di verificare le differenze apportate al dato secondo i due profili del processing 
eseguiti, verranno riportate le time slices più significative delle tre aree, seguite da un loro 
ingrandimento. 
Come risulterà evidente da un rapido confronto tra le figure sottostanti, i risultati ottenuti dal 
dato soggetto a processing avanzato riportano immagini più esplicative, consentendoci di 
svolgere considerazioni positive nei riguardi dell’elaborazione completa del dato. 
Ciò che le time slices porranno in evidenza è dato da una combinazione degli effetti globali 
derivanti da quei passaggi di processing più avanzati. Associare quindi una particolare 
differenza tra le immagini ad uno specifico passaggio di elaborazione potrebbe risultare non 
poco difficoltoso. Ad ogni modo si cercherà ugualmente di dare una giustificazione plausibile. 
Un’immediata evidenza, osservabile senza particolare impegno  in figura 7.12 e 7.13, risiede 




Tale risultato non sarebbe comunque riproponibile applicando al “dato minimale” un ulteriore 
guadagno: le due immagini non sono così speculari come sembrano apparire ma esistono 
differenze più o meno apprezzabili.  
Nello specifico, concentrandoci sulle forti ampiezze presenti in prossimità dell’origine 
rispetto ad x (indicate dalla freccia nera), si noti come queste, costituenti indubbiamente 
rumore, siano state eliminate nell’immagine a destra.  
Ritrovare la causa di queste forti riflessioni iniziali non giustificherebbe come queste siano 
assenti nella “slice avanzata”, però, data la loro presenza ripetuta sia nei riguardi dell’intero 
asse temporale di un radargramma sia, quindi, sulle stesse time slices, è facile ipotizzare come 
l’operazione di deconvoluzione omomorfa abbia contribuito ad un miglioramento 
dell’immagine.  
La maggiore enfatizzazione delle ampiezze potrebbe essere invece imputata all’effetto del 
boxcar filter. Come riportato nel capitolo dedicato al processing, questo infatti contribuisce a 
smorzare il rumore di fondo restituendo così un maggior contrasto tra le riflessioni utili, 




Figura 7.12 – Time slice 21-25 ns, area A. Nell’immagine a sinistra, time slice derivante da 









Nei confronti della deconvoluzione spiking si è ragionevolmente supposto come il suo 
contributo dovrebbe risaltare lungo l’asse z. 
Il dato deconvoluto, con il suo spettro approssimativamente bianco, è caratterizzato da 
riflessioni aventi minore durata temporale quindi il suo effetto dovrebbe essere messo in luce 
confrontando time slices a profondità consequenziali, sia riguardanti il processing minimo che 
avanzato. 
In particolare, date le differenze temporali delle riflessioni deconvolute e non, osservando le 
anomalie d’ampiezza a profondità differenti, queste dovrebbero differire: una medesima 
riflessione, presente in due successive time slices nel set non deconvoluto, potrebbe 
presentarsi in una singola occasione nel set deconvoluto o, più probabile, presentare ampiezze 
di intensità minore.  Lo schema seguente, eccessivamente semplificato, cercherà di chiarire 
quanto detto. 
Figura 7.13 – Zoom di una porzione dell’area A, le anomalie d’interesse risultano maggiormente in risalto 
nell’immagine in basso rispetto allo sfondo della time slice. In alto si riscontrano forti ampiezze rumorose 












Nello schema soprastante, si nota come nella slice2, costruita sulla traccia deconvoluta, le 
ampiezze coinvolte nel calcolo siano minori. Il caso reale è invece mostrato in figura 7.14a,b 
(zoom in figura 7.15), qui il confronto tra i due set è però reso difficoltoso vista la complessità 
nell’apprezzare le ampiezze sulle time slices minimali. 
Lo stesso procedimento sarà comunque svolto nelle slices corrispondenti alle altre aree di 
studio 
 







Figura 7.14a – Time slice 15-19 ns a sinistra e 17-21 ns a destra. Le immagini derivano 







Figura 7.14b – Time slice 15-19 ns a sinistra e 17-21 ns a destra. Le immagini derivano 
dall’elaborazione del dato secondo un profilo d i processing avanzato.  
N 
N 
Figura 7.15a – Particolari di figura 7.14a, come è evidentele le time slices non mostrano chiaramente le 






Considerazioni simili possono essere svolte nei confronti delle successive time slices, dove le 
ampiezze ricadenti all’interno della struttura quadrangolare sono ben evidenti anche 
nell’immagine “basic” di figura 7.16, ottenuta elaborando i dati acquisiti nell’area C.  
I contorni della struttura risultano più definiti nel dato avanzato, effetto chiaramente derivante 
dal filtro boxcar applicato. Allo scopo, invece, di osservare gli effetti apportati dalla 
deconvoluzione spiking, si mostreranno due slices in successione per ogni profilo di 
elaborazione (figura 7.17). 
Figura 7.15b – Particolari di figura 7.14b, le time slices mostrano forti riflessioni di interesse ma vista la 






Figura 7.16 – Time slice 11-15 ns area 
C. In alto, time slice derivante da 
elaborazione secondo un profilo  
minimo. In basso,  la  stessa derivante da 











Le differenze nelle intensità d’ampiezza mostrate, riferendoci nello specifico alla struttura 
quadrangolare, possono qui essere ricondotte, con molta probabilità, all’effetto della 
deconvoluzione spiking. 
Si noti come le suddette ampiezze, nell’immagine ottenuta in seguito all’elaborazione 
avanzata dei dati, siano d’intensità minore all’interno della stessa fetta temporale (zoom in 
figura 7.18). 
 
Figura 7.17 – Successione time slice 9-13, 11-15 ns. Nella riga in alto relat ive al processing minimo, 









Come già accennato in precedenza, le acquisizioni effettuate nell’area B non hanno restituito 
risultati pienamente soddisfacenti: il supposto cattivo stato di conservazione delle strutture ha 
determinato una riduzione dell’energia riflessa in superficie, restituendo immagini poco chiare 
in cui le deboli anomalie riscontrate risultano quasi indistinguibili dal rumore di fondo (figura 
7.19). 
Sono tuttavia visibili due allineamenti di interesse aventi direzione NW-SE ed un altro ad esso 
perpendicolare rintracciati dalle frecce in nero in figura 7.20. 
 
 
Figura 7.17 – Particolare dell’immagine di figura 7.17 riferita al settore sud dell’area C. Le differenze 










L’intero set di dati è mostrato in figura 7.21 allo scopo di verificare se tali anomalie 
d’ampiezza siano ricollegabili effettivamente ai nostri targets o a rumore sorto in seguito ai 
passaggi di elaborazione. 
Si noti come direzioni preferenziali risultino presenti in tutte le aree indagate, ed inoltre, come 
sia possibile effettuare un’associazione tra queste.  
Figura 7.19 – Time slice 23-27 ns area B. Nell’immagine a 
sinistra, time slice derivante da elaborazione secondo un profilo 
minimo. A destra,  la stessa derivante da elaborazione secondo 
un profilo avanzato. 
Figura 7.20 – Zoom di una porzione dell’area B. Nonostante l’immagine a destra appaia rumorosa, sono 















Figura 7.21 – Le immagini si riferiscono alle tre aree di acquisizione, dall’alto in basso area A,B,C. Si noti 
come, nel complesso, gli allineamenti mostrino coerenza nelle reciproche orientazioni, confermando così 
l’idea di un’appartenenza di queste a strutture antropiche. Il pallino  bianco al vertice delle figure, identifica il 






Interpretazioni dei risultati 
 
8.1  Considerazioni preliminari 
     L’indagine GPR eseguita nelle diverse zone è volta alla verifica dell’esistenza di possibili 
target riconducibili alle strutture già messe in luce nel quartiere romano di S. Gaetano.  
La possibilità di interpretare anomalie riconducibili a target sepolti è vincolata ai limiti ed 
incertezze del metodo d’indagine, questi ultimi funzione delle caratteristiche del segnale 
inviato e della qualità del dato ricevuto.  
Prima di avviarci alla fase interpretativa del dato è quindi consigliabile fare alcune piccole 
considerazioni che partono dall’analisi di qualsiasi dato a disposizione, utile strumento atto a 
formare un contesto di partenza.  
Un valido punto preliminare di appoggio è rappresentato dalle strutture messe in luce dagli 
scavi (paragrafo 1.1) le quali, nella maggior parte dei casi, sono conservati soltanto a livello 
pavimentale e raramente nella parte inferiore dell’alzato (figura 8.1). 
 
 
Figura 8.1 – Quartiere romano di S. Gaetano Vada, edificio D. Si noti come le strutture siano conservate 
solamente a livello pavimentale e nella parte inferiore dell’alzato. Ev idente la presenza caotica di residui 




La tecnica edilizia è omogenea in tutti gli edifici citati:  l’alzato superstite è costruito in opus 
vittatum (conci di calcarenite locale legato con malta ) mentre il piano pavimentale (o meglio 
resti delle preparazioni sottopavimentali), la cui composizione differisce da ambiente ad 
ambiente, risulta costituito per lo più da sabbia ed argilla pressata.  
Diverse trincee geologiche eseguite in corrispondenza dell’area archeologica (figura 8.2) 
denunciano l’alternanza di strati decimetrici suborizzontali costituiti da sabbie e ghiaie di 
deposizione marina, prossimale alla linea di costa, con abbondante contenuto in frammenti di 
organismi marini. 
       
 
Cronologicamente più recenti, risultano i depositi eolici sabbiosi, non conformi ai precedenti, 
coperti a loro volta dal moderno suolo.  
L’insieme degli indizi sopra esposti porta a confermare la possibilità che in corrispondenza 
dei contatti tra le strutture antropiche di interesse ed il materiale in cui queste risultano 
immerse, colmate dal moderno suolo, possano svilupparsi riflessioni da associare ad eventuali 
targets. 
Modelli sintetici ed esperimenti di laboratorio, inoltre, vengono comunemente utilizzati per 
simulare alcune delle situazioni geoarcheologiche più comuni, valutando a priori il pattern di 
riflessioni che ci si può aspettare: muri, colonne e pavimenti generalmente producono 
riflessioni ad alte ampiezze dovuto all’alto contrasto di velocità con il materiale sovrastante. 
In figura 8.3 viene mostrato il pattern di riflessione tipico di un muro. Le riflessioni visibili 
all’interno della struttura, dal top al bottom, sono da attribuire alla presenza dei vari elementi 
costituenti, i quali possono essere tra loro legati (es. malta cementizia) o presentarsi a secco.  
Figura 8.2 – Trincee geologiche mostranti l’alternanza sedimentaria relat iva ai cicli trasgressivi e regressivi 





Per quanto riguarda gli aspetti legati all’attenuazione dell’onda, possono essere formulate un 
paio di considerazioni. La prima riguarda i fenomeni di dispersione del segnale legati alla 
propagazione di questo in un mezzo poroso (l’insieme degli strati sedimentari) saturato 
dall’acqua di falda.  
Nel periodo relativo all’acquisizione (inverno 2013) questa si presentava ad un livello molto 
superficiale (60 cm circa dal piano campagna). Inoltre, considerata la vicinanza della zona 
all’ambiente marino, è lecito aspettarsi un alto contenuto salino delle acque di falda.  
Quanto detto concorre a determinare una discreta attenuazione del segnale nel volume 
indagato. 
Una seconda considerazione riguarda i fenomeni di scattering del segnale supposti limitati 
essendo le dimensioni degli elementi geologici inferiori alla lunghezza d’onda della sorgente 






Figura 8.3 - Pattern di riflessione associato ad una struttura muraria (Ribolini, Geomorfologia Radar, 2011).   
162 
 
8.2 Interpretazione dati 
    Come evidenziano le time slices, in ognuna delle aree in cui è stato possibile effettuare il 
rilevamento GPR sono riscontrabili settori in cui è stato possibile identificare anomalie, 
caratterizzate da direzioni preferenziali, coerenti con quelle osservabili nell’attigua area 
archeologica. 
Verranno di seguito esposti e commentati i risultati di un numero rappresentativo di dati,  
ritenuti più ricchi nel contenuto informativo d’interesse,  riguardanti sia i radargrammi che le 
time slices. 
 
 Area A 
I risultati ottenuti in quest’area hanno permesso di ottenere una visione molto accurata sulla 
presenza di strutture sepolte, in cui appaiono chiaramente visibili anomalie d’aspetto 
omogeneo che tendono ad incrociarsi tra loro in maniera ortogonale quindi ricollegabili, con 
un minimo margine di dubbio, ad allineamenti murari.  
Una delle parti più interessanti del campo, caratterizzata da una presenza considerevole di 
anomalie, risulta essere la zona ovest dell’area indagata (figura 8.4).  
 
Figura 8.4 – Time slice (17-21 ns) rappresentativa 
dell’intero set di dati. L’allineamento preferenziale 
delle anomalie, evidenti in figura, lascia presupporre 




Gli allineamenti riscontrati in figura sovrastante, iniziano a delinearsi ad una profondità di 5 
ns, raggiungendo la massima continuità intorno ai 20 ns  (time slice 17-21 ns) per poi svanire 
nell’intervallo temporale 27-31 ns.  
L’aspetto eterogeneo delle ampiezze e, lungo uno stesso allineamento, spesso caratterizzato 
da lacune può essere ricondotto allo stato di integrità delle strutture il quale può essere stato 





Nella figura 8.6, la stessa time slice riporta, con segmenti in nero, i contorni delle strutture 








Figura 8.5 – Particolare time slice di figura 8.4. Al centro del riquadro si notano ampiezze dalla d isposizione 
dispersa e caotica. La d iversa intensità delle anomalie ivi riscontrata potrebbe essere ricollegata ad un diverso 












Figura 8.6 – Le linee in nero contornano, con una leggera dislocazione, le strutture di interesse, alcune più 




Dei 301 radargrammi acquisiti saranno qui analizzati quelli ritenuti più rappresentativi, 
ricadenti all’interno di quella che sembra essere la zona maggiormente ricca in allineamenti 






Procedendo nell’interpretazione delle sezioni radar bisogna tener conto di come le proprietà  
fisiche dei materiali influenzino le variazioni delle grandezze caratteristiche di un’onda quali, 
ad esempio, ampiezza e polarità con cui il segnale viene registrato. 
Quanto più il contrasto tra due mezzi, in termini di grandezze elettromagnetiche, è elevato 
tanto maggiore sarà il coefficiente di riflessione e quindi l’intensità della riflessione registrata.  
Il coefficiente di riflessione può inoltre assumere valore positivo o negativo, contribuendo a 
generare un segnale il cui primo picco ricadrà nel quadrante positivo (V2>V1) o negativo delle 
ampiezze (V2<V1), indicati rispettivamente in bianco e nero sul radargramma. 
 
Figura 8.7 – Zoom dell’area oggetto di studio in cui sono chiaramente visibili le traiettorie 








Da una semplice analisi della figura 8.7 possono essere fatte brevi osservazioni che si 
traducono in aspettative nella ricerca di determinate riflessioni sulle singole sezioni radar: le 
scansioni condotte in campagna attraversano strutture murarie delimitanti sia ambienti interni 
che esterni. 
È allora facile immaginare la possibilità di riscontrare riflessioni riconducibili, oltre ai già 
citati allineamenti murari, anche a superfici planari costituenti il piano pavimentale, 
appartenente all’ambiente interno.  
La figura 8.8 riporta il radargramma LI020012 frutto dell’elaborazione avanzata del dato. 
Da una prima analisi possiamo notare come a profondità maggiori (>60 ns) il contenuto 
informativo sia ridotto a causa di una netta predominanza del rumore di fondo. 
Ciò potrebbe essere confermato da una semplice analisi dello spettro d’ampiezza ricavato su 
diverse finestre temporali: le componenti frequenziali associabili al rumore acquisteranno 
sempre maggiore energia rispetto alle componenti in banda, determinando un sempre minore 
rapporto S/N.  
Lo spettro d’ampiezza della traccia registrata, calcolato invece sulle porzioni superficiali (<60 
ns), tenderà a replicare lo spettro dell’ondina inviata. Questo è spiegato ricordando che la 
traccia [x(t)] (supponendo utopicamente un dato esente da rumore) è data dalla convoluzione 
nel tempo tra sorgente [w(t)] e traccia di riflettività [e(t)], casuale ed a spettro bianco. 
Lo spettro di ampiezza risultante X(f), dato dal prodotto degli spettri d’ampiezza dei segnali 
convoluti, sarà simile allo spettro d’ampiezza del segnale w(t) inviato.  
Calcolato a tempi maggiori, a causa degli effetti di attenuazione subiti dall’onda, X(f) 
mostrerà una banda sempre minore. Ne segue che l’operatore filtro passabanda, per ottenere 
un dato di qualità superiore, dovrebbe essere tempo variante (limiti di cut off variabili nel 
tempo). 
Allo scopo di interpretare le riflessioni riscontrate sul radargramma verrà data una generale ed 
introduttiva descrizione dell’aspetto generale di queste. Ad esempio, r iprendendo la figura 
8.8, si evince che le principali riflessioni di interesse sono comprese nell’intervallo temporale 
0-40 ns. 
Il pattern dominante è quello caotico ma si distinguono anche alcuni pattern tipici come in 
figura 8.3 ed un forte riflettore piano e continuo nei riguardi dell’intera estensione spaziale del 
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radargramma, situato a circa 30 ns (in figura indicato da una freccia). A questo segue un altro 
pattern piano parallelo e discontinuo a tratti, di ampiezza minore del precedente, il quale 
svanisce in profondità inghiottito dal rumore di fondo.  
Le supposte strutture murarie vengono circoscritte da riquadri in rosso (leggermente più 
grandi ma centrati su queste) e possono essere riconosciute nella parte a sud del profilo ad un 





La polarità della riflessione al top del muro (12 ns circa) è diversa nei due riquadri. Nel primo 
(a sinistra) negativa mentre, nel riquadro a destra, positiva.  
Avendo supposto una composizione delle strutture costituenti l’alzato in calcare ed una 
copertura di queste dal più recente suolo di deposizione, le polarità registrate del segnale 
Figura 8.8 – Radargramma LI020012 con in evidenza le riflessioni anomale. In basso, particolare della 
sezione LI020012 compresa tra 0-12 metri in direzione x e 0-70 ns  
T(ns) 





dipenderanno dalle variazioni delle caratteristiche fisiche del mezzo attraversato (ad esempio 
porosità, saturazione in acqua, composizione, ecc..). 
L’alternanza di polarità riscontrata in figura denuncia quindi variazioni locali delle condizioni 
fisiche del suolo lungo il profilo. 
Come è possibile constatare dall’incrocio time slice/profilo di figura 8.7, le riflessioni 
inquadrate coincidono con i targets di interesse; lo stesso incrocio suggerisce però la presenza 
di ulteriori strutture (a circa 7 metri in direzione x) non facilmente rilevabili sul radargramma 
in questione e per questa ragione non circoscritta.  
Per quanto riguarda il forte riflettore planare, l’ipotesi è che questo possa coincidere con la 
superficie pavimentale (o uno strato di questa) maggiormente conservata in quello che sembra 
appartenere ad un ambiente interno, delimitato dalle strutture murarie precedentemente citate.  
Volendoci allontanare dal ricondurre le riflessioni a strutture antropiche, un’ulteriore 
considerazione può essere fatta nei riguardi dei vari riflettori piano paralleli presenti 
all’interno dell’intera finestra temporale.  
Gli strati sedimentari sub orizzontali, come si nota in figura 8.2, dallo spessore decimetrico, 
possono essere messi in luce singolarmente solo con determinate caratteristiche strumentali.  
La risoluzione verticale permessa dalla strumentazione in uso, considerando una frequenza 
centrale di ritorno pari a circa 150 MHz (figura 6.4) ed una velocità approssimata a 10 cm/ns 
(1/3 di quella nell’aria), varia dai 12.5 ai 16 cm.  
L’alternanza litostratigrafica viene apprezzata ad una risoluzione verticale più bassa nel senso 
che gli eventi registrati sono dati dalla somma degli effetti di più orizzonti stratigrafici (tuning 
costruttivo). 
In ultima analisi, l’insieme delle riflessioni orizzontali riscontrate, non dovrebbero 
necessariamente essere ricondotte ad oggetti fisici o discontinuità giacenti nel sottosuolo. 
Queste potrebbero costituire eventi multipli anche se, una chiara distinzione dato l’aspetto 
complessivamente caotico, appare difficoltosa.  
Nei confronti della sezione LI040015 possono essere rivolte le stesse considerazioni appena 
effettuate. I riquadri in rosso contornano le riflessioni di interesse; si noti come queste siano 









Il riquadro in giallo presenta una forte riflessione al suo interno, possibilmente riconducibile 
al target d’interesse. Osservando l’incrocio profilo/time slices, sempre in figura 8.7, in effetti 
è evidente l’intersezione con la piccola struttura esterna al bordo perimetrale dell’edificio.  
Effettuando un paragone tra i due radargrammi è possibile estrarre alcune informazioni 







T(ns) Figura 8.9 – In alto, radargramma LI040015 ed uno zoom, in basso, della porzione ricadente tra metri 3-15 e 
0-40 ns. I riquadri in rosso contornano le riflessioni prodotte dalle strutture murarie già discusse, in giallo  
riflessioni sospette. Si noti la diversa ubicazione spaziale di queste rispetto alle precedenti strutture, in figura 
8.7, intercettate dal profilo LI020012.  
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In primo luogo, leggendo da LI020012 a LI040015, si noti come i pattern anomali siano 
traslati in direzione nord (si noti la dislocazione dei riquadri) facendo supporre una vergenza 
della struttura in direzione SW-NE. Anche il forte riflettore orizzontale sembra spostarsi 
solidalmente lungo la stessa direzione, seguendo gli spostamenti delle strutture presenti ai 
margini, rafforzando così l’ipotesi di appartenenza di questa ad una base pavimentale.  
Una principale differenza tra i due profili risiede nella presenza/assenza della riflessione 
ricadente all’interno del riquadro giallo, ricollegata precedentemente ad una struttura muraria 
dall’analisi del profilo LI040015. La causa di questa evidenza può risiedere nei molteplici 
fattori che hanno provocato la genesi e la cattura dell’evento riflesso, quindi di difficile 
determinazione.  
Non si riesce invece a spiegare la natura delle forti riflessioni superficiali, a tratti orizzontali,  
ricadenti all’interno del range temporale 0-10 ns. L’idea è che potrebbero rappresentare 
Figura 8.10 – Confronto radargrammi LI020012/LI040015. Il riquadro subisce una deriva positiva in direzione 





residui dell’operazione di background removal causati da un imperfetto allineamento delle 
tracce ad un T0 comune o da valori d’ampiezza non costanti lungo x riportanti un valore 
medio non combaciante con le ampiezze riscontrate.  
 
Area C 
Anomalie riconducibili nuovamente a strutture antropiche, simili a quelle visualizzate nelle 
time slices e nei radargrammi precedenti, vengono parimenti riscontrate nell’area C.  
Al fine di evitare ripetizioni con quanto già detto in tale sede, la conferma di un legame tra 
riflessioni e ampiezze in mappa verrà mostrata attraverso un’ottica diversa, sfruttando la 
possibilità di realizzare, su uno spazio 3D, incroci tra radargrammi e z-scan. 
Una breve analisi della sezione bidimensionale (x-t) è comunque offerta nelle righe 
successive. 
Una z-scan è il risultato di un processo di interpolazione tra i valori d’ampiezza di due time 
slices consecutive, al fine di visualizzare le variazioni di intensità dell’ampiezza del segnale 
riflesso con maggiore continuità.  
Un’anomalia particolarmente interessante, vista la sua grande estensione (12x12 metri circa),  
è sita nel settore meridionale dell’area indagata come dimostra la time slice di figura 8.11. 
Questa comincia a manifestarsi ad una profondità temporale di 10 ns circa, attenuandosi via 
via fino a sparire completamente intorno a 30 ns, dimostrando di possedere un notevole 
spessore.  
Il profilo MI060018, intersecante l’area anomala, è mostrato in figura 8.12.  
Si noti come questo mostri una predominanza di riflessioni aventi pattern piano parallelo con 
molta probabilità associabile alla stratificazione sottostante.  
L’armonia del pattern è interrotta bruscamente, verso ovest, da un insieme di riflessioni 
d’aspetto caotico ed a forte ampiezza, indubbiamente ricollegabili all’area anomala mostrata 












Effettuando uno zoom della porzione di interesse (figura 8.13) è possibile notare, in entrambe  
le estremità del pattern caotico, delle riflessioni che si avvicinano al tipico modello di 




Figura 8.11 – Time slice 11-15 ns, prodotta dall’elaborazione del dato avanzato. La freccia indica la forte 
anomalia presente a sud dell’area, contornata dai segmenti in nero.  
 
X(m) 
Figura 8.12 –Radargramma MI060018, le riflessioni circoscritte sono attribuibili alla presenza della struttura 
antropica nel sottosuolo, messa in evidenza nella slice di figura 8.11.  
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La z-scan 17.46 ns di figura 8.14, mostra la comparsa di vari allineamenti murari; uno in 
particolare, avente direzione NW-SE (indicato dalla freccia), intercetta la grande struttura 
anomala e sembra essere in continuità con questa.  
La loro intensità è comunque minore e quindi, seppur sembrano riferirsi con alta probabilità 
ad elementi di strutture, queste potrebbero essere costituite da materiale di costruzione 
differente dai precedenti oppure sovrastate da un mezzo caratterizzato da parametri 




Figura 8.14 – Z-scan 17.46 ns, le  




Figura 8.13 – Porzione zoomata di figura 8.12 ricadente, approssimat ivamente, tra i 15 e 30 metri in  







Il margine orientale della zona sembra invece presentare un numero limitato di allineamenti il 
che induce a pensare ad una zona senza grossi resti di interesse archeologico o maggiormente 
compromessa dall’intervento umano.  
In figura 8.15, sulla stessa z-scan,  è riportata in linea tratteggiata la struttura precedente, 






Le grandi capacità computazionali dei software odierni permettono di ricostruire 
tridimensionalmente il volume indagato, consentendo la visualizzazione contempora nea di più 
profili affiancati.  
Un esempio è dato in figura 8.16 la quale mostra la disposizione spaziale dei radargrammi 
LI020028, MI010002 ed MI060018, ubicati secondo ordine crescente lungo l’asse y ed una 
contemporanea intersezione con la z-scan di figura 8.15, rivelandosi un utile strumento al fine 





Figura 8.15 – I tre diversi profili intersecano la stessa struttura la quale giace a circa 17 ns d i profondità con 




In questa nuova ottica, le correlazioni spaziali effettuate tra le varie anomalie presenti 
permettono di ricostruire con maggior fedeltà l’andamento delle strutture sepolte. 
In figura 8.17, con una angolazione differente, viene mostrato lo stesso incrocio in cui ai 
radargrammi è stato applicato un ulteriore gain per favorire la visualizzazione.  
Gli allineamenti coerenti di riflessioni elettromagnetiche riscontrati in quest’area potrebbero 
quindi riferirsi a strutture di interesse archeologico ma la difficoltà nell’individuarli lascia 
supporre, tra le possibili cause, un cattivo stato di conservazione.  
Questo può essere dovuto ad interventi distruttivi nel corso degli anni, in un area soggetta ad 
intervento umano come dimostra la realizzazione della strada e dello stesso parcheggio per 
camper. 
È inoltre possibile che la tecnica costruttiva di questi elementi in muratura differisse da quelli 
che appaiono più evidenti alle analisi radar nelle zone vicine, questo in relazione alla diversa  




















Figura 8.17 – Radargrammi amplificati (le ampiezze della  z-scan rimangono le stesse delle precedenti), in cui è possibile notare il debole allineamento delle anomalie, 
evidenziate all’interno del riquadro. Una sua prosecuzione verso il corpo caotico è pienamente presumib ile.  
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8.3 Verifica diretta  
Nel mese di agosto 2013, sulla base dei risultati ottenuti, sono state avviate le operazioni di 
scavo nell’area adiacente al sito archeologico (area A).  
Le struttura messa in luce consente di effettuare una verifica diretta delle ipotesi sollevate 
circa la natura dei targets riscontrati sulle time slices (figura 8.19). 
I risultati ottenuti, anche se non ancora definitivi, permettono di confermare (anticipatamente) 
la già nota valenza del metodo nei contesti archeologici.  
 
Figura 8.19a – Area soggetta a scavo archeologico e prima porzione muraria emersa. Il pallino in rosso 
individua approssimativamente l’origine del sistema di riferimento. Nello sfondo si intravede l’area C 














Figura 8.19b – La porzione contornata in nero ritrae g li allineamenti murari riconosciuti in figura 8.18. 






Il presente lavoro di tesi, iniziato allo scopo di rilevare la presenza di una estensione delle 
strutture già messe in luce nell’adiacente area archeologica, ha permesso di confermare, dati i 
risultati ottenuti, la già appurata versatilità ed efficacia dei sistemi radar nelle applicazioni 
archeologiche (come si dimostra in figura 8.19).  
In particolare, dal punto di vista metodologico, l’opportunità di effettuare rilievi con moderni 
sistemi multicanale ha offerto una caratterizzazione del sito più agevole e dettagliata.  
Sia la possibilità di compiere indagini con tempi e, di conseguenza, costi ridotti, sia la 
capacità di conoscere nel modo più preciso possibile le caratteristiche del target sepolto, per 
poter pianificare al meglio lo scavo, sono fattori determinanti un’indagine geofisica applicata 
in questo settore. 
Per tale motivo, i sistemi multicanale possono essere reputati una rivoluzione nel campo delle 
ricerche archeologiche; nello specifico, lo STREAM X mostra una velocità senza precedenti 
nel coprire vaste aree, realizzando al tempo stesso una discreta resa visiva dei dati elaborati.  
La breve spaziatura tra i canali permette inoltre di coprire l’area di studio nella sua “totalità”, 
acquisendo una vasta quantità di dati e consentendo in tal modo di individuare, con una certa 
affidabilità, la presenza di anomalie significative.  
La scelta di operare con lo STREAM X può dunque essere reputata vincente e, visti i risultati, 
se ne augura un crescente uso in tali contesti.  
La dipendenza azimutale delle riflessioni registrate pone comunque un principale problema 
risolvibile effettuando profili tra loro perpendicolari, ottenendo così due immagini 3D 
complementari dello stesso volume. 
Questo comporterebbe però un eccessivo dispendio in termini di tempo soprattutto nelle 
prospezioni che coinvolgono aree particolarmente vaste. Una possibile soluzione potrebbe 
essere offerta effettuando rilievi con array bipolari. 
I software attualmente disponibili per l’elaborazione dei dati GPR permettono di trattare 
grandi quantità di dati e restituire immagini tridimensionali, velocizzando così la diffusione 
nel mercato dei sistemi multicanale.  
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La capacità di affiancare diversi profili in un volume 3D permette di effettuare legami tra 
anomalie comuni rendendo l’interpretazione delle strutture più affidabile. Inoltre, integrando 
questi dati realizzando incroci tra time slices e radargrammi si giunge ad una migliore 
descrizione delle anomalie evidenziate, mostrando agilmente nello stesso volume, 
orientazione, estensione e profondità del target in oggetto.  
Bisogna comunque precisare che tutte le informazioni fondamentali (ad esempio la presenza 
di un oggetto sospetto, la sua estensione e profondità) sono contenute e ricavabili dalle 
immagini 2D ma una restituzione del dato in forma tridimensionale facilita il trasferimento di 
tali informazioni anche agli utenti meno esperti.  
Un secondo aspetto, che vale la pena di commentare, riguarda le sequenze di processing 
applicate. Tutti i risultati dimostrano come le immagini rispondano positivamente ai benefici 
apportati in seguito ai passaggi avanzati dell’elaborazione sebbene non sia stato possibile 
applicare la migrazione di Kirchhoff vista la mancanza, sui radargrammi, di un buon set di 
riflessioni iperboliche.  
Senza un buon campo di velocità, che sia il più possibile attendibile, in effetti, l’operazione di 
migrazione sarebbe risultata inopportuna e rischiosa con la concreta possibilità di introdurre 
artefatti. 
Riconoscendo questo come un limite alle nostre potenzialità di elaborazione, dalla sequenza 
di processing è stato escluso tale passaggio. 
Quanto detto porta dunque ad ammettere come i nostri dati non possano, in queste condizioni, 
esprimere fedelmente la geometria dei corpi sepolti (inclinazione ed estensione dei riflettori in 
entrambe le direzioni di acquisizione) ma questa rappresenta una scelta consapevole.  
Considerazioni a parte meritano i due passaggi di deconvoluzione applicati, indubbiamente 
validi nella controparte sismica: deconvoluzione spiking e deconvoluzione omomorfa.  
Per quanto riguarda la spiking, un approccio deterministico può risultare valido quando si ha 
una buona conoscenza dell’andamento temporale della forma d’onda emessa e quindi 
registrata.  
In figura 6.9 abbiamo finestrato la supposta onda di background, data dalla somma dell’onda 
diretta TX-RX e dell’onda riflessa dalla prima discontinuità, per ottenere un’approssimazio ne 
della forma dell’impulso trasmesso.  
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Tale approccio può anche sembrare “abbozzato” in realtà, considerando l’attenuazione 
dell’onda diretta per evitare sovraccarichi nell’elettronica del sistema ed inoltre che la 
discontinuità aria-terreno, date le differenze di carattere elettromagnetico, riflette gran parte 
dell’energia senza apportare variazioni nella banda del segnale (propagazione in aria, 
considerato un mezzo non dissipativo), possiamo ritenere questo un plausibile approccio al 
fine di ricavare, dai dati registrati, una buona approssimazione del segnale inviato.  
La conoscenza della forma d’onda generata non basta però a rendere efficace il processo di 
deconvoluzione. Le forti attenuazioni subite dall’onda lungo il tragitto portano alla perdita 
precoce delle alte frequenze determinando un processo di allargamento del segnale nel 
dominio temporale. 
L’impulso inviato, osservato attraverso differenti finestre temporali, mostrerà un aspetto 
sempre diverso, ragion per cui un solo operatore deconvoluzionale non basterebbe a rendere 
una sezione risoluta nella sua totalità.   
Un parere strettamente personale riguarda la possibilità di considerare l’approccio statistico 
alla deconvoluzione una strada più sicura, vista la mole di dati a disposizione e le capacità di 
calcolo raggiunte dai software. 
Comunque sia, i risultati ottenuti (figura 6.12) riferendoci alle riflessioni più superficiali, 
dimostrano come anche questo percorso abbia apportato migliorie al dato.  
Il secondo passaggio di deconvoluzione applicato (deconvoluzione omomorfa) costituisce una 
curiosa ed inedita possibilità (al contempo sperimentale) volta alla rimozione delle 
componenti periodiche.  
I risultati sembrano essere promettenti anche se ancora non totalmente efficaci se confrontati 
con quelli ottenuti mediante le classiche metodologie applicate con successo in ambiente 
sismico. 
Sarebbe quindi auspicabile una maggiore visibilità e controllo dell’utente nelle varie fasi che 
accompagnano lo svolgimento dell’operazione. Il software utilizzato esegue infatti tale step  
in modo automatico escludendo l’operatore da qualsiasi scelta dei parametri di taglio 
applicati, impedendo di ottimizzare così i risultati rischiando, al tempo stesso, di eliminare 
componenti utili.  
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Il trasferimento delle informazioni contenute nei radargrammi nella successiva forma di time 
slices consente un’immediata ricostruzione dei targets presenti nel volume indagato. 
Una loro costruzione ragionata è dunque consigliabile al fine di rendere più agevole la 
































La scienza della Terra: nuovo strumento per la lettura e pianificazione del territorio di 
Rosignano Marittimo, Quadrante del museo di storia naturale di Livorno, volume 6, 
supplemento 1, 1985, 283 pp. 
 
Conyers L. B., Goodman D., 
Ground Penetrating Rada: un’introduzione per gli archeologi, ARACNE editrice, 2007, 212 
pp. 
 
Daniels D. J., 
Ground Penetrating Radar 2nd edition, The Institution of Electrical Engineers, 2004, 731 pp. 
 
Jol H. M., 
Ground Penetrating Radar Theory and Application, Elsevier, 2009, 524 pp. 
 
Luise M., Vitetta G. M., 
Teoria dei segnali, McGraw-Hill, 2009, 611 pp. 
 
Mazzoldi P., Nigro M., Voci C., 
Elementi di Fisica – Elettromagnetismo, EdiSES, 415 pp. 
 
Oppenheim A. V., Schafer R. W.,  
Discrete Time Signal Processing third edition, Pearson, 2010, 1090 pp. 
 
Yilmaz O., 
Seismic Data Analysis – Processing, Inversion and Interpretation of seismic data, Volume I, 
Society of Exploration Geophysicists, 1987, 1000 pp.  
 





Aspinall A., Gaffney C., Conyers L.,  
Archaeological Prospection – the First Fifteen Years, in “Archaeological Prospection 15 
(2008) 241 - 245” 
 
Francese R. G., Finzi E., Morelli G., 3D high-resolution multi-channel radar investigation of 




Leckebusch J., Ground penetrating Radar: A Modern Three-dimensional Prospection 
Method, in “Archaeological Prospection 10 (2003) 213 - 240”  
 
Lualdi M., Zanzi L., Sosio G., Metodologia di rilievo georadar 3D per applicazioni 
archeologiche, GNGTS – Atti del 23o Convegno Nazionale / 13.12, 12 pp. 
 
Neal A., Ground penetrating radarand its use in sedimentology: principles, problems and 
progress, in “Earth-Science Reviews 66 (2004), 261 - 300 pp.” 
 
Novo A., Dabas M., Morelli G., Fast High-Resolution Archaeological Mapping:   STREAM X 
tested at Vieil-Evreux (France), in “Archaeological Prospection (2002)”, 26 pp.  
 
Pasquinucci M., Menchelli S. Porti e commerci di redistribuzione nell’Etruria settentrionale, 
in “Atti della V giornata internazione dell’archeologia subacquea (2007), 475 – 482 pp.” 
 
Piro S., Morelli G., Novo A., Ceraudo G., Goodman D, A GPR array system for fast 
archaeological mapping: STREAM X at Aquinum roman site (Castrocielo, Italy), SAGEEP 
2012, 8pp. 
 
Valle S., Zanzi L., Lenzi G., Migrazione 3D di dati GPR per indagini non distruttive su 
edifici ed opere civili,  GNGTS – Atti del 18o Convegno Nazionale / 4.11, 22 pp. 
 
Zanzi L., Lualdi M., Recenti progressi nella tecnologia GPR e loro impatto sulle applicazioni 
per la diagnostica, in “Il Giornale delle Prove non Distruttive Monitoraggio Diagnostica 4 
(2008) 47 - 53” 
 
Dispense 













     Giunto al termine di questo lavoro ritengo opportuno esprimere i miei più sentiti ringraziamenti, 
sperando di non dimenticare nessuno in queste poche righe che seguiranno, a tutte quelle persone 
che durante quest’ultimo anno, ma in particolare durante tutta la mia personale esperienza pisana, 
hanno saputo regalarmi l’opportunità di migliorare sia come persona che professionalmente. 
  
Cominciando dall’ambito universitario desidero ringraziare lo “staff” che sta dietro tutto questo 
lavoro di tesi.  
Un enorme grazie va dunque al Dott. Adriano Ribolini per i consigli e gli insegnamenti che si son 
sempre rilevati utili, per la calorosa accoglienza dimostratami ad ogni incontro e per la sua 
disponibilità ed attenzione offertami che hanno, senza dubbio, contribuito ad arricchire e 
perfezionare questo lavoro di tesi.  
Un altro caloroso ringraziamento è dedicato al Prof. Carlo Baroni senza il quale non avrei mai 
cominciato nulla di tutto ciò, privandomi della possibilità di affacciarmi a questo piccolo grande 
mondo che è la Geoarcheologia. 
Sentiti ringraziamenti vanno anche all' Ing. Gianfranco Morelli (Geostudi Astier) ed al Dott. 
Gianluca Catanzariti (GPR Imaging) che hanno contribuito in modo rilevante ad introdurmi al 
processing con GPRSlice  dimostrandomi, in momenti e modi diversi, di essere stati sempre 
presenti nonostante la distanza e di essersi dedicati con molta passione a questo lavoro guidandomi 
verso le scelte migliori. 
Il dr. Alex Novo (IDS North America, Montreal) che mi ha fornito dettagliate spiegazioni sul 
funzionamento di GPRSlice. 
Il lavoro è stato svolto all'interno del progetto Vada, per il quale si ringraziano la Prof. M. 
Pasquinucci e la dott.ssa S. Menchelli.  
Inoltre si ricorda il supporto strumentale e tecnico di Geostudi Astier (www.geoastier.it) e SO.GE.T 
snc (www.sogetsnc.eu) che ha reso possibile l'acquisizione dei dati GPR. 
 
Uscendo dal contesto universitario mi sento di ringraziare diverse persone alle quali devo 
riconoscere il merito di questo grande passo.  
Grazie a Nicola, compare di studi/avventure/disavventure per avermi continuamente sopportato 
(non saprei spiegarmi come..) e supportato moralmente, la cui presenza mi ha permesso di 
raggiungere alcuni dei traguardi di cui oggi sono fiero.  
187 
 
Grazie a Virginia per avermi costantemente incoraggiato durante questo percorso ad ostacoli, 
circondandomi di affetto nonostante la distanza. 
Grazie agli amici che mi hanno regalato bellissime giornate estraniandomi dagli impegni e dalle 
inevitabili tensioni che hanno contrassegnato questo periodo.  
Ma il ringraziamento più grande va alla mia famiglia, vero punto saldo di riferimento e sostegno, 
per non avermi mai fatto mancare il loro appoggio incondizionato durante tutto il percorso di 
studi.  
 
 
Gabriele Graziano 
 
 
