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Kurzzusammenfassung
Untypische Rekursionen, die nicht dem Schema der linearen Differenzengleichun-
gen entsprechen, erzeugen Folgen mit ungleichma¨ßigem Wachstum. Ein gutes
Beispiel ist die Heapfolge, die die Anzahl der Heaps mit n Knoten abza¨hlt. Ein
wichtiges Ergebnis ist eine neue Darstellung der Heapfolge.
Um das Wachstum zu analysieren, wird die Folge der Quotienten betrachtet.
Diese Folge zeigt als asymptotische Eigenschaft ein Schwingungsverhalten inner-
halb eines Konvergenzkegels.
Die Schwingungen erscheinen etwas periodisch und zeigen selbsta¨hnliche Pha¨no-
mene. Die Analyse von Beru¨hrpunkten, Selbsta¨hnlichkeit und anderen Eigen-
schaften der Quotientenfolge ist eng verknu¨pft mit unendlichen gelabelten Gra-
phen, speziell bina¨ren Ba¨umen. Die strukturellen Eigenschaften dieser Graphen
lo¨sen viele hier untersuchte Probleme. Ein Beispiel einer Eigenschaft, die von Teil-
graphen induziert wird, ist die Menge der Beru¨hrpunkte. U¨berabza¨hlbare Beru¨hr-
punktmengen ha¨ngen mit unendlichen Wegen in unendlichen bina¨ren Ba¨umen
zusammen. Andererseits fu¨hren unendliche Teilba¨ume und a¨hnliche Unterstruk-
turen (nicht notwendigerweise Teilgraphen) zur Selbsta¨hnlichkeit der Quotien-
tenfolge.
vAbstract
Non-regular recursions, which do not satisfy the schema of linear difference equa-
tions, define sequences with non-uniform growth. A good example is the heap
sequence, which counts the number of heaps with n nodes. An important result
is a new representation of the heap sequence.
In order to analyse the growth, the sequence of quotients is considered. This
sequence shows as asymptotic feature an oscillating behavior inside a conver-
gence cone.
The oscillation looks somewhat periodical and shows self-similarity phenome-
na. The analysis of cluster points, self-similarity etc. of the sequence of quotients
is deeply connected with infinite labeled graphs, in particular binary trees. The
structural properties of these graphs give answers to many problems which are
involved here. An example of a property of the sequence of quotients, which is
induced by subgraphs, is the set of cluster points. Uncountable sets of cluster
points are connected with infinite paths in infinite binary trees. On the other
hand infinite subtrees and similar substructures (not necessarily subgraphs) lead
to the self-similarity of the sequence of quotients.
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Kapitel 1
Einleitung
Die Entwicklung der Idee dieser Arbeit beginnt an einer ganz anderen Stelle
als wo sie hinfu¨hrt. Einstiegsrahmen ist das Sortierprogramm Heapsort aus der
Informatik. Es war lange sehr beliebt, weil es einerseits einfach zu vermitteln
ist und andererseits eine gute Schranke in sogenannten worst-case liefert. Unter
dem worst-case wird die langsamste Laufzeit (in definierten Arbeitsschritten) bei
vorgegebener Eingabela¨nge verstanden. Im hiesigen Fall werden diese schlimm-
sten Fa¨lle anna¨hernd so schnell ermo¨glicht, wie es u¨berhaupt mo¨glich ist, d.h.
nahe der unteren Schranke, die von Knuth [Knut3, p. 183] als
”
information theo-
retic lower bound“ bezeichnet wird und auch als Shannon-Argument bekannt ist.
Lange Zeit war sehr wenig u¨ber das durchschnittliche Verhalten, den sogenannten
average-case, von Heapsort bekannt (vgl. z.B. bei Knuth in der ersten Auflage
von [Knut3] aus dem Jahre 1973). Erst in neuerer Zeit wurde das average-case-
Verhalten von Heapsort z.B. durch Doberkat [Dob81, Dob82, Dob84] und Schaffer
und Sedgewick [SchSe] aufgedeckt. Dazu mußte die Anzahl der Heaps, einer im
folgenden na¨her erkla¨rten Struktur von Heapsort, bestimmt werden. Dieses Er-
gebnis lieferte jedoch schon Knuth in der ersten Auflage von [Knut3].
Nachfolgend wird partiell die Arbeitsweise von Heapsort vorgestellt. Das Ver-
fahren kann vielfach in der Literatur nachvollzogen werden, z.B. bei Mehlhorn
[Mehlh], bei Ottmann und Widmayer [OttWi], bei Knuth [Knut3] oder bei Aho
und Ullman [AhoUl]. Fu¨r u¨ber die folgende Darstellung hinausgehende Angaben
sei auf die diese Arbeiten verweisen.
Ein Heap1 ist ein gelabelter bina¨rer Baum mit n Knoten, der einige speziel-
le Einschra¨nkungen besitzt. Zum ersten hat er eine feste Struktur, die hier als
1Zu allgemeinen graphentheoretischen Begriffen vgl. Seiten 30f..
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2 KAPITEL 1. EINLEITUNG
Heapstruktur bezeichnet wird. Die Heapstruktur ist ein bina¨rer Wurzelbaum
mit n Knoten, in dem die ersten Stufen vollsta¨ndig gefu¨llt sind und die letzte
Stufe linksbu¨ndig gefu¨llt ist. Dies ist in Abbildung 1.1 dargestellt.
n=1 n=2 n=3 n=4
n=5 n=6 n=7
n=8 n=9 n=10
Abbildung 1.1: Heapstrukturen mit n Knoten fu¨r 1 ≤ n ≤ 10.
Ein Heap mit n Knoten ist eine mit 1, 2, . . . , n folgendermaßen gelabelte Heap-
struktur mit n Knoten:
Wenn man einen Knoten herausnimmt (
”
Vaterknoten“) und die
”
daranha¨ngen-
den“, tiefer liegenden Knoten als seine
”
So¨hne“ bezeichnet (vgl. Abbildung 1.2),
so ist stets das Label des Vaterknotens kleiner als das seiner So¨hne.
linker Sohn rechter Sohn
Vater
Abbildung 1.2: Benennung von Knoten in einem Baum.
Man kann eine Auswahl von Heaps mit n = 10 Knoten in Abbildung 1.3 betrach-
ten, wobei dort der Einfachheit halber die Knoten fortgelassen wurden, d.h. die
Labels auch als Knoten fungieren.
32 3
1
4 5 6 7
8 9 10
2
1
5
1
2
1
4
109
8
3
5
10 83
7 69
5 2
7 9 10
6 8 4 3
647
Abbildung 1.3: Eine Auswahl von Heaps mit 10 Knoten.
Heaps werden im Sortierprogramm Heapsort verwendet, da sie leicht zu gene-
rieren und wiederherzustellen sind, und andererseits schon eine gewisse Vorsor-
tierung liefern. Man weiß immer, daß die Wurzel (der Knoten ohne Vater) das
kleinste Label tra¨gt. Zum Reorganisieren wird das Wurzellabel durch das Label
des rechts-untersten Knotens ersetzt, wobei der zuletzt genannte Knoten entfernt
wird. Dieses Element (
”
Pru¨gelknabe“) wird nun solange
”
heruntergepru¨gelt“, bis
es in die Heapordnung paßt [die bildlich sehr passenden Begriffe entstammen ei-
ner Vorlesung von W. Oberschelp]. Das Ergebnis ist ein Heap mit einem Knoten
weniger. Ein solcher Schritt kann an einem Beispiel in Abbildung 1.4 betrachtet
werden.
Um die Anzahl der Heaps mit n Knoten, die als Hˆn bezeichnet werden soll, zu
bestimmen, kann man eine Rekursion der Folge (Hˆn)n∈IN , Heapfolge genannt,
herleiten:
Man beginnt hierzu bei Hˆ1 = 1 (bzw. Hˆ0 := 1), denn es gibt nur einen Heap
mit einem Knoten. Nun wird vorausgesetzt, daß die Folgenglieder (Hˆ0), Hˆ1,
Hˆ2, . . . , Hˆn−1 schon bekannt sind, und es soll daraus Hˆn berechnet werden.
Dazu wird ein beliebiger Heap mit n Knoten (hier als Beispiel n = 10) betrach-
tet, der gema¨ß dem in Abbildung 1.5 vorgestellten Verfahren zerlegt wird.
Man stellt zuerst fest, daß bei jedem Heap mit n Knoten beide Teilba¨ume wieder
die Heapstruktur haben und eine feste Anzahl von Knoten besitzen. Dazu wird
definiert:
α(n) := Anzahl der Knoten des linken Teilbaums eines Heaps mit n Knoten
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Abbildung 1.4: Ein paar Schritte bei Heapsort.
β(n) := Anzahl der Knoten des rechten Teilbaums eines Heaps mit n Knoten
Auf die hier definierten Funktionen α : IN → IN0, β : IN → IN0 wird spa¨ter noch
genauer eingegangen.
Nun la¨ßt sich feststellen, daß der linke Teilbaum im Beispiel die Labels {5, 6, 7, 8,
9, 10} und der rechte Teilbaum die Labels {2, 3, 4} hat (die Wurzel hat immer
das Label 1). Schaut man sich Abbildung 1.3 an, so sieht man, daß bei den lin-
ken Teilba¨umen auch andere Labelmengen vorkommen. Es ko¨nnen im Beispiel
genauer gesagt alle sechselementigen Teilmengen von {2, 3, 4, 5, 6, 7, 8, 9, 10}
sein. Im allgemeinen sind es alle α(n)-elementigen Teilmengen von {2, 3 . . . , n}.
Die zuletzt genannte Menge entha¨lt genau n − 1 Elemente. Da die Labelmenge
des rechten Teilbaumes sich automatisch aus der des linken Teilbaumes ergibt,
erha¨lt man fu¨r die Auswahl der Labelverteilung auf die beiden Teilba¨ume genau(
n−1
α(n)
)
Mo¨glichkeiten.
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Abbildung 1.5: Zerlegung eines Heaps zum Beweis der Rekursion.
Nun werden wieder jeweils die Teilba¨ume im Beispiel betrachtet. Sie sind wie
ein Heap geordnet, haben nur eine andere Labelmenge. Man kann aber alle sol-
chen z.B. linken Teilba¨ume mit gleicher Labelmenge, die oben fest ausgewa¨hlt
wurde, bijektiv auf einen mit {1, . . . , α(n)} gelabelten Heap abbilden, z.B. wird
dies mit dem obigen Beispiel in Abbildung 1.6 vorgefu¨hrt.
Dabei wird das kleinste Label auf die 1, das zweitkleinste Label auf die 2, ....
abgebildet.
Es hat sich ergeben, daß die Anzahl der linken Teilba¨ume mit α(n) Knoten zu
einer festen Labelmenge gleich der Anzahl der Heaps mit α(n) Knoten ist. Da
dies ebenso fu¨r die rechten Teilba¨ume gilt, erha¨lt man die folgende Rekursion:
Hˆ1 = 1; Hˆn =
(
n− 1
α(n)
)
Hˆα(n)Hˆβ(n) n > 1
Diese Rekursion, kurz Heaprekursion genannt, wurde schon von Schaffer und Sed-
gewick [SchSe] entdeckt.
Man kann mit dieser Rekursion von Hand leicht die ersten Werte der Heapfolge
berechnen (vgl. Tabelle 1.1).
6 KAPITEL 1. EINLEITUNG
7
2
9 10
6 8 4 3
5
linker Teilbaum rechter Teilbaum
Umlabelung
1
3 2
1
2
3
4
5 6
Abbildung 1.6: Umlabelung von Teilba¨umen eines Heaps.
n 0 1 2 3 4 5 6 7 8 9 10
Hˆn 1 1 1 2 3 8 20 80 210 896 3360
Tabelle 1.1: Erste Werte der Heapfolge Hˆn.
Nun soll die Heaprekursion einmal genauer betrachtet werden, da sie den wesent-
lichen Einstieg zu dieser Arbeit liefert.
Aus der Definition von α und β erkennt man, daß fu¨r alle n ≥ 1 gilt:
α(n) + β(n) = n− 1 , was a¨quivalent ist mit β(n) = n− 1− α(n)
Es liegt hier eine Rekursion mit Ru¨ckgriff auf zwei vorhergehende Terme unter
Zuhilfenahme zweier zuerst intuitiv als Abstiegsfunktionen bezeichneter Abbil-
dungen α und β vor, die aber voneinander abha¨ngen. Die hier gemachte Beob-
achtung fu¨hrt zur fundamentalen Definition von Baumrekursionen.
Eine noch tiefer liegende Erkenntnis erha¨lt man, wenn man die Abstiegsfunk-
tionen α und β in Abha¨ngigkeit von n - wie in Abbildung 1.7 - graphisch darstellt.
Es ist zu erkennen, daß die Abstiegsfunktionen nicht immer ansteigen, sondern
zeitweise ansteigen und zeitweise gleichbleiben. Ebenfalls sieht man, daß α und
7(n)
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Abbildung 1.7: Abstiegsfunktionen der Heaprekursion.
β nicht dem
”
gewo¨hnlichen Typ“ von Abstiegsfunktionen entsprechen, die die
Form γ(n) = n − c, c = const ∈ IN besitzen. Solche Abstiegsfunktionen finden
vielfach Anwendung in der Theorie der Differenzengleichungen z.B. bei Mesch-
kowski [Mesch], bei Milne-Thomson [Milne] oder in neuerer Form bei Petkovs˘ek,
Wilf und Zeilberger [PeWiZ].
Die hier betrachteten Abstiegsfunktionen sind nicht von diesem
”
linearen“ Typ.
Solche abweichenden Abstiegsfunktionen tauchen relativ selten in der Literatur
auf. Neben dem oben angegebenen Zitat u¨ber die Heaprekursion werden weitere
damit zusammenha¨ngende Literaturstellen in den Abschnitten 2.1 u¨ber Baum-
rekursionen und Abstiegsfunktionen und 5.1 u¨ber die Heapfolge genannt. Eine
Analyse der u¨ber solche Rekursionen gebildeten Folgen bzw. die Folgen ihrer Dif-
ferenzen oder Quotienten (s.u.) findet hierbei jedoch nicht statt. Dies gilt auch
bei fast allen im folgenden genannten Fa¨llen von anderen Rekursionen mit unty-
pischen Abstiegsfunktionen.
Einen besonderen Typ stellen Rekursionen dar, bei denen die durch die Rekursi-
on gebildete Folge selbst Teil der Abstiegsfunktion ist. Ein Beispiel ist die Folge
M0276 bei Sloane und Plouffe [SloPl] mit dem Anfang
1, 1, 2, 2, 3, 4, 4, 4, 5, 6, 7, 7, 8, 8, 8, 8, 9, 10, 11, 12, 12, 13, 14, 14, 15, 15, 15, 16, 16,
16, 16, 16, 17, 18, 19, 20, 21, 21, 22, 23, 24, 24, 25, 26, 26, 27, 27, 27, 28, 29, 29, 30,
30, 30, 31, 31, 31, 31
mit der Rekursion (in der in dieser Arbeit verwandten Schreibweise)
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An = AAn−1 + An−An−1
Diese Rekursion und a¨hnliche Fa¨lle enthalten zwei Abstiegsfunktionen, die in ei-
ner a¨hnlichen Weise wie die der Heaprekursion voneinander abha¨ngen. Es ist des-
wegen durchaus mo¨glich, daß sich hierdurch Ansa¨tze und Methoden dieser Arbeit
auf solche Folgen u¨bertragen lassen. Dies wurde jedoch nicht untersucht, da hier
ausschließlich Rekursionen betrachtet werden, bei denen die Folge selbst nicht in
der Abstiegsfunktion auftaucht. Beispiele weiterer Literaturzitate zu Rekursionen
des nicht betrachteten Typs sind Barbeau und Tanny [BarTa], Barbeau, Chew
und Tanny [BaChT] und Fraenkel [Fraen], die auch ausfu¨hrliche Untersuchungen
beinhalten.
Es gibt aber in der Literatur auch Beispiele von Rekursionen mit untypischen
Abstiegsfunktionen, die nicht die Folge selbst enthalten. Ha¨ufig werden diese Ab-
stiegsfunktionen mit Hilfe der oberen/unteren Gaussklammern bzw. der floor/
ceiling functions b·c/d·e definiert, die einer reellen Zahl die na¨chst kleinere/gro¨ße-
re ganze Zahl zuordnen, z.B. ist
⌊√
3
⌋
= 1 und
⌈√
3
⌉
= 2.
Rekursionen, die u¨ber Gaussklammern gebildet werden, widmen Graham, Knuth
und Patashnik [GrKnP, p. 78 ff.] einen kurzen Abschnitt, da solche Rekursio-
nen in der Informatik ha¨ufig auftreten. Es werden zwar Beispielfolgen berechnet,
aber eine ausfu¨hrliche Analyse von Folgen, die u¨ber solche Rekursionen gebildet
werden, wird nicht durchgefu¨hrt. Ein weiteres Beispiel fu¨r das Auftreten einer
Gaussklammer-Rekursion liefern Alonso, Reingold und Schott [AlReS], die die
Folge zur Rekursion
f0 = 0, fn =
⌊
n
2
⌋
+ fbn2 c n ≥ 1
mit dem Anfang
0, 0, 1, 1, 3, 3, 4, 4, 7, 7, 8, 8, 10, 10, 11, 11, 15, 15, 16, 16, 18, 18, 19, 19, 22, 22, 23, 23,
25, 25, 26, 26, 31, 31, 32, 32, 34, 34, 35, 35, 38, 38, 39, 39, 41, 41, 42, 42, 46, 46, 47
untersuchen.
Vielfach wird die Verwendung der Gaussklammern in den Rekursionen jedoch
auch umgangen, z.B. indem man bei einer eigentlich vorhandenen
⌊
n
2
⌋
-Abstiegs-
funktion nur n = 2k, k ≥ 0 betrachtet (vgl. z.B. Aho und Ullman [AhoUl] oder
auch Biggs [Biggs, p. 253 ff.]).
In der mathematischen Literatur sind Gaussklammer-Rekursionen die Ausnah-
me. Sloane und Plouffe [SloPl] nennen wenige Folgen mit der Rekursion
9An = 1 + Abn2 c + Adn2 e
und verschiedenen Anfangswerten, z.B. M0649, M2842, M3536. Zum Beispiel lau-
tet der Anfang der Folge M0649:
1, 2, 3, 5, 7, 10, 16, 26, 36, 50, 71, 101, 161, 257, 417, 677, 937, 1297, 1801, 2501, 3551,
5042, 7172, 10202, 16262, 25922, 41378, 66050, 107170, 173890, 282310, 458330
Auch eine Suche bei Sloane [Sloon] brachte keine wesentlichen Erga¨nzungen.
Als Ursprung dieser Folgen wird jeweils eine perso¨nliche Korrespondenz mit
C.L.Mallows angegeben. Ein Hinweis auf Publikationen dazu konnte jedoch nicht
gefunden werden. Die Rekursion hat große Gemeinsamkeiten mit den in dieser
Arbeit untersuchten!
Sehr a¨hnlich sehen rekursive Ausdru¨cke aus, die im Lo¨sungsrepertoire des For-
melmanipulationsprogramms MAPLE unter dem Stichwort Differenzengleichun-
gen enthalten sind, z.B.:
f(n) = f
(
n
2
)
+ c
Hier handelt es sich jedoch um vollkommen andere Ansa¨tze, da n ∈ IR gewa¨hlt
wird (n
2
ist i.a. nicht aus IN), wa¨hrend in dieser Arbeit immer IN als Defini-
tionsbereich und IN0 als Wertebereich der Abstiegsfunktionen gewa¨hlt werden,
d.h. echte Folgen betrachtet werden.
Eine große Auffa¨lligkeit der Heapfolge Hn ist deren unregelma¨ßiges Wachstum,
d.h. die unregelma¨ßige Gro¨ßenzunahme von Hˆn in Relation zu Hˆn−1. Um dies zu
verdeutlichen, wird die Quotientenfolge der Heaprekursion betrachtet, die folgen-
dermaßen definiert wird:
Qˆn :=
Hˆn
Hˆn−1
n ≥ 1; Qˆ0 = Hˆ0
Die Quotientenfolge der Heaprekursion wird in einer Graphik in Abbildung 1.8
dargestellt. Dabei werden zur besseren Veranschaulichung aufeinanderfolgende
Paare von (n,Qn) mit einer Linie verbunden. Dies wird auch im weiteren Verlauf
der Arbeit fortgefu¨hrt.
Man sieht ein schwer beschreibbares, aber doch regelma¨ßiges, Schwingungsver-
halten innerhalb eines nach Unendlich breiter werdenden Kegels. Innerhalb dieses
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Kegels erkennt man Geraden, auf denen immer wieder - anscheinend periodisch
regelma¨ßig - Punkte liegen. Es macht den Anschein, auf ein leicht versta¨ndliches
und gut beschreibbares Pha¨nomen gestoßen zu sein. Daß dem nicht so ist, wird
spa¨ter dargelegt.
Das Ziel dieser Arbeit ist im wesentlichen, dieses Verhalten der Quotientenfolgen
von rekursiv gebildeten Folgen, deren Rekursion der Heaprekursion a¨hnelt, na¨her
zu untersuchen. Zuerst werden dazu Folgen betrachtet, die na¨here Beziehungen
zur Heapfolge besitzen. Die zugeho¨rigen Rekursionen werden Baumrekursionen
genannt werden, denn man hat hier vielfach Beru¨hrung mit der graphentheoreti-
schen Struktur des bina¨ren Baumes.
Im weiteren Verlauf dieser Arbeit werden die Rekursionsstrukturen noch ein-
mal verallgemeinert in dem Sinne, daß die beiden Abstiegsfunktionen voneinan-
der unabha¨ngig gewa¨hlt werden ko¨nnen. Diese Rekursionen ha¨ngen mit anderen
Graphen zusammen, was ganz neue Probleme aufwirft.
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Abbildung 1.8: Quotientenfolge Qˆn zur Heaprekursion.
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Kapitel 2
Einfu¨hrung der Baumrekursionen
Dieses Kapitel dient der Einfu¨hrung der in dieser Arbeit wesentlichen Baumre-
kursionen, die eine erste Mo¨glichkeit darstellen, die in der Einleitung vorgestellte
Heaprekursion zu verallgemeinern. Bei dieser Verallgemeinerung wird insbeson-
dere darauf geachtet, daß die Betrachtungen die Heaprekursion nicht ausschließen.
Mit der Einfu¨hrung der Baumrekursionen werden fu¨r den Umgang mit Rekur-
sionen mit unregelma¨ßigem Abstieg grundlegende Konzepte behandelt. Es wer-
den dabei u.a. schwach wachsende Abstiegsfunktionen, ihre 0-1-Codes und ihre
Pseudo-Inversen definiert und analysiert.
Anschließend wird die Quotientenfolge eingefu¨hrt. Dabei wird die fu¨r den Um-
gang mit Baumrekursionen fundamentale Quotientenfolgen-Rekursion mit dem
δ-Baum als Rekursionsgraphen hergeleitet.
2.1 Baumrekursionen und Abstiegsfunktionen
In diesem Abschnitt wird die Heaprekursion, wie schon gesagt, verallgemeinert
in dem Sinne, daß Rekursionen betrachtet werden, bei denen beide Abstiegsfunk-
tionen in der bei der Heaprekursion beobachteten Weise voneinander abha¨ngen.
Derartige Rekursionen sollen Baumrekursionen genannt werden. Als erste Bedin-
gung fu¨r eine Baumrekursion wird die folgende Rekursionsstruktur vorausgesetzt:
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A0; An = cn · Aα(n) · Aβ(n), n ≥ 1
Dabei soll stets β(n) = n− 1− α(n) gelten1 und A0 ein vorgegebener Anfangs-
wert sowie (cn)n≥1 eine vorgegebene Folge von Randwerten sein. Aus vereinfa-
chenden Gru¨nden wird oft A0 mit c0 identifiziert, d.h. (cn)n≥0 als Randwertfolge
betrachtet mit Anfangswert A0 := c0. Allgemein kann man (u¨ber A0 und (cn))
(An) als reelle Folge betrachten, wobei in dieser Arbeit An ∈ IN fu¨r alle n ≥ 0 ist.
Bevor nun Baumrekursionen definiert werden ko¨nnen, muß noch ein Blick auf die
Abstiegsfunktionen geworfen werden. Es hat sich schon ergeben, daß die zwei-
te Abstiegsfunktion β auf eindeutige Weise aus der ersten Abstiegsfunktion α
hervorgeht. Nun muß zuerst einmal der bisher nur intuitiv gebrauchte Begriff
der Abstiegsfunktion exakt gefaßt werden. Dazu werden die Bedingungen an die
Abstiegsfunktionen so festgesetzt, daß ein Abstieg gewa¨hrleistet ist, d.h. eine
vernu¨nftige Rekursion zustande kommt:
Definition 2.1 (Abstiegsfunktion)
Eine Abbildung α : IN → IN 0 heißt Abstiegsfunktion, falls fu¨r alle n ∈ IN gilt:
0 ≤ α(n) ≤ n− 1
Fu¨r jedes n ∈ IN ist durch die Definition gesichert, daß α(n) ein sinnvoller, echt
kleinerer Parameter ist. Es ist leicht zu sehen, daß β mit β(n) := n − 1 − α(n)
eine Abstiegsfunktion ist, wenn α eine Abstiegsfunktion ist.
Mit der Definition einer Abstiegsfunktion stehen noch sehr viele Mo¨glichkeiten
offen, darunter unangenehme Fa¨lle wie extreme
”
Abwa¨rts “-Spru¨nge mit z.B.
α(n0) = n0 − 1, α(n0 + 1) = 0 und a¨hnliche, kaum handhabbare Unregelma¨ßig-
keiten. Eine Einschra¨nkung auf monoton steigende Abstiegsfunktionen ist sicher
sinnvoll. In dieser Arbeit sollen aber noch speziellere Abstiegsfunktionen betrach-
tet werden, genauer gesagt ausschließlich Abstiegsfunktionen, die eine geringe
Sprungho¨he aufweisen. Auch dann treten noch sehr viele Probleme auf, die nicht
leicht zu lo¨sen sind.
Definition 2.2 (schwach wachsend, Sprungstelle)
Eine Abstiegsfunktion α heißt schwach wachsend, falls fu¨r alle n ≥ 2 gilt:
1Nur bei Baumrekursionen! Im spa¨teren Verlauf der Arbeit wird β auch unabha¨ngig von α
definiert.
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α(n) = α(n− 1) + 1 oder α(n) = α(n− 1)
Ein n ≥ 2 heißt Sprungstelle einer schwach wachsenden Abstiegsfunktion α,
falls α(n) = α(n− 1) + 1 gilt.
Sowohl die
”
gewo¨hnlichen“ Abstiegsfunktionen vom Typ α(n) = n − c, c ∈ IN ,
die bei Differenzengleichungen auftreten, als auch die Heap-Abstiegsfunktion sind
schwach wachsend.
Beispiel 2.1
Durch die folgenden Definitionen sind Abstiegsfunktionen gegeben, deren Sprung-
stellen angegeben werden:
• α(n) :=
⌊
n
3
⌋
, n ≥ 1, Sprungstellen: 3n, n ∈ IN
• α(n) := blog2(n)c , n ≥ 1, Sprungstellen: 2n, n ∈ IN
Schwach wachsende Abstiegsfunktionen sind, wie sogleich gezeigt wird, leicht all-
gemein darzustellen.
Mit der Definition des schwachen Wachstums von Abstiegsfunktionen sind nun
endlich alle Bausteine beisammen, um den Begriff der Baumrekursion formal zu
definieren.
Definition 2.3 (Baumrekursion)
Eine Folge (An)n≥0 genu¨gt einer Baumrekursion, falls gilt:
Zu einem vorgegebenem Anfangswert A0 und einer vorgegebenen Folge von Rand-
werten (cn)n≥1 genu¨gt die Folge fu¨r n ≥ 1 der Rekursion:
An = cn · Aα(n) · Aβ(n)
Dabei sei α eine schwach wachsende Abstiegsfunktion und β durch β(n) = n −
1− α(n), n ≥ 1 definiert.
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Bemerkung:
β ist durch diese Setzung stets schwach wachsend, falls α schwach wachsend ist,
was leicht zu sehen ist.
Bemerkung:
Der hier gewa¨hlte Begriff einer Baumrekursion meint einen speziellen Fall von
Rekursionen auf bina¨ren Ba¨umen, wie sie z.B. Aho und Ullman [AhoUl, p. 256]
allgemeiner einfu¨hren. Der entsprechende Begriff
”
tree recursion“ wird auch von
Kao und Horng [KaoHo] benutzt fu¨r Rekursionen des hier betrachteten Typs. In
der zuletzt genannten Arbeit wird die algorithmische Behandlung von tree recur-
sions auf einem Parallelrechner behandelt.
Rekursionen auf bina¨ren Ba¨umen im allgemeinen Sinne betrachten die Wurzel ei-
nes gegebenen Baumes und rekursiv die beiden Teilba¨ume. In dieser Arbeit werden
α(n) und β(n) = n− 1−α(n) zu jedem n ∈ IN betrachtet. Wenn man sich einen
bina¨ren Baum mit n Knoten vorstellt, dessen einer Teilbaum α(n) Knoten hat, so
hat der andere Teilbaum n− 1− α(n) Knoten. Daß dieser Zusammenhang mehr
als nur numerisch ist, kann in Lemma 5.1 auf Seite 160 und der dazugeho¨renden
Vorbereitung nachvollzogen werden. Diese Zusammenha¨nge sind die Motivation
zur Wahl der Bezeichnung Baumrekursionen fu¨r die betrachteten Rekursionen.
Um Mißversta¨ndnisse auszuschließen, sollen jetzt noch zwei Themenkreise ange-
sprochen werden, die man unter dem Begriff Baumrekursionen betrachten ko¨nnte,
die hier aber definitiv nicht gemeint sind.
Auf der einen Seite kann man unendliche Ba¨ume rekursiv definieren, wie dies
z.B. in dieser Arbeit unter dem Stichwort Rekursionsba¨ume im Zusammenhang
mit Satz 5.1 auf Seite 160 vorgestellt wird. Derartige rekursive Definitionen von
Ba¨umen sind jedoch vollkommen unabha¨ngig von den hier betrachteten Baum-
rekursionen vorstellbar. Ein Beispiel sind die Fibonacci-Ba¨ume, die bei Knuth
[Knut3, p. 417] eingefu¨hrt werden.
Ebenfalls nicht gemeint sind baumfo¨rmig verzweigende Prozesse verschiedener
Art, bei denen sich aus einem
”
Zustand“ in jedem Schritt mehrere Folge-
zusta¨nde ergeben ko¨nnen. Ein Beispiel wa¨ren
”
branching time temporal logics“,
wo bei Emerson [Emers] von einer
”
branching tree-like nature“ gesprochen wird.
Die Definition einer schwach wachsenden Abstiegsfunktion la¨ßt es sinnvoll er-
scheinen, die Folge der Differenzen von α zu betrachten. Es soll hier aber nicht
von Differenzenfolgen gesprochen werden, da zwischen Abstiegsfunktionen auf
der einen Seite und den betrachteten Folgen auf der anderen Seiten deutlich un-
terschieden werden soll. Stattdessen wird der 0-1-Code einer schwach wachsenden
Abstiegsfunktion definiert. Der Begriff verra¨t, daß der 0-1-Code benutzt werden
soll, um schwach wachsende Abstiegsfunktionen zu codieren.
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Definition 2.4 (0-1-Code)
Zu einer schwach wachsenden Abstiegsfunktion α wird ihr 0-1-Code α¯ : IN≥2 →
{0, 1} definiert durch:
α¯(n) := α(n)− α(n− 1) =


1 α(n) = α(n− 1) + 1
0 α(n) = α(n− 1) (+0)


=


1 n Sprungstelle von α
0 sonst


Beispiel 2.2
Man kann leicht den 0-1-Code der im letzten Beispiel vorgestellten Abstiegsfunk-
tionen u¨ber die angegebenen Sprungstellen bestimmen (s.u.). Anschließend wird
α¯ als {0, 1}-Folge (α¯(n))n≥2 dargestellt. Beide Darstellung werden im weiteren
Verlauf der Arbeit immer wieder alternativ verwendet.
• Zu α(n) :=
⌊
n
3
⌋
, n ≥ 1 ist der 0-1-Code α¯(n) =


1 n = 3k, k ≥ 1
0 sonst


(α¯(n))n≥2 = [0, 1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 0, . . .]
• α(n) := blog2(n)c , n ≥ 1, α¯(n) =


1 n = 2k, k ≥ 1
0 sonst


(α¯(n))n≥2 = [1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, . . .]
Nun kann jeder schwach wachsenden Abstiegsfunktion ein 0-1-Code zugewiesen
werden. Diese Zuordnung ist eineindeutig, wie aus dem folgenden Lemma folgt.
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Lemma 2.1
Ist α¯ : IN≥2 → {0, 1} eine gegebene Abbildung (in 0-1-Code-Form), so wird durch
α(n) :=
n∑
k=2
α¯(k) n ≥ 1
eine schwach wachsende Abstiegsfunktion α definiert, die α¯ als als 0-1-Code be-
sitzt.
Beweis:
Der Beweis ist offensichtlich und wird nicht vorgefu¨hrt.
Mit Hilfe des Lemmas wird die Charakterisierungsmo¨glichkeit schwach wachsen-
der Abstiegsfunktionen u¨ber den 0-1-Code gefolgert.
Folgerung 2.1 (Bijektion zwischen 0-1-Code und Abstiegsfunktionen)
Es besteht eine Bijektion zwischen schwach wachsenden Abstiegsfunktionen und
{0, 1}-Folgen.
Beweis:
Die Bijektion la¨uft in der einen Richtung u¨ber den 0-1-Code und in der anderen
Richtung u¨ber die Definition im Lemma 2.1. Die Bijektivita¨t ist leicht zu sehen
und wird hier nicht gezeigt.
Bemerkung:
Fu¨r die Bijektion ist es egal, ob die {0, 1}-Folgen bei n = 2 wie hier oder bei
n = 0 wie u¨blich starten. Wer Folgen immer bei n = 0 starten lassen mo¨chte,
kann gerne eine Indexverschiebung vornehmen.
Bemerkung:
Unter der Bezeichnung
”
characteristic word“ bringt Komatsu [Komat] Differen-
zen von Beatty-Folgen des Typs bn · θ + φc in Zusammenhang mit {0, 1}-Folgen.
Wenn solche Beatty-Folgen die Anforderung 0 ≤ bn · θ + φc < n fu¨r alle n ≥ 1
erfu¨llen, spricht nichts dagegen, sie als Abstiegsfunktionen aufzufassen und das
(ein wenig anders definierte) characteristic word als Entsprechung zum hier be-
trachteten 0-1-Code anzusehen. Jedoch ist der 0-1-Code allgemeiner, denn z.B.
kann der 0-1-Code der Abstiegsfunktion n 7→ blog2(n)c niemals ein characteri-
stic word einer Beatty-Folge sein.
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Aufgrund dieser Bijektion besteht jetzt die Mo¨glichkeit, Bedingungen entweder
an die Abstiegsfunktion direkt oder an den 0-1-Code zu stellen. Dies wird z.T
parallel, z.T. alternativ geschehen.
Es bietet sich jetzt an, den Begriff Normiertheit von Abstiegsfunktionspaaren
(α, β) einzufu¨hren, der aber erst spa¨ter motiviert wird. Es sei hier darauf hinge-
wiesen, daß bei Baumrekursionen immer die zweite Abstiegsfunktion β von der
ersten α abha¨ngt, weswegen es ausreicht, i.a. nur einen 0-1-Code α¯ zu betrach-
ten. Um die Normiertheit sinnvoll einzufu¨hren, beno¨tigt man ein Lemma u¨ber den
Zusammenhang der beiden Abstiegsfunktionen α und β mit β(n) = n −1−α(n).
Lemma 2.2
Sei α eine schwach wachsende Abstiegsfunktion und β definiert durch β(n) =
n− 1− α(n), n ≥ 1. Dann gilt:
1. Bei jedem n ≥ 2 steigt nur eine der beiden Abstiegsfunktionen an, die an-
dere beha¨lt den gleichen Wert, d.h.:
α(n) = α(n− 1) + 1 ⇔ β(n) = β(n− 1)
α(n) = α(n− 1) ⇔ β(n) = β(n− 1) + 1
2. Fu¨r alle n ≥ 2 gilt:
n ist Sprungstelle von α ⇔ n ist keine Sprungstelle von β
3. Fu¨r alle n ≥ 2 gilt:
α¯(n) = 0 ⇔ β¯(n) = 1
α¯(n) = 1 ⇔ β¯(n) = 0
4. Die 0-1-Code-Folge von β, (β¯(n))n≥2, ergibt sich aus der 0-1-Code-Folge
von α, (α¯(n))n≥2, durch Austauschen jeder 0 durch eine 1 und umgekehrt.
Beweis:
Ist sofort ersichtlich und wird nicht vorgefu¨hrt.
Es handelt sich bei den vier Aussagen des Lemmas also nur um unterschiedliche
Schreibweisen einer Tatsache. Hieran kann man aber gut mit den verschiedenen
Sichtweisen vertraut werden.
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Um die Normiertheit von Abstiegsfunktions-Paaren zu motivieren, wird noch
einmal die Rekursionsgleichung betrachtet:
An = cn · Aα(n) · An−1−α(n)
An dem Wert von An a¨ndert sich nichts, wenn man die Rollen (”
Werte“) von α
und β vertauscht, falls gilt (Voraussetzung SYMM):
(1) cn ha¨ngt nicht von α und β ab, wie z.B. bei cn = 2
n, n, const, . . .
oder
(2) cn ist symmetrisch in α und β, wie bei cn =
(
n−1
α(n)
)
im Falle der Heapfolge2.
Im Zusammenhang mit der Tatsache, daß in dieser Arbeit Randwertfolgen der
Typen (1) oder (2) betrachtet werden, macht die folgende Definition Sinn:
Definition 2.5 (normiert)
1. Ein Paar von Abstiegsfunktionen einer Baumrekursion (α, β) mit β(n) =
n− 1− α(n) heißt normiert, falls a(n) ≤ β(n) fu¨r alle n ≥ 1 gilt.
2. Ein 0-1-Code (α¯(n))n≥2 heißt normiert, wenn bis zu jeder Stelle n ≥ 2
einschließlich mindestens so viele Nullen wie Einsen stehen.
Beispiel 2.3
Der 0-1-Code [0, 1, 0, 1, 0, 1, . . .] ist hiernach normiert, wa¨hrend der 0-1-Code
[0, 1, 0, 1, 1, 0, 1, . . .] nicht normiert ist, da bis zur Stelle 7 (5. Stelle der Folge)
drei Einsen und nur zwei Nullen stehen.
Man sieht jetzt sofort, daß beide Definitionsteile einander entsprechen:
Lemma 2.3
1. Ist das Paar (α, β) von Abstiegsfunktionen einer Baumrekursion normiert,
so ist der 0-1-Code von α normiert.
2wegen
(
n−1
α(n)
)
=
(
n−1
β(n)
)
, da α(n) + β(n) = n− 1
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2. Ist der 0-1-Code α¯ einer schwach wachsenden Abstiegsfunktion α normiert,
so ist das Paar (α, β) mit β(n) = n − 1 − α(n) von Abstiegsfunktionen
normiert.
Beweis:
Klar nach Lemma 2.2 und Lemma 2.1.
Bemerkung:
Unter der Voraussetzung SYMM findet sich zu jeder Baumrekursion eine nor-
mierte Baumrekursion, die bei gleichen Anfangs- und Randwerten die gleiche
Folge ergibt! Dies beweist man durch Vertauschen der Rollen der Abstiegsfunk-
tionen auf Stu¨cken zwischen Stellen mit identischem Wert, d.h. α(m) = β(m).
Wenn auf einem solchen Abschnitt fu¨r jedes n vorher α(n) ≥ β(n) galt, gilt
nach Durchfu¨hrung dieser Operation α(n) ≤ β(n). Bei der Voraussetzung SYMM
a¨ndert sich durch diese Operation der Wert des zugeho¨rigen Randwertes cn nicht,
und wegen der Kommutativita¨t der Terme Aα(n) und Aβ(n) in der multiplikativen
Rekursionsvorschrift a¨ndert sich auch der entsprechende Wert der Folge (An)
nicht.
In dieser Arbeit werden aus diesem Grund im Prinzip immer normierte Ab-
stiegsfunktionen vorausgesetzt.
Die Normiertheit von Abstiegsfunktionen wird spa¨ter einige Vereinfachungen
bringen, z.B. Eindeutigkeit von Strukturen und Relationen, u.a¨..
Nun wird noch die Lo¨sung einer wichtigen Fragestellung no¨tig:
Wenn ein k ∈ IN0 und eine Abstiegsfunktion α(·) gegeben sind, gibt
es dann ein n ∈ IN mit α(n) = k? Welche Eigenschaften hat es? Ist
n = α−1(k) sinnvoll definierbar?
Es stellt sich hier also die Frage nach der Invertierung einer Abstiegsfunkti-
on. Das erste Problem ergibt sich dabei folgendermaßen: Ist α surjektiv, d.h. gibt
es zu jedem k ∈ IN0 u¨berhaupt ein n ∈ IN mit α(n) = k?
Die Antwort dazu lautet: Bei schwach wachsenden Abstiegsfunktionen im all-
gemeinen Ja! Dazu muß man jedoch zuerst eine spezielle Gruppe von Abstiegs-
funktionen ausschließen.
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Definition 2.6 (ausgeartet, nicht ausgeartet)
1. Eine schwach wachsende Abstiegsfunktion α heißt ausgeartet, falls sie
einen 0-1-Code der Form [w, 0ω] = [w, 0, 0, 0, 0, . . .] hat3, wobei w eine end-
liche 0-1-Folge ist (bzw. analog: α schließlich konstant wird).
Anderenfalls heißt α nicht ausgeartet.
2. Eine normierte Baumrekursion (d.h. eine mit einem normierten Paar von
Abstiegsfunktionen) heißt ausgeartet, falls die kleinere Abstiegsfunktion
α ausgeartet ist. Anderenfalls heißt eine normierte Baumrekursion nicht
ausgeartet.
Bemerkung:
Die folgenden Anmerkungen und Aussagen gelten auch fu¨r ausgeartete Baumre-
kursionen bis zu ihrer maximalen Sprungstelle (bzw. deren Bild) einschließlich!
Mit Hilfe der Charakterisierung der Abstiegsfunktionen als ausgeartet und nicht
ausgeartet kann eine Aussage zur Surjektivita¨t getroffen werden.
Lemma 2.4
Eine schwach wachsende, nicht ausgeartete Abstiegsfunktion α : IN → IN0 ist
surjektiv.
Beweis:
Nach der Definition hat der 0-1-Code (als Folge betrachtet) einer nicht ausgearte-
ten, schwach wachsenden Abstiegsfunktion unendlich viele Einsen. Damit hat die
Abstiegsfunktion unendlich viele Sprungstellen und strebt damit gegen unend-
lich. Da sie schwach wa¨chst, wird kein Bild ausgelassen. Man findet die folgenden
Urbildmengen:
-1
α (0) = {1, . . . , (1. Sprungstelle− 1)}
-1
α (k) = {(k. Sprungstelle), . . . , ((k+1). Sprungstelle− 1)}
Dies folgt direkt aus der Definition einer schwach wachsenden Abstiegsfunktion
unter Zuhilfenahme von Lemma 2.1.
Bemerkung:
Im folgenden wird wegen α(1) = 0 = β(1) meist der Fall k = 0 nicht erwa¨hnt. Er
3Zur Schreibweise 0ω vgl. Fußnote auf Seite 44.
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ist fu¨r viele U¨berlegungen immer gleich geartet und wird nicht speziell betrachtet.
Nun hat sich ergeben, daß nicht ausgeartete, schwach wachsende Abstiegsfunk-
tionen surjektiv sind und zu jedem k ∈ IN0 ist die Urbildmenge bekannt. Diese
Aussage im Beweis des vorigen Lemmas zeigt eigentlich schon, daß α auch unter
diesen Voraussetzungen i.a. nicht injektiv ist, wie auch im folgenden Beispiel zu
sehen ist.
Beispiel 2.4
Ist α(n) =
⌊
n
2
⌋
fu¨r alle n ≥ 1, so gilt fu¨r alle k ≥ 1 α(2k + 1) = k = α(2k), d.h.
man hat stets zwei Urbilder und die Abstiegsfunktion ist nicht injektiv.
Zu einer sinnvollen Invertierung ist aber Injektivita¨t unerla¨ßlich. Folglich kann
man i.a. Abstiegsfunktionen nicht invertieren. Besonders bei Grenzbetrachtungen
ist aber eine inverse Abbildung sehr wichtig, wie in den folgenden Abschnitten
zu sehen sein wird.
Die Lo¨sung dieses Problems ist die ausschließliche Betrachtung von Sprungstel-
len, d.h. es wird die Abstiegsfunktion auf ihre Sprungstellen eingeschra¨nkt und
untersucht, ob diese Abbildung invertierbar ist, was sich als mo¨glich erweisen
wird. Dazu wird gesetzt:
Mα := Menge der Sprungstellen der Abstiegsfunktion α
Man sieht, daß Mα ⊆ IN≥2 und α(Mα) ⊆ IN nach Definition von α gilt. Es ergibt
sich der folgende Satz:
Satz 2.1 (Existenz der Pseudoinversen)
Ist α eine schwach wachsende, nicht ausgeartete Abstiegsfunktion mit Sprungstel-
lenmenge Mα, so ist α|Mα : Mα → IN surjektiv und injektiv, d.h. invertierbar.
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Definition 2.7 (Pseudoinverse)
Ist α eine schwach wachsende, nicht ausgeartete Abstiegsfunktion, so soll
α−1 := (α|Mα)−1
die Pseudoinverse von α genannt werden.
Damit dies eine sinnvolle Definition wird, muß noch der Satz bewiesen werden.
Vorher werden jedoch noch zwei Beispiele vorgestellt.
Beispiel 2.5
1. α(n) =
⌊
n
3
⌋
fu¨r n ≥ 1 ist eine schwach wachsende Abstiegsfunktion. In Bei-
spiel 2.1 war zu sehen, daß Mα = {3n | n ∈ IN} ist und folglich erha¨lt man
α|Mα : 3n 7→ n n ∈ IN . Hieraus folgt α−1 : n 7→ 3n (n ∈ IN).
2. α(n) = blog2(n)c ⇒ α−1 : n 7→ 2n (n ≥ 1).
Beweis:
Nach dem Beweis des vorigen Lemmas ist bekannt, daß die Urbildmenge
−1
α (k)
von k ≥ 1 bzgl. α genau eine Sprungstelle entha¨lt. Damit ist α|Mα injektiv und
surjektiv, da jedes k ∈ IN Bild einer Sprungstelle ist. Somit ist eine Invertierung
mo¨glich und die Definition der Pseudoinversen sinnvoll.
Zum Abschluß dieses Abschnitts werden nun einige Eigenschaften der Pseudo-
Inversen zusammengestellt, wobei auch sehr leicht versta¨ndliche Tatsachen auf-
genommen sind, um einen U¨berblick zu gestatten.
Lemma 2.5 (Eigenschaften der Pseudo-Inversen)
Sei α(·) eine nicht ausgeartete, schwach wachsende Abstiegsfunktion mit Pseudo-
Inverser α−1. Dann gilt:
1. Fu¨r alle k ≥ 1 ist α−1(k) eine Sprungstelle von α.
2. α(α−1(k)) = k fu¨r alle k ∈ IN .
3. α−1(α(n)) ≤ n fu¨r alle n ∈ IN , die mindestens so groß wie die kleinste
Sprungstelle von α sind.
4. α−1(α(n)) = n, falls n Sprungstelle von α ist.
5. α−1 ist streng isoton.
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Beweis:
Der Beweis der Punkte 1), 2), und 4) ist offensichtlich aufgrund der Definition
der Pseudo-Inversen. Es werden nur die Punkte 3) und 5) kurz vorgefu¨hrt:
zu 5):
Sei k > l gegeben. Angenommen, es wu¨rde α−1(k) ≤ α−1(l) gelten. Da nach
Punkt 1) α−1(k) und α−1(l) Sprungstellen von α sind, ist α|Mα an beiden Stellen
definiert. Nach Voraussetzung ist α schwach wachsend, also insbesondere isoton.
Folglich ist α|Mα isoton. Damit gilt:
k = α|Mα(α−1(k)) ≤ α|Mα(α−1(l)) = l
Dies ist aber ein Widerspruch zur Voraussetzung.
Zu 3):
Sei n0 := gro¨ßte Sprungstelle m von α mit m ≤ n. Dann ist α(n) = α(n0) und
wegen (4) folgt:
α−1(α(n)) = α−1(α(n0)) = n0 ≤ n
2.2 Die Quotientenfolge und der δ-Baum
Im letzten Abschnitt ist die Grundlagen fu¨r eine na¨here Bescha¨ftigung mit den
Baumrekursionen gelegt worden. Insbesondere kann jetzt die Quotientenfolge, die
in dieser Arbeit das Schwerpunktobjekt der Untersuchungen bildet, eingefu¨hrt
und betrachtet werden.
Definition 2.8 (Quotientenfolge)
Die Quotientenfolge zu einer Folge (An)n≥0, die nirgendwo den Wert Null an-
nimmt, ist definiert durch:
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Q0 := A0; Qn :=
An
An−1
n ≥ 1
Bemerkung:
Unter der in der Definition genannten Voraussetzung ist die Bildung der Quo-
tientenfolge grundsa¨tzlich mo¨glich. Oft wird die Quotientenfolge bei Folgen zu
gewo¨hnlichen Differenzengleichungen (additive Rekursion) benutzt, um eine Ori-
entierung u¨ber das Wachstum zu erhalten (vgl. z.B. bei Elaydi [Elayd])). Sinnvoll
ist sie auch bei multiplikativ gebildeten Folgen, insbesondere bei Vorliegen multi-
plikativer Rekursionen wie in diesem Fall, was in dieser Arbeit ausfu¨hrlich gezeigt
werden wird.
Es soll nun betrachtet werden, wie sich die Baumrekursion bei der Quotienten-
folge auswirkt. Sei dazu n ≥ 2:
Qn =
An
An−1
=
cn
cn−1
· Aα(n)
Aα(n−1)
· Aβ(n)
Aβ(n−1)
Auf den ersten Blick besagt diese Darstellung noch sehr wenig. Es ist nicht so-
fort ersichtlich, wie die Terme
Aα(n)
Aα(n−1)
bzw.
Aβ(n)
Aβ(n−1)
mit Qα(n) bzw. Qβ(n) zusam-
menha¨ngen. Unter ganz allgemeinen Voraussetzungen wa¨re dies auch nicht so klar
anzugeben. In diesem Fall liegt jedoch eine Baumrekursion vor, bei der jeweils
nur die eine Abstiegsfunktion ansteigt, die andere jedoch gleichbleibt. Zusa¨tzlich
wurde bei Baumrekursionen schwaches Wachstum der Abstiegsfunktionen vor-
ausgesetzt, was ausschließlich Anstiege um 0 oder 1 zur Folge hat. Es sind also
zwei Fa¨lle zu unterscheiden:
1. Fall: α(n) = α(n− 1) + 1, β(n) = β(n− 1):
Qn =
cn
cn−1
Aα(n)
Aα(n−1)
Aβ(n)
Aβ(n−1)
=
cn
cn−1
Aα(n)
Aα(n)−1
Aβ(n)
Aβ(n)
=
cn
cn−1
Qα(n)
2. Fall: α(n) = α(n− 1), β(n) = β(n− 1) + 1. Es gilt analog:
Qn =
cn
cn−1
Qβ(n)
Da fu¨r jedes n ∈ IN nur einer der beiden Fa¨lle auftritt, kann man eine Rekursion
von (Qn) angeben, die als Satz formuliert wird:
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Satz 2.2 (Rekursion der Quotientenfolge bei Baumrekursionen)
Die Quotientenfolge (Qn) zur Baumrekursion An = cn · Aα(n) · Aβ(n), A0 genu¨gt
einer Rekursion, die die in der folgenden Definition eingefu¨hrte Abbildung δ be-
nutzt:
Q0 = A0, Q1 = c1 ·Q0 = ∆c1 · (Q0)2; Qn = ∆cn ·Qδ(n) n ≥ 2
Dabei ist ∆cn :=
cn
cn−1
n ≥ 1 (c0 := A0 = Q0).
Definition 2.9 (Abbildung δ)
Die Abbildung δ : IN≥2 → IN0 wird definiert durch:
δ(n) :=


α(n) n Sprungstelle von α
β(n) n Sprungstelle von β


Bis auf die fehlende Definition bei n = 1 ist δ eine Abstiegsfunktion, jedoch i.a.
nicht schwach wachsend, noch nicht einmal monoton!
Bemerkung:
Da bei den in dieser Arbeit im allgemeinen betrachteten Randwerten (s.u.) Q1
immer den Wert 1 besitzt, wird der Anfang der Rekursion fu¨r n = 1 oft nicht be-
trachtet und dann δ trotz eines Beginns bei n = 2 als Abstiegsfunktion bezeichnet.
Beispiel 2.6
Zur Baumrekursion
An = cn Abn−12 c An−1−bn−12 c, A0
genu¨gt die Quotientenfolge (Qn) der o.a. Rekursion mit
δ(n) =


n−1
2
n ungerade
n
2
n gerade


(Es ist n
2
= n− 1−
⌊
n−1
2
⌋
fu¨r gerades n.)
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Bevor die Rekursion der Quotientenfolge und die Abstiegsfunktion δ einmal ge-
nauer betrachtet werden, ist hier der Zeitpunkt gekommen, sich Gedanken u¨ber
die Randwerte (cn) bzw. deren Quotienten (∆cn) zu machen. Um explizite Aus-
sagen, insbesondere Konvergenzaussagen u.a¨. zu machen, sind speziell gewa¨hl-
te Randwertfolgen sinnvoll und notwendig. Diese sollen eine recht einfach
zuga¨ngliche Form haben, aber zugleich relativ allgemein in den Quotienten sein,
damit die Quotientenfolgenglieder ausreichend unterscheidbar sind. Zum Beispiel
ist die Randwertfolge cn = 2
n zwar gut handhabbar, aber die Quotienten haben
alle den Wert ∆cn = 2, wodurch mehrere Folgenglieder der Quotientenfolge den
gleichen Wert besitzen.
Die Heapfolge beno¨tigt die Randwertfolge cn =
(
n−1
α(n)
)
. Um das Verhalten der
Heapfolge mit in die Betrachtungen einzubeziehen, wa¨re diese Randwertfolge
passend, aber man sieht an Abbildung 1.8, daß die Quotientenfolge der Heapfol-
ge strikt divergiert. Man kann in diesem Funktionsdiagramm zwar verschiedene,
anscheinend durch Geraden approximierbare Wege unterscheiden, die aber alle
strikt divergent sind. Damit entfa¨llt die Betrachtung von Beru¨hrpunkten, d.h. von
Grenzwerten konvergenter Teilfolgen, da es hier nur einen einzigen uneigentlichen
Beru¨hrpunkt ∞ ga¨be. Dies verhindert aber differenzierende Betrachtungen. Um
dem Abhilfe zu schaffen, wa¨re es naheliegend, eine Folge Qn
n
zu betrachten und
durch dadurch Konvergenz zu erzeugen. Dies wird im Prinzip in dieser Arbeit
gemacht, aber auf einem ganz anderen Weg.
Fast alle konkret betrachteten Punkte dieser Arbeit bescha¨ftigen sich na¨mlich
mit der Randwertfolge cn = n. Die Quotienten ∆cn =
n
n−1
sind recht einfach
und die Folge der Quotienten ist streng monoton fallend, sodaß neben der Mo-
notonie auch niemals zwei Randwerte identisch sind.
Nun stellt sich die Frage, was diese Folge von Randwerten und die damit generier-
te Quotientenfolge (bei gleichen Abstiegsfunktionen) mit der Heap-Quotientenfol-
ge zu tun hat. Dies beantwortet der folgende Satz.
Satz 2.3 (Randwerte n und
(
n−1
α(n)
)
)
Gegeben sei eine formale Baumrekursion zu festen Abstiegsfunktionen α, β (die
nach Definition der Baumrekursionen schwach wachsend sind).
Sei (
∼
Qn) die Quotientenfolge dieser Rekursion zu A0 = 1 und cn =
(
n−1
α(n)
)
fu¨r
n ≥ 1.
Sei (Qn) die Quotientenfolge zur selben Rekursion, zum selben Anfangswert und
zur Randwertfolge cn = n fu¨r n ≥ 1. Dann gilt:
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∼
Qn
n
=
1
Qn
Beweis:
Nach Satz 2.2 auf Seite 27 gibt es Rekursionen der beiden Quotientenfolgen ge-
geben durch:
(1)
∼
Q0 =
∼
Q1 = 1,
∼
Qn =
(
n−1
α(n)
)
(
n−2
α(n−1)
) ∼Qδ(n) n ≥ 2
(2) Q0 = Q1 = 1, Qn =
n
n− 1Qδ(n) n ≥ 2
Es handelt sich dabei natu¨rlich um verschiedene Folgen, die aber eine identische
Abstiegsfunktion δ besitzen. Zuerst soll versucht werden, den Term ∆cn bei
∼
Qn
zu vereinfachen. Dazu werden wieder einmal die zwei wohlbekannten Fa¨lle unter-
schieden:
1. Fall: α(n) = α(n− 1) + 1, β(n) = β(n− 1) ⇒ δ(n) = α(n):
(
n−1
α(n)
)
(
n−2
α(n−1)
) = (n− 1)! α(n− 1)! β(n− 1)!
α(n)! β(n)! (n− 2)! = (n− 1)
(α(n)− 1)! β(n)!
α(n)! β(n)!
=
n− 1
α(n)
=
n− 1
δ(n)
2. Fall: α(n) = α(n − 1), β(n) = β(n − 1) + 1 ⇒ δ(n) = β(n). Hier ergibt
sich analog:
(
n−1
α(n)
)
(
n−2
α(n−1)
) = n− 1
β(n)
=
n− 1
δ(n)
Ergebnis ist eine vereinfachte Rekursion, die weitergefu¨hrt wird.
∼
Qn =
n− 1
δ(n)
∼
Qδ(n) =
n− 1
δ(n)
δ(n)− 1
δ2(n)
∼
Qδ2(n) = · · ·
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Wenn man so fortfa¨hrt, so wird schließlich4 δk(n) = 1 und
∼
Qδk(n) = 1. Damit
kann man schreiben:
∼
Qn =
n− 1
δ(n)
δ(n)− 1
δ2(n)
· · · δ
k−1(n)− 1
δk(n)
∼
Qδk(n)
= (n− 1) δ(n)− 1
δ(n)
δ(n)2 − 1
δ2(n)
· · · δ
k−1(n)− 1
δk−1(n)
Ebenso kann man mit der Rekursion zu (Qn) verfahren. Auch hier ist schließlich
fu¨r dasselbe k ∈ IN der QuotientenfolgenwertQδk(n) = 1 und es ergibt sich analog:
Qn =
n
n− 1
δ(n)
δ(n)− 1 · · ·
δk−1(n)
δk−1(n)− 1
Aus den Darstellungen beider Quotientenfolgen folgt direkt die Behauptung des
Satzes.
Der Satz besagt, daß bei Betrachtung der Randwertfolge cn = n die Ergebnis-
se der Quotientenfolge gleich fu¨r die Randwertfolge
(
n−1
α(n)
)
mit verwertet werden
ko¨nnen und damit auch die Heap-Quotientenfolge eingeschlossen ist. Darum wer-
den in dieser Arbeit im wesentlichen die Randwerte cn = n und der Anfangswert
A0 = 1 betrachtet.
Einschub u¨ber graphentheoretische Begriffe: (bis Seite 32)
Bevor nun weiter mit dieser Thematik fortgefahren wird, sollen kurz ein
paar grundlegende, wohlbekannte Begriffe der Graphentheorie eingefu¨hrt
werden bzw. deren hier gebrauchte Form beschrieben werden. Die meisten
Begriffe lassen sich z.B. bei Christofides [Chris] nachlesen.
Ein gelabelter, gerichteter Graph besteht aus Knoten, die ein Label,
d.h. im hier betrachteten Fall eine Bewertung, besitzen, und aus gerichte-
ten Kanten (
”
Pfeilen“), die geordneten Paaren von Knoten entsprechen.
Oft werden die Knoten graphisch durch Punkte und die gerichteten Kanten
durch Pfeile zwischen zwei Knoten dargestellt.
4vgl. auch Betrachtungen zum δ-Baum auf den Seiten 34 ff.. δk bezeichnet die k-te Iterierte
von δ und nicht die k-te Potenz!
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In dieser Arbeit sind die Labels i.A. eineindeutig den Knoten zugeordnet.
Deswegen werden die Knoten oft mit ihren Labels identifiziert und z.B. an-
statt von
13
nur
13
angegeben. Die hier betrachteten Graphen sind Paaren von Abstiegsfunk-
tionen bzw. ihren Pseudo-Inversen zugeordnet. Oft wird deswegen anstatt
eines Pfeiles die entsprechende funktionale Darstellung gewa¨hlt.
Unter Wegen (bzw. Pfaden) werden in dieser Arbeit gerichtete Wege
verstanden. Das sind Folgen von Knoten und Pfeilen in der gleichen Rich-
tung, z.B. ist im gelabelten Fall
13510
ein endlicher Weg. Da in dieser Arbeit stets klar ist, in welche Richtung
der Weg orientiert ist, wird meist nicht zwischen einem Weg und dessen
”
Umkehrweg“
10531
unterschieden, d.h. beide Richtungen werden als Wege bezeichnet. Nicht
erlaubt sind jedoch Wechsel der Pfeilrichtung, d.h. z.B. ist
3 1 2 4 7 5
kein Weg.
Unendliche Wege sind Wege unendlicher La¨nge. Ihre Orientierung ist
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in dieser Arbeit immer eindeutig bestimmt, da es von jedem Anfangskno-
ten aus nur in einer Richtung die Mo¨glichkeit unendlicher Fortsetzung gibt,
in der anderen jedoch nicht!
Oft werden bei Wegen die Pfeile fortgelassen und anstatt
1 3 7 15 31 63
nur 1, 3, 7, 15, 31, 63 bzw. 63, 31, 15, 7, 3, 1 geschrieben.
Spezielle Graphen sind bina¨re (Wurzel-)Ba¨ume. Einige Begriffe aus diesem
Zusammenhang wurden schon in der Einleitung benutzt und dort an Bil-
dern versta¨ndlich gemacht. Darauf sei hier verwiesen, da vieles nicht noch
einmal erla¨utert wird bzw. aus der Kombination der Einleitung mit den
folgenden Ausfu¨hrungen versta¨ndlicher wird.
Hier soll nur kurz erkla¨rt werden, was ein bina¨rer (Wurzel-)Baum ist. Zu
allgemeineren Definitionen und Notationen von bina¨ren Ba¨umen erha¨lt man
z.B. bei Aho und Ullman [AhoUl, p. 253 ff.] Informationen.
Ein bina¨rer (Wurzel-)Baum5 ist ein Graph mit einem ausgezeichneten
Knoten, der Wurzel, mit dem jeder Knoten in einer eindeutigen Weise
(u¨ber Kanten) verbunden ist. Durch die Auszeichnung der Wurzel und die
Eindeutigkeit der Verbindungen zu dieser erha¨lt ein bina¨rer Baum schon
von selbst eine Orientierung, na¨mlich zur Wurzel hin bzw. von der Wurzel
weg. In dieser Arbeit verlaufen die Pfeile der hier betrachteten gerichteten
bina¨ren Ba¨ume zur Wurzel hin. Bei Ausnahmen wird extra darauf hin-
gewiesen.
Betrachtet man einen festen Knoten, so kann man unter den mit diesem
mit einem Weg verbundenen Knoten unterscheiden zwischen denen, die in
Richtung auf die Wurzel hin liegen und Vorga¨nger genannt werden, und
denen, die in Richtung von der Wurzel weg liegen und als Nachfolger be-
zeichnet werden. Bei einem bina¨ren Baum hat jeder Knoten maximal zwei
direkte, hier immer unterscheidbare Nachfolger, linker und rechter Sohn
genannt, und (bis auf die Wurzel) genau einen Vorga¨nger, Vater genannt
(vgl. Abbildung 1.2). Die Wurzel hat keinen Vorga¨nger.
Eine sehr scho¨ne Eigenschaft von bina¨ren Ba¨umen ist die Teilbaum-Eigen-
schaft: Wa¨hlt man einen beliebigen Knoten eines bina¨ren Baumes als Wur-
5Da nur Wurzel-Ba¨ume betrachtet werden, wird im folgenden nur von Ba¨umen gesprochen.
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zel eines Teilbaumes, der neben diesem Knoten alle Nachfolger dieses Kno-
tens (jeweils incl. ihrer Labels) entha¨lt, so ist dieser Teilgraph wieder ein
bina¨rer Baum. Dies wurde schon in der Einleitung benutzt und bildlich
dargestellt.
Nun ist der Zeitpunkt gekommen, an dem die Rekursion der Quotientenfolge vi-
sualisiert werden kann.
Es wird der Rekursionsgraph der Quotientenfolge einer Baumrekursion definiert:
Darunter wird ein (unendlicher) gerichteter, gelabelter Graph mit den Labels
n ∈ IN verstanden6, wobei jedes n ∈ IN genau einmal als Label auftaucht. Man
verbindet nun stets den Knoten mit Label n mit dem Knoten mit Label δ(n)
durch eine gerichtete Kante, falls n > 1 ist. Was fu¨r ein Graph entsteht dann?
Bei der Definition von δ hat man gesehen, daß jedes n > 1 stets Sprungstelle
von α oder von β, aber niemals von beiden Abstiegsfunktionen ist. Das bedingt,
daß im Rekursionsgraph von jedem Knoten n > 1 genau eine Kante ausgeht!
Nun stellt sich noch die Frage, wieviele Kanten in einen Knoten eingehen. Dazu
werden zwei Fa¨lle betrachtet.
1. Ist im ersten Fall die Baumrekursion nicht ausgeartet, so sind beide Ab-
stiegsfunktionen nicht ausgeartet und folglich surjektiv, d.h. zu jedem k ∈
IN gibt es Sprungstellen α−1(k) von α und β−1(k) von β, die α(α−1(k)) =
δ(α−1(k)) = k und β(β−1(k)) = δ(β−1(k)) = k erfu¨llen. Nach Satz 2.1 sind
unter den gegebenen Voraussetzungen die pseudoinversen Werte eindeutig
und es gibt zu jedem Knoten (mit Label k ∈ IN) genau zwei einlaufende
Pfeile. Man erha¨lt damit die in Abbildung 2.1 dargestellte Konstruktion,
die schließlich zu einem unendlichen bina¨ren Baum fu¨hrt.7
Bemerkung:
Man sieht leicht, daß sich kein nicht zusammenha¨ngender Wald8 ergeben kann,
da das Label 1 das einzige Element ist, von dem keine Pfeile ausgehen.
2. Nun wird als zweiter Fall der einer ausgearteten Baumrekursion betrachtet.
Diese sei o.B.d.A. normiert. In diesem Fall wird die kleinere Abstiegsfunk-
tion α schließlich konstant, wa¨hrend β unbeschra¨nkt und surjektiv ist. Also
gibt es ab einem k0 ∈ IN zu jedem k ≥ k0 nur einen eingehenden Pfeil. Es
entsteht somit ebenfalls eine Baumstruktur, aber kein vollsta¨ndiger bina¨rer
Baum.
6n = 0 wird fortgelassen.
7Da die Pfeile nach Art der Konstruktion in den Ba¨umen immer von unten nach oben gehen,
wird die Pfeilspitze meist weggelassen!
8Ein Wald ist ein Graph, dessen Zusammenhangskomponenten Ba¨ume sind.
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Abbildung 2.1: Entstehung der Baumstruktur u¨ber die beiden Pseudoinversen.
Bevor dies an Beispielen genauer betrachtet wird, soll die Rekursionsstruktur in
ihrer Anordnung soweit festgelegt werden, daß sie im normierten Fall in einer
eineindeutigen Beziehung zur Baumrekursion steht.
Definition 2.10 (δ-Baum)
Die Rekursionsstruktur der Quotientenfolge einer Baumrekursion wird folgender-
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maßen festgelegt und dann als δ-Baum bezeichnet.
• Jedes Label n ∈ IN kommt genau einmal vor.
• Von jedem Knoten mit Label n > 1 geht genau ein Pfeil aus zu dem ein-
deutigen Label δ(n).
• Gehen in ein Label (d.h. in einen Knoten mit dem Label) k zwei Pfeile
von Labels n1 und n2 ein, so ist fu¨r n1 < n2 immer n1 der linke Sohn
von k (d.h. n1 steht links unter k) und n2 der rechte Sohn von k (d.h. n2
steht rechts unter k). Geht nur ein Pfeil von einem Label n1 in ein Label
k ein, so wird n1 als linker Sohn von k eingefu¨hrt. Dies sieht im Bild so aus:
oder
k
n1 n n12
k
Wesentlich fu¨r diese Definition ist neben dem Aufbau des Baumes von oben nach
unten (die Pfeile verlaufen umgekehrt, aber der unendliche Teil verla¨uft nach un-
ten) die Konvention, daß stets der linke Sohn kleiner als der rechte Sohn ist.9
Dadurch wird dem gelabelten Baum eine feste Struktur gegeben, die fu¨r viele
folgende Aussagen von fundamentaler Wichtigkeit ist.
Bemerkung:
Es sei hier ausdru¨cklich darauf hingewiesen, daß das Versta¨ndnis des δ-Baumes
eine Schlu¨sselstelle fu¨r diese Arbeit ist. Dies gilt besonders fu¨r die Tatsache, daß
es sich um den Rekursionsgraphen der Quotientenfolge Qn und nicht der Ori-
ginalfolge An handelt. Der wesentliche Unterschied liegt in der Beachtung der
Sprungstellen-Eigenschaft: Es geht nur dann ein Pfeil vom Argument ei-
ner Abstiegsfunktion zum entsprechenden Bild, wenn das Argument
eine Sprungstelle dieser Abstiegsfunktion ist.
Zur Verdeutlichung des Unterschieds wird in Abbildung 2.2 links der hypothetische
Rekursionsgraph der Originalfolge und rechts der Rekursionsgraph der Quotien-
tenfolge (d.h. der δ-Baum) zur Baumrekursion zu α(n) :=
⌊
n−1
2
⌋
abgebildet. Der
9Gleichheit ist ausgeschlossen, da sonst dieser Wert Sprungstelle beider Abstiegsfunktionen
wa¨re.
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Graph der Originalfolge ist deutlich weniger anschaulich als der δ-Baum und hat
keine Baum-Struktur.
0
1
32
764 5
15141312111098
1
32
764 5
15141312111098
Abbildung 2.2: Rekursionsgraph der Originalfolge (links) und der Quotientenfolge
(rechts) [=δ-Baum] derselben Baumrekursion.
Um sich mit dieser Thematik einmal na¨her vertraut zu machen, wird der Anfang
eines δ- Baumes in einem Beispiel hergeleitet. Dieses Beispiel ist vollkommen
willku¨rlich gewa¨hlt.
Beispiel 2.7
Es sei eine Baumrekursion u¨ber den vorgegebenen 0-1-Code α¯ der Abstiegsfunk-
tion α definiert:
(α¯(n))n≥2 = 0, 1, 0, 0, 0, 1, 1, 0, 1, 1, 0, 0, 1, 1, 0, 1, 0, 0, 1, 0, 1, . . .
Man berechnet nun hieraus die Abstiegsfunktionen α und β (mit α(n) = α(n −
1) + α¯(n) und β(n) = β(n − 1) + 1 − α¯(n)), bestimmt zu jeden n ∈ IN>1, ob
es eine Sprungstelle von α oder β ist (α¯(n) = 0 ⇒ n Sprungstelle von β,
α¯(n) = 1 ⇒ n Sprungstelle von α) und berechnet daraus die Abstiegsfunkti-
on δ. Das Ergebnis wird in Tabelle 2.1 dargestellt.10
Nun wird der Beginn des δ-Baumes gezeichnet, indem zuerst die Wurzel 1 einge-
tragen wird. Anschließend muß man die beiden Labels eintragen, von denen aus
Pfeile zum Label 1 fu¨hren, d.h. n1, n2 suchen mit δ(n1) = δ(n2) = 1. Man findet
in der Tabelle, daß 2 und 3 die So¨hne des Labels 1 sein mu¨ssen. Da 2 < 3 ist,
setzt man 2 als linken, 3 als rechten Sohn der 1 ein. Wenn so fortgefahren wird,
erha¨lt man schließlich das in Abbildung 2.3 dargestellte Ergebnis.
10Hervorgehobene Werte sind Bilder von Sprungstellen der jeweiligen Abstiegsfunktion.
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n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
α¯(n) − 0 1 0 0 0 1 1 0 1 1 0 0 1 1 0 1 0 0 1 0 1
α(n) 0 0 1 1 1 1 2 3 3 4 5 5 5 6 7 7 8 8 8 9 9 10
β(n) 0 1 1 2 3 4 4 4 5 5 5 6 7 7 7 8 8 9 10 10 11 11
δ(n) − 1 1 2 3 4 2 3 5 4 5 6 7 6 7 8 8 9 10 9 11 10
Tabelle 2.1: Berechnung der Funktion δ in Beispiel 2.7
1
4
2 3
6
12 14
7
15
5 8
9 11
18 20 21
10 13
19 22
1716
Abbildung 2.3: Anfang des δ-Baumes in Beispiel 2.7.
Wenn man den Anfang dieses δ-Baumes na¨her ansieht, ist der linke Sohn eines
Labels k stets β−1(k), d.h. der linke Sohn n1 erfu¨llt stets: β(n1) = k und n1
ist Sprungstelle von β, wa¨hrend der rechte Sohn stets α−1(k) ist. Es stellt sich
natu¨rlich die Frage, woran das liegt. Die Antwort ist: an der Normierung! Dies
sagt das folgende Lemma. Davor sollen aber noch zwei Bezeichnungen eingefu¨hrt
werden.
Definition 2.11 (Linksfunktion, Rechtsfunktion)
In jedem δ-Baum werden zwei Abbildungen eingefu¨hrt, die Linksfunktion λ und
Rechtsfunktion ρ genannt werden. Sie werden folgendermaßen definiert:
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λ : IN → IN≥2
k 7→ Label des linken Sohnes von k im δ-Baum
ρ : IN → IN>2
k 7→ Label des rechten Sohnes von k im δ-Baum
Zusammenfassend werden beide Funktionen auch als Aufstiegsfunktionen be-
zeichnet. Diese Definition rechtfertigt sich durch das folgende Lemma.
Lemma 2.6
Fu¨r eine normierte Baumrekursion gelten im δ-Baum die folgenden Beziehungen
fu¨r alle k ∈ IN .
λ(k) = β−1(k)
ρ (k) = α−1(k)
Bildlich dargestellt sind diese Beziehungen in Abbildung 2.4.
k = =2n= = δ δnα n β n2(     ) (     ) (     )1 1(     )
k
β α
n n21
δ
λ = β −1 ρ = α −1
= λ kβ −1=k(   ) (   )n 1 = k
−1
=k(   ) (   )n ρ α 2
Abbildung 2.4: Vater-So¨hne-Beziehungen im δ-Baum bei Normiertheit.
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Beweis:
Es reicht aus, zu zeigen, daß eine normierte Baumrekursion stets β−1(k) < α−1(k)
fu¨r alle k ∈ IN erfu¨llt.
Nach Definition 2.5 ist die Normierung einer Baumrekursion gleichbedeutend mit
α(n) ≤ β(n) fu¨r alle n ∈ IN (∗).
Angenommen es wa¨re β−1(k) ≥ α−1(k) fu¨r ein k ∈ IN . Dann gibt es zwei Fa¨lle:
1. Fall: β−1(k) > α−1(k). Dann gilt wegen der strengen Isotonie auf Sprung-
stellen11 von β (β−1(k) ist Sprungstelle von β):
k = β(β−1(k)) > β(α−1(k))
(∗)
≥ α(α−1(k)) = k
Dies ist ein klarer Widerspruch.
2. Fall: β−1(k) = α−1(k). Dann ist dieser Wert Sprungstelle beider Abstiegs-
funktionen, was aber bei Baumrekursionen zu einem Widerspruch fu¨hrt, denn
hier ist jedes n ∈ IN≥2 Sprungstelle genau einer der beiden Abstiegsfunktionen.
Damit folgt die Behauptung.
Hieraus kann man leicht eine Folgerung ziehen.
Folgerung 2.2 (Eindeutigkeit des δ-Baumes bei Baumrekursionen)
1. Jede normierte Baumrekursion hat einen eindeutigen δ-Baum.
2. Haben zwei normierte Baumrekursionen denselben δ-Baum, so haben sie
die gleichen Abstiegsfunktionen.
Beweis:
Der erste Teil folgt aus der Definition des δ-Baumes, da der linke Sohn stets klei-
ner als der rechte Sohn sein soll.
Die zweite Behauptung folgt aus dem vorigen Lemma, denn der δ-Baum legt mit
dieser Aussage eindeutig das normierte Abstiegsfunktionenpaar (α, β) fest.
Nun kann man sich fragen, ob man zu einem gegebenen 0-1-Code α¯ stets bei-
de Abstiegsfunktionen (und damit auch δ) berechnen muß, um den δ-Baum zu
11Ist n Sprungstelle von β und m < n, so gilt β(m) < β(n).
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der entsprechenden Baumrekursion zu bestimmen. Im normierten Fall heißt die
Antwort: Nein! Dies zeigt der folgende rekursive Algorithmus zur Konstruktion
des δ-Baumes direkt aus einem normierten 0-1-Code.
Satz 2.4 (Rekursive Konstruktion des δ-Baumes aus dem 0-1-Code)
Wenn ein normierter 0-1-Code gegeben ist, kann man den δ-Baum rekursiv mit
folgender Konstruktionsvorschrift erzeugen:
1. Schritt: Zeichne 1 als Wurzel des δ-Baumes.
Fu¨r n ≥ 2 wird folgendermaßen der Reihe nach verfahren:
2. Schritt:
Ist α¯(n) = 0, so fu¨ge n als linken Sohn an das Label an, das unter allen La-
bels ohne linken Sohn das kleinste Label ist.
Ist α¯(n) = 1, so fu¨ge n als rechten Sohn an das Label an, das unter allen Labels
ohne rechten Sohn das kleinste Label ist.
Es soll nun, bevor die Korrektheit der Konstruktion bewiesen wird, der Anfang
des obigen Beispiel-δ-Baumes mit der Konstruktionsvorschrift hergeleitet werden.
Beispiel 2.8
Es wird der Anfang des in Beispiel 2.7 gegebenen 0-1-Codes betrachtet
n 2 3 4 5 6 7 8 · · · · · ·
α¯(n) 0 1 0 0 0 1 1 · · · · · ·
und die rekursive Konstruktion fu¨r diesen Fall ausgefu¨hrt.
• n = 1: 1 als Wurzel einsetzen ist klar:
1
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• n = 2: α¯(2) = 0. Fu¨ge 2 an das einzige Label 1 als linken Sohn an:
1
2
• n = 3: α¯(3) = 1. Die Labels 1 und 2 haben keinen rechten Sohn. Da 1 unter
diesen das kleinste Label ist, fu¨ge 3 als rechten Sohn an die 1.
1
2 3
• n = 4: α¯(4) = 0. Die Labels 2 und 3 haben keinen linken Sohn. Da 2 < 3,
fu¨ge 4 als linken Sohn an die 2.
1
2
4
3
• n = 5: α¯(5) = 0.
1
2
4
3
5
• n = 6: α¯(6) = 0.
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1
2
4
6
3
5
• n = 7: α¯(7) = 1.
1
2
74
6
3
5
• n = 8: α¯(8) = 1.
1
2
74
6
3
5 8
Dieses Ergebnis stimmt mit dem weiter oben u¨ber die Abstiegsfunktion δ bestimm-
ten Anfang des δ-Baumes u¨berein (vgl. Abbildung 2.3).
Nachdem das Beispiel motiviert hat, daß die Konstruktion funktionieren ko¨nnte,
muß dies noch beweisen werden.
Beweis:
Der Anfang der Konstruktion (1. Schritt) ist trivialerweise richtig. Nun wird
vorausgesetzt, daß die Konstruktion bis n den korrekten Anfang des δ-Baumes
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liefert. Es wird nun die Korrektheit fu¨r n+ 1 u¨berpru¨ft:
α¯(n+1) = 0
s.o.⇒ (n+1) ist Sprungstelle von β Lemma 2.6⇒ (n+1) ist linker Sohn
α¯(n+1) = 1
s.o.⇒ (n+1) ist Sprungstelle von α Lemma 2.6⇒ (n+1) ist rechter Sohn
1. Fall: α¯(n+ 1) = 0:
β(n+1) = β(n)+1 = β(n0)+1, wobei n0 die go¨ßte Sprungstelle von β sein soll, die
kleiner als (n+1) ist. Nach Induktionsvoraussetzung (Konstruktion bis n korrekt)
ist n0 als linker Sohn an das Label β(n0) gesetzt worden. Da β(n+1) = β(n0)+1
ist, ist β(n+1) das kleinste Label ohne linken Sohn (alle kleineren Labels haben
nach der Konstruktion schon einen linken Sohn). Da (n + 1) Sprungstelle von β
ist, wird n+ 1 korrekt als linker Sohn von β(n+ 1) eingesetzt. 12
2. Fall: α¯(n+ 1) = 1: analog!
Fu¨r Grenzbetrachtungen sehr wichtig sind die jetzt eingefu¨hrten unendlichen We-
ge im δ-Baum, die bei den hier betrachteten Randwerten monotone, also im Falle
der Beschra¨nktheit konvergente Teilfolgen definieren. Diese Definition baut auf
der Definition von unendlichen Wegen in Graphen (vgl. Seite 31) auf.
Definition 2.12 (unendlicher Weg im δ-Baum)
Ein unendlicher Weg im δ-Baum ist eine Folge f1, f2, f3, . . . von Labels, wobei
f1 = 1 und fu¨r i > 1 stets δ(fi) = fi−1 gilt.
Bemerkung:
Ein unendlicher Weg, der irgendwo im δ-Baum beginnen wu¨rde, ist durch den
jeweils eindeutigen Weg von der Wurzel zu jedem Knoten leicht zu einem unend-
lichen Weg im Sinne der Definition erga¨nzbar.
Ein unendlicher Weg ist also eine vollsta¨ndige Folge von Knotenlabels im δ-Baum,
die jeweils entgegen der Pfeilrichtung durchlaufen werden.
12Ein Spezialfall, der dadurch nicht abgedeckt wird, ist noch n = 2. Dieses Label muß immer
(Normiertheit!) linker Sohn der 1 sein. Analog ist im folgenden Fall immer das kleinste Label
m ≥ 3 mit α¯(m) = 1 rechter Sohn der Wurzel 1. Beides garantiert auch die Konstruktion.
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Nun sollen zum Abschluß dieses Kapitels noch zwei Typen von Baumrekursionen
u¨ber die Abstiegsfunktion (bzw. deren 0-1-Code) definiert werden: stufentreue
und periodische Baumrekursionen.
Definition 2.13 (periodisch, fair, unfair, stufentreu)
1. Eine (normierte) Baumrekursion heißt periodisch, wenn der 0-1-Code ih-
rer kleineren Abstiegfunktion periodisch ist, d.h.
(α¯(n))n∈IN = w,w,w,w,w, . . . =: w
ω
ist, wobei w ein endliches {0, 1}-Wort ist13.
Eine periodische Baumrekursion heißt fair, falls w genauso viele Nullen
wie Einsen entha¨lt. Ansonsten heißt sie unfair.
2. Eine Baumrekursion heißt stufentreu, falls fu¨r die Abstiegsfunktionen gilt:
α(2k − 1) = β(2k − 1) fu¨r alle k ≥ 1
Es la¨ßt sich die folgende analoge Charakterisierung der stufentreuen Rekursionen
finden:
Lemma 2.7 (A¨quivalente Charakterisierung der Stufentreue)
Fu¨r eine Baumrekursion sind die folgenden Bedingungen a¨quivalent:
1. Sie ist stufentreu.
13Es werden hier (in abgewandelter Form) die Notationen regula¨rer Sprachen (z.T. mit un-
endlichen Wo¨rtern) benutzt, die man z.B. bei Thomas [Thoma] nachlesen kann. Abweichend
zum u¨blichen Gebrauch sollen die Nullen und Einsen durch Kommata getrennt werden, um zu
zeigen, daß es sich um Folgen handelt. Dies soll grundsa¨tzlich so sein und wird deshalb in den
Definitionen oft abku¨rzend gebraucht. So wird fu¨r 0, 0, 1, 0, 0, 1, 0, 0, 1, 0, 0, 1, . . . kurz (0, 0, 1)
ω
geschrieben. Um den Notationen der regula¨ren Sprachen voll gerecht zu werden, mu¨ßte ein (un-
sichtbares) Klammerpaar eingefu¨rt werden, das verschiedene Zeichen zu einem Buchstaben zu-
sammenfaßt. Dann wu¨rde der gerade abku¨rzend dargestellte Ausdruck korrekt ({0, }{0, }{1, })
ω
geschrieben werden. Dies wird hier vermieden, da keine Doppeldeutigkeiten vorkommen ko¨nnen.
Endliche Ausdru¨cke werden analog behandelt.
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2. Der 0-1-Code der kleineren Abstiegsfunktion α hat die Form
(α¯(n))n∈IN = w1, w2, w3, w4, w5, . . .
wobei wi fu¨r alle i ein faires {0, 1}-Wort der La¨nge 2i ist, d.h. 2i−1 Nullen
und 2i−1 Einsen entha¨lt.
Beweis:
Es wir nur kurz die Beweisidee vorgestellt.
Ausgangspunkt ist die mit Lemma 2.1 und Folgerung 2.1 geltende Aussage:
α(n) =
n∑
j=2
α¯(j)
Damit kann man dann die folgenden rekursiven Charakterisierungen zeigen:
α(1) = β(1) = 0
α(2k − 1) = α(2k−1 − 1) +
2k−1∑
j=2k−1
α¯(j)
β(2k − 1) = β(2k−1 − 1) +
2k−1∑
j=2k−1
β¯(j)
Hiermit kann man sich bezu¨glich der Gleichheit an den Stellen 2k−1 hochhangeln,
wenn man beachtet, daß der Wert der Summe
∑2k−1
j=2k−1 α¯(j) genau die Anzahl der
Einsen im Wort wk−1 ist. Diese Anzahl der Einsen ist aber gleich der Anzahl
der Nullen in wk−1 und damit auch wegen β¯(n) = 1 − α¯(n) gleich der Summe∑2k−1
j=2k−1 β¯(j). Die A¨quivalenz folgt dann per Induktion.
Bemerkung:
Soll eine periodische oder stufentreue Rekursion normiert sein, so muß
• im periodischen Fall w normiert sein.
• im stufentreuen Fall wi fu¨r alle i ≥ 1 normiert sein.
Nun kann man spezielle periodische oder stufentreue Baumrekursionen in einem
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Beispiel betrachten:
Beispiel 2.9
1. Die Baumrekursion zu α(n) =
⌊
n −1
2
⌋
ist periodisch und hat den folgenden
0-1-Code:
(α¯(n))n∈IN = (0, 1)
ω = 0, 1, 0, 1, 0, 1, . . .
[Dies wird auch abku¨rzend mit α := period[0, 1] geschrieben.]
Diese Abstiegsfunktion (und die entsprechende Baumrekursion) ist fair,
wa¨hrend die durch α := period[0, 0, 1, 1, 0, 0, 1] definierte Baumrekursion
unfair ist. Sie ist aber normiert, da bis zu jeder Stelle in [0, 0, 1, 1, 0, 0, 1]
mindestens genauso viele Nullen wie Einsen stehen. Dagegen ist
α := period[0, 0, 1, 1, 1] nicht normiert.
2. Stufentreue Abstiegsfunktionen sind viel schwerer zu umschreiben. Die oben
vorgestellte Abstiegsfunktion α(n) =
⌊
n −1
2
⌋
ist auch stufentreu, wie man
leicht nachrechnen kann. Man sieht es aber auch an dem 0-1-Code, denn
die in Lemma 2.7 geforderten fairen Wo¨rter wi der La¨nge 2
i haben die Form
(0, 1)2
i−1
= (0, 1), . . . , (0, 1)︸ ︷︷ ︸
2i−1
.
Eine andere einfache stufentreue Rekursion ko¨nnte man u¨ber wi := [0
2i−1 ,
12
i−1
] = [0, . . . , 0︸ ︷︷ ︸
2i−1
, 1, . . . , 1︸ ︷︷ ︸
2i−1
] definieren, d.h.
(α¯(n))n∈IN = 0, 1, 0, 0, 1, 1, 0, 0, 0, 0, 1, 1, 1, 1, 0
8, 18, 016, 116, . . .
Diese Abstiegsfunktion ist schon bekannt. Es ist die in der Einfu¨hrung mit
β bezeichnete Abstiegsfunktion der Heaprekursion. Die hier vorgenommene
Definition als α stellt jedoch im Gegensatz dazu die Normierung sicher!
Bemerkung:
Man kann sich hier die Frage stellen, warum stufentreue Baumrekursionen die-
sen Namen tragen. Die Antwort auf diese Frage wird spa¨ter noch vielfach gesehen
werden. Hier sei nur kurz gesagt, daß die stufentreuen Baumrekursionen eng an
die Stufen (d.h. die horizontalen Ebenen) des δ-Baumes gebunden sind. So wird
der δ-Baum stufenweise aufgebaut, d.h. bei der rekursiven Konstruktion wird die
(k + 1)-te Stufe erst begonnen, wenn die k-te Stufe vollsta¨ndig gefu¨llt ist. Dies
ist, wie man an dem schon gesehenen δ-Baum erkennen kann, keineswegs immer
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der Fall!
Bemerkung:
In einer Bemerkung auf Seite 18 wurde schon auf den engen Zusammenhang
zwischen bestimmten Abstiegsfunktionen und Beatty-Folgen hingewiesen. So ha¨tte
man anstelle periodischer Abstiegsfunktionen auch allgemeiner u¨ber Beatty-Folgen
definierte Abstiegsfunktionen betrachten ko¨nnen. Diese Mo¨glichkeit wurde hier
nicht verfolgt und es bietet sich an, Ergebnisse dieser Arbeit auf diesem Wege zu
verallgemeinern.
Auch bei Beschra¨nkung auf periodische Abstiegsfunktionen wa¨re eine Definition
mit Folgen vom Beatty-Typ mo¨glich gewesen, da sich periodische Abstiegsfunktio-
nen als endliche Summen (mit wechselndem Vorzeichen) von Folgen
⌊
n
a
− b
⌋
mit
rationalen a, b darstellen lassen.
Eine solche Betrachtung ha¨tte zwar manchmal Vorteile gegenu¨ber der Definition
u¨ber 0-1-Codes gehabt, aber auch Nachteile. Ein gewichtiger Grund ist die dann
notwendige unterschiedliche Behandlung stufentreuer und periodischer Abstiegs-
funktionen. Insbesondere deswegen bietet sich die hier vorgestellte Darstellung an.
Zum Abschluß dieses Abschnitts soll noch einmal ein U¨berblick u¨ber die bei
Baumrekursionen beno¨tigten Klassen von Abstiegsfunktionen gegeben werden.
Dabei wird stets eine normierte Situation vorausgesetzt und stets nur die klei-
nere Abstiegsfunktion α betrachtet werden, die dann ebenfalls normiert ist und
natu¨rlich, wie bei Baumrekursionen definiert, immer schwach wachsend ist. Die
betrachteten Klassen von Abstiegsfunktionen lassen sich unter diesen Vorausset-
zungen wie in Abbildung 2.5 darstellen.
Das in der Abbildung mit 1 markierte Schnittfeld stellt dabei die ausgearteten pe-
riodischen Abstiegsfunktionen dar, von denen nur eine einzige existiert, na¨mlich
die zu period[0]. Dagegen gibt es von den in der Abbildung mit 2 markierten
stufentreuen periodischen Abstiegsfunktionen nicht nur einen Fall. Zwei Beispie-
le sind hier period[0, 1] und period[0, 1, 0, 0, 1, 1].
Dieses Diagramm wird an einigen Stellen als
”
Verbreitungskarte“ von Eigen-
schaften benutzt, wobei verschiedene Eigenschaften durch unterschiedliche Mu-
ster bzw. unterschiedlich dunkle Fu¨llungen dargestellt sind. Ist ein Feld des Dia-
gramms ganz gefa¨rbt bzw. schraffiert, so soll damit eine ∀-Aussage bezeichnet
werden, d.h. unter den hier u¨blichen Randwerten haben alle Baumrekursionen
mit den im Diagramm dargestellten Abstiegsfunktionen die betrachtete Eigen-
schaft. Dagegen ist eine ∃-Aussage mit einem in der entsprechenden Farbe bzw.
Schraffur unterlegten Kreis dargestellt, d.h. es gibt mindestens einen Fall einer
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1
2
au
sge
art
et
periodisch
stufentreunicht ausgeartet
fair periodisch
Abbildung 2.5: Die benutzten Klassen von normierten Abstiegsfunktionen.
Baumrekursion mit einer im Diagramm dargestellten Abstiegsfunktion, die die
betrachtete Eigenschaft besitzt.
Um zusa¨tzlich dazu bei den einzelnen Sa¨tzen schnell anzuzeigen, welche Vor-
aussetzungen existieren, wird der folgende Code entwickelt:
a=ausgeartet
a¯= nicht ausgeartet
s=stufentreu
p=periodisch
fp= fair periodisch
Diese Ku¨rzel werden jeweils u¨ber den Aussagen angegeben. Soll ein Satz z.B. fu¨r
nicht ausgeartete periodische und fu¨r stufentreue Abstiegsfunktionen gelten, so
wu¨rde dabei stehen: a¯p ∪ s. Mit diesem Beispiel wird auch klar, wie Eigenschaf-
ten kombiniert werden und wie zwei Klassen
”
vereinigt“ werden.
Kapitel 3
Analytische Eigenschaften von
Baumrekursionen
Dieses Kapitel soll grundlegende analytische Eigenschaften von Baumrekursionen
kla¨ren. Zuerst wird die Frage der Beschra¨nkheit der Quotientenfolge bei bestimm-
ten Klassen von Baumrekursionen behandelt. Bei zwei beschra¨nkten Klassen, den
stufentreuen und nicht ausgearteten, periodischen Baumrekursionen, wird die
Ma¨chtigkeit der Beru¨hrpunktmenge na¨her untersucht. Fu¨r all diese Betrachtun-
gen mu¨ssen vorher die Gro¨ßenrelationen der Labels auf den Stufen des δ-Baumes
gekla¨rt werden und die Pseudo-Invertierung periodischer und stufentreuer Ab-
stiegsfunktionen gelo¨st werden bzw. Abscha¨tzungen dazu gegeben werden. Das
Untersuchungsgebiet dieses Kapitels wird oft abku¨rzend mit dem Begriff
”
Wer-
te“ umschrieben.
3.1 Die Ordnung im δ-Baum
In diesem Abschnitt sollen Aussagen u¨ber die Gro¨ßenrelation der Labels ver-
schiedener
”
Stellen“ im δ-Baum hergeleitet werden. Der Schwerpunkt liegt dabei
auf dem Gro¨ßenvergleich von Labels der gleichen Stufe, d.h. der gleichen hori-
zontalen Ebene im δ-Baum.
Wenn man den δ-Baum T einer (nicht ausgearteten) Baumrekursion mit Hilfe
der Rechts- und Linksfunktionen λ und ρ betrachtet, kann man jede Stelle im
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δ-Baum durch eine endliche Verkettung beider Funktionen beschreiben. Ist Ts ein
Teilbaum von T mit Wurzel s (d.h. mit Wurzellabel s), so geht dies auch hier.
Beispiel 3.1
s
***
An der mit ∗ bezeichneten Stelle steht das Label λ(ρ (λ(s))), wa¨hrend ∗∗ die Stelle
mit dem Label ρ (ρ (λ(s))) bezeichnet.
Es wird nun fu¨r ζi ∈ {λ, ρ}, 0 ≤ i ≤ n bezeichnet:
[ζn, ζn−1, . . . , ζ1](s) := ζn(ζn−1(. . . (ζ1(s)) . . .))
[ζ0, . . . , ζ1](s) := s
Der letzten Notation entspricht auch λ0(s) = ρ 0(s) = s.
Bemerkung:
Entsprechend wird in der gesamten Arbeit die k-fache Iterierte einer
(Abstiegs- oder Aufstiegs-) Funktion ζ mit ζk abgeku¨rzt, d.h.
ζk(s) := [ζ, ζ, . . . , ζ︸ ︷︷ ︸
k
](s) = ζ(ζ(. . . (ζ︸ ︷︷ ︸
k
(s)) . . .))
Diese Notation ist nicht unu¨blich und wird z.B auch bei Elaydi [Elayd] benutzt. Es
soll hier aber auf die abweichende Verwendung im Vergleich zur gebra¨uchlicheren
Darstellung der echten Potenz einer Funktion, z.B. bei sin2(x) = sin(x) · sin(x),
hingewiesen werden.
Jede Stelle von Ts ist nun durch einen eindeutigen endlichen {λ, ρ}-Vektor cha-
rakterisiert.
Wie schon gesagt, soll in diesem Abschnitt untersucht werden, ob es Regelma¨ßig-
keiten bei den Gro¨ßenordnungen der Labels gibt, d.h. ob fu¨r bestimmte ζ :=
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[ζn, . . . , ζ1], ξ := [ξm, . . . , ξ1] stets die Beziehung ζ(s) < ξ(s) gilt in Unabha¨ngig-
keit von s. Dazu mu¨ssen aber zuerst ein paar Voruntersuchungen gemacht werden:
Lemma 3.1 (a¯)
Bei jeder normierten, nicht ausgearteten Baumrekursion sind λ und ρ streng
isoton.
Bemerkung:
Zur Notation der in Klammern hinter der Lemma-Bezeichnung stehenden Abku¨r-
zung der geltenden Voraussetzungen vgl. Seite 48.
Beweis:
Wegen der Normierungsbedingung ist nach Lemma 2.6 λ = β−1 und ρ = α−1.
Mit Lemma 2.5 folgt dann direkt die Behauptung.
Hieraus kann man per Induktion leicht die folgende Aussage folgern, die hier
nicht bewiesen wird.
Folgerung 3.1 (Isotonie verketteter Aufstiegsfunktionen : a¯)
Fu¨r jedes n ∈ IN und ζi ∈ {λ, ρ}, 1 ≤ i ≤ n gilt:
[ζn, . . . , ζ1] : IN → IN ist streng isoton.
Nun soll die Ordnung im δ-Baum betrachtet werden. Die trivialste Ordnung ist
die von oben nach unten, d.h. beide So¨hne sind stets gro¨ßer als ihr Vater. Setzt
man einen unterbrochen Pfeil im Sinne, daß a → b als a < b gedeutet wird, so
entsteht das in Abbildung 3.1 gezeigte Bild.
Bemerkung:
Es sei ausdru¨cklich darauf hingewiesen, daß in diesem (und nur in diesem)
Abschnitt Pfeile nicht Rekursionsru¨ckgriffe, sondern Ordnungsrelationen (<-Be-
ziehungen) darstellen.
Dies ist eine triviale Ordnungsstruktur, die auf die Rekursion als echten Abstieg
zuru¨ckgeht.
Wesentlicher ist jedoch die Gro¨ßenordnung der Labels auf den Stufen! Die Stufen
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Abbildung 3.1: Triviale Ordnungsstruktur durch echte Rekursion.
des δ-Baumes seien wie in Abbildung 3.2 bezeichnet.
3. Stufe
.
.
.
.
.
.
.
.
.
.
.
2. Stufe
1. Stufe
0. Stufe
Abbildung 3.2: Bezeichnung der Stufen des δ-Baumes.
Eine einfachste Aussage der Stufenordnung ist durch die Definition gegeben, daß
im δ-Baum stets der linke Sohn kleiner als der rechte sein soll. U¨bersetzt in die
Notation der Rechts- und Linksfunktionen bedeutet dies:
λ(s) < ρ (s) s ∈ IN
Da man s ∈ IN beliebig wa¨hlen kann, erha¨lt man eine erste Ordnung auf den
Stufen, die sich wie in Abbildung 3.3 illustrieren la¨ßt.
Bemerkung:
Wie gerade geschehen, wird die Ordnung der Stufen besonders an der vierten
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Abbildung 3.3: Triviale Stufen-Ordnung durch die Konvention der Definition.
Stufe veranschaulicht.
Die gerade erhaltene Stufenordnung hat nur einen geringenWert, da nur sehr
wenige Elemente einer Stufe verglichen werden ko¨nnen. Aus den schon gemachten
Vorarbeiten kann man nun leicht die folgende Aussage herleiten, die fundamental
fu¨r die Ordnung auf den Stufen ist.
Lemma 3.2 (a¯)
Sei Ts der Teilbaum mit Wurzel s des δ-Baumes einer normierten, nicht ausge-
arteten Baumrekursion und seien Tλ(s) und Tρ (s) der linke bzw. rechte Teilbaum
von Ts. Ist x ein Label von Tλ(s) und y das Label von Tρ (s) an der zur Stelle von
x in Tλ(s) entsprechenden Stelle in Tρ (s), so gilt x < y. Diese Situation wird in
Abbildung 3.4 visualisiert.
Formal kann man dies audru¨cken durch:
Fu¨r alle s ∈ IN gilt fu¨r alle Verkettungen von Rechts- und Linksfunktionen
[ζn, . . . , ζ1] (mit n ∈ IN , ζi ∈ {λ, ρ}):
[ζn, . . . , ζ1, λ](s) = [ζn, . . . , ζ1](λ(s)) < [ζn, . . . , ζ1](ρ (s)) = [ζn, . . . , ζ1, ρ ](s)
Beweis:
Folgt direkt aus Folgerung 3.1 und der Aussage λ(s) < ρ (s) fu¨r alle s ∈ IN
Mit Hilfe dieses Lemmas kann direkt die fundamentale Stufenordnung herge-
leitet werden, die aber zuerst begrifflich gefaßt werden soll.
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x y
s
 (s)   (s)λ ρ
Abbildung 3.4: Bildliche Darstellung der Situation in Lemma 3.2.Es folgt x < y.
Bemerkung:
Bei der Untersuchung der Ordnung auf den Stufen ist das Ziel, sich ein wenig
von der Gestalt des δ-Baumes zu lo¨sen. Wenn man die Labels der k-ten Stu-
fe irgendeines Teilbaumes eines beliebigen δ-Baumes einer nicht ausgearteten,
normierten Baumrekursion von links nach rechts mit h(0), . . . , h(2k − 1) bezeich-
net, wird den entsprechenden Stellen damit u¨ber die Indices eine Nummer von
0, . . . , 2k− 1 zugeordnet. Ziel ist nun, eine Ordnung auf den Indices (kurz als
”
Indexordnung“ bezeichnet) zu finden, die sich allgemein auf alle k-ten Stufe
oben beschriebener δ-Baum-Teilba¨ume u¨bertragen la¨ßt. Man will also eine Ord-
nung << auf {0, . . . , 2k − 1} finden, sodaß fu¨r die natu¨rliche Ordnung < von IN
fu¨r x ∈ {0, . . . , 2k − 1} und jeden
”
Stufenvektor“ [h(0), . . . , h(2k − 1)] stets gilt:
x << y ⇒ h(x) < h(y)
Dabei soll die gesuchte
”
Index-Ordnung“ << mo¨glichst so viele Beziehungen
enthalten, daß sie nicht mehr erweiterbar ist. Die beiden folgenden Sa¨tze sagen
aus, daß die jetzt definierte Hypercube-Ordnung diese gesuchte
”
Index-Ordnung“
ist.
Definition 3.1 (Hypercube-Ordnung)
1. Ein Vektor [h(0), h(1), . . . , h(2k − 1)] der La¨nge 2k genu¨gt der k-Hyper-
cube-Ordnung bzgl. einer totalen Ordnung1 < zwischen den Komponen-
ten, falls er die folgende rekursive Konstruktion erfu¨llt:
1Hier ist es immer die natu¨rliche Ordnung von IN .
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• Im Falle k = 0 genu¨gt ein Vektor [h(0)] der 0-Hypercube-Ordnung.
• Im Falle k > 0:
Die Vektoren [h(0), . . . , h(2k−1 − 1)] und [h(2k−1), . . . , h(2k − 1)] der
La¨nge 2k−1 genu¨gen der (k − 1)-Hypercube-Ordnung und fu¨r alle s ∈
{0, . . . , 2k−1 − 1} gilt h(s) < h(2k−1 + s).
Im Prinzip wird der urspru¨ngliche Vektor halbiert und von den beiden
Ha¨lften verlangt, daß sie einerseits Hypercube-sortiert sind (indukti-
ver Teil) und andererseits eine gegenseitige Gro¨ßenordnungsrelation
erfu¨llen, die in Abbildung 3.5 dargestellt ist. Dabei stellt in der Abbil-
dung x −→ y die Beziehung x < y dar.
2. Sei fu¨r k ≥ 0 die Menge Mk := {0, . . . , 2k − 1} definiert. Dann wird die k-
Hypercube-Ordnung <(k) mit Hilfe der Dualdarstellung definiert durch:
• k=0: Die Menge M0 ist einelementig und gilt als <(k)-geordnet.
• k ≥ 1: Fu¨r aj, bj ∈ {0, 1} 0 ≤ j ≤ (k − 2) gilt:
– Es gelten (0, ak−2, . . . , a0)2 <(k) (0, bk−2, . . . , b0)2 und
(1, ak−2, . . . , a0)2 <(k) (1, bk−2, . . . , b0)2 genau dann, wenn
(ak−2, . . . , a0)2 <(k−1) (bk−2, . . . , b0)2 gilt.
– (0, ak−2, . . . , a0)2 <(k) (1, ak−2, . . . , a0)2.
3. Mit der vorigen Definition der k-Hypercube-Ordnung kann noch eine a¨qui-
valente Definition fu¨r den ersten Punkt dieser Definition gegeben werden:
Ein Vektor [h(0), h(1), . . . , h(2k− 1)] der La¨nge 2k genu¨gt der k-Hypercube-
Ordnung bzgl. einer totalen Ordnung <, wenn fu¨r alle x, y ∈Mk gilt:
x <(k) y ⇒ h(x) < h(y)
Bevor der Satz u¨ber die Stufenordnung im δ-Baum formuliert und bewiesen wird,
soll zuerst bildlich vor Augen gefu¨hrt werden, was eine Hypercube-Ordnung ist.
Daran kann man sehen, wie der Name zustande kommt.
Man stelle sich die Ordnungen graphisch vor, indem die Knoten als Elemente
und Pfeile als Ordnungsrelationen aufgefaßt werden.
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k−1 k−1
k−1[h(0), h(1), ........, h(2     −1)]
[h(2      ), h(2     +1), ........, h(2   −1)]k
Abbildung 3.5: Relationen zwischen den Teilvektoren bei der Hypercube-
Ordnung.
k=0:
k=1:
Man nimmt zwei 0-Hypercube-Ordnungen und verbindet die Elemente an den
entsprechenden Stellen durch einen Ordnungspfeil:
k=2:
Wieder nimmt man zwei 1-Hypercube-Ordnungen und verbindet die entsprechen-
den Stellen mit einem Ordnungspfeil (wobei die
”
neuen“ Pfeile gestrichelt ge-
zeichnet sind), jedoch so, daß alle Pfeile von der einen 2-Hypercube-Ordnung
ausgehen und in die andere hineinfu¨hren:
k=3:
Analoge Vorgehensweise wie bei k=2:
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Fu¨r den Fall k = 4 wird dies in gelabelter Form weiter unten vorgefu¨hrt.
Bemerkung:
Man sieht an den schon vorgestellten Ordnungen fu¨r k = 0, . . . , 3, daß die Hyper-
cube-Ordnung auf den Kanten eines k-dimensionalen Wu¨rfels - in der Informatik
als Hypercube vom Grad k bezeichnet - entlang la¨uft. Die Richtung der Pfei-
le verla¨uft dabei grob u¨ber die Hauptdiagonale zwischen zwei gegenu¨berliegenden
Punkten und u¨bertra¨gt sich auf die Diagonalen der enthaltenen kleinerdimensio-
nalen Hypercubes.
Zur genaueren Definition und Verwendung des Hypercubes in der Informatik vgl.
bei Leighton [Leigh]. U.a. sei auch auf die dort dargestellte, zwar andersartige,
aber a¨hnliche rekursive Konstruktion des k-dimensionalen Hypercubes aus zwei
(k − 1)-dimensionalen Hypercubes hingewiesen.
Aus der Definition der Hypercube-Ordnung und Lemma 3.2 ahnt man schon
la¨ngst den folgenden Satz:
Satz 3.1 (δ-Baum-Teilbaum-Stufen sind Hypercube-geordnet : a¯)
Gegeben sei der δ-Baum T einer normierten, nicht ausgearteten Baumrekursion
und ein beliebiger Teilbaum Ts mit Wurzel s ∈ IN . Numeriert man die Stellen
der k-ten Stufe von Ts von links nach rechts mit 0 bis 2
k−1 durch und bezeichnet
die Labels an diesen Stellen mit h(0) bis h(2k−1), so genu¨gt [h(0), . . . , h(2k−1)]
der k-Hypercube-Ordnung.
Fu¨r s := 1 bezieht sich diese Aussage natu¨rlich auch auf den ganzen δ-Baum.
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Bemerkung:
Vgl. Leighton [Leigh]: Dort wird analog zur hier gewa¨hlten Methode die Einbet-
tung der k-ten Stufe eines bina¨ren Baumes in einen k-dimensionalen Hypercube
beschrieben. Es sei jedoch darauf hingewiesen, daß die Einbettung zur hier gewa¨hl-
ten nur a¨hnlich ist, da die Eckenzuordnungen beider Definitionen abweichen.
Beweis:
Folgt direkt aus Lemma 3.2.
Nun soll dies einmal bildlich fu¨r die vierte Stufe vor Augen gefu¨hrt werden. Dies
wird in den Abbildungen 3.6 und 3.7 vorgestellt. Dabei wird die in Abbildung
3.6 dargestellte vierte Stufe in Abbildung 3.7 gewissermaßen in die 4-Hypercube-
Ordnung eingebettet. Wenn man nur die Indices stehen ließe (also den h(. . .)-Teil
jeweils wegla¨ßt), erha¨lt man die 4-Hypercube-Ordnung
”
in reiner Form“.
h(15)h(14)h(13)h(12)h(11)h(10)h(9)h(8)h(7)h(6)h(5)h(4)h(3)h(2)h(0) h(1)
Abbildung 3.6: Bezeichnung der Labels der 4. Stufe
Wenn man sich Teil-Hypercubes in Abbildung 3.7 ansieht, kann man diese be-
stimmten Unterstrukturen der vierten Stufe in Abbildung 3.6 zuordnen. Ebenso
kann man natu¨rlich Teile der Baumstruktur in dem Hypercube wiederfinden. Es
ist fu¨r das Versta¨ndnis der Ordnung hilfreich, dies z.B. bei einigen
”
Rautenstruk-
turen“ bzw. Teilba¨umen zu versuchen.
Es ist nun bewiesen worden, daß in allen δ-Ba¨umen normierter, nicht ausgear-
teter Baumrekursionen die Stufen einer Hypercube-Ordnung genu¨gen. Das heißt
natu¨rlich nicht, daß in jedem Einzelfall (d.h. jeder speziellen Stufe) nicht noch
weitere Ordnungsrelationen auftreten, denn in jeder Stufe eines einzelnen δ-
Baumes sind die Stufen natu¨rlich vollsta¨ndig geordnet, d.h. zwischen je zwei
Labels besteht eine <- oder eine >-Beziehung, wa¨hrend die Hypercube-Ordnung
nur Relationen zwischen speziellen Stellen (u¨ber die Indices) zula¨ßt. Der Satz sagt
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h(15)
h(0) h(1)
h(2) h(3)
h(4) h(5)
h(6) h(7)
h(8) h(9)
h(10) h(11)
h(12)
h(14)
h(13)
Abbildung 3.7: Hypercube-Ordnung der 4. Stufe
nur, daß dabei in jedem Fall die u¨bertragenen Hypercube-Relationen auftreten.
Man stellt sich natu¨rlich die Frage, ob die Hypercube-Ordnung die allgemein-
ste
”
Index“-Ordnung der Labels der Stufen von δ-Ba¨umen ist, d.h. ob es noch
weitere, nicht in der Hypercube-Ordnung enthaltene Index-Ordnungsrelationen
gibt, die sich
”
global“ auf beliebige Stufen von δ-Baum-Teilba¨umen u¨bertragen.
Diese Frage beantwortet der folgende Satz.
Satz 3.2 (Hypercube-Ordnung ist allgemeinste Stufenordnung : a¯)
Die Hypercube-Ordnung ist die allgemeinste
”
Index“-Ordnung der Stufen des δ-
Baumes normierter, nicht ausgearteter Baumrekursionen, d.h. es gibt unter die-
sen Voraussetzungen keine zusa¨tzlichen Ordnungsbeziehungen auf den Indices, die
die entsprechenden Ordnungsbeziehungen global fu¨r alle Stufen von δ-Ba¨ume nor-
mierter, nicht ausgearteter Baumrekursionen nach sich ziehen.
Mit anderen Worten: Wenn man annimmt, es ga¨be Indices x, y ∈ Mj, die Ord-
nungsbeziehungen h(x) < h(y) fu¨r alle j-ten Stufen normierter, nicht ausgearteter
nach sich ziehen, so gilt entweder die j-Hypercube-Ordnung-Beziehung x <(j) y
oder es gibt einen Teilbaum eines δ-Baumes einer normierten, nicht ausgearteten
Baumrekursion, in dessen j-ter Stufe die Relation h(x) < h(y) nicht gilt.
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Kurz gesagt: Eine potentielle allgemeine Ordnungsbeziehung der Stufen genu¨gt
entweder der Hypercube-Ordnung oder sie ist falsch in dem Sinne, daß ein Ge-
genbeispiel existiert.
Beweis:
(bis Seite 68) Der Beweis dieses Satzes ist recht kompliziert, da jede mo¨gliche
zusa¨tzliche Ordnungsrelation ausgeschlossen werden muß.Er wird in vier Schrit-
ten gefu¨hrt:
1. Fu¨r Indices wird in Dualdarstellung eine Charakterisierung gegeben, die
fu¨r zwei Indices sofort erkennen la¨ßt, ob zwischen ihnen eine Hypercube-
Ordnungsbeziehung besteht oder nicht.
2. Es wird ein Klasse von nicht ausgearteten Baumrekursionen betrachtet,
die fu¨r einen Widerspruchs-Beweis ausreicht. Hierfu¨r wird zuerst gezeigt,
daß sich jede spezielle (k− 1)-Ordnungsbeziehung zu vier speziellen, damit
zusammenha¨ngenden k-Ordnungsbeziehungen
”
heben“ la¨ßt. (
”
Spezielle
Hebungsregel“)
3. In dieser Klasse wird damit gezeigt, daß sich jede global u¨bertragbare Index-
beziehung von allen k-ten Stufen global auf alle (k−1)-ten Stufen
”
senken“
la¨ßt. (
”
Allgemeine Senkungsregel“)
4. Eine potentiell global u¨bertragbare Nicht-Hypercube-Indexbeziehung gilt
natu¨rlich auch fu¨r die betrachtete Klasse. Hier wird sie (mehrfach)
”
abge-
senkt“ und zu einem Widerspruch gefu¨hrt.
1.) Behauptung 1:
Seien Mk und <(k) wie in der Definition der k-Hypercube-Ordnung eingefu¨hrt.
Dann gilt fu¨r ai, bi ∈ {0, 1}, 0 ≤ i ≤ k − 1:
(ak−1, . . . , a0) <(k) (bk−1, . . . , b0) ⇔ ( ∀ i ai ≤ bi, ∃ i ai < bi )
Beweis:
Beweis u¨ber Induktion nach k:
k=1:
Es gibt nur eine Ordnungsbeziehung: (0) <(1) (1). Mit 0 < 1 folgt die Behauptung.
k → k + 1:
”
⇒“:
Sei (ak, . . . , a0) <(k+1) (bk, . . . , b0).
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Es werden hier nur die Ordnungsbeziehungen untersucht, die die direkt aus der
Definition 3.1 hervorgehen. Die Aussagen fu¨r die anderen Beziehungen ergeben
sich aus Transitivita¨tsgru¨nden. Dies gilt auch fu¨r die Existenzforderung.
Wenn man dies beru¨cksichtigt, bleiben bei der (k + 1)-ten Hypercube-Ordnung
genau zwei Mo¨glichkeiten, wie (ak, . . . , a0) <(k+1) (bk, . . . , b0) zustande kommen
kann (vgl. Definition 3.1, Teil 2):
1. ak = 0, bk = 1, ai = bi 0 ≤ i ≤ k − 1. Damit folgt die Behauptung.
2. ak = bk und (ak−1, . . . , a0) <(k) (bk−1, . . . , b0). Nach Induktion gilt fu¨r diese
k-Hypercube-Ordnungsbeziehung: ai ≤ bi 0 ≤ i ≤ k − 1, ∃ i ai < bi. Mit
ak = bk (s.o.) folgt die Behauptung.
”
⇐“:
Sei ai ≤ bi 0 ≤ i ≤ k, ∃ i ai < bi. Es gibt zwei Fa¨lle:
Im ersten Fall (a) ist ∀ i < k ai = bi und ak < bk. Dann gilt nach Definiti-
on 3.1, Teil 2 (ak, . . . , a0) <(k+1) (bk, . . . , b0).
Im anderen Fall (b) gibt es ein i < k mit ai < bi. Dann gilt nach Induktion
die Beziehung (ak−1, . . . , a0) <(k) (bk−1, . . . , b0). Nun mu¨ssen noch zwei Fa¨lle un-
terschieden werden:
(b.1) Ist ak = bk, so folgt die Behauptung direkt aus der Definition 3.1.
(b.2) Ist ak < bk, so gilt nach (a) (ak, bk−1, bk−2, . . . , b0) <(k+1) (bk, bk−1,
bk−2, . . . , b0) und nach (b.1) gilt (ak, ak−1, ak−2, . . . , a0) <(k+1) (ak, bk−1,
bk−2, . . . , b0). Zusammengenommen folgt die Behauptung (Transitivita¨t!).
2.) Nun wird vor der Fortfu¨hrung des Beweises die beno¨tigte Klasse von nicht aus-
gearteten Baumrekursionen eingefu¨hrt. Es handelt sich um stufentreue Abstiegs-
funktionen, die aber in ihrer Gesamtheit noch zu allgemein sind. Es wird eine
Teilklasse der Baumrekursionen mit stufentreuen Abstiegsfunktionen betrachtet,
die als (A,B)-stufentreue Baumrekursionen bezeichnet werden sollen.
Stufentreue, normierte Baumrekursionen ko¨nnen nach Lemma 2.7 a¨quivalent zur
Definition der Stufentreue definiert werden u¨ber den 0-1-Code, der aus einer Hin-
tereinandersetzung fairer, normierter Abschnitte der La¨nge 2n besteht. Es werden
aber nicht alle stufentreuen Baumrekursionen betrachtet, sondern nur solche, die
durch Abschnitte zweier Typen definiert werden. Der erste Typ ist der A-Typ, der
die Form [(0, 1)2
n−1
] hat, wa¨hrend der sogenannte B-Typ Abschnitte der Form
[02
n−1
, 12
n−1
] besitzt. Durch den 0-1-Code 0, 1, A,A,A,A,A,A,A,A, . . . wird die
Abstiegsfunktion aus den Teilen 1 und 2 in Beispiel 2.9 definiert, d.h. die einfach-
ste periodische, nicht ausgeartete Abstiegsfunktion mit 0-1-Code 0, 1, 0, 1, 0, 1,
0, 1, . . .. Dagegen definiert der 0-1-Code 0, 1, B,B,B,B,B,B, . . . die Abstiegs-
funktion der Heaprekursion (vgl. Beispiel 2.9, Teil 2).
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Zuerst soll nun an einemBeispiel versta¨ndlich gemacht werden, wie solche Baum-
rekursionen zu vollsta¨ndigen Ordnungen der Stellen der Stufe ihres δ-Baumes
fu¨hren. Dazu nimmt man eine beliebige Labelung einer dritten Stufe eines (A,B)-
stufentreuen δ-Baumes her, nummeriert die Stellen von links nach rechts von 0
bis 23− 1 durch und schaut sich an, was die beiden Abschnitte fu¨r eine Ordnung
der vierten Stufe aus der Ordnung der dritten Stufe generieren.
Dazu u¨berlegt man sich zuerst, wie die A- und B-Abschnitte aus der dritten
Stufe die vierte Stufe erzeugen. Dies liefert die rekursive Konstruktion des δ-
Baumes (Satz 2.4). Der A-Abschnitt setzt -nach der Gro¨ße der Labels der dritten
Stufe geordnet- nacheinander an jedes Label einen linken Sohn und sofort danach
einen rechten Sohn, wa¨hrend der B-Abschnitt erst alle linken Labels einsetzt und
dann erst die rechten Labels.
Bevor dies benutzt wird, wird zuerst die in Abbildung 3.8 als Beispiel vorgestellte
dritte Stufe [h0(0), . . . , h0(7)] eines stufentreuen δ-Baumes betrachtet. Dort wird
auch die sich dadurch ergebende vollsta¨ndige Ordnung erzeugt, die sich als lineare
Liste (Anordnung untereinander nach wachsender Gro¨ße) darstellen la¨ßt. Dabei
wird fu¨r die Indices ((h = h0)-Argumente) auch hier die Dualzahldarstellung
gewa¨hlt, wobei das zweite Klammerpaar und die Basiszahl fortgelassen werden,
d.h. z.B. anstatt h((0, 0, 1)2) kurz h(0, 0, 1) geschrieben wird.
h(0)=h(0,0,0)=8
h(1)=h(0,0,1)=9
h(6)=h(1,1,0)=14
h(7)=h(1,1,1)=15
h(4)=h(1,0,0)=10
h(5)=h(1,0,1)=11
h(2)=h(0,1,0)=12
h(3)=h(0,1,1)=13
h=h 0
9 14 1510 1112 138
=
h(0) =h(1) = =h(3) =h(4) =h(5) =h(6) =h(7)h(2)
Abbildung 3.8: Beispiel einer linearen Ordnung der dritten Stufe
Nun wird in Abbildung 3.9 die Reihenfolge der vierten Stufe [hA(0), . . . , hA(15)]
betrachtet, die aus dieser Stufe durch Anwenden des passenden A-Abschnitts
gebildet wird.
Diese Ordnung entsteht, wenn man die Ordnung der dritten Stufe betrachtet
und nacheinander in der Dualdarstellung jedes Indexes (Argument von h0) dieser
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8 15
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h(1)h(0) h(2) h(3) h(4) h(5) h(6) h(7) h(8) h(9) h(10) h(11) h(12) h(14)h(13) h(15)= = = = = = = = = = = = = == =
9 10 1112 13 14
17 18 19 20 21 22 2324 2625 27 28 29 30
h(0)=h(0,0,0,0)
h(1)=h(0,0,0,1)
h(2)=h(0,0,1,0)
h(3)=h(0,0,1,1)
h(4)=h(0,1,0,0)
h(5)=h(0,1,0,1)
h(6)=h(0,1,1,0)
h(7)=h(0,1,1,1)
h(8)=h(1,0,0,0)
h(9)=h(1,0,0,1)
h(10)=h(1,0,1,0)
h(11)=h(1,0,1,1)
h(12)=h(1,1,0,0)
h(13)=h(1,1,0,1)
h(14)=h(1,1,1,0)
h(15)=h(1,1,1,1)
h=hA
Abbildung 3.9: Entwicklung aus der Situation in Abbildung 3.8 durch A-
Abschnitt
Ordnung eine 0 und sofort danach eine 1 als letzte Stelle hinzufu¨gt. Man kann
sich leicht u¨berlegen, daß diese Tatsache unabha¨ngig vom konkreten Beispiel und
von der gewa¨hlten Stufe ist. Nun macht man noch die selben Betrachtungen fu¨r
den Fall, daß die vierte Stufe [hB(0), . . . , hB(15)] u¨ber den B-Abschnitt gebildet
wird, gezeigt in Abbildung 3.10.
In diesem Fall erzeugt man die Ordnung der vierten Stufe, in dem man alle Ar-
gumente der h0-Terme der dritten Stufe zuerst erweitert um eine 0 in der letzten
Dualstelle nimmt und anschließend diesen Vorgang mit den um eine 1 als neue
letzte Dualstelle erweiterten h0-Termen der dritten Stufe wiederholt. Auch dies
ist unabha¨ngig von dem gewa¨hlten Beispiel und der betrachteten Stufe.
Nun kann die k-te Stufe zu einem festen k ≥ 1 betrachtet werden. Dabei bil-
det auf diese Weise jeder δ-Baum, der u¨ber eine (A,B)-Folge gebildet wurde,
eine vollsta¨ndige Ordnung der Dualzahlen von 0 bis 2k − 1, die mit jeweils k
Dual-Stellen geschrieben werden.
Nun soll eine Hilfsaussage gezeigt werden, die auf den weiteren Weg des Beweises
fortfu¨hrt.
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8 15
3116
h(1)h(0) h(2) h(3) h(4) h(5) h(6) h(7) h(8) h(9) h(10) h(11) h(12) h(14)h(13) h(15)= = = = = = = = = = = = = == =
9 10 1112 13 14
17 18 1920 21 22 2324 25 26 2728 29 30
h(0)=h(0,0,0,0)
h(8)=h(1,0,0,0)
h(2)=h(0,0,1,0)
h(10)=h(1,0,1,0)
h(4)=h(0,1,0,0)
h(6)=h(0,1,1,0)
h(12)=h(1,1,0,0)
h(14)=h(1,1,1,0)
h(1)=h(0,0,0,1)
h(3)=h(0,0,1,1)
h(9)=h(1,0,0,1)
h(5)=h(0,1,0,1)
h(11)=h(1,0,1,1)
h(7)=h(0,1,1,1)
h(13)=h(1,1,0,1)
h(15)=h(1,1,1,1)
h=hB
Abbildung 3.10: Entwicklung aus der Situation in Abbildung 3.8 durch B-
Abschnitt
Behauptung 2:
”
Spezielle Hebungsregel“
Gilt fu¨r eine (k − 1)-te Stufe [h1(0), . . . , h1(2k−1 − 1)] eines Teilbaumes des δ-
Baumes einer (A,B)-stufentreuen Baumrekursion h1(ak−1, . . . , a1) > h1(bk−1,
. . . , b1), so gibt es jeweils fu¨r beliebige, aber feste Kombinationen a0, b0 ∈ {0, 1}
einen Teilbaum des δ-Baumes einer (A,B)-stufentreuen Baumrekursion, in dessen
k-ter Stufe [h2(0), . . . , h2(2
k − 1)] gilt: h2(ak−1, . . . , a0) > h2(bk−1, . . . , b0).
Man kann diese Aussage mit einer Schablonen-/Template-Technik leicht visua-
lisieren. Benutzt wird dazu die in Abbildung 3.11 dargestellte Schablone. Diese
kann auf alle Teilba¨ume von δ-Ba¨umen (A,B)-stufentreuer Baumrekursionen ge-
legt werden, wobei dann die dahinterliegenden Labels sichtbar werden. Die Aus-
sage lautet dann: Kann man die Schablone an irgendeinen der o.g. Teilba¨ume so
anlegen, daß die auf der Schablone als Voraussetzung bezeichnete (beispielhafte!)
Ordnungsbeziehung (fu¨r die sichtbar werdenden Labels) gilt, so gibt es irgend-
einen (o.B.d.A. auch identischen) der o.g. Teilba¨ume, der die als Behauptung ge-
kennzeichneten Beziehungen erfu¨llt (d.h. die sichtbar werdenden Labels erfu¨llen
die geforderten Beziehungen). Eine irgendwo geltende Beziehung zwischen zwei
Knoten u¨bertra¨gt sich also irgendwo (entsprechend) auf alle jeweiligen So¨hne.
Beweis:
Sei h1(ak−1, . . . , a1) > h1(bk−1, . . . , b1) in einer (k − 1)-ten Stufe [h1(0), . . . ,
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k−1
k
<
<
<
<
<
Voraussetzung:
Behauptung:
E
E
Abbildung 3.11: Schablone zur speziellen Hebungsregel.
h1(2
k−1 − 1)] eines Teilbaumes des δ-Baumes mit Wurzel in der l-ten Stufe des
δ-Baumes, wobei der δ-Baum gema¨ß einer (A,B)-stufentreuen Baumrekursion ge-
bildet wurde.
Bilde einen neuen δ-Baum durch den 0-1-Code einer stufentreuen Abstiegsfunk-
tion, die bis zum (k+ l−1)-ten Abschnitt mit dem 0-1-Code zu < u¨bereinstimmt
(d.h. an den entsprechenden Stellen die gleichen A- und B-Abschnitte besitzt)
und als (k+ l)-ten Abschnitt ein A besitzt. Wie vorhin gezeigt wurde, kann man
die vollsta¨ndige Ordnung fu¨r die neue k-te Stufe [h2(0), . . . , h2(2
k−1 − 1)] des
entsprechenden Teilbaumes aus der Ordnung der (k − 1)-ten Stufe [h1(0), . . . ,
h1(2
k−1−1)] des betrachteten Teilbaumes bilden. 2 Unter den gegebenen Voraus-
setzungen erha¨lt man:
h2(ak−1, . . . , a1, 1) > h2(ak−1, . . . , a1, 0) > h2(bk−1, . . . , b1, 1) > h2(bk−1, . . . , b1, 0)
Dann sind alle in der Behauptung geforderten Ordnungsbeziehungen vorhanden.
3.) Diese Behauptung wird sogleich zum Beweis einer weiteren benutzt, die ein
wesentliches Stu¨ck weiterfu¨hrt.
2Dies gilt deswegen, weil die k-te Stufe des entsprechenden Teilbaumes enthalten ist in der
(k + l)-ten Stufe des δ-Baumes.
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Behauptung 3:
”
(A,B)-allgemeine Senkungsregel“
Gilt zu fest gewa¨hlten aj, bj ∈ {0, 1} 0 ≤ j ≤ (k−1) mit ∃j 1 ≤ j ≤ k−1 aj 6=
bj die Ordnungsbeziehung h(ak−1, . . . , a0) < h(bk−1, . . . , b0) fu¨r alle k-ten Stufen
von Teilba¨umen von beliebigen δ-Ba¨umen von (A,B)-stufentreuen Baumrekur-
sionen, so folgt h(ak−1, . . . , a1) < h(bk−1, . . . , b1) fu¨r alle (k − 1)-ten Stufen von
Teilba¨umen von beliebigen δ-Ba¨umen von (A,B)-stufentreuen Baumrekursionen.
Auch diese Aussage la¨ßt sich (beispielhaft!) mit einer Schablonen-Technik vi-
sualisieren. Benutzt wird diesmal die in Abbildung 3.12 dargestellte Schablone,
die sich wie in Abbildung 3.13 an jeden Teilbaum eines δ-Baumes einer (A,B)-
stufentreuer Baumrekursionen anlegen la¨ßt. Die Aussage besagt nun, daß in dem
Fall, daß fu¨r alle o.g. Teilba¨ume die als Voraussetzung bezeichnete Ordnungs-
beziehung gilt, die als Behauptung bezeichnete Ordnungsbeziehung ebenfalls fu¨r
alle o.g. Teilba¨ume gilt. Es gilt also eine zwischen zwei Knoten aller betrachteten
Teilba¨ume geltende Ordnungsbeziehung ebenfalls (entsprechend) fu¨r die jeweili-
gen Va¨ter aller betrachteten Teilba¨ume!
<
k−1
k
<
Voraussetzung:
Behauptung: .......immer..............immer....... .......immer..............immer.......
.......immer....... .......immer..............immer..............immer.......
Abbildung 3.12: Schablone zur allgemeinen Senkungsregel.
Beweis:
Es wird angenommen, daß unter der Voraussetzung in einem bestimmten Fall die
Behauptung nicht gelte. Dies la¨ßt zwei Mo¨glichkeiten zu (Gleichheit kann nicht
auftreten, da alle Labels eines δ-Baumes paarweise verschieden sind.):
• h(ak−1, . . . , a1) > h(bk−1, . . . , b1) gilt fu¨r alle (k−1)-ten Stufen von Teilba¨u-
men von beliebigen δ-Ba¨umen von (A,B)-stufentreuen Baumrekursionen.
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1
k−1
k
<
l
l+k−1
l+k
22
53 89
Abbildung 3.13: Anlegen der Schablone zur allgemeinen Senkungsregel an einen
Teilbaum.
• Es gibt zwei verschiedene (k− 1)-te Stufen von Teilba¨umen von δ-Ba¨umen
(A,B)-stufentreuer Baumrekursionen mit h(ak−1, . . . , a1) < h(bk−1, . . . , b1)
im einen und h(ak−1, . . . , a1) > h(bk−1, . . . , b1) im anderen Fall.
In beiden Fa¨llen gibt es dann eine (A,B)-stufentreue Baumrekursion, die in der
(k − 1)-ten Stufe eines Teilbaumes des zugeho¨rigen δ-Baumes h(ak−1, . . . , a1) >
h(bk−1, . . . , b1) erfu¨llt. Nach Behauptung 2 gibt es dann eine (A,B)-stufentreue
Baumrekursion, die in der k-ten Stufe eines Teilbaumes des δ-Baumes die Relati-
on h(ak−1, . . . , a0) > h(bk−1, . . . , b0) erfu¨llt. Damit gilt aber keinesfalls h(ak−1, . . . ,
a0) < h(bk−1, . . . , b0) fu¨r alle k-ten Stufen von Teilba¨umen von beliebigen δ-Ba¨um-
en von (A,B)-stufentreuen Baumrekursionen. Dies ist also ein Widerspruch zur
Voraussetzung und es folgt die Richtigkeit der Behauptung.
4.) Sei nun zum Beweis des Satzes angenommen, es ga¨be Stufenstellen a =
(ak−1, . . . , a0) und b = (bk−1, . . . , b0) der k-ten Stufe, die nicht die Hypercube-
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Ordnungsbeziehung (ak−1, . . . , a0) <(k) (bk−1, . . . , b0) erfu¨llen, aber trotzdem
h(ak−1, . . . , a0) < h(bk−1, . . . , b0) fu¨r alle k-ten Stufen von Teilba¨umen von be-
liebigen δ-Ba¨umen von normierten, nicht ausgearteten Baumrekursionen gilt.
Nach Behauptung 1 folgt nun, da alle Labels in jedem δ-Baum grundsa¨tzlich
verschieden sind, daß es ein i mit 0 ≤ i ≤ k − 1 gibt mit ai > bi (denn sonst
wu¨rde die Ordnungsbeziehung aus der Hypercube-Ordnung folgen). Die Behaup-
tung gilt fu¨r alle normierten, nicht ausgearteten Baumrekursionen, also gilt sie
auch fu¨r alle (A,B)-stufentreuen Baumrekursionen. Es gilt also h(ak−1, . . . , a0) <
h(bk−1, . . . , b0) fu¨r alle k-ten Stufen von Teilba¨umen von beliebigen δ-Ba¨umen
von (A,B)-stufentreuen Baumrekursionen.
Auch hier gilt fu¨r das oben existierende i ai > bi und damit natu¨rlich ai =
1, bi = 0. Falls es mehrere solche i’s gibt, wa¨hle fest das kleinste. Nun wendet
man mehrfach die
”
(A,B)-allgemeine Senkungsregel“ an, bis die i-te Koordinate
der Dualdarstellung zur letzten Koordinate geworden ist (d.h. man streicht so-
lange die letzten Stellen weg ohne A¨nderung der Ordnungsbeziehung). Dann gilt
h(ak−1, . . . , ai+1, 1) < h(bk−1, . . . , bi+1, 0) (3.1)
fu¨r alle (k− i)-ten Stufen von Teilba¨umen von δ-Ba¨umen beliebiger (A,B)-stufen-
treuer Baumrekursionen.
Um den gewu¨nschten Widerspruch zu erzeugen, bra¨uchte man nur eine (A,B)-
Ordnung zu finden, in der diese Beziehung nicht gelten kann. Die gesuchte Ord-
nung hat den 0-1-Code 0, 1, B,B,B, . . .. Hier werden immer zuerst die linken
So¨hne eingefu¨gt und diese haben als Stufenstellen-Bezeichnung in der Dualdar-
stellung als letzten Eintrag eine 0. Erst nachdem diese linken So¨hne alle eingefu¨gt
sind, werden die rechten So¨hne eingefu¨gt, die als letzten Eintrag in der Dualdar-
stellung ihrer Stufenstellen-Bezeichnung eine 1 besitzen. Damit gilt hier immer:
h(ak−1, . . . , ai+1, 1) > h(bk−1, . . . , bi+1, 0)
Dies darf aber nicht gelten, wenn (3.1)
”
(A,B)-global“ erfu¨llt sein soll.
Wenn die angenommene Ordnung somit noch nicht einmal fu¨r alle δ-Ba¨ume
gema¨ß einer (A,B)-stufentreuen Baumrekursion gilt, kann sie folglich auch nicht
noch allgemeiner fu¨r alle nicht ausgearteten Baumrekursionen gelten. Die An-
nahme, es ga¨be eine allgemeine Ordnungsbeziehung der k-ten Stufe, die nicht
aus Hypercube-Ordnung folgt, ist somit zum Widerspruch gefu¨hrt. Also ist die
Hypercube-Ordnung die allgemeinste Stufenordnung.
In diesem Abschnitt ist gezeigt worden, daß der δ-Baum, insbesondere auf den
einzelnen Stufen, eine recht starke Ordnungsstruktur der Labels aufweist. Diese
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Ordnung der Labels wird in vielen Fa¨llen eine wichtige Hilfe sein, insbesondere
um Konvergenzaussagen zu ermo¨glichen. Dazu muß man sich aber erst einmal
u¨berzeugen, daß sich die Ordnungsrelationen im Falle der hier gewa¨hlten Rand-
werte auf die Werte der Quotientenfolge u¨bertragen. Dies wird als ein Lemma
formuliert:
Lemma 3.3 (a¯)
Sei Ts der Teilbaum mit Wurzel s von T , dem δ-Baum einer nicht-ausgearteten,
normierten Baumrekursion. Seien ζ := [ζk, . . . , ζ1] und ξ := [ξk, . . . , ξ1] zwei Ver-
kettungen der Rechts- und Linksfunktion. Dann sind ζ(s) und ξ(s) Labels der
k-ten Stufe von Ts. Unter diesen Voraussetzungen folgt aus einer Ordnungsbezie-
hung ζ(s) < ξ(s) gema¨ß der Hypercube-Ordnung fu¨r die Quotientenfolgenwerte
(vgl. Definition 2.8) Qζ(s) > Qξ(s).
Beweis:
Man kann dies dadurch sehen, daß eine Hypercube-Relation auf der k-ten Stufe
sich auf die
”
Va¨ter“ in der (k− 1)-ten Stufe usw. u¨bertra¨gt. Dies kann man sich
leicht an einem Bild klarmachen:
s
<
<
<
k−1
1i
(s) (s)
(s)
(s)(s)
[ζ    ,ζ  ,.......,ζ  ]         [ξ    ,ξ  ,.......,ξ  ]
[ξ  ,.......,ξ  ]
i+1 i 1
[ζ  ,.......,ζ  ]
1i
=
i+1 i 1
[ζ     ,.......,ζ  ]
1
[ξ     ,.......,ξ  ](s)
1k−1
ζ     =[ζ   ,ζ     ,.......,ζ  ]
k k−1 1 k
ξ     =[ξ   ,ξ     ,.......,ξ  ]
k−1 1
 (s)
 (s)
 (s)  (s)
 
Die jeweiligen Vorga¨ngerlabels besitzen die gleiche Relation wie ζ(s) und ξ(s).
Da im hier betrachteten Fall die Quotienten der Randwerte ∆cn =
n
n−1
(n ≥ 2)
streng monoton fallen, dreht sich hierbei die Relation genau um (d.h. aus < wird
>). Die Quotientenfolge an den entsprechenden Stellen ist das Produkt der Rand-
werte auf dem gezeigten Wege:
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Qζ(s) = ∆c[ζk,...,ζ1](s) ·∆c[ζk−1,...,ζ1](s) · · ·∆cζ1(s) ·Qs
Da ∆cζ(s) = ∆c[ζk,...,ζ1](s) < ∆c[ξk,...,ξ1](s) = ∆cξ(s) ist und fu¨r alle j ≥ 1 ∆c[ζj ,...,ζ1](s)
≤ ∆c[ξj ,...,ξ1](s) ist, folgt die Behauptung.
3.2 Pseudo-Invertierung
Fundamentale Typen von Abstiegsfunktionen bei Baumrekursionen sind stufen-
treue und periodische Abstiegsfunktionen. Beide werden in den folgenden Kapi-
teln regelma¨ßig benutzt. Immer wieder werden dabei die Pseudo-Inversen beno¨-
tigt und zwar meist in der Form von Abscha¨tzungen. In diesem Abschnitt werden
deshalb (soweit dies mo¨glich ist) Sa¨tze u¨ber die Pseudo-Inversen von periodischen
und stufentreuen Baumrekursionen und deren Abscha¨tzungen hergeleitet.
Hierbei werden ausschließlich normierte Abstiegsfunktionen betrachtet. Dies ist,
wie in einer Bemerkung auf Seite 21 ausgefu¨hrt wurde, im allgemeinen keine
große Einschra¨nkung. Sie sind jedoch sehr nu¨tzlich, weil dann die Linksfunktion
mit der Pseudoinversen der gro¨ßeren Abstiegsfunktion (d.h. mit β−1) und die
Rechtsfunktion mit der Pseudo-Inversen der kleineren Abstiegsfunktion (d.h. mit
α−1)identifiziert werden kann. Dies wurde schon in Lemma 2.6 hergeleitet und
wird im folgenden nicht mehr sonderlich hervorgehoben.
Eine weitere Einschra¨nkung ist die ausschließliche Betrachtung von nicht aus-
gearteten Abstiegsfunktionen. Diese Einschra¨nkung ist aber nur unwesentlich, da
alle stufentreuen und fast alle periodischen (bis auf die mit ausschließlich Nullen
im 0-1-Code) Abstiegsfunktionen nicht ausgeartet sind.
3.2.1 nicht ausgeartete, periodische Abstiegsfunktionen
Begonnen wird mit den nicht ausgearteten, periodischen Abstiegsfunktionen. In
diesem Falle ist die Angabe der Pseudo-Inversen all dieser Funktionen fu¨r jede
Stelle mo¨glich. Um dies zu beweisen, muß man zuerst einige Notationen einfu¨hren.
Periodische Abstiegsfunktionen werden u¨ber den 0-1-Code definiert, der aus einer
unendlichen Wiederholung eines endlichen {0, 1}-Wortes besteht. Sei p0 die An-
zahl der Nullen im definierenden Wort, p1 die Anzahl der Einsen und p = p0+ p1
die Periodenla¨nge.
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U¨ber das normierte {0, 1}-Wort w werden mit α := period[w] natu¨rlich beide
Abstiegsfunktionen (vgl. z.B. Beispiel 2.7 auf Seite 36) und beide Aufstiegsfunk-
tionen λ = β−1 und ρ = α−1 definiert. Der 0-1-Code β¯ von β geht aus dem
0-1-Code α¯ von α durch jeweiliges Umtauschen jeder 0 in eine 1 und jeder 1 in
eine 0 hervor (vgl. Lemma 2.2). Man kann die Sprungstellen von β somit auch
im 0-1-Code von α erkennen: es sind genau die Stellen mit dem Wert α¯(n) = 0.
Darum werden die folgenden Betrachtungen auf das {0, 1}-Wort w beschra¨nkt.
Bemerkung:
Da nur nicht ausgeartete Fa¨lle betrachtet werden, ist stets p0 ≥ 1 und p1 ≥ 1.
Weiter sei die folgende Notation eingefu¨hrt, wobei die Stellen im definierenden
Wort bzw. Vektor mit 1 bis p numeriert werden:
0k := Stelle, an der die k-te Null im definierenden 0-1-Wort steht
1k := Stelle, an der die k-te Eins im definierenden 0-1-Wort steht
Beispiel 3.2
Sei α := period([0, 1, 0, 0, 1, 0, 0, 1, 1]). Dann ist p = 9, p0 = 5, p1 = 4 sowie:
03 = 4, 12 = 5, 13 = 8, . . .
Nun soll an einem Beispiel betrachtet werden, wie sich der δ-Baum einer periodi-
schen Baumrekursion entwickelt.
Beispiel 3.3
Sei α := period([0, 0, 0, 1, 1]). Es wird der Anfang des δ-Baumes in Abbildung
3.14 betrachtet.
Dabei stellen die Querlinien den jeweiligen Zustand nach vollsta¨ndigem Durch-
lauf einer Periode dar. Hiermit kann man sich veranschaulichen, wie der erneu-
te Durchlauf des immer wieder wiederholten Wortes des 0-1-Codes eine
”
neue
Schicht “ an den bisherigen Baum hinzufu¨gt.
Was macht man, wenn man in dieser Situation z.B. ρ (9) wissen will? Es han-
delt sich dabei einerseits um den rechten Sohn der 9, wenn man die Knoten mit
den Labels identifiziert. Andererseits ist es aber das 9-te rechte Label, das in
den δ-Baum eingefu¨gt wird. Bisher ist es nur mo¨glich, die Abbildung zur Hilfe
zu nehmen und den δ-Baum - bei dem Label 21 beginnend - zu erga¨nzen. Man
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Abbildung 3.14: δ-Baum einer periodischen Baumrekursion.
kann nun von Hand den Baum weiter aufbauen gema¨ß dem 0-1-Code-Abschnitt
[0, 0, 0, 1]:
22,23 und 24 werden jeweils links an 13, 14 und 15 angefu¨gt und dann die 25
rechts an die 8 angeha¨ngt. Man fragt sich hier natu¨rlich, ob das nicht auch leich-
ter geht. Diese Frage wird jetzt behandelt.
Wenn man mit div die ganzzahlige Division und mit mod die Berechnung des
ganzzahligen Rests bezeichnet, gilt der folgende Satz:
Satz 3.3 (Invertierung periodischer Abstiegsfunktionen : a¯p)
Unter den o.g. Voraussetzungen gilt:
λ(n) = p · ((n− 1) div p0) + 1 + 0((n−1) mod p0)+1
ρ (n) = p · ((n− 1) div p1) + 1 + 1((n−1) mod p1)+1
Der Satz behauptet also, daß fu¨r die Berechnung der beiden Pseudo-Inversen
wesentlich nur die La¨nge des definierenden Wortes und die Zahl der darin enthal-
tenen Nullen und Einsen beno¨tigt wird, wa¨hrend die genaue Gestalt des Wortes
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nur fu¨r ein kleines
”
Restglied “ beno¨tigt wird.
Beweis:
(bis Seite 77)
Sei eine nicht ausgeartete, periodische Baumrekursion gegeben. Dann gilt:
Behauptung 1:
α(n) =
n∑
k=2
α¯(k) fu¨r alle k ≥ 1, wobei α¯(k) den 0-1-Code an der Stelle k bezeich-
net.
Beweis:
Ergibt sich direkt aus der Definition des 0-1-Codes.
Behauptung 2:
α(k · p+ 1) = k · p1, β(k · p+ 1) = k · p0 fu¨r alle k ≥ 0.
Beweis:
Der definierende Vektor der periodischen Abstiegsfunktion hat p Eintra¨ge. An der
Stelle 1 wird noch kein Eintrag dieses Vektors gelesen, an der Stelle 2 einer,......,
an der Stelle p + 1 sind alle Eintra¨ge einmal gelesen worden,......, an der Stelle
k · p+ 1 sind alle Eintra¨ge k-mal gelesen worden. Deswegen gilt:
α(k · p+ 1) =Anzahl der gelesenen Einsen, wenn der Vektor k-mal gelesen wird = p1 · k
β(k ·p+1) = k ·p+1−1−α(k ·p+1) = k ·p−k ·p1 = k ·(p−p1) = k ·p0
Behauptung 3:
α(k · p+ 1 + r) = k · p1 +#1(r), β(k · p+ 1 + r) = k · p0 +#0(r) fu¨r alle k ≥ 0,
wobei 0 ≤ r ≤ p− 1 und
#0(r) := Anzahl der Nullen im Vektor bis zur r-ten Stelle, #0(0) := 0 und #1(r)
entsprechend gesetzt wird.
Beweis:
Da der Vektor an der Stelle k · p+1 gerade ganz durchlaufen ist, werden von hier
aus bis zur Stelle k · p+ 1 + r die ersten r Elemente angesehen. Deshalb gilt mit
Beh. 1 und Beh. 2:
α(k · p+ 1 + r) = α(k · p+ 1) +
r∑
j=1
α¯(k · p+ 1 + j)
= k · p1 +#1(r)
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Wegen #0(r) = r −#1(r) und p = p1 + p0 gilt:
β(k · p+ 1 + r) = k · p+ r + 1− 1− α(k · p+ 1 + r)
= k · p+ r − k · p1 −#1(r)
= k · p0 +#0(r)
Die folgenden Aussagen werden nur noch fu¨r λ bzw. β−1 gezeigt. Die Aussage
des Satzes bedeutet fu¨r λ und n = k · p0 + s, 1 ≤ s ≤ p0:
λ(k · p0 + s) = p · k + 1 + 0s
Definiere darum fu¨r 1 ≤ s ≤ p0:
f(k · p0 + s) = p · k + 1 + 0s
Behauptung 4:
Fu¨r n = k · p0 + s, 1 ≤ s ≤ p0, k ≥ 0 ist β(f(n)) = n.
Beweis:
1. Fall: s sei so gewa¨hlt, daß 0s ≤ p− 1 ist:
β(f(n)) = β(p · k + 1 + 0s)
Beh. 3, 1≤0s≤p−1= p0 · k +#0(0s)
= p0 · k + (Anzahl der Nullen im Vektor bis zur Stelle, an der die s-te Null steht)
= p0 · k + s = n
2. Fall: s sei so gewa¨hlt, daß 0s = p ist:
Da es nur p0 Nullen im Vektor gibt, folgt aus 0s = p, daß s = p0 ist. Damit
gilt:
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β(f(n)) = β(p · k + 1 + p)
= β(p · (k + 1) + 1)
= p0 · (k + 1)
= p0 · k + s = n
Nun ist bewiesen, daß die Umkehrung in der einen Richtung funktioniert. Damit
es sich aber um die Pseudo-Inverse handelt, muß f(n) eine Sprungstelle von β
sein. Dies sagt die folgende Behauptung.
Behauptung 5:
β(f(n)− 1) = β(f(n))− 1 fu¨r alle n ≥ 1.
Beweis:
n wird wieder wie in der vorigen Behauptung gewa¨hlt. Dann existiert nur noch
ein Fall, da hier 0 ≤ 0s − 1 ≤ p− 1 gilt.
β(f(n)− 1) = β(p · k + 1 + 0s − 1)
= p0 · k +#0(0s − 1)
= p0 · k + (Anzahl der Nullen im Vektor bis zur Stelle vor der Stelle, an der die s-te Null steht)
= p0 · k + s− 1 = β(f(n))− 1
Nun wird die Inversita¨ts-Eigenschaft auch in der anderen Richtung gezeigt. Da
hier nur eine Pseudo-Inverse vorliegt, brauchen nur Sprungstellen betrachtet zu
werden. Zur Vorbereitung dient die folgende Behauptung.
Behauptung 6:
Sei n ≥ 2 eine Sprungstelle von β. Dann gibt es ein m ∈ IN0 mit n = f(m).
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Beweis:
Da n > 1 ist, hat n die Darstellung n = k · p + 1 + r, 0 ≤ r ≤ p − 1, k ≥ 0. Es
gibt zwei Fa¨lle:
1.Fall: r ≥ 1:
n Sprungstelle ⇒ β(n) != β(n− 1) + 1. Es gilt nach Beh. 2:
β(n) = β(k · p+ 1 + r)
= k · p0 +#0(r)
!
= β(n− 1) + 1
r≥1
= k · p0 +#0(r − 1) + 1
Es muß also gelten: #0(r) = #0(r − 1) + 1. Fu¨r s := #0(r) gilt: (∗) 0s = r,
weil bei n eine Sprungstelle vorliegt.3 Ansonsten wu¨rde nur 0s ≤ r folgen. Setze
m := k · p0 + s. Dann gilt:
f(m)
Def f
= p · k + 1 + 0s (∗)= p · k + 1 + r = n
2.Fall: r = 0. Wegen n > 1 ist k ≥ 1 (n = k · p+1). Analog zu Fall 1 muß gelten:
β(n)
Beh. 2
= k · p0
!
= β(n− 1) + 1
= β((k − 1)p+ 1 + (p− 1)) + 1
Beh. 3
= (k − 1)p0 +#0(p− 1) + 1
Also muß gelten: #0(p− 1) = p0− 1. Da insgesamt nur p0 Nullen existieren, folgt
daraus #0(p) = p0 ⇒ 0p0 = p (∗∗).
Setze nun m := k · p0. Dann gilt:
f(k · p0) = f((k − 1)p0 + p0) Def f= (k − 1)p+ 1 + 0p0 (∗∗)= (k − 1)p+ 1 + p = n
3Nullen (im 0-1-Code von α) geben Sprungstellen von β an!
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Mit Hilfe dieser Behauptung kann der Beweis mit der folgenden Behauptung
vollendet werden:
Behauptung 7:
Ist n ≥ 1 eine Sprungstelle von β, so gilt f(β(n)) = n.
Beweis:
Sei n ≥ 1 eine Sprungstelle von β. Dann hat nach Beh. 6 n die Darstellung
n = f(m) fu¨r ein m ≥ 0. Damit gilt:
f(β(n)) = f(β(f(m)))
Beh. 4
= f(m) = n
Somit ist f Pseudo-Inverse von β. Da α als normiert vorausgesetzt war, ist
λ = β−1 = f .
Die Aussage fu¨r ρ = α−1 ist vollkommen analog zu zeigen.
Beispiel 3.4
Nun kann mit Hilfe des gerade bewiesenen Satzes die in Beispiel 3.3 offen ge-
bliebene Frage nach einer einfacheren Berechnung von ρ (9) im Falle der Baum-
rekursion mit α := period([0, 0, 0, 1, 1]) und dem in Abbildung 3.14 dargestellten
Anfang des δ-Baumes beantwortet werden.
Nach dem Satz ist (p = 5, n− 1 = 8, p1 = 2):
ρ (9) = 5 · (8 div 2) + 1 + 1(8 mod 2)+1 = 5 · 4 + 1 + 11 = 21 + 4 = 25
Man beachte dabei fu¨r die
”
Berechnung“ von 11, daß die erste 1 in [0, 0, 0, 1, 1]
an der vierten Stelle steht.
Der Satz 3.3 ist fu¨r allgemeine Betrachtungen viel zu speziell, da die genaue
Gestalt des definierenden Vektors in die Aussage eingeht. Deswegen wird zuerst
ein Satz hergeleitet, der eine mo¨glichst scharfe Abscha¨tzung liefert, in die nur
noch p, p0 und p1 eingehen.
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Satz 3.4 (Abscha¨tzung von Aufstiegsfunktionen/period. Fall : a¯p)
p
p0
(n− 1)− p+ 2 ≤ λ(n) ≤ p
p0
(n− 1) + p+ 1
p
p1
(n− 1)− p+ 2 ≤ ρ (n) ≤ p
p1
(n− 1) + p+ 1
Beweis:
Um den in beiden Fa¨llen analogen Beweisgang zu vereinfachen, wird definiert
und eingefu¨hrt:
i ∈ {0, 1}, f ∈ {λ, ρ} : f = λ⇔ i = 0, f = ρ ⇔ i = 1
Mit Satz 3.3 erha¨lt man damit:
f(n) = p((n− 1)div pi) + 1 + i((n−1)mod pi)+1
= p
(
n− 1
pi
− (n− 1)mod pi
pi
)
+ 1 + i((n−1)mod pi)+1
Mit den folgenden Abscha¨tzungen folgt direkt die Behauptung:
(1):
(n− 1)mod pi < pi ⇒ −(n− 1)mod pi
pi
> −1
(n− 1)mod pi ≥ 0⇒ −(n− 1)mod pi
pi
≤ 0
(2): 1 ≤ i((n−1)mod pi)+1 ≤ p
Um eine Abscha¨tzung von λk(n) und ρ k(n) zu erhalten, hilft das folgende Lem-
ma, das fu¨r eine Abbildung f von der hier beno¨tigten Form eine Aussage u¨ber
die Gestalt der k-ten Iterierten liefert.
Lemma 3.4
Ist f(n) = a · n+ b, so gilt fu¨r die k-te Iterierte von f :
fk(n) = ak · n+ b · ak−1
a−1
fu¨r a 6= 1, a 6= 0, b 6= 0.
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Beweis:
Elementar mit vollsta¨ndiger Induktion u¨ber k.
Nun beno¨tigt man nur noch ein sehr einfaches Lemma, um die gewu¨nschten
Abscha¨tzungen herzuleiten:
Lemma 3.5
Ist f : IN → IN isoton, g : IR → IR isoton mit f(n) ≥ g(n) [bzw. f(n) ≤ g(n)]
fu¨r alle n ∈ IN , so gilt:
Fu¨r alle k ≥ 1 ist fk(n) ≥ gk(n) [bzw. fk(n) ≤ gk(n)] fu¨r alle n ∈ IN .
Beweis:
Induktion u¨ber k unter Benutzung der Isotonie von gk−1 auf IR, die sich leicht
zeigen la¨ßt. Das einzige Problem dieses Beweises ist, im Induktionsschritt zu ver-
meiden, daß f auf ein Bild von g angewandt wird, da f hierauf i.a. nicht definiert
ist!
Mit den drei letzten Aussagen gilt der folgende Satz:
Satz 3.5 (Abscha¨tzung iterierter Aufstiegsfunkt./period. Fall : a¯p)
Es gelten unter den bisherigen Voraussetzungen die Abscha¨tzungen:
(
p
p0
)k (
n+
2p0 − p− p · p0
p− p0
)
≤ λk(n) ≤
(
p
p0
)k (
n+
p · p0 + p0 − p
p− p0
)
(
p
p1
)k (
n+
2p1 − p− p · p1
p− p1
)
≤ ρ k(n) ≤
(
p
p1
)k (
n+
p · p1 + p1 − p
p− p1
)
Alle diese Abscha¨tzungen sind auch reziprok gu¨ltig fu¨r n ≥
⌈
p·p0+3p
p1
⌉
.
Bemerkung:
Sehr wichtig fu¨r die auf diesem Satz aufbauenden weiteren Abscha¨tzungen ist die
erhaltene Produktform, insbesondere aber die Trennung des Auftretens von n und
k in zwei Terme. Ohne diese Eigenschaft wa¨ren die weiterfu¨hrenden Abscha¨tzun-
gen auf dem hier beschrittenen, noch u¨berschaubaren Wege nicht mehr mo¨glich
gewesen.
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Beweis:
Der Beweis des Satzes ist durch Einsetzen von Satz 3.4 in Lemma 3.4 unter
Benutzung von Lemma 3.5 zu fu¨hren. Dabei wird der Term ohne Faktor
(
p
pi
)k
jeweils gegen 0 abgescha¨tzt.
Um die Abscha¨tzungen reziprok verwenden zu ko¨nnen, mu¨ssen beide jeweiligen
Seiten positiv sein. Die Schranke ergibt sich aus n+ p+pi(p−2)
p−pi
≥ 2, i ∈ {0, 1}, wo-
bei eine weitere Sicherheitsschranke eingebaut wurde, um spa¨ter den Wert auf der
linken Seite noch um 1 verringern zu ko¨nnen. Es wird zum Beweis der Schranke
p0 ≥ pi ≥ p1 ≥ 1 benutzt und fu¨r eine einfachere Form etwas sta¨rker als notwen-
dig abgescha¨tzt.
3.2.2 stufentreue Abstiegsfunktionen
Nun wird das gleiche Problem im Falle der stufentreuen Abstiegsfunktionen be-
trachtet. Hier gibt es einen wesentlichen Unterschied. Man kann eine genaue Um-
kehrung nur an bestimmten Stellen vornehmen, da stufentreue Abstiegsfunktio-
nen viel schwerer zu charakterisieren sind. Dafu¨r ist die Umkehrung an den
genannten Stellen sehr einfach. Trotzdem wird es aber mo¨glich sein, entsprechen-
de Abscha¨tzungen wie im periodischen Fall auch hier fu¨r jede Stelle herzuleiten.
Bevor ein erster Satz u¨ber die Aufstiegsfunktionen stufentreuer Baumrekursio-
nen vorgestellt wird, soll zuerst an einem Beispiel das Aussehen der δ-Ba¨ume
stufentreuer Baumrekursionen vorgestellt werden.
Beispiel 3.5
In Abbildung 3.15 werden die δ-Baumanfa¨nge zu zwei stufentreuen Baumrekur-
sionen dargestellt, wobei der Zustand nach Durchlaufen des jeweiligen definierend
0-1-Code-Wortes der La¨nge 2k durch einen du¨nnen Strich gekennzeichnet ist. Bei
der Darstellung der 0-1-Codes werden diese Worte der La¨nge 2k durch senkrechte
Striche anstatt durch Kommata abgetrennt. Der obere δ-Baum geho¨rt zur stufen-
treuen Baumrekursion mit Abstiegsfunktion
α¯ = 0, 1|0, 0, 1, 1|0, 0, 1, 0, 0, 1, 1, 1|0, 0, 1, 0, 1, 0, 1, 0, 0, 1, 1, 0, 1, 1, 0, 1|
und der untere δ-Baum geho¨rt zur stufentreuen Baumrekursion mit Abstiegsfunk-
tion
α¯ = 0, 1|0, 1, 0, 1|0, 0, 1, 1, 0, 1, 0, 1|0, 0, 1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 1, 1, 1, 1|.
Es fa¨llt nicht nur auf, daß eine neue Stufe erst begonnen wird, wenn die vor-
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herige Stufe ganz gefu¨llt ist, sondern auch, daß die jeweiligen Werte ganz links
und ganz rechts in den entsprechenden Stufen u¨bereinstimmen. Dies besagt auch
der folgende Satz.
1
2 3
4 56 7
8 10 11 14 9 13 12 15
25 3016 18 19 22 21 27 29 17 20 24 28 26 3123
1
2 3
4 7
8 10 13 15
16 18 19 31
5 6
119 12 14
2417 21 20 27 2822 23 29 25 30 26
Abbildung 3.15: Zwei δ-Ba¨ume von stufentreuen Baumrekursionen.
Satz 3.6 (Aufstiegsfunkt. am Rand des δ-Baumes/stufentr. Fall : s)
Fu¨r jede Baumrekursion mit normierter stufentreuer Abstiegsfunktion gelten die
folgenden Aussagen:
1. Fu¨r k ≥ 0 gilt:
λ(2k) = 2k+1 ρ (2k+1 − 1) = 2k+2 − 1
2. Fu¨r k ≥ 0 gilt:
λk(1) = 2k ρ k(1) = 2k+1 − 1
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Beweis:
(bis Seite 83)
Die zweite Aussage folgt durch Induktion aus der ersten, so daß hier nur die erste
Aussage gezeigt wird:
Es gilt nach der Definition fu¨r stufentreue Abstiegsfunktionen α (und β):
α(2k − 1) = 2k − 2− α(2k − 1) = β(2k − 1)
Behauptung 1:
α(2k − 1) = 2k−1 − 1 fu¨r alle k ≥ 1.
Beweis:
Einerseits gilt α(2k− 1)+ β(2k− 1) = 2 ·α(2k− 1) und anderseits ist α(2k− 1)+
β(2k − 1) = α(2k − 1) + 2k − 2 − α(2k − 1) = 2k − 2. Durch Gleichsetzen und
Auflo¨sen folgt die Behauptung.
Behauptung 2:
α¯(2k − 1) = 1 fu¨r alle k ≥ 2.
Beweis:
Angenommen nicht, d.h. α¯(2k − 1) = 0. Dann gilt α(2k − 1) = α(2k − 2).
Aus der Annahme folgt ebenfalls (genau eine Abstiegsfunktion steigt an !), daß
β¯(2k−1) = 1, was β(2k−1) = β(2k−2)+1 bedeutet. Aus beidem folgt, daß gilt:4
β(2k − 2) = β(2k − 1)− 1 = α(2k − 1)− 1 = α(2k − 2)− 1
Damit ist aber β(2k− 2) < α(2k− 2), was ein Widerspruch zur Normiertheit von
α ist.
Behauptung 3:
β¯(2k) = 1 fu¨r alle k ≥ 1
Beweis:
Analog zum vorigen Beweis folgt aus der Widerspruchs-Annahme, daß β(2k) <
α(2k), was wieder einen Widerspruch zur Normiertheit darstellt.
Behauptung 4:
β(2k) = 2k−1.
4Es ist zu beachten, daß bei allen stufentreuen Rekursionen α(2k − 1) = β(2k − 1) gilt (vgl.
Definition 2.13).
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Beweis:
Aus Beh 3. folgt (∗) β(2k) = β(2k − 1) + 1. Damit gilt:
k = 1: β(21)
(∗)
= β(21 − 1) + 1 = β(1) + 1 = 0 + 1 = 1 = 20
k > 1: β(2k)
(∗)
= β(2k − 1) + 1 Bew. zu Beh.1= (2k−1 − 1) + 1 = 2k−1
Behauptung 5:
λ(2k) = β−1(2k) = 2k+1 fu¨r k ≥ 0 und ρ (2k − 1) = α−1(2k − 1) = 2k+1 − 1 fu¨r
k ≥ 1.
Beweis:
Umkehrung von Beh. 1 und Beh. 4. Diese sind erlaubt, da nach Beh. 2 und Beh.
3 an den entsprechenden Stellen Sprungstellen vorliegen.
Dies schließt den Beweis ab.
Der soeben bewiesene Satz hat weitreichende Konsequenzen fu¨r das Aussehen der
Quotientenfolgen stufentreuer Baumrekursionen. Er besagt, wenn man die Aus-
sagen im Abschnitt 3.1 zur Ordnung im δ-Baum betrachtet, daß die Quotienten-
folgen aller stufentreuen Baumrekursionen Werte im gleichen Bereich (
”
Konver-
genzkegel“) haben und die Extremwerte u¨bereinstimmen (fu¨r genauere Ausfu¨h-
rungen vgl. im na¨chsten Abschnitt). Im weiteren Verlauf dieser Arbeit wird noch
an weiteren Stellen herauskommen, daß stufentreue Baumrekursionen spezielle
Eigenschaften besitzen, die sie auch nicht mit den periodischen Baumrekursionen
gemeinsam haben.
Im Gegensatz zum periodischen Fall leitet man fu¨r den stufentreuen Fall die
Abscha¨tzungen nicht aus den exakten Angaben her, was hier auch nicht mo¨glich
ist, da die Umkehrung nur fu¨r bestimmte Stellen mo¨glich war, aber die Abscha¨t-
zungen u¨berall gelten sollen. Im stufentreuen Fall sind ein paar allgemeinere U¨ber-
legung u¨ber den rekursiven Aufbau des δ-Baumes no¨tig, um den folgenden Satz
zu beweisen:
Satz 3.7 (Abscha¨tzung iterierter Aufstiegsfunkt./stufentr. Fall : s)
Fu¨r jede normierte, stufentreue Rekursion gelten die folgenden Abscha¨tzungen:
2k+j + r ≤ λj(2k + r) ≤ 2k+j + 2j · r
2k+j + 2j(r + 1)− 1 ≤ ρ j(2k + r) ≤ 2k+j+1 − 2k + r
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Beweis:
(bis Seite 85)
Der Beweis wird mit vollsta¨ndiger Induktion gefu¨hrt.
Induktionsanfang: Zu zeigen ist:
2k+1 + r ≤ λ(2k + r) ≤ 2k+1 + 2r
2k+1 + 2r + 1 ≤ ρ (2k + r) ≤ 2k+1 + 2k + r
Betrachte den rekursiven Aufbau des δ-Baumes. Das Label 2k + r liegt in der k-
ten, die Labels λ(2k+ r) und ρ (2k+ r) liegen in der (k+1)-ten Stufe. Die Labels
der (k + 1)-ten Stufe werden der Gro¨ße nach eingefu¨hrt (vgl. rekursiver Aufbau
des δ-Baumes). Z.B. werden vor λ(2k+r) zuerst λ(2k), λ(2k+1), . . . , λ(2k+r−1)
und eventuell noch einige Elemente von ρ (2k), ρ (2k + 1), . . . , ρ (2k + r − 1) ein-
gefu¨gt. Also gilt fu¨r die extremen Fa¨lle:
1. Vor λ(2k + r) werden nur λ(2k), λ(2k +1), . . . , λ(2k + r− 1) eingefu¨gt (die
rechts ansetzenden Elemente erst spa¨ter). Dementsprechend gilt:
λ(2k + r) ≥ 2k+1︸ ︷︷ ︸
erstes Element
+ r︸︷︷︸
r zusa¨tzliche Elemente incl.λ(2k + r)
2. Vor λ(2k+r) werden nicht nur die unter 1. genannten Labels, sondern auch
die Labels ρ (2k), ρ (2k + 1), . . . , ρ (2k + r − 1) eingefu¨gt. Hier gilt:
λ(2k + r) ≤ 2k+1︸ ︷︷ ︸
erstes Element
+ r︸︷︷︸
r Links-Elemente
+ r︸︷︷︸
r Rechts-Elemente
= 2k+1 + 2r
Nun das gleiche fu¨r die Rechtsfunktion. Auch hier gibt es zwei Extreme:
3. Vor ρ (2k+r) werden nur ρ (2k), ρ (2k+1), . . . , ρ (2k+r−1) und λ(2k), λ(2k+
1), . . . , λ(2k + r) eingefu¨gt:5
ρ (2k + r) ≥ 2k+1︸ ︷︷ ︸
erstes Element λ(2k)
+ r︸︷︷︸
r weitere Links-Elemente
+ r + 1︸ ︷︷ ︸
r + 1 Rechts-Elemente
= 2k+1 + 2r + 1
4. Es werden insgesamt vor ρ (2k+ r) alle links abzweigenden Labels λ(2k+ i)
fu¨r 0 ≤ i ≤ 2k+1 − 1 eingefu¨gt. Dann gilt:
ρ (2k + r) ≤ 2k+1︸ ︷︷ ︸
erstes Element λ(2k)
+ 2k − 1︸ ︷︷ ︸
2k − 1 weitere Links-Elemente
+ r + 1︸ ︷︷ ︸
r Rechts-Elemente
5n.b.: Es liegt hier eine normierte Abstiegsfunktion vor, d.h. vor jedem ρ (2k + j) wird auch
das entsprechende λ(2k + j) eingefu¨gt.
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Das beweist den Induktionsanfang.
Induktionsschluß j → j + 1: Der erste Fall wird ausfu¨hrlich vorgestellt6:
λj+1(2k + r) = λj(λ(2k + r))
Ind.Anf.≤ λj(2
k′︷ ︸︸ ︷
k + 1 + 2r︸︷︷︸
r′
)
Ind.Vor.≤ 2
k′︷ ︸︸ ︷
k + 1+j + 2j · 2r︸︷︷︸
r′
= 2k+(j+1) + 2j+1 · r
Die anderen Fa¨lle in Kurzform (analog):
λj+1(2k + r)
Ind.Anf.≥ λj(2k+1 + r) Ind.Vor.≥ 2k+1+j + r
ρ j+1(2k+r)
Ind.Anf.≤ ρ j(2k+1+2k+r) Ind.Vor.≤ 2k+1+j+1−2k+1+2k+r = 2k+(j+1)+1−2k+r
ρ j+1(2k + r)
Ind.Anf.≥ ρ j(2k+1 + 2r + 1) Ind.Vor.≥ 2k+1+j + 2j(2r + 1 + 1)− 1
= 2k+(j+1) + 2j+1(r + 1)− 1
Die Ergebnisse dieses Abschnitts sind in dieser geha¨uften Form von Invertierun-
gen und Abscha¨tzungen sicher nicht gerade angenehm zu lesen. Sie liefern dafu¨r
aber im spa¨teren Verlauf der Arbeit die Mo¨glichkeit, die Beweise etwas knapper
und dadurch u¨bersichtlicher zu gestalten, was die Lesbarkeit und Versta¨ndlich-
keit erho¨ht. Sonst wa¨ren diese Beweise, die manchmal ebenfalls etwas
”
verquickt“
sind, kaum noch zu u¨berblicken. Somit bestand die Notwendigkeit, diese gleich-
artigen Aussagen in diesem Kapitel zusammenzufassen.
6n.b.: die λk sind stets isoton (vgl. Folgerung 3.1).
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3.3 Der Konvergenzkegel
Die Quotientenfolgen der in diesem Abschnitt betrachteten Baumrekursionen
sind (unter den hier u¨blichen Randwerten) nicht konvergent und auch i.a. nicht
strikt divergent (strikt divergent wird hier im Sinne
”
konvergent gegen ∞“ an-
gewandt). Es wechseln im Gegensatz dazu immer wieder unterschiedlich große
Werte einander ab und es entsteht der Eindruck eines sta¨ndig wechselnden Auf-
und Abschwingens. Weil die Gro¨ßenamplitude des Bereiches, in dem die Folgen-
werte liegen, gegen Unendlich gro¨ßer wird, soll der Bereich, in dem die Paare
((n,Qn))n≥0 liegen, als Konvergenzkegel bezeichnet werden. Der Konvergenz-
kegel wird u¨ber seinen oberen und unteren Rand begrenzt, wobei sich die Defi-
nition dieser Randfolgen etwas schwieriger gestaltet, da beide Ra¨nder sich dem
Folgenverlauf
”
gleitend“ anpassen sollen. Aus diesem Grund werden beide Rand-
folgen unterschiedlich definiert: Als Folge aufgefaßt soll der untere Rand des
Konvergenzkegels definiert sein durch:
(
min
k
{Qk | k ≥ n}
)
n≥0
Der obere Rand des Konvergenzkegels sei dagegen definiert durch:
(
max
k
{Qk | k ≤ n}
)
n≥0
Abbildung 3.16 stellt den Rand des Konvergenzkegels am Beispiel der Quotien-
tenfolge zur Baumrekursion zu α = period[0, 0, 1, 0, 1] dar.
Die Definition des oberen Randes ist problemlos, wa¨hrend beim unteren Rand eine
Aussage zur Existenz des Minimums no¨tig wird: Da fu¨r die hier gewa¨hlte Rand-
wertfolge stets ∆cn ≥ 1 gilt, entsteht bei jedem Quotientenfolgen-Rekursions-
schritt jedenfalls kein Folgenwert, der kleiner ist als der (fru¨here!) Folgenwert,
aus dem er berechnet wird. Damit sind fu¨r die Minimum-Bildung jeweils nur
endlich viele Folgenwerte maßgeblich, gegen die die verbleibenden unendlich vie-
len Werte nach unten abgescha¨tzt werden ko¨nnen.
Eine wesentliche Folgerung der Ordnung im δ-Baum (vgl. Abschnitt 3.1) ist, daß
das kleinste Label jeder Stufe des δ-Baumes das am weitesten links stehende ist,
wa¨hrend das am weitesten rechts stehende das gro¨ßte Element der Stufe ist. Da
sich bei den hier als n gewa¨hlten Randwerten die Gro¨ßenordnungen umdrehen
(d.h. es gilt n1 < n2 ⇒ n1n1−1 > n2n2−1 wegen nn−1 = 11− 1n ), geho¨rt nach Lemma
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Abbildung 3.16: Rand des Konvergenzkegels.
3.3 der kleinste Quotientenfolgenwert zu den Labels jeder Stufe zu dem am wei-
testen rechts stehenden Label und der gro¨ßte Quotientenfolgenwert zu dem am
weitesten links stehenden Label. Mit dieser Vorbemerkung folgt direkt, daß fu¨r
den oberen und unteren Rand des Konvergenzkegels nur die Quotientenfolgen-
werte zu den Labels der
”
Ra¨nder“ der Stufen des δ-Baumes betrachtet werden
mu¨ssen.
Fu¨r die Bestimmung des oberen Randes za¨hlt das Maximum aller bisherigen
Quotientenfolgenwerte. Aus Satz 2.4 folgt, daß als erstes Label jeder Stufe das
am weitesten links stehende Label eingefu¨hrt wird und zu diesem Label geho¨rt
der maximale Quotientenfolgenwert
”
dieser Stufe“, d.h. jeder vorkommende Quo-
tientenfolgenwert wird durch einen (gleichzeitig oder) fru¨her vorkommenden Quo-
tientenfolgenwert zu dem am weitesten links stehenden Label
”
seiner Stufe“ an
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Gro¨ße u¨bertroffen.
Bei dem unteren Rand des Konvergenzkegels za¨hlen genau umgekehrt nur die
Quotientenfolgenwerte zu den am weitesten rechts stehenden Labels jeder Stu-
fe. Wie schon gesehen, sind diese unter allen Quotientenfolgenwerten derselben
Stufe minimal. Die dazu geho¨renden Labels werden aber auch als letzte Labels
ihrer Stufe in den δ-Baum eingefu¨gt. Darum gibt es zu jedem Quotientenfolgen-
wert (der nicht zu einem in einer Stufe ganz rechts stehenden Label geho¨rt) einen
spa¨ter vorkommenden kleineren Quotientenfolgenwert, der zu dem am weitesten
rechts stehenden Label der gleichen Stufe geho¨rt.
Hier soll ausschließlich der Konvergenzkegel von Baumrekursionen untersucht
werden. Es wird mit ein paar einfachen, allgemeinen Betrachtungen begonnen:
Lemma 3.6
Die Quotientenfolge (Qn) von normierten Baumrekursionen mit Randwerten
A0 = 1, cn = n, n ≥ 1 wa¨chst maximal linear.
Bemerkung:
Die gerade genannten Rand- und Anfangsbedingungen sollen, wie schon gesagt,
im folgenden allgemein gelten und werden nicht mehr gesondert erwa¨hnt.
Beweis:
(von Lemma 3.6)
Dies ist leicht zu sehen, da aus α(n) ≥ 0 β(n) ≤ n−1 folgt, was β−1(n) ≥ n+1
zur Folge hat.7 Die Teilfolge mit den maximalen Werten ist (wie am Anfang des
Abschnittes erla¨utert) die zu den am weitesten links stehenden Elementen jeder
Stufe, d.h. zu (β−k(1))k≥1. Aus dem vorigen folgt β
−k(1) ≥ k + 1 und damit
∆cβ−k(1) ≤ k+1k . Somit gilt:
Qβ−m(1) =
m∏
k=1
∆cβ−k(1) ≤
m∏
k=1
k + 1
k
= m+ 1
Weil β−m(1) ≥ m + 1 ist, ist dies maximal ein lineares Wachstum, das auch
bei der Baumrekursion, deren eine Abstiegsfunktion immer den Wert Null hat
(ebenso hat dann der 0-1-Code immer den Wert Null), gilt.
7β(n) ≤ n− 1 gilt auch fu¨r alle n ≥ 2 mit n = β−1(k). Setzt man dies fu¨r n ein und wendet
β(β−1(k)) = k an, so erha¨lt man die behauptete Aussage.
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Lemma 3.7
Der maximale Beru¨hrpunkt8 der Quotientenfolge jeder normierten Baumrekursi-
on mit beschra¨nkter Quotientenfolge ist mindestens so groß wie P
(
1
2
)
≈
3.462746619, wobei P (x) :=
∞∏
k=1
1
1− xk die Partitionsfunktion, d.h. die gewo¨hnli-
che erzeugende Funktion der Partitionszahlen, ist.
Beweis:
Man sieht dies ebenso wie im vorigen Fall: Da nur normierte Abstiegsfunktionen
betrachtet werden, gilt stets a(n) ≤ β(n) = n − 1 − α(n), was 2 · α(n) ≤ n − 1
zur Folge hat. Da α nur positive, ganzzahlige Werte annimmt, folgt daraus
α(n) ≤
⌊
n−1
2
⌋
.
Analog zum Beweis von Lemma 3.6 ist der maximale Beru¨hrpunkt einer beliebi-
gen beschra¨nkten Baumrekursion mindestens so groß wie der maximale Beru¨hr-
punkt der Baumrekursion zu α(n) =
⌊
n−1
2
⌋
. Es ist leicht zu sehen, daß dann
β(n) = n−1−
⌊
n−1
2
⌋
=
⌊
n
2
⌋
gilt. Damit erha¨lt man λ(k) = β−1(k) = 2 ·k ∀k ≥ 1
und es ist
Qβ−k(1) = Q2k =
2k
2k − 1 ·Q2k−1 =
n∏
j=1
2j
2j − 1 =
n∏
j=1
1
1− 1
2j
Nach den Ergebnissen von Abschnitt 3.1 ist P
(
1
2
)
=
∏∞
j=1
1
1− 1
2j
der maximale
Beru¨hrpunkt von Qn. Fu¨r ausfu¨hrlichere Bemerkungen zu Beru¨hrpunkten sei auf
den Beweis von Satz 3.12 verwiesen.
Lemma 3.8
Die Quotientenfolgen Qn aller normierten Baumrekursionen ist nach unten be-
schra¨nkt.
Beweis:
Dies ist trivial, da Qn ≥ 1 fu¨r alle n ≥ 0 gilt.
8Der Grenzwert jeder beschra¨nkten, monotonen Teilfolge von (Qn) soll als (eigentlicher)
Beru¨hrpunkt von (Qn) bezeichnet werden. Fu¨r weitere Informationen vgl. Seite 100.
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Satz 3.8 (Fehlende Beschra¨nkung im ausgearteten Fall : a)
Die Quotientenfolge Qn aller normierten, ausgearteten Baumrekursionen ist nach
oben unbeschra¨nkt.
Beweis:
Sei eine ausgeartete, normierte Abstiegsfunktion α gegeben. Diese hat einen 0-1-
Code mit nur endlich vielen Einsen. Angenommen es gibt m1 Einsen, wobei die
letzte Eins an der Stelle m steht.
Behauptung 1:
Fu¨r n > m+ 1 gilt: β(n) = n−m1 − 1.
Beweis:
Nach Beh. 1 im Beweis zu Lemma 2.1 im Abschnitt 2.1 gilt fu¨r n > m+ 1:
α(n) =
n∑
k=2
α¯(k) = m1
Dabei bezeichnet α¯(k) wieder den 0-1-Code von α an der Stelle k. Ist n genu¨gend
groß, so kommen keine neuen Einsen mehr im 0-1-Code und die kleinere Abstiegs-
funktion bleibt konstant. Damit erha¨lten man die Behauptung:
β(n) = n− 1− α(n) = n−m1 − 1 n > m+ 1
Um die Divergenz aller Teilfolgen der Quotientenfolge zu Linkswegen9 (von de-
nen es hier nur endlich viele gibt und die hier die einzigen unendlichen Wege
sind) zu zeigen, reicht es zu zeigen, daß fu¨r alle n > m+ 1 das folgende Produkt
divergiert10:
∞∏
k=0
(
1 +
1
β−k(n)− 1
)
In diesem Fall ist fu¨r n > m + 1 β−k(n) = n + k(m1 + 1), wie man leicht aus
Beh. 1 folgert.
Es ist fu¨r n > m + 1 stets 1
β−k(n)−1
> 0. Unter dieser Voraussetzung ist nach
9Ein Linksweg ist ein unendlicher Weg im δ-Baum, der ab einer Stelle nur nach links
abzweigt.
10Es ist fu¨r n > 1: limj→∞Qβ−j(n) = limj→∞Qδ(n) ·
∏j
l=0 ∆cβ−l(n) = Qδ(n) ·
∏∞
l=0
β−l(n)
β−l(n)−1
.
Fu¨r die Grenzaussage ist nur das unendliche Produkt von Interesse.
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Knopp [Knopp, p.227] die Divergenz des gesuchten Produktes a¨quivalent mit
der Divergenz von
∞∑
k=0
1
β−k(n)− 1 =
∞∑
k=0
1
n− 1 + k(m1 + 1). Dies ist eine leichte
Aba¨nderung der harmonischen Reihe und damit divergent.
Es ist gerade gezeigt worden, daß die ausgearteten Baumrekursionen immer einen
unbeschra¨nkten Konvergenzkegel besitzen. Es wird nun von zwei Klassen nicht
ausgearteter Baumrekursionen bewiesen, daß ihr Konvergenzkegel immer be-
schra¨nkt ist.
HINWEIS: Gemeint ist immer die Quotientenfolge zu den u¨blichen Randwerten.
Deshalb kann fu¨r die Quotientenfolge der Heapfolge (als Beispiel) nur Abbildung
5.2 auf Seite 158 und nicht Abbildung 1.8 auf Seite 11 (zu anderen Randwerten)
betrachtet werden.
Satz 3.9 (Beschra¨nkung im stufentr. und im period. Fall : a¯p ∪ s)
Die Quotientenfolgen von normierten stufentreuen und normierten nicht ausge-
arteten, periodischen Baumrekursionen sind immer beschra¨nkt.
Beweis:
(bis Seite 93)
Wie am Anfang des Abschnitts gesagt, ist in jeder Stufe des δ-Baumes einer nicht
ausgearteten Baumrekursion das am weitesten links stehende Label das kleinste
und der zugeho¨rige (Qn)-Wert in seiner Stufe maximal. Also liegen die Labels zu
den maximalen Werten von Qn im δ-Baum auf dem unendlichen Linksweg Q1,
Qλ(1)), Qλ2(1)),Qλ3(1)),... liegen.
Qλk(1) =
k∏
j=1
λj(1)
λj(1)− 1 =
k∏
j=1
1
1− 1
λj(1)
Zum Beweis der Beschra¨nktheit des Konvergenzkegels muß man λk(1) nach unten
abscha¨tzen:
1. Es wird mit dem nicht ausgeartet periodischen Fall begonnen und die
Abscha¨tzung
λk(n) ≥
(
p
p0
)k (
n+
2p0 − p− p · p0
p− p0
)
=:
(
p
p0
)k
(n+ u)
aus Satz 3.5 benutzt.
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Hier beno¨tigt man aber mit
1
λk(n)
≤ 1(
p
p0
)k
(n+ u)
(∗∗)
die reziproke Form dieser Aussage. Diese gilt aber nur, wenn die rechte Sei-
te positiv ist. Sei deshalb m (fest!) so groß gewa¨hlt, daß n := λm−1(1) ≥⌈
p·p0+3p
p1
⌉
ist (vgl. Satz 3.5). Dann gilt:
lim
k→∞
Qλk(1) = Qλm−1(1) ·
∞∏
j=1
1
1− 1
λj(λm−1(1))
= Qn ·
∞∏
j=1
1
1− 1
λj(n)
Da fu¨r festes n Qn beschra¨nkt ist, braucht nur noch die Beschra¨nkt-
heit des unendlichen Produktes gezeigt zu werden. Dazu wird die folgende
Abscha¨tzung u¨ber die Gro¨ßenrelation zwischen dem geometrischen und dem
arithmetischen Mittel benutzt, die nach Beckenbach und Bellman [BecBe,
p. 4] fu¨r nichtnegative ai gilt:

 m∏
j=1
aj


1
m
≤ 1
m
m∑
j=1
aj
Hieraus folgt:
m∏
j=1
aj ≤

 1
m
m∑
j=1
aj

m
Daraus wird gefolgert:
m∏
j=1
(1 + aj) ≤

 1
m
m∑
j=1
(1 + aj)

m =

1 + 1
m
m∑
j=1
aj

m (∗)
Damit kann man abscha¨tzen:
∞∏
j=1
1
1− 1
λj(n)
(∗∗)
≤
∞∏
j=1
1
1− 1(
p
p0
)j
·(n+u)
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=
∞∏
j=1
(
p
p0
)k · (n+ u)(
p
p0
)j · (n+ u)− 1
=
∞∏
j=1

1 + 1(
p
p0
)j · (n+ u)− 1


(∗)
≤ lim
m→∞

1 + 1
m
m∑
j=1
1(
p
p0
)j · (n+ u)− 1


m
(
p
p0
)j
≥1
≤ lim
m→∞

1 + 1
m
m∑
j=1
1(
p
p0
)j · (n+ u− 1)


m
∑m
(...)≤
∑∞
(...)
≤ lim
m→∞

1 + 1
m
1
(n+ u− 1)
∞∑
j=1
(
p0
p
)jm
= lim
m→∞

1 + 1
m
1
(n+ u− 1)

 1
1− p0
p
− 1



m
(1+ xm)
m
→ex
= exp
(
p0
(p− p0) · (n+ u− 1)
)
= exp

 p0
(p− p0) ·
(
n+ 2p0−p−p·p0
p−p0
)

 <∞
Hiermit sind alle Quotientenfolgen nicht ausgearteter, periodischer Baum-
rekursionen beschra¨nkt (nach unten vgl.Lemma 3.8).
2. Der Beweis fu¨r stufentreue Baumrekursionen ist nun ganz leicht. Im vo-
rigen Abschnitt hat sich ergeben, daß der Rand des Konvergenzkegels bei
allen stufentreuen Rekursionen gleich ist (vgl.Satz 3.6). Um zu zeigen, daß
alle stufentreuen Baumrekursionen beschra¨nkt sind, muß man dies also nur
fu¨r eine stufentreue Baumrekursion zeigen. Eine Abscha¨tzung wie im peri-
odischen Fall ist jedoch nicht noch einmal no¨tig. α := period[0, 1] definiert
eine stufentreue Baumrekursion, die auch (nicht ausgeartet) periodisch ist.
Nach dem Beweis fu¨r den periodischen Fall ist sie also beschra¨nkt.
Nun ist gezeigt worden, daß einerseits die Quotientenfolgen zu ausgearteten
Baumrekursionen stets unbeschra¨nkt sind, und daß es andererseits zwei Klassen
von nicht ausgearteten Baumrekursionen gibt, die nur beschra¨nkte Quotienten-
folgen enthalten. Es stellt sich die Frage, ob dies eine allgemeine Eigenschaft der
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Quotientenfolgen nicht ausgearteter Baumrekursionen ist, oder ob es hier eben-
falls unbeschra¨nkte Fa¨lle gibt.
Eine Kla¨rung dieser Frage gestaltet sich schwierig: Die notwendigen Abstiegs-
funktionen α mit sehr langsamem, aber nicht aufho¨rendem Wachstum erfordern,
daß die gro¨ßere Abstiegsfunktion β nur indirekt gegeben ist. Dies macht eine
Pseudo-Invertierung nicht gerade leicht und die Lo¨sung der Frage bedarf einiger
Umwege.
Satz 3.10 (Fehlende Beschra¨nkung auch im nicht ausgeart. Fall : a¯)
Es gibt Quotientenfolgen nicht ausgearteter, normierter Baumrekursionen, die
nach oben unbeschra¨nkt sind.
Beweis:
(bis Seite 99)
Um dies zu beweisen, genu¨gt natu¨rlich ein einziges Beispiel. Ein einfaches Bei-
spiel wird es wohl nicht geben. Das hier betrachtete Beispiel wird einige Arbeit
in Anspruch nehmen.
Es wird eine nicht ausgeartete Abstiegsfunktion beno¨tigt, die langsamer wa¨chst
als alle periodischen Abstiegsfunktionen. Hier wird als Beispiel die Baumrekur-
sion zur Abstiegsfunktion α(n) := blog
2
(n)cbetrachtet. Dies bedeutet genauer:
Q0 = Q1 = 1, α(n) = blog2(n)c, β(n) = n− 1− blog2(n)c
Es soll hier nicht nur gezeigt werden, daß der maximale Linksweg divergiert, son-
dern die Divergenz aller Linkswege nachgewiesen werden. Also ist das Ziel dieses
Beweises, wenn β−k die k-fache Ausfu¨hrung der Pseudo-Inversen von β ist:
Fu¨r a ∈ IN, a ≥ 5 gilt:
m∏
k=0
1
1− 1
β−k(a)
ist divergent. Es wird nicht bei a = 1
gestartet, da das Paar (α, β) am Anfang nicht normiert ist. Da die Linkswege
aber streng isoton sind und die Anfa¨nge fu¨r Grenzbetrachtungen unwesentlich
sind, kann dieses Problem durch a ≥ 5 umgangen werden, denn das normierte
Gegenstu¨ck zu zu dem hier gewa¨hlten Paar von Abstiegsfunktionen erfu¨llt eben-
falls α(n) = blog2(n)c fu¨r n ≥ 5!
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Es gilt:
m∏
k=0
1
1− 1
β−k(a)
=
m∏
k=0
(
1 +
1
β−k(a)− 1
)
Dabei ist fu¨r a ≥ 2 stets 1
β−k(a)−1
> 0. Unter dieser Voraussetzung ist nach Knopp
[Knopp, p.227] die Divergenz des gesuchten Produktes a¨quivalent mit der Diver-
genz von
m∑
k=0
1
β−k(a)− 1 =
m∑
k=2
1
bk − 1 , wobei bk := β
−(k−2)(a) fu¨r festes a gesetzt
wird. Die Divergenz dieser Summe soll in diesem Beweis gezeigt werden.
Es gilt nun die folgende Darstellung: b2 = a und
bn = β
−(n−2)(a)
= β(β−(n−1)(a))
= β−(n−1)(a)− 1−
⌊
log2(β
−(n−1)(a))
⌋
= bn+1 − 1− blog2(bn+1)c
Dabei ist zu beachten, daß die zweite Umformung gu¨ltig ist, weil nach Lemma
2.5 die Identita¨t β(β−1(n)) = n gilt.
Nun kann man die Folge (bk)k≥2 u¨ber diese Gleichung definieren:
b2 = a, bn+1 = min
z∈IN
(bn = z − 1− blog2(z)c)
Zur Frage der Wohldefiniertheit dieser Definition: Die zu minimierende Gleichung
ist identisch zu bn = β(z). Da β : IN → IN0 eine schwach wachsende Abstiegs-
funktion ist, ist sie nach Lemma 2.4 surjektiv, was die Existenz eines z ∈ IN
sichert.11
Die Minimumbildung sichert die Eindeutigkeit der Definition von bn+1 u¨ber bn.
Hat man jedoch die so definierte Folge gegeben und mo¨chte umgekehrt bn u¨ber
bn+1 charakterisieren, so kann man hier die Minimum-Eigenschaft fortlassen:
bn = bn+1 − 1− blog2(bn+1)c
11Die Definition von bn+1 kann man auch abgeku¨rzt mit bn+1 = λ(bn) darstellen.
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Dies wird im folgenden ohne weiteren Kommentar geschehen.
Es liegt hier eine implizite Rekursion vor. Dies ist nicht gerade angenehm, da
fu¨r die Grenzbetrachtung (Induktion) eine explizit rekursive Betrachtung no¨tig
wird. Darum wird im folgenden versucht, die u¨ber eine implizite Rekursion gege-
bene Folge gegen eine andere Folge mit expliziter Rekursion abzuscha¨tzen. Dazu
wird in einem ersten Schritt eine Einschachtelung der beteiligten Werte zwischen
Zweierpotenzen beno¨tigt.
Behauptung 1:
Fu¨r m ≥ 5 gilt: Es gibt ein k ≥ 1 mit 2k ≤ m− 1− blog2(m)c < m < 2k+2.
Beweis:
1. Fall: 5 ≤ m < 8:
m = 5 < 23 5− 1− blog2(5)c = 2 ≥ 21
m = 6 < 23 6− 1− blog2(6)c = 3 ≥ 21
m = 7 < 23 7− 1− blog2(7)c = 4 ≥ 21
2. Fall: m ≥ 8
In diesem Fall gibt es ein k ≥ 2, sodaß 2k+1 ≤ m < 2k+2 (∗). Damit folgt:
m− 1− blog2(m)c (∗)= m− 2− k
(∗)
≥ 2k+1 − 2− k
≥ 2k
Die letzte Umformung gilt, da fu¨r k ≥ 2 2k ≥ 2 + k gilt, wie man leicht durch
Induktion zeigen kann.
Es wird nun die Hintereinanderausfu¨hrung zweier Abbildungen untersucht, von
denen die eine mit der bekannten impliziten Rekursion zusammenha¨ngt, wa¨hrend
die andere auf eine noch zu definierende explizite Rekursion vorgreift.
Behauptung 2:
Sei g : IR→ IR definiert durch
g(m) := m+ 3 + log2(m)
und sei h : IN≥5 → IN definiert durch:
h(m) := m− 1− blog2(m)c
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Dann gilt:
Fu¨r m ≥ 5 (m ∈ IN) ist g(h(m)) ≥ m.
Beweis:
Nach Behauptung 1 gibt es zu m ≥ 5 ein k ≥ 1 mit 2k ≤ m − 1 − blog2(m)c <
m < 2k+2. Dann gilt mit blog2(m)c ≤ log2(m):
g(h(m)) = g(m− 1− blog2(m)c)
= m− 1− blog2(m)c+ 3 + log2 (m− 1− blog2(m)c)
≥ m+ 2− log2(m) + log2 (m− 1− blog2(m)c)
≥ m+ 2− log2(2k+2) + log2(2k)
= m+ 2− (k + 2) + k = m
Nun kann die neue Folge mit expliziter Rekursion definiert werden und gegen
die Folge mit impliziter Rekursion abgescha¨tzt werden.
Behauptung 3:
Sei (bn) wie oben definiert und charakterisiert durch die Eigenschaft:
b2 = a, bn = h(bn+1) fu¨r n ≥ 2
und sei die Folge (en)n≥2 definiert durch:
e2 := a, en+1 := g(en) fu¨r n ≥ 2
Dann gilt fu¨r alle n ≥ 2 die Ungleichung: bn ≤ en.
Beweis:
Der Beweis wird mit Induktion gefu¨hrt.
n = 2: b2 = a = e2
n→ n+ 1:
Hier wird Behauptung 2 benutzt. Dazu muß erst einmal gezeigt werden, daß die
Voraussetzung erfu¨llt ist: Fu¨r n+1 > 2 ist bn+1 ≥ b2 mit b2 = a = h(b3) (strenge
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Monotonie). Nach Definition von h ist b3 ≥ 5, da a ≥ 5 ist. Insgesamt ist bn+1 ≥ 5.
Nun folgt mit Behauptung 2 und der Isotonie von g:
en+1
Rek.
= g(en)
Ind., Iso.≥ g(bn) impliz. Rek.= g(h(bn+1))
Beh. 2≥ bn+1
Nun wird fu¨r die Folgenglieder von (en) noch eine Abscha¨tzung no¨tig:
Behauptung 4:
Die in Behauptung 3 definierte Folge (en) erfu¨llt fu¨r alle n ≥ 2 die Ungleichung:
en ≤ 2a+6 · n · log2(n)
Beweis:
Zuerst muß eine Hilfsaussage bewiesen werden. Da a ≥ 5 vorausgesetzt war, gilt
die folgende Ungleichung:
2a+6 − 2 = 2 · 2a+5 − 2 ≥ 2a+5 = 2a+4 + 2a+4 ≥ a+ 24 > a+ 9 (∗)
Nun zum Beweis, der wieder mit vollsta¨ndiger Induktion gefu¨hrt wird:
n = 2: e2 = a
!≤ 2a+6 · 2 · log2(2) = 2a+7 ist fu¨r a ≥ 5 sicher erfu¨llt.
n→ n+ 1:
en+1
Rek.
= en + 3 + log2(en)
Ind. + Isot. log2≤ 2a+6 · n · log2(n) + 3 + log2(2a+6 · n · log2(n))
= 2a+6 · n · log2(n) + 9 + a+ log2(n) + log2(log2(n))
n≥2⇒log2(log2(n))≤log2(n)≤ log2(n) ·
(
2a+6 · n+ 2
)
+ a+ 9
(∗)
≤ log2(n) ·
(
2a+6 · n+ 2
)
+ 2a+6 − 2
n≥2⇒log2(n)≥1≤ log2(n) ·
(
2a+6 · n+ 2 + 2a+6 − 2
)
3.3. DER KONVERGENZKEGEL 99
= log2(n) ·
(
2a+6 · (n+ 1)
)
Isot. log2≤ log2(n+ 1) ·
(
2a+6 · (n+ 1)
)
Nun kann man endlich einen Schritt weiter gehen und mit den Behauptungen
3 und 4 die zu untersuchende Summe abscha¨tzen:
m∑
k=2
1
bk − 1 ≥
m∑
k=2
1
ek − 1 ≥
m∑
k=2
1
2a+6 · k · log2(k)− 1
Um die Divergenz der Summe auf der rechten Seite zu zeigen, wird der nach
Knopp [Knopp, p.121] geltende
”
Verdichtungssatz“ benutzt:
m∑
k=0
ak divergent ⇐⇒
m∑
k=0
2k · a2k divergent
In diesem Fall ist also die Divergenz der Summe
m∑
k=2
1
2a+6 · k · log2(k)− 1
a¨quiva-
lent mit der Divergenz der Summe
m∑
k=2
2k
2a+6 · 2k · log2(2k)− 1
=
m∑
k=2
1
2a+6 · k − 1
2k
.
Diese kann man weiter abscha¨tzen:
m∑
k=2
1
2a+6 · k − 1
2k
≥ 1
2a+6
m∑
k=2
1
k
Mit der Divergenz der harmonischen Reihe folgt die Aussage des Satzes, sogar
fu¨r dieses Beispiel die Divergenz aller Teilfolgen zu unendlichen Linkswegen!
Bemerkung:
Wenn man den notwendigen Aufwand fu¨r die gerade durchgefu¨hrte Abscha¨tzung
einer einzigen Quotientenfolge betrachtet, entsteht der Eindruck, daß die Grenz-
ziehung zwischen (u¨ber ihre Abstiegsfunktionen definierten) Klassen mit be-
schra¨nkten und unbeschra¨nkten Quotientenfolgen innerhalb der nicht ausgear-
teten Baumrekursionen sehr schwierig sein du¨rfte.
Nun ist gezeigt worden, daß auch bei nicht ausgearteten Baumrekursionen diver-
gente Teilfolgen der Quotientenfolge auftreten ko¨nnen. Bei ausgearteten Baum-
rekursionen gibt es nur Linkswege und damit sind alle Teilfolgen der Quotienten-
folge divergent. Hier gibt es einen deutlichen Unterschied zu nicht ausgearteten
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Baumrekursionen, denn deren Quotientenfolgen besitzen immer konvergente Teil-
folgen (sogar mindestens abza¨hlbar unendlich viele). Davon handelt der folgende
Satz:
Satz 3.11 (Teilfolgen zu schließl. Rechtswegen sind konvergent : a¯)
Die Teilfolgen der Quotientenfolge zu unendlichen Wegen im δ-Baum, die schließ-
lich nur noch nach rechts abzweigen, sind bei allen (normierten, nicht ausgearte-
ten) Baumrekursionen stets konvergent.
Bemerkung:
Die im Satz genannten Wege existieren nicht im δ-Baum von ausgearteten Baum-
rekursionen.
Beweis:
Wie im Beweis zu Lemma 3.7 gezeigt wurde, gilt fu¨r die kleinere Abstiegsfunktion
stets α(n) ≤
⌊
n−1
2
⌋
. Damit ist α−1(n) ≥ 2n+ 1 (analog zum Beweis von Lemma
3.6)und α−k(x) ≥ 2k · x+ 2k − 1. Hieraus folgt:
Qα−n(x) = Qx ·
n∏
k=1
(
1 +
1
α−k(x)− 1
)
≤ Qx ·
n∏
k=1
(
1 +
1
2k · x+ 2k − 2
)
Analog zu obigen Fa¨llen ist die Konvergenz dieses Produktes wieder a¨quivalent
zur Konvergenz der Reihe
n∑
k=1
1
2k · x+ 2k − 2
Deren Konvergenz ist leicht zu sehen (leichte Abwandlung der geometrischen Rei-
he).
Zusammenfassend wird in Abbildung 3.17 das Ergebnis dieses Abschnitts in Be-
zug auf das Auftreten beschra¨nkter bzw. unbeschra¨nkter Quotientenfolgen bei
verschiedenen Klassen von Baumrekursionen dargestellt. Die Darstellung dieser
Abbildung entspricht der Abbildung 2.5 auf Seite 48 und den dazugeho¨renden
Anmerkungen.
3.4 Beru¨hrpunkte von Baumrekursionen
In diesem Abschnitt soll etwas u¨ber die Beru¨hrpunkte der Quotientenfolgen von
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Abbildung 3.17: (Un-)beschra¨nkte Quotientenfolgen bei Baumrekursionen.
Baumrekursionen ausgesagt werden. Unter einem Beru¨hrpunkt einer Folge (fn)
wird hier, [Kelly] folgend, ein x ∈ IR verstanden, sodaß in jeder noch so kleinen -
Umgebung von x unendlich viele Werte von (fn) liegen. Ist (fn) nach oben (bzw.
nach unten) unbeschra¨nkt, so sei auch ∞ (bzw. −∞) (uneigentlicher) Beru¨hr-
punkt von (fn). Eine unter den hier vorliegenden Voraussetzungen a¨quivalente
Bedingung fu¨r einen Beru¨hrpunkt x ∈ IR ist, daß eine Teilfolge von (fn) existiert,
die gegen x konvergiert. Ebenso ist∞ (bzw. −∞) ein uneigentlicher Beru¨hrpunkt
von (fn), wenn eine Teilfolge von (fn) gegen∞ (bzw. gegen −∞) strikt divergiert.
Betrachtet werden in diesem Abschnitt ausschließlich Baumrekursionen mit be-
schra¨nkten Quotientenfolgen (vgl. Abbildung 3.17). Unter dieser Voraussetzung
sind die Teilfolgen, die unendlichen Wegen im δ-Baum entsprechen, als monoto-
ne, beschra¨nkte Folgen konvergent. Dies zieht eine Definition nach sich, die die
betrachteten Beru¨hrpunkte einschra¨nkt:
Definition 3.2 (δ-Beru¨hrpunkt)
Ein Beru¨hrpunkt der Quotientenfolge einer beschra¨nkten Baumrekursion heißt
δ-Beru¨hrpunkt, wenn er Grenzwert einer (konvergenten!) Teilfolge der Quoti-
entenfolge ist, die einem unendlichem Weg im δ-Baum folgt.
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Hier stellt sich sofort die Frage, ob die Definition der δ-Beru¨hrpunkte eine wirk-
liche Einschra¨nkung ist, oder ob nicht jeder Beru¨hrpunkt ein δ-Beru¨hrpunkt ist.
Ein positives Resultat kann zumindest in den beiden betrachteten Hauptfa¨llen
- nicht ausgearteten periodischen und stufentreuen Baumrekursionen - gegeben
werden.
Satz 3.12 (Beru¨hrpunkte und δ-Beru¨hrpunkte : a¯p ∪ s)
Sei (Qn) die Quotientenfolge einer
normierten, nicht ausgearteten, periodischen
oder
normierten, stufentreuen
Baumrekursion. Dann ist jeder Beru¨hrpunkt von (Qn) ein δ-Beru¨hrpunkt.
Bemerkung:
Der Beweis wird so gefu¨hrt, daß die Existenz einer Teilfolge zu einem unendlichen
Weg gezeigt wird, ohne daß im allgemeinen die explizite Angabe des unendlichen
Weges u¨berhaupt mo¨glich ist. Die Beweistechnik a¨hnelt der des Beweises des End-
lichkeitssatzes bei Scho¨ning [Schoe, p. 35 ff.], in dem ebenfalls eine schrittweise
Konstruktion mit einer entsprechenden, sich wiederholenden
”
Unendlichkeitsab-
frage“ durchgefu¨hrt wird.
Beweis:
(bis Seite 111)
Wegen des Ausmaßes des folgenden Beweises soll an dieser Stelle seine Gliede-
rung vorab vorgestellt werden. Dies gestattet dem Leser eine gro¨ßere Freiheit in
der Wahl einer eigenen Lesereihenfolge. Abbildung 3.18 stellt die beweisinternen
Behauptungen mit ihren Nummern dar. Die dazwischenliegenden Textabschnitte
werden mit Großbuchstaben bezeichnet, wobei die Zuordnung durch die relative
Lage zu den nummerierten Behauptungen festgelegt wird.
A: Sei (Qn) die Quotientenfolge einer stufentreuen oder periodischen, nicht aus-
gearteten Baumrekursion. Sei z ein Beru¨hrpunkt von (Qn). Dann gibt es eine
Teilfolge (Qkn) von (Qn), die gegen z konvergiert. Sei o.B.d.A. k0 ≥ 1 (betrachte
sonst Teilfolge).
Im folgenden soll gezeigt werden, daß es eine Teilfolge von (Qn) gibt, die ei-
nem unendlichen Weg im δ-Baum T zu (Qn) folgt und gegen z konvergiert. Diese
Teilfolge wird schrittweise aus (Qkn) konstruiert. Dies geschieht im wesentlichen
durch die Benutzung der folgenden Aussage:
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logische Bezüge: A B C D 7
3
2
6
54
1
Abfolge im Text: A, 1, B, 2, 3, 4, 5, C, 6, D, 7
Abbildung 3.18: Gliederung des Beweises von Satz 3.12.
Behauptung 1:
Seien N und M abza¨hlbar unendliche Mengen mit N ⊆ M . Sei m ∈ IN und
M = M1∪M2∪ . . .Mm∪U , wobei U eine endliche Menge und Mj, j = 1, . . . ,m
jeweils abza¨hlbar unendliche Mengen sind.
Dann gibt es ein j ∈ {1, . . . ,m} mit N ∩Mj ist abza¨hlbar unendlich.
Beweis:
Angenommen, die Aussage wa¨re falsch und N ∩ Mj wa¨re endlich fu¨r alle j ∈
{1, . . . ,m}. Es gilt:
N = N ∩M = N ∩ (M1 ∪M2 ∪ . . .Mm ∪ U)
= (N ∩M1) ∪ (N ∩M2) ∪ . . . (N ∩Mm) ∪ (N ∩ U)
N ∩ U ⊆ U ist mit U endlich. Nach Annahme ist N ∩ Mj endlich fu¨r alle
j ∈ {1, . . . ,m}. Damit ist N als Vereinigung endlicher Mengen endlich, was einen
Widerspruch darstellt.
B: Konstruiere nun eine Folge von Teilfolgen mit Hilfe bestimmter unendlicher
Teilba¨ume des δ-Baumes T .
Konstruktionsanfang:
{(kn)n∈IN} ist abza¨hlbar unendliche Teilmenge von IN =Labelmenge des δ-Bau-
mes. Sei Q(0)n := Qkn die Startfolge, die zum Start-Teilbaum T0 := T (ganzer
δ-Baum) mit Wurzel f0 := 1 geho¨rt.
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Konstruktionsschritt:
Gegeben sei ein unendlicher Teilbaum Tj des δ-Baumes mit Wurzel fj sowie eine
Teilfolge Q(j)n von Qn mit der Eigenschaft, daß {((j)n)n∈IN} abza¨hlbar unendlich
ist und eine Teilmenge der Labelmenge von Tj ist.
Zerlege die Labelmenge von Tj folgendermaßen (dabei sei mit L(T
′) die Labelmen-
ge eines Teilbaumes T ′ und mit l(T ′) bzw. r(T ′) der linke bzw. rechte Teilbaum
von T ′ bezeichnet):
L(Tj) = {fj} ∪ L(l(Tj)) ∪ L(r(Tj))
Die erste Menge der Zerlegung ist endlich, die beiden anderen sind abza¨hlbar un-
endlich. Nach Beh. 1 ist {((j)n)} ∩ L(l(Tj)) abza¨hlbar unendlich oder {((j)n)} ∩
L(r(Tj)) abza¨hlbar unendlich.
Ist {((j)n)} ∩ L(l(T )) abza¨hlbar unendlich, so wa¨hle Tj+1 := l(Tj) mit Wur-
zel fj+1 := λ(fj). Anderenfalls wa¨hle Tj+1 := r(Tj) mit Wurzel fj+1 := ρ (fj).
Definiere nun noch ((j + 1)n) := Teilfolge von ((j)n) genau mit den Werten, die
Labels aus Tj+1 darstellen. Damit ergibt sich (Q(j+1)n) von selbst.
Nach der Definition von (Q(j)n) ergeben sich folgende Eigenschaften fu¨r alle j ≥ 0:
i) (Q(j)n) ist Teilfolge von (Qkn).
ii) (Q(j)n) ist konvergent mit Grenzwert z wegen (i), denn (Qkn) konvergiert gegen
z.
iii) ((j)n) liegt ganz in der Labelmenge vom δ-Baum-Teilbaum Tj mit Wurzel fj.
Behauptung 2:
Sei Ts ein Teilbaum des δ-Baumes mit Wurzel s und Qln eine Teilfolge von Qn,
sodaß (ln) schließlich ganz in der Labelmenge von Ts liegt. Dann gilt:
Fu¨r alle m ≥ 0 gibt es ein n0(m), so daß fu¨r alle n ≥ n0(m) gilt: ln liegt als
Label von Ts in einer Stufe m(n) ≥ m.
Beweis:
Definiere n0(m) := minn∈IN{ln ≥ ρm(s)}, da ρm(s) das maximale Element der
m-ten Stufe von Ts ist. Sei n ≥ n0(m). Da (ln) Index einer Teilfolge von (Qn)
ist, ist (ln) streng isoton. Also gilt ln ≥ ln0(m) ≥ ρm(s). Angenommen, es wu¨rde
m(n) < m gelten (m(n) sei die Stufe von Ts, in der ln als Label liegt). Dann
ist wegen der Ordnung im δ-Baum und der strengen Isotonie der Rechtsfunk-
tion ln ≤ ρm(n)(s) < ρm(s). Dies ist ein Widerspruch zu ln ≥ ρm(s). Also ist
m(n) ≥ m.
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Behauptung 3:
Sei Ts ein Teilbaum des δ-Baumes mit Wurzel s und (Qln) eine Teilfolge von (Qn),
sodaß (ln) ganz in der Labelmenge von Ts liegt. Dann liegen alle Beru¨hrpunkte
von (Qln) im Intervall
Is =
[
Qs ·
∞∏
k=1
∆cρ k(s), Qs ·
∞∏
k=1
∆cλk(s)
]
Beweis:
O.B.d.A. sei Qln konvergent (betrachte sonst eine Teilfolge). Betrachte ln fu¨r ein
festes n. ln ist Label von Ts, z.B. in der m(n)-ten Stufe. Dann gilt wegen der
Ordnung im δ-Baum:
(1) Qln ≤ Qλm(n)(s) = Qs ·
m(n)∏
k=1
∆cλk(s)
und
(2) Qs ·
m(n)∏
k=1
∆cρ k(s) = Qρm(n)(s) ≤ Qln
Jetzt muß noch der Grenzu¨bergang nach ∞ vorgenommen werden:
Zur Abscha¨tzung nach oben:
Da stets ∆cλk(s) ≥ 1 gilt, folgt aus (1):
Qln
vgl. (1)
≤ Qs ·
m(n)∏
k=1
∆cλk(s)
≤ Qs ·
m(n)+1∏
k=1
∆cλk(s)
≤ · · · ≤
≤ Qs ·
∞∏
k=1
∆cλk(s)
Damit gilt:
lim
n→∞
Qln ≤ Qs ·
∞∏
k=1
∆cλk(s)
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Zur Abscha¨tzung nach unten:
Betrachte eine beliebige, aber feste (große!) Stufenzahl m′. Sei dazu n0(m
′) wie
in Beh. 2 gewa¨hlt. Fu¨r n ≥ n0(m′) gilt nach Beh. 2: m(n) ≥ m′ [m(n) ist die
Stufe, in der das Label ln liegt.]. Mit (2) gilt dann fu¨r alle n ≥ n0(m′):
Qln ≥ Qs ·
m(n)∏
k=1
∆cρ k(s) ≥ Qs ·
m′∏
k=1
∆cρ k(s)
Damit gilt:
lim
n→∞
Qln ≥ Qs ·
m′∏
k=1
∆cρ k(s)
Da m′ beliebig war, folgt die Abscha¨tzung nach unten.
Das Intervall ist wirklich abgeschlossen, da die Grenzen von den extremen Beru¨hr-
punkten (vgl. Abschnitt 3.1 zur Ordnung im δ-Baum) angenommen werden.
Bevor im Beweis des Satzes fortgefahren werden kann, mu¨ssen erst einmal ein
paar Abscha¨tzungen bewiesen werden:
Behauptung 4:
Fu¨r normierte, nicht ausgeartete, periodische Baumrekursionen gilt (Notationen
siehe Abschnitt 3.2) fu¨r s ≥
⌈
p·p0+3p
p1
⌉
:
∞∏
k=1
1
1− 1
λk(s)
1
1− 1
ρ k(s)
≤ exp
(
(s+ p · p0 + p0 − p) · p0
(s+ 2p0 − p− p · p0 − 1) · (s+ 2p1 − p− p · p1) · p1
)
Beweis:
Benutzt werden hierfu¨r Abscha¨tzungen aus Satz 3.5, die fu¨r s ≥
⌈
p·p0+3p
p1
⌉
auch
reziprok verwendet werden ko¨nnen:
(
p
p0
)k s+
u1:=︷ ︸︸ ︷
2p0 − p− pp0
p− p0

 ≤ λk(n) ≤
(
p
p0
)k s+
u2:=︷ ︸︸ ︷
pp0 + p0 − p
p− p0


(
p
p1
)k s+ 2p1 − p− pp1p− p1︸ ︷︷ ︸
u3:=

 ≤ ρ k(n) ≤
(
p
p1
)k s+ pp1 + p1 − pp− p1︸ ︷︷ ︸
u4:=


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Mit Hilfe der u¨ber das geometrische und arithmetische Mittel gewonnenen Pro-
dukt-Summen-Abscha¨tzung (vgl. Seite 92) kann man dann beweisen:
∞∏
k=1
1
1− 1
λk(s)
1
1− 1
ρ k(s)
=
∞∏
k=0
1
1− 1
λk+1(s)
1
1− 1
ρ k+1(s)
=
∞∏
k=0
λk+1(s)(ρ k+1(s)− 1)
(λk+1(s)− 1)ρ k+1(s)
=
∞∏
k=0
(
1 +
ρ k+1(s)− λk+1(s)
(λk+1(s)− 1)ρ k+1(s)
)
≤ lim
m→∞
(
1 +
1
m+ 1
·
m∑
k=0
ρ k+1(s)− λk+1(s)
(λk+1(s)− 1)ρ k+1(s)
)m+1
≤ lim
m→∞


1 +
1
m+ 1
· · · ·
· · · ·
m∑
k=0
(
p
p1
)k+1
(s+ u4)
<0︷ ︸︸ ︷
−
(
p
p0
)k+1 >0︷ ︸︸ ︷
(s+ u1)((
p
p0
)k+1
(s+ u1)− 1
)(
p
p1
)k+1
(s+ u3)


m+1
(1) s.u.
≤ lim
m→∞

1 + 1m+ 1 · · · ·
· · · ·
m∑
k=0
(
p
p1
)k+1
(s+ u4)(
p
p0
)k+1
(s+ u1 − 1)
(
p
p1
)k+1
(s+ u3)


m+1
(2) s.u.
≤ lim
m→∞

1 + 1
m+ 1
· (s+ u4) · p0
(s+ u1 − 1) · (s+ u3) · p
∞∑
k=0
(
p0
p
)km+1
(3) s.u.
≤ lim
m→∞
(
1 +
1
m+ 1
· (s+ u4) · p0
(s+ u1 − 1) · (s+ u3) · p
p
p− p0
)m+1
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= exp
(
(s+ u4) · p0
(s+ u1 − 1) · (s+ u3) · p1
)
= exp
(
(s+ p · p0 + p0 − p) · p0
(s+ 2p0 − p− p · p0 − 1) · (s+ 2p1 − p− p · p1) · p1
)
Dabei wurden benutzt:
(1) Im Nenner:
(
p
p0
)k+1 ≥ 1. Wegen der
”
Sicherheitsschranke“ bleibt dann
s+ u1 − 1 ≥ 1 (vgl. Seite 80).
(2)
m∑
(. . .) ≤
∞∑
(. . .).
(3) Geometrische Reihe.
Im stufentreuen Fall erha¨lt man die folgende Aussage:
Behauptung 5:
Fu¨r stufentreue Baumrekursionen gilt:
∞∏
j=1
1
1− 1
λj(2k+r)
1
1− 1
ρ j(2k+r)
≤ e 12k−1
Beweis:
Auch hier im stufentreuen Fall werden die im vorletzten Abschnitt (Satz 3.7)
hergeleiteten Abscha¨tzungen benutzt:
2k+j + r ≤ λj(2k + r) ≤ 2k+j + 2j · r
2k+j + 2j(r + 1)− 1 ≤ ρ j(2k + r) ≤ 2k+j+1 − 2k + r
Auch sonst ist der Beweis analog zum Beweis im periodischen Fall. Hierzu ent-
sprechende Schritte werden hier nicht noch einmal begru¨ndet:
∞∏
j=1
1
1− 1
λj(2k+r)
1
1− 1
ρ j(2k+r)
≤ lim
m→∞

1 + 1
m+ 1
·
∞∑
j=0
ρ j+1(2k + r)− λj+1(2k + r)
(λj+1(2k + r)− 1)ρ j+1(2k + r)

m+1
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≤ lim
m→∞

1 + 1
m+ 1
· · · ·
· · · ·
∞∑
j=0
2k+j+2 − 2k + r − (2k+j+1 + r)
(2k+j+1 + r − 1)(2k+j+1 + 2j+1(r + 1)− 1)

m+1
= lim
m→∞

1 +
1
m+ 1
· · · ·
· · · ·
∞∑
j=0
2k+j+1
≤0︷︸︸︷
−2k
(2k+j + 2k+j + r − 1︸ ︷︷ ︸
≥0
)(2k+j+1 + 2j+1(r + 1)− 1︸ ︷︷ ︸
≥0
)


m+1
≤ lim
m→∞

1 + 1
m+ 1
· 1
2k
·
∞∑
j=0
1
2j

m+1
≤ lim
m→∞
(
1 +
1
m+ 1
· 1
2k
· 1
1− 1
2
)m+1
= e
1
2k−1
C: Nun bietet sich wieder die Mo¨glichkeit, mit dem Beweis des Satzes fortzu-
fahren.
Aus Beh. 3 und Aussage iii) folgt fu¨r alle k ≥ 0, daß z in Ifk liegt.
Behauptung 6:
|Ifk | → 0 fu¨r k →∞.
Beweis:
(fk) liegt nach der Definition auf einem unendlichen Weg und deswegen strebt fk
gegen ∞ fu¨r k →∞ gilt. Deshalb wird hier gezeigt, daß |Is| → 0 fu¨r s→∞.
Fu¨r die Betrachtungen im periodischen Fall muß wieder s ≥
⌈
p·p0+3p
p1
⌉
sein, damit
die Abscha¨tzungen auch reziprok gelten (vgl. Beh. 4). Es werden im wesentlichen
die Aussagen von Beh. 4 und Beh. 5 benutzt. Daneben ist zu beachten, daß viele
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Umformungen deswegen Gu¨ltigkeit haben, weil die betrachteten Produkte kon-
vergent sind (es werden nur normierte nicht ausgeartet periodische und normierte
stufentreue Fa¨lle betrachtet).
|Is| = |Qs|
∣∣∣∣∣
∞∏
k=1
∆cλk(s) −
∞∏
k=1
∆cρ k(s)
∣∣∣∣∣
∆cn=
1
1− 1n= |Qs|
∣∣∣∣∣∣
∞∏
k=1
1
1− 1
λk(s)
−
∞∏
k=1
1
1− 1
ρ k(s)
∣∣∣∣∣∣
= |Qs|
∣∣∣∣∣∣
∞∏
k=1
1
1− 1
ρ k(s)
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣
∞∏
k=1
1
1− 1
λk(s)
∞∏
k=1
1
1− 1
ρ k(s)
− 1
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣Qs ·
∞∏
k=1
1
1− 1
ρ k(s)
∣∣∣∣∣∣︸ ︷︷ ︸
(1) s.u.
∣∣∣∣∣∣∣
∞∏
k=1
1
1− 1
λk(s)
1
1− 1
ρ k(s)
− 1
∣∣∣∣∣∣∣
≤ M ·
∣∣∣∣∣∣∣
∞∏
k=1
1
1− 1
λk(s)
1
1− 1
ρ k(s)
− 1
∣∣∣∣∣∣∣
≤


M ·
∣∣∣exp ( (s+p·p0+p0−p)·p0
(s+2p0−p−p·p0−1)·(s+2p1−p−p·p1)·p1
)
− 1
∣∣∣ .....
M ·
∣∣∣exp ( 1
2blog2(s)c−1
)
− 1
∣∣∣ .....
..... periodischer Fall (Beh. 4)
..... stufentreuer Fall (Beh. 5)


Dabei gilt an der mit (1) bezeichneten Stelle: Der markierte Term stellt einen
Beru¨hrpunkt von Qn dar, ist also beschra¨nkt durch
M := Maximum aller Beru¨hrpunkte von Qn <∞.
Die Majorante von |Is| strebt gegen Null fu¨r s → ∞, also gilt auch |Is| → 0 fu¨r
s→∞.
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D: Da die Ifk stets abgeschlossene Intervalle mit Ifk+1 ⊆ Ifk sind12, ist wegen
Beh. 6 ∩∞k=1Ifk einelementig (Prinzip der Intervallschachtelung). Da z ∈ Ifk fu¨r
alle k ≥ 1 ist, gilt auch z ∈ ∩∞k=1Ifk und fu¨r jedes zˆ ∈ ∩∞k=1Ifk ist zˆ = z. Um zu
zeigen, daß z ein δ-Beru¨hrpunkt ist, muß also nur noch gezeigt werden, daß es
ein solches zˆ gibt, das δ-Beru¨hrpunkt ist. Dies liefert Beh. 7.
Behauptung 7:
f0, f1, f2, f3, · · · ist ein unendlicher Weg im δ-Baum T mit zugeho¨rigem δ-
Beru¨hrpunkt zˆ := limk→∞Qfk und es gilt zˆ ∈ ∩∞k=1Ifk .
Beweis:
f1 liegt in der 1. Stufe von T , ist also Sohn der Wurzel f0 = 1 von T . Fu¨r je-
des i ≥ 1 ist fi+1 nach der Konstruktion stets ein Sohn von fi. Damit ist die
oben angegebene Folge ein unendlicher Weg in T und das oben definierte zˆ ein
δ-Beru¨hrpunkt.
Fu¨r alle i ≥ 0 la¨uft der Weg durch das Label fi (die Wurzel des Teilbaumes Tfi)
und deswegen liegt zˆ in Ifi fu¨r alle i ≥ 1 nach Beh. 3. Nach obigen U¨berlegungen
ist deshalb zˆ ∈ ∩∞k=1Ifk .
Mit Beh. 7 ist damit z ein δ-Beru¨hrpunkt, was den Beweis vollendet.
Bemerkung:
Man ko¨nnte der Ansicht sein, daß nach der Konstruktion der Folge von Teil-
folgen der Satz 3.12 schon bewiesen wa¨re und schon hier klar sei, daß die mit-
konstruierte Folge (Qfn) den gleichen Grenzwert hat wie die Folge (Qkn). Ein
mo¨glicher Grund fu¨r diese Annahme ist die Vermutung, daß (Qfn) und (Qkn) ei-
ne gemeinsame Teilfolge enthalten mu¨ßten, was wegen vorliegender Konvergenz
einen gleichen Grenzwert zur Folge ha¨tte. In Abbildung 3.19 wird ein sehr ein-
faches Beispiel vorgestellt, das zeigt, daß beide Folgen noch nicht einmal einen
einzigen Wert gemeinsam haben mu¨ssen und ein gemeinsamer Grenzwert nicht
sofort ersichtlich ist. Kompliziertere Beispiele sind leicht vorstellbar.
Hier muß noch eine Bemerkung zu Abbildung 3.19 folgen, denn in der Bemer-
kung vor dem Beweis wurde behauptet, daß die konstruierte Folge im allgemeinen
nicht explizit angegeben werden kann. Im vorliegenden einfachen Fall ist sie aber
explizit anzugeben. Das Problem ist, daß man bei einer beliebigen Teilfolge (im
Laufe der Konstruktion) i.a. nicht angeben kann, ob in einem Teilbaum des δ-
Baumes unendlich viele ihrer Indices als Labels vorkommen oder nicht! In dem
hier vorliegenden Spezialfall ist das aber sehr einfach.
12Nach Konstruktion ist fk+1 Sohn von fk im δ-Baum. Mit Beh. 3 folgt daraus die
Teilmengen-Eigenschaft.
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usw.
Konstruierter Wurzel  
Index der Originalteilfolge
Knoten des Baumes
Abbildung 3.19: Ursprungsfolge und konstruierte Folge haben keine gemeinsamen
Indices.
Da nun bekannt ist, daß jeder Beru¨hrpunkt Grenzwert einer Teilfolge zu einem
unendlichem Weg im δ-Baum ist, stellt sich nun die Frage, wie ma¨chtig die Menge
der Beru¨hrpunkte ist. Diese Frage beantwortet der folgende Satz:
Satz 3.13 (U¨berabza¨hlbar viele Beru¨hrpunkte : a¯p ∪ s)
Sei (Qn) die Quotientenfolge einer normierten, nicht ausgearteten, periodischen
oder normierten, stufentreuen Baumrekursion. Dann hat Qn u¨berabza¨hlbar viele
Beru¨hrpunkte.
Beweis:
(bis Seite 117)
Wie beim vorigen Beweis wir auch hier vorab eine Gliederung des folgenden Be-
weise in Abbildung 3.20 vorgestellt. Die Darstellung ist entsprechend gewa¨hlt.
A: Sei T im Falle einer stufentreuen Rekursion der δ-Baum von (Qn) und im Falle
einer nicht ausgearteten, periodischen Rekursion der Teilbaum des δ-Baumes mit
Wurzel
⌈
p·p0+3p
p1
⌉
(damit die Abscha¨tzungen reziprok gu¨ltig sind!).
Hier wird nicht gezeigt: Alle unendlichen Wege in T ergeben unterschiedliche
Beru¨hrpunkte. Deren Anzahl ist u¨berabza¨hlbar.
sondern:
Hier wird gezeigt: In T gibt es u¨berabza¨hlbar viele unendliche Wege mit un-
terschiedlichen Beru¨hrpunkten.
Die Idee des Beweises ist, rekursiv eine Folge von Beru¨hrpunktintervallen derart
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Abfolge im Text: A, 1, 2, 3, 4, 5, B, 6, C
1 2 3 4
5
B
6 CAlogische Bezüge:
Abbildung 3.20: Gliederung des Beweises von Satz 3.13.
zu zerlegen, daß ein Intervall im na¨chsten Teilungsschritt in zwei disjunkte Teil-
intervalle zerlegt wird. Es stellt sich heraus , daß diese Zerlegung zu u¨berabza¨hlbar
vielen Beru¨hrpunkten fu¨hrt, die alle verschieden sind.
Betrachte dazu ein Label s in T und das dazugeho¨rige Beru¨hrpunktintervall (vgl.
Beh. 3 im Beweis von Satz 3.12)
Is :=
[
Qs ·
∞∏
k=1
∆cρ k(s), Qs ·
∞∏
k=1
∆cλk(s)
]
Behauptung 1:
Die linke Intervallgrenze von Iρ (s) ist gleich der der linken Intervallgrenze von Is.
Beweis:
Qρ (s) ·
∞∏
k=1
∆cρ k+1(s) = Qs ·∆cρ (s) ·
∞∏
k=1
∆cρ k+1(s) = Qs ·
∞∏
k=1
∆cρ k(s)
Behauptung 2:
Fu¨r alle n ≥ 1 ist die rechte Intervallgrenze von Iλn(s) ist gleich der rechten In-
tervallgrenze von Is.
114 KAPITEL 3. ANALYTISCHE EIGENSCHAFTEN
Beweis:
Qλn(s) ·
∞∏
k=1
∆c
λk(λn(s))︸ ︷︷ ︸
λk+n(s)
= Qs ·
n∏
k=1
∆cλk(s) ·
∞∏
k=n+1
∆cλk(s) = Qs ·
∞∏
k=1
∆cλk(s)
Behauptung 3:
Die rechte Intervallgrenze von Iρ (s) ist kleiner als die rechte Intervallgrenze von Is.
Beweis:
Es ist ρ (s) > λ(s). Daraus folgt aus Isotoniegru¨nden λk(ρ (s)) > λk+1(s). Weil
∆cn =
n
n−1
die Relationen umdreht, folgt aus den beiden Ungleichungen:
(∗) ∆cρ (s) < ∆cλ(s)
(∗∗) ∆cλk(ρ (s)) < ∆cλk+1(s)
Darum gilt:
Qρ (s) ·
∞∏
k=1
∆cλk(ρ ((s)) = Qs ·∆cρ (s) ·
∞∏
k=1
∆cλk(ρ (s))
(∗),(∗∗)
< Qs ·∆cλ(s) ·
∞∏
k=1
∆cλk+1(s) = Qs ·
∞∏
k=1
∆cλk(s)
Behauptung 4:∣∣∣Iλn(s)∣∣∣→ 0 fu¨r n→∞.
Beweis:
Folgt aus dem Beweis zu Beh. 6 im Beweis des vorigen Satzes, da λn(s)→∞ fu¨r
n→∞ gilt.
Behauptung 5:
Fu¨r alle s ∈ T gibt es ein n0(s) mit Iρ (s) ∩ Iλn0(s)(s) = ∅.
Beweis:
Mit den Behauptungen 1 - 4 ergibt sich die in Abbildung 3.21 dargestellte Situati-
on der relativen Lage der zu betrachtenden Intervalle: Nach Behauptung 4 strebt
Iλn(s) fu¨r n → ∞ gegen einen Punkt. Analog zu dem Beweis von Behauptung 3
kann man zeigen, daß dieser Grenzu¨bergang isoton ist. Die Behauptungen 1 bis
3 sagen etwas u¨ber die Verha¨ltnisse der Intervallgrenzen aus.
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I s
=
=
Punkt
I
I n
  (s)
   (s)
ρ
λ
Abbildung 3.21: Relative Lage der Beru¨hrpunkt-Intervalle.
Es ist klar, daß schließlich Iρ (s) und Iλn(s) disjunkt sind.
B: Wa¨hle das spezielle n0(s) fest zu jedem s so, daß n0(s) minimal ist mit
( Iρ (s) ∩ Iλn(s) = ∅ fu¨r alle n ≥ n0(s) ).
Behauptung 6:
Sei die Menge M folgendermaßen rekursiv definiert:
i) (Wurzel von T )∈M
ii) Ist s ∈M , so sind auch ρ (s) ∈M und λn0(s)(s) ∈M . 13
Dann haben alle unendlichenWege in T , die unendlich oft Labels ausM beru¨hren,
unterschiedliche Beru¨hrpunkte.
Beweis:
Seien w1 und w2 zwei solche Wege (o.B.d.A. vollsta¨ndige, d.h. kein Zwischenk-
noten wird ausgelassen) mit Beru¨hrpunkten z(w1) und z(w2). Dann haben w1
und w2 ein letztes gemeinsames Element s ∈ M .14 Da w1 und w2 verschiedene
Wege sind , la¨uft (o.B.d.A) w1 durch λ
n0(s)(s) und w2 durch ρ (s). Damit gilt:
z(w1) ∈ Iλn0(s)(s) und z(w2) ∈ Iρ (s). Da nach Behauptung 5 Iρ (s) ∩ Iλn0(s)(s) = ∅
ist, folgt z(w1) 6= z(w2).
13Wahl von n0(s) ist fest zu jedem Label s von T !
14Es ist s ≥ (Wurzel von T ), da alle Teilwege bei der Wurzel beginnen. Die Existenz eines
letzten gemeinsamen Elements s ist trivial. Wa¨re s 6∈ M , so wu¨rde wegen der Konstruktion
von M einer der Wege nur endlich oft Elemente aus M beru¨hren: Wenn man die Definition von
M ru¨ckwa¨rts anwendet, kann man zeigen, daß zu einem Label u 6∈ M der Teilbaum Tρ (u) mit
Wurzel ρ (u) kein Element aus M als Label entha¨lt.
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C: Nun mu¨ssen die unendlichen Wege in T , die unendlich oft Punkte aus M
beru¨hren, abgeza¨hlt werden. Eine Skizze der Situation kann in Abbildung 3.22
betrachtet werden.
Knoten aus T
Knoten aus T, der in M liegt
Weg in T
Weg zwischen Knoten aus M
Abbildung 3.22: Darstellung der Wege durch Punkte aus der Menge M .
Indem man die Zwischenknoten, die nicht aus M sind, wegla¨ßt, kann man die
unendlichen Wege in dem Baum der Skizze abbilden auf die unendlichen Wege
in dem in Abbildung 3.23 dargestellten Baum.
Abbildung 3.23: Wege durch Punkte aus der Menge M ohne Zwischenpunkte.
Dies ist ein unendlicher bina¨rer Baum. Nun muß nur noch gezeigt werden, daß
die Anzahl der Wege in einem unendlichen, bina¨ren Baum u¨berabza¨hlbar ist.
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Beweis dazu:
Jeder unendliche Weg in einem unendlichen bina¨ren Baum kann durch eine un-
endliche {0, 1}-Folge beschrieben werden (0=Verzweigung nach links, 1=Verzwei-
gung nach rechts). Die gesuchte Wegeanzahl ist also gleich der Anzahl der {0, 1}-
Folgen. Die Anzahl der {0, 1}-Folgen ist jedoch bekanntermaßen u¨berabza¨hlbar.
Dies schließt den Beweis des Satzes ab.
Bemerkung:
Es ist eine wohlbekannte Tatsache der Analysis, daß jede reelle Folge mindestens
einen (uneigentlichen) Beru¨hrpunkt besitzt. Das andere Extrem der Ma¨chtigkeit
der Beru¨hrpunktmenge einer reellen Folge ist eine u¨berabza¨hlbar große Anzahl von
Beru¨hrpunkten. Ein bekanntes Beispiel dazu (z.B. bei [Knopp, p. 91 f.]) ist eine
Abza¨hlung der rationalen Zahlen, die alle reellen Zahlen als Beru¨hrpunktmenge
besitzt.
Man kann der Ansicht sein, daß eine mo¨gliche Einteilung der Komplexita¨t ei-
ner Folge u¨ber die Ma¨chtigkeit der Beru¨hrpunktmenge mo¨glich ist und Folgen mit
u¨berabza¨hlbar vielen Beru¨hrpunkten eine große Komplexita¨t besitzen. Dies kann
zumindest bei den hier betrachteten Folgen behauptet werden, wa¨hrend z.B. bei
unbeschra¨nkten Folgen drastische Abweichungen bestehen. So hat die Folge
(
n
Qn
)
zu einer der oben betrachteten Quotientenfolgen (Qn) zwar nur einen einzigen
(uneigentlichen) Beru¨hrpunkt ∞, ist aber z.B. in Bezug auf das Schwingungsver-
halten nicht weniger kompliziert als (Qn) selbst.
Nun kann man sich noch fragen, ob es Beru¨hrpunkte gibt, die isoliert sind, oder
ob sie
”
dicht“ liegen. Da im Beweis des letzten Satzes einige Aussagen allgemei-
ner gezeigt wurden, als es dort no¨tig war, kann man einen Satz u¨ber die Dichte
der Beru¨hrpunkte leicht folgern, ohne daß weitere Abscha¨tzungen oder a¨hnliches
no¨tig wa¨ren.
Folgerung 3.2 (Dichte der Beru¨hrpunkte : a¯p ∪ s)
Sei eine normierte, stufentreue oder normierte, periodische, nicht ausgeartete
Baumrekursion gegeben. Sei z ein Beru¨hrpunkt der Quotientenfolge (Qn) der
Baumrekursion. Dann gibt es zu jedem  > 0 u¨berabza¨hlbar viele Beru¨hrpunk-
te zˆ 6= z von (Qn) mit |z − zˆ| < .
Beweis:
Sei z ein beliebiger Beru¨hrpunkt von Qn. Dann ist er nach Satz 3.12 ein δ-Beru¨hr-
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punkt, d.h. es gibt einen unendlichen Weg im δ-Baum, dessen zugeho¨rige Teilfolge
von Qn gegen z strebt. Die Labels dieses unendlichen Weges streben gegen un-
endlich. Damit strebt nach dem Beweis von Beh. 6 im Beweis von Satz 3.12 die
La¨nge der zugeho¨rigen Beru¨hrpunkt-Intervalle gegen Null. Also gibt es zu jedem
 > 0 ein Label s auf dem unendlichen Weg, das |Is| <  erfu¨llt. Es ist gezeigt
worden, daß alle unendlichen Wege durch s Beru¨hrpunkte nach sich ziehen, die
in Is liegen (Beh. 3 im Beweis von Satz 3.12). Dies gilt auch fu¨r z und fu¨r jedes
zˆ ∈ Is, zˆ 6= z, gilt: |z − zˆ| < . Nun muß noch gezeigt werden, daß es u¨berabza¨hl-
bar viele verschiedene zˆ’s gibt.
O.B.d.A. ist der Teilbaum Ts des δ-Baumes ein Teilbaum des Baumes T aus dem
vorigen Beweis (wa¨hle sonst ein
”
tiefer“ liegendes s). Alle U¨berlegungen, die im
vorigen Beweis u¨ber T angestellt wurden, lassen sich direkt auf Ts u¨bertragen
(z.B. beginnt die Konstruktion der Menge M bei der Wurzel von Ts anstatt bei
der von T ). Damit ergibt sich, daß es u¨berabza¨hlbar viele verschiedene Beru¨hr-
punkte zˆ in Is gibt. Damit ist die Aussage des Satzes bewiesen.
Zusammenfassend wird in Abbildung 3.24 noch einmal dargestellt, bei welchen
Klassen von Baumrekursionen eine abza¨hlbare bzw. u¨berabza¨hlbare Menge von
Beru¨hrpunkten der Quotientenfolge nachgewiesen werden konnte (vgl. auch Ab-
bildung 2.5 auf Seite 48 und dazugeho¨rende Anmerkungen).
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Abbildung 3.24: Beru¨hrpunktzahl der Quotientenfolgen bei Baumrekursionen.
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Bemerkung:
Bei der Betrachtung von Abbildung 3.24 erkennt man leicht ein offenes Problem:
Wieviele Beru¨hrpunkte hat eine Quotientenfolge, deren kleinere Abstiegsfunktion
zwar nicht ausgeartet, aber weder periodisch noch stufentreu ist? Besteht hier ir-
gend ein notwendiger oder hinreichender Zusammenhang zur Beschra¨nktheit der
Quotientenfolge? Diese Fragestellungen konnten im Rahmen dieser Arbeit nicht
gekla¨rt werden und stellen ein interessantes Problemfeld fu¨r zuku¨nftige Untersu-
chungen dar.
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Kapitel 4
Struktura¨hnlichkeiten bei
Baumrekursionen
Dieses Kapitel behandelt im Gegensatz zum vorigen im wesentlichen Probleme,
die die
”
graphische Gestalt“ der Quotientenfolge von Baumrekursionen betref-
fen. Zu nennen sind das scheinbar periodische Auftreten bestimmter Stu¨cke mit
a¨hnlichem Aussehen sowie Struktura¨hnlichkeiten bei verschiedenen, nicht mono-
tonen Teilfolgen, die u¨ber unendliche Teilba¨ume des δ-Baumes gebildet werden.
Die in diesem Kapitel betrachteten Aspekte werden oft abku¨rzend mit dem Be-
griff
”
Reihenfolge“ umschrieben.
4.1 Links- und Rechtsweg-Periodizita¨t
Eine mit den bisherigen Betrachtungen nicht schwierige, jedoch fu¨r das Folgenbild
zentrale Aussage ist eine gewisse Regelma¨ßigkeit des Auftretens a¨hnlicher Werte,
die im Folgenbild einen regelma¨ßig aufgebauten Eindruck erzeugen. Ein Beispiel
dazu ist in Abbildung 4.1 dargestellt. Dort ist der Anfang der Quotientenfolge
zur Baumrekursion mit α = period[0, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 1] dargestellt.
Um einen Grund fu¨r dieses Pha¨nomen zu finden, werden im δ-Baum bestimm-
te unendliche Wege betrachtet, die ab einem bestimmten Label nur noch nach
rechts oder nach links verlaufen. Als Linksweg wird eine Folge s, λ(s), λ2(s),....,
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Abbildung 4.1: Quotientenfolge mit Wiederholung a¨hnlich aussehender Stu¨cke.
als Rechtsweg entsprechend s, ρ (s), ρ 2(s),.... bezeichnet.1
Wegen
Qρ k(s) = ∆cρ k(s)Qρ k−1(s) bzw. Qλk(s) = ∆cλk(s)Qλk−1(s)
handelt es sich bei
(
Qρ k(s)
)
k≥0
und
(
Qλk(s)
)
k≥0
um auffallende, im Falle be-
schra¨nkter Quotientenfolgen um konvergente, Teilfolgen. Die Frage dieses Ab-
schnitts lautet, wann ein Links-/Rechtsweg wieder durchlaufen wird, wenn er
gerade durchlaufen wurde.
1Es wird hier also abweichend von der Definition unendlicher Wege im δ-Baum nur das
”
gleichgerichtete“ unendliche Endstu¨ck des unendlichen Weges betrachtet. Wesentliche Abwei-
chungen ergeben sich dadurch nicht.
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Satz 4.1 (Rechts- und Linksintervalle : a¯)
Seien durch
L0 := {1}, Lk := [λk(1), λk+1(1)− 1]
und
R0 := {1}, Rk := [ρ k−1(1) + 1, ρ k(1)]
(ρ 0(1) = 1) Folgen von (diskreten) Rechts- und Links-Intervallen definiert.
Dann werden alle begonnenen Linkswege aus Lk−1 in Lk durchlaufen, ferner wer-
den alle begonnenen Rechtswege aus Rk−1 in Rk durchlaufen. Dabei wird die Rei-
henfolge stets beibehalten.
Daneben werden in Lk noch Linkswege bzw. in Rk noch Rechtswege neu be-
gru¨ndet. Neue Linkswege entstehen an neuen Rechtsabzweigungen, wa¨hrend
Linksabzweigungen einen alten Linksweg fortsetzen. Dies ist auch in Abbildung
4.2 illustriert. Bei Rechtswegen ist die Situation spiegelverkehrt entsprechend.
s1 s2
alter
Linksweg
neuer
Linksweg
s
Abbildung 4.2: Bildung neuer und Wiederholung alter Linkswege.
Beweis:
Zeige: Ist s ∈ Lk, so ist λ(s) ∈ Lk+1.
Dazu: λ ist streng isoton 2. Betrachtet man λ0(1) = 1, so gilt nach der Defi-
nition von Lk:
λk(1) ≤ s < λk+1(1)︸ ︷︷ ︸
s∈Lk
Isotonie
=⇒ λk+1(1) ≤ λ(s) < λk+2(1)︸ ︷︷ ︸
λ(s)∈Lk+1
(4.1)
2streng, da jedes Label im δ-Baum genau einmal auftritt.
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Die Beibehaltung der Reihenfolge folgt aus der rekursiven Konstruktion des δ-
Baumes (Satz 2.4). Man kann dies aber auch mit Hilfe der strengen Isotonie
zeigen: s1 < s2 ⇒ λ(s1) < λ(s2).
Fu¨r Rk ist alles analog.
Die Aussage bedeutet im Falle der Lk (Rk entsprechend):
Lk+1 entha¨lt (neben anderen Werten, u¨ber die nichts gesagt werden kann) |Lk|
Werte, die den Werten aus Lk sehr a¨hnlich sind; genauer: zu jedem Wert aus
Lk entha¨lt Lk+1 einen sehr a¨hnlichen, wobei hier unter sehr a¨hnlich verstanden
werden soll, daß die Werte sich nur um einen Faktor n
n−1
unterscheiden. Dieser
Faktor strebt fu¨r fu¨r n→∞ jedoch gegen 1.
Zur Veranschaulichung werden in Abbildung 4.3 jeweils zwei aufeinanderfolgende
Rechts- und Links-Intervalle im Diagramm der Quotientenfolge zu α = period[0,
0, 1, 0, 1, 1, 0, 1] markiert.
Da die Links- und die Rechtsintervalle sich je nach Rekursion unterschiedlich
durchdringen, entstehen je nach A¨hnlichkeit bzw. Una¨hnlichkeit der beiden In-
tervallfolgen ganz unterschiedliche Folgenbilder. Dies sei bei den periodischen,
nicht ausgearteten Baumrekursionen kurz dargestellt.
Bei periodischen Baumrekursionen gilt, wenn man mit Satz 3.5 grob abscha¨tzt:3
λk(1) ≈ c ·
(
p
p0
)k
, ρ k(1) ≈ c ·
(
p
p1
)k
Wegen der Forderung, daß die Rekursion nicht ausgeartet sein soll, ist p1 ≥ 1
und wegen der Normierungsbedingung ist p0 ≥ p1. Es gibt zwei Extremfa¨lle:
• i) mo¨glichst unfairer Fall
p0 = p− 1, p1 = 1
• ii) fairer Fall
p0 = p1 =
p
2
p gerade
3n.b.: λk(1) ist das linke Intervallende von Lk, ρ
k(1) das rechte Intervallende von Rk.
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Abbildung 4.3: Links- und Rechts-Intervalle einer Quotientenfolge.
- zu i)
Die Bedingung bedeutet:
λk(1) ≈ c ·
(
p
p− 1
)k
, ρ k(1) ≈ c · pk
Wa¨hlt man p sehr groß, so werden nur selten neue Linkswege gebildet und
viel ha¨ufiger alte Linkswege durchlaufen. Es kommt hierbei auf p − 1 al-
te Linkswege nur ein neuer Linksweg. Lk+1 besteht somit aus einem hohen
Anteil von Werten, die sich von denen aus Lk nur geringfu¨gig unterscheiden.
Schenkt man (z.B. ab einem gewissen ) den A¨nderungen auf den Links-
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wegen keine Beachtung mehr, d.h. man sieht die
”
sehr a¨hnlichen“ Werte
als gleich an, so u¨berwiegt der Anteil der periodisch wiederholten Werte
bei weitem den Anteil abweichender Werte. Dies kann man in Abbildung
4.4 an einem Abschnitt der Quotientenfolge zu α = period[039, 1] gut nach-
vollziehen. Das Folgenbild macht hierbei einen sich gleichma¨ßig geringfu¨gig
a¨ndernden Eindruck.
0
20
40
60
80
1600 1700 1800 1900 2000
Abbildung 4.4: Scheinbar periodisches Verhalten im unfairen Fall.
Noch extremer wird dies, wenn man die periodischen Abstiegsfunktionen
verla¨ßt und noch schwa¨cher wachsende Abstiegsfunktionen α wa¨hlt, wie
z.B. α(n) = blogp(n)c zu p ∈ IN≥2. Dann wird die Periodizita¨t von ≈
logp(n) Werten nur alle p
k Werte durchbrochen. Z.B. werden bei log2(n)
fu¨r n > 1024 zehn Werte periodisch4 wiederholt und bei n = 2048 kommt
ein elfter Wert hinzu, der dann wieder in die Periodizita¨t aufgenommen
wird. Abbildung 4.5 zeigt dies auf einem Stu¨ck ohne neu hinzukommenden
Linksweg-Wert, um das im Vergleich zum unfair periodischen Fall noch
gleichma¨ßigere Folgenbild darzustellen. (Es handelt sich dabei um den ent-
4nur a¨hnlich
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sprechenden Folgenabschnitt wie bei der Abbildung zum unfairen Fall.)
2
3
4
5
6
1600 1700 1800 1900 2000
Abbildung 4.5: Scheinbar noch periodischeres Verhalten bei α(n) = blog2(n)c
- zu ii)
Die Bedingung bedeutet:
λk(1) ≈ c ·
(
p
p
2
)k
= c · 2k, ρ k(1) ≈ c · 2k
Hier ist ein (Fast-)Gleichgewichts-Zustand zu beobachten. Die Zahl der
Durchla¨ufe alter Links-(bzw. Rechts-)wege entspricht ungefa¨hr der Zahl der
neu geschaffenen Links-(bzw. Rechts-)wege. Die Intervalla¨ngen verdoppeln
sich in jedem Schritt und oft sehen die Folgen eingeschra¨nkt auf Lk+1 wie
Verfeinerungen oder Verdopplungen der Folgen eingeschra¨nkt auf Lk aus.
Diese Pha¨nomene entstehen dadurch, daß die Lk und die Rk sich weitra¨um-
ig u¨berschneiden und so auch die neuen (d.h. nicht nur die alten) Links-
wege in Lk+1 oft, aber nicht immer, aus Lk erzeugt werden (neue Linkswe-
ge=Rechtsabzweigungen bewirken auch eine große Werte-A¨hnlichkeit.). Als
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Beispiel wird die fair-periodische Baumrekursion mit α = period[0, 0, 1, 0, 1,
1, 0, 0, 1, 0, 1, 0, 1, 1] in Abbildung 4.6 vorgestellt.
1
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Abbildung 4.6: A¨hnlich aufgebaute, gro¨ßer werdende Abschnitte im fair - peri-
odischen Fall.
Zwischen den beiden mit den Fa¨llen i) und ii) dargestellten Extremen liegen
viele hier nicht betrachtete periodische Baumrekursionen. Ziemlich interme-
dia¨re Beispiele (vgl. z.B. zu α = period[0, 0, 1] das links-obere Bild von Ab-
bildung 5.6) zeigen dabei weniger deutliche Struktureigenschaften, wa¨hrend
sich beispielsweise
”
wenig unfaire“ periodische Baumrekursionen a¨hnlich
wie fair-periodische Baumrekursionen verhalten, wie an dem am Anfang
dieses Abschnitts in Abbildung 4.1 dargestellten Beispiel zu sehen ist. Hier
ist die Zahl der Nullen im 0-1-Code mit acht nur wenig gro¨ßer als die der
sieben Einsen. Das Folgenbild a¨hnelt daher dem des fair-periodischen Falls.
Noch deutlicher als im fair-periodischen Fall du¨rfte das Folgenbild geglie-
dert sein, falls nicht nur alle alten, sondern auch alle neuen Linkswege aus
Lk+1 aus den Werten aus Lk gebildet werden, d.h. wenn gilt:
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Lk = Rk fu¨r alle k ≥ 0
Dann wu¨rden bei U¨bergang k → k + 1 die Intervallla¨ngen verdoppelt und
nur noch neue Links-/Rechtswege aus dem vorigen Intervall gebildet! Der
Frage, unter welchen Voraussetzung diese Bedingung gilt, soll im folgenden
nachgegangen werden. Dazu werden wieder allgemeine (nicht ausgeartete)
Baumrekursionen betrachtet.
Vorher soll jedoch noch ein Beispiel vorgestellt werden, das nachweist, daß
diese Aussage aus fairer Periodizita¨t noch nicht folgt:
Beispiel 4.1
Sei α := period([0, 0, 1, 1]). Es wird der δ-Baum-Anfang in Abbildung 4.7
betrachtet.
1
2 4
3 5 7 9
6 8 10 12 14 16 18 20
11 13 15 17 19
Abbildung 4.7: δ-Baum-Anfang zu α = period[0, 0, 1, 1].
Die Intervalle sehen zu Beginn folgendermaßen aus:
L0 = {1} R0 = {1}
L1 = {2} R1 = {2, 3, 4}
L2 = {3, 4, 5} R2 = {5, 6, 7, 8, 9}
L3 = {6, 7, 8, 9, 10} R3 = {10, 11, 12, 13, 14, 15, 16, 17, 18, 19}
Man sieht, daß sich Lk+1 und Rk stark u¨berschneiden, aber nicht gleich sind.
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Wann Gleichheit auftritt, sagt der folgende Satz:
Satz 4.2 (s)
Die Eigenschaft Lk = Rk fu¨r alle k ≥ 0 erfu¨llen genau die stufentreuen
(normierten) Baumrekursionen.
Beweis:
(bis Seite 131)
Der Beweis wird in zwei Schritten gefu¨hrt:
– 1. Schritt: Die stufentreuen Baumrekursionen erfu¨llen Lk = Rk fu¨r alle
k ≥ 0. Dies geht aus der Definition der Intervalle in Satz 4.1 und aus
Satz 3.6 hervor.
– 2. Schritt: Nur stufentreue Rekursionen erfu¨llen die Aussage des Sat-
zes.
Sei eine nicht ausgeartete, normierte Baumrekursion gegeben, die Lk =
Rk fu¨r alle k ≥ 0 erfu¨llt.
Behauptung 1:
|Lk+1| = 2 · |Lk| fu¨r alle k ≥ 0.
Beweis:
In (4.1) auf Seite 123 ist gezeigt worden, daß s ∈ Lk =⇒ λ(s) ∈ Lk+1
und s ∈ Rk =⇒ ρ (s) ∈ Rk+1 gelten. Wegen Lk = Rk gilt:
s ∈ Lk =⇒ λ(s) ∈ Lk+1, ρ (s) ∈ Lk+1
Damit gilt |Lk+1| ≥ 2 · |Lk|.
Sei nun angenommen, es ga¨be ein t ∈ Lk+1 mit t 6= ρ (s) und t 6= λ(s)
fu¨r alle s ∈ Lk. Da k + 1 ≥ 1 ist, ist t > 1 und es gibt ein q < t mit
t = λ(q) oder t = ρ (q). Da nach der Annahme q nicht in Lk liegt,
ko¨nnte q in Lj, j ≤ k − 1 oder in Lk+1 liegen. Aus dem ersten Fall
folgt nach oben gemachten Aussagen, daß t ∈ Lj+1 gilt. Dies ist ein
Widerspruch, da j + 1 ≤ k < k + 1 ist und t folglich nicht in Lk+1
liegen kann. Der zweite Fall fu¨hrt analog zu einem Widerspruch, da
aus q ∈ Lk+1 t ∈ Lk+2 folgt.
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Da |L0| = 1 gilt, folgt aus Behauptung 1:
|Lk| = 2k fu¨r alle k ≥ 0
Nach der Definition der Intervalle bedeutet dies:
λk(1) = 2k, ρ k(1) = 2k+1 − 1 fu¨r alle k ≥ 0
Im Gegensatz zu den Abstiegsfunktionen sind die Links- und Rechts-
funktionen immer invertierbar: Die Werte der Links- und Rechtsfunk-
tionen sind Sprungstellen der jeweiligen Abstiegsfunktion und damit
auch dort invertierbar. Da α normiert ist, gilt λ = β−1 und ρ = α−1.
Damit folgt aus der letzten Identita¨t:
Behauptung 2:
β(2k) = 2k−1, α(2k+1 − 1) = 2k − 1 fu¨r alle k ≥ 1
Beweis:
Mit der letzten Aussage und allgemeinen Rechenregeln fu¨r die Pseu-
doinverse gilt:
2k−1 = λk−1(1) = β−(k−1)(1) = β(β−1(β−(k−1)(1)))
= β(β−k(1)) = β(λk(1)) = β(2k)
Fu¨r α ist die Aussage analog zu zeigen.
Daß 2k = λk(1) eine Sprungstelle von β ist, bedeutet 2k−1 = β(2k) =
β(2k − 1) + 1. Damit gilt mit Behauptung 2:
β(2k − 1) = 2k−1 − 1 = α(2k − 1)
Dies bedeutet jedoch, daß die Rekursion stufentreu ist. Damit ist der
Beweis abgeschlossen.
Beispiel 4.2
Zum Abschluß dieses Abschnitts soll noch das Folgenbild einer stufentreuen
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Baumrekursion vorgestellt werden. Es sei dazu in freier Weise definiert:
α¯ := 0, 1, (0, 1)2, 04, 14, (0, 1)8, (0, 1)16, 032, 132, (0, 1)64, 0128, 1128, . . .
Der Anfang der dazugeho¨renden Quotientenfolge ist in Abbildung 4.8 dargestellt.
Es sei darauf hingewiesen, daß nicht alle stufentreuen Baumrekursionen eine
solch scho¨ne Gestalt besitzen.
1
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Abbildung 4.8: Quotientenfolge der stufentreuen Baumrekursion aus Beispiel 4.2.
Zusammenfassend wird in Abbildung 4.9 das Ergebnis dieses Abschnitts in Hin-
blick auf die jeweilige relative La¨nge der Rechts- und Links-Intervalle bei ver-
schiedenen Klassen von Baumrekursionen dargestellt (vgl auch Abbildung 2.5
auf Seite 48 und dazugeho¨rende Anmerkungen).
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=    nicht betrachtet
=    identische Rechts− und Links−Intervalle
=    Übergänge
=    unterschiedlich lange Rechts− und Links−Intervalle
=    ungefähr gleich lange Rechts− und Links−Intervalle
Abbildung 4.9: Rechts- und Links-Intervalle bei verschiedenen Klassen von Baum-
rekursionen.
4.2 Ordnungsisomorphie von Teilba¨umen
Diese Arbeit behandelte bisher im wesentlichen einen Typ von Teilfolgen der
Quotientenfolgen, na¨mlich Teilfolgen entlang von unendlichen Wegen im δ-Baum.
Diese Teilfolgen waren stets monoton und oft konvergent. Jetzt soll sich anderen
Teilfolgen gena¨hert werden, die keineswegs monoton sind, sondern in ihrem Ver-
halten der Quotientenfolge sehr a¨hneln.
Es handelt sich um Teilfolgen zu unendlichen Teilba¨umen des δ-Baumes. Es
wird dazu ein Teilbaum Ts mit Wurzel s des δ-Baumes T ausgewa¨hlt und die
Teilfolge genau all jener Folgenwerte Qn betrachtet, deren Index n Label von
Ts ist. Die endgu¨ltige Teilfolge (Q˜n)n≥1 entsteht durch Neuindizierung der aus-
gewa¨hlten Werte. Der Vorgang der Teilfolgenbildung wird an einem Beispiel
(α = period[0, 0, 1]) vorgefu¨hrt in Abbildung 4.10.
Es ist zu beachten, daß nach der Neu-Indizierung die Folge (Q˜n)n≥1 die folgende
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Abbildung 4.10: Bildung einer Teilbaum-Teilfolge.
Darstellung hat:
Q˜1 = Q2, Q˜2 = Q3, Q˜3 = Q5, Q˜4 = Q7, Q˜5 = Q8, . . .
Um einen Einblick in die Gestalt der Teilbaum-Teilfolgen zu erhalten, werden
eine Quotientenfolge und zwei spezielle Teilfolgen in einem Beispiel betrachtet.
Beispiel 4.3
In Abbildung 4.11 wird ein Teilstu¨ck der Quotientenfolge zur Baumrekursion mit
α = period[0, 1, 0, 0, 1, 1, 0, 1] dargestellt und dazu (in dieser Reihenfolge) im glei-
chen Argumentbereich die neu indizierten Teilbaumteilfolgen zu Teilba¨umen mit
Wurzellabels 4 und 5.
Die Teilfolgen des Beispiels sehen der Originalfolge sehr a¨hnlich, insbesondere
entspricht das Hintereinanderfolgen von Auf- und Abschwu¨ngen, sogar in etwa
die Gro¨ßenrelationen der Spru¨nge der zweiten Teilfolge dem Verhalten der Quo-
tientenfolge. Man fragt sich natu¨rlich, woran das liegt.
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Abbildung 4.11: Quotientenfolge mit zwei Teilbaumteilfolgen.
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Eine mo¨gliche Antwort liegt in der Struktur des δ-Baumes. Es ist gezeigt worden,
daß der δ-Baum eine starke Ordnung hat und die entsprechenden Ordnungsre-
lationen auch fu¨r die Teilba¨ume gelten. Der Unterschied ist nur die Gro¨ße der
entsprechenden Labels, die natu¨rlich eine andere Gro¨ßenrelation der Randwerte,
deren Quotienten und der Werte der Quotientenfolge zur Folge haben. Wesentli-
cher fu¨r das Gesamtbild der Folge ist aber die Reihenfolge des Durchlaufens der
einzelnen Stellen des δ-Baumes.
Diese Reihenfolge soll sowohl im δ-Baum wie auch in seinen Teilba¨umen verglei-
chend betrachtet werden. Hinderlich ist dabei, daß jeder Teilbaum eine andere
Labelmenge besitzt. Man kann dies durch die folgende Definition ausgleichen:
Definition 4.1 (Abbildung Ψ)
Es wird eine Abbildung Ψ definiert, die Teilba¨ume von δ-Ba¨umen auf Ba¨ume in
der Standardlabelung abbildet. Dabei wird die Struktur beibehalten, jedoch werden
die Labels der Reihenfolge nach auf die natu¨rlichen Zahlen abgebildet. So steht
an der Stelle in Ψ(Ts), an der in Ts das n-gro¨ßte Label steht, das Label n.
Bemerkung:
Es ist zu beachten, daß die Neu-Labelung eines Teilbaumes bei Anwendung der
Abbildung Ψ der Neu-Indizierung der entsprechenden Teilbaum-Teilfolge (s.o.)
entspricht.
Beispiel 4.4
Den Anfang eines beliebigen (fiktiven!) Teilbaumes und das Bild unter Ψ kann
man in Abbildung 4.12 betrachten.
Dort ist im gezeigten Teilbaum-Abschnitt die 5 das kleinste Label5. Deswegen steht
an derselben Stelle in Ψ(T5) eine 1. Entsprechend ist die 7 das zweitkleinste
Label in T5 und sie fu¨hrt zu einer 2 an der entsprechenden Stelle in Ψ(T5). Analog
fu¨hrt die 11 in T5 zu der 3 in Ψ(T5) usw..
Mit Hilfe dieser Abbildung Ψ kann man eine A¨quivalenzrelation auf der Menge
der Teilba¨ume eines δ-Baumes definieren:
5wie auch wegen Monotonie von oben nach unten im gesamten Teilbaum - vgl. z.B. Abbil-
dung 3.1.
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Abbildung 4.12: Abbildung eines beispielhaften Teilbaumes unter Ψ.
Definition 4.2 (ordnungsisomorph)
Zwei Teilba¨ume Ts1 und Ts2 eines δ-Baumes T einer nicht ausgearteten, normier-
ten Baumrekursion heißen ordnungsisomorph, falls Ψ(Ts1) = Ψ(Ts2) gilt.
Daß es sich hierbei um eine A¨quivalenzrelation handelt, ist sofort ersichtlich und
wird nicht extra gezeigt. Im Falle einer A¨quivalenzrelation kann man sich immer
fragen, wie viele A¨quivalenzklassen es gibt. Bei der hier betrachteten Situation
ko¨nnte es theoretisch mindestens eine Ordnungsisomorphieklasse und maximal
abza¨hlbar unendlich viele solcher Klassen geben. Es soll jetzt gezeigt werden, daß
diese beiden Mo¨glichkeiten auch angenommen werden.
Beispiel 4.5
Es wird die einfachste nicht ausgeartete, periodische Baumrekursion mit α =
period[0, 1] betrachtet. In diesem Fall haben die Rechts- und die Linksfunktion
eine sehr einfache Darstellung, na¨mlich:
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λ(s) = 2s, ρ (s) = 2s+ 1
Damit kann man einen beliebigen Teilbaum Ts allgemein darstellen und sehen,
daß Ψ(Ts) immer gleich ist, wie Abbildung 4.13 zeigt.
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17
(T )s
T s
2s 2s+1
4s 4s+1 4s+2 4s+3
8s+18s 8s+2 8s+3 8s+4 8s+5 8s+6 8s+7
16s 16s+1
s
Abbildung 4.13: Abbildung eines beliebigen Teilbaumes aus Beispiel 4.5 unter Ψ.
In diesem Beispiel gibt es also nur eine Klasse von ordnungsisomorphen Teilba¨um-
en, d.h. alle Teilba¨ume sind zueinander ordnungsisomorph.
Nun stellt sich die Frage, ob es auch Fa¨lle mit unendlich vielen Ordnungsiso-
morphieklassen von Teilba¨umen gibt. Das folgende Beispiel beantwortet diese
Frage positiv und zeigt sogar einen Fall fu¨r das andere Extrem: es gibt keine
ordnungsisomorphen Teilba¨ume.
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Beispiel 4.6
Gegeben sei die Baumrekursion zu
α¯ := 02, 1, 04, 1, 06, 1, 08, 1, 010, 1, 012, 1, . . . .
Dann sind alle Teilba¨ume des δ-Baumes T paarweise nicht zueinander ordnungs-
isomorph.
Der Beweis dieser Aussage wird im wesentlichen in fu¨nf Schritten gefu¨hrt, wo-
bei zur besseren U¨bersicht auch hier (wie sonst in Beweisen) beweisinterne Be-
hauptungen ausgegliedert werden. Die zweite Behauptung folgt aus der ersten, die
vierte aus der dritten. Schließlich folgt die fu¨nfte Behauptung aus der zweiten und
der vierten Behauptung.
Die im Beispiel aufgestellte Behauptung wird dadurch gezeigt, daß das Label des
rechten Sohnes der Wurzel von Ψ(Ts) fu¨r verschiedene s stets verschieden ist.
Genauer wird gezeigt, daß das angesprochene Label bei (s + 1) mindestens um
1 gro¨ßer ist als bei s. Damit ist dieses Label in Ψ(Tsi) i ∈ {1, 2} fu¨r zwei
verschiedene Teilba¨ume Ts1 und Ts1 niemals identisch und die Teilba¨ume sind
dementsprechend auch niemals ordnungsisomorph.
Nun stellt sich die Frage, wie man die gesuchten Labels erha¨lt. Definiert man mit
T (n)s den endlichen Teilbaum von Ts (des Teilbaumes von T mit Wurzel s) mit
ausschließlich allen Labels ≤ n, so erha¨lt man das gesuchte Label ρ (1) von Ψ(Ts)
als
∣∣∣T (ρ (s))s ∣∣∣. Dies wird versta¨ndlich, wenn man beachtet, daß in beiden Ba¨umen
die gleiche Stelle betrachtet wird, und die rekursive Konstruktion des δ-Baumes
als zeitliche Entwicklung angesehen wird: Dann gibt
∣∣∣T (n)s ∣∣∣ die Anzahl der Labels
von Ts zum ”
Zeitpunkt“ n an und folglich
∣∣∣T (ρ (s))s ∣∣∣ das gesuchte Label, da ρ (s)
das in T (ρ (s))s zuletzt eingefu¨gte Label ist. Die Abbildung 4.14 zeigt die im fol-
genden betrachteten Teilba¨ume T (ρ (s))s und T
(ρ (s))
s+1 , d.h. Ts und Ts+1 jeweils zum
”
Zeitpunkt“ ρ (s). Deren Gro¨ßenunterschied ist maßgeblich fu¨r die zu zeigende
Aussage. T
(ρ (s))
s+1 besteht nur aus einem Linksweg, der bei (s+1) startet, wa¨hrend
T (ρ (s))s neben einem Linksweg zusa¨tzlich noch ein Rechtslabel ρ (s) entha¨lt. Diese
Beobachtung fu¨hrt dazu, erst einmal Linkswege mit benachbarten Start-Labels ge-
nauer zu betrachten.
Sei der beim Label s startende Linksweg zum
”
Zeitpunkt“ n definiert durch l(n)s :=
{λi(s) ≤ n, i ≥ 0}. Mit dieser Definition gilt die folgende Behauptung.
Behauptung 1:
Fu¨r Linkswege mit aufeinanderfolgenden Start-Labels in δ-Ba¨umen nicht ausge-
arteter Baumrekursionen gilt die folgende Abscha¨tzung:
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Abbildung 4.14: Teilba¨ume T (ρ (s))s und T
(ρ (s))
s+1 .
∣∣∣l(n)s ∣∣∣− ∣∣∣l(n)s+1∣∣∣ ≤ 1 n ≥ 1, s ≥ 1
Beweis:
Es werden zwei Fa¨lle unterschieden: Ist im ersten Fall das Label s+1 linker Sohn
von s, so gilt fu¨r n ≥ s die Beziehung
∣∣∣l(n)s ∣∣∣− ∣∣∣l(n)s+1∣∣∣ = 1, da der eine Linksweg den
andere entha¨lt. Fu¨r n < s haben beide Linkswege kein Label und deswegen ist die
Differenz Null.
Im anderen Fall sind beide Linkswege disjunkt. Wird an den bei s beginnen-
den Linksweg ein weiteres Element angefu¨gt, so wird das na¨chste Element, das
an einen der beiden Linkswege angefu¨gt wird, an den bei (s + 1) beginnenden
Linksweg angeha¨ngt, da aus s < s + 1 < λ(s) (hier ist s + 1 6= λ(s)) stets
λk(s) < λk(s + 1) < λk+1(s) folgt. Damit hat zu jedem Zeitpunkt der bei s star-
tende Linksweg maximal ein Label mehr als der bei s+ 1 startende Linksweg.
Wie schon gesagt, besteht T
(ρ (s))
s+1 nur aus dem Linksweg l
(ρ (s))
s+1 , wa¨hrend T
(ρ (s))
s
neben dem Linksweg l(ρ (s))s noch das Label ρ (s) entha¨lt. Damit folgt aus der vori-
gen Behauptung direkt die folgende Behauptung.
Behauptung 2:
Fu¨r Teilba¨ume mit aufeinanderfolgenden Wurzel-Labels von δ-Ba¨umen nicht aus-
gearteter Baumrekursionen gilt die folgende Abscha¨tzung:
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∣∣∣T (ρ (s))s ∣∣∣− ∣∣∣T (ρ (s))s+1 ∣∣∣ ≤ 2 s ≥ 1
Bevor diese allgemeinen Aussagen benutzt werden ko¨nnen, mu¨ssen erst Infor-
mationen u¨ber die hier betrachtete spezielle Baumrekursion gesammelt werden.
Den Anfang macht die folgende Behauptung.
Behauptung 3:
Fu¨r die hier betrachtete Baumrekursion gilt fu¨r n ≥ 1: Zum
”
Zeitpunkt“ ρ (n) exi-
stieren n+1 Linkswege. Diese werden anschließend bis zum
”
Zeitpunkt“ ρ (n+1)
jeweils genau zweimal durchlaufen! (Zum
”
Zeitpunkt“ 1 existiert 1 Linksweg, der
anschließend bis zum
”
Zeitpunkt“ ρ (1) genau zweimal durchlaufen wird.)
Beweis: Dem
”
Zeitpunkt“ ρ (n) entspricht die n-te 1 im 0-1-Code α¯. Mit der
Wurzel wird im δ-Baum der erste Linksweg begru¨ndet. Jedes neue Linkselement
(0 im 0-1-Code α¯) a¨ndert die Anzahl der vorhandenen Linkswege nicht, wa¨hrend
jedes Rechtselement ρ (n) (1 im 0-1-Code α¯) die Zahl der Linkswege um eins
erho¨ht. Damit gibt es zum
”
Zeitpunkt“ ρ (n) genau (n+ 1) Linkswege.
Der zweite Teil der Behauptung wird direkt dadurch begru¨ndet, daß zwischen der
n-ten und der (n+1)-ten 1 im 0-1-Code α¯ genau 2n+2 Nullen stehen, d.h. genau
doppelt soviele wie es
”
es zu dieser Zeit“ Linkswege gibt. Also wird jeder existie-
rende Linksweg genau zweimal durchlaufen. (Zu Beginn des 0-1-Codes α¯ stehen
genau zwei Nullen und es gibt einen Linksweg, also auch hier genau doppelt so
viele Durchla¨ufe wie Linkswege.)
Hieraus folgt direkt die folgende Behauptung.
Behauptung 4:
Im Fall der hier betrachteten Baumrekursion gilt fu¨r s ≥ 1:
∣∣∣T (ρ (s+1))s+1 ∣∣∣ = ∣∣∣T (ρ (s))s+1 ∣∣∣+ 3
Beweis:
Wie gesagt, besteht T
(ρ (s))
s+1 ausschließlich aus dem Linksweg l
(ρ (s))
s+1 . Vom Zeitpunkt
ρ (s) bis zum Zeitpunkt ρ (s+1) wird nach Behauptung 3 jeder Linksweg, also auch
dieser genau zweimal durchlaufen, was zwei neue Linkselemente bewirkt. Dane-
ben erha¨lt T
(ρ (s+1))
s+1 zum Zeitpunkt ρ (s + 1) noch ein zusa¨tzliches (na¨mlich sein
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erstes!) Rechtselement ρ (s + 1). Damit hat T
(ρ (s+1))
s+1 insgesamt drei Labels mehr
als T
(ρ (s))
s+1 .
Setzt man Behauptung 2 in Behauptung 4 ein, so erha¨lt man die folgende Aussage.
Behauptung 5:
Fu¨r die hier betrachtete Baumrekursion gilt fu¨r s ≥ 1:
∣∣∣T (ρ (s+1))s+1 ∣∣∣ ≥ ∣∣∣T (ρ (s))s ∣∣∣+ 1
Dies beweist die Aussage diese Beispiels.
Damit ist gezeigt worden, daß bei nicht ausgearteten Baumrekursionen alle Teil-
ba¨ume oder auch gar keine Teilba¨ume ordnungsisomorph sein ko¨nnen d.h. insb.
sowohl eine als auch (abza¨hlbar) unendlich viele Ordnungsisomorphieklassen auf-
treten. Es wird jetzt langsam auf einen Fall hingearbeitet, in dem immer nur
endlich viele Klassen von ordnungsisomorphen Teilba¨umen auftreten.
Wie soll man so etwas jedoch beweisen?
Wann sind Ts1 und Ts2 ordnungsisomorph?
Es ist zum Glu¨ck nicht unbedingt no¨tig, Ψ(Tsi) zu bilden, um die Ordnungsi-
somorphie zu untersuchen. Man kann na¨mlich auch folgendermaßen vorgehen:
Man betrachtet zwei beliebige Stellen im δ-Baum T , Stelle X und Stelle Y. Ts1
und Ts2 sind dann ordnungsisomorph, wenn fu¨r jede Wahl von Stelle X und Stelle
Y gilt:
Das Label von Ts1 an der Stelle X ist kleiner als das Label von Ts1 an der
Stelle Y genau dann, wenn das Label von Ts2 an der Stelle X kleiner ist als
das Label von Ts1 an der Stelle Y ist. Die Situation ist auch in Abbildung
4.15 dargestellt. Unter den dort dargestellten Voraussetzungen muß stets gel-
ten: x1 < y1 ⇔ x2 < y2. (Fu¨r das Versta¨ndnis ist es hier wieder nu¨tzlich,
sich die Situation in Abbildung 4.15 als Schablone vorzustellen, die an den Stellen
X und Y die entsprechenden Labels xi und yi sichtbar werden la¨ßt, wenn man sie
an die Wurzel eines Teilbaumes anlegt.)
Bemerkung:
Gleichheit kann nicht auftreten, da an unterschiedlichen Stellen im δ-Baum stets
unterschiedliche Labels stehen.
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Abbildung 4.15: Situation zu zwei Stellen in verschiedenen Teilba¨umen.
Dieses Kriterium wird bei den folgenden Beweisen benutzt werden, aber in einer
formaleren Form, denn die Stellen werden wieder als Verkettungen der Rechts-
und der Linksfunktion beschrieben:
ζ := [ζi, . . . , ζ1], ζk ∈ {λ, ρ} (1 ≤ k ≤ i)
ξ := [ξj , . . . , ξ1], ξk ∈ {λ, ρ} (1 ≤ k ≤ j)
Dann ist das Label von Ts1 an der Stelle ζ genau ζ(s1)! Die Bedingung fu¨r Ord-
nungsisomorphie wird nun folgendermaßen umformuliert:
Lemma 4.1
Ts1 und Ts2 sind ordnungsisomorph genau dann, wenn fu¨r alle Stellen ζ und ξ gilt:
ζ(s1) < ξ(s1) ⇔ ζ(s2) < ξ(s2)
Bemerkung:
Die hierbei behauptete, eigentlich zu beweisende A¨quivalenz, ist nur eine Umfor-
mulierung der Definition der Ordnungsisomorphie, die die Abbildung Ψ umgeht.
Sie wird nur der Hervorhebung wegen als Lemma formuliert.
Im folgenden sollen periodische (nicht ausgeartete) Baumrekursionen betrach-
tet werden und die Eigenschaften von ζ und ξ untersucht werden. Sei dazu:
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i0 := Anzahl des Auftretens von λ im ζ-definierenden Vektor [ζi, . . . , ζ1]
i1 := Anzahl des Auftretens von ρ im ζ-definierenden Vektor [ζi, . . . , ζ1]
Sei j0 und j1 entsprechend fu¨r ξ u¨ber [ξj, . . . , ξ1] definiert.
Hiermit beweist man nun ein Lemma, das spa¨ter ermo¨glichen wird, die Wer-
te an verschiedenen Stellen zu vergleichen. Zum Versta¨ndnis des Lemmas vgl.
in Abschnitt 3.2 die Definitionen im Zusammenhang mit periodischen Abstiegs-
funktionen und ihren Pseudo-Inversen. (vgl. z.B.: p0 und p1 geben die Anzahl
der Einsen im definierenden Vektor an, wa¨hrend 0s bzw. 1s die Stelle im Vektor
angibt, an der die s-te 0 bzw. 1 steht. Weiter ist p0 + p1 = p.)
Lemma 4.2 (a¯fp)
Seien eine fair-periodische, nicht ausgeartete Baumrekursion gegeben und ζ fest
wie oben definiert. Dann gibt es eine Abbildung R : IN≥1 → IN≥1 und es gilt fu¨r
n ≥ 0 und 1 ≤ r ≤ p0:
ζ(p0 · n+ r) = 2i0+i1 · p0 · n+R(r) = 2i · p0 · n+R(r)
Zu beachten ist, daß R(r) nur vom Rest r und nicht von n abha¨ngt!
Beweis:
Dies wird durch Induktion u¨ber i ≥ 1 (Anzahl der verketteten (λ, ρ )-Funktionen
in ζ) bewiesen:
i = 1:
Aus Satz 3.3 weiß man, daß fu¨r ζ ∈ {λ, ρ} und x := 0 fu¨r ζ = λ sowie x := 1 fu¨r
ζ = ρ gilt fu¨r s ≥ 1 (zu beachten ist: p0 = p1, p = 2 · p0):
ζ(s) = p · ((s− 1)div p0) + 1 + x((s−1)mod p0)+1
Sei s = p0 · n+ r wie in der Voraussetzung. Dann gilt:
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ζ(s) = p · ([n · p0 + r − 1]div p0) + 1 + x([n·p0+r−1]mod p0)+1
= p︸︷︷︸
=2·p0
·n+ 1 + xr︸ ︷︷ ︸
=:R(r)
Dabei ha¨ngt R(r) nur von r und nicht von n ab. Weiter ist trivialerweise R(r) ≥
1. Damit ist der Induktionsanfang bewiesen.
i→ i+ 1:
Es seien ζ := [ζi+1, ζi, . . . , ζ1] und ζ
∗ := [ζi, . . . , ζ1] sowie i
∗
0 bzw. i
∗
1 entsprechend
zu ζ∗ definiert wie i0 und i1 zu ζ.
6 Dann gilt nach der Induktionsvoraussetzung.
ζ(p0 · n+ r) = ζi+1(ζ∗(p0 · n+ r)) Ind.vor.= ζi+1(2i · p0 · n+R1(r))
Weiterhin ist nach der InduktionsvoraussetzungR1(r) ≥ 1 undR1(r) unabha¨ngig
von n. Damit kann man die Darstellung R1(r) =: p0 · y + r∗ mit 1 ≤ r∗ ≤ p0
aufstellen, wobei auch y und r∗ nur von r und nicht von n abha¨ngen. Nun setzt
man diese Darstellung in das obige Zwischenergebnis ein und wendet darauf den
Induktionsanfang an:
ζ(p0 · n+ r) = ζi+1(2i · p0 · n+R1(r)) = ζi+1(p0(2i · n+ y) + r∗)
Ind.anf.
= 2 · p0(2i · n+ y) +R2(r∗) = 2i+1 · p0 · n+ 2 · y +R2(r∗)︸ ︷︷ ︸
=:R(r)
Da nach dem Induktionsanfang R2(r∗) nur von r∗ und nicht von 2i ·n+y abha¨ngt
und y und r∗ nur von r abha¨ngen, gilt dies auch fu¨r R(r) = 2 · y +R2(r∗). Da
r∗ ≥ 1 ist und nach dem Induktionsanfang auch R2(r∗) ≥ 1 gilt, ist damit auch
R(r) ≥ 1. Insgesamt folgt der Beweis des Induktionsschrittes und damit die Be-
hauptung.
Nun kann man dieses Lemma gleichzeitig auf zwei
”
Stellen-Funktionen“ ζ und ξ
anwenden und erha¨lt dabei einen interessanten Zusammenhang:
6n.b.: i0 + i1 = i+ 1, i
∗
0 + i
∗
1 = i.
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Lemma 4.3 (Relationen in δ-Ba¨umen fair-period. Baumrek.:a¯fp)
Seien ζ und ξ beliebig, aber fest, wie oben definiert. Dann gibt es in der Beziehung
zwischen ζ und ξ zwei Fa¨lle:
1. Fu¨r festes r mit 1 ≤ r ≤ p0 gilt:
(ζ(p0 ·n+ r) < ξ(p0 ·n+ r) fu¨r alle n ≥ 0) oder (ζ(p0 ·n+ r) > ξ(p0 ·n+ r)
fu¨r alle n ≥ 0),
d.h. die Gro¨ßenrelation von ζ und ξ ist periodisch modulo p0.
2. Es gibt ein s0 ∈ IN mit (ζ(s) < ξ(s) fu¨r alle s ≥ s0) oder (ζ(s) > ξ(s) fu¨r
alle s ≥ s0),
d.h. die Gro¨ßenrelation zwischen ζ und ξ ist schließlich einheitlich.
Beweis:
Nach dem gerade bewiesenen Lemma haben ζ und ξ die folgende Darstellung:
ζ(p0 · n+ r) = 2i · p0 · n+R1(r)
ξ(p0 · n+ r) = 2j · p0 · n+R2(r)
Es existieren zwei Fa¨lle:
Fall 1: i = j:
Dann ist ζ(p0 ·n+r)−ξ(p0 ·n+r) = R1(r)−R2(r). Da Labels immer verschieden
sind, kann fu¨r ζ 6= ξ nie R1(r) −R2(r) = 0 auftreten. Darum ist (bei festem r)
entweder R1(r) −R2(r) < 0, was ζ(p0 · n + r) < ξ(p0 · n + r) fu¨r alle n ≥ 0 zur
Folge hat, oder R1(r)−R2(r) > 0, was ζ(p0 · n+ r) > ξ(p0 · n+ r) fu¨r alle n ≥ 0
bedingt. Dies ist der erste Teil der Behauptung.
Fall 2: i 6= j:
Dann ist entweder i < j oder i > j. Man sieht leicht, daß in Abha¨ngigkeit der
Konstanten R1(1), . . . ,R1(p0) und R2(1), . . . ,R2(p0) schließlich eine der beiden
Funktionen u¨ber die andere hinauswa¨chst. Dies ist der zweite Teil der Behaup-
tung.
Nun ist der Zeitpunkt gekommen, um wieder eine Aussage u¨ber Teilbaum-Ord-
nungsisomorphie zu treffen. Diese Aussage folgt fast direkt aus dem vorigen Lem-
ma. Sie soll aber wegen ihrer Tragweite als Satz formuliert werden.
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Satz 4.3 (Endliche Zahl von Ordnungsisomorphieklassen : a¯fp)
Bei normierten, fair-periodischen Baumrekursionen gibt es nur endlich viele
Klassen ordnungsisomorpher Teilba¨ume des δ-Baumes.
Beweis:
Wenn man das vorige Lemma benutzt, kann man fu¨r zwei Funktionen ζ und ξ
folgern, daß sie als Stellen betrachtet entweder eine unterschiedliche Tiefe im δ-
Baum besitzen, d.h. i 6= j ist und damit eine der beiden Funktionen schließlich
gro¨ßer wird, oder ζ und ξ die gleiche Tiefe haben. In diesem Fall ist ihre Gro¨ßen-
relation konstant modulo p0.
Wenn man nun zeigen ko¨nnte, daß es ein s1 ∈ IN gibt, sodaß alle schließ-
lich in ihrer Gro¨ßenrelation einheitlichen Funktionspaare diese schließliche Ei-
genschaft gleichma¨ßig ab s1 besitzen, so wa¨re der Satz bewiesen. Denn dann es
ga¨be nur endlich viele Ordnungsisomorphie-Typen mit folgenden Vertretern: die
schließlich gu¨ltigen Funktionspaare sind ab s1 immer gleich. Fu¨r diese braucht
man also ho¨chstens die Typen Ψ(T1), . . . ,Ψ(Ts1). Da alle anderen Funktionspaa-
re periodisch modulo p0 sind, beno¨tigt man hierfu¨r maximal noch die Typen
Ψ(Ts1+1), . . . ,Ψ(Ts1+p0), denn es ist Ψ(Ts1+k·p0+r) = Ψ(Ts1+r) fu¨r 1 ≤ r ≤ p0 und
alle k ≥ 0. Dies gilt wegen der entsprechenden Periodizita¨t des einen Teils der
Funktionspaare und weil alle anderen Funktionspaare ab s1 immer die gleiche
Relation besitzen.
Nun muß nur noch die Existenz einer solchen gleichma¨ßigen Schranke s1 nachge-
wiesen werden:
Sei o.B.d.A. schließlich ζ < ξ (diese seien wie oben definiert) mit i = i0 + i1
und j = j0 + j1. Da nach der Ordnung im δ-Baum stets das gro¨ßte Label einer
Stufe am weitesten rechts in dieser Stufe steht und das entsprechende kleinste
am weitesten links, gilt hier ζ(s) ≤ ρ i(s) und ξ(s) ≥ λj(s). Hinreichend fu¨r
ζ(s) < ξ(s) ist also ρ i(s) < λj(s). Dies wird mit der gleichen Zielrichtung weiter
abgescha¨tzt und die Aussage von Satz 3.5 benutzt (wobei hier gilt: p0 = p1 und
p
p0
= 2p0
p0
= 2):
ρ i(s) ≤
(
p
p1
)i
·
(
s+
p · p1 + p1 − p
p− p1
)
= 2i · (s+ 2p0 − 1)
λj(s) ≥
(
p
p0
)j
·
(
s+
2p0 − p− p · p0
p− p0
)
= 2j · (s− 2p0)
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Mit der letzten Aussage ist damit hinreichend fu¨r ζ(s) < ξ(s) die Aussage:
2i(s+ 2p0 − 1) < 2j(s− 2p0)
Da nach Voraussetzung schließlich ζ < ξ gilt, geht dies nur fu¨r i < j (vgl. Dar-
stellung von ζ und ξ). Daraus folgt aber j ≥ i+ 1 und somit ist hinreichend fu¨r
ζ(s) < ξ(s):
2i(s+ 2p0 − 1) < 2i+1(s− 2p0) ⇔ s > 6p0 − 1
Man erha¨lt damit als gleichma¨ßige untere Schranke s1 := 6p0.
Damit hat eine fair-periodische Baumrekursionen ho¨chstens 7p0 Klassen ord-
nungsisomorpher Teilba¨ume und der Beweis ist abgeschlossen.
Ein wesentlicher Grund fu¨r die Korrektheit des vorigen Satzes ist gewesen, daß
man in Lemma 4.3 die Argumente von ζ und ξ mit p0 · n + r unabha¨ngig von ζ
und ξ wa¨hlen konnte. Verla¨ßt man jedoch die fair-periodischen Baumrekursionen
und betrachtet beliebige nicht ausgeartete, periodische Baumrekursionen, so gilt
dies nicht mehr. Dies wird deutlich, wenn man sich die allgemeinere Form von
Lemma 4.3 anschaut, die sich a¨hnlich zeigen la¨ßt und deren Beweis hier nicht
vorgestellt wird. Es handelt sich jedoch um eine interessante Aussage, die hier
als Satz formuliert wird.
Satz 4.4 (Relationen in δ-Ba¨umen period. Baumrekursionen : a¯p)
Sei eine periodische, nicht ausgeartete Baumrekursion gegeben und seien ζ und
ξ beliebig, aber fest, wie oben definiert und z0 := p0
max(i0,j0)p1
max(i1,j1). Dann gibt
es in der Beziehung zwischen ζ und ξ genau zwei Fa¨lle:
1. Fu¨r festes r mit 1 ≤ r ≤ z0 gilt:
(ζ(z0 ·n+ r) < ξ(z0 ·n+ r) fu¨r alle n ≥ 0) oder (ζ(z0 ·n+ r) > ξ(z0 ·n+ r)
fu¨r alle n ≥ 0),
d.h. die Gro¨ßenrelation von ζ und ξ ist periodisch modulo z0.
2. Es gibt ein s0 ∈ IN mit (ζ(s) < ξ(s) fu¨r alle s ≥ s0) oder (ζ(s) > ξ(s) fu¨r
alle s ≥ s0),
d.h. die Gro¨ßenrelation zwischen ζ und ξ ist schließlich einheitlich.
4.2. ORDNUNGSISOMORPHIE VON TEILBA¨UMEN 149
Man sieht, daß das hier gewa¨hlte z0 von beiden Stellenfunktionen abha¨ngt und
zumindest auf diesem Wege eine gleichzeitige Betrachtung aller Stellenfunktio-
nen, die bei der Untersuchung von Ordnungsisomorphie verschiedener Teilba¨ume
no¨tig ist, nicht mehr ermo¨glicht wird.
Mit den fair-periodischen Baumrekursionen hat man nun viele Fa¨lle von Baum-
rekursionen gefunden, die nur endlich viele Klassen von ordnungsisomorphen
Teilba¨umen besitzen. Bisher waren die stufentreuen Baumrekursionen den fair-
periodischen in vielen Dingen recht a¨hnlich. Man ko¨nnte also vermuten, daß auch
die stufentreuen Baumrekursionen nur endlich viele Ordnungsisomorphieklassen
besitzen. Dies ist aber i.a. nicht der Fall. Es wird deshalb im folgenden noch
eine stufentreue Baumrekursion konstruiert, die unendlich viele paarweise nicht
ordnungsisomorphe Teilba¨ume besitzt. Dazu benutzt man wieder als spezielle
stufentreue Baumrekursionen die durch {A,B}-Abschnitte erzeugten (vgl. Be-
weis zu Satz 3.2).
Um das gewu¨nschte Gegenbeispiel zu generieren, beno¨tigt man zuerst eine Hilfs-
aussage:
Lemma 4.4
Gegeben sei eine stufentreue Baumrekursion mit einem (nach Definition der
Ci normierten) 0-1-Code 0, 1, C2, C3, C4, . . . der kleineren Abstiegsfunktion, wo-
bei die Ci {A,B}-Abschnitte der La¨nge 2i sind. Sei T der δ-Baum dieser
Baumrekursion und s ein Label der j-ten Stufe. Dann hat Ψ(Ts) den 0-1-Code
0, 1, Cj , Cj+1, . . ..
Bemerkung:
Im Prinzip ist hier ein verallgemeinerter 0-1-Code definiert worden, der auch fu¨r
Teilba¨ume gilt. Der 0-1-Code (x¯n)n≥2 zu einem Label n von Ψ(Ts) ist dabei:
x¯n :=


0 n ist linker Sohn in Ψ(Ts)
1 n ist rechter Sohn in Ψ(Ts)
Dabei wurde (x¯n)n≥2 unter Umgehung einer Abstiegsfunktion so eingefu¨hrt, daß
dies Definition im Falle Ts = T mit der Definition des 0-1-Codes der kleineren
(normierten!) Abstiegsfunktion zusammenfa¨llt.
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Beweis:
Es reicht hier aus, zu zeigen, daß die i-te Stufe von Ts gema¨ß Ci+j−1 konstruiert
wird (natu¨rlich in verku¨rzter Form). Dies ist sehr leicht gedanklich nachzuvollzie-
hen. Beide Typen A und B sind vollkommen symmetrisch in ihrem Aufbau und
enthalten auch die entsprechende Teilstruktur. Anstatt eines formalen Beweises
reicht es hier aus, sich diesen Fall anhand zweier Beispiele anzuschauen.
Zuerst wird eine Beispielsituation in Abbildung 4.16 betrachtet, in der die letz-
te Stufe nach dem B-Typ gebildet ist. Man sieht an der letzten Stufe des in
der Abbildung oben dargestellten gesamten δ-Baumes die Erzeugung mit einem
B-Abschnitt daran, daß zuerst (in der durch die vorige Stufe vorgegebenen Rei-
henfolge) alle Linkselemente und erst dann alle Rechtselemente eingefu¨gt werden
(0-1-Code 0, . . . , 0, 1, . . . , 1). Wa¨hlt man einen Teilbaum und bildet ihn unter Ψ
ab, so bleibt dies erhalten. Wichtig ist hier, daß es nur auf die Generierung der
entsprechenden Stufe durch einen B-Abschnitt ankommt, das genaue Aussehen
dieser Stufe (Anordnung der Labels bzgl. ihrer Gro¨ßenordnung) aber nicht u¨ber-
einstimmen muß! Zu beachten ist weiterhin, daß die vierte Stufe des δ-Baumes
im Teilbaum der dritten Stufe entspricht, da die Wurzel des Teilbaumes in der
ersten Stufe liegt. Dies kann man leicht durch Fortsetzung der Teilba¨ume noch
oben nachvollziehen.
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Abbildung 4.16: Erhaltung der B-Stufenordnung bei Teilba¨umen.
Zum Abschluß wird die gleiche Situation noch fu¨r den A-Typ in Abbildung 4.17
betrachtet. Hier wird (0-1-Code 0, 1, 0, 1, . . . , 0, 1) sofort nach jedem Linkselement
das entsprechende Rechtselement eingefu¨gt. Auch dies bleibt bei Teilbaumbildung
und Anwendung von Ψ erhalten.
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Abbildung 4.17: Erhaltung der A-Stufenordnung bei Teilba¨umen.
Nun kann man das Gegenbeispiel direkt angeben. Man nimmt eine stufentreue
Baumrekursion mit dem 0-1-Code:
0, 1, A,B,A2, B,A3, B,A4, B, . . .
Jetzt wa¨hlt man von dem zugeho¨rigen δ-Baum T zwei Teilba¨ume Ts1 und Ts2
zu Labels si in der ji-ten Stufe fu¨r j1 6= j2. Dann stimmen die 0-1-Codes von
Ψ(Ts1) und Ψ(Ts2) nicht u¨berein nach dem vorigen Lemma. Denn es gibt eine
Stelle j, an der in dem einen 0-1-Code ein A und bei dem anderen ein B steht.
Die entsprechenden (j + 1)-ten Stufen von Ψ(Ts1) und Ψ(Ts2) sind also einmal
nach dem A-Typ und einmal nach dem B-Typ gebildet worden. Bei einer Bildung
nach dem A-Typ steht als
”
Partner“ zu einem
”
linken Label“ r stets das
”
rechte
Label “ (r + 1). Bei einem B-Typ steht dagegen (r + 1) an einer ganz anderen
Stelle. Darum sind Ψ(Ts1) und Ψ(Ts2) ungleich. Da j1 und j2 beliebig gewa¨hlt
wurden, gibt es also unendlich viele Ordnungsisomorphieklassen von Teilba¨umen.
Bemerkung:
Mit dem vorigen Lemma eignet sich jeder 0-1-Code, der so aufgebaut ist, daß
seine unendlichen Endstu¨cke nicht u¨bereinstimmen, zur Konstruktion eines Ge-
genbeispiels.
Zusammenfassend wird in Abbildung 4.18 das Ergebnis dieses Abschnitts in Be-
zug auf das Auftreten endlich bzw. unendlich vieler Ordnungsisomorphieklassen
bei verschiedenen Klassen von Baumrekursionen dargestellt (vgl. auch Abbildung
2.5 auf Seite 48 und dazugeho¨rende Anmerkungen). Die Angabe der Existenz von
endlich vielen Klassen bei stufentreuen, nicht fair-periodischen Baumrekursionen
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gru¨ndet sich auf die Heaprekursion mit 0-1-Code 0, 1, B,B,B,B, . . ., fu¨r die dies
leicht zu zeigen ist.
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Abbildung 4.18: (Un-)endlich viele Ordnungsisomorphieklassen bei Baumrekur-
sionen.
Kapitel 5
Ru¨ckblick und Ausblick bei
Baumrekursionen
Dieses Kapitel beginnt mit einem Abschnitt u¨ber die Heapfolge, die schon in der
Einleitung vorgestellt wurde und nun genauer unter die Lupe genommen wird.
Danach werden in zwei weiteren Abschnitten zwei Themenkomplexe behandelt,
die interessante weiterfu¨hrende Forschungsansa¨tze andeuten: die Mo¨glichkeit der
Angleichung der Quotientenfolgen verschiedener Baumrekursionen durch Umsor-
tierung sowie die Untersuchung von Selbsta¨hnlichkeits-Pha¨nomenen, insbesonde-
re bei Teilfolgen.
5.1 Die Heapfolge
Nun ist der Zeitpunkt gekommen, noch einmal kurz die Heaprekursion zu be-
trachten. Die Heaprekursion im strengen Sinn war definiert durch (vgl. Seite 5
und bei Schaffer und Sedgewick [SchSe]) :
Hˆ0 := 1, Hˆn =
(
n− 1
α(n)
)
Hˆα(n) Hˆn−1−α(n) n ≥ 1
Dabei ist α¯ = 0, 1, 0, 0, 1, 1, 04, 14, 08, 18, · · ·. Dann ist α eine stufentreue Abstiegs-
funktion. Es wird die Quotientenfolge (Qˆn) hier nicht betrachtet, sondern die
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Quotientenfolge (Qn) zur Rekursion
1
H0 := 1, Hn = n Hα(n) Hn−1−α(n) n ≥ 1
mit der selben Abstiegsfunktion α. Nach Satz 2.3 ist bekannt, daß hieraus (Qˆn)
leicht berechenbar ist durch:
Qˆn =
n
Qn
(5.1)
Es soll nun kurz aus den vorigen Kapiteln zusammengefaßt werden, was u¨ber (Qn)
bisher bekannt ist bzw. leicht mit den schon vorgestellten Hilfsmitteln nachzu-
weisen ist.
• Qn ist als Quotientenfolge einer stufentreuen Baumrekursion beschra¨nkt
mit minimalem Beru¨hrpunkt 2 und maximalem Beru¨hrpunkt2 P (1
2
) und
besitzt u¨berabza¨hlbar viele Beru¨hrpunkte, sogar in jeder -Umgebung jedes
Beru¨hrpunktes.
• der δ-Baum hat den in Abbildung 5.1 dargestellten Anfang.
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Abbildung 5.1: Anfang des δ-Baumes des Heaprekursion
1Klostermeyer und Niewiadomska-Bugaj [KloNi] nennen mit der reziproken Folge mit Re-
kursion A0 = 1, An =
1
n
Aα(n)An−1−α(n) n ≥ 1 die Folge der Wahrscheinlichkeiten, daß
ein Array der La¨nge n heapsortiert ist. (Man kann einen Heap auch als ein spezielles Array
auffassen, vgl. z.B. bei Aho und Ullman [AhoUl].)
2dabei ist P (x) die Partitionsfunktion, vgl. Lemma 3.7.
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• die Intervall-Periodizita¨t ist stark ausgepra¨gt mit identischen Links- und
Rechts-Intervallen.
• der δ-Baum hat nur eine Klasse von ordnungsisomorphen Teilba¨umen, d.h.
alle Teilba¨ume sind ordnungsisomorph zum gesamten δ-Baum.
Durch einige Eigenschaften, wie den sehr typischen 0-1-Code der kleineren Ab-
stiegsfunktion und die Existenz nur einer Ordnungsisomorphieklasse im δ-Baum,
wird die Besonderheit der Heaprekursion unter den stufentreuen Rekursionen
klar.3 Dies soll nun noch etwas ausfu¨hrlicher analysiert werden. Die eine U¨ber-
legungsrichtung fu¨hrt dabei zu speziellen Betrachtungen der Heap-Quotienten-
folgen-Periodizita¨t, wa¨hrend die andere zu Aussagen u¨ber die Original-Heapfolge
fu¨hrt, die Ergebnissen gleichen, die Knuth [Knut3] auf vo¨llig anderen Wegen her-
ausgefunden hat.
Ein erstes Element der weiteren Betrachtungen ist die Analyse der Abstiegs-
funktion δ. Dazu wird erst einmal betrachtet, wie die Pseudo-Inversen abbilden.
Man kann folgende Beobachtung dazu anstellen (z.B. am δ-Baum-Anfang in Ab-
bildung 5.1):
Ist n das s-kleinste Element der k-ten Stufe, so ist λ(n) das s-kleinste Element
der (k + 1)-ten Stufe.
Man erha¨lt daraus leicht die folgende Aussage, die hier nicht bewiesen wird:
λ(n) = 2k+1 + n− 2k
Stellt man n als 2k + r mit 0 ≤ r < 2k dar, so erha¨lt man:
λ(2k + r) = 2k+1 + r
Analog erha¨lt man fu¨r ρ :
ρ (2k + r) = 2k+1 + 2k + r
Wenn man nun noch einen Schritt weiter geht und fu¨r n eine Dualdarstellung
n = (1, ak−1, ak−2, . . . , a1, a0)2 wa¨hlt, so erha¨lt man:
3analog gilt dies fu¨r die Rekursion zur Abstiegsfunktion α = period[0, 1] sowohl in Bezug
auf die stufentreuen als auch auf die periodischen Rekursionen.
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λ((1, ak−1, ak−2, . . . , a1, a0)2) = (1, 0, ak−1, ak−2, . . . , a1, a0)2
ρ ((1, ak−1, ak−2, . . . , a1, a0)2) = (1, 1, ak−1, ak−2, . . . , a1, a0)2
Nun kann man leicht erkennen, daß die
”
Umkehrung und Zusammenfassung“ δ
die Streichung der zweitgro¨ßten Dualstelle bewirkt, d.h.
δ((1, am−1, am−2, . . . , a1, a0)2) = (1, am−2, . . . , a1, a0)2
Dies ist eine sehr einfache Darstellung, die spa¨ter auch wieder benutzt wird.4 Es
soll aber fu¨r die Betrachtung der Quotientenfolgen-Periodizita¨t zuerst einmal die
Generierung der (k+1)-ten Stufe aus der k-ten Stufe untersucht werden. Wie ge-
rade gezeigt wurde, werden dazu in der (k+1)-ten Stufe zuerst einmal alle Labels
auf Linksabzweigungen en bloc eingesetzt und erst anschließend alle Labels auf
Rechtsabzweigungen. Dies sieht man auch dem 0-1-Code der Abstiegsfunktion α
leicht an.
Wenn man sich u¨berlegt, daß die La¨nge der Beru¨hrpunkt-Intervalle Is fu¨r wach-
sende Labels s gegen 0 strebt (vgl. Beweis zu Satz 3.12), und die k-ten Stufen fu¨r
wachsendes k gro¨ßere Labels enthalten, ist klar, daß die Werte (Qn) fu¨r n aus ei-
nem Teilbaum Tm, der ein Label m aus der k-ten Stufe als Wurzel hat, schließlich
(d.h. fu¨r wachsendes m) nur noch wenig variieren. Es la¨ßt sich leicht zeigen, daß
zu jedem  > 0 eine Stufe k auffindbar ist, so daß fu¨r jedes Label m aus dieser
Stufe des δ-Baumes gilt: Ist n ein Label von Tm
5, so gilt |Qn − Qm| < . Man
kann folglich eine Approximation mit Fehler  dadurch definieren, daß man den
Wert der Approximationsfolge Q¯n zu Qn derart wa¨hlt, daß man den Teilbaum
Tm mit Wurzel m in der k()-ten Stufe betrachtet, in dem n Label ist und dann
Q¯n := Qm definiert (k()-Stufen-Approximation). Die Werte der Approximati-
onsfolge fu¨r Labels bis zur k()-ten Stufe einschließlich bleiben gleich den Werten
von Qn.
Bemerkung:
Wegen der u¨berabza¨hlbar vielen Beru¨hrpunkte ist eine Approximation einer Quo-
tientenfolge (hier der Heap-Quotientenfolge), die einen relativen Fehler besitzt,
der gegen 0 geht, schwer zu konstruieren, da eine solche Approximationsfolge
dieselben Beru¨hrpunkte besitzen mu¨ßte wie die Quotientenfolge. Die Idee, daß
eine derartige Approximation leichter versta¨ndlich als die Quotientenfolge wa¨re,
erscheint illusorisch.
4Sie entspricht bei Knuth [Knut3] der Herleitung der Teilbaumgro¨ßen entlang des Pfades
von der Wurzel zum n-ten Knoten in einem Heap mit n Knoten.
5dem Teilbaum mit Wurzel m.
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Wie sieht nun eine solche k-Stufen-Approximation der Heapfolge aus? Man kann
diese leicht herleiten, wenn man die Quotientenfolge ein wenig u¨ber die k-te Stufe
hinaus betrachtet:
Q0, Q1, . . . , Q2k , . . . , Q2k+1−1, Qλ(2k), . . . , Qλ(2k+1−1), Qρ (2k), . . . , Qρ (2k+1−1), . . .
Die k-Stufen-Approximation hat auf diesem Abschnitt die folgenden Werte (es
erha¨lt z.B. Qλ(2k+r) den Werte Q2k+r, da λ(2
k + r) Label von T2k+r ist, wobei
2k + r Label der k-ten Stufe des δ-Baumes ist) :
Q0, Q1, . . . , Q2k , . . . , Q2k+1−1, Q2k , . . . , Q2k+1−1, Q2k , . . . , Q2k+1−1, . . .
Man kann leicht herleiten, daß die gesamte Approximation in Kurzschreibweise
die folgende Gestalt hat:
Q0, Q1, . . . , Q2k−1, (Q2k , . . . , Q2k+1−1)
ω
Also werden schließlich immer wieder die gleichen 2k Werte wiederholt. Wenn
man also zu einem geeigneten  den Abweichungen kleiner  keine Beachtung
mehr schenkt, so wird (Qn) in diesem Sinne schließlich periodisch. Dabei kann 
beliebig klein gewa¨hlt werden. Es wa¨chst bei kleinerem  natu¨rlich die La¨nge des
periodisch wiederholten Abschnitts. Diese Beobachtung sagt sehr viel u¨ber die
Gestalt von (Qn) aus, wie man sich an Abbildung 5.2 klarmachen kann.
Was beim U¨bergang vom Intervall [Q2k , . . . , Q2k+1−1] zum na¨chstgro¨ßeren Inter-
vall
[Q2k+1 , . . . , Q2k+2−1] passiert
6, ist im Prinzip nur das Hintereinandersetzen zweier
leicht vera¨nderter Kopien von [Q2k , . . . , Q2k+1−1]. Dabei hat die erste Kopie etwas
gro¨ßere Werte als die zweite.7 Man kann dies als rekursiven Prozeß wie in Abbil-
dung 5.3 darstellen.
Fu¨hrt man dies so weiter und setzt die einzelnen Stu¨cke aneinander, so erha¨lt
man die Gestalt der Heap-Quotientenfolge. Man kann den U¨bergang auch lokal-
rekursiv definieren und an jeder Stelle des vorangegangenen Intervalls die in Ab-
bildung 5.4 dargestellte Strukturersetzung vornehmen, um das folgende Intervall
zu erhalten.
6dies sind die Intervalle der Quotientenfolge zu den hier identischen Rechts- und Linksinter-
vallen aus Kapitel 4.1.
7Die A¨nderung der Gro¨ßenordnung beruht hierbei nicht auf einer gleichma¨ßigen Multiplika-
tion und Addition mit festen Werten!
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Abbildung 5.2: Anfang der Heap-Quotientenfolge (Qn)
Diese U¨berlegungen verdeutlichen den
”
inneren Aufbau“ der Heap-Quotienten-
folge mit einer extrem feinen Konstruktionsmethodik. Solche Konstruktionen fin-
det man auch bei Fraktalen, jedoch liegt hier kein Fraktal vor, da nur abza¨hlbar
viele Folgenwerte existieren, wa¨hrend die meistens als
”
fraktale“ Dimension be-
nutzte Hausdorff-Dimension nur bei u¨berabza¨hlbaren Mengen gro¨ßer Null ist (vgl.
Abbildung 5.3: Rekursiver Prozeß bei der Generierung der Heap-Quotientenfolge.
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Abbildung 5.4: Lokal-rekursive Strukturersetzung bei der Heap-Quotientenfolge.
Falconer [Falco, p. 33]). Auf die Mo¨glichkeit derartiger Ansa¨tze wird im na¨chsten
Abschnitt noch ausfu¨hrlicher eingegangen.
Der zweite Teil dieses Abschnittes wird der Frage gewidmet, wie sich die Heap-
folge Hˆn, die die Anzahl der Heaps mit n Knoten abza¨hlt, ohne eine Rekursion
darstellen la¨ßt.
Eine interessante Darstellung der Heapfolge hat Knuth [Knut3, p. 152-153] ge-
funden, die dort u¨ber mehrere Stellen verteilt zu finden ist:
Hat n die Dualdarstellung (1, am−1, . . . , a1, a0)2, so gilt:
Hˆn =
n!
(1, am−1, . . . , a0)2 · (1, am−2, . . . , a0)2 · . . . · (1, a0)2 ·
blog2(n)c∏
k=2
(2k − 1)
⌊
n−2k−1
2k
⌋
(5.2)
Diese Formel wird von Knuth durch eine Aufgabe [Knut3, Exercise 5.1.4-20 (p.
67)] begru¨ndet, die u¨bertragen die folgende Aussage formuliert:
Die Anzahl der Mo¨glichkeiten, einen vorgegebenen (Wurzel-)Baum mit n Kno-
ten so mit den Elementen {1, . . . , n} zu labeln, daß das Label jedes Sohnes stets
gro¨ßer ist als das Label seines Vaterknotens, ist n! dividiert durch das Produkt
der Anzahl der Knoten aller Teilba¨ume.
Dies wird bei Knuth [Knut3, p. 152-153] auf denjenigen Baum angewandt, der
hier als Heapstruktur mit n Knoten (vgl. Seite 2) bezeichnet wird. Eine a¨hnliche
Aussage kann man leicht allgemeiner auf den hiesigen Kontext u¨bertragen. Dazu
definiert man eine Folge von ungelabelten Ba¨umen Rn, Rekursionsba¨ume ge-
nannt, die zu einer beliebigen normierten Baumrekursion folgendermaßen erzeugt
werden:
R0 ist der leere Baum, R1 besteht nur aus einem Knoten, der Wurzel. Rn wird
rekursiv definiert, indem an die Wurzel als linker Teilbaum Rβ(n) und als rechter
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Teilbaum Rα(n) angesetzt werden.
Dann kann man leicht das folgende Lemma durch Induktion beweisen:
Lemma 5.1
Genu¨gt An einer Baumrekursion mit An = cn ·Aα(n) ·Aβ(n), wobei A0 = 1 ist, so
gilt, falls unter |R| die Anzahl der Knoten eines endlichen Baumes R verstanden
wird:
An =
∏
R Teilbaum von Rn
c|R|
Zu den Randwerten cn =
(
n−1
α(n)
)
fu¨r n ≥ 1 folgt daraus mit wenigen U¨berlegungen
die Aussage von Knuth [Knut3, Exercize 5.1.4-20 (p. 67)].
Nun soll die Darstellung von Hˆn in (5.2) noch einmal genauer betrachtet werden.
Im Nenner dieses Ausdrucks sind die Dualdarstellungen von natu¨rlichen Zahlen
zwischen 1 und n sowie Potenzen mit Basen zwischen 1 und n zu finden. Man kann
deshalb versuchen, Za¨hler und Nenner dieser Darstellung zusammenzufassen. Die
Exponenten des sich ergebenden Produktes mit Basen 1 bis n sind in Tabelle 5.1
dargestellt, wobei die Exponenten der Eins schon an folgende Ausfu¨hrungen an-
gepaßt wurden.
In dieser Matrix sind einige Regelma¨ßigkeiten zu erkennen, die sich mit Hilfe des
Nenners der Formel (5.2) von Knuth erkla¨ren lassen. Es stellt sich aber die Frage,
ob es eine geschlossene Formel fu¨r diese Exponenten gibt. Diese Frage beantwor-
tet der folgende Satz.
Satz 5.1 (Heapfolgen-Formel)
Die Heapfolge (im originalen Sinne, d.h. mit Randwerten
(
n−1
α(n)
)
) hat die folgende
Darstellung:8
Hˆn =
n!
n∏
k=1
k
⌊
n−k+2blog2(k)c)
2blog2(k)c
⌋
−
⌊
n−k−1+2blog2(k+1)c)
2blog2(k+1)c
⌋ = n∏
k=1
k
⌊
n−k−1
2blog2(k+1)c
⌋
−
⌊
n−k
2blog2(k)c
⌋
+1
8Die unteren Gaussklammern weisen die na¨chstkleinere ganze Zahl zu, z.B. ist b−0.345c =
−1 und nicht Null!
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n\k 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 −2 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 −2 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 −3 1 −1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 −3 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 −4 1 −1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 −4 0 −1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 −5 1 −2 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
12 −5 0 −1 0 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
13 −6 1 −2 1 0 1 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
14 −6 0 −2 1 1 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0
15 −7 1 −3 1 1 1 −1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0
16 −7 0 −2 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0
17 −8 1 −3 1 0 1 0 1 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0
18 −8 0 −3 1 1 0 0 1 1 0 1 1 1 1 1 1 1 0 0 0 0 0 0
19 −9 1 −4 1 1 1 −1 1 1 1 0 1 1 1 1 1 1 1 0 0 0 0 0
20 −9 0 −3 0 1 1 −1 1 1 1 1 0 1 1 1 1 1 1 1 0 0 0 0
21 −10 1 −4 1 0 1 −1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 0 0
22 −10 0 −4 1 1 0 −1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 0
23 −11 1 −5 1 1 1 −2 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0
24 −11 0 −4 0 1 1 −1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1
25 −12 1 −5 1 0 1 −1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1
26 −12 0 −5 1 1 0 −1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1
27 −13 1 −6 1 1 1 −2 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1
28 −13 0 −5 0 1 1 −2 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1
29 −14 1 −6 1 0 1 −2 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1
30 −14 0 −6 1 1 0 −2 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1
31 −15 1 −7 1 1 1 −3 1 1 1 1 1 1 1 −1 1 1 1 1 1 1 1 1
32 −15 0 −6 0 1 1 −2 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1
33 −16 1 −7 1 0 1 −2 1 0 1 1 1 1 1 0 1 0 1 1 1 1 1 1
Tabelle 5.1: Matrix der Exponenten von k in der Darstellung von Hˆn nach (5.2)
[erga¨nzt fu¨r k = 1].
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Der Rest dieses Abschnittes bescha¨ftigt sich mit der Herleitung dieser Formel
(und damit mit dem Beweis des Satzes). Dazu wird die Berechnung der
”
Origi-
nalfolge“ mit Hilfe des δ-Baumes u¨ber die Quotientenfolge untersucht. Zum
Zweck einer deutlichen Vereinfachung der sich ergebenden Darstellungen wird
hier immer angenommen, daß c0 = A0 = Q0 = 1 gilt und (∆cn) nur von n
abha¨ngt (und nicht von α(n) bzw. β(n)).9 Aus der Definition der Quotientenfol-
ge ist klar, daß gilt (Teleskop-Produkt):
A0 = Q0, An =
n∏
k=1
Qk n ≥ 1 (5.3)
Die Voraussetzung c0 = A0 = Q0 = 1 bedingt mit Q1 = c1 · Q0 = c1 = ∆c1 eine
einfachere Darstellbarkeit der Quotientenfolgen-Rekursion. Darum geht aus den
bisherigen U¨berlegungen zum δ-Baum hervor, daß gilt, falls mit T der δ-Baum
bezeichnet wird:10
Qn =
∏
k Label auf dem Weg in T von der Wurzel zum Knoten mit Label n
∆ck =:
n∏
k=1
(∆ck)
eˆn,k (5.4)
mit eˆn,k =


1 k Label auf dem Weg in T von der Wurzel zum Knoten mit Label n
0 sonst
Aus (5.3) und (5.4) erha¨lt man (an der mit (∗) markierten Stelle U¨bergang von
horizontaler zu vertikaler Indizierung):
An =
n∏
k=1
k∏
j=1
(∆cj)
eˆk,j (∗)=
n∏
j=1
n∏
k=j
(∆cj)
eˆk,j =
n∏
j=1
(∆cj)
∑n
k=j
eˆk,j =:
n∏
j=1
(∆cj)
e¯n,j
(5.5)
Damit ist e¯n,k =
∑n
j=k eˆj,k und e¯n,k gibt die Anzahl der Wege in T von der Wurzel
9Dies ist bei den hier (bei der Heapfolge) notwendigen Bedingungen (c0 = 1, cn = n n ≥ 1)
der Fall, kann aber auch allgemeiner betrachtet werden.
10Wenn man bei dem Label n beginnt, gelangt man mit δ zum Vaterknoten von n. Fu¨hrt man
dies fort, so gelangt man schließlich zur Wurzel des δ-Baumes. Die Formel ergibt sich dadurch,
daß man mit der Rekursion Qn = ∆cn · Qδ(n) nacheinander alle ∆ck-Terme zu Labels k auf
dem genannten Weg
”
aufsammelt“.
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zu Labels j an, die k ≤ j ≤ n erfu¨llen.11 Definiert man T (n)k als den endlichen
Teilbaum von T mit Wurzel k und Labels ≤ n und mit |T (n)k | die Anzahl der
Labels dies Baumes, so gilt e¯n,k = |T (n)k |.
Nun kann man die endgu¨ltige Formel fu¨r die Darstellung von An u¨ber den δ-
Baum leicht herleiten. Das Ergebnis wird als Lemma formuliert:
Lemma 5.2 (a¯)
Mit den bisherigen Notationen gilt fu¨r nicht ausgeartete Baumrekursionen mit
Randwertfolge (cn), wobei c0 = A0 = c1 = 1 vorausgesetzt wird und (cn) nur
abha¨ngig von n sein soll (und nicht von α oder β):
An =
n∏
k=1
ck
|T
(n)
k
|−|T
(n)
k+1
| (5.6)
Dabei ist |T (n)n+1| = 0.
Beweis:
Es ist ∆ck =
ck
ck−1
fu¨r k ≥ 1 und insbesondere (vgl. obige Voraussetzung c0 =
A0 = 1) ∆c1 = c1. In dem Produkt (5.5) taucht jedes ck somit zweimal auf: als
Za¨hler von ∆ck und als Nenner von ∆ck+1. Dies ergibt die Behauptung.
Wendet man auf Hˆn =
∏n
k=1 Qˆk zuerst (5.1) und (5.3) mit An = Hn an und
erst dann auf den Nenner (5.6) an, so erha¨lt man:
Hˆn =
n!
n∏
k=1
k|T
(n)
k
|−|T
(n)
k+1
|
Nun wa¨re es natu¨rlich ein entscheidender Vorteil, wenn |T (n)k | bekannt wa¨re. Eine
erste Darstellung, die allerdings das Problem nur verschiebt, besagt, daß |T (n)k |
die Anzahl der j ≤ n ist, deren Dualzahldarstellung die Form (1, w, am−1, . . . , a0)2
hat, wenn w ein endliches (auch leeres!) {0, 1}-Wort ist und k = (1, am−1, . . . , a0)2
gilt. Man ko¨nnte sich auf diesem Wege eine Lo¨sung vorstellen, indem man die
Dualzahl von n zusa¨tzlich betrachtet. Hier wird ein gleichwertiges Ergebnis aber
auf andere Weise erhalten:
11Es ist: eˆk,j = 1 ⇔ k liegt auf dem Weg von der Wurzel zu j ⇔
j liegt im δ-Baum unterhalb von k (d.h. j ist Nachfolger von k).
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Lemma 5.3
Im Falle der Heap-Rekursion gilt mit obigen Notationen und 0 ≤ s < 2m:
|T (n)2m+s| =
⌊
n− s
2m
⌋
1 ≤ 2m + s ≤ n+ 1
Beweis:
(bis Seite 166)
• 1. Fall: Fu¨r n + 1 = 2m + s ≥ 1 erha¨lt man die Behauptung durch Einset-
zen:
⌊
2m+s−1−s
2m
⌋
= 0. Dies ist korrekt, da nach Definition T
(2m+s−1)
2m+s keinen
Knoten besitzt.
• 2. Fall: Sei ab jetzt 1 ≤ 2m + s ≤ n:
Behauptung 1:
|T (n)2m+s| = |T (n−s)2m |
Beweis:
Die Pseudoinversen der Abstiegsfunktionen der Heaprekursion sind
”
addi-
tiv linear“ bzgl. der Reste s modulo 2m mit 0 ≤ s < 2m (vgl. ab Seite 155),
d.h. fu¨r m ≥ 0 gilt:
λ(2m) = c ⇔ λ(2m + s) = c+ s
(analog fu¨r ρ ). Hieraus folgt, daß dies auch fu¨r Verkettungen der Aufstiegs-
funktionen gilt (Induktion). Damit gilt: Ist x ein Label von T
(n)
2m+s, so ist
x− s Label von T (n−s)2m , und umgekehrt. Damit folgt die Behauptung.
Hiermit kommt man zu einer weiteren Behauptung, die sich auf Ba¨ume
mit Zweierpotenz-Wurzeln beschra¨nkt:
Behauptung 2:
Sei eine feste Stelle ζ (d.h. eine endliche Verkettung von λ und ρ ) gegeben.
Fu¨r x1, x2 ∈ {2k, k ≥ 0} gilt:
x = ζ(x1) ist genau dann Label von Tx1 an der Stelle ζ, wenn
x
x1
· x2
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Label von Tx2 an der Stelle ζ ist.
Beweis:
Es sollen zuerst zur Motivation fu¨r den Beweis die Labels derselben Stelle
in drei Beispiel-Teilba¨umen betrachtet werden. In allen Fa¨llen gilt s = 0.
Es werden die Anfa¨nge von T1, T4 und T16 betrachtet und dabei bei allen
die gleiche feste Stelle untersucht. Dies ist in Abbildung 5.5 dargestellt.
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Abbildung 5.5: Drei Teilba¨ume des Heap-δ-Baumes.
Wenn man nun die markierte Stelle in Abha¨ngigkeit des Wurzellabels be-
trachtet, bekommt man folgende Darstellungen: 5 = 5 · 1, 20 = 5 · 4 und
80 = 5 · 16. Diese Beobachtung kann man verallgemeinern:
Mit λ(2k+r) = 2k+1+r = 2 ·2k+r und ρ (2k+r) = 2k+1+2k+r = 3 ·2k+r
hat jedes ζ die Eigenschaft ζ(2k) = zζ ·2k fu¨r k ≥ 0 zu einem festen zζ ∈ IN ,
was man per Induktion u¨ber die La¨nge von ζ zeigt. Damit folgt die Behaup-
tung.
Daraus folgt leicht:
Behauptung 3:
Fu¨r n mit 2m|n gilt:
|T (n)2m | = |T (
n
2m
)
1 |
Da keine Werte x mit 2m 6 |x Labels von T2m sind, folgt fu¨r alle n ∈ IN :
|T (n)2m | = |T (b
n
2m c)
1 |
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Dies kann man aus der Aussage fu¨r 2m|n herleiten, indem man n fu¨r 2m 6 |n
als n = 2m · t+ s, 0 ≤ s < 2m darstellt.
Mit Behauptung 1 folgt somit insgesamt:
|T (n)2m+s| = |T (n−s)2m | = |T (b
n−s
2m c)
1 | =
⌊
n− s
2m
⌋
Der letzte Schritt ist klar, da der δ-Baum T1 alle Labels x ∈ IN entha¨lt und
somit |T (l)1 | = l gilt.
Hiermit ist der Beweis von Satz 5.1 abgeschlossen.
5.2 Umsortierung von Baumrekursionen
Die letzten beiden Abschnitte u¨ber Baumrekursionen bescha¨ftigt sich mit der Vor-
stellung zweier interessanter Gruppen von Eigenschaften, die Ansa¨tze fu¨r weitere
Untersuchungen enthalten. Die zugeho¨rigen Pha¨nomene werden kurz vorgestellt
und erla¨utert. Dieser Abschnitt bescha¨ftigt sich mit dem Zusammenspiel von
”
Reihenfolge“ und
”
Werten“ bei Baumrekursionen, wobei auch die Mo¨glichkeit
getrennter Analyse dieser Pha¨nomene und der Synthese verschiedener Rekursio-
nen betrachtet werden.
Bei den bisherigen Untersuchungen wurden schon verschiedene Aspekte der hier
als
”
Werte“ und
”
Reihenfolge“ bezeichneten Bereiche der Untersuchung von
Baumrekursionen vorgestellt. Unter dem Begriff Werte soll hier die
”
Hardware“
der Folgen verstanden werden, was im wesentlichen den Inhalt von Kapitel 3
umfaßt. Dazu geho¨ren die Betrachtungen zum Konvergenzkegel und zu Beru¨hr-
punkten, genauer gesagt Fragen zur Beschra¨nktheit, zu Teilfolgen entlang von
unendlichen Wegen im δ-Baum sowie zur Ma¨chtigkeit und zum Aussehen der
Beru¨hrpunktmenge. Diese Tatsachen unterscheiden sich zwar bei unterschied-
lichen Folgen recht deutlich, zeigen aber auch, wie im Abschnitt 3.1 u¨ber die
Ordnung im δ-Baum dargelegt, große Gemeinsamkeiten.
Reihenfolge meint die Reihenfolge des
”
Abgreifens“ der einzelnen Stellen des δ-
Baumes unter Vernachla¨ssigung der exakten Gro¨ße der damit zusammenha¨ngen-
den Folgenwerte. Derartige Ansa¨tze wurden in den Abschnitten zur Links- und
Rechtsweg-Periodizita¨t, Teilbaumisomorphie sowie zur Heap-Rekursion schon an-
gedeutet und stellen damit wesentliche Anteile von Kapitel 4 sowie des ersten
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Abschnitts dieses Kapitels.
An dieser Stelle kann man sich fragen, warum u¨berhaupt zwei unterschiedliche
Aspekte Werte und Reihenfolge vorliegen, da bei fest vorgegebenen Randwerten
beide Tatsachen von der eindeutigen Struktur des δ-Baumes bestimmt sind. Bei-
de Pha¨nomene kann man folglich als so stark zusammenha¨ngend betrachten, daß
eine getrennte Analyse nicht mo¨glich bzw. nicht sinnvoll ist.
Um den hier vertretenen Standpunkt der Mo¨glichkeit und Sinnhaftigkeit einer
getrennten Analyse von Werten und Reihenfolge darzulegen, wird hier das Er-
gebnis eines Experiments vorgestellt, das auf den ersten Blick befremdet, aber
aufschlußreiche Beobachtungen ermo¨glicht. Es werden dazu zwei Baumrekursio-
nen mit zwei verschiedenen δ-Ba¨umen T1 und T2 betrachtet, die wie bekannt mit
allen n ∈ IN gelabelt sind. Dazu werden die Ba¨ume TQ1 und TQ2 betrachtet, die
an allen Stellen anstatt von n ∈ IN als Label das entsprechende Q(i)n (Wert der
Quotientenfolge) enthalten. Nun werden die Werte der Stellen von T Qi i ∈ {1, 2}
jeweils in der Reihenfolge der Labels von Tj j ∈ {1, 2} abgelesen. Im Falle i = j
entstehen die Quotientenfolgen der entsprechenden Baumrekursion, fu¨r i 6= j wird
die Quotientenfolge (Q(i)n ) in der Reihenfolge von Tj sortiert, z.B. fu¨r i = 1, j = 2:
Das n-te Glied der umsortierten Folge (Q(1,2)n )n∈IN findet man, indem man in T2
das Label n sucht und an der gleichen Stelle das Label von T Q1 abliest. Bevor
dies formalisiert wird, soll zuerst das Ergebnis in einem Beispiel vorweggenom-
men werden.
Beispiel 5.1
Die Abbildung 5.6 zeigt die Darstellung der folgenden Quotientenfolgen bzw. ihre
wechselseitigen Umsortierungen:
links oben: (Q(1,1)n ) = (Q
(1)
n )
rechts oben: (Q(1,2)n )
links unten: (Q(2,1)n )
rechts unten: (Q(2,2)n ) = (Q
(2)
n )
Dabei ist (Q(1)n ) die Quotientenfolge zur Baumrekursion zu α = period[0, 0, 1]
und (Q(2)n ) die Quotientenfolge zur Baumrekursion zu α = period[0, 1]. Die zu-
letzt genannte Quotientenfolge hat ein sehr regelma¨ßiges Schwingungsverhalten
mit fallenden Werten auf den Links-/Rechts-Intervallen, wogegen die erstere Quo-
tientenfolge ein relativ unregelma¨ßiges Schwingungsverhalten zeigt. Es gibt noch
eindrucksvollere Beispiele fu¨r die A¨hnlichkeit der Umsortierungen, aber dieses
Beispiel soll zeigen, daß selbst hier bemerkenswerte Effekte auftreten.
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Abbildung 5.6: Umsortierung von zwei Folgen aus Beispiel 5.1
5.2. UMSORTIERUNG VON BAUMREKURSIONEN 169
Man kann hier ein paar interessante Beobachtungen machen:
• der Gesamteindruck der Folge richtet sich nach der gewa¨hlten Reihenfolge
Tj unabha¨ngig von den gewa¨hlten Werten. Trotz großer Wert-Unterschiede
lassen sich vielfach identische Eigenschaften der Folgenstruktur beobachten,
z.B. gleichartige Auf- und Abschwu¨nge, Wiederholung und A¨hnlichhkeit von
Folgenstu¨cken, Lage von Extremwerten im Folgenablauf, Monotonieverhal-
ten, usw..12
• die Werte TQi bestimmen unabha¨ngig von der Reihenfolge Eigenschaften
der Ausdehnung des Konvergenzkegels wie z.B. Konvergenz und Divergenz
des oberen Randes.13 Es wird sich spa¨ter zeigen, daß Wege-Teilfolgen und
Beru¨hrpunktmengen vollkommen identisch sind.
Dieses Ergebnis kann man mit vielen Folgenpaaren wiederholen und sich ein-
drucksvoll die große A¨hnlichkeit selbst verschiedener (nicht ausgearteter) Baum-
rekursionen vor Augen fu¨hren. Es ist jedenfalls klar geworden, daß eine getrennte
Untersuchung von Werten und Reihenfolge durchaus Sinn macht, da unterschied-
liche Pha¨nomene unabha¨ngig vom jeweils anderen Aspekt bedingt werden.
Nun soll versucht werden, eine Begru¨ndung fu¨r die Tatsache zu geben, daß der-
artige Umsortierungen u¨berhaupt zu sinnvollen Ergebnissen fu¨hren. Um dies in
einer leicht versta¨ndlichen Weise zu ermo¨glichen, wird eine abweichende Defini-
tion des δ-Baumes und eine Definition der Reihenfolge no¨tig.
Sei dazu T ein beliebiger δ-Baum einer nicht ausgearteten Baumrekursion. Man
kann die Stellen von T folgendermaßen standardisiert durchnummerieren:
12Diese Eigenschaften sind zwar nicht bei allen Beispielen von Umsortierungen gu¨ltig, zeigen
aber vielfach Gleichheiten. So kann eine fallende Monotonie auf den Stufen-Intervallen bei
Sortierung nach dem δ-Baum zu period[0, 1] (was bei dem obigen Beispiel der Fall ist) nicht
allgemein auftreten, da dies bedeuten wu¨rde, daß die Folgenwerte auf den Stufen stets von links
nach rechts monoton fallen wu¨rden. Dies ist aber nicht der Fall (vgl. Hypercube-Ordnung in
Satz 3.1).
13nicht jedoch die durchschnittliche Gro¨ße der Folgenwerte in einem bestimmten Abschnitt
oder die genaue Lage der Extremwerte.
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Nun kann man eine Abbildung ϕT : IN → IN definieren durch:
ϕT (n) := Label von T an der Stelle n
Da die Labelung von T so beschaffen ist, daß jedes Label n ∈ IN genau einmal
vorkommt, die Nummerierung der Stellen ebenfalls diese Eigenschaft besitzt und
beide Bezifferungen keinen Knoten auslassen, ist ϕT bijektiv!
Nun stellt sich die Frage, was (ϕT )
−1 : Labels von T → Stellen bedeutet. Man
kann sich dazu leicht klarmachen, daß die Folge (ϕT )
−1(1), (ϕT )
−1(2),
(ϕT )
−1(3), . . . genau den Zusammenhang bezeichnet, der bisher intuitiv als Rei-
henfolge bezeichnet wurde.
Sind zwei δ-Ba¨ume T1 und T2 gegeben, so kann die oben eingefu¨hrte umsor-
tierte Folge (Q(1,2)n ) u¨ber die Quotientenfolge zu T1 (Q
(1)
n ), ϕT1 und ϕT2 definiert
werden durch:
Definition 5.1
Q(1,2)n := Q
(1)
ϕT1((ϕT2 )
−1(n))
n ≥ 1
Was bedeutet diese Definition? Es wird die Stelle in T2 ausgewa¨hlt, die mit dem
Label n gelabelt ist, und dann in T1 das Label m an derselben Stelle gesucht und
der dazugeho¨rende Wert von Q(1)m genommen.
14
Nun kann die Sinnhaftigkeit des Reihenfolgenwechsels in einem Satz motiviert
werden.
14In obiger Notation wird analog die Stelle mit Label n in T2 gesucht und der Wert an der
gleichen Stelle in TQ1 gewa¨hlt.
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Satz 5.2 (Grundlage der Umsortierung : a¯)
Seien T1 und T2 zwei (nicht notwendigerweise verschiedene) δ-Ba¨ume nicht aus-
gearteter Baumrekursionen mit Abbildungen ϕT1 und ϕT2. Dreht man in T1 jeweils
alle Pfeile (gerichteten Kanten) um, so erha¨lt man
←
T 1 und damit eine partielle
Ordnung auf IN mit Relation ≤1 definiert durch
n≤1m : ⇔ ∃ einen gerichteten Weg von n nach m in
←
T 1 oder n=m.
Diese Ordnung besitzt
1. endliche Intervalle und
2. ein kleinstes Element.
Eine vollsta¨ndige Ordnung ≤2 auf IN kann man definieren durch n ≤2 n und
ϕT1
(
(ϕT2)
−1(1)
)
≤2 ϕT1
(
(ϕT2)
−1(2)
)
≤2 ϕT1
(
(ϕT2)
−1(3)
)
≤2 . . .
Dann ist ≤2 eine topologische Sortierung von ≤1, d.h. fu¨r n,m ∈ IN gilt stets:
n≤1m ⇒ n≤2m
Beweis:
Die behaupteten Eigenschaften der beiden Ordnungen ergeben sich bis auf die
letzte direkt aus den Eigenschaften des δ-Baumes und der dazu definierten Ab-
bildung. Nur die Behauptung der Eigenschaft der topologischen Sortierung wird
hier gezeigt:
Der Beweis wird mit einer Induktion u¨ber die La¨nge des Weges in
←
T 1 gefu¨hrt,
der nach der Definition existiert, wenn n≤1m vorausgesetzt wird. Es wird hier
auf Wege der La¨nge 1 eingegangen. Die Aussage fu¨r la¨ngere Wege folgt aus der
Transitivita¨t von ≤2. Fu¨r Wege der La¨nge Null folgt die Aussage aus den Defini-
tionen der Ordnungen. Nun zu Wegen der La¨nge 1:
Sei dazu n → m in ←T 1. Dann ist der Knoten mit Label m ein Sohn von dem
Knoten mit Label n in
←
T 1. Also ist die Stelle, an der das Label m steht, gro¨ßer als
die Stelle, an der das Label n steht. Da T und
←
T 1 abgesehen von der Pfeilrichtung
die gleiche Struktur besitzen, bedeutet dies (ϕT1)
−1(n) < (ϕT1)
−1(m) (natu¨rliche
Ordnung von IN !). T2 ist ein δ-Baum, was zur Folge hat, daß das Label eines
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Sohn-Knotens immer gro¨ßer ist als das Label des Vater-Knotens. Entsprechendes
gilt fu¨r die Stellen. Da (ϕT1)
−1(n) die Vater-Stelle und (ϕT1)
−1(m) die entspre-
chende Sohn-Stelle ist, folgt u¨ber die δ-Baum-Funktion ϕT2 :
ϕT2
(
(ϕT1)
−1(n)
)
< ϕT2
(
(ϕT1)
−1(m)
)
Dann gilt:
n = ϕT1
(
(ϕT2)
−1
(
ϕT2
(
(ϕT1)
−1(n)
)))
≤2ϕT1
(
(ϕT2)
−1
(
ϕT2
(
(ϕT1)
−1(m)
)))
= m
wegen der Definition von ≤2 u¨ber die Gro¨ße der Argumente von ϕT1
(
(ϕT2)
−1(·)
)
.
Bemerkung:
Die Existenz und Eigenschaften der Ordnungen sind trivial, einerseits wegen der
Struktur von T1, andererseits wegen der Bijektivita¨t von ϕT1
(
(ϕT2)
−1(·)
)
.
Der Satz besagt, daß es in Bezug auf die Struktur des δ-Baumes egal ist,
ob man zur Bildung der Quotientenfolge die Folgen-Werte und die Reihenfolge
bzgl. des gleichen oder zweier verschiedener Ba¨ume wa¨hlt. Aus dem Satz folgen
wichtige Eigenschaften von (Q(1,2)n ):
1. (Q(1,2)n ) hat nicht nur die gleichen Beru¨hrpunkte, sondern auch die glei-
chen Teilfolgen zu unendlichen Wegen15 wie (Q(1)n ),
2. (Q(1,2)n ) und (Q
(2)
n ) haben die gleiche Reihenfolge.
Als u¨ber diese Arbeit hinausgehende Mo¨glichkeit bietet sich insbesondere die
Analyse der Reihenfolge einzelner Rekursionen an.
Große Gemeinsamkeiten zwischen allen δ-Ba¨umen nicht ausgearteter Baumre-
kursionen liefern die Aussagen zur Ordnung des δ-Baumes in Abschnitt 3.1 fu¨r
den Werte-Aspekt. Wesentliche Unterschiede bestehen aber bei dem Aspekt der
Reihenfolge, da dieser deutliche Auswirkungen auf das Folgenbild besitzt. Soeben
wurde gezeigt, daß eine Umsortierung in eine andere Reihenfolge ein erlaubter
Eingriff ist, und dieser Eingriff zu einer wesentlichen Angleichung sehr unter-
schiedlicher Folgenbilder fu¨hrt. Es zeigen sich somit große Gemeinsamkeiten aller
15Nach Knopp [Knopp, p. 90] a¨ndert eine Umordnung einer konvergenten, reellen Folge nichts
an deren Grenzwert. Damit kann man folgern, daß die Beru¨hrpunktmenge bei Umordnung einer
reellen Folge identisch bleibt, da dadurch eine Umordnung jeder konvergenten Teilfolge induziert
wird. Dagegen bleiben bestimmte konvergente Teilfolgen bei beliebiger Umordnung keineswegs
identisch.
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Quotientenfolgen zu nicht ausgearteten Baumrekursionen. Es ist zu vermuten,
daß sich auch Aussagen u¨ber die Gleichartigkeit der Reihenfolge fu¨r alle nicht
ausgearteten Baumrekursionen finden lassen, da die Reihenfolge u¨ber (ϕT )
−1 di-
rekt vom δ-Baum T abha¨ngt.
5.3 Selbsta¨hnlichkeit bei Baumrekursionen
Dieser letzte Abschnitt u¨ber Baumrekursionen behandelt Pha¨nomene, die man
grob unter die U¨berschrift
”
Selbsta¨hnlichkeit“ stellen kann, obwohl sie den An-
forderungen der allgemeinen Theorie der fraktalen Geometrie meist nicht gerecht
werden.
Dies wird bei den ersten Aspekten der Betrachtungen deutlich, da hier grundsa¨tz-
lich nur endliche oder abza¨hlbar unendliche Mengen (hier Folgen) auftreten, die
aber alle die Hausdorff-Dimension 0 besitzen16. Diese Dimension ist die am mei-
sten benutzte
”
fraktale“ Dimension17. Fu¨r ein Fraktal im Sinne der allgemeinen
Theorie sollte die
”
fraktale“ Dimension gro¨ßer als die topologische Dimension
sein, was bei dem Wert Null ausgeschlossen ist.
Barnsley [Barns, p. 197 ff.] beschra¨nkt sich bei der Betrachtung verschiedener
”
fraktaler“ Dimensionen auf kompakte Mengen. Punktmengen der Form
((n, fn))n≥0 zu Folgen (fn) sind dagegen i.a. weder abgeschlossen noch beschra¨nkt,
selbst wenn die Folge (fn) beschra¨nkt ist (denn n ist unbeschra¨nkt). Auch wenn
sich somit Folgen nicht gut in die allgemeine fraktale Geometrie einbezogen wer-
den ko¨nnen, kann man auch hier selbsta¨hnliche Pha¨nomene studieren.18
Zuerst werden aus dem bisherigen Kontext Erfahrungen gesammelt, die man als
selbsta¨hnliche Pha¨nomene deuten ko¨nnte.
Nimmt man den Begriff selbsta¨hnlich wo¨rtlich, so ist in Abschnitt 5.1 gezeigt
16vgl. bei Falconer [Falco, p. 33]: Alle Mengen mit Hausdorff-Dimension > 0 sind
u¨berabza¨hlbar!
17Die Anfu¨hrungszeichen sollen anzeigen, daß der Begriff uneinheitlich verwandt wird!
18Folgen werden im weiteren Verlauf dieses Abschnitts nicht explizit als Punktmengen be-
trachtet, da Teilfolgen keine Teilmengen sind, weil bei der Teilfolgen-Bildung eine Neuindizie-
rung stattfindet. Trotzdem wird z.B. das Schwingungsverhalten an graphischen Darstellungen
von ((n, fn))n≥0 vor Augen gefu¨hrt.
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worden, daß bei der Heap-Rekursion das Folgenintervall [Q2k , . . . , Q2k+1−1] struk-
turell aus zwei Intervallen der Form [Q2k−1 , . . . , Q2k−1] zusammengesetzt ist, wel-
che dann wieder (bei genu¨gend großem k) aus jeweils zwei Intervallen [Q2k−2 , . . . ,
Q2k−1−1] bestehen, usw.. Dieser Prozeß ist zwar jeweils endlich, aber beliebig oft
durchfu¨hrbar fu¨r k →∞!
Bemerkung:
Ohne diesen Begriff i.a. quantifizieren zu ko¨nnen (dies wa¨re eine lohnende Arbeit
fu¨r eine nachfolgende Untersuchung), sollen Folgen/Folgenabschnitte als struktu-
rell a¨hnlich bezeichnet werden, wenn sie in ihrem wesentlichen Schwingungsver-
halten u¨bereinstimmen.
Bei vielen Quotientenfolgen zu nicht ausgearteten Baumrekursionen konnte ei-
ne
”
strukturelle A¨hnlichkeit“ von auf den ersten Blick nicht in Verbindung
stehenden Folgenstu¨cken beobachtet werden. Hier ergeben sich interessante For-
schungsmo¨glichkeiten.
In Zusammenhang mit der Ordnungsisomorphie von Teilba¨umen (Abschnitt 4.2)
wurde schon die große A¨hnlichkeit verschiedener Teilfolgen erwa¨hnt, wobei hier
ebenfalls eine
”
strukturelle A¨hnlichkeit“ gemeint ist. Man kann in diesem Zu-
sammenhang an das Vorliegen selbsta¨hnlicher Pha¨nomene denken.
Es ist hier deshalb notwendig, den Begriff selbsta¨hnlich in einem so allgemeinen
Kontext zu verstehen, daß auch Folgen mit eingeschlossen sind. Die allgemeine
fraktale Geometrie betrachtet im wesentlichen kompakte Euklidische Punktmen-
gen (fu¨r eine U¨bersicht vgl. z.B. bei Peitgen und Richter [PeiRi] oder bei Peitgen
und Saupe [PeiSa]). Selbsta¨hnliche Mengen X enthalten eine echte Teilmenge
Y ⊂ X, die der Menge X
”
a¨hnlich“ ist. Diese A¨hnlichkeit wird mit Hilfe unter-
schiedlicher Invarianzen nachgewiesen. U¨ber diese Invarianzen kann man A¨qui-
valenzrelationen definieren.
Von diesen Betrachtungen ausgehend kann man auch fu¨r Folgen den Begriff der
Selbsta¨hnlichkeit einfu¨hren:
Definition 5.2 (Selbsta¨hnlichkeit von Folgen)
Gegeben sei eine unendliche Klasse M von reellen Folgen, die unter einer fe-
sten, (ggf. auch fehlenden) Einschra¨nkung der strikten Teilfolgen-Bildung ≺ ab-
geschlossen ist. Weiter sei ∼= eine A¨quivalenzrelation auf M . Dann heißt eine
Folge (fn) ∈ M selbsta¨hnlich bzgl. (M,≺,∼=) genau dann, wenn es eine Folge
(gn) ∈M, (gn) ≺ (fn) gibt mit (gn) ∼= (fn) .
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Beispiel 5.2
Sei M die Klasse aller reellwertigen Folgen mit uneingeschra¨nkter strikter Teil-
folgen-Bildung.
Eine konstante Folge ist nach Definition 5.2 dann selbst unter der A¨quivalenz-
relation, die Gleichheit aller Folgenwerte verlangt, selbsta¨hnlich. Etwas weniger
trivial selbsta¨hnlich ist die Folge der natu¨rlichen Zahlen mit den Teilfolgen der
natu¨rlichen Zahlen ≥ 2 bzw. der geraden oder ungeraden Zahlen, wenn man Ska-
lierungen und Verschiebungen als a¨quivalenzerhaltende Operationen auffaßt, d.h.
(fn) ∼= (gn) genau dann, wenn es a, b ∈ IR, a 6= 0 gibt mit fn = a · gn + b fu¨r alle
n ∈ IN .
Die hier vorgestellten Beispiele sind sehr einfach, im Vergleich zu dem, was all-
gemein als Fraktal verstanden wird, sogar zu einfach. Es zeigt sich, daß es not-
wendig ist, weitere Anforderungen an die Folgen zu stellen, die eine sinnvolle
U¨bertragung der Erforschung selbsta¨hnlicher Pha¨nomene auf die reellen Folgen
gestatten. Dies gilt auch bei der Wahl der A¨quivalenzrelationen, da z.B. bei der
A¨quivalenzrelation, die eine A¨quivalenz aller Folgen erlaubt, zwangsweise auch
jede Folge selbsta¨hnlich ist.
Im weiteren Verlauf dieses Kapitels werden selbsta¨hnliche Folgen vorgestellt, die
deutlich komplizierter sind und damit der Vorstellung eines Fraktals zumindest
nahekommen. Eine weiterfu¨hrende und grundlegende Betrachtung dieses Themen-
kreises wird in diesem als Ausblick zu verstehenden Abschnitt nicht vorgenommen.
Beispiele selbsta¨hnlicher Folgen kann man mit Abschnitt 4.2 u¨ber Teilbaumiso-
morphie angeben. Im Falle von ordnungsisomorphen Teilba¨umen wurde dort auf
die
”
strukturelle A¨hnlichkeit“ der zugeho¨rigen Teilfolgen hingewiesen. Dies soll
hier an einem Beispiel noch einmal veranschaulicht werden. Zuvor soll aber fu¨r
diesen Fall die strukturelle A¨hnlichkeit und Selbsta¨hnlichkeit u¨ber die Teilbau-
misomorphie begrifflich festgelegt werden.
Definition 5.3 (strukturelle (Selbst-)A¨hnlichkeit von Teilfolgen)
Sei eine normierte, nicht ausgeartete Baumrekursion mit Quotientenfolge (Qn)
und δ-Baum T gegeben. Seien T1 und T2 zwei unendliche Teilba¨ume von T . Die
beiden Teilfolgen der Quotientenfolge zu T1 und T2 heißen strukturell a¨hnlich,
wenn T1 und T2 ordnungsisomorph sind. Ist zusa¨tzlich T2 Teilbaum von T1, so
heißt die Teilfolge zu T1 strukturell selbsta¨hnlich.
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Formalisiert im Sinne von Definition 5.2 bedeutet dies: Bei struktureller Selbst-
a¨hnlichkeit wird die Klasse aller Teilfolgen betrachtet, die zu unendlichen Teilba¨u-
men von Quotientenfolgen nicht ausgearteter Baumrekursionen gebildet werden.
Die Teilfolgen-Bildung ist hier somit eingeschra¨nkt auf Bildung echter Teilfolgen
zu Teilba¨umen des δ-Baumes (bzw. seiner Teilba¨ume). A¨quivalenzrelation ist die
strukturelle A¨hnlichkeit, die mit Hilfe der zugeho¨rigen Teilba¨ume definiert wird:
(QT1n )
∼= (QT2n ) :⇔ Ψ(T1) = Ψ(T2), d.h. T1 und T2 sind ordnungsisomorph.
Bemerkung:
Diese Definition ist eigentlich nur eine indirekte, indem sie die fu¨r Teilfolgen zu
definierende Eigenschaft auf Eigenschaften der entsprechenden Teilba¨ume zuru¨ck-
fu¨hrt. Wegen des schon gesehenen weitreichenden Zusammenhangs des δ-Baumes
und seiner Teilstrukturen mit der Quotientenfolge und den entsprechenden Teil-
folgen u¨ber die Bereiche Reihenfolge und Werte sagt diese Definition jedoch auch
viel u¨ber die betrachteten Folgen aus. Dies unterstreicht das folgende Beispiel.
Beispiel 5.3
Betrachtet wird die Quotientenfolge zur fair-periodischen Baumrekursion mit
α = period[0, 0, 1, 0, 1, 1, 0, 1], die nach Satz 4.3 nur endlich viele Klassen von ord-
nungsisomorphen Teilba¨umen besitzt. In Abbildung 5.7 werden von zwei Struktur-
typen jeweils die gleichen Folgenstu¨cke jeweils dreier Teilbaumfolgen vorgestellt.
Auf der linken Seite sind von oben nach unten die Folgen zu den Teilba¨umen mit
Wurzeln 18, 22, 26, auf der rechten Seite entsprechend zu 20, 24, 28 abgebil-
det, wobei jeweils die Folgen auf jeder Seite zueinander strukturell a¨hnlich sind.
Hierbei wird sogar ein Blick auf die Gro¨ßenordnung der Folgenwerte no¨tig, um
zu erkennen, daß es sich nicht dreimal um dieselbe Folge handelt.
Nun stellt sich die Frage, ob in diesem Fall auch strukturell selbsta¨hnliche Teilfol-
gen existieren. Die Beantwortung dieser Frage bereitet das folgende Lemma vor.
Lemma 5.4 (ordnungsisomorphe Selbsta¨hnlichkeit von δ-Ba¨umen : a¯)
Ein δ-Baum T einer nicht ausgearteten Baumrekursion mit nur endlich vie-
len Klassen von ordnungsisomorphen Teilba¨umen entha¨lt einen Teilbaum T ′, der
selbsta¨hnlich ist bzgl. der Ordnungsisomorphie.
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Abbildung 5.7: Gleiche Abschnitte verschiedener Teilfolgen aus Beispiel 5.3
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Beweis:
Es wird das Beweisprinzip des endlich ha¨ufigen Verdu¨nnens unendlicher Mengen
angewandt:
Seien T [1], T [2], . . . , T [m] Vertreter der endlich vielen Ordnungsisomorphieklassen
von Teilba¨umen von T . O.B.d.A. ist T ordnungsisomorph zu T [1]. Angenommen,
alle echten Teilba¨ume von T seien nicht ordnungsisomorph zu T . Betrachte einen
beliebigen Teilbaum T1 von T . T1 ist nicht ordnungsisomorph zu T . O.B.d.A: ist
T1 ordnungsisomorph zu T
[2]. Angenommen, alle echten Teilba¨ume von T1 seien
nicht ordnungsisomorph zu T [2]. Wa¨hle dann einen beliebigen Teilbaum T2 von
T1. ......... Da es nur endlich viele Ordnungsisomorphieklassen gibt, kommt man
bei Fortfu¨hrung dieser Konstruktion zu einem Teilbaum Tm−1, der zu T
[m] ord-
nungsisomorph ist und nur noch Teilba¨ume enthalten kann, die ebenfalls zu T [m]
ordnungsisomorph sind. Damit ist die Behauptung bewiesen, denn entweder gilt
sie fu¨r Tm−1 oder eine der Annahmen ist falsch, was ebenfalls die Richtigkeit der
Behauptung beweist.
Die Ordnungsisomorphie u¨bertra¨gt sich auf strukturelle A¨hnlichkeit der Folgen,
also kann man aus Lemma 5.4 und Satz 4.3 folgern:
Folgerung 5.1 (strukturelle Selbsta¨hnlichkeit von Folgen : ¯afp)
Die Quotientenfolge jeder fair-periodischen Baumrekursion entha¨lt eine struktu-
rell selbsta¨hnliche Teilbaum-Teilfolge.
Bisher haben sich nur sehr wenige Teilfolgen von Quotientenfolgen als selbsta¨hn-
lich herausgestellt. Um deren Anzahl deutlich zu vergro¨ßern, ist ein Umweg
u¨ber andere Randwertfolgen sinnvoll, um eine neue Klasse von Teilfolgen leichter
einfu¨hren und motivieren zu ko¨nnen. In diesem Rahmen ist es dann mo¨glich, die
entstehenden ganzzahligen Quotientenfolgen mit in der Literatur vorhandenen
Ergebnissen zu selbsta¨hnlichen ganzzahligen Folgen zu vergleichen.
Einschub u¨ber ganzzahlige selbsta¨hnliche Folgen, die im Falle der
Quotientenfolgen zu anderen Randwerten gebildet werden.
Kimberling [Kim95, Kim97] betrachtet einen Typ von ganzzahligen Fol-
gen als selbsta¨hnlich:
”
fractal sequences“ zeichnen sich hierbei dadurch
aus, daß die Folge, die entsteht, wenn man das erste Auftreten jeder Zahl
streicht, wieder die Ursprungsfolge ist.
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Hierbei handelt es sich um einen speziellen Fall der Folgen-Selbsta¨hnlich-
keit im Sinne von Definition 5.2: Die Erzeugung einer neuen Folge durch
Streichen des ersten Auftretens jeder ganzen Zahl ist nichts anderes als ei-
ne spezielle Teilfolgen-Bildung. Das Ergebnis ist sehr stark in dem Sinne,
daß als A¨quivalenzrelation sogar die Gleichheit aller Folgenglieder verlangt
werden kann: (fn) ∼= (gn) :⇔ fn = gn fu¨r alle n ∈ IN .
Die
”
fractal sequences“ von Kimberling [Kim95, Kim97] sind dabei kei-
neswegs einfach, sondern zeigen Strukturen, die durchaus mit typischen
Fraktalen mithalten ko¨nnen.
A¨hnlich interessante ganzzahlige Beispiele lassen sich im Bereich der Quo-
tientenfolgen von Baumrekursionen ebenfalls finden. Die zuletzt genann-
te A¨quivalenzrelation kann aber hier nicht erfu¨llt werden, sondern nur ei-
ne A¨quivalenzrelation, die Multiplikation mit einem ganzzahligen Faktor
zula¨ßt. Eine noch gro¨ßere A¨hnlichkeit zu den
”
fractal sequences“ von Kim-
berling [Kim95, Kim97] ko¨nnte man erreichen, indem man additive Rekur-
sionen zu passenden Randwerten betrachtet. Dies wird hier aber nicht vor-
gestellt. Einen Eindruck davon erha¨lt man aber, indem man die im folgen-
den vorgestellten ganzzahligen Quotientenfolgen gliedweise logarithmiert.
Es werden nun Baumrekursionen zu folgender Randwertfolge betrachtet:
c0 = A0 = 1, cn = 2
n n ≥ 1 ⇒ ∆c0 = Q0 = 1, ∆cn = 2 n ≥ 1
Wenn man sich klar macht, daß durch diese Randwerte die Quotientenfol-
gen-Werte zu Indices jeder k-ten Stufen konstant 2k+1 betragen, kann man
leicht den folgenden Zusammenhang aus Satz 4.3 und Lemma 5.4 folgern:
Mit den o.g. Randwerten besitzt die Quotientenfolge jeder fair-periodischen
Baumrekursion eine Teilfolge, die eine mit einer festen Zweierpotenz mul-
tiplizierte Kopie von sich selbst (als Teilfolge) entha¨lt.
An dem Beispiel der Baumrekursion zu α := period[0, 0, 1, 1] wird jetzt
untersucht, ob es nicht eine noch elegantere Lo¨sung gibt. Dazu werden die
Quotientenfolge (Qn)n≥1 und zwei spezielle Teilfolgen in Tabelle 5.2 darge-
stellt.
Man sieht an diesen wenigen Werten schon, daß die gewa¨hlten Teilfolgen
die mit dem Faktor 2 multiplizierte Folge Qn darstellen. Um zu kla¨ren, ob
dies ein Zufall ist, oder unter welchen Voraussetzungen dieses Pha¨nomen
immer auftritt, wird der δ-Baum-Anfang zu diesem Beispiel in Abbildung
180 KAPITEL 5. BAUMREKURSIONEN: RU¨CKBLICK / AUSBLICK
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Qn 2 4 8 4 8 16 8 16 8 16 32 16 32 16 32
Tf 1 4 8 16 8 16 32 16 32
Tf 2 4 8 16 8 16 32
Tabelle 5.2: Quotientenfolge und zwei Teilfolgen zu α := period[0, 0, 1, 1].
5.8 betrachtet, wobei die Indices der ersten Teilfolge umkreist sind.
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Abbildung 5.8: δ-Baum zu α := period[0, 0, 1, 1].
Man sieht sofort, was geschehen ist: Es handelt sich um alle die Labels,
die linke So¨hne sind! Entsprechend wa¨hlt die zweite Teilfolge die Werte zu
den Labels aus, die rechte So¨hne sind. Um eine genauere Analyse durch-
zufu¨hren und eine Verbindung zu bisherigen Aussagen herzustellen, werden
”
Sohnba¨ume“ und u¨ber diese
”
Nachfahrenba¨ume“ definiert. Dies wird fu¨r
den linken Sohnbaum in Abbildung 5.9 fu¨r das hier betrachtete Beispiel
dargestellt, wobei der urspru¨ngliche δ-Baum mit du¨nnen Kanten und der
linke Sohnbaum mit dicken Kanten dargestellt ist. Dabei werden die neu
hinzugenommenen rechten Kanten gestrichelt gezeichnet.
Es fa¨llt auf, daß der linke Sohnbaum kein Teilgraph des δ-Baumes ist, da
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Abbildung 5.9: Konstruktion eines linken Sohnbaumes im Beispiel
neue Kanten hinzugenommen werden. Es handelt sich hierbei folglich um
eine recht unorthodoxe Bildung.19 Trotzdem teilt auch der Sohnbaum viele
Eigenschaften mit dem δ-Baum. Man kann sich u¨berzeugen, daß das darge-
stellte Stu¨ck sogar ordnungsisomorph zum δ-Baum-Anfang ist, was wegen
der extremen A¨hnlichkeit der Teilfolgen zur Quotientenfolge nicht u¨ber-
rascht. Bevor nun weiter auf dieses Pha¨nomen eingegangen wird, sollen erst
einige Begriffe formal eingefu¨hrt werden.
Definition 5.4 (linker/rechter Sohnbaum, Nachfahrenbaum)
(a) Sei T ein vollsta¨ndiger, unendlicher, gelabelter bina¨rer Baum. Dann
wird der linke [bzw. rechte] Sohnbaum TL [bzw. TR] von T folgen-
dermaßen definiert:
• Knoten von TL [bzw. TR] sind genau die Knoten von T , die linke
[bzw. rechte] So¨hne sind.
• Wurzel von TL [bzw. TR] ist der linke [bzw. rechte] Sohn der Wur-
zel in T .
• Sei v ein beliebiger Knoten von TL [bzw. TR]. Dann ist der linke
[bzw. rechte] Sohn von v in T auch der linke [bzw. rechte] Sohn
von v in TL [bzw. TR]. Der rechte [bzw. linke] Sohn von v in TL
[bzw. TR] ist der linke [bzw. rechte] Sohn des rechten [bzw. linken]
Nachbarknotens (der gleichen Stufe) von v in T .
• Alle Labels werden mit den zugeho¨rigen Knoten u¨bernommen.
(b) Sei T wie oben definiert. Entsteht T ′ aus T durch endliches iteriertes
Ausfu¨hren beliebiger linker oder rechter Sohnbaum-Bildungen, so heißt
T ′ Nachfahrenbaum von T .
19Eine gewisse A¨hnlichkeit haben jedoch Rebalancierungsprozesse bei balancierten Ba¨umen
(auch AVL-Ba¨ume genannt) - vgl. bei Knuth [Knut3, p. 459 ff.].
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Hier wird nun nicht na¨her erla¨utert, wie man die Ordnungsisomorphie auf
Nachfahrenba¨ume erweitert, da diese Erweiterung sich direkt ergibt. Jetzt
kann man die oben vermutete Ordnungsisomorphie des linken Sohnbaumes
des Beispiel-δ-Baumes in einer unerwartet weitreichenden Form verallge-
meinern:
Satz 5.3 (a¯)
Sei T δ-Baum einer nicht ausgearteten Baumrekursion. Dann ist jeder
Nachfahrenbaum von T ordnungsisomorph zu T .
Beweis:
Sei T δ-Baum einer nicht ausgearteten Baumrekursion. Seien wie auf den
Seiten 170f. die Stellen von T mit 1, 2, 3, . . . nummeriert und die Labels an
diesen Stellen u¨ber die Abbildung ϕT angegeben, wobei ϕT (i) das Label
von T an der Stelle i ist.
Dann wird behauptet, daß es fu¨r jeden Nachfahrenbaum T ′ von T eine
endliche Iteration ζ von Aufstiegsfunktionen λ und ρ gibt, sodaß an jeder
Stelle i in T ′ das Label ζ(ϕT (i)) steht.
Wenn man diese Behauptung als bewiesen voraussetzt, ist die Ordnungs-
isomorphie von T und T ′ leicht zu zeigen: Da ζ streng isoton ist, gilt fu¨r
die Labels zweier Stellen i, j ∈ IN mit ϕT (i) < ϕT (j) ebenfalls ζ(ϕT (i)) <
ζ(ϕT (j)). Die Umkehrung dieser Aussage folgt ebenfalls aus der strengen
Isotonie von ζ. Damit sind T und T ′ ordnungsisomorph, da zwischen glei-
chen Stellen jeweils immer die gleiche Relation < oder > gilt (vgl. z.B.
Abbildung 4.15).
Nun muß noch die Behauptung der Existenz einer derartigen Funktion ζ
gezeigt werden. Dies geschieht mit vollsta¨ndiger Induktion. Zum Indukti-
onsanfang kann man sich in Abbildung 5.9 und Definition 5.4 klarmachen,
daß an der gleichen Stelle, an der im δ-Baum T das Label x steht, im linken
Sohnbaum T ′L von T das Label λ(x) steht. Nimmt man die oben eingefu¨hr-
te Stellenbezeichnung, so steht an der Stelle i in T ′L das Label λ(ϕT (i)).
Entsprechend steht im rechten Sohnbaum T ′R von T an der Stelle i das
Label ρ (ϕT (i)). Fu¨r ζ := λ bzw. ζ := ρ ist damit der Induktionsanfang
bewiesen.
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Sei zum Induktionsschritt ein beliebiger Nachfahrenbaum T ′ von T gege-
ben. Nach Induktionsvoraussetzung gibt es eine endliche Iteration ξ von
Aufstiegsfunktionen λ und ρ , sodaß an der Stelle i in T ′ das Label ξ(ϕT (i))
steht. Sei nun T ′′ entweder der linke oder der rechte Sohnbaum von T ′, im
ersten Fall linker Sohnbaum. Wenn man die Stellennummerierung auf Sei-
te 170 vor Augen hat und in Abbildung 5.9 die Konstruktion eines linken
Nachfahrenbaums betrachtet, entspricht die Stelle i in T ′′ der Stelle 2i in
T ′. An dieser Stelle steht das gleiche Label ξ(ϕT (2i)). Nun ist aber ϕT (2i)
das Label vom δ-Baum T an der Stelle 2i. Die Stelle 2i ist aber der linke
Sohn von der Stelle i in T . Da in T an der Stelle i das Label ϕT (i) steht, ist
ϕT (2i) = λ(ϕT (i)). Insgesamt steht an der Stelle i in T
′′ folglich das Label
ξ(λ(ϕT (i))).
Vollkommen analog kann man in dem Fall, daß T ′′ der rechte Sohnbaum von
T ′ ist, zeigen, daß an der Stelle i in T ′′ das Label ξ(ρ (ϕT (i))) steht. Definiert
man im ersten Fall ζ(n) := ξ(λ(n)) und im zweiten Fall ζ(n) := ξ(ρ (n))
jeweils fu¨r alle n ∈ IN , so ist der Induktionsschritt bewiesen.
Man kann hieraus direkt folgern, daß die Identita¨t der der zugeho¨rigen
Teilfolgen kein Zufall ist. Dies ist mit den bisherigen Ausfu¨hrungen direkt
ersichtlich und wird hier nicht mehr gesondert bewiesen.
Folgerung 5.2 (a¯)
Sei (Qn)n≥1 die Quotientenfolge
20 einer nicht ausgearteten Baumrekursion
mit δ-Baum T zu den Randwerten c0 = A0 = 1, cn = 2
n n ≥ 1. Sei T ′ ein
Nachfahrenbaum von T , dessen Wurzel w ein Knoten der k-ten Stufe von
T ist. Dann gilt fu¨r die zu T ′ geho¨rende Teilfolge21 (Q′n)n≥1:
(Q′n)
2k
= Qn
Bei diesen Randwerten zeigt sich also eine extreme Folgen-Selbsta¨hnlich-
keit bezogen auf Teilfolgenbildung. Setzt man in der Folgerung den rechten
und linken Sohnbaum fu¨r T ′ ein, so erha¨lt man, daß die Quotientenfolge
(Qn)n≥1 disjunkt und vollsta¨ndig in den ersten Wert Q1 und die linke und
rechte Sohnbaum-Teilfolge, die beide bis auf den Faktor 2 wieder mit der
20D.h. Q0 wird fortgelassen!
21Dabei wird der erste Wert Q1 und nicht Q0 genannt.
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Quotientenfolge u¨bereinstimmen, zerfa¨llt. Diese U¨berlegung gilt auch ana-
log fu¨r jede Teilfolge zu einem beliebigen Nachfahrenbaum.
Bemerkung:
Unter den Randwerten in Folgerung 5.2 hat genau bei allen stufentreuen
Baumrekursionen die Quotientenfolge die Form (Schreibweise der regula¨ren
Sprachen: 42 bedeutet 4, 4, und keineswegs 16) (Qn)n≥1 = 2, 4
2, 84, (16)8, . . ..
Man sieht hier wieder einmal die spezielle Abgrenzung dieser Baumrekursio-
nen-Klasse.
Nachdem mit Hilfe der abweichenden Randwerte die starke Selbsta¨hnlichkeit der
hier ganzzahligen Quotientenfolgen nachgewiesen werden konnte, wird jetzt ver-
sucht, dieses Ergebnis auf die in dieser Arbeit u¨blichen Randwerte zu u¨bertragen.
Sei dazu wieder c0 = A0 = 1 und cn = n fu¨r n ≥ 1.
Mit Satz 5.3 kann man auch sofort eine Aussage u¨ber Quotientenfolgen nicht-
ausgearteter Baumrekursionen zu den in dieser Arbeit u¨blichen Randwerten an-
geben.
Satz 5.4 (Strukturelle Selbsta¨hnlichkeit von Quotientenfolgen : a¯)
Sei (Qn)n≥1 die Quotientenfolge (ohne Q0!) einer nicht ausgearteten Baumrekur-
sion mit δ-Baum T zu den u¨blichen Randwerten. Sei T ′ ein Nachfahrenbaum von
T . Dann gilt:
1. Die zu T ′ geho¨rende Teilfolge (Indizierung beginnt bei 1!) (Q′n)n≥1 hat die
folgenden Eigenschaften:
- (Q′n) und (Qn) sind strukturell a¨hnlich.
- limn→∞
Q′n
Qn
= 1.
2. (Qn)n≥1 ist strukturell selbsta¨hnlich und selbsta¨hnlich bezu¨glich der A¨quiva-
lenzrelation, die von zwei positiven Folgen verlangt, daß ihr Quotient gegen
1 konvergiert.
Bevor dieser Satz bewiesen wird, sollen erst einmal seine Auswirkungen vorgestellt
werden. In Abbildung 5.10 sind von oben nach unten im gleichen Indexbereich (2
bis 400) die Quotientenfolge sowie die linke und die rechte Sohnbaum-Teilfolge
der Quotientenfolge zu zwei nicht ausgearteten Baumrekursionen abgebildet: links
zu α := period[0, 0, 1, 1, 0, 1, 0, 1, 0, 1] und rechts zu α := period[0, 0, 1, 0, 1]. Die
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A¨hnlichkeit ist hier noch gro¨ßer als in fru¨heren Beispielen - mit dem Auge erkenn-
bare Unterschiede sind nur bei genauer Betrachtung der Werte zu den niedrigsten
Indices mo¨glich.
Beweis:
Die Aussagen u¨ber strukturelle A¨hnlichkeit und Selbsta¨hnlichkeit folgen direkt
aus Satz 5.3. Die Aussage u¨ber die Selbsta¨hnlichkeit bezu¨glich der abweichenden
A¨quivalenzrelation im zweiten Punkt folgt aus der zweiten Aussage von (1.). Die-
se kann mit einer im Beweis von Satz 5.3 bewiesenen Aussage gezeigt werden:
Jeder Nachfahrenbaum T ′ von T ist charakterisiert durch eine endliche Iterati-
on ζ von Aufstiegsfunktionen λ und ρ , sodaß an jeder Stelle i in T ′ das Label
ζ(ϕT (i)) steht. Sei nun ζ := [ζk−1, ζk−2, . . . , ζ0] wie schon fru¨her eingefu¨hrt. Da T
und T ′ ordnungsisomorph sind, gilt fu¨r die Nachfahrenbaum-Teilfolge (Q′n) von
(Qn): Q
′
n = Qζ(n). Weiterhin gilt:
Qζ(n) = Q[ζk−1,ζk−2,...,ζ0](n) = ∆c[ζk−1,ζk−2,...,ζ0](n) ·∆c[ζk−2,...,ζ0](n) · · · ∆c[ζ0](n) ·Qn
Wegen limm→∞∆cm = limm→∞
m
m−1
= 1 folgt daraus:
lim
n→∞
Q′n
Qn
= lim
n→∞
∆c[ζk−1,ζk−2,...,ζ0](n) · · · ∆c[ζ0](n)
= lim
n→∞
[ζk−1, ζk−2, . . . , ζ0](n)
[ζk−1, ζk−2, . . . , ζ0](n)− 1 · · ·
[ζ0](n)
[ζ0](n)− 1 = 1
Damit ist der Beweis abgeschlossen.
Die zweite angegebene A¨quivalenzrelation dru¨ckt zwar nicht das aus, was mit dem
Begriff strukturelle Selbsta¨hnlichkeit gemeint ist, vermittelt aber einen Eindruck
der großen Gemeinsamkeiten der betrachteten Folgen. Dabei ist diese A¨quiva-
lenzrelation direkt u¨ber eine Eigenschaft der Folgen definiert und nicht wie bei
der strukturellen A¨hnlichkeit u¨ber Ba¨ume.
Bemerkung:
Als eine interessante Eigenschaft der Nachfahrenbaum-Teilfolgen folgt aus dem
Beweis, daß ihre Beru¨hrpunktmengen vollkommen mit der der Quotientenfolge
u¨bereinstimmen. Dies ergibt sich aus der gezeigten Darstellung
Qζ(n) = Q[ζk−1,ζk−2,...,ζ0](n) = ∆c[ζk−1,ζk−2,...,ζ0](n) ·∆c[ζk−2,...,ζ0](n) · · · ∆c[ζ0](n) ·Qn,
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Abbildung 5.10: Gleiche Abschnitte der Quotientenfolge und der linken bzw. rech-
ten Sohnbaum-Teilfolge von zwei Baumrekursionen.
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da fu¨r jeden fest gewa¨hlten Nachfahrenbaum die Anzahl der Faktoren vor Qn fest
ist und jeder Faktor gegen 1 konvergiert, wenn n gegen Unendlich geht (s.o.).
Hier zeigen Teilfolgen zu Nachfahrenba¨umen deutlich bessere und in weit gro¨ße-
rem Rahmen nachweisbare Eigenschaften als Teilfolgen zu unendlichen Teilba¨um-
en. Letztere haben jedoch andere Vorteile. Dies wird bei der letzten Betrachtung
selbsta¨hnlicher Pha¨nomene deutlich werden:
Zum Abschluß dieses Kapitels soll eine u¨berabza¨hlbar unendliche Menge vor-
gestellt werden, die u¨ber eine Rekursion mit unregelma¨ßigen Abstieg definiert
wird und ebenfalls selbsta¨hnliche Strukturen zeigt. Es ist die Beru¨hrpunktmenge
zur Quotientenfolge der Baumrekursion zu α := period[0, 1]. Hier kann man u¨ber
eine Abscha¨tzung mit den schon o¨fter dargestellten Methoden beweisen, daß je-
des Beru¨hrpunktintervall22 Is in zwei disjunkte Intervalle Iρ (s) und Iλ(s) zerfa¨llt.
Da diese Intervalle (nach Definition) abgeschlossen sind, ist
”
noch etwas Platz
dazwischen“ und man kommt leicht zu dem Ergebnis, daß die u¨berabza¨hlbar
unendliche Menge von Beru¨hrpunkten eine Cantormenge23 ist. Der Prozeß der
Generierung der Beru¨hrpunktmenge wird in Abbildung 5.11 dargestellt. Es sei
darauf hingewiesen, daß aus dem Beweis zu Satz 3.13 folgt, daß im hier betrach-
teten Fall (disjunkte Zerlegung) keine Beru¨hrpunkte in Is\(Iρ (s) ∪ Iλ(s)) liegen!
I I
sI
ρ (s)  (s)λ
Abbildung 5.11: Konstruktion der Beru¨hrpunktmenge.
Die Selbsta¨hnlichkeit ist hierbei nicht als solche unter Anwendung einer gleich-
ma¨ßigen Transformation (z.B. Translation o.a¨.) zu verstehen, sondern so, daß die
Beru¨hrpunktmenge unendlich viele Kopien von sich selbst entha¨lt, die struktu-
rell mit der Gesamtmenge u¨bereinstimmen.
Ob auch andere Baumrekursionen selbsta¨hnliche Beru¨hrpunktmengen besitzen,
ist noch nicht untersucht worden. Wegen der diffizilen Abscha¨tzungen ist ein
Nachweis nicht leicht zu fu¨hren. Eine wesentliche Hilfe dazu ko¨nnten die Aussage
22zur Definition vgl. Beweis von Satz 3.12.
23Zu verallgemeinerten Cantormengen vgl. z.B. bei Falconer [Falco, p. 65 ff.].
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von Satz 4.3 und Lemma 5.4 sein, da hier Teilbaum-Isomorphie betrachtet wird,
die sich mit den Aussagen von Abschnitt 3.4 auf Beru¨hrpunktintervalle u¨bert-
ragen lassen ko¨nnte. Fu¨r derartige Fragen wesentlich unbrauchbarer ist dagegen
der viel allgemeinere Satz 5.3, da Nachfahrenba¨ume keinen so deutlichen Zusam-
menhang zu Beru¨hrpunkt-Intervallen vorweisen wie Teilba¨ume.
Kapitel 6
Allgemeine Rekursionen mit
unregelma¨ßigem Abstieg
Baumrekursionen sind ziemlich spezielle Rekursionen. In diesem Kapitel sollen
allgemeinere multiplikative Rekursionen mit unregelma¨ßigem Abstieg und Ru¨ck-
griff auf zwei vorherige Terme betrachtet werden. Dabei kann nicht eine solch
genaue Betrachtung wie bei den Baumrekursion geschehen, da hier u.a. eine weit
gro¨ßere Anzahl von Pha¨nomenen auftritt. Es soll ein kleiner Ausblick auf die hier
mo¨glichen Abweichungen gegeben werden, wobei ein besonderer Schwerpunkt
auf die Vielfalt der Rekursionsgraphen gelegt werden soll. Speziell untersucht
werden in den Abschnitten 6.2 und 6.3 Rekursionen mit bzgl. der Hintereinan-
derausfu¨hrung kommutativen Abstiegsfunktionen, und unter diesen werden die
sogenannten Netzrekursionen genauer betrachtet.
6.1 Doppelsprungstellen und Irreduzible
Bisher hat sich diese Arbeit mit Baumrekursionen bescha¨ftigt. Eine deutliche
Einschra¨nkung ist hierbei, daß die beiden Abstiegsfunktionen in ihrem Wachs-
tum voneinander abha¨ngig sind. Diese Einschra¨nkung soll nun fortfallen in dem
Sinne, daß beide Abstiegsfunktionen beliebig gewa¨hlt werden ko¨nnen, wobei es
sich natu¨rlich um schwach wachsende Abstiegsfunktionen handeln muß. Dies sei
kurz formal eingefu¨hrt.
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Definition 6.1 (Rekursion mit unregelma¨ßigem Abstieg)
Eine Rekursion mit unregelma¨ßigem Abstieg (mit Ru¨ckgriff auf zwei vor-
herige Terme) hat die Form
An = cn · Aα(n) · Aβ(n), n ≥ 1, A0 vorgegeben.
Dabei sind α und β schwach wachsende Abstiegsfunktionen, (cn) eine Folge von
Randwerten und A0 ein Anfangswert. In Abha¨ngigkeit von (cn) und A0 kann (An)
als reelle Folge betrachtet werden. Hier ist An ∈ IN fu¨r n ≥ 0.
Wie bisher wird hier im folgenden schwerpunktma¨ßig die Quotientenfolge (Qn)
betrachtet, die vollkommen analog wie bisher definiert wird, und als Randwert-
folge cn = n, n ≥ 1 sowie als Anfangswert A0 = 1 gewa¨hlt.
Bevor die Quotientenfolgen-Rekursion vorgestellt wird, soll in einem Beispiel die
oft abweichende Gestalt der Quotientenfolgen von Nicht-Baumrekursionen kurz
vorgestellt werden.
Beispiel 6.1
In Abbildung 6.1 dargestellt wird die Quotientenfolge zur Rekursion mit unre-
gelma¨ßigem Abstieg zu α(n) :=
⌊
n
4
⌋
und β(n) :=
⌊
n
5
⌋
. Man kann zwei u¨berra-
schende Eigenschaften beobachten. Erstens gibt es eine offenbar fallende Teilfol-
ge am unteren Rand des Konvergenzkegels. Bei Baumrekursionen war der untere
Rand des Konvergenzkegel immer monoton steigend. Zweitens kann man aufgrund
der an Gro¨ße zunehmenden,
”
sehr hohen“ Werte einen unbeschra¨nkten oberen
Rand des Konvergenzkegels vermuten, obwohl beide Abstiegsfunktionen periodisch
sind (bei nicht ausgearteten, periodischen Baumrekursionen war die Quotienten-
folge dagegen immer beschra¨nkt). Begru¨ndungen fu¨r diese Unterschiede werden
in diesem Abschnitt gegeben.
Die folgende Rekursion der Quotientenfolge (Qn) fu¨r n ≥ 2 entsteht vollkommen
analog zu der bei Baumrekursionen auftretenden (vgl. Satz 2.2 auf Seite 27) und
wird auch entsprechend bewiesen. Bei Baumrekursionen ko¨nnen nur die beiden
mittleren Fa¨lle in den geschweiften Klammern auftreten, der erste und der letzte
sind jedoch durch die dortige Abha¨ngigkeit der Abstiegsfunktionen ausgeschlos-
sen.
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Abbildung 6.1: Quotientenfolge einer Nicht-Baumrekursion aus Beispiel 6.1.
Satz 6.1 (Quotientenfolgen-Rekursion)
Die Quotientenfolge jeder Rekursion mit unregelma¨ßigem Abstieg genu¨gt fu¨r n ≥
2 der folgenden Rekursion:
Qn =
n
n− 1 ·


Qα(n) ·Qβ(n) n ist Sprungstelle von α und von β
Qα(n) n ist Sprungstelle von α und nicht von β
Qβ(n) n ist Sprungstelle von β und nicht von α
1 n ist weder Sprungstelle von α noch von β


Trotz der großen A¨hnlichkeit dieser Rekursion zur Quotientenfolgen-Rekursion
bei Baumrekursionen bestehen hier also schon entscheidende Unterschiede.
Nun ergibt sich daraus schon die wesentliche Frage dieses Abschnitts:
Wie wirken sich die beiden hier neu auftretenden Fa¨lle auf das Ver-
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halten der Quotientenfolge aus?
Da beide Fa¨lle zentral fu¨r das ganze Kapitel sind, soll fu¨r jeden ein Begriff ein-
gefu¨hrt werden.
Definition 6.2 (Irreduzibles, Doppelsprungstelle)
1. Ein n ∈ IN heißt Irreduzibles einer Rekursion mit unregelma¨ßigem Ab-
stieg, wenn n = 1 oder n weder Sprungstelle von α noch von β ist.
2. Ein n ∈ IN heißt Doppelsprungstelle einer Rekursion mit unregelma¨ßi-
gem Abstieg, wenn n sowohl Sprungstelle von α als auch von β ist.
Bemerkung:
In Zusammenhang mit dieser Definition stehen einige Notationen, die vereinfa-
chend benutzt werden: Ein Irreduzibles ist irreduzibel. Jedes nicht irreduzible
Element n ist reduzibel, genauer α-reduzibel, wenn n eine Sprungstelle von
α ist, und β-reduzibel, wenn n eine Sprungstelle von β ist. Fu¨hrt ein gerichte-
ter Weg (d.h. in Pfeilrichtung) von einem Label m zu einem Irreduziblen n, so
hat/besitzt m das Irreduzible n.
Es stellt sich im folgenden die Frage, welche Komplikationen dadurch auftre-
ten ko¨nnen, daß eine Rekursion mehr als ein Irreduzibles und/oder eine Dop-
pelsprungstellen besitzt. Man kann sich leicht vorstellen, daß das Auftreten nur
endlich vieler Irreduziblen bzw. Doppelsprungstellen nicht soviel vera¨ndert wie
ein unendlich ha¨ufiges Vorkommen. Zuerst werden die Irreduziblen betrachtet.
Was ist das besondere an Irreduziblen? Bei den bisherigen Betrachtungen gab
es immer nur ein Irreduzibles zu beachten, na¨mlich n = 1.1 Dies ist auch der
kleinste, bei Rekursionen u¨berhaupt betrachtete Index. Bei gro¨ßeren Irreduziblen
stoppt die Rekursion bei einer mitten in IN liegenden Stelle. Dies ist aber kein
wesentliches Problem, denn die wirkliche Rekursion geschieht nicht linear auf IN ,
sondern auf dem
”
mehrdimensionalen“ Rekursionsgraphen. Im Prinzip ist dann
jedes Irreduzible ein kleinstes Element.
Bemerkung:
Der Rekursionsgraph (der Quotientenfolge!) wird vollkommen analog zum δ-
Baum gebildet, d.h. als Labels kommen alle n ∈ IN genau einmal vor und es geht
ein Pfeil von n nach m, wenn α(n) = m gilt und n Sprungstelle von α ist oder
wenn β(n) = m gilt und n Sprungstelle von β ist. Wenn α(n) = β(n) = m gilt
1n = 0 wird hier nicht betrachtet, da im Zusammenhang damit immer die gleichen Pha¨no-
mene auftreten.
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und n sowohl Sprungstelle von α als auch von β ist, la¨ßt man zwei Pfeile von n
nach m gehen.
Wesentlich ist hier wie bei den Baumrekursionen, daß immer der Rekursions-
graph der Quotientenfolge und nicht der Rekursionsgraph der Originalfolge
betrachtet wird. In diesem Zusammenhang sind die angegebenen Sprungstellen-
Voraussetzungen fu¨r die Pfeile entscheidend. Zum Vergleich sei noch noch ein-
mal auf die Abbildung 2.2 bei den Baumrekursionen und die dazugeho¨rende Be-
merkung verwiesen.
Ein wesentliches Problem ist in dem Begriff des kleinsten Elements begru¨ndet.
Bisher endete der (einzige von einem Label ausgehende) Rekursionsweg stets bei
dem gleichen (einzigen!) Irreduziblen. Dies ist nun nicht mehr erfu¨llt, denn, wie
das folgende Lemma zeigt, besteht die Mo¨glichkeit, daß von einem Element aus
zwei verschiedene Wege zu verschiedenen Irreduziblen fu¨hren.
Lemma 6.1
Es gibt Rekursionen mit unregelma¨ßigem Abstieg, bei denen es m ∈ IN gibt, die
mindestens zwei Irreduzible n1 und n2 besitzen. Es gibt sogar Rekursionen mit
unendlich vielen solchen m.
Beweis:
Da der erste Teil der Aussage aus dem zweiten folgt, wird nur letzterer bewiesen.
Dies geschieht mit einem konkreten Beispiel. Es wird gewa¨hlt: α(n) := blog2(n)c
und β(n) := blog4(n)c. Irreduzible sind alle Nicht-Zweierpotenzen; alle Zweier-
potenzen sind Sprungstellen. Da 4k = 22k ist, sind alle n = 22k, k ∈ IN Doppel-
sprungstellen, alle anderen Zweierpotenzen einfache Sprungstellen.
Es soll nun der Rekursionsgraph ausgehend von einer Doppelsprungstelle be-
trachtet werden. Dabei werden die Ergebnisse der α-Anwendungen nach rechts
oben, die der β-Anwendungen nach links oben geschrieben.
k
2  =42k k
2k
Ist k keine Zweierpotenz, so sind k und 2k Irreduzible, die trivialerweise verschie-
den sind. Ist andererseits k > 4 eine Zweierpotenz, o.B.d.A. k = 2j, so gilt:
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j+1
2j
2  =22k 2
j+1
2
j j+1
Man sieht leicht, daß (j + 1) irreduzibel ist, wenn j reduzibel2 ist, und j irre-
duzibel ist, wenn (j + 1) reduzibel ist. Damit ist klar, daß fu¨r j > 1 stets die
Irreduziblen zu j und (j + 1) verschieden sind.
Insgesamt sieht man, daß jedes n = 22k, k > 4 mindestens zwei verschiedene
Irreduzible hat, was die Behauptung beweist.
Fu¨r viele Betrachtungen ist es ungu¨nstig, wenn ein Element mehrere verschie-
dene Irreduzible besitzt. Deswegen sollen i.a. Fa¨llen ausgeschlossen werden, in
denen so etwas vorkommt. Dazu werden zwei Definitionen beno¨tigt:
Definition 6.3 (Zusammenhangskomponente, Einwurzel-Struktur)
1. Ein Teilgraph H des Rekursionsgraphen G heißt Zusammenhangskom-
ponente von G, falls es zwischen je zwei Knoten von H jeweils mindestens
eine (ungerichtete!) Verbindung gibt, H alle Pfeile aus G entha¨lt, die Kno-
ten aus H verbinden, und in G (!) kein Pfeil einen Knoten von H mit
einem Knoten von G\H verbindet und umgekehrt.
2. Eine Zusammenhangskomponente H des Rekursionsgraphen G heißt Ein-
wurzel-Struktur, falls H nur ein Irreduzibles entha¨lt.
Bemerkung:
Die Definition einer Zusammenhangskomponente in dieser Arbeit entspricht der
einer schwachen Zusammenhangskomponente bei Christofides [Chris].
Es ist sinnvoll, Rekursionen zu betrachten, die nur Zusammenhangskomponenten
besitzen, die Einwurzel-Strukturen sind. Als Beispiel kann man Baumrekursionen
anfu¨hren, die nur eine einzige Zusammenhangskomponente, na¨mlich den gesam-
ten Rekursionsgraph, enthalten. Dieser ist aber eine Einwurzel-Struktur, da n = 1
das einzige Irreduzible ist.
Neben diesen schon getroffenen Feststellungen ergibt sich ein anderer Unterschied
2d.h. nicht irreduzibel.
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zu den Baumrekursionen bei der Existenz unendlich vieler Irreduzibler in Zusam-
menhang mit den Grenzwerten. Bei nicht ausgearteten, periodischen und stufen-
treuen Baumrekursionen brauchte man fu¨r die Grenzwerte nur alle unendlichen
Wege zu betrachten. Dies ist hier anders:
Lemma 6.2 (Irreduziblen-Beru¨hrpunkt)
Sei (Qn) Quotientenfolge einer bina¨ren Rekursion mit unregelma¨ßigen Abstieg
mit unendlich vielen Irreduziblen. Dann gilt:
Es gibt einen Beru¨hrpunkt z = 1, der kein Grenzwert eines unendlichen Weges
ist.
Beweis:
Man betrachtet die Teilfolge von Qn, die genau alle Indices umfaßt, die irreduzi-
bel sind. An diesen Stellen ist stets Qn =
n
n−1
(vgl. Satz 6.1). Folglich konvergiert
diese Teilfolge gegen 1. (Alle unendlichen Wege im Rekursionsgraphen fu¨hren da-
gegen zu Teilfolgen mit Grenzwerten > 1.)
Beispiel 6.2
In vielen Fa¨llen existieren unendlich viele (disjunkte) Teilfolgen, die gegen 1 kon-
vergieren, aber zusammengenommen nicht konvergieren. Dies ist zum Beispiel der
Fall bei der Rekursion mit den hier allgegenwa¨rtigen Rand- und Anfangswerten
sowie α(n) :=
⌊
n
3
⌋
und β(n) :=
⌊
n+1
3
⌋
. α-Sprungstellen liegen hier bei n = 3k,
β-Sprungstellen bei n = 3k + 2 und Irreduzible bei n = 3k + 1, jeweils immer
fu¨r k ≥ 1, z.T. auch fu¨r k = 0, vor. Doppelsprungstellen gibt es keine. Darum
muß jedes Element ein eindeutiges Irreduzibles besitzen. Man sieht leicht, daß der
Rekursionsgraph ein unendlicher Wald aus unendlichen bina¨ren Ba¨umen ist, die
ebenso wie δ-Ba¨ume aufgebaut sind. Man ko¨nnte hier von einem δ-Wald sprechen.
Da hier α(n) ≤ β(n) fu¨r alle n ≥ 0 ist, kann man hier, wie bei den Baum-
rekursionen, die Pseudo-Inversen als Rechts- und Links-Funktionen definieren:
λ(n) = 3n − 1 = β−1(n) und ρ (n) = 3n = α−1(n). Daru¨ber kann man fu¨r jede
Zusammenhangskomponente wie bei den Baumrekursionen Stellen definieren. Sei
eine solche mit [ζm, . . . , ζ1] bezeichnet, wobei ζi ∈ {λ, ρ} fu¨r 1 ≤ i ≤ m ist. Wie
gehabt ist fu¨r s ≥ 1:
Q[ζm,...,ζ1](s) = Qs ·
m∏
i=1
∆c[ζi,...,ζ1](s)
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Ist s = sk := 3k + 1 fu¨r k ≥ 0 irreduzibel, so gilt:
Q[ζm,...,ζ1](sk) = ∆csk ·
m∏
i=1
∆c[ζi,...,ζ1](sk)
Da ∆cn → 1 fu¨r n → ∞, [ζm, . . . , ζ1] isoton ist und sk → ∞ fu¨r k → ∞, erha¨lt
man:
lim
k→∞
Q[ζm,...,ζ1](sk) =
(
lim
k→∞
∆csk
)
·
m∏
i=1
(
lim
k→∞
∆c[ζi,...,ζ1](sk)
)
= 1
Fu¨r jede der unendlich vielen Stellen vom o.g. Typ konvergieren die zugeho¨rigen,
paarweise disjunkten Teilfolgen stets gegen 1. Die Vereinigung von allen diesen
Teilfolgen ist aber die gesamte Quotientenfolge, von der man nach dem Abschnitt
3.4 wohl nicht mehr erwarten darf, daß sie konvergiert. Vielmehr verha¨lt sich
jede einzelne Zusammenhangskomponente wie ein δ-Baum.
”
Wald“-Rekursionen
werden hier aber nicht genauer untersucht.
Weitere Dinge, die sonst ungewohnt sind, kann man erwarten, wenn es bei ei-
ner Rekursion Doppelsprungstellen gibt, insbesondere wenn unendlich viele
Doppelsprungstellen vorkommen.
Bemerkung:
In diesem Abschnitt werden unendliche Wege im Rekursionsgraphen voll-
kommen analog zur bisherigen Vorgehensweise aufgefaßt. Es handelt sich also um
vollsta¨ndige Folgen von jeweils mit Pfeilen verbundenen Knotenlabels, die begin-
nend bei einem beliebigen Knoten (oft einem Irreduziblen) entgegen der Pfeilrich-
tung im Rekursionsgraph verlaufen.
Bei der Betrachtung von unendlichen Wegen wurde ha¨ufig nach dem Konver-
genzverhalten der zugeho¨rigen Teilfolgen gefragt. Was aber passiert, wenn ein
unendlicher Weg nicht ausschließlich durch einfache Sprungstellen oder endlich
viele Doppelsprungstellen geht, sondern durch unendlich viele Doppelsprungstel-
len. Gleichzeitig mit der entsprechenden Definition werden noch andere Typen
von Wegen eingefu¨hrt, die noch spezieller sind.
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Definition 6.4 (Doppelsprungstellenweg, Doppelpfad, M-Pfad)
Ein unendlicher Weg f1, f2, f3, . . ., der eine unendliche Folge von Doppelsprung-
stellen g1, g2, g3, . . . entha¨lt, heißt
• unendlicher Doppelsprungstellenweg. g1, g2, g3, . . . heißt unendliche
Doppelsprungstellenverkettung.
• unendlicher M-Pfad, falls es ein M ∈ IN gibt, sodaß von jedem gi ein
(endlicher, gerichteter) Pfad Pi zu einem Label ei ≤ M la¨uft, der den
nicht auf dem Weg f1, f2, . . . liegenden, von gi+1 ausgehenden, Pfeil entha¨lt.
g1, g2, g3, . . . heißt dann unendliche M-Verkettung.
• unendlicher Doppelpfad, falls es zwischen gi+1 und gi noch einen an-
deren (endlichen, gerichteten) Pfad als den u¨ber f1, f2, . . . gewa¨hlten gibt,
der den nicht auf dem Weg f1, f2, . . . liegenden, von gi+1 ausgehenden, Pfeil
entha¨lt. g1, g2, g3, . . . heißt dann unendliche Doppelverkettung.
Bemerkung:
Die Verkettungs-Definitionen werden erst spa¨ter beno¨tigt. Wegen der ganz an-
dersartigen Definition einer Kette als ungerichteten
”
Weg“ in einem gerichteten
Graphen bei Christofides [Chris] wurde anstatt Kette die a¨hnliche Bezeichnung
Verkettung gewa¨hlt.
Beispiel 6.3
In der Abbildung 6.2 werden jeweils vollkommen fiktive Beispiele fu¨r einen unend-
lichen Doppelsprungstellenweg, einen unendlichenM-Pfad und einen unendlichen
Doppelpfad gegeben. Dabei bezeichnen die dicken Pfeile stets den gemeinten Pfad,
wa¨hrend ansonsten vorhandene Pfeile zusa¨tzliche Wege kennzeichnen.
Beim Doppelsprungstellenweg gehen abweichende Wege direkt zu Irreduziblen und
enden hier natu¨rlich. Setzt man das Bild so wie begonnen unendlich fort, so wer-
den von den Doppelsprungstellen auf abzweigenden Wegen unendlich viele ver-
schiedene Irreduzible erreicht. Deren Menge ist natu¨rlich unbeschra¨nkt. Folglich
kann kein M-Pfad vorliegen.
Der M-Pfad sieht sehr a¨hnlich aus mit dem wesentlichen Unterschied, daß alle
abweichenden Wege bei dem gleichen Irreduziblen enden. Dieses eine Irreduzi-
ble ist trivialerweise beschra¨nkt.3 Es handelt sich um keinen Doppelpfad, da von
3Die in der Definition eines M -Pfades genannten Labels ei mu¨ssen aber keine Irreduziblen
sein.
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Doppelsprungstellenweg
(kein M−Pfad)
M−Pfad
(kein Doppelpfad)
Doppelpfad
Irreduzibles
einfache Sprungstelle
Doppelsprungstelle
Abbildung 6.2: Wege durch unendlich viele Doppelsprungstellen.
den Doppelsprungstellen nur ein einziger Weg zur vorherigen Doppelsprungstelle
fu¨hrt.
Beim Doppelpfad fu¨hrt auch der von jeder (bis auf die erste) Doppelsprungstelle
abzweigende Weg zur vorhergehenden Doppelsprungstelle. Die in diesem Doppel-
pfad enthaltene Doppelverkettung besteht nur aus den auf dem Pfad liegenden
Doppelsprungstellen. Bei anderen Verkettungen ist das analog.
Es soll jetzt versucht werden, mit den Begriffen vertraut zu werden. Ein Dop-
pelsprungstellenweg ist ein Weg, auf dem unendliche viele Doppelsprungstellen
liegen. Die anscheinend na¨chstliegende Spezialisierung, die am ehesten die Ei-
genschaft der Doppelsprungstelle ausnu¨tzt, das von ihr zwei Pfeile ausgehen, ist
der Doppelpfad. Dort gibt es unendlich oft zwischen zwei Doppelsprungstellen
jeweils zwei verschiedene endliche Wege. Der Doppelpfad ist aber eine sehr starke
Forderung an eine Rekursion. Gu¨nstig wa¨re eine dazwischenliegende Eigenschaft.
Diese soll der M-Pfad sein, wie im folgenden behauptet wird.
Lemma 6.3
Jeder unendliche Doppelpfad ist ein unendlicher M-Pfad.
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Bemerkung:
Daß jeder unendliche M-Pfad ein unendlicher Doppelsprungstellenweg ist, ist tri-
vial.
Beweis:
Gegeben sei ein unendlicher Doppelpfad. Die Folge der Labels, die Doppelsprung-
stellen sind und die Eigenschaft erfu¨llt, die fu¨r einen Doppelpfad gefordert ist, sei
h1, h2, . . .. Wa¨hle gi := hi+1 fu¨r i ≥ 1 und M := h1. Dann gibt es nach Voraus-
setzung eine vom Weg abweichende Verbindung zwischen g1 = h2 und e1 := h1.
Wa¨hle diese als P1. Wa¨hle nun Pi induktiv so, daß dieser Pfad zwischen gi−1
und ei := h1 u¨ber den Weg Pi−1 verla¨uft und zwischen gi = hi+1 und gi−1 = hi
die nach Voraussetzung existierende weitere Verbindung zwischen hi+1 und hi
benutzt.
Nun stellt sich die Frage, was die Existenz eines unendlichen M-Pfades aus-
sagt? Das folgende Lemma behauptet, daß bei einer geringen Anforderung an
die Randwerte zu einem M-Pfad stets eine divergente Teilfolge geho¨rt. Dies gilt
bei allgemeinen unendlichen Wegen keineswegs immer und es wird auch gezeigt
werden, daß es auch Doppelsprungstellenwege gibt, die nicht divergente Teilfol-
gen bedingen.
Lemma 6.4 (Divergenz von M-Pfad-Teilfolgen)
Gilt fu¨r die Randwertfolge cn
cn−1
≥ 1 ∀n ≥ 2 und ist cn
cn−1
> 1 schließlich fu¨r
alle n ∈ IN , so ist die zu einem M-Pfad geho¨rende Teilfolge der Quotientenfolge
divergent.
Beweis:
Sei ∆cn =
cn
cn−1
≥ 1 ∀n ≥ 2 und ∆cn > 1 fu¨r n ≥ n0.
a) Man zeigt zuerst, daß man das M in der Definition des M-Pfades auch so
wa¨hlen kann, daß M ≥ n0 ist und auch alle ei ≥ n0 sind.
Sei dazu ein M-Pfad gegeben mit Schranke M . Da M endlich ist, gibt
es nur endlich viele Werte, die als ei auftauchen ko¨nnen: x1, . . . , xm. In je-
des dieser xi gehen genau zwei Pfeile ein von zwei Vorga¨ngern und in diese
gehen wieder genau zwei Pfeile ein, usw.. Es werden alle diese A¨ste genau
so lange verfolgt, bis man jeweils bei einem Wert gro¨ßer oder gleich n0 an-
gelangt ist.4 Diese endlich vielen Wert zu jedem xi werden festgehalten und
4Die Vorga¨nger-Labels sind jeweils um mindestens 1 gro¨ßer als die Labels des betrachte-
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aus allen diesen Elementen eine Menge C∗ gebildet. Es ist gezeigt worden,
daß diese Menge endlich ist und alle Elemente gro¨ßergleich n0 sind. Wenn
das neue M ∗ als das Maximum aller Elemente aus C∗ gewa¨hlt wird und
das neue e∗i jeweils so bestimmt wird, daß es das eindeutige Element aus
C∗ ist, das auf dem Pfad Pi nach ei liegt, so ist die Behauptung (a) gezeigt.
5
b) Nun sei fu¨r den weiteren Beweis angenommen, daß alle ei ≥ n0 sind und
damit auch M ≥ n0 gilt. Sei C∗ die endliche Menge aller ei-Werte.
Jeder Weg im Rekursionsgraphen stellt auch einen Rekursionsweg dar. Um
die Behauptung des Lemmas zu zeigen, benutzt man die Rekursion 6:
Qgi = ∆cgi ·Qα(gi) ·Qβ(gi)
Einer der beiden Q-Terme auf der rechten Seite der Gleichung, o.B.d.A.
Qα(gi), geho¨rt zu dem Weg durch gi−1, gi−2, . . . , g1. Weil die Randwerte ≥ 1
sind, ist die Folge auf dem Weg monoton steigend. Man kann also Qα(gi)
nach unten durch Qgi−1 abscha¨tzen. Der andere Q-Term, o.B.d.A. folglich
Qβ(gi), geho¨rt entsprechend zu einemWeg nach ei und kann analog gegenQei
abgescha¨tzt werden. Sei e∗ ein x ∈ C∗ mit minimalem Randwertquotienten
∆cx = min{∆cy|y ∈ C∗}. Dann kann man abscha¨tzen Qei ≥ ∆cei ≥ ∆ce∗ .
Somit erha¨lt man:
Qgi ≥ ∆cgi ·Qgi−1 ·∆ce∗ ≥ Qgi−1 ·∆ce∗
Durch Selbsteinsetzung dies Abscha¨tzung kann man weiter abscha¨tzen:
Qgi ≥ Qgi−1 ·∆ce∗ ≥ Qgi−2 · (∆ce∗)2 ≥ . . . ≥ Qg1(∆ce∗)i−1 ≥ (∆ce∗)i−1
Da alle ei ≥ n0 waren, ist auch e∗ ≥ n0 und folglich ist ∆ce∗ > 1 und der
Term auf der rechten Seite von
Qgi ≥ (∆ce∗)i−1
ten Knotens (Pseudo-Inverse sind streng isoton), weshalb die Konstruktion in endlich vielen
Schritten endet.
5Bem: Das geforderte Element aus C∗ existiert natu¨rlich erst ab einem n1 ≥ n0.
6n.b.: die gi sind Doppelsprungstellen, vgl. Definition 6.4 des M -Pfades.
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strebt gegen unendlich fu¨r i gegen unendlich. Da jede Teilfolge zu einem
unendlichen Weg bei den hier gewa¨hlten Randwerten monoton ist und die
gi auf dem unendlichen M-Weg liegen, folgt die Behauptung.
Beispiel 6.4
Man ko¨nnte spekulieren, daß die Divergenz schon bei einem unendlichen Dop-
pelsprungstellenweg garantiert sei. Dann ko¨nnte man gegen das soeben bewiese-
ne Lemma einwenden, daß die Eigenschaft des M-Pfades gar nicht erforderlich
wa¨re. Dies ist aber falsch, wie hier gezeigt werden soll. Als Beispiel wird wie-
der die schon gesehene Rekursion mit unregelma¨ßigem Abstieg mit der (auch
weiterhin!!!) u¨blichen Randwertfolge mit ∆cn =
n
n−1
und den Abstiegsfunktio-
nen α(n) := blog4(n)c und β(n) := blog2(n)c gewa¨hlt. Man sieht leicht, daß die
Pseudo-Inversen lauten: α−1(n) = 4n und β−1(n) = 2n. Es soll nun ein unendli-
cher Doppelsprungstellenweg u¨ber α−1 gebildet werden:
4[1] := 41 = 4, 4[k] := 44
[k−1]
k ≥ 2
Damit ist die Folge 4[4], 4[5], 4[6], . . . ein unendlicher Doppelsprungstellenweg auf-
grund der Identita¨t β(4[k]) = β
(
22·4
[k−1]
)
= 2 ·4[k−1]. Man sieht hierbei sofort, daß
4[k] auch eine Sprungstelle von β ist. Nun sollen die mo¨glichen Anwendungen der
Abstiegsfunktionen auf einen beliebigen Term des Doppelsprungstellenweges an-
gesehen werden. Dabei bedeutet ein Pfeil mit einem Strich hinter der Spitze, daß
eine Anwendung der Abstiegsfunktion nicht mo¨glich ist (hier im Rekursionsgraph
der Quotientenfolge ist dies der Fall, wenn keine Sprungstelle vorliegt).
[k   
.2  4       +1
[k   4
.2  4[k

	
[k 	
[k   
. .
[k 	
.
.2  4 2  4       +1
2  4       =2  2          =2
[k]
4  =2
Hiermit ist es mo¨glich, den Wert der entsprechenden Folgenglieder zu berechnen.
U¨ber die Rekursion
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Q4[k] =
4[k]
4[k] − 1 ·Q4[k−1] ·
2 · 4[k−1]
2 · 4[k−1] − 1 ·
2 · 4[k−2] + 1
2 · 4[k−2]
erha¨lt man die Darstellung
Q4[k] = Q4[3] ·
k∏
j=4
(
4[j]
4[j] − 1 ·
2 · 4[j−1]
2 · 4[j−1] − 1 ·
2 · 4[j−2] + 1
2 · 4[j−2]
)
Dies kann man wegen n
n−1
= 1
1− 1
n
mit der fu¨r i ≥ 2 trivialen Aussage 4[i] ≥ 4i
abscha¨tzen:
Q4[k] ≤ Q4[3] ·
k∏
j=4
(
1
1− 1
4j
· 1
1− 1
2·4j−1−1
· 1
1− 1
2·4j−2+1
)
Auf einfache Weise kann man dies weiter abscha¨tzen und den Grenzwert berech-
nen:
lim
k→∞
Q4[k] ≤ Q4[3] ·
∞∏
j=4
(
1
1− 1
4j
· 1
1− 1
4j−1
· 1
1− 1
4j−2
)
≤ Q4[3]
(
P
(
1
4
))3
<∞
Dabei ist P (x) wieder die schon in Lemma 3.7 gesehene Partitionsfunktion (ge-
wo¨hnliche erzeugende Funktion der Partitionszahlen). Es ist gezeigt worden, daß
hier ein Doppelsprungstellenweg auftritt, dessen zugeho¨rige Teilfolge konvergiert!
Dem vorigen Lemma zufolge darf also kein M-Pfad vorliegen, wie man auch an
der letzten Abbildung gut sehen kann. Das Irreduzible zu 4[k] auf den Abzwei-
gungen vom Hauptpfad ist 2 · 4[k−2] + 1 und die Menge dieser Irreduziblen ist
unbeschra¨nkt, d.h. die fu¨r einem M-Pfad geforderte Schranke M existiert nicht.
Gerade ist gezeigt worden, daß es Doppelsprungstellenwege gibt, die keine M-
Pfade sind. Nun wird dasselbe Beispiel benutzt, um eine etwas erweiterte Aussage
zu verneinen. Es wa¨re na¨mlich mo¨glich, daß ein anderer Doppelsprungstellenweg
existiert, der ein M-Pfad ist. Genauer gesagt geht es um die folgende Aussage:
Lemma 6.5
Aus der Existenz eines unendlichen Doppelsprungstellenweges bei einer Rekursion
folgt nicht die Existenz eines M-Pfades.
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Beweis:
Wie gesagt wird das eben betrachtete Beispiel als Gegenbeispiel benutzt. In die-
sem Fall wurde die Existenz eines unendlichen Doppelsprungstellenweges nach-
gewiesen. Nun muß gezeigt werden, daß kein M-Pfad existiert. Dazu startet man
bei einer beliebigen Doppelsprungstelle 4k, k ≥ 2. In einem unendlichen Doppel-
sprungstellenweg, der diese Doppelsprungstelle entha¨lt, muß ein Weg
”
aufwa¨rts“
zu einer gro¨ßeren Doppelsprungstelle existieren. Es wird dabei zuerst die na¨chst-
gro¨ßere, erreichbare Doppelsprungstelle gewa¨hlt. Da hier die Quotientenfolge be-
trachtet wird, kann diese Verbindung nur u¨ber die beiden Pseudoinversen (der
Abstiegsfunktionen) geschehen: α−1(n) = 4n, β−1(n) = 2n. Die eine Mo¨glichkeit
ist α−1(4k) = 44
k
= 22·4
k
= 2(2
2k+1). Dies ist eine Doppelsprungstelle. Wenn man
den Weg von 4k u¨ber α−1 zu dieser Doppelsprungstelle nimmt, muß der Abzweig
eines potentiellen M-Pfades u¨ber einen anderen Weg7 gehen, hier also nur u¨ber β.
Es ist hier β(α−1(4k)) = β(22
2k+1
) = 22k+1. Da der Exponent ungerade ist, ist dies
keine Viererpotenz, folglich also keine Sprungstelle von α, und man kann hier (im
Rekursionsgraphen) nicht die Abstiegsfunktion α anwenden. Es kann aber noch
einmal β angewandt werden und mit β2(α−1(4k)) = 2k + 1 wird ein Irreduzibles
erhalten.
Das gleiche Verfahren fu¨hrt man fu¨r β−1(4k) = 2(2
2k) = 22·2
2k−1
= 4(2
2k−1) durch.
Hier liegt wieder eine Doppelsprungstelle vor und es muß wieder die nicht be-
teiligte Abstiegsfunktion angewandt werden: α(β−1(4k)) = α(4(2
2k−1)) = 22k−1.
Dieser Wert ist aus den gleichen Gru¨nden wie oben α-irreduzibel und es wird
noch einmal β angewandt: β(α(β−1(4k))) = β(22k−1) = 2k − 1. Auch hier ist
wieder ein Irreduzibles erreicht worden.
Insgesamt ist herausgekommen, daß als Irreduzible auf abzweigenden Wegen nur
2k− 1 und 2k+1 auftauchen ko¨nnen. Startet nun irgendein unendlicher Doppel-
sprungstellenweg bei 4k, so erha¨lt man auf anderem Wege erreichbare Irreduzible
nur von diesen Typen. Wenn man das Argument iteriert und bedenkt, daß der
Exponent bei Wiederholung des Argumentes ansteigt8, erha¨lt man, daß in jedem
Falle die Menge der so erhaltenen Irreduziblen unbeschra¨nkt ist. Dies gilt auch
fu¨r alle unendlichen Teilmengen dieser Irreduziblenmenge.9 Damit liegt kein M-
Pfad vor.
Somit ist gezeigt worden, daß in diesem Beispiel zwar sehr viele Doppelsprung-
stellenwege existieren, aber keiner von diesen ein M-Pfad ist.
7Bem: Jetzt geht es wieder abwa¨rts.
8Von einer Doppelsprungstelle 4k kommt man auf den gezeigten Wegen (aufwa¨rts) zu einer
Doppelsprungstelle 4k
′
. Fu¨r k > 1 ist dann stets 2k′ + 1 > 2k′ − 1 > 2k + 1 > 2k − 1.
9In der Definition des M -Pfades wurde nicht gefordert, daß jede Doppelsprungstelle in
g1, g2, . . . einbezogen wird.
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Das Problem in diesem Fall ist die Existenz von unendlich vielen Irreduziblen.
Existieren nur endlich viele Irreduziblen, so kann M stets als das Maximum u¨ber
diese Irreduziblen gewa¨hlt werden. Dies wird als Lemma zusammen mit weiteren
einfachen Aussagen formuliert. Der Beweis ergibt sich direkt aus dem schon ge-
sagten.
Lemma 6.6
1. Bei einer Rekursion mit nur endlich vielen Irreduziblen ist jeder unendliche
Doppelsprungstellenweg ein M-Pfad.
2. Sei G ein Rekursionsgraph, in dem ein unendlicher Doppelsprungstellenweg
existiert. Hat jede Zusammenhangskomponente von G nur endlich viele Ir-
reduzible, so existiert ein M-Pfad.
3. Jeder Doppelsprungstellenweg, der kein M-Pfad ist, liegt in einer Zusam-
menhangskomponente des Rekursionsgraphen, die unendlich viele Irreduzi-
ble entha¨lt.
Nun soll die Frage betrachtet werden, ob die Existenz von unendlich vielen Dop-
pelsprungstellen hinreichend ist fu¨r die Existenz eines unendlichen Doppelsprung-
stellenweges. Die Antwort ist nein, was wieder durch ein Gegenbeispiel gezeigt
wird.
Lemma 6.7
Aus der Existenz unendlich vieler Doppelsprungstellen folgt nicht die Existenz
eines unendlichen Doppelsprungstellenweges.
Da an dem interessanten Gegenbeispiel noch andere Dinge als nur den Nachweis,
daß hier kein unendlicher Doppelsprungstellenweg existiert, gezeigt werden sol-
len, wird der Beweis in das folgende Beispiel eingeschlossen.
Beispiel 6.5
Betrachtet wird die Rekursion zu den gewohnten Anfangs- und Randwerten mit
den Abstiegsfunktionen α(n) := blog25(n)c und β(n) := blog23(n)c. Man sieht
leicht, daß es in diesem Fall unendlich viele Doppelsprungstellen gibt, na¨mlich
n = 215·k, k ≥ 1. Dabei sind sowohl α(215·k) = 3k als auch β(215·k) = 5k irreduzi-
bel. Damit existiert kein Weg von einer Doppelsprungstelle zu einer anderen und
folglich auch kein unendlicher Doppelsprungstellenweg, was das Lemma beweist.
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Nun sollen aber fu¨r dieses Beispiel auch die Zusammenhangskomponenten der
Rekursion bestimmt werden, um ein erstes Beispiel fu¨r die hier mo¨gliche Vielfalt
der Rekursionsgraphen zu bekommen. Eine Zusammenhangskomponente hat min-
destens ein Irreduzibles und man baut die entsprechende Komponente von diesem
Irreduziblen aus auf. Als erstes betrachtet man ein Irreduzibles s, das weder durch
fu¨nf noch durch drei teilbar ist. Da bei Anwendung der (hier nicht mehr spezi-
ell vorgestellten) Pseudoinversen der Abstiegsfunktionen keine Doppelsprungstel-
len entstehen, erha¨lt man einen unendlichen bina¨ren Baum als Zusammenhangs-
komponente, zu sehen in Abbildung 6.3. Diese Zusammenhangskomponenten sind
Einwurzel-Strukturen, was aber nicht auf alle Zusammenhangskomponenten des
Rekursionsgraphen zutrifft.
s
2 2
2
3s 5s
3 2. 25 2. 32 2. 25 2.
3s 3s 5s 5s
Abbildung 6.3: Erster Typ von Zusammenhangskomponenten in Beispiel 6.5.
Sei nun anderenfalls s = 3k · t, wobei t weder durch 3 noch durch 5 teilbar sein
soll. Dies liefert die einzig mo¨gliche weitere Zusammenhangskomponente, da die
weiteren Irreduziblen zu den gleichen Zusammenhangskomponenten geho¨ren. Dies
ist in Abbildung 6.4 dargestellt.
3k t 5 t3k  

. . .
22
3 k+1 t 3 k 5 t
2
3 k

5 2 t. . . . .
3 5k  

t 5 k t. . .
22 2
3 5 t 3 5 t 3 t.. . . .2 k
 k k+1
Abbildung 6.4: Zweiter Typ von Zusammenhangskomponenten in Beispiel 6.5.
Jede Zusammenhangskomponente hat zwar nur endlich viele Irreduzible, aber
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auch nur endlich viele Doppelsprungstellen. Nach unten (im Bild, aber aufwa¨rts
bzgl. der Labelgro¨ße) setzt sich diese Zusammenhangskomponente jeweils in bi-
na¨ren Baumstrukturen fort.
6.2 Kommutative Rekursionen
In diesem Abschnitt werden wieder speziellere Rekursionen mit unregelma¨ßigem
Abstieg betrachtet. Diese zeichnen sich dadurch aus, daß die beiden Abstiegs-
funktionen kommutativ bezu¨glich der Hintereinanderausfu¨hrung sind. Bei den
hier betrachteten kommutativen Rekursionen la¨ßt sich die Quotientenfolge leich-
ter darstellen, was an dem regelma¨ßigem Aufbau des Rekursionsgraphen liegt.
Zuerst sollen kommutative Rekursionen erst einmal definiert werden.
Definition 6.5 (Kommutativita¨t von Abstiegsfunktionen)
Zwei Abstiegsfunktionen α und β heißen kommutativ genau dann, falls fu¨r alle
n ∈ IN mit α(n) ≥ 1 und β(n) ≥ 1 gilt: α(β(n)) = β(α(n)).
Beispiel 6.6
1. Bei Baumrekursionen zeigt sich, daß i. A. keine Kommutativita¨t vorliegt.
Das einfachste Beispiel dazu ist eine ausgeartete Baumrekursion (vgl. De-
finition 2.6) mit α(n) = 10 fu¨r n ≥ 11. Dann gilt fu¨r m = 23 + n ≥ 23:
α(β(23+n)) = α(23+n−1−α(23+n)) = α(23+n−1−10) = α(12+n) = 10
und
β(α(23 + n)) = β(10) < 10
Somit liegt keine Kommutativita¨t vor. Beispiele fu¨r nicht ausgeartete Fa¨lle
sind ebenfalls leicht zu finden.
2. Ein Beispiel fu¨r kommutative Abstiegsfunktionen ist durch α(n) = n−a n ≥
a, α(n) = 0 sonst, und β(n) = n− b n ≥ b, β(n) = 0 sonst, fu¨r a, b ∈ IN
gegeben. Dieses Beispiel deckt die
”
gewo¨hnlichen“ Abstiegsfunktionen ab,
die bei Differenzengleichungen auftreten. Eine typische (additive!) Diffe-
renzengleichung wa¨re z.B. fn − fn−1 − fn−2 = 0 mit α(n) = n − 1 und
β(n) = n− 2.
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3. Ein weiteres Beispiel fu¨r kommutative Rekursionen soll als Netzrekursio-
nen eingefu¨hrt werden. Hierbei soll gelten: α(n) :=
⌊
n
a
⌋
und β(n) :=
⌊
n
b
⌋
fu¨r a, b ∈ IN≥2.
Die Kommutativita¨t der Netzrekursionen ist zwar leicht ersichtlich, wa¨re aber
etwas umsta¨ndlicher zu zeigen. Dies ist aber nicht notwendig, da das folgende
Lemma den Nachweis der Kommutativita¨t der Netzrekursionen sehr viel leichter
gestalten wird.
Satz 6.2
Zwei schwach wachsende, nicht ausgeartete Abstiegsfunktionen α und β sind kom-
mutativ genau dann, wenn ihre Pseudoinversen α−1 und β−1 bzgl. der Hinterein-
anderausfu¨hrung kommutieren.
Beweis:
(bis Seite 209)
”
⇒“:
Voraussetzung ist, daß fu¨r alle nmit α(n) ≥ 1 und β(n) ≥ 1 β(α(n)) = α(β(n))
gilt. Angenommen, es ga¨be ein k ∈ IN mit (o.B.d.A.) α−1(β−1(k)) < β−1(α−1(k)).
Mit k ≥ 1 und wenigen U¨berlegungen10 wird zuna¨chst klar, daß α(α−1(β−1(k))) ≥
1 und β(α−1(β−1(k))) ≥ 1 als Voraussetzung fu¨r eine Kommutativita¨t bzgl. α
und β erfu¨llt sind. Wenn man jetzt die Voraussetzung auf α−1(β−1(k)) anwendet,
erha¨lt man:
α(β(α−1(β−1(k))))
V or.
= β(α(α−1(β−1(k)))) = β(β−1(k)) = k (∗)
Fu¨r den Fortgang des Beweises wird strenge Monotonie beno¨tigt. Leider gilt fu¨r
schwach wachsende Abstiegsfunktionen γ nur x < y ⇒ γ(x) ≤ γ(y). Es ist
jedoch leicht einzusehen, daß gilt:
x < y, y Sprungstelle von γ ⇒ γ(x) < γ(y) (6.1)
Dies Aussage wird im folgenden benutzt. Da β−1(α−1(k)) eine Sprungstelle von
β ist (vgl. Lemma 2.5), ergibt die Annahme α−1(β−1(k)) < β−1(α−1(k)):
10Neben k ≥ 1 benutzt man insbesondere α(α−1(n)) = n fu¨r n ≥ 1 und α−1(n) > n fu¨r
n ≥ 1 sowie die schwache Isotonie von β.
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α−1(k) = β(β−1(α−1(k))) > β(α−1(β−1(k)))
Nun ist α−1(k) eine Sprungstelle von α und dasselbe Argument ergibt:
k = α(α−1(k)) > α(β(α−1(β−1(k))))
Die rechte Seite dieser Ungleichung ist aber nach (∗) mit k identisch, was einen
Widerspruch ergibt.
”
⇐“:
Sei n ∈ IN beliebig. Zu diesem n soll α(β(n)) = β(α(n)) gezeigt werden. Es
werden zwei Fa¨lle unterschieden:
1.Fall: n < α−1(β−1(1)) = β−1(α−1(1)).
Da α−1(β−1(1)) Sprungstelle von α ist, folgt hieraus nach (6.1):
α(n) < α(α−1(β−1(1))) = β−1(1)
Nun ist β−1(1) eine Sprungstelle von β, womit analog folgt:
β(α(n)) < β(β−1(1)) = 1
Wenn man diese U¨berlegungskette analog dazu mit n < β−1(α−1(1)) durchfu¨hrt,
erha¨lt man:
α(β(n)) < 1
Wenn α(n) ≥ 1 und β(n) ≥ 1 sind, folgt damit α(β(n)) = β(α(n)) = 0.
2.Fall: n ≥ α−1(β−1(1)) = β−1(α−1(1)).
Dann sei k ≥ 1 maximal gewa¨hlt mit n ≥ α−1(β−1(k)) = β−1(α−1(k)). Dann
folgt, da k maximal gewa¨hlt wurde, n < α−1(β−1(k + 1)) = β−1(α−1(k + 1)).
Daraus folgt analog zum 1. Fall:
α(β(n)) < k + 1, β(α(n)) < k + 1
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Aus n ≥ α−1(β−1(k)) = β−1(α−1(k)) folgt wegen der Isotonie schwach wachsen-
der Abstiegsfunktionen:
β(α(n)) ≥ β(α(α−1(β−1(k)))) = k
und
α(β(n)) ≥ k
Aus all diesen Aussagen folgt, da die Bilder jeweils nur aus IN sein ko¨nnen:
β(α(n)) = k = α(β(n))
Hiermit wird nun sofort klar, daß Teil 3 von Beispiel 6.6 kommutativ ist, denn
die Pseudoinversen lauten:
α−1(k) = a · k, β−1(k) = b · k ∀k ∈ IN
Beispiel 6.7
Hier wird jetzt ein Beispiel vorgestellt, das die Tragweite des Satzes außerhalb der
hier gewa¨hlten Abstiegsfunktionen vor Augen fu¨hrt. Man kann na¨mlich zeigen fu¨r
n ∈ IN :

⌊
n+15
21
⌋
+ 12
17
 =

⌊
n+12
17
⌋
+ 15
21

Diese Aussage folgt direkt aus dem Satz, da sie die Kommutativita¨t der Abstiegs-
funktionen n 7→
⌊
n+15
21
⌋
und n 7→
⌊
n+12
17
⌋
darstellt. Diese Kommutativita¨t folgt
mit dem Satz aus der Kommutativita¨t der (relativ leicht herleitbaren) Pseudo-
Inversen k 7→ 21 ·k−15 und k 7→ 17 ·k−12, die man direkt durch wechselseitiges
Einsetzen nachweist.
Die Gleichheitsaussage gilt natu¨rlich auch fu¨r n = 17681, wobei das Ergebnis auf
beiden Seiten 50 ist. A¨ndert man die Zahlen ein wenig ab, so sind die Pseudo-
Inversen nicht mehr kommutativ und folglich wird die Identita¨t im allgemeinen
falsch. Dies trifft fu¨r n = 17681 zu, wenn man die 21 in der Identita¨t an beiden
vorkommenden Stellen durch 22 ersetzt:
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
⌊
17681+15
22
⌋
+ 12
17
 = 48 6= 47 =

⌊
17681+12
17
⌋
+ 15
22

Die im vorletzten Beispiel 6.6 erwa¨hnten gewo¨hnlichen Differenzengleichungen
werden hier nicht na¨her betrachtet, da sie als Spezialfall der Theorie linearer Dif-
ferenzengleichungen aufgefaßt werden ko¨nnen und hierzu eine große Menge an
Literatur (s. Einleitung) vorliegt.11
Als Beispiel kommutativer Rekursionen werden hier jedoch die Netzrekursio-
nen ausfu¨hrlich analysiert. Es wird zuerst der Rekursionsgraph zu einem Beispiel
bestimmt und daraus der Ansatz fu¨r eine Formel hergeleitet, die dann bewiesen
wird.
Beispiel 6.8
Betrachtet wird die Rekursion zu α(n) =
⌊
n
2
⌋
und β(n) =
⌊
n
3
⌋
. Die Rekursion wird
jetzt beispielhaft fu¨r n = 360 ausgefu¨hrt, wobei die Darstellung wie allgemein bei
Rekursionsgraphen
”
auf den Kopf“ gestellt wird und die β-Ableitung jeweils nach
links oben, die α-Ableitung jeweils nach rechts oben vorgenommen wird. Es wer-
den jeweils gleiche Labels identifiziert. Diese Darstellung kann in Abbildung 6.5
betrachtet werden.
Hierbei ist z.B. das Label 20 β-irreduzibel und 5 ein Irreduzibles sowie 60 eine
Doppelsprungstelle. Wenn man sich alle Labels faktorisiert vorstellt, kann man
leicht die Verallgemeinerung finden, die als Lemma formuliert wird.
Bemerkung:
Netzrekursionen mit α(n) :=
⌊
n
a
⌋
und β(n) :=
⌊
n
b
⌋
und ggT (a, b) = 1 werden als
teilerfremde Netzrekursionen bezeichnet.
Lemma 6.8 (Rekursionsgraph von teilerfremden Netzrekursionen)
Eine Netzrekursion mit α(n) :=
⌊
n
a
⌋
und β(n) :=
⌊
n
b
⌋
sowie ggT (a, b) = 1 hat
einen Rekursionsgraphen, der zu jedem s ∈ IN mit s 6≡ 0 mod a, s 6≡ 0 mod b
(d.h. s ist irreduzibel) eine Zusammenhangskomponente der in Abbildung 6.6 dar-
gestellten Form entha¨lt.
11Der Unterschied, daß in der Theorie der gewo¨hnlichen Differenzengleichungen additive Re-
kursionen vorliegen, ist nicht dramatisch, da man den multiplikativen Rekursionen in der hier
benutzten Form formal durch Logarithmierung additive Rekursionen zuordnen kann.
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Abbildung 6.5: Netz-Rekursion zu α(n) =
⌊
n
2
⌋
und β(n) =
⌊
n
3
⌋
fu¨r n = 360.
Bemerkung:
Das Ergebnis des Lemmas verdeutlicht gut den Grund fu¨r die Wahl der Bezeich-
nung Netz-Rekursion. In diesem speziellen Fall (teilerfremde Netzrekursionen)
ko¨nnte man sogar von Gitter-Rekursionen sprechen.
Mit dem Rekursionsgraphen der Quotientenfolge weiß man, welche Werte ∆ck
zur Berechnung von Qn benutzt werden, jedoch ist noch nicht bekannt, welchen
Exponenten sie jeweils haben. Die Lo¨sung dieser Frage wird wieder zur selben
Beispiel-Netzrekursion betrachtet.
Beispiel 6.9
Es wird wieder die Rekursion fu¨r n = 360 sowie α(n) :=
⌊
n
2
⌋
und β(n) :=
⌊
n
3
⌋
durchgefu¨hrt, jedoch werden diesmal gleiche Labels nicht identifiziert. Das Ergeb-
nis kann in Beispiel 6.7 betrachtet werden.
Man erha¨lt somit:
Q360 = ∆c360∆c180∆c120∆c90(∆c60)
2∆c45∆c40(∆c30)
3(∆c20)
3 · · · ·
· · · · (∆c15)4(∆c10)6(∆c5)10
Wenn man mit diesen Zahlen vertraut ist, erkennt man schon jetzt, daß die Expo-
nenten Binomialkoeffizienten sind. In diesem Fall kann man das vielleicht sogar
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a
2
.b2 . s
a
2
.b
.b2 . s
.a s
s
.b s
.a
2
s a .b . s b . s2
. s a
Abbildung 6.6: Zusammenhangskomponente teilerfremder Netz-Rekursionen.
dem Rekursionsgraphen ansehen, aber es stellt sich die Frage, wie man mit dem
Rekursionsgraphen diese Zahlen
”
berechnen“ kann, ohne die Identifikation der
Labels aufzulo¨sen. Die Frage beantwortet das folgende Lemma.
Lemma 6.9 (Rechnen im Rekursionsgraphen)
Sei G der Rekursionsgraph (der Quotientenfolge) einer Rekursion mit unregel-
ma¨ßigem Abstieg und n ∈ IN ein Label. Sei Gn der Teilgraph von G mit allen
Labels, die u¨ber gerichtete Wege vom Label n aus erreicht werden ko¨nnen. Dann
kann man die Exponenten en,r von ∆cr in der Darstellung Qn =
∏n
r=1∆cr
en,r (vgl.
auch (5.4)) zu allen Labels r von Gn bestimmen durch die folgende Rekursion:
• en,n = 1
• en,r =
∑
m Label von Gn
(en,m · (Anzahl der Pfeile m→ r)) r < n
Beweis:
Man kann sich leicht klarmachen, daß en,r die Anzahl der gerichteten Wege von
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Abbildung 6.7: Rekursion zu α(n) =
⌊
n
2
⌋
und β(n) =
⌊
n
3
⌋
ohne Identifizierung.
n nach r in Gn ist (wenn Potenzen des leeren Weges absorbiert werden und fu¨r
r = n der leere Weg als Weg akzeptiert wird). Damit ist natu¨rlich en,n = 1. Seien
nun alle en,m fu¨r m > r bekannt. Alle Wege von n nach r laufen u¨ber die in r
einlaufenden Pfeile. Damit wird klar, daß jeder Pfeil von einem Knotenlabel m
aus soviele Wege einbringt, wie von n nach m fu¨hren, na¨mlich en,m viele. Dies
beweist das Lemma.
Bemerkung:
Die en,r werden im folgenden also Darstellungs-Exponenten oder kurz als Ex-
ponenten bezeichnet.
Bemerkung:
Eine andere Mo¨glichkeit, die Anzahl gerichteter Wege im Rekursionsgraphen zu
bestimmen, geht u¨ber die (hier unendliche) Inzidenzmatrix A =
(
a
(1)
i,j
)
i≥0,j≥0
, wo-
bei a
(1)
i,j die Anzahl der Pfeile vom Knoten i (d.h. Knoten mit Label i) zum Knoten
j angibt. Dann gibt die k-te Matrixpotenz Ak =
(
a
(k)
i,j
)
i≥0,j≥0
die Anzahl der Wege
der La¨nge k an (vgl. hierzu z.B. bei Gessel und Stanley [GesSt, p. 1035]).
(
a
(∞)
i,j
)
i≥0,j≥0
=: A(∞) :=
∞∑
k=1
Ak
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ist wohldefiniert wegen der Zykelfreiheit des Rekursionsgraphen (d.h. wenn man
beginnend bei einem Knoten den Pfeilen in nur einer Orientierung folgt, erreicht
man nie denselben Knoten ein zweites Mal). Dann gibt a
(∞)
i,j die Anzahl der (ge-
richteten) Wege vom Knoten i zum Knoten j an. Also ist en,r = a
(∞)
n,r .
In den hier betrachteten Fa¨llen haben die Zusammenhangskomponenten eine ein-
fache, einheitliche Gestalt, u¨ber die sich mit Lemma 6.9 leicht die Darstellungs-
Exponenten berechnen lassen. Bei anderen Rekursionen, die eine weniger ein-
heitliche und u¨bersichtliche Struktur besitzen, wa¨re die gerade vorgestellte Be-
trachtung u¨ber unendliche Matrizen angebracht. Dies sprengt jedoch den Rahmen
dieser Arbeit.
Es sei nur kurz darauf hingewiesen, daß die (en,r) sich noch auf einem anderen
Wege rekursiv berechnen lassen. Dies ergibt sich aus der (hier nicht bewiesenen)
Tatsache, daß die unendliche Matrix A(∞) die inverse Matrix zu einer sogenann-
ten Rekursionsmatrix R = (ri,j)i≥0,j≥0 ist, die u¨ber
ri,j :=


1 i = j
−1 α(i) = j, β(i) 6= j
−1 α(i) 6= j, β(i) = j
−2 α(i) = β(i) = j
0 sonst
definiert ist. Die Invertierbarkeit folgt, weil es sich um eine (unendliche) untere
Dreiecksmatrix handelt. Auf diesem Wege ko¨nnten sich Folgenrekursionen auch
allgemeiner betrachten lassen.
Beispiel 6.10
Es wird wieder das obige Beispiel mit α(n) =
⌊
n
2
⌋
und β(n) =
⌊
n
3
⌋
und der
Teilgraph zu n = 360 betrachtet. Diesmal sind jedoch in der zugeho¨rigen Abbildung
6.8 in Kreisen an den Labels r die Werte en,r angegeben, sodaß man sich leicht
von der Arbeitsweise des Lemmas u¨berzeugen kann. So ergibt sich z.B. e360,20 = 3
aus e360,40 + e360,60 = 1 + 2.
Nun ko¨nnen die Exponenten en,r fu¨r die in Lemma 6.8 dargestellte Situation an-
gegeben werden. Dies geschieht im folgenden Lemma.
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Abbildung 6.8: Netz-Rekursion zu fu¨r n = 360 mit Exponenten en,r.
Bemerkung:
Zur Vereinfachung der Darstellung wird (wie hier immer) vorausgesetzt, daß
A0 = Q0 = 1 gilt, denn sonst wu¨rde der Exponent von ∆c0 = Q0 noch betrachtet
werden mu¨ssen, was i.A. nicht auf so elegante Weise geht.
Lemma 6.10 (Quotientenfolgen-Darstellung teilerfremder Netzrekurs.)
Sei eine Netzrekursion mit α(n) :=
⌊
n
a
⌋
und β(n) :=
⌊
n
b
⌋
sowie ggT (a, b) = 1
gegeben. Ist s ∈ IN , s 6≡ 0 mod a, s 6≡ 0 mod b und sind k, l ≥ 0, so gilt die
folgende Quotientenfolgen-Darstellung:
Qak·bl·s =
k∏
i=0
l∏
j=0
(∆cai·bj ·s)
( k+l−i−jk−i )
Beweis:
Es braucht nur die Korrektheit der Exponenten bewiesen zu werden. Dies ge-
schieht induktiv:
Induktionsanfang:
i = k, j = l ⇒ 1 = eak·bl·s,ak·bl·s =
(
0
0
)
Induktionsschluß:
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1.Fall: i = k, j < l. Es gibt die Situation:
a
k
. b j . s
a
k
. bj+1 . s
Damit gilt mit Lemma 6.9:
eak·bl·s,ak·bj ·s = eak·bl·s,ak·bj+1·s
Ind.vor.
=
(
k + l − j − 1− k
k − k
)
=
(
l − j − 1
0
)
= 1
!
=
(
k + l − j − k
k − k
)
=
(
l − j
0
)
= 1
2.Fall: i < k, j = l. Analog.
3.Fall: i < k, j < l. Es gibt die Situation:
a . b j . s
a . s a . bj+1 . sjb.
i
i+1 i
Hier folgt nun:
eak·bl·s,ai·bj ·s = eak·bl·s,ai+1·bj ·s + eak·bl·s,ai·bj+1·s
6.2. KOMMUTATIVE REKURSIONEN 217
Ind.Vor.
=
(
k + l − (i+ 1)− j
k − (i+ 1)
)
+
(
k + l − i− (j + 1)
k − i
)
=
(
k + l − i− j − 1
k − i− 1
)
+
(
k + l − i− j − 1
k − i
)
=
(
k + l − i− j
k − i
)
Beispiel 6.11
Ist (ausnahmsweise) ∆cn = 2 ∀n ≥ 1, so gilt nach dem gerade gezeigten Lemma:
Qak·bl·s = 2
∑k
i=0
∑l
j=0(
k+l−i−j
k−i ) = 2
∑k
i=0
∑l
j=0(
i+j
i ) = 2(
k+l+2
k+1 )−1
Den letzten Schritt kann man mit ein paar U¨berlegungen zu den Binomialkoeffi-
zienten induktiv beweisen. Fu¨r diesen einfachen Fall sind in Tabelle 6.1 ein paar
einfache Folgenwerte dargestellt fu¨r a := 2 und b := 3.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Qn 2 4 4 8 2 32 2 16 8 4 2 512 2 4 4 32 2 512
Tabelle 6.1: Erste Werte der Quotientenfolge aus Beispiel 6.11.
A¨hnliche Aussagen wie die der Lemmata 6.8 und 6.10 erha¨lt man fu¨r die Netz-
rekursionen zu α(n) :=
⌊
n
a
⌋
und β(n) :=
⌊
n
b
⌋
, falls ggT (a, b) 6= 1, a 6 |b, falls
o.B.d.A. a < b vorausgesetzt wird. Dies wird hier nicht vorgestellt.
Teilerfremde Netzrekursionen sind nur ein Spezialfall der Netzrekursionen. Nun
sollen von den restlichen Fa¨llen zuerst einmal Netzrekursionen zu α(n) :=
⌊
n
a
⌋
und β(n) :=
⌊
n
b
⌋
sowie b = ak fu¨r ein k ≥ 1 und a ≥ 2 mit a 6= xk fu¨r x, k ∈ IN≥2
betrachtet werden, da hier wesentliche Unterschiede zu den ausfu¨hrlich betrach-
teten teilerfremden Netzrekursionen auftreten. Das Problem hierbei ist, daß eine
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Abstiegsfunktion durch endliche Verkettung der anderen darstellbar ist. Die zu-
geho¨rigen Rekursionsgraphen sind nur noch
”
entartete“ Netze. Sie sollen als
k-Helix-Rekursionen bezeichnet werden. Dieser Name wird bei Betrachtung
der folgenden Rekursionsgraphen fu¨r k ≥ 2 versta¨ndlich.
Zuerst wird der Fall der 1-Helixrekursionen betrachtet. Dann sind beide Ab-
stiegsfunktionen identisch und es entstehen zu jedem s 6≡ 0 mod a die in Ab-
bildung 6.9 dargestellten Zusammenhangskomponenten des Rekursionsgraphen.
Durch Anwendung von Lemma 6.9 auf diesen Graphen erha¨lt man leicht die Dar-
stellung der Quotientenfolge:
a . ss a
2
. s a
3
.s a
4
. s
Abbildung 6.9: Zusammenhangskomponente der 1-Helix-Rekursion
Qak·s =
k∏
j=0
(∆caj ·s)
2k−j
Als zweiter Fall werden 2-Helixrekursionen betrachtet. Die Zusammenhangs-
komponenten des Rekursionsgraphen sehen dann wie in Abbildung 6.10 darge-
stellt aus.
s
sa
3
.
a
2
. s a
4
. s
a . sa . s
5
Abbildung 6.10: Zusammenhangskomponente der 2-Helix-Rekursion
Wenn man das Lemma 6.9 auf diesen Rekursionsgraphen anwendet, erkennt man,
daß die Exponenten der Darstellung Fibonaccizahlen sind, die hier folgender-
maßen (im Gegensatz zur gewo¨hnlichen Definition geshiftet) definiert werden:
f0 = f1 := 1, fn = fn−1+ fn−2 ∀n ≥ 2. Damit lautet die Darstellung der Werte
der Quotientenfolge:
Qan·s =
n∏
j=0
(∆caj ·s)
fn−j
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Zum Abschluß dieser Betrachtungen, wird noch eine Zusammenhangskomponente
des Rekursionsgraphen der 3-Helixrekursionen dargestellt in Abbildung 6.11.
Hier kann dann gut der Grund fu¨r die Wahl der Bezeichnung k-Helixrekursion
nachvollzogen werden. Man kann zwei Typen von Pfeilen unterscheiden. Die einen
folgen einer Helix, bei der regelma¨ßig nach k (hier also 3) Knoten eine gleiche
Stelle in einer niederen Ebene erreicht wird. Die anderen laufen
”
senkrecht“ zur
Helix in die gleiche Hauptrichtung.
s
sa .
sa
3
.
a
4
. s
a
2
. s
a . s
a . s
a . s
5
a . s
. s
a . s a
6
8
9
11
a
10
. s
7
Abbildung 6.11: Zusammenhangskomponente der 3-Helix-Rekursion
Allgemein fu¨r (festes) k ≥ 2 sind die Exponenten eam·s,aj ·s Werte der jeweiligen
Folgen
(
g(k)n
)
n≥0
, die definiert werden durch:
g
(k)
0 := 1, g
(k)
1 := 1, · · · , g(k)k−1 := 1, g(k)n := g(k)n−1 + g(k)n−k n ≥ k
Die Anfa¨nge der ersten Folgen (g(k)n ) sind in Tabelle 6.2 dargestellt. Diese Folgen
findet man auch bei Sloane und Plouffe[SloPl], z.B. (g(3)n ) als M0571, (g
(4)
n ) als
M0526 und (g(5)n ) als M0507.
k\n 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 2 4 8 16 32 64 128 512 1024 2048 4096 8192 16384 32768 65536
2 1 1 2 3 5 8 13 21 34 55 89 144 233 377 610 987
3 1 1 1 2 3 4 6 9 13 19 28 41 60 88 129 189
4 1 1 1 1 2 3 4 5 7 10 14 19 26 36 50 69
5 1 1 1 1 1 2 3 4 5 6 8 11 15 20 26 34
Tabelle 6.2: Erste Werte der Folgen
(
g(k)n
)
.
Mit diesen Folgen kann man allgemein die folgende Darstellung der Quotienten-
folge der k-Helixrekursionen angeben:
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Qan·s =
n∏
j=0
(∆caj ·s)
g
(k)
n−j
Nun soll noch ein weiterer Typ von Netzrekursionen betrachtet werden, na¨mlich
solche zu α(n) =
⌊
n
xi
⌋
und β(n) =
⌊
n
xj
⌋
mit x ∈ IN≥2, wobei fu¨r alle y ∈ IN≥2
und alle l ∈ IN≥2 gelten soll: x 6= yl (d.h. x ist quadratfrei) sowie i, j ∈ IN≥2 und
i ist kein Vielfaches von j und umgekehrt. O.B.d.A. ist i < j.
Beispiel 6.12
Es wird i = 2 und j = 3 gewa¨hlt und eine Zusammenhangskomponente des Re-
kursionsgraphen zu einem s 6≡ 0 mod x. Dies ist in Abbildung 6.12 dargestellt,
wobei auch schon die Folge der en,k fu¨r das gewa¨hlte Beispiel in Kreisen zu den
entsprechenden Labels eingetragen ist. Die Folge dieser Exponenten beginnt also
s s . x
s .x
s .x s .x
s .x12
s .x
s .x s .x
s .x
s .x
s .x
s .x
13
11
9
7
5
32
4
6
10
s .x8
1216
0 1
1
2
1
1
3 2
5
9
4
7
Abbildung 6.12: Rekursionsgraph zu α(n) =
⌊
n
x2
⌋
und β(n) =
⌊
n
x3
⌋
mit Exponen-
ten en,k.
1, 0, 1, 1, 1, 2, 2, 3, 4, 5, 7, 9, 12, 16, . . .
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und es ist analog zu den fru¨heren Fa¨llen einzusehen, daß die Folge einer Rekur-
sion genu¨gt:
h−1 := 0, h0 := 1, h1 := 0, hn = hn−2 + hn−3 n ≥ 2
Diese Folge findet man auch bei Sloane und Plouffe[SloPl] unter M0284.
Zusammen mit den schon betrachteten Folgen von Exponenten la¨ßt sich hier eine
ganze Menge von Folgen erzeugen. Es stellt sich die Frage, wie all diese Folgen
zusammenha¨ngen und ob sie eine gemeinsame, nicht-rekursive Darstellung besit-
zen. Die Antwort gibt der folgende Satz:
Satz 6.3 (Darstellung von Netzrekursionen mit gleicher
”
Basis“)
Gegeben sei eine Netzrekursion zu den Abstiegsfunktionen α(n) =
⌊
n
xi
⌋
und
β(n) =
⌊
n
xj
⌋
mit quadratfreiem x ∈ IN≥2, i, j ∈ IN≥1 und i ≤ j. Dann be-
sitzt die zugeho¨rige Quotientenfolge eine Darstellung
Qxn·s =
n∏
m=0
(∆cxm·s)
h
[i,j]
n−m
mit einer Folge
(
h[i,j]n
)
, die gema¨ß der folgenden Rekursionsvorschrift gebildet
wird:
h[i,j]n := 0 − (j − i) ≤ n < 0, h[i,j]0 := 1, h[i,j]1 = h[i,j]2 = . . . = h[i,j]i−1 := 0
h[i,j]n = h
[i,j]
n−i + h
[i,j]
n−j n ≥ i
Der Rekursionsgraph besitzt zu jedem s 6≡ 0 mod x genau ggT (i, j) viele Zusam-
menhangskomponenten.
Ist ggT (i, j) = 1, so besitzt der Rekursionsgraph zu jeden s 6≡ 0 mod x nur ei-
ne Zusammenhangskomponente. In diesem Fall kann man die Folge h[i,j]n u¨ber
Diagonalsummen des Tableaus
(
k+l
k
)
k,l≥0
ausdru¨cken. Die Diagonalen gehen von
einem Wert zum na¨chsten jeweils i Stellen nach rechts und j Stellen nach oben.
Genauer gesagt gilt:
h[i,j]n =
∑
(k,l) mit n=k·i+l·j, k,l∈IN≥0
(
k + l
k
)
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Fu¨r den allgemeinen Fall, d.h. beliebigen ggT (i, j), erha¨lt man die folgende Dar-
stellung:
h[i,j]n =


∑
(k,l) mit n
ggT (i,j)
= k·i+l·j
ggT (i,j)
, k,l∈IN≥0
(
k + l
k
)
n ≡ 0 mod ggT (i, j)
0 sonst
Beispiel 6.13
Bevor dieser Satz bewiesen wird, soll seine Wirkungsweise an einem kurzen Bei-
spiel veranschaulicht werden. Es sei i = 6 und j = 9, weshalb mit ggT (i, j) = 3
der allgemeinere Fall vorliegt. Man findet die Rekursion:
h[6,9]n := 0 − 3 ≤ n < 0, h[6,9]0 := 1, h[6,9]1 = h[6,9]2 = . . . = h[6,9]5 := 0
h[6,9]n = h
[6,9]
n−6 + h
[6,9]
n−9 n ≥ 6
Wenn man die Rekursion ein Stu¨ck weit ausfu¨hrt, sieht man die Zweiteilung der
Werte in Bezug auf die Reste modulo des ggT . Die Folgenwerte h
[6,9]
27 bis h
[6,9]
39
lauten:
. . . , 5, 0, 0, 7, 0, 0, 9, 0, 0, 12, 0, 0, 16, . . .
Zum Beispiel entspricht h
[6,9]
38 = 0 dem Fall 38 ≡ 2 mod 3 (= ggT (6, 9)). Dagegen
soll der andere Fall mit 39 ≡ 0 mod 3 bei h[6,9]39 = 16 u¨berpru¨ft werden. Hier erha¨lt
man
h
[6,9]
39 =
∑
(k,l) mit 39
ggT (6,9)
=k· 6
ggT (6,9)
+l· 9
ggT (6,9)
, k,l∈IN≥0
(
k + l
k
)
=
∑
(k,l) mit 13=k·2+l·3, k,l∈IN≥0
(
k + l
k
)
Man kann leicht nachvollziehen, daß fu¨r (k, l) die einzig mo¨glichen Wertepaare
(2, 3) und (5, 1) sind. Damit ergibt sich:
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h
[6,9]
39 =
(
2 + 3
2
)
+
(
5 + 1
5
)
=
(
5
2
)
+
(
6
1
)
= 10 + 6 = 16
Ha¨tte man statt diesen Werten i = 2 und j = 3 gewa¨hlt, so entspricht die letzte
Berechnungszeile dem Ergebnis
h
[2,3]
13 =
(
2 + 3
2
)
+
(
5 + 1
5
)
= 16
Beweis:
(bis Seite 225)
Der Beweis wird in umgekehrter Reihenfolge der gemachten Aussagen gefu¨hrt.
Begonnen wird mit der letzten Aussage und bewiesen, daß diese mit der Rekur-
sion und der entsprechenden Formel fu¨r ggT (i, j) = 1 u¨bereinstimmt. Sei dazu
ggt(i, j) > 1
1. Fall: n 6≡ 0 mod ggT (i, j)
Es wird n = m · ggT (i, j) + v dargestellt mit 1 ≤ v < ggT (i, j) und dann ei-
ne Induktion u¨ber m gefu¨hrt:
m = 0: ggT (i, j) ≤ i. Damit gilt mit der Rekursionsverankerung: h[i,j]1 = h[i,j]2 =
. . . = h
[i,j]
ggT (i,j) = 0
m > 0: Fu¨r m ·ggT (i, j)+v < i gilt entsprechend dem vorigen Fall h[i,j]m·ggT (i,j)+v =
0. Nun sei m · ggT (i, j) + v ≥ i. Dann kann man mit den Aussagen
(m+ 1) · ggT (i, j) + v − i ≤ m · ggT (i, j) + v;
(m+ 1) · ggT (i, j) + v − i ≡ v mod ggT (i, j)
und
(m+ 1) · ggT (i, j) + v − j ≤ m · ggT (i, j) + v;
(m+ 1) · ggT (i, j) + v − j ≡ v mod ggT (i, j)
folgern:
h
[i,j]
(m+1)·ggT (i,j)+v
Rek.
= h
[i,j]
(m+1)·ggT (i,j)+v−i + h
[i,j]
(m+1)·ggT (i,j)+v−j
Ind.Vor.
= 0 + 0 = 0
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Damit ist in diesem Fall der Beweis bereits beendet.
2. Fall:
n ≡ 0 mod ggT (i, j) ⇒ n− i ≡ 0 mod ggT (i, j), n− j ≡ 0 mod ggT (i, j)
Definiere nun Folge hˆ[i,j]n := h
[i,j]
n·ggT (i,j), n ≥ 0. Dann erkennt man leicht mit
der Rekursion von h[i,j]n , daß hˆ
[i,j]
n die folgende Rekursion besitzt:
hˆ[i,j]n = 0
−(j − i)
ggT (i, j)
≤ n < 0, hˆ[i,j]0 = 1, hˆ[i,j]n = 0 0 < n <
i
ggT (i, j)
,
hˆ[i,j]n = hˆ
[i,j]
n− i
ggT (i,j)
+ hˆ
[i,j]
n− j
ggT (i,j)
n ≥ i
ggT (i, j)
Damit ist hˆ[i,j]n identisch zur entsprechenden Folge h
[i,j]
n zu a(n) =
⌊
n
x
i
ggT (i,j)
⌋
und
b(n) =
⌊
n
x
j
ggT (i,j)
⌋
, wobei dies zum speziellen Fall ggT ( i
ggT (i,j)
, j
ggT (i,j)
) = 1 geho¨rt.
Die hier gemachte Aussage entspricht also der fu¨r ggT (i, j) = 1. Der Beweis der
hier zu zeigenden Aussage kann also auf den Fall ggT (i, j) = 1 zuru¨ckgefu¨hrt
werden.
Nun wird somit gezeigt, daß fu¨r ggT (i, j) = 1 die u¨ber
h[i,j]n =
∑
(k,l) mit n=k·i+l·j, k,l∈IN≥0
(
k + l
k
)
beschriebene Folge mit der in der Rekursion definierten Folge h[i,j]n u¨bereinstimmt,
d.h. die Binomialdarstellung der Rekursionsvorschrift incl. Anfangswerten ge-
nu¨gt.
Induktionsanfang: n < i:
n < 0: Leere Summe: h[i,j]n = 0.
n = 0: h
[i,j]
0 = h
[i,j]
0·i+0·j =
(
0+0
0
)
= 1.
0 < n < i: Leere Summe wegen i < j: h[i,j]n = 0.
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Induktionsschluß: n ≥ i:
h[i,j]n = h
[i,j]
n−i + h
[i,j]
n−j
Ind.vor.
=
∑
(k,l) mit n−i=k·i+l·j, k,l∈IN≥0
(
k + l
k
)
+
∑
(k,l) mit n−j=k·i+l·j, k,l∈IN≥0
(
k + l
k
)
=
∑
(k,l) mit n=k·i+l·j, k≥1,l≥0
(
k + l − 1
k − 1
)
+
∑
(k,l) mit n=k·i+l·j, k≥0,l≥1
(
k + l − 1
k
)
=
∑
(k,l) mit n=k·i+l·j, k≥1,l=0
(
k + l − 1
k − 1
)
+
∑
(k,l) mit n=k·i+l·j, k=0,l≥1
(
k + l − 1
k
)
+
∑
(k,l) mit n=k·i+l·j, k≥1,l≥1
[(
k + l − 1
k − 1
)
+
(
k + l − 1
k
)]
=
∑
(k,l) mit n=k·i, k≥1
1 +
∑
(k,l) mit n=l·j, l≥1
1
+
∑
(k,l) mit n=k·i+l·j, k≥1,l≥1
(
k + l
k
)
=
∑
(k,l) mit n=k·i+l·j, k≥0,l≥0
(
k + l
k
)
Nun muß zum Schluß noch gezeigt werden, daß gilt:
exn·s,xm·s = h
[i,j]
n−m 0 ≤ m ≤ n
Dies folgt aus Lemma 6.9, wenn man beachtet, daß die Pfeile, die in das Label
xm im Rekursionsgraphen fu¨r m ≤ n−i eingehen, von xm+i und xm+j kommen.
Bemerkung:
Der Zusammenhang der hier betrachteten Folgen mit Diagonalen des Tableaus
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(
k+l
k
)
wurde schon von Green [Green] fu¨r den Fall ggt(i, j) = 1 untersucht -
natu¨rlich ohne jeden Zusammenhang zu Rekursionsgraphen.
Bemerkung:
Das Arbeitsfeld dieses Abschnittes steht in engem Zusammenhang mit random
walks, die z.B. bei Feller [Felle, Chapter XIV] und bei Comtet [Comte, p.19 ff.]
behandelt werden. Eine direkt nachvollziehbare Beziehung besteht hier u¨ber die
Betrachtung von Wegen in vorgegebenen Richtungen.
Oberschelp [Obers] hat die random walk-Thematik in verallgemeinerter Form
gelo¨st mit Hilfe der Technik der erzeugenden Funktionen (generating functions).
Aufbauend auf diesen U¨berlegungen hat der Verfasser unter Benutzung von Er-
fahrungen aus diesem Abschnitt eine Methode gefunden, mit deren Hilfe eine
allgemeine random walk-Problematik auf eine schnelle und anschauliche Weise
gelo¨st werden kann. Diese Ergebnisse wirken sich dann wieder auf verallgemei-
nerte kommutative Rekursionen mit unregelma¨ßigem Abstieg aus, fu¨r deren Quo-
tientenfolgen a¨hnliche Darstellungen gefunden werden ko¨nnen. Diese Betrachtun-
gen u¨berziehen jedoch den in dieser Arbeit gesetzten Rahmen.
6.3 Ausblick: Beru¨hrpunkte, Selbsta¨hnlichkeit
In diesem Abschnitt werden an speziellen Beispielen der Netzrekursionen zwei
bei den Baumrekursionen wesentliche Punkte untersucht: die Beru¨hrpunktmenge
der Quotientenfolge und die strukturelle (Selbst-) A¨hnlichkeit von Teilfolgen der
Quotientenfolge.
Beru¨hrpunkte
Es soll hier die Beru¨hrpunktmenge der Quotientenfolge teilerfremder Netzrekur-
sionen bestimmt werden. Als erste Vorbereitung werden jetzt Kriterien gegeben,
mit denen man u¨ber die Darstellungs-Exponenten {en,k} entscheiden kann, ob
ein Weg ein M-Pfad, ein Doppelpfad oder keines von beiden ist.
Lemma 6.11 (M-Pfade und Darstellungs-Exponenten)
Sei eine Rekursion mit unregelma¨ßigem Abstieg mit zugeho¨rigem Rekursionsgraph
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und den Exponenten {en,k} gegeben. Dann wird definiert fu¨r M ∈ IN und fu¨r
einen unendlichen Weg (fi) im Rekursionsgraphen:
BM ((fi)) := {efi,m | m ≤M, fi ≥ m, i ≥ 1}
Dann sind fu¨r einen unendlichen Weg (fi) im Rekursionsgraph a¨quivalent:
1. ∃M ∈ IN mit BM ((fi)) ist unbeschra¨nkt.
2. (fi) entha¨lt eine unendliche M-Verkettung, ist also ein M-Pfad.
Beweis:
”
(1) ⇒ (2)“:
Sei (fi) ein vorgegebener Weg, und m ∈ IN , sodaß BM ((fi)) unbeschra¨nkt ist.
Da M eine endliche Zahl ist, kann man BM ((fi)) zerlegen:
BM ((fi)) =
M⋃
m=1
{efi,m |fi ≥ m, i ≥ 1}
Da die linke Seite unbeschra¨nkt ist, gibt es auch auf der rechten Seite eine un-
beschra¨nkte Menge; diese sei zu m1 gegeben. Hieraus folgt, daß es eine Teilfolge
(fij) von (fi) gibt, sodaß gilt:
lim
j→∞
efij ,m1 =∞
O.B.d.A. ist efij ,m1 streng monoton steigend (Monotonie ist klar
12 - fu¨r strenge
Monotonie wird ggf. Teilfolge gewa¨hlt). Dann ist (fij) eine M -Verkettung z.B. zu
dem oben gewa¨hlten M . Dies ist klar zu sehen, da m1 ≤ M ist und efij ,m1 die
Anzahl der Wege von fij nach m1 angibt. Da efij ,m1 > efij−1 ,m1 ist, gibt es einen
Weg von fij nach m1, der nicht u¨ber die direkte Verbindung nach fij−1 la¨uft.
13
Damit ist (fij) eine M -Verkettung.
”
(2) ⇒ (1)“:
Sei ein M -Pfad (fi) mit einer M -Verkettung (fij) gegeben zu der Konstante
M . Dann gibt es nach Definition eines M -Pfades von fij+1 einen Weg zu einem
12Da (fi) ein unendlicher Weg ist, geht mindestens ein Weg von (fij ) nach (fij−1). U¨ber
diesen Weg kann jeder Weg von (fij−1) nach m1 zu einem Weg von (fij ) nach m1 erweitert
werden.
13Wenn zwei Wege von fij nach fij−1 existieren, wird nur einer als direkte Verbindung
bezeichnet.
228 KAPITEL 6. ALLGEMEINE REKURSIONEN
m ≤ M , der nicht u¨ber die Verbindung von fij+1 nach fij des Pfades verla¨uft.
(Jeder Weg von fij zu einem m ≤ M ist zu einem Weg von fij+1 nach m u¨ber
diese Verbindung erweiterbar.) Somit gilt:
∑
m≤M
efij+1 ,m ≥
∑
m≤M
(
efij ,m
)
+ 1 ⇒ lim
i→∞

 ∑
m≤M
efij ,m

 =∞
Da die Summe endlich ist, ist die Menge
BM ((fi)) ⊇
M⋃
m=1
{
efij ,m
∣∣∣fij ≥ m, i ≥ 1}
unbeschra¨nkt.
Mit diesem Lemma reicht es also aus, die {en,k} zu untersuchen, falls diese bekannt
sind, um alle M -Wege zu finden bzw. zu untersuchen, ob ein M -Pfad vorliegt.
Ein weiteres einfaches Lemma, dessen Aussage sich sofort ergibt, charakterisiert
Doppelpfade:
Lemma 6.12 (Doppelpfade und Darstellungs-Exponenten)
Ein Weg (fi)i≥1 ist ein Doppelpfad genau dann, wenn es eine Teilfolge (fij) von
(fi) gibt, fu¨r die gilt: ∀j ≥ 1 ist: efij+1 ,fij ≥ 2. (Dann ist (fij) eine Doppelverket-
tung.)
Nun soll mit diesen Kenntnissen begonnen werden, die teilerfremden Netzrekur-
sionen (als Beispiel) auf M -Pfade und Doppelpfade zu untersuchen. Sei dazu
α(n) :=
⌊
n
a
⌋
, β(n) :=
⌊
n
b
⌋
mit a, b ∈ IN≥2 sowie ggt(a, b) = 1. Dann sind die Ex-
ponenten {en,k} nach Lemma 6.10 bekannt. Fu¨r s 6≡ 0mod a und s 6≡ 0mod b gilt:
ean·bk·s, ai·bj ·s =
(
n+ k − i− j
n− i
)
Damit kann man leicht die folgende Aussage beweisen:
Lemma 6.13 (unendliche Wege bei teilerfremden Netzrekursionen)
Seien eine teilerfremde Netzrekursion (wie gerade eingefu¨hrt) und eine Zusam-
menhangskomponente zu einem wie oben spezifizierten s gegeben. Dann gilt:
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1. Alle Wege durch ein Label ai · bj · s mit i > 0 und j > 0 sind M-Pfade.
2. Die einzigen Nicht-M-Pfade verlaufen an den
”
Ra¨ndern“ des Netzes:
(ai · s)i≥0, (bj · s)j≥0 und ihre Teilpfade.
3. Alle Wege, die schließlich parallel zu den Ra¨ndern des Netzes verlaufen,
sind keine Doppelpfade, d.h. sie enthalten keine Doppelverkettungen.
4. Alle Wege, die nicht schließlich parallel zu den Ra¨ndern des Netzes verlau-
fen, enthalten Doppelverkettungen, sind also Doppelpfade.
Beweis:
Zu 1):
Sei das in der Behauptung geforderte Paar (i, j) gegeben durch i0, j0 mit i0 > 0
und j0 > 0. Nach Voraussetzung liegt a
i0 · bj0 · s auf dem Pfad. Nach Konstruk-
tion des Netzes mu¨ssen dann auch alle spa¨ter auftretenden Labels ai · bj · s die
Eigenschaft i > 0 und j > 0 besitzen und es muß entweder i oder j (oder beide)
gegen Unendlich gehen, damit ein unendlicher Weg vorliegt. Fu¨r alle diese Paare
(i, j) ergibt sich:
eai·bj ·s, s =
(
i+ j − 0− 0
i− 0
)
=
(
i+ j
i
)
Nach dem vorher gesagten sind alle diese Binomialkoeffizienten gro¨ßer Eins und
streben schließlich gegen Unendlich. Es ist leicht u¨ber die Binomialkoeffizienten
nachzuweisen, daß auf dem Weg sogar ein streng monoton steigendes Verhalten
vorliegen muß. Damit liegt nach Lemma 6.11 ein M -Pfad vor.
Zu 2):
Daß die behaupteten Pfade die einzigen Pfade sind, die nicht in (1) behandelt
werden, ist klar. Es bleibt nachzuweisen, daß es sich nicht um M -Pfade handeln
kann. Dazu werden fu¨r den Fall (ai · s)i≥0 die Exponenten bestimmt fu¨r i∗ < i
(andere Labels als ai
∗ · s sind von ai · s aus im Rekursionsgraph nicht erreichbar:
eai·s, ai∗ ·s =
(
i− i∗
i− i∗
)
= 1
Damit liegt kein M -Pfad vor. Die anderen Fa¨lle sind analog.14
14Ein noch einfacherer Beweisansatz liegt in der Tatsache, daß noch nicht einmal ein Dop-
pelsprungstellenweg vorliegt. Hier sollte jedoch der Umgang mit den Darstellungs-Exponenten
vorgestellt werden.
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Zu 3):
Bei jedem Weg, der schließlich parallel zu den Ra¨ndern des Netzes la¨uft, ist
schließlich i oder j in ai · bj · s konstant, o.B.d.A. j. Dann haben die Exponenten
im Vergleich zu vorigen Wert schließlich stets die Form
eai·bj ·s, ai∗ ·bj ·s =
(
i+ j − i∗ − j
i− i∗
)
=
(
i− i∗
i− i∗
)
= 1
Es kann in diesem Fall folglich keine Doppelverkettung enthalten sein, da die
Potenzen im Vergleich zum vorigen Wert schließlich konstant 1 werden, fu¨r einen
Doppelpfad aber immer wieder Werte ≥ 2 auftreten ms¨sen.
Zu 4):
Ein Weg, der nicht schließlich parallel zu den Ra¨ndern des Netzes verla¨uft, hat im-
mer wieder U¨berga¨nge (mit u¨bersprungenen Werten!) von einem Label ai
∗ · bj∗ · s
zu einem Label ai · bj · s mit i − i∗ ≥ 1 und j − j∗ ≥ 1. Der entsprechende
Darstellungs-Exponent dazu lautet dann
eai·bj ·s, ai∗ ·bj∗ ·s =
(
i+ j − i∗ − j∗
i− i∗
)
≥ 2
Damit liegt nach Lemma 6.12 eine Doppelverkettung in einem Doppelpfad vor.
Nun soll in Fortfu¨hrung dieser Ergebnisse und in Anlehnung an die Behand-
lung der Baumrekursionen die Menge der (uneigentlichen) Beru¨hrpunkte der
teilerfremden Netzrekursionen bestimmt werden.15
Nach den bisherigen Ergebnissen kann mit Lemma 6.4 gefolgert werden, daß
alle M -Pfade den (uneigentlichen) Beru¨hrpunkt ∞ liefern, und nach Lemma 6.2
und Beispiel 6.2 ist bekannt, daß die
”
Querwege“ durch alle Zusammenhangs-
komponenten den Beru¨hrpunkt 1 liefern. Nun bleiben von den bisher behandel-
ten Fa¨llen nur noch die wenigen Teilfolgen zu konvergenten unendlichen Wegen.
Wie man sich leicht u¨berlegen kann, liefern diese die folgenden Beru¨hrpunkte zu
s 6≡ 0 mod a und s 6≡ 0 mod b:
∆cs · P
(
1
s
,
1
a
)
, ∆cs · P
(
1
s
,
1
b
)
15Natu¨rlich zur hier universellen Randwertfolge cn = n n ≥ 1, c0 = 1.
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mit
P
(
1
s
,
1
a
)
=
∞∏
k=1
1
1− 1
s
· 1
ak
Dabei ist P (x, y) nach Wilf [Wilf] die gewo¨hnliche erzeugende Funktion der Par-
titionszahlen pn,k, die die Anzahl der Partitionen der Zahl n in k Summanden
angeben.
Nun stellt sich die Frage, ob dies alle Beru¨hrpunkte sind. Dazu kann man die
folgenden U¨berlegungen durchfu¨hren, wobei eine Teilfolge u¨ber eine Folge von
Labels konstruiert wird:
Die Zusammenhangskomponenten werden der Reihe nach (nach dem jeweils klein-
sten Label s geordnet)
”
hintereinandergelegt“. Nun startet man bei dem Label
a·b·1. Es werden nun zwei Wahlmo¨glichkeiten vorgegeben: Bei der einen kann man
in der gleichen Zusammenhangskomponente eine Stelle
”
weiter in a-Richtung“
gehen, d.h. von dem Label ai · b · s zu ai+1 · b · s (Entscheidung A), oder man
wechselt in die na¨chstgro¨ßere Zusammenhangskomponente, d.h. man bleibt an
der gleichen Stelle ai · b · s, nimmt nur das na¨chstgro¨ßere s (Entscheidung S).
Nach Lemma 6.4 und Lemma 6.13 ist klar, daß von jedem erreichbaren Punkt16
ausgehend die unendliche ausschließliche Ausfu¨hrung der Mo¨glichkeit A zu einem
Weg mit dazugeho¨render divergenter Teilfolge von (Qn), d.h. zum Beru¨hrpunkt
∞ fu¨hrt, wa¨hrend andererseits analog zu Lemma 6.2 und Beispiel 6.2 folgern la¨ßt,
daß von jedem hier erreichbaren Punkt aus eine unendliche ausschließliche Wie-
derholung der Entscheidung S u¨ber die so konstruierte Teilfolge von (Qn) zum
Beru¨hrpunkt 1 fu¨hrt. Die Frage ist nun, was passiert, wenn sowohl A als auch
S unendlich oft ausgefu¨hrt werden.
Wenn man z.B. ein reelles x > 1 vorgibt, sto¨ßt man nach einer endlichen An-
zahl von A-Ausfu¨hrungen erstmalig auf einen (Qn)-Wert g1 > x. Eine endliche
Anzahl von S fu¨hrt dann wieder (erstmalig) zu einem Wert k1 ≤ x. Durch end-
liche Ausfu¨hrung von A kommt man zu einem g2 > x, usw.. Es wird eine Folge
von (Qn)-Werten erzeugt, die um x pendeln. Man kann nach dieser Beobachtung
jedenfalls nicht mehr ausschließen, daß x ein Beru¨hrpunkt von (Qn) ist.
Diese U¨berlegung fu¨hrt zum folgenden Satz, dessen Beweis auf dem Zusammen-
spiel der beiden Verfahren A und E aufbaut, diese jedoch nicht direkt verwendet.
Der Beweis des Satzes wird sich wegen der Existenz der konvergenten Wege im
16Ein Label n des Rekursionsgraphen ist erreichbar, wenn es vom hier gewa¨hlten Startpunkt
mit einer endlichen Anzahl von beliebigen Hintereinanderausfu¨hrungen von A und S zu erreichen
ist.
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Rekursionsgraphen als unerwartet leicht erweisen.
Satz 6.4 (Beru¨hrpunktmenge teilerfremder Netzrekursionen)
Die Quotientenfolge einer teilerfremden Netzrekursion hat die (uneigentliche)
Beru¨hrpunktmenge [1,∞].
Beweis:
(bis Seite 234)
Daß 1 und ∞ (uneigentliche) Beru¨hrpunkte von (Qn) sind, ist schon vielfach ge-
zeigt worden. Sei nun ein z ∈ (1,∞) beliebig, aber fest, gewa¨hlt. Definiere
dazu fu¨r s 6≡ 0 mod a und s 6≡ 0 mod b:
n0(s) := min {n ∈ IN | Qb·an·s > z}
Da Qs gegen 1 strebt fu¨r s→∞ (zu s mit obigen Anforderungen), gilt schließlich
immer:
Qb·an0(s)−1·s ≤ z < Qb·an0(s)·s
Zieht man die linke Seite u¨berall ab, so ergibt sich schließlich fu¨r alle s mit
s 6≡ 0 mod a und s 6≡ 0 mod b:
0 ≤ z −Qb·an0(s)−1·s < Qb·an0(s)·s −Qb·an0(s)−1·s
Wenn man nachweisen kann, daß Qb·an0(s)·s − Qb·an0(s)−1·s fu¨r die erlaubten s fu¨r
s→∞ gegen 0 strebt, ha¨tte man folglich eine Folge gefunden, die gegen z strebt,
d.h. es wird hier bewiesen:
(Qb·an0(s)−1·s)s≥1, s6≡0 mod a, s6≡0 mod b −→ z (s→∞)
Nun zum Beweis der fehlenden Aussage. Dazu wird zuerst umgeformt:
Qb·an0(s)·s −Qb·an0(s)−1·s = ∆cb·an0(s)·s ·Qan0(s)·s ·Qb·an0(s)−1·s −Qb·an0(s)−1·s
= Qb·an0(s)−1·s · (∆cb·an0(s)·s ·Qan0(s)·s − 1)
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= Qb·an0(s)−1·s ·

∆cb·an0(s)·s ·
n0(s)∏
j=0
∆caj ·s − 1


≤ Qb·an0(s)−1·s ·

∆cb·an0(s)·s · ∞∏
j=0
∆caj ·s − 1


= Qb·an0(s)−1·s ·
(
∆cb·an0(s)·s ·∆cs · P
(
1
s
,
1
a
)
− 1
)
≤ z ·
(
∆cb·an0(s)·s ·∆cs · P
(
1
s
,
1
a
)
− 1
)
Dabei gilt die letzte Umformung nur schließlich und die Abscha¨tzung der vierten
Zeile ist klar wegen ∆caj ·s ≥ 1 ∀j ≥ 1.
Wenn man beweisen ko¨nnte, daß P
(
1
s
, 1
a
)
→ 1 fu¨r s → ∞, so wa¨re der Satz
bewiesen, da aus n0(s) → ∞ fu¨r s → ∞ ∆cb·an0(s)·s ·∆cs → 1 fu¨r s → ∞ folgt,
und damit Qb·an0(s)·s −Qb·an0(s)−1·s gegen 0 streben wu¨rde fu¨r s→∞.
Nun noch zum letzten fehlenden Puzzlestein. Es ist klar, daß P
(
1
s
, 1
a
)
≥ 1 fu¨r
a ≥ 2 und s ≥ 1 gilt. Man kann nun weiter abscha¨tzen17 fu¨r s > 1:
P
(
1
s
,
1
a
)
=
∞∏
j=1
∆caj ·s
=
∞∏
j=1
aj · s
aj · s− 1
=
∞∏
j=1
(
1 +
1
aj · s− 1
)
≤ lim
m→∞

1 + 1
m
m∑
j=1
1
aj · s− 1

m
s·aj−1≥0≤ lim
m→∞

1 + 1
m
m∑
j=1
1
aj−1 · s

m
∑m
≤
∑∞
≤ lim
m→∞

1 + 1
m
∞∑
j=1
1
aj−1 · s

m
= lim
m→∞
(
1 +
1
m
1
s
a
a− 1
)m
17zur Produkt/Summen-Abscha¨tzung vgl. Satz 3.9.
234 KAPITEL 6. ALLGEMEINE REKURSIONEN
= e
1
s
a
a−1
Der letzte Term strebt gegen 1 fu¨r s→∞. Das vollendet den Beweis.
Selbsta¨hnlichkeit
Zum Abschluß dieser Arbeit soll noch ein bei den Baumrekursionen ausfu¨hr-
lich betrachteter Untersuchungspunkt auch in diesem Rahmen beru¨hrt werden,
na¨mlich das Folgenbild. Kurz betrachtet werden in diesem Fall nur einige An-
sa¨tze zu einer einzigen teilerfremden Netzrekursion, na¨mlich zu der mit α(n) :=⌊
n
2
⌋
und β(n) :=
⌊
n
3
⌋
.
Es sollen nun Teilfolgen zu Teilnetzen im Rekursionsgraph untersucht werden.
Ein Teilnetz mit Basislabelm (das Basislabel eines Teilnetzes entspricht der Wur-
zel eines Teilbaumes) soll alle die Knoten mit Label n des Rekursionsgraphen
enthalten, von denen mindestens ein gerichteter Weg von n nach m geht (vgl.
Abbildung 6.13). Die dazugeho¨rende Teilfolge der Quotientenfolge wird entspre-
chend wie bei Teilbaum-Teilfolgen im Falle der Baumrekursionen definiert.
Zusammenhangskomponente (Netz)
Basislabel
Teilnetz
Abbildung 6.13: Teilnetz des Rekursionsgraphen einer teilerfremden Netzrekursi-
on.
Eine erste Idee bei den Betrachtungen ist die Beschra¨nkung auf Teilnetz-Teilfol-
gen zu entsprechenden Teilnetzen verschiedener Zusammenhangskomponenten,
da hier eine A¨hnlichkeit der Teilfolgen aufgrund des gleichen Aufbaus aller Zu-
sammenhangskomponenten in diesem Beispiel vermutet werden kann: U¨ber den
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gleichen Aufbau aller Zusammenhangskomponenten kann man mit den beiden
Abstiegsfunktionen und ihren Pseudoinversen auch hier Stellen definieren. Dies
soll hier nicht formal geschehen, da nach Betrachtung von Abbildung 6.6 auf Seite
212 hinreichend klar werden du¨rfte, was gemeint ist.
Um erste Beobachtungen anzustellen, werden dazu in Abbildung 6.14 die Teil-
folgen zu den Teilnetzen mit Basislabel 30 = 6 · 5, 42 = 6 · 7 und 66 = 6 · 11
betrachtet. Diese Basislabels befinden sich an den gleichen Stellen 6 · s der Zu-
sammenhangskomponenten zu den Irreduziblen s ∈ {5, 7, 11}. Beim Betrachten
der Folgen fallen die große U¨bereinstimmungen auf. Liegt hier sogar Ordnungsiso-
morphie vor? Im folgenden wird sich zeigen, daß dies und warum dies der Fall ist.
Ein wesentlicher Schlu¨ssel fu¨r die Erkla¨rung der entsprechenden Pha¨nomene bei
Baumrekursionen war die Ordnungsisomorphie. Hier sollen entsprechende Un-
tersuchungen fu¨r die hier betrachtete Beispiel-Netzrekursion gemacht werden. Je-
doch wird hier auf eine formale Definition verzichtet, da die Vorgehensweise hier
einerseits klar sein sollte und andererseits an dieser Stelle nur ein kurzer Anriß
der Thematik gegeben werden soll.
Man ko¨nnte also vermuten, daß Teilnetze mit Basislabels an gleichen Stellen
in verschiedenen Zusammenhangskomponenten ordnungsisomorph sind. Dies ist
in der Tat der Fall, jedoch kann noch weit mehr gezeigt werden. Das wird im
folgenden Lemma ausgesagt.
Lemma 6.14
Alle Teilnetze des Rekursionsgraphen der Netzrekursion mit α(n) :=
⌊
n
2
⌋
und
β(n) :=
⌊
n
3
⌋
sind ordnungsisomorph.
Beweis:
Der Beweis ist sehr einfach. Betrachtet werden zwei Basislabels m1 := 2
a1 ·3b1 · s1
und m2 := 2
a2 ·3b2 ·s2, wobei s1 und s2 Irreduzible sein sollen und a1, a2, b1, b2 ≥ 0
seien. Dazu werden zwei Stellen betrachtet, die hier folgendermaßen definiert wer-
den:
ζ(m) := 2cζ · 3dζ ·m
ξ(m) := 2cξ · 3dξ ·m
Dabei seien cζ , cξ, dζ , dξ ≥ 0. Angenommen, es wu¨rde ζ(m1) < ξ(m1) gelten. Das
bedeutet ausgeschrieben:
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Abbildung 6.14: Entsprechende Teilnetz-Teilfolgen der Quotientenfolge verschie-
dener Zusammenhangskomponenten.
6.3. AUSBLICK: BERU¨HRPUNKTE, SELBSTA¨HNLICHKEIT 237
2cζ · 3dζ · 2a1 · 3b1 · s1 < 2cξ · 3dξ · 2a1 · 3b1 · s1
Da alle Faktoren gro¨ßergleich Eins sind, kann man auf beiden Seiten durch
2a1 · 3b1 · s1 teilen, ohne die Relation zu a¨ndern. Aus dem gleichen Grund kann
man dann auf beiden Seiten mit 2a2 · 3b2 · s2 multiplizieren, ohne die Relation zu
vera¨ndern. Insgesamt ergibt sich:
2cζ · 3dζ · 2a2 · 3b2 · s2 < 2cξ · 3dξ · 2a2 · 3b2 · s2
Dies bedeutet nichts anderes als ζ(m2) < ξ(m2). Die andere Richtung wird ana-
log gezeigt und damit gilt:
ζ(m1) < ξ(m1) ⇔ ζ(m2) < ξ(m2)
Da ζ und ξ beliebig gewa¨hlt waren, folgt die Behauptung.
Bei Baumrekursionen entsprach die strukturelle A¨hnlichkeit der Teilbaum-Teil-
folgen der Ordnungsisomorphie der Teilba¨ume. Man kann deshalb aufgrund des
gerade bewiesenen Lemmas vermuten, daß eine strukturelle A¨hnlichkeit von Teil-
netz-Teilfolgen nicht nur dann besteht, wenn die Basislabels an gleichen Stellen
verschiedener Zusammenhangskomponenten liegen, sondern auch fu¨r beliebige
Teilnetze (da sie alle ordnungsisomorph sind). Diese Hypothese soll nun an ent-
sprechenden Teilnetz-Teilfolgen u¨berpru¨ft werden. Dazu werden in Abbildung
6.15 die Teilnetz-Teilfolgen zu den Basislabels [derselben Zusammenhangskom-
ponente] 10 (links oben), 15 (rechts oben), 60 (links unten) und 90 (rechts unten)
abgebildet.
Nach den bisherigen U¨berlegungen ist es sehr u¨berraschend, daß jeweils nur
die u¨bereinander abgebildeten Teilfolgen einander a¨hneln, wa¨hrend die ande-
ren mo¨glichen Vergleiche deutliche Unterschiede zeigen. Eine genauere Betrach-
tung zeigt aber auch hier keine genauen U¨bereinstimmungen der Auf- und Ab-
schwu¨nge. Was ist hier geschehen?
Die Begru¨ndung liegt in einem wesentlichen Unterschied der Baumrekursionen
zu den Netzrekursionen: den Darstellungsexponenten en,k. Diese waren bei den
Baumrekursionen immer 1, wa¨hrend hier Binomialkoeffizienten als Exponenten
auftauchen. Bei den Baumrekursionen fu¨hrt deshalb eine Ordnungsisomorphie der
Teilba¨ume direkt zu einer strukturellen A¨hnlichkeit der entsprechenden Teilfol-
gen. Bei den hier betrachteten teilerfremden Netzrekursionen gilt dies aber nicht,
da trotz der Ordnungsisomorphie der Labels die unterschiedlichen Darstellungs-
exponenten einen Strich durch die Rechnung machen.
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Abbildung 6.15: Teilnetz-Teilfolgen der Zusammenhangskomponente des Rekur-
sionsgraphen einer Netzrekursion.
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Eine erste Antwort auf die Frage, wann strukturelle A¨hnlichkeit vorliegt, wa¨re
eine notwendige Gleichheit aller Darstellungsexponenten in den betrachteten Teil-
netzen und den bei der Berechnung der Folgenwerte damit zusammenha¨ngenden
Gebieten des Rekursionsgraphen. Dies ist jedoch nur dann der Fall, wenn - wie
oben zuerst betrachtet - die beiden Basislabels der Teilnetze an gleichen Stellen
in verschiedenen Zusammenhangskomponenten stehen, was leicht nach Lemma
6.10 nachzuvollziehen ist.
Wenn man jedoch Teilnetze an verschiedenen Stellen einer einzigen Zusammen-
hangskomponente wa¨hlt, kommen auch A¨hnlichkeiten vor, wie in Abbildung 6.15
zu sehen war. Wie kommen diese zustande, obwohl keine Gleichheit der Darstel-
lungsexponenten vorliegt. Eine mo¨gliche Antwort auf diese Frage wa¨re auch hier
eine notwendige Ordnungsisomorphie. Es bra¨uchten dann nicht gleiche Darstel-
lungsexponenten in den verschiedenen gleich aufgebauten Teilgraphen verlangt
werden, sondern nur ordnungsisomorphe Verha¨ltnisse. Es wird auch hier dazu
u¨bergegangen, nur die Ordnungsisomorphie der Darstellungsexponenten zu ver-
langen.
Im betrachteten Fall einer teilerfremden Netzrekursion haben die Darstellungs-
exponenten die Form
(
i+j
i
)
. Das Tableau dieser Zahlen wird in Tabelle 6.3 be-
trachtet.
Bei der Berechnung der zu den einzelnen Labels geho¨renden Darstellungs-Expo-
nenten wird dieses Tableau im Prinzip gespiegelt auf das Netz gelegt (vgl. Lemma
6.10). Deswegen kann man die Ordnungsisomorphie-Anforderungen an dieses Ta-
bleau richten.18 Dabei stellt sich die Frage, welche der Teiltableaus, die jeweils
links und oberhalb eines rechts-unteren
”
Eckfeldes“ liegen, ordnungsisomorph
sind. Unbedingt ist notwendig, daß sich der rechts-untere
”
Eckpunkt“ jeweils auf
der gleichen Diagonalen befindet. Ansonsten wa¨re zum Beispiel das Teiltableau
mit Eckpunkt (5, 3) [d.h. i = 5, j = 3] nicht ordnungsisomorph zum Teiltableau
mit Eckpunkt (4, 6) [d.h. i = 4, j = 6], da z.B. im ersten Fall 5 < 6 [d.h. der
Wert zu (i − 1, j − 2) ist kleiner als der Wert zu (i − 3, j − 1)] gilt, aber im
zweiten Fall an entsprechenden Stellen 35 > 6 [d.h. der Wert zu (i− 1, j − 2) ist
gro¨ßer als der Wert zu (i − 3, j − 1)]. Der Grund ist die verschiedene Lage der
Haupt-Diagonalen, die gleichzeitig Symmetrie-Ebene des Gesamt-Tableaus ist, in
beiden Teiltableaus.
Aber auch bei Lage beider Eckpunkte auf der gleichen Hauptdiagonalen kom-
18Zwei Teiltableaus mit Eckpunkten (i, j) und (n,m) sollen ordnungsisomorph sein, wenn fu¨r
beliebige (sinnvolle, d.h. nicht zu große)) c1, c2, d1, d2 ∈ IN gilt:
(Wert an der Stelle (i− c1, j−d1)) ≤ (Wert an der Stelle (i− c2, j−d2)) ⇔ (Wert an der Stelle
(n− c1,m− d1)) ≤ (Wert an der Stelle (n− c2,m− d2)).
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i\j 0 1 2 3 4 5 6
0 1 1 1 1 1 1 1
1 1 2 3 4 5 6 7
2 1 3 6 10 15 21 28
3 1 1 10 20 35 56 84
4 1 5 15 35 70 126 210
5 1 6 21 56 126 252 462
6 1 7 28 84 210 462 924
Tabelle 6.3: Tableau von
(
i+j
i
)
.
men derartige Pha¨nomene vor, wie man beim Betrachten der Teiltableaus mit
den Eckpunkten (6, 4) [d.h. i = 6, j = 4] und (7, 5) [d.h. i = 7, j = 5] beob-
achten kann. Hier entspricht analog zum vorher vorgestellten Fall die Relation
5 < 6 [d.h. der Wert zu (i − 2, j − 3) ist kleiner als der Wert zu (i − 4, j − 2)]
nicht dem entsprechenden Vergleich 21 > 20 [d.h. der Wert zu (i − 2, j − 3) ist
gro¨ßer als der Wert zu (i−4, j−2)]. Insgesamt kann man also feststellen, daß eine
Ordnungsisomorphie bei der Wahl verschiedener,
”
genu¨gend großer“ Eckpunkte
nicht auftreten kann. Da bei der Berechnung der jeweiligen Teilnetz-Teilfolgen
immer Teil-Tableaus zu großen Eckpunkten beno¨tigt werden, folgt daraus, daß
eine Ordnungs-Isomorphie der Labels des Teilnetzes und der Teil-Tableaus der
Darstellungs-Exponenten bei Wahl verschiedener Stellen der Zusammenhangs-
komponenten nicht auftreten kann. Eine
”
strukturelle Selbsta¨hnlichkeit“ von
Teilnetz-Teilfolgen entsprechend den Teilbaum-Teilfolgen bei Baumrekursionen
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ist folglich in diesem Beispiel nicht zu erwarten!
Nun bleibt aber noch die Frage, warum in Abbildung 6.15 trotzdem zwischen be-
stimmten Teilnetz-Teilfolgen relativ große Gemeinsamkeiten auftauchen, wa¨hrend
bei anderen Vergleichen kaum A¨hnlichkeiten bestehen. Eine Begru¨ndung dazu lie-
fern wieder die Darstellungs-Exponenten aus Tabelle 6.3. Man sieht, daß bei Wahl
der Eckpunkte auf einer Hauptdiagonalen die Ordnungsdurchbru¨che seltener sind
und andererseits die jeweiligen relativen Gro¨ßenordnungen der Werte a¨hnlicher
sind als bei Wahl der Eckpunkte auf weit auseinander liegenden Hauptdiagona-
len. Diese gro¨ßeren Gemeinsamkeiten bzw. Unterschiede wirken sich direkt auf
die Gestalt der entsprechenden Teilfolgen aus, da -wie gesehen- eine Ordnungs-
Isomorphie der Labels immer gegeben ist.
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Kapitel 7
Zusammenfassung
In dieser Arbeit werden Rekursionen mit unregelma¨ßigem Abstieg behan-
delt. Darunter werden Rekursionen verstanden, bei denen der Ru¨ckgriff auf vor-
herige Werte nicht auf einem Zuru¨ckgehen um eine konstante Anzahl von Folgen-
werten - wie dies bei gewo¨hnlichen Differenzengleichungen der Fall ist - beruht,
sondern von einer andersartigen Abstiegsfunktion geregelt wird.
Ausgangspunkt fu¨r diese Betrachtungen ist die Heapfolge, die die Anzahl der
Heaps - einer beim Sortierprogramm Heapsort auftretenden Struktur- abza¨hlt.
Die hiermit im Zusammenhang stehende Problematik sowie das seltene Auftreten
der hier behandelten Folgen in der Literatur werden in der Einleitung erla¨utert.
Eine erste Verallgemeinerung der Heapfolge sind die Baumrekursionen, die im
Kapitel 2 (Einfu¨hrung der Baumrekursionen) eingefu¨hrt werden. Die Be-
trachtung der Baumrekursionen als einen Spezialfall der Rekursionen mit un-
regelma¨ßigem Abstieg macht erst einmal die Definition der Abstiegsfunktionen,
die das Zuru¨ckgehen bei Anwendung der Rekursion definieren, no¨tig. Ergebnis
dieser Betrachtungen ist, daß es sinnvoll und ausreichend ist, sich auf sogenann-
te schwach wachsende Abstiegsfunktionen zu beschra¨nken. Diese besitzen eine
leicht u¨ber ihre Differenzen - den 0-1-Code - zu charakterisierende Form. Sie sind
leider nicht invertierbar, aber eine Invertierung ist bei Einschra¨nkung auf Stel-
len mit Anstieg, die Sprungstellen, mo¨glich. Das Ergebnis der Invertierung auf
den Sprungstellen wird als Pseudo-Inverse bezeichnet und liefert eine wesentliche
Grundlage fu¨r viele Betrachtungen.
Diese Arbeit bescha¨ftigt sich in wesentlichen nicht mit den Folgen, die direkt u¨ber
eine Rekursion gebildet werden, sondern mit deren Quotientenfolgen. Im Falle der
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Baumrekursionen, die einen Ru¨ckgriff auf zwei Terme erfordern, greift die Rekur-
sion der zu Baumrekursionen geho¨renden Quotientenfolgen nur auf einen einzigen
fru¨heren Folgenwert zuru¨ck. Ergebnis dieser Betrachtungen ist eine -im Gegensatz
zu den Originalfolgen- einfache Rekursionsstruktur der Quotientenfolgen. Wenn
man diese als unendlichen gelabelten Graphen auffaßt, erha¨lt man den δ-Baum.
Dieser ist ein meist vollsta¨ndiger unendlicher bina¨rer Baum, der genau einmal
jedes n ∈ IN als Label besitzt.
Aufbauend auf dieser Grundlage behandelt dasKapitel 3 u¨ber die Analytische
Eigenschaften von Baumrekursionen Fragen nach der Gro¨ße der Folgenwerte
im Verha¨ltnis zueinander und zum Grenzverhalten markanter Teilfolgen. Begon-
nen wird dabei mit Betrachtungen zur Gro¨ßenrelation der Labels auf den Stufen
des δ-Baumes. Ergebnis ist eine sehr stark festgelegte Ordnung, die als Hypercube-
Ordnung bezeichnet wird. Diese Ordnungsstruktur u¨bertra¨gt sich bei monotonen
Randwert-Quotienten auch auf die Folgenwerte.
Als notwendige Vorbereitung weiterer Untersuchungen, wird eine Untersuchung
beno¨tigt, die sich mit der Berechnung und Abscha¨tzung der Pseudo-Inversen
zweier wichtiger Klassen von Abstiegsfunktionen - den stufentreuen Abstiegsfunk-
tionen und den nicht ausgeartet periodischen Abstiegsfunktionen - bescha¨ftigt.
Hiermit wird anschließend nachgewiesen, daß die zugeho¨rigen Quotientenfolgen
dieser Klassen unter einer Normierungs-Bedingung immer beschra¨nkt sind, wenn
die hier fest gewa¨hlte Randwertfolge benutzt wird. Quotientenfolgen ausgear-
teter Baumrekursion, bei denen eine der beiden Abstiegsfunktionen schließlich
konstant wird, sind dagegen immer nach oben unbeschra¨nkt. Die nun mo¨gliche
Vermutung, daß alle nicht ausgearteten Baumrekursionen beschra¨nkte Quotien-
tenfolgen besitzen, wird durch ein Gegenbeispiel verneint. Unabha¨ngig davon,
ob die Quotientenfolge einer nicht ausgearteten Baumrekursion nach oben be-
schra¨nkt ist oder nicht, besitzt sie immer einen Typ von konvergenten Teilfolgen.
Die Werte der Quotientenfolge liegen in einem nach Unendlich breiter werdenden
Kegel. Hierin kann man verschiedene unendliche
”
Wege“ mit einem monoto-
nen Verhalten beobachten. Diese geho¨ren zu unendlichen Wegen im δ-Baum. Es
werden die Grenzwerte dieser Wege bei nicht ausgearteten periodischen und stuf-
entreuen Baumrekursionen betrachtet, die wegen Konvergenz in diesen Fa¨llen
jeweils einen Beru¨hrpunkt der Quotientenfolge liefern. Ein erster Satz besagt,
daß alle Beru¨hrpunkte der Quotientenfolge in diesen beiden Klassen u¨ber unend-
liche Wege im δ-Baum erhalten werden. Nun wird die Frage nach der Ma¨chtigkeit
der Beru¨hrpunktmengen bei diesen Klassen gestellt. Ein Satz und eine Folgerung
liefern das Ergebnis, daß eine u¨berabza¨hlbar große Menge von Beru¨hrpunkten exi-
stiert, sogar in jeder -Umgebung jedes Beru¨hrpunktes.
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Das Kapitel 4 u¨ber Struktura¨hnlichkeiten bei Baumrekursionen behan-
delt im wesentlichen Fragen, die das Auftreten von a¨hnlich aussehenden Folgen-
abschnitten oder Teilfolgen der Quotientenfolgen betreffen. Hierbei wird zuerst
der bei vielen Folgenbildern auffa¨llige Tatsache nachgegangen, daß die Quoti-
entenfolgen in gegen Unendlich gro¨ßer werdende, anna¨hernd gleich aussehende
Stu¨cke zerlegt werden ko¨nnen. Die Entstehung derartiger Pha¨nomene wird u¨ber
die Analyse der zugeho¨rigen Folgenabschnitte und ihre Entstehung aus den vor-
hergehenden Folgenabschnitten motiviert.
Anschließend wird die Tatsache untersucht, daß verschiedene Teilfolgen der Quo-
tientenfolge, die u¨ber die Labelmengen von unendlichen Teilba¨umen des δ-Bau-
mes gebildet werden, oft eine anna¨hernd identische Struktur besitzen. Grund
dafu¨r ist die gleiche Anordnung der Labels bezu¨glich ihrer relativen Gro¨ße in ver-
schiedenen Teilba¨umen. Es wird dazu die Ordnungsisomorphie von Teilba¨umen
eingefu¨hrt. Es wird gezeigt, daß beide Extreme von Anzahlen von Ordnungsiso-
morphieklassen von Teilba¨umen - nur eine Klasse bzw. unendlich viele Klassen
- bei nicht ausgearteten Baumrekursionen auftreten. Die zentrale Aussage dieser
Betrachtungen besagt, daß die Anzahl der Ordnungsisomorphieklassen bei fair
periodischen Baumrekursionen immer endlich ist. Bei stufentreuen Baumrekur-
sionen ko¨nnen dagegen auch unendliche viele Klassen auftreten.
Das Kapitel 5 mit dem Titel Ru¨ckblick und Ausblick bei Baumrekur-
sionen beginnt mit der Betrachtung der schon in der Einleitung eingefu¨hrten
Heapfolge. Bei der Untersuchung der Quotientenfolge der Heapfolge (unter den
hier u¨blichen Randwerten) ergibt sich ein immer feineres Verhalten, das bei un-
genauer Betrachtung schließlich einen periodischen Anschein erweckt und in ei-
nem rekursiven Prozeß zu einem immer feineren Aufbau fu¨hrt. Im Anschluß dar-
an wird eine Darstellung der Originalfolgen nicht ausgearteter Baumrekursionen
(bei bestimmten Randwert-Bedingungen) hergeleitet, die die Labelzahl endlicher
Teilba¨ume des δ-Baumes benutzt. Damit wird eine Darstellung der Heapfolge ge-
funden, die große A¨hnlichkeit mit entsprechenden Ergebnissen von Knuth [Knut3]
besitzt.
Zum Abschluß dieses Kapitels werden Ideen fu¨r mo¨gliche weiterfu¨hrende Un-
tersuchungen aufgegriffen. Zuerst wird nachgewiesen, daß die Mo¨glichkeit einer
Umsortierung einer Quotientenfolge in der
”
Reihenfolge“ einer anderen Baumre-
kursion ein mit der Struktur des δ-Baumes vertra¨glicher Vorgang ist, wobei unter
Reihenfolge die Abfolge des Abgreifens der Stellen des δ-Baumes nach der Gro¨ße
der Labels verstanden wird. Es zeigt sich, daß das Folgenbild, d.h. das Aussehen
der graphischen Darstellung der Quotientenfolge, oft mehr von der Reihenfol-
ge als von der absoluten Gro¨ße der Werte abha¨ngt. Anschließend wird kurz auf
verschiedene Pha¨nomene eingegangen, die man unter dem Stichwort
”
Selbsta¨hn-
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lichkeit“ zusammenfassen kann. Dabei wird auf teilweise schon angesprochene
Pha¨nomene wie rekursive Konstruktion von Folgenintervallen, identische Struk-
turen von Teilfolgen sowie selbsta¨hnliche Beru¨hrpunktmengen eingegangen. Im
Falle der Teilfolgenbildung werden Gemeinsamkeiten und Unterschiede zu
”
frac-
tal sequences“ im Sinne von Kimberling [Kim95, Kim97] besprochen. Es wird
sogar die Selbsta¨hnlichkeit in Bezug auf Teilfolgenbildung bei Quotientenfolgen
aller nicht ausgearteten Baumrekursionen gezeigt.
Das Kapitel 6 u¨ber Allgemeine Rekursionen mit unregelma¨ßigem Ab-
stieg behandelt eine weitere Verallgemeinerung der Heapfolgen-Rekursion. Im
Gegensatz zu Baumrekursionen wird jetzt nicht mehr verlangt, daß beide Ab-
stiegsfunktionen voneinander abha¨ngen. Dadurch ergeben sich viel allgemeinere
Mo¨glichkeiten als bei den Baumrekursionen. Hierauf wird insbesondere in Be-
zug auf die Struktur der Rekursionsgraphen und die darin auftretenden unend-
lichen Wege eingegangen. Zwei neue Typen von unendlichen Wegen - M-Pfade
und Doppelpfade - liefern bei den u¨blichen Randwerten immer divergente Teil-
folgen. Ihr Auftreten in verschiedenen Rekursionsgraphen wird ebenso analysiert
wie die Auswirkung der Irreduziblen, d.h. Stellen an denen die Quotientenfolgen-
Rekursion (die etwas komplizierter als die der Baumrekursionen ist) stoppt.
Anschließend wird das bei den Baumrekursionen nicht aufgetretene Pha¨nomen
des Kommutierens der beiden Abstiegsfunktionen (bei der Hintereinanderaus-
fu¨hrung) betrachtet. Von entsprechenden Rekursionen, speziell vom Typ der Netz-
Rekursionen, wird der Rekursionsgraph untersucht und davon ausgehend Formeln
fu¨r Exponenten, die bei der Berechnung von Darstellungen der Quotientenfolge
beno¨tigt werden, bestimmt. Die Zusammenha¨nge verschiedener Folgen dieser Ex-
ponenten werden durchleuchtet.
Zum Abschluß dieses Kapitels werden die Ergebnisse der beiden vorhergehen-
den Untersuchungsschwerpunkte verbunden, indem fu¨r die
”
teilerfremden Netz-
rekursionen“ untersucht wird, welche Typen von unendlichen Wegen auftau-
chen. Dabei ergibt sich, daß es kaum Nicht-M -Pfade und viele Doppelpfade gibt.
Es wird ein Zusammenhang zwischen diesen Pfaden und den Exponenten der
Quotientenfolgen-Rekursion hergeleitet. Schließlich wird noch die Beru¨hrpunkt-
menge der
”
teilerfremden Netzrekursionen“ bestimmt, deren Ausdehnung deut-
lich u¨ber die Grenzwerte der Teilfolgen zu unendlichen Wegen hinausgeht: Jede
reelle Zahl zwischen Eins und Unendlich (jeweils einschließlich) ist (z.T. unei-
gentlicher) Beru¨hrpunkt. Als letzter Untersuchungspunkt wird an einem Beispiel
einer teilerfremden Netzrekursion motiviert, daß strukturelle Selbsta¨hnlichkeit
der Teilfolgen zu unendlichen Teilnetzen nicht existiert, da eine Ordnungsisomor-
phie der o.g. Exponenten i.a. nicht vorliegt.
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