In this paper, we study the uncertainty quantification in inverse problems for flows in heterogeneous porous media. Reversible jump Markov chain Monte Carlo algorithms (MCMC) are used for hierarchical modeling of channelized permeability fields. Within each channel, the permeability is assumed to have a lognormal distribution. Uncertainty quantification in history matching is carried out hierarchically by constructing geologic facies boundaries as well as permeability fields within each facies using dynamic data such as production data. The search with Metropolis-Hastings algorithm results in very low acceptance rate, and consequently, the computations are CPU demanding. To speed-up the computations, we use a two-stage MCMC that utilizes upscaled models to screen the proposals. In our numerical results, we assume that the channels intersect the wells and the intersection locations are known. Our results show that the proposed algorithms are capable of capturing the channel boundaries and describe the permeability variations within the channels using dynamic production history at the wells.
Introduction
Subsurfaces are complex geological formations encompassing a wide range of physical and chemical heterogeneities. The goal of stochastic models is to characterize its different attributes such as permeability, porosity, fluid saturation, and etc. Flow in the subsurface is controlled by the connectivity of the extreme permeabilities (high and low) which are generally associated with geological patterns that create preferential flow paths/barriers.
In many geologic environments, the distribution of subsurface properties is primarily controlled by the location and distribution of distinct geologic facies with sharp contrasts in properties across facies boundaries [42] . For example, in a fluvial setting, high permeability channel sands are often embedded in a nearly impermeable background causing the dominant fluid movement to be restricted within these channels. Under such conditions, the orientation of the channels and channel geometry determine the flow behavior in the subsurface rather than the detailed variations in properties within the channels. Traditional geostatistical techniques for subsurface characterization have typically relied on variograms that are unable to reproduce the channel geometry and the facies architecture [2, 6, 13, 26, 28, 29, 31, 36, 37] . Various other approaches have been applied for modeling facies, e.g., discrete Boolean or object-based models [21] . The success of these object-based models is heavily dependent on the parameters to specify the object size, shapes, proportion and orientation.
Several authors have used the adjustment of paleochannel parameters as a mechanism to match the production data and update the facies models. This approach allows us to take advantage of the gradient-based inverse methods but is limited with respect to channel shapes and geometry. For example, Landa and Horne [30] used trigonometric functions to model the channel boundaries. The channel boundaries were moved to match the dynamic response but were always kept parallel. This was generalized by Bi et al. [5] to accommodate more flexible channel geometry. The channel shapes and orientations were specified using principal direction, horizontal and vertical sinuosity of the channel and the width and aspect ratio of the channel. However, the use of geologic objects restricted the ability to generate multiple facies architecture. The introduction of truncated plugaussian models allowed for considerable flexibility in terms of facies textures and shapes [22] . The approach requires specification of at least two covariance models and truncation thresholds but allows for multiple facies and a variety of facies association. The conditioning of these models to dynamic data is again complicated by the discrete represen-tation of the facies that makes the application of gradient-based methods difficult and often inefficient [32] . Recently geostatistical models based on multipoint statistics have been proposed for reproduction of complex channel architectures. These methods rely on training images that can be difficult to obtain. Also, current multipoint methods are well suited for subsurface characterization using static data only and do not allow for efficient integration of dynamic data. A rigorous formalism for uncertainty quantification is largely missing in all of the methods discussed above.
In this paper, our goal is twofold: (1) hierarchical modeling of permeability fields with channelized architecture; (2) efficient sampling of the posterior probability distribution with hierarchical priors. In hierarchical modeling, the permeability field is represented by facies boundaries and variogram-based permeability fields within each facies. Typically, the parameters representing facies boundaries are highly uncertain, particularly in the early stages of subsurface characterization [7, 13] . In a channel type environment, the channel sands may be observed at a few well locations. The observations at the well locations can be used in conjunction with reversible jump Markov chain Monte Carlo methods to construct the parameterization of the facies in a computationally efficient manner. This is one of our objectives in this paper. There are many plausible channel geometries that will satisfy the channel sand distribution, orientation and well intersections. Thus, the stochastic models for channels will require specification of random variables that govern the channel principal direction, its horizontal and vertical sinuosity, channel width to thickness ratio, etc. All these parameters have considerable uncertainty associated with them but will profoundly impact fluid flow in the subsurface. In this paper, the channel boundaries are represented using piecewise linear functions -an approach capable of reproducing a wide variety of channel geometry. The shape of the channel boundaries is updated with dynamic data using reversible jump MCMC where the number of points representing the channel boundaries is assumed to be unknown. In the reversible jump MCMC method the dimension of the parameter space is also taken to be random. Note that in a conventional MCMC method the dimension of the parameter space is fixed. This flexibility allow us to have a Birth or a Death Step at each iteration of the reversible jump MCMC method. In a Birth
Step we add one more point on the channel boundary and thus increase the dimension by one where as in a Death
Step we delete one point on the boundary and thus reduce the dimension by one. We can also have a jump step like in conventional MCMC methods at each iteration of the reversible jump MCMC method. Thus in reversible jump MCMC method we can move the points along the horizontal directions by having a Birth or a Death Step and we can move the points in vertical directions by having a jump step. In standard MCMC method we only have the jump step, so the points on the channel boundaries can only move in vertical directions. So the reversible jump MCMC method is more flexible in spanning all possible channel shapes and thus allows an efficient search in the uncertainty space.
Within each facies, a variogram-based permeability field is used. To represent variogram-based permeability fields, Karhunen-Loéve expansion [34] is used. Karhunen-Loéve expansion allows significant reduction in the number of parameters for correlated permeability fields. This is very advantageous in history matching because it allows to perform the search in a smaller parameter space. Because the permeability fields are independent within different channels, the uncertainty space is still quite large. The permeability field is further conditioned at the well locations. The conditioning can be performed within Karhunen-Loéve expansion.
The sampling of the posterior is done using reversible jump Metropolis-Hastings MCMC. Each proposal is screened by running detailed fine-scale models. It turns out that the acceptance rate of this algorithm is very small. To speed-up the algorithm, we employ two-stage MCMC [9, [17] [18] [19] 35, 33] methods, where coarse-scale simulations are used to screen the proposals. In this paper, we consider simple flow-based upscaling techniques by averaging the permeability field within each channel. This gives very coarse description of the media. Our numerical results show that such upscaled models can improve the acceptance rate by several folds. In this paper, we present the formulation of two-stage reversible jump MCMC which differs from two-stage MCMC proposed earlier because of the associated birth and death processes. The acceptance rate of two-stage MCMC is further improved by using mixed multiscale finite element methods (MsFEM) for preconditioning of reversible jump MCMC methods.
Numerical results are presented for two dimensional permeability fields. The channel boundaries are modeled with reversible jump MCMC where the number of points is assumed to be unknown. Within each channel, the permeability field is characterized by two-point correlation functions. We assume that the values of the permeabilities are known at the wells. In the numerical results, we use priors for the number of points at the channel interfaces, the locations of these points, death and birth processes, and the permeability fields within each channel. The initial locations of the interfaces are taken un-informative. For example, we take the initial channel boundaries to be flat line segment, while the reference channel has substantial lateral variations. As for the permeability within each channel, we take the initial permeability to be homogeneous permeabilities, while the reference permeabilities are chosen to be heterogeneous. Our numerical results show that the proposed algorithm can adequately predict the boundaries of the channels. Our algorithm produces some small oscillations along the boundaries; however, the main features of the boundaries are correctly predicted. The acceptance rate of reversible jump MCMC is improved by screening the proposal with upscaled models and mixed multiscale finite element methods. In particular, an error model (cf. [24] ) is constructed based on offline computations of fine-and coarse-scale models to allow for the bias-correction from coarse-scale models.
The paper is organized as follows: In next section, we state the problem and present some preliminaries. In Section 3, the parameterization of the permeability field and the sampling methods are discussed. Finally, in Section 4, we present numerical results.
Problem statement and preliminaries

Fine model
In this section we briefly introduce the fine-scale model used in the simulations. We consider two-phase flow in a subsurface formation (denoted by X) under the assumption that the displacement is dominated by viscous effects. For clarity of exposition, we neglect the effects of gravity, compressibility, and capillary pressure, although our proposed approach is independent of the choice of physical mechanisms. Also, porosity will be considered to be constant. The two phases will be referred to as water and oil (or a non-aqueous phase liquid), designated by subscripts w and o, respectively. We write Darcy's law for each phase as follows:
where v j is the phase velocity, k is the permeability tensor, k rj is the relative permeability to phase j ðj ¼ o; wÞ; S is the water saturation (volume fraction) and p is the pressure. In this work, a single set of relative permeability curves is used and k is taken to be a diagonal tensor. Combining Darcy's law with a statement of conservation of mass allows us to express the governing equations in terms of pressure and saturation equations:
where k is the total mobility, Q s is a source term, f is the fractional flux of water, and v is the total velocity, which are respectively given by:
The above descriptions are referred to as the fine-scale model of the two-phase flow problem.
Coarse models
Next, we briefly describe the coarse models used in the paper.
2.2.1. Single-phase flow upscaling of multi-phase flow and transport Next, we will briefly describe single-phase flow upscaling procedure for two-phase flow in heterogeneous porous media. This type of approaches for upscaling are discussed by many authors; see e.g., [4, 10, 14] . The main idea of this approach is to upscale the absolute permeability field k on the coarse-grid (see Fig. 1 ), then solve the original system on the coarse-grid with upscaled permeability field. Below, we will discuss briefly the upscaling of absolute permeability used in our simulations.
Consider the fine-scale permeability that is defined in the domain with underlying fine-grid as shown in Fig. 1 . On the same graph we illustrate a coarse-scale partition of the domain. To calculate the upscaled permeability field at the coarse-level, we use the solutions of local pressure equations. The main idea of the calculation of a coarse-scale permeability is that it delivers the same average response as that of the underlying fine-scale problem locally. For each coarse domain K, we solve the local problems
with some coarse-scale boundary conditions. Here kðxÞ denotes the fine-scale permeability field. A typical boundary condition is given by / j ¼ 1 and / j ¼ 0 on the opposite sides along the direction e j and no flow boundary conditions on all other sides. For these boundary conditions, the coarse-scale permeability tensor is given by
where / j is the solution of (7) with prescribed boundary conditions. Various boundary condition can have some influence on the accuracy of the calculations, including periodic, Dirichlet, etc. These issues have been discussed in [44] . In particular, for determining the coarse-scale permeability field one can choose the local domains that are larger than the target coarse-block, K, for (7) . Once the upscaled absolute permeability is computed, the original equations are solved on the coarse-grid, without changing the form of relative permeability curves. This is an inexpensive calculation, since the pressure update involves only solving the pressure equation on the coarse-grid, and one can take larger time step for solving the transport equation. For example if the fine-grid is coarsened 10 times in each direction, then this provides 100 times speed-up for each pressure update. As a result, the upscaling of two-phase flow based on absolute permeability upscaling provides more than 100 times speed-up. For solving the saturation equation, we employ upwind finite volume method. Note that the upscaling of the saturation equation does not take into account subgrid effects. These kinds of upscaling techniques in conjunction with the upscaling of absolute permeability has been used in groundwater applications (see e.g. [14] [15] [16] ).
Mixed multiscale finite element methods (MsFEM) for coarsening flow equations
In this section, we present multiscale finite element method for solving the flow equation on the coarse-grid. This technique is similar to upscaling introduced earlier, except that instead of computing effective properties, multiscale basis functions are calculated. These basis functions are coupled through a variational formulation of the problem. For multi-phase flow and transport simulations, the conservative fine-scale velocity is often needed. For this reason, mixed MsFEM is used [1, 3, 8] .
First, we re-write the elliptic equation in the form 
and e K i are the edges of K (see Fig. 2 ). Note that these basis functions are defined for each edge by imposing constant flux along an edge (constant Neumann boundary condition) and zero flux over all other edges of the coarse-grid block. In order to preserve the total mass and have well-posed system, some source term is needed. The source term is taken to be constant.
We define the finite dimensional space for the velocity by in K 2 , and g
i and 0 otherwise. In other words, w i ¼ w
is defined via the solution of (10) .
The basis functions for the pressure are piecewise constant functions over each K. We denote the span of these basis functions by P h . The multiscale basis functions attempt to capture the small scale information of the media. The functions w K i are the basis functions for the velocity field and conservative both on the fine and coarse-grids provided the local problems are solved using a conservative scheme. An approximation of the fine-scale velocity field can be obtained if average velocities along the coarse edges are known, i.e., if v e is the average normal flux along the edge e and w e is the corresponding basis functions, then v % P e v e w e is an approximation of the fine-scale velocity field. The mixed finite element framework, presented next, couples the velocity and pressure basis functions and provides an approximation of the global solution (both p and v).
To formulate the mixed MsFEM, we use the numerical approximation associated with the lowest order Raviart-Thomas mixed finite element to find
w e ; w e 2 V h is the corresponding basis function corresponding to edge e,
where V 0 h is a subspace of V h with elements that satisfy a homogeneous Neumann boundary conditions. The above formulation was the mixed MsFEM introduced in [8] .
In our simulations, the multiscale basis functions are computed for the velocity once with k ¼ 1. These basis functions are used later without any update for solving two-phase flow equations. As a result, we obtain coarse-scale velocity field that is used for solving the transport equation on the coarse-grid. We note that mixed MsFEM can be implemented on unstructured grids [20] .
The sampling problem
Our goal in this paper, is to sample fine-scale permeability field based on fractional flow, specifically, the fraction of water produced in relation to the total production rate. For two-phase water-oil flow, the fractional flow or water-cut FðtÞ (denoted simply by F in further discussion) is defined as the fraction of water in the produced fluid and is given by q w =q t , where q t ¼ q o þ q w , with q o and q w the flow rates of oil and water at the production edge of the model,
where @X out is outflow boundary and v n is normal velocity field. Our objective is to sample from the conditional probability distribution PðkjFÞ that will be discussed in a later section. Typically, the coarseand fine-scale water-cut curves can be different. However, within the sampling approach, the strong correlation between fine-and coarse-scale water-cut curves plays an important role.
3. Sampling with hierarchical models 3.1. Permeability parameterization 3.1.1. Parameterization of interfaces with level sets The permeability field is decomposed into subregions where each region represent a facies. Within each facies, the permeability field will be populated using log-Gaussian fields which are described with the covariance matrix (see Fig. 3 for illustration) . This type of a hierarchical representation of the permeability field allows us to write the following expression
where I D is an indicator function of the region D (i.e., IðxÞ ¼ 1 if x 2 D and IðxÞ ¼ 0 otherwise). In this paper, we seek the boundaries of the facies using adaptive representation. More precisely, level set functions s represent- ing the facies boundaries are defined such that s ¼ s i for different interfaces. For the update of the facies, the level set equations (e.g., [38, 40] ) will be used. More precisely, we assume @s @s
where w is a vector field and s is a pseudo-time. Eq. (14) is used for the update of the interface. This equation is a linear transport equation where one needs to specify the velocity field w. We take w to be a random divergence-free field with a deterministic flow direction. One can use random forcing instead of random velocity. Because the flow direction is deterministic, Eq. (14) will be solved using streamline approaches (e.g., [12] ). Streamline approaches reduce (14) into ODE along the characteristic of flow directions. In particular, the streamlines are defined by
where s x is the spatial coordinates along the streamlines. In our simulations, vertical streamlines are used. If we denote by s the points of the interface, then the update of these points will be given by
where R is a random variable. The equation above is a physical interpretation of the instrumental proposal distribution for s used on subsequent algorithms. In one dimensional case, the interface is a point and there is no need to define level set surfaces. In this case, the motion of the interface is described by the ODE @x @s ¼ const:;
where x describes the location of the interface. Next, we discuss the parameterization of k i ðxÞ within each facies.
Parameterization of the permeability within facies
One of the commonly used stochastic descriptions of spatial fields is based on a two-point correlation function of log permeability. To describe it, we denote by Yðx; xÞ ¼ log½kðx; xÞ. For permeability fields described with a two-point correlation function, it is assumed that Rðx; yÞ ¼ E½Yðx; xÞYðy; xÞ is known, where E½Á refers to the expectation (i.e., average over all realizations) and x; y are points in the spatial domain. In applications, the permeability fields are considered to be defined on a discrete grid. In this case, Rðx; yÞ is a square matrix with N dof rows and N dof columns, where N dof is the number of grid blocks in the domain. For permeability fields described by a two-point correlation function, one can use the Karhunen-Loève expansion (KLE) [43] to obtain permeability field description with possibly fewer degrees of freedom. This is done by representing the permeability field in terms of an optimal L 2 basis. By truncating the expansion, we can represent the permeability matrix by a small number of random parameters. We briefly recall some properties of the KLE. We are interested in the special L 2 basis fU i g which makes the ran-
Since fU i g is a complete basis in L 2 ðXÞ, it follows that U i ðxÞ are eigenfunctions of Rðx; yÞ:
where
ð16Þ
where U i and k i satisfy (15) . We assume that the eigenvalues k i are ordered as k 1 P k 2 P Á Á Á. The expansion (17) is called the Karhunen-Loève expansion. In the KLE (17), the L 2 basis functions U i ðxÞ are deterministic and resolve the spatial dependence of the permeability field. The randomness is represented by the scalar random variables h i . After we discretize the domain X by a rectangular mesh, the continuous KLE (17) is reduced to finite terms and U i ðxÞ are discrete fields. Generally, we only need to keep the leading order terms (quantified by the magnitude of k i ) and still capture most of the energy of the stochastic process Yðx; xÞ. 
. . . ; decay very fast, then the truncated KLE would be a good approximation of the stochastic process in the L 2 sense.
In our numerical examples, we will use log-normal fields, though the method is not restricted to this particular covariance structure. Rðx; yÞ in this case is defined as Rðx; yÞ ¼ r
l 1 and l 2 are the correlation lengths in each dimension, and
In the numerical experiments, we first generate a reference permeability field using all eigenvectors and compute the corresponding fractional flows. To propose permeability fields from the prior (unconditioned) distribution, we keep M terms in the KLE. Suppose the permeability field is known at M H distinct points. This condition is imposed by setting
where a j ðj ¼ 1; . . . ; M H Þ are prescribed constants. In this system, we identify M H unknowns for which the system will be solved by choosing the rest of M À M H h's normally distributed. These unknowns are found by searching all M H Â M H minors of M Â M H matrices with the best condition number. Here M must be chosen such that M H is less than M.
Reversible jump MCMC
Our main objective is to sample the permeability field given fractional flow measurements. We also incorporate the information that the permeability field is known at some spatial locations corresponding to wells. The fractional flow is an integrated re-sponse and the map from permeability field to the fractional flow is not one-to-one. So there may exist many different permeability realizations for a given production data. The measured fractional flow or water-cut data F contains measurement errors. For a given permeability field k, we denote the fractional flow as F k . F k can be computed by solving the model Eqs. (1)- (3) on the fine-grid. The computed F k will contain both modeling error and measurement error. Assuming the combined error as a random error we can write the model as 
We note that the hierarchical structure of the model is due to facies and a permeability distribution with each facies. One can show that the posterior measure is continuous with respect to the data in the total variation distance (following [11, 27] ). We assume that the permeability field is given on a finite grid. This assumption is practical because permeability field is not defined on very small scales (e.g., pore scale). To show the continuity of the posterior with respect to data, we define
Here t i are time instants when water-cut is observed and F k ðtÞ is the water-cut curve (see (12) ) for permeability k. One can also write this expression in terms of k ¼ ðh; mÞ. Here, 
where Z 1 and Z 2 are defined by (23) for F 1 obs and F 2 obs , respectively. The proof is given in the Appendix B.
If the dimension of the parameters s and h is fixed then we can use standard Metropolis-Hastings algorithm to sample from the posterior distribution PðkjFÞ.
The algorithm is as follows.
Algorithm. Metropolis-Hastings MCMC [39] Suppose at the nth step we are at s n ; h n and permeability field k n .
Step 1. Generate s from a distribution q s ðsjs n Þ and h from a distribution q h ðhjh n Þ. Then the generated permeability field within each facies is given by logðkðxÞÞ
with the constraints as given in (19) , where the covariance function is of the same type for each facies as given in (18) (but the correlation lengths can be different for different facies). The entire permeability field is proposed using (13).
Step 2. Accept k as a sample with probability aðk n ; 
i.e., take k nþ1 ¼ k with probability aðk n ; kÞ, and k nþ1 ¼ k n with probability 1 À aðk n ; kÞ.
Starting with an initial permeability sample k 0 , the MCMC algorithm generates a Markov chain fk n g with the transition kernel as
The target distribution pðkÞ is the stationary distribution of the Markov chain k n , so k n represent the samples generated from pðkÞ after the chain converges and reaches a steady state.
As an example we can use standard random walk MetropolisHastings algorithm to generate samples from the posterior distribution. Then at the nth step, we propose s ¼ s n þ h s u s , where u s is generated from a Nð0; IÞ distribution. Similarly, we propose This jumping between different dimensions in the parameter space can be achieved through reversible jump Markov chain Monte Carlo methods as proposed in [25] . First, we briefly discuss a general approach of the reversible jump MCMC [41] .
Brief introduction to reversible jump MCMC
Suppose we want to generate from a target distribution pðzÞ, where z ¼ ðy; mÞ. Here m, also a random variable, is the dimension of the random vector x. Suppose m 2 A; A ¼ f1; 2; 3 . . . ; Ig. Here we assume I to be a finite integer. Let m has probability distribution PðmÞ and y has probability distribution PðyjmÞ. Then we can write pðzÞ ¼ PðyjmÞPðmÞ:
We would like to construct a reversible Markov chain fz n g which has stationary distribution pðzÞ. Suppose at the nth step we are at z n ¼ ðy n ; m n Þ. Then, we propose a new m with probability pðmjm n Þ, where P m2A pðmjm n Þ ¼ 1. Given m, we generate u as random vector of dimension d mnm from q mnm ðujy n Þ and propose y ¼ g 1m n m ðy n ; uÞ. Here g 1m n m : R mn þdm n m ! R m is a deterministic mapping. There are two crucial conditions for such a step from ðy n ; m n Þ to ðy; mÞ ¼ ðg 1m n m ðy n ; uÞ; mÞ and the reverse move from ðy; mÞ to ðy n ; m n Þ ¼ ðg 1mm n ðy; u 0 Þ; m n Þ.
i.e., the dimension of the proposal random variables ðy n ; uÞ and ðy; u 0 Þ must be equal. Condition 2. There exist functions g 2m n m : R mnþdm n m ! R dmm n and g 2mm n : R mþdmm n ! R dm n m , such that the mapping g mnm given by ðy; u 0 Þ ¼ g mnm ðy n ; uÞ ¼ ðg 1m n m ðy n ; uÞ; g 2m n m ðy n ; uÞÞ ð29Þ
is one-to-one with ðy n ; uÞ ¼ g 
i.e., take ðy nþ1 ; m nþ1 Þ ¼ ðy; mÞ with probability a mnm ðy n ; yÞ, and ðy nþ1 ; m nþ1 Þ ¼ ðy n ; m n Þ with probability 1 À a mnm ðy n ; yÞ.
In our case using the hierarchical Bayes' model, the posterior can be written as PðkjF obs Þ / PðF obs jkÞPðhÞPðsÞ ¼ PðF obs jkÞPðhÞPðsjx loc ; mÞPðx loc jmÞPðmÞ:
Here m is the number of points considered and x loc denotes the locations of those points in the horizontal direction that determine the interfaces. We use the reversible jump process as a birth and death process. At each step either we add a new point or delete a point or consider only jumps at fixed positions. The dimension of s may vary in each step but the dimension of h is always the same.
Algorithm. Reversible Jump MCMC as Birth and Death Process [25] Suppose at the nth step we are at s n ; h n ; x loc n ; m n and permeability field k n . Here x loc n is a m n dimensional vector ðx loc n;1 ; x loc n;2 ; . . . ; x loc n;mn Þ 0 .
We have three options: add a point with probability p 
Death
Step. Here we delete one point from the existing points and the proposed m is m n À 1 with probability pðmjm n Þ ¼ p 
Jumps at Fixed Location. Here the number of points and their locations in horizontal direction are fixed, so the algorithm is same as Metropolis-Hastings Algorithm as described before. The acceptance probability is given by aðk n ; kÞ ¼ min 1; loc ; s is a vector denoting the heights of the points of the interfaces at given m locations. Also given m, the points for the different interfaces are assumed to be independent. At every step, we join the m points in each interfaces by linear interpolation which completely defines the boundaries of the facies (See Fig. 4 for a detailed explanation of the facies update for a Birth, Death and Jump step.). Then the reversible jump algorithm will be as follows.
Birth
Step. We randomly choose one of the fine-grid interval in ðx loc n;ð1Þ ; x loc n;ð2Þ ; . . . ; x loc n;ðmnÞ Þ. Without loss of generality, let the interval be ½x loc n;ð1Þ ; x uploc n;ð2Þ , suppose there are C known locations in this interval and the ordered locations are lx 1 ; lx 2 ; . . . ; lx C . We assign probability pðiÞ to each of the length l i ¼ lx i À x loc n;ð2Þ ; i ¼ 1ð1ÞC. Then we generate one of the lengths from the previously defined probability distribution and add it to x loc n;2 to get the newly added location. 
À x loc n;ð2Þ and l Cþ1 ¼ 0, where P N ðÁÞ is the standard normal cdf function. We generate u from this probability distribution, which can be considered as a discretized version of normal distribution and which guarantees that the added new point lies in the middle of the two locations with very high probability. We propose h ¼ h n þ h h u h , where u h is generated from a Nð0; IÞ distribution. Then the acceptance probability is given by a b mnmnþ1 ðx loc n ; x loc Þ ¼ min 1; likelihood ratio Â prior ratio f Â proposal ratio Â Jacobiang; .
Two-stage reversible jump MCMC
The main disadvantage of the above reversible jump MCMC algorithm is very high computational cost in solving the coupled nonlinear PDE system (1)-(3) on the fine-grid to compute F k in the target distribution pðkÞ. Typically, in our simulations, reversible jump MCMC method converges to the steady state after thousands of iterations and the acceptance rate is also very low. A large amount of CPU time is spent on simulating the rejected samples, making the direct (full) reversible jump MCMC simulations very expensive.
The direct reversible jump MCMC method can be improved by adapting the proposal distribution qðkjk n Þ to the target distribution using a coarse-scale model. This can be achieved by a twostage reversible jump MCMC method, where we compare the fractional flow curves on the coarse-grid model, first. If the proposal is accepted by the coarse-scale test, then a full fine-scale computation will be conducted and the proposal will be further tested as in the direct reversible jump MCMC method. Otherwise, the proposal will be rejected by the coarse-scale test and a new proposal will be generated from qðkjk n Þ. The coarse-scale test filters the unacceptable proposals and avoids the expensive finescale tests for those proposals. The filtering process essentially modifies the proposal distribution qðkjk n Þ by incorporating the coarse-scale information of the problem. The algorithm for a general two-stage MCMC method with upscaling was introduced in [17] . Our hierarchical model can also take an advantage of inexpensive upscaled simulations to screen the proposals. Here we extend the algorithm to two-stage reversible jump MCMC method. Let F Ã k be the fractional flow computed by solving the coarsescale model of (1)-(3) 
where the function G is estimated based on offline computations using independent samples from the prior. More precisely using independent samples from the prior distribution, the permeability fields are generated. Then both the coarse-scale and fine-scale simulations are performed and kF obs À F k k vs kF obs À F Ã k k are plotted. This scatterplot data can be modeled by
where w is a random component representing the deviations of the true fine-scale error from the predicted error. Using the coarse-scale distribution p Ã ðkÞ as a filter, the two-stage reversible jump MCMC can be described as follows.
Algorithm. Two-stage reversible jump MCMC as Birth and Death Process Suppose at the n th step we are at s n ; h n ; x loc n ; m n and permeability field k n .
Step 1. This step is the same as the reversible jump MCMC method described earlier. The only difference is the fractional flow F Ã k is computed by solving the coarse-scale model. At k n , generate a trial proposalk from distribution qðkjk n Þ the same way as in the reversible jump MCMC described earlier.
Step 2. Take the proposal as k ¼k with probability a p ðk n ;kÞ; k n with probability 1 À a p ðk n ;kÞ:
(
If we are at Birth
Step then the acceptance probability is given by a p ðk n ;kÞ 
Note that, PðsÞPðhÞPðx loc jm n þ 1ÞPðm n þ 1Þ is the same as the prior probability PðkÞ as defined in (53). If we are at Death
Therefore, the final proposal k is generated from the effective instrumental distribution
To show that the reversible jump MCMC sampling generates a Markov chain, whose stationary distribution is the candidate distribution it is sufficient to show that the transition kernel satisfies the detailed balance condition. The proof is shown in Appendix A.
In our paper, we use a simple relation for modeling coarse-and finescale errors. In particular, G is taken to be a linear function with the condition Gð0Þ ¼ 0. Then our p Ã ðkÞ becomes
i.e., on the coarse-scale F obs jk is assumed to follow NðF
where r c is the precision associated with the coarse-scale model. The parameter r c plays an important role in improving the acceptance rate of the preconditioned MCMC method. The optimal value of r c depends on the correlation between kF À F k k and kF À F Ã k k, which can be estimated by offline computations.
Step 3. Accept k as a sample with probability a f ðk n ; kÞ ¼ min 1;
i.e., k nþ1 ¼ k with probability a f ðk n ; kÞ, and k nþ1 ¼ k n with probability 1 À a f ðk n ; kÞ.
Using the same argument as in [17] , the acceptance probability (61) can be simplified as a f ðk n ; kÞ ¼ min 1; pðkÞp
Assuming that on the fine-scale F obs jk follows a NðF k ; r 2 f IÞ distribution, i.e., 
k when the variance of the log permeability field is 2. Left: cross-plot using three-coarse-block case. Middle: cross-plot using nine-coarse-block cases. Right: cross-plot using mixed MsFEM.
PðF obs jkÞ / exp
the acceptance probability (62) becomes a f ðk n ; kÞ ¼ min 1;
To show that the reversible jump MCMC sampling generates a Markov chain, whose stationary distribution is the candidate distribution it is sufficient to show that the transition kernel satisfies the detailed balance condition. The proof is almost same as in [17] and is given in the Appendix A.
In the above algorithm, if the trial proposalk is rejected by the coarse-scale test ( Step 2), k n will be passed to the fine-scale test as the proposal. Since a f ðk n ; k n Þ 1, no further (fine-scale) computation is needed. Thus, the expensive fine-scale computations can be avoided for those proposals which are unlikely to be accepted. In comparison, the regular reversible jump MCMC method requires a fine-scale simulation for every proposal k, even though most of the proposals will be rejected at the end. Since the computation of the coarse-scale solution is very cheap, Step 2 of the preconditioned MCMC method can be implemented very fast to decide whether or not to run the fine-scale simulation. The second step of the algorithm serves as a filter that avoids unnecessary finescale runs for the rejected samples. It is possible that the coarsescale test may reject an individual sample which will otherwise have a (small) probability to be accepted in the fine-scale test.
We can use the same illustrating example as presented in Section 3.2 and the numerical results shows how the two-stage reversible jump becomes more efficient in terms of CPU. While using this example in the two-stage algorithm in Step 1 we add a new location or delete a location or consider jumps as given locations in the same way as we did in reversible jump MCMC method. In Step 2, the acceptance probability for the Birth Step, Death Step, and jumping step remains the same as in (37), (43) and (48) 
Numerical results
In our first numerical example, we consider a 50 Â 50 fine-scale permeability field on the unit square. We consider the case with only one high conductivity layer. Thus there are two interfaces, one for the upper interface and one for the lower interface. The permeability field is known at 8 locations along Next, we implement two-stage reversible jump MCMC to increase the acceptance rate. Because of mild variations within the facies, one can take volume average of the permeability and avoid more costly single-phase upscaling. We consider two cases. In the first case, the permeability is upscaled via simple volume averaging to three coarse blocks corresponding to facies. In the second example, we divide the domain into three equal vertical parts and upscale the permeability within each of nine blocks. We find such simple and very coarse upscaling works well (i.e., improve the acceptance probability substantially) for the cases where the permeability does not vary too much within facies. The efficiency of these simple upscaling techniques deteriorates as we increase the variance within the facies. One can improve these methods by taking coarse-grid blocks at the kink points of the interface. We have not implemented these coarsening approaches. We suggest the use of mixed MsFEM for the cases with high permeability variations within the facies.
To assess the accuracy of two-stage MCMC, we perform coarsescale vs. fine-scale simulations for permeability samples from the prior. More precisely, the cross-plot between E k ¼ kF obs À F k k and E In Fig. 6 , the reference log permeability field, the initial log permeability field, some of the sampled log permeability field, the log mean and median of the sample permeability field for the two-stage reversible jump MCMC are shown. In Fig. 7 (right plot), we plot the initial fractional flow and the fractional flows corresponding to some of the sampled permeability fields. We observe substantial improvement in fractional flow predictions. On the left of Fig. 7 , we depict the cross-plot of fractional flows corresponding to the right figure. We can see that the sampled permeability fields are very close to the reference permeability field.
The convergence of two-stage MCMC is plotted in Fig. 8 . It is clear from this figure, that both two-stage and fine-scale reversible jump MCMC have similar convergence properties, i.e., they reach to the steady state within the same number of iterations. The formal convergence diagnosis can be performed using multiple chains method-based convergence diagnosis [23] . In this paper, our goal is to compare two-stage and direct reversible jump MCMC. We restrict ourselves to only showing errors vs. the number of iterations. We note that the convergence diagnostics has nothing to do with the rate of convergence, which depends on the second largest eigenvalue of the transition matrix of the Markov chain. For the complex chains, the calculation of these eigenvalues is not simple.
In our next numerical example, the same setup is chosen except the variance of the log permeability field is increased to r 2 f ¼ 2. The full reversible jump MCMC performs as before. However, the acceptance rate becomes very low, approximately 0.001. For twostage reversible jump MCMC, the correlation between E k ¼ kF obs À F k k and E Ã k ¼ kF obs À F Ã k k becomes low, 0.43 and 0.46 for three-coarse-block and nine-coarse-block cases, respectively (see Fig. 9 ). In this case, mixed MsFEM is preferred. The correlation between E k ¼ kF obs À F k k and E Ã k ¼ kF obs À F Ã k k is very high, approximately 0.99, when mixed MsFEM is used (see Fig. 9 ). With mixed MsFEM, the acceptance rate of two-stage reversible jump MCMC increases to 0.31. In Fig. 10 , the reference log permeability field, the initial log permeability field, some of the sampled log permeability field, the log mean and median of the sample permeability field for the two-stage reversible jump MCMC using mixed MsFEM are shown. In Fig.11 (right plot) , we plot the initial fractional flow and the fractional flows for some of the sampled permeability fields using two-stage reversible jump MCMC using mixed MsFEM. On the left of Fig. 7 , we depict the cross-plot of fractional flows corresponding to the right figure. We plot the fractional flow errors vs. iteration number for the two-stage reversible jump MCMC using mixed MsFEM in Fig. 12 .
In our next set of numerical examples, we consider two high conductivity facies. Thus, there are four interfaces. We assume permeabilities are known in the middle of each facies along x ¼ 0 and x ¼ 1. As before, the ends of the facies are assumed to be fixed. Two The log of the permeability field outside the high conductivity facies is assumed to be Gaussian process with mean 0 and the correlation lengths l 1 ¼ 0:2; l 2 ¼ 0:2 and r 2 ¼ 0:32. The rest of the set up is same as the first example. As before, the full reversible jump MCMC still predicts the interfaces quite accurately. The acceptance probability of reversible jump MCMC is very low, nearly 0.001. The two-stage reversible jump MCMC with five spatial coarse-blocks (corresponding to facies) speeds up the process with acceptance rate nearly 0.63 without sacrificing the convergence. In Fig. 13 , we plot the permeability fields obtained using two-stage algorithm. As we see, the prediction is quite accurate in the two-stage reversible jump MCMC as the sampled permeability fields resemble the reference permeability field very closely. The corresponding fractional flows are plotted in Fig. 14 . Note that there is a substantial improvement in fractional flows when comparing the initial sample and a sample from the posterior. Finally, in Fig. 15 , we present the fractional flow errors vs. the number of iterations to demonstrate that two-stage reversible jump MCMC has similar convergence as fine-scale reversible jump MCMC.
Conclusions
In this paper, we study uncertainty quantification in inverse problems for heterogeneous subsurfaces where the permeability fields have channelized structure. Hierarchical models are used to model the channel boundaries as well as the permeability distribution within the channels that are assumed to be independent. We assume that the channel information at the wells are known; however, no other information is assumed to be given about the channel shape. The channel boundaries are modeled with variable number of points resulting to changing dimension in the uncertainty space. Reversible jump Markov chain Monte Carlo algorithms are used in such modeling. Within each channel, the permeability is assumed to have a log-normal distribution. The search with Metropolis-Hastings algorithm results to very low acceptance rate, and consequently, the computations are CPU demanding. To speed-up the computations, we use coarse-scale models to screen the proposals. Our computations show that the proposed algorithms are capable of capturing the channel boundaries and result to accurate predictions of subsurface properties.
In future, Langevin proposals will be used to improve the algorithms. Langevin proposals employ gradient information in making new proposals [35] . To use the gradient information, we will split the jump process into two parts: (1) adding/deleting new point; (2) perturbing the channel boundaries. Langevin proposal will be computed in the second stage that will provide an easy implementation of two-stage MCMC. Moreover, we will use gradient information based on coarse-scale models for computing the gradients. More precisely in Step 2 of the two-stage reversible jump MCMC algorithm we would choose the proposal generator qðkjk n Þ as
where n are independent Gaussian vectors. This will further speedup the computations.
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Appendix A. Detailed balance
In this Appendix we will show the transition kernel of the twostage reversible jump MCMC satisfies the detailed balance condition. The transition kernel of the Markov chain k n generated by the two-stage reversible jump MCMC is given by, Kðk n ; kÞ ¼ a f ðk n ; kÞQ ðkjk n Þ; for k -k n ; ð66Þ Kðk n ; k n Þ ¼ 1 À Z k-kn a f ðk n ; kÞQðkjk n Þ dk; ð67Þ where, Q ðkjk n Þ is defined as in (58).
So, the transition kernel is continuous when k -k n ans has positive probability for the event fk ¼ k n g. We have to show that the transition kernel satisfies the detailed balance condition.
pðk n ÞKðk n ; kÞ ¼ pðkÞKðk:k n Þ:
Proof. Equality in (68) is obviously true for k ¼ k n , For k -k n ; pðk n ÞKðk n ; kÞ ¼pðk n Þa f ðk n ; kÞQ ðkjk n Þ ¼ minðQ ðkjk n Þpðk n Þ; Q ðk n jkÞpðkÞÞ ¼ min QðkjknÞpðknÞ QðknjkÞpðkÞ ; 1 Q ðk n jkÞpðkÞ ¼ a f ðk; k n ÞQ ðk n jkÞpðkÞ ¼ pðkÞKðk; k n Þ.
Hence the proof follows. h
Appendix B. Regularity of the posterior distribution
In this Appendix, we will show that the posterior measure is continuous with respect to the data in the total variation distance We consider a layered permeability field, k ¼ kðx 2 Þ and the flow along the layers. More precisely, we assume p ¼ 1 at x 1 ¼ 1 and p ¼ 0 at x 1 ¼ 0 and no flow on lateral boundaries. In this case, one can easily show that the velocity is given by ðkðx 2 Þ; 0Þ. We consider the data F k ðtÞ ¼ R 
Proof. First, we note that 0 6 S 0 6 1. 
Here, C ¼ maxð2rn; 2CnÞ. h Lemma B.2. For every r > 0 9 C ¼ CðrÞ > 0 such that for every F 
This completes the proof of the theorem. h
The proof of Theorem B.3 can be extended to general permeability fields. This will be presented elsewhere.
