Introduction
Here we provide additional details that relate to the data used in our study and associated methods.
S1. Snow Density
Given average winter snow depth >4 m on our study glaciers, we had numerous 6 m pits, and the time savings in conducting 5 snow cores in lieu of snow pits allowed us to obtain more density measurements, more effectively reducing density uncertainty.
The corer also allowed us to sample internal ice lenses, which are difficult to measure with a snow sampler. We used a snow saw (G3 bone saw) to collect discrete samples (3-25 cm length) from the snow cores (Gabrielli et al., 2010; McGrath et al., 2018) , avoiding areas where the core broke, to ensure a known volume, with the goal of sampling nearly all intact material from the core ( Figure S7 ). We noticed that core cuttings would accumulate at the bottom of the hole with each section of core 10 taken, and so used care to avoid sampling these cuttings, which typically occupied the top 5-20 cm of the core but increased in amount with depth. We took spring snow density measurements at three locations at each site, (low, middle and high). Often, the density decreased with each subsequent core up-glacier, and thus we applied a linear regression of density and elevation to our depth measurements when converting to water equivalent. When there was no linear gradient, we averaged the snow density measurements to produce a glacier-wide snow density. We also found that if our lowest snow core was very low (e.g. 15 on the toe of the glacier), these wind-swept locales often had the lowest density snow. In this case, we assigned the density of the lowest site to measurements of snow from the elevation range of the toe, and then used the upper two sites to determine density everywhere else, as to not bias the gradient or glacier-wide average with a sample unrepresentative of the glacier atlarge.
S2. Uncertainty Assessment 20
We analyzed snow and ice-free terrain to derive statistical indicators of bias and data dispersion from ΔDEM over stable terrain using a late summer DEM as a reference, and report the mean, median and normalized median absolute deviation (NMAD) over stable terrain (Table 3) . We bias correct the height change over the glacier surfaces using the systematic elevation difference over stable terrain ( ) in the ΔDEMs. This bias correction ranged from -0.09 to 0.05 m and averaged -0.01 m. NMAD reveals random errors that are typically below ±0.3 m, with a maximum of 0.6 m ( Table 3 ). This maximum error 25 occurred for Zillmer Glacier in late summer 2017 when the separation between site visit and ALS survey was large and new snow covered the glacier during the ALS survey (Table 2) .
Random uncertainty stems from three sources that we assume to be independent: i) elevation change uncertainty (σhΔDEM), ii) glacier zone delineation uncertainty (σA), and iii) volume to mass density conversion uncertainty (σρ). Elevation change uncertainty is derived from the σ of height change over stable terrain (σh) after correction for effective sample size (Neff): 30
where the effective sample size is defined as (Bretherton et al., 1999) :
where n is the number of pixels of stable terrain, dx is the spatial resolution (1 m), and L is the decorrelation length. Stable terrain generally covered 10-20 km 2 . We determined L by plotting semivariance ( Figure S3 ) for randomly selected coordinate 35 pairs (n=10,000) against distance for ten separate simulations and defined L as the distance at which semivariance becomes asymptotic (5% change threshold). Decorrelation length averaged 0.75 km and varied from 0.5 to 1.3 km. For delineation of ice/firn/snow zones from satellite imagery ( Figure S1 ), we applied a buffering method (Granshaw and Fountain, 2006) to the perimeter of each zone that was not at the glacier boundary. Our satellite imagery resolution varied from 3 to 15 m, so we chose a buffer of four times the largest pixel size, to derive an uncertainty in area per zone: 40
This 60 m buffer accounts for uncertainty in zone delineation and changes in the positions of the zone boundaries occurring between ALS and satellite imagery acquisition dates. Due to the high resolution of our DEMs, planimetric uncertainties were all <1% of glacier area (average 0.6%), using a four-pixel buffer per Abermann et al. (2010), and they were omitted from uncertainty analysis (Belart et al., 2017) . Total random uncertainty in volume change is: 45
where A is the area of a given glacier and p is the percentage of surveyed area, which averaged 99.1% (Table 2) . We assume a factor of five for the elevation change uncertainty of non-surveyed areas (Berthier et al., 2014) . Random uncertainty on geodetic mass balance is:
where is individual density conversion values with associated uncertainties ( for spring snow, late summer snow, firn, and ice (Table 4) . Prior to being summed to produce a final uncertainty, each zone (ice/firn/snow) is considered separately for Ba, with ΔVi and Ai the volume and area change of each zone respectively.
Firn compaction or fresh snow on the surveyed surface introduce systematic uncertainty on geodetic balance. On Drangajökull ice cap, where Bw is more than 1 m w.e. greater than our average Bw, firn compaction and fresh snow densification increased 55 geodetic Bw by 8%. Fresh snow off-glacier was negligible in all but a few cases. We thus assume a systematic uncertainty of 10% on Ba,w. Collectively, random and systematic uncertainty thus yield total uncertainty in mass balance:
To determine uncertainty in glaciological mass balance, we derive a mean density ( ) of mass change:
and uncertainty in height change: (8) where is the uncertainty in survey height correction applied to the glaciological balance, estimated as a 50% uncertainty in height correction (m). Survey uncertainty is assigned to glaciological balance (Table 3) instead of geodetic balance due to the near-synchronous timing of our ALS surveys and the staggered timing inherent in our glaciological data 65 collection (Table 2) . Locations where four measurements were taken indicated a σ of 4% for spring and 8% for summer, but we conservatively use 10% as the uncertainty in height change measurements to incorporate potential uncertainty introduced by small-scale variability of snow depth, probing of the incorrect surface, and possible self-drilling or plucking of ablation stakes ( of ± 0.20 m for Ba and ± 0.40 m for Bw). Uncertainty in glaciological mass balance is calculated as:
where σρ is the uncertainty on density taken to be 10% of , to account for uncertainty in density measurements and extrapolation of those measurements. The uncertainty in extrapolation of glaciological observations to glacier-wide mass balance ( ) is taken as the σ of the different calculations of mass balance for each season. Glaciological mass balance uncertainty is thus:
For both geodetic and glaciological mass balance, Bs was derived as the difference of annual and summer balance (Eqn. 1), and thus uncertainty on Bs yields: (11) Table S1 . Glacier-wide spring snow density from glaciological observations (ρspring.obs), and updated spring snow density using the linear relation (ρspring.lin) of Julian day versus snow density ( Figure 3) . No observed density implies no winter balance trip occurred, and no data in the ρspring.lin column implies no Bw_geod was derived. When no spring glaciological visit occurred, the average spring snow density for the sites' available record was used. showed that our pit densities were a 0.2 ± 5.7% heavier. The average absolute magnitude of disagreement between pit and core density was 4.8% ranging from -11.5% to +8%. For snow pits we took a 100 cm -3 sample every 10 centimeters depth down the snow pit wall. For snow cores, we used a snow saw to take samples from each core, of up to 25 cm-length. Taking discrete samples allowed for samples of known volume, avoiding broken sections of core, and avoided measuring the core fillings which fall to the bottom of the hole upon removal of the barrel after taking each core (~1 m-length), then becoming the top of the subsequent core. 
