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Abstract
Motivated by the problem of utility allocation in a portfolio under a Markowitz mean-
variance choice paradigm, we propose an allocation criterion for the variance of the sum of n
possibly dependent random variables. This criterion, the Shapley value, requires to translate
the problem into a cooperative game. The Shapley value has nice properties, but, in general,
is computationally demanding. The main result of this paper shows that in our particular case
the Shapley value has a very simple form that can be easily computed. The same criterion is
used also to allocate the standard deviation of the sum of n random variables and a conjecture
about the relation of the values in the two games is formulated.
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1
1 Introduction
In the mean-variance model of Markowitz (1952) preferences for prospects are represented by a
linear combination of the mean and the variance of the prospect:
Uθ[X ] = E[X ]− θVar[X ], (1.1)
for some θ > 0 (see, e.g., Steinbach, 2001).
If an investor is dealing with a portfolio whose returns areX1, . . . , Xn, it may be important for her
to allocate to each asset of the portfolio its contribution to the total utility score Uθ[
∑n
i=1Xi]. Given
that returns are typically correlated, allocating to asset i a contribution equal to E[Xi]− θVar[Xi]
would not solve the problem. A similar problem is considered and solved (under some conditions) in
the Capital Asset Pricing Model of Sharpe (1964) and Lintner (1965) (see, e.g., Fama and French,
2004). In this paper we use tools of cooperative game theory to solve the problem. In particular,
we resort to the Shapley value (Shapley, 1953), a standard solution concept for cooperative games,
which has nice properties and has been extensively used in a variety of fields. First, we define a
cooperative game where the players are the assets in the portfolio, and the worth of each coalition,
i.e., of every subportfolio, is the utility score of this subportfolio. Then, we compute the Shapley
value of each component of the portfolio.
In general the Shapley value is used to allocate costs or gains among different agents who con-
tribute to a joint project. The basic idea is that the allocation has to be fair for each player.
In order to achieve this fairness each player is allocated a value that corresponds to her marginal
contribution to the worth of a coalition, the average being suitably taken over all possible coalitions.
Different solution concepts exist, based on different principles. For instance, the core, which
embodies an idea of stability, is the set of all allocations such that no coalition has an incentive to
deviate from the grand coalition. We refer the reader to Peleg and Sudho¨lter (2007) or Maschler,
Solan, and Zamir (2013) for a nice treatment of cooperative games and their solution concepts.
One of the main drawbacks of the Shapley value is its computational complexity as the number of
players grows. This is due to the fact that its expression is an average over n! marginal contributions.
In our problem, though, the expression of the Shapley value is extremely easy to compute and the
complexity for the computation of the whole vector of Shapley values is quadratic in n. We will
explain how this result fits into a more general result of Conitzer and Sandholm (2004) about the
Shapley value of decomposable games.
2
1.1 Related literature
We are not the first to propose game-theoretic tools for the analysis of cost allocations related to
risks.
In an innovative paper in actuarial science, Lemaire (1984) proposes to use tools from cooperative
game theory to allocate operating costs among different lines of an insurance company. The novelty
of his paper is to solve a complicated accounting problem by computing a suitable solution of
a cooperative game. Whereas the accounting problem is typically quite cumbersome, once the
translation in game-theoretic language is performed, the solution is elegant and easy to interpret.
Lemaire’s paper gave rise to a whole literature on cost allocation in insurance. In this subsequent
literature the attention is focused on the allocation of costs when dealing with a portfolio of risks.
As Denault (2001) points out, “the problem of allocation is interesting and non-trivial because the
sum of the risk capitals of each constituent is usually larger than the risk capital of the firm taken as
a whole, something called the diversification effect. This decrease of total costs, or ‘rebate,’ needs to
be shared fairly between the constituents.” His goal is to provide an allocation criterion that is based
on fairness. Starting from the axiomatic definition of coherent risk measures provided by Artzner,
Delbaen, Eber, and Heath (1999), he proposes a set of axioms for the coherence of risk capital
allocation principles. He ends up with an allocation that corresponds to the Aumann-Shapley value
of nonatomic cooperative games (see Aumann and Shapley, 1974). Tsanakas and Barnett (2003)
and Tsanakas (2004) propose the Aumann-Shapley value as an allocation mechanism when the risk
measure is given by a distortion premium principle. Tsanakas (2009) does the same when convex
risk measures are used. Abbasi and Hosseinifard (2013) use the Shapley value to allocate capital in
the tail conditional expectation model.
Our analysis is close in spirit to a stream of literature in regression analysis that deals with quan-
tifying the relative importance of each regressor for the response. Contributions on this topic that
make use of the Shapley value can be found in Lipovetsky and Conklin (2001), Lipovetsky (2006),
Gro¨mping (2007, 2009), Gro¨mping and Landau (2010), Mishra (2016), among others. These ideas
actually go back to Lindeman, Merenda, and Gold (1980), Kruskal (1987), who do not explicitly
mention the connection with the Shapley value. A parallel more general literature studies how to
quantify the importance of random input variables to a function by using ANOVA techniques. One
way to do it is through Sobol′ indices (Sobol′, 1990, 1993) when the inputs are independent and
their generalizations when the inputs are dependent (see, e.g., Chastaing, Gamboa, and Prieur,
2012, 2015, Owen, 2013, Gilquin, Prieur, and Arnaud, 2015). A different approach, based of the
Shapley value has been proposed by Owen (2014) and further studied by Song, Nelson, and Staum
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(2016) and Owen and Prieur (2016).
It is interesting to notice that the Shapley value has been employed in various problems that
involve probability models. For instance, it has been implicitly used in reliability theory. Barlow
and Proschan (1975) define an importance index of system components, whose j-th coordinate
indicates the probability that the failure of component j causes the whole system to fail. Marichal
and Mathonet (2013) point out that this index is actually a Shapley value. Cooperative game theory
tools have been used in queueing theory, see, e.g., Anily and Haviv (2010), among others, and in
inventory, see, e.g., Mu¨ller, Scarsini, and Shaked (2002) and Montrucchio and Scarsini (2007). We
refer the reader to Moretti and Patrone (2008) for a nice survey of possible applications of the
Shapley value in various fields.
Several authors have considered computational issues related to the Shapley value and have
proposed efficient algorithms in some special cases, which typically involve voting games or games
with a graph structure. Among them Deng and Papadimitriou (1994), Conitzer and Sandholm
(2004), Ieong and Shoham (2005, 2006), Fatima, Wooldridge, and Jennings (2008, 2010), Castro,
Go´mez, and Tejada (2009), Azari Soufiani, Chickering, Charles, and Parkes (2014). The interested
reader should consult the book by Chalkiadakis, Elkind, and Wooldridge (2011) for a nice survey
of computational aspect of cooperative game theory.
1.2 Organization of the paper
In Section 2 we introduce some fundamental concepts of cooperative game theory and some
important solution concepts. In Section 3 variance games are defined and analyzed. Section 4 deals
with standard-deviation games and proposes a conjecture about the comparison between the two
classes of games. Section 5 deals with some computational aspects of the Shapley value and explains
why the complexity of its calculation in the variance game is polynomial.
2 Cooperative games
We start introducing some basic concepts in cooperative game theory. Given a set of players
N = {1, . . . , n}, a cooperative game is a pair 〈N, ν〉, where ν : 2N → R is such that ν(∅) = 0. Any
subset J ⊂ N is called a coalition. The set N is called the grand coalition. The function ν is called
the characteristic function of the game. Given that the set of players N is fixed, for the sake of
simplicity, we will just call game its characteristic function. So, if ν represents utilities, then ν(J)
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is the utility that coalition J can achieve by itself. If ν represents costs, then ν(J) is the cost that
coalition J must pay if it acts by itself. We call G (N) the class of all games on N .
2.1 Core and anticore
A game ξ is called additive if for all I, J ⊂ N such that I ∩ J = ∅, we have
ξ(I ∪ J) = ξ(I) + ξ(J).
We call M (N) the class of additive games on N .
The core (anticore) of the game ν is defined as the set of all vectors x = (x1, . . . , xn) such that
ν(J) ≤ (≥)
∑
i∈J
xi for all J ⊂ N, (2.1)
ν(N) =
∑
i∈N
xi. (2.2)
A vector x ∈ Rn such that (2.2) holds represents a possible allocation among players of what
achieved by the grand coalition. If ν represents a utility for coalitions, then the core is the set of
all possible allocations that are stable, that is, no possible coalition has an incentive to deviate.
Stability is given by (2.1), which tells that no coalition by itself can achieve more than what allocated
to it. If the function ν represents costs, the set of stable allocations is given by the anticore. The
core (anticore) of a game can be empty.
A game ν is called supermodular (submodular) if for all I, J ⊂ N
ν(I ∪ J) + ν(I ∩ J) ≥ (≤)ν(I) + ν(J).
It is well known (Shapley, 1971/72) that the core of a supermodular game and the anticore of a
submodular game are non-empty.
2.2 Shapley value
As seen in Subsection 2.1, the core is a set of stable allocations. Its appeal is the stability of its
allocations. Among its shortcomings we have the fact that it may be empty and, when it is not a
singleton, it is not clear how to choose one single suitable allocation. We now introduce a different
solution concept that is obtained axiomatically and produces a single allocation.
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Call player i a dummy if for all J ⊂ N we have
ν(J ∪ {i}) = ν(J).
Call players i, j symmetric if for all J ⊂ N such that i 6∈ J and j 6∈ J we have
ν(J ∪ {i}) = ν(J ∪ {j}).
The Shapley value of ν is a function φ : G (N)→ Rn that satisfies the following properties:
1. Efficiency :
∑n
i=1 φi(ν) = ν(N).
2. Symmetry : If i and j are symmetric, then φi(ν) = φj(ν).
3. Dummy player : If player i is a dummy, then φi(ν) = 0.
4. Linearity : for ν, µ ∈ G (N) and α, β ∈ R we have
φ(αν + βµ) = αφ(ν) + βφ(µ).
Shapley (1953) showed that the only function φ with these four properties has the following form
φi(ν) =
∑
J⊂N\{i}
|J |!(N − |J | − 1)!
N !
(ν(J ∪ {i})− ν(J)) (2.3)
=
1
n!
∑
ψ∈P(N)
(
ν(P ψ(i) ∪ {i})− ν(P ψ(i))) , (2.4)
where P(N) is the set of all permutations of N , P ψ(i) is the set of players who precede i in the
order determined by permutation ψ, and |J | is the cardinality of J .
In general the Shapley value of a game does not necessarily lie in its core. If the game is super-
modular (submodular), the Shapley value lies in the core (anticore) and is actually its barycenter.
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2.2.1 Shapley fusion property
Consider a game 〈N, ν〉. For J ⊂ N consider the new game 〈NJ , νJ〉 where all players in J are
fused into a single player. A game 〈N, ν〉 such that, for all J ⊂ N , we have
φJ(ν
J) =
∑
i∈J
φi(ν).
is said to satisfy the Shapley fusion property.
In general the Shapley fusion property does not hold, as the following counterexample shows.
Example 2.1. Take N{1, 2, 3} and, for every i, j ∈ N , with i 6= j,
ν({i}) = 0,
ν({i, j}) = 1
ν(N) = 1.
By symmetry, φi(ν) = 1/3, but, for J = {2, 3}, we have
νJ({1}) = 0, νJ(J) = 1, νJ ({1, J}) = 1,
hence φJ(ν
J) = 1 6= φ2(ν) + φ3(ν).
3 Variance games
We consider a random vector X := (X1, . . . , Xn) whose components can be seen, for instance,
as the returns of n securities in a portfolio. The return of the whole portfolio is then
∑n
i=1Xi. If
preferences are represented by the utility score Uθ defined in (1.1), we want to fairly allocate the
utility Uθ[
∑n
i=1Xi] of the portfolio to each of its components. To do this we have to take into
account the correlation among the various returns. To achieve this goal we turn to cooperative
game theory. We define a suitable cooperative game based on Uθ and we use the Shapley value of
this game as the allocation criterion.
Consider a random vector X = (X1, . . . , Xn) with finite second moments and define, for every
J ⊂ N
SJ :=
∑
i∈J
Xi. (3.1)
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For each J ⊂ N , define
γ(J) := Uθ[SJ ] = E[SJ ]− θ Var[SJ ]. (3.2)
The expression (3.2) defines a cooperative game 〈N, γ〉. This game is a linear combination of two
other games:
γ(·) = ε(·)− θν(·), (3.3)
where
ε(J) := E[SJ ] and ν(J) := Var[SJ ]. (3.4)
Given Property 4 of the Shapley value, we have
φ(γ) = φ(ε)− θφ(ν).
Since the expectation is a linear operator, the game ε is additive and
φi(ε) = E[Xi].
Therefore, the problem of finding the Shapley value of γ reduces to finding the Shapley value of ν,
which we call a variance game.
3.1 Main result
The next result shows that the Shapley value of the game ν has a very intuitive simple form in
terms of the covariance matrix of X.
Theorem 3.1. For ν defined as in (3.4) we have
φi(ν) = Cov[Xi, SN ]. (3.5)
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Proof. From (3.4), for i 6∈ J , we have
ν(J ∪ {i})− ν(J) = Var

 ∑
j∈J∪{i}
Xj

− Var
(∑
j∈J
Xj
)
=
∑
j,ℓ∈J∪{i}
Cov[Xj , Xℓ]−
∑
j,ℓ∈J
Cov[Xj, Xℓ]
= Var[Xi] + 2
∑
j∈J
Cov [Xi, Xj] .
Therefore, from (2.4) it follows that
φi(ν) =
1
n!
∑
ψ∈P(N)

Var[Xi] + 2 ∑
j∈Pψ(i)
Cov[Xi, Xj]


= Var[Xi] +
2
n!
∑
j∈N\{i}
∑
ψ:j∈Pψ(i)
Cov[Xi, Xj]
= Var[Xi] +
∑
j∈N\{i}
Cov[Xi, Xj]
=
n∑
j=1
Cov[Xi, Xj]
= Cov[Xi, SN ].
The allocation in (3.5) is similar (although not equal) to the one obtained by Wang (2002,
Theorem 3.2) for multinormally distributed risks, when the exponential tilting model is used. Anal-
ogously, Owen and Prieur (2016) find a similar allocation for a linear regression model with multi-
normally distributed regressors. Notice that Theorem 3.1 does not make any parametric assumption
on the distribution of X.
Remark 3.2. An immediate corollary of Theorem 3.1 is that the Shapley fusion property holds for
variance games.
3.2 Additional properties
We examine now some interesting properties of the variance allocation through the Shapley value.
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Example 3.3. The Shapley value of the variance game can assume negative values. Consider the
case X = (X1, X2) with X2 = −2X1 and Var[X1] = 1. Then
Cov[X] =
(
1 −2
−2 4
)
,
hence φ1(ν) = −1 and φ2(ν) = 2. The idea is that, if a random variable contributes to hedge a risk,
then it is “rewarded” with a negative Shapley value.
The following property says that, if perfect hedging can be achieved, then the Shapley value is
identically zero, no matter what the individual variances are.
Proposition 3.4. If Var[SN ] = 0, then φ(ν) = 0.
Proof. Let Var[SN ] = 0, that is ∑
i∈N
∑
j∈N
Cov[Xi, Xj] = 0. (3.6)
Then SN is almost surely a constant, which, without any loss of generality, we can assume to be
zero. Hence for each i ∈ N
Xi = −
∑
j∈N\{i}
Xj ,
which implies
Var[Xi] =
∑
j∈N\{i}
∑
ℓ∈N\{i}
Cov[Xj , Xℓ]. (3.7)
Plugging (3.7) into (3.6) we obtain
∑
j∈N
Cov[Xi, Xj] = 0 for all i ∈ N,
which, by Theorem 3.1, gives the desired result.
As the following example shows, it is not possible to apply the result of Proposition 3.4 to a
subvector of the vector X.
Example 3.5. It is possible to have Var[SJ ] = 0 for some J ⊂ N , without having φj(ν) = 0 for all
j ∈ J . For instance, let X = (X1, X2, X3, X4) be such that
−X1 = X2 = X3 = X4,
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with Var[X1] = 1. Then
Cov[X] =


1 −1 −1 −1
−1 1 1 1
−1 1 1 1
−1 1 1 1

 ,
Var[X1 +X2] = 0 and φ1(ν) = −2 and φ2(ν) = 2.
This is due to the fact that the Shapley value is computed globally, looking at the marginal
contributions of a random variable to the variance of all possible subvectors of the vector X. On
the other hand, what is true is that, if Var[SJ ] = 0, then
∑
j∈J φj = 0.
Example 3.6. Even if the Shapley value has the symmetry property, it is possible to have Xi and
Xj exchangeable (or even i.i.d.) without necessarily having φi(ν) = φj(ν). For instance, consider
X = (X1, X2, X3, X4) such that X2 and X3 are i.i.d. and
X1 = X2, X4 = −X3.
Let Var[X1] = 1. Then
Cov[X] =


1 1 0 0
1 1 0 0
0 0 1 −1
0 0 −1 1

 .
Therefore φ2(ν) = 2 and φ3(ν) = 0.
Again, this is due to the global property of the Shapley value. Two exchangeable random variables
can have very different relations with the other components ofX, therefore their Shapley value can
differ.
Finally, we look at supermodularity (submodularity) of the variance game, which, as mentioned
before, has important implications for the nonemptiness of its core (anticore).
Proposition 3.7. (a) If Cov[Xi, Xj] ≥ 0 for all i, j ∈ N , then the game ν is supermodular.
(b) If Cov[Xi, Xj ] ≤ 0 for all i, j ∈ N , then the game ν is submodular.
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Proof. (a) If Cov[Xi, Xj ] ≥ 0, then we have
ν(I ∪ J) + ν(I ∩ J) = Var[SI∪J ] + Var[SI∩J ]
=
∑
i∈I∪J
∑
j∈I∪J
Cov[Xi, Xj] +
∑
i∈I∩J
∑
j∈I∩J
Cov[Xi, Xj]
=
∑
i∈I
∑
j∈I
Cov[Xi, Xj] +
∑
i∈J
∑
j∈J
Cov[Xi, Xj] + 2
∑
i∈I\J
∑
j∈J\I
Cov[Xi, Xj ]
≥
∑
i∈I
∑
j∈I
Cov[Xi, Xj] +
∑
i∈J
∑
j∈J
Cov[Xi, Xj ]
= Var[SI ] + Var[SJ ]
= ν(I) + ν(J).
(b) If Cov[Xi, Xj ] ≤ 0, then the inequality goes in the opposite direction.
4 Standard deviation games
Given a random vector X = (X1, . . . , Xn) we can define a standard deviation game λ on N =
{1, . . . , n} as follows:
λ(J) =
√
Var[SJ ],
where SJ is defined as in (3.1). Computing the Shapley value for this game is much more difficult
than for the variance game. We will examine the relation between these two types of games.
The next example shows that the Shapley fusion property does not hold for standard deviation
games.
Example 4.1. Consider the following covariance matrix
Σ =


1 0 0
0 4 0
0 0 9

 .
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The corresponding standard deviation game is
λ({1}) = 1, λ({2}) = 2, λ({3}) = 3,
λ({1, 2}) =
√
5, λ({1, 3}) =
√
10, λ({2, 3)} =
√
13,
λ({1, 2, 3}) =
√
14.
Therefore the Shapley value of the above game is
φ1(λ) =
1
6
(
2
√
14 +
√
10 +
√
5− 3− 2
√
13
)
,
φ2(λ) =
1
6
(
2
√
14 +
√
13 +
√
5− 2
√
10
)
,
φ3(λ) =
1
6
(
2
√
14 +
√
13 +
√
10 + 3− 2
√
5
)
.
For S = {2, 3} the covariance matrix becomes
ΣS =
[
1 0
0 13
]
and the corresponding games is
λS({1}) = 1, λS(S) =
√
13, λS({1, S}) =
√
14.
The Shapley value of the above game is
φ1(λ
S) =
1
2
(
1 +
√
14−
√
13
)
,
φS(λ
S) =
1
2
(√
14 +
√
13− 1
)
.
We have
φS(λ
S) 6= φ2(λ) + φ3(λ).
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4.1 A conjecture
Given two vectors x,y ∈ Rn we say that x is majorized by y (x ≺ y) if
n∑
i=k
x(i) ≤
n∑
i=k
y(i) for all k ∈ {1, . . . , n− 1},
n∑
i=1
xi =
n∑
i=1
yi,
where x(1) ≤ x(2) ≤ · · · ≤ x(n) is the increasing rearrangement of x. The reader is referred to
Marshall, Olkin, and Arnold (2011) for properties of majorization.
The following proposition shows that, for n = 2, the normalized Shapley value of the variance
game majorizes the corresponding normalized Shapley value of the standard deviation game.
Proposition 4.2. Consider a covariance matrix
Σ =
[
σ21 σ12
σ12 σ
2
2
]
.
Call ν the corresponding variance game and λ the corresponding standard deviation game. Then
1
φ1(λ) + φ2(λ)
φ(λ) ≺ 1
φ1(ν) + φ2(ν)
φ(ν),
Proof. Assume, without any loss of generality, that σ1 ≤ σ2. We need to show that
φ1(λ)
φ1(λ) + φ2(λ)
≥ φ1(ν)
φ1(ν) + φ2(ν)
,
that is
σ1 +
√
σ21 + σ
2
2 + 2σ12 − σ2√
σ21 + σ
2
2 + 2σ12
≥ σ
2
1 + σ12
σ21 + σ
2
2 + 2σ12
.
After simple algebra, this corresponds to
(σ1 − σ2)
√
σ21 + σ
2
2 + 2ρσ1σ2 + σ
2
2 + ρσ1σ2 ≥ 0, (4.1)
where σ12 = ρσ1σ2.
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For ρ = −1, expression (4.1) becomes
−σ21 + σ1σ2 ≥ 0,
and is therefore true. Since the right hand side of (4.1) is increasing in ρ, we have the result.
We conjecture the above result to be true for all n ∈ N.
Conjecture 4.3. For any n× n covariance matrix Σ, if ν is the corresponding variance game and
λ the corresponding standard deviation game, then
1∑n
i=1 φi(λ)
φ(λ) ≺ 1∑n
i=1 φi(ν)
φ(ν). (4.2)
We have verified the conjecture numerically when the matrix Σ is diagonal. The program that
verifies the conjecture was written in C and is based on the following consideration. Let
Sn−1 =
{
(σ1, . . . , σn) ∈ Rn+ :
n∑
i=1
σ2i = 1
}
,
Dn =
{
(σ1, . . . , σn) ∈ Rn+ : σ1 ≤ σ2 ≤ · · · ≤ σn−1 ≤ σn
}
,
Mn = S
n−1 ∩Dn.
Because of the normalization factors in both sides of (4.2), if the conjecture holds for each diagonal
matrix Σ = diag(σ21, σ
2
2 , . . . , σ
2
n) then it holds also for the diagonal matrix Σ
′ = diag(ασ2ψ(1), . . . , ασ
2
ψ(n)),
with α > 0 and ψ any permutation of (1, . . . , n). Therefore, in order to verify the conjecture for
any diagonal covariance matrix, it suffices to verify it for each (σ1, σ2, . . . , σn) ∈Mn.
The procedure works as follows. For a given number of players n we extract N independent
normally distributed random vectors Zj = (Z1,j, Z2,j, . . . , Zn,j) ∼ N (0, In) where In denotes the
n × n identity matrix. It is well known (Muller, 1959) that Xj = (X1,j, X2,j, . . . , Xn,j), where
Xi,j = Zi,j/||Zj||, is uniformly distributed on Sn−1. Therefore |Xj | := (|X1,j|, |X2,j|, . . . , |Xn,j|)
is uniformly distributed on the intersection of Sn−1 and the nonnegative orthant of Rn. Call
σj = (σ1,j , σ2,j, . . . , σn,j) the nondecreasing rearrangement of X j. Then the points {σj}Nj=1 are
independently uniformly distributed on the set Mn. The procedure checks for each point {σj}Nj=1
whether the n − 1 inequalities given by the majorization conditions in (4.2) hold for the diago-
nal covariance matrix Σj = diag(σ
2
1,j , σ
2
2,j , . . . , σ
2
n,j). Conditions were tested when n = 3, 4, 5 and
N = 109.
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5 Computational aspects
Theorem 3.1 shows that the Shapley value of the variance game can be easily computed in
polynomial time. For each i ∈ {1, . . . , n} the value φi(ν) is just the sum of n known covariances.
We now want to frame this result in a more general framework concerning computational complexity
of the Shapley value in suitable classes of games.
In a general coalition formation problem there are two main sources of computational complexity:
the computation of each single coalition’s value and how to distribute this value among the partic-
ipants of each coalition. The former appears when each coalition has to solve a hard optimization
problem in order to compute its value. The latter depends on the characteristic function of the
game and on the solution concept.
In our setting, coalitions do not face any hard optimization problem to compute their values,
and, among the solution concepts, we use the Shapley value as an allocation criterion. Thus, the
interesting question that we address is why the Shapley value of the variance game can be computed
in an efficient way, whereas a similar method cannot be used for the standard deviation game. The
reason lies in the form of the characteristic function of the two games. The characteristic function of
the variance game is easily decomposable in a sum of distinct functions, whereas the characteristic
function of the standard deviation game is not decomposable due to the presence of the square root.
Therefore, to the best of our knowledge, all algorithms to compute exactly the Shapley value of the
standard deviation game are non-polynomial.
Conitzer and Sandholm (2004) prove that the Shapley value is efficiently computable if the
characteristic function of the game can be decomposed in a specific form. In the following we show
that the characteristic function of the variance game respects their decomposition requirements.
We first introduce the definition of decomposition of a characteristic function.
Definition 5.1 (Conitzer and Sandholm (2004, Definition 4)). The vector of characteristic functions
(ν1, ν2, . . . , νT ), with each νt : 2
N → R, is a decomposition over T issues of characteristic functions
ν : 2N → R if for any J ⊆ N , ν(J) =∑Tt=1 νt(J).
The decomposition of the original characteristic function is particularly convenient if each νt
restricts its focus on a subset of agents.
Definition 5.2 (Conitzer and Sandholm (2004, Definition 5)). We say that νt concerns only Ct ⊆ N
if νt(J1) = νt(J2) whenever Ct ∩ J1 = Ct ∩ J2. In this case, we only need to define νt over 2Ct .
This representation shrinks the number of values from 2|N | to
∑T
t=1 2
|Ct|, exponentially fewer than
16
the original representation. Notice that when |Ct| is bounded by a small constant, the number of
values is linear in T .
Now, the characteristic function of the variance game is represented by
ν(J) = Var
[∑
i∈J
Xi
]
=
∑
i∈J
∑
j∈J
Cov[Xi, Xj].
Thus, for each set J , ν can be decomposed into |J |(|J |+1)/2 terms, considering that Cov[Xi, Xj] =
Cov[Xj , Xi]. Notice that for each set J
′ ⊆ J all the characteristic functions in J ′ are also present
in J . We can represent T as the set of all pairs (i, j) ∈ N × N with i ≤ j. Consequently,
|T | = |N |(|N |+ 1)/2 < |N |2.
For each (i, j) ∈ T we have
ν(i,j)(J) =


Var[Xi] if J = (i, i),
2Cov(Xi, Xj) if J = (i, j) and i 6= j,
0 otherwise.
Therefore, by Definition 5.2 we know that each νt ∈ T concerns at most 2 players, thus |Ct| ≤ 2 for
all t ∈ T . We can then apply the following theorem:
Theorem 5.3 (Conitzer and Sandholm (2004, Theorem 1)). Suppose we are given a characteristic
function with a decomposition ν =
∑T
t=1 νt, represented as follows. For each t with 1 ≤ t ≤ T we
are given Ct ⊆ N , so that each νt concerns only Ct. Each νt is flatly represented over 2Ct , that
is, for each t with 1 ≤ t ≤ T , we are given νt(Jt) explicitly for each Jt ⊆ Ct. Then (assuming that
table lookups for the νt(Jt), as well computations of factorials, multiplications and subtractions take
constant time), we can compute the Shapley value of ν for any given agent in time O(
∑T
t=1 2
|Ct|),
or less precisely O(T · 2maxt |Ct|). This holds whether or not the characteristic function is increasing,
and whether or not it is superadditive.
This confirms the outcome of our Theorem 3.1, that is, the Shapley value of the variance game
is computable in polynomial time.
Similar computational aspects of the Shapley value based on decomposition ideas have been
studied by Ieong and Shoham (2005, 2006).
17
References
Abbasi, B. and Hosseinifard, S. Z. (2013) Tail conditional expectation for multivarite distri-
butions: a game theory approach. Statist. Probab. Lett. 83, 2228–2235.
URL http://dx.doi.org/10.1016/j.spl.2013.06.012.
Anily, S. and Haviv, M. (2010) Cooperation in service systems. Oper. Res. 58, 660–673.
URL http://dx.doi.org/10.1287/opre.1090.0737.
Artzner, P., Delbaen, F., Eber, J.-M., and Heath, D. (1999) Coherent measures of risk.
Math. Finance 9, 203–228.
URL http://dx.doi.org/10.1111/1467-9965.00068.
Aumann, R. J. and Shapley, L. S. (1974) Values of Non-Atomic Games. Princeton University
Press, Princeton, N.J.
Azari Soufiani, H., Chickering, D. M., Charles, D. X., and Parkes, D. C. (2014) Ap-
proximating the Shapley value via multi-issue decompositions. In Proceedings of the 2014 Inter-
national Conference on Autonomous Agents and Multi-agent Systems, AAMAS ’14, 1209–1216.
International Foundation for Autonomous Agents and Multiagent Systems, Richland, SC.
URL http://dl.acm.org/citation.cfm?id=2615731.2617441.
Barlow, R. E. and Proschan, F. (1975) Importance of system components and fault tree events.
Stochastic Process. Appl. 3, 153–173.
URL http://www.sciencedirect.com/science/article/pii/0304414975900137.
Castro, J., Go´mez, D., and Tejada, J. (2009) Polynomial calculation of the Shapley value
based on sampling. Comput. Oper. Res. 36, 1726–1730.
URL http://dx.doi.org/10.1016/j.cor.2008.04.004.
Chalkiadakis, G., Elkind, E., and Wooldridge, M. (2011) Computational Aspects of Coop-
erative Game Theory. Morgan & Claypool Publishers.
URL http://dx.doi.org/10.2200/S00355ED1V01Y201107AIM016.
Chastaing, G.,Gamboa, F., and Prieur, C. (2012) Generalized Hoeffding-Sobol decomposition
for dependent variables—application to sensitivity analysis. Electron. J. Stat. 6, 2420–2448.
URL http://dx.doi.org/10.1214/12-EJS749.
18
Chastaing, G., Gamboa, F., and Prieur, C. (2015) Generalized Sobol sensitivity indices for
dependent variables: numerical methods. J. Stat. Comput. Simul. 85, 1306–1333.
URL http://dx.doi.org/10.1080/00949655.2014.960415.
Conitzer, V. and Sandholm, T. (2004) Computing Shapley values, manipulating value division
schemes, and checking core membership in multi-issue domains. In Proceedings of the 19th Na-
tional Conference on Artifical Intelligence, AAAI’04, 219–225. AAAI Press.
URL http://dl.acm.org/citation.cfm?id=1597148.1597185.
Denault, M. (2001) Coherent allocation of risk capital. J. Risk 4, 1–34.
Deng, X. T. and Papadimitriou, C. H. (1994) On the complexity of cooperative solution
concepts. Math. Oper. Res. 19, 257–266.
URL http://dx.doi.org/10.1287/moor.19.2.257.
Fama, E. F. and French, K. R. (2004) The capital asset pricing model: Theory and evidence.
J. Econom. Perspect. 18, 25–46.
URL http://www.jstor.org/stable/3216805.
Fatima, S. S., Wooldridge, M., and Jennings, N. R. (2008) A linear approximation method
for the Shapley value. Artificial Intelligence 172, 1673–1699.
URL http://dx.doi.org/10.1016/j.artint.2008.05.003.
Fatima, S. S., Wooldridge, M., and Jennings, N. R. (2010) An approximation method for
power indices for voting games. In Innovations in Agent-Based Complex Automated Negotiations,
179–193. Springer, Berlin.
URL http://dx.doi.org/10.1007/978-3-642-15612-0_10.
Gilquin, L., Prieur, C., and Arnaud, E. (2015) Replication procedure for grouped Sobol′
indices estimation in dependent uncertainty spaces. Inf. Inference 4, 354–379.
URL http://dx.doi.org/10.1093/imaiai/iav010.
Gro¨mping, U. (2007) Estimators of relative importance in linear regression based on variance
decomposition. Amer. Statist. 61, 139–147.
URL http://dx.doi.org/10.1198/000313007X188252.
19
Gro¨mping, U. (2009) Variable importance assessment in regression: linear regression versus ran-
dom forest. Amer. Statist. 63, 308–319.
URL http://dx.doi.org/10.1198/tast.2009.08199.
Gro¨mping, U. and Landau, S. (2010) Do not adjust coefficients in Shapley value regression.
Appl. Stoch. Models Bus. Ind. 26, 194–202.
URL http://dx.doi.org/10.1002/asmb.773.
Ieong, S. and Shoham, Y. (2005) Marginal contribution nets: A compact representation scheme
for coalitional games. In Proceedings of the 6th ACM Conference on Electronic Commerce, EC
’05, 193–202. ACM, New York, NY, USA.
URL http://doi.acm.org/10.1145/1064009.1064030.
Ieong, S. and Shoham, Y. (2006) Multi-attribute coalitional games. In Proceedings of the 7th
ACM Conference on Electronic Commerce, EC ’06, 170–179. ACM, New York, NY, USA.
URL http://doi.acm.org/10.1145/1134707.1134726.
Kruskal, W. (1987) Relative importance by averaging over orderings. Amer. Statist. 41, 6–10.
URL http://www.jstor.org/stable/2684310.
Lemaire, J. (1984) An application of game theory: Cost allocation. Astin Bull. 14, 61—81.
Lindeman, R. H., Merenda, P. F., and Gold, R. Z. (1980) Introduction to Bivariate and
Multivariate Analysis. Scott, Foresman and Company, Homewood, IL.
Lintner, J. (1965) The valuation of risk assets and the selection of risky investments in stock
portfolios and capital budgets. Rev. Econom. Statist. 47, 13–37.
URL http://www.jstor.org/stable/1924119.
Lipovetsky, S. (2006) Entropy criterion in logistic regression and Shapley value of predictors. J.
Mod. Appl. Statist. Methods 5, Article 9.
URL http://digitalcommons.wayne.edu/jmasm/vol5/iss1/9.
Lipovetsky, S. and Conklin, M. (2001) Analysis of regression in game theory approach. Appl.
Stoch. Models Bus. Ind. 17, 319–330.
URL http://dx.doi.org/10.1002/asmb.446.
20
Marichal, J.-L. and Mathonet, P. (2013) On the extensions of Barlow-Proschan importance
index and system signature to dependent lifetimes. J. Multivariate Anal. 115, 48–56.
URL http://dx.doi.org/10.1016/j.jmva.2012.09.002.
Markowitz, H. (1952) Portfolio selection. J. Finance 7, 77–91.
URL http://www.jstor.org/stable/2975974.
Marshall, A. W., Olkin, I., and Arnold, B. C. (2011) Inequalities: Theory of Majorization
and its Applications. Springer, New York, second edition.
URL http://dx.doi.org/10.1007/978-0-387-68276-1.
Maschler, M., Solan, E., and Zamir, S. (2013) Game Theory. Cambridge University Press,
Cambridge.
URL http://dx.doi.org/10.1017/CBO9780511794216.
Mishra, S. K. (2016) Shapley value regression and the resolution of multicollinearity. Technical
Report 72116, MPRA.
URL https://mpra.ub.uni-muenchen.de/id/eprint/72116.
Montrucchio, L. and Scarsini, M. (2007) Large newsvendor games. Games Econom. Behav.
58, 316–337.
URL http://dx.doi.org/10.1016/j.geb.2006.04.003.
Moretti, S. and Patrone, F. (2008) Transversality of the Shapley value. TOP 16, 1–41.
URL http://dx.doi.org/10.1007/s11750-008-0044-5.
Mu¨ller, A., Scarsini, M., and Shaked, M. (2002) The newsvendor game has a nonempty core.
Games Econom. Behav. 38, 118–126.
URL http://dx.doi.org/10.1006/game.2001.0854.
Muller, M. E. (1959) A note on a method for generating points uniformly on N -dimensional
spheres. Commun. ACM 2, 19–20.
URL http://doi.acm.org/10.1145/377939.377946.
Owen, A. B. (2013) Variance components and generalized Sobol′ indices. SIAM/ASA J. Uncertain.
Quantif. 1, 19–41.
URL http://dx.doi.org/10.1137/120876782.
21
Owen, A. B. (2014) Sobol′ indices and Shapley value. SIAM/ASA J. Uncertain. Quantif. 2, 245–
251.
URL http://dx.doi.org/10.1137/130936233.
Owen, A. B. and Prieur, C. (2016) On Shapley value for measuring importance of dependent
inputs. Technical report, arXiv:1610.02080.
Peleg, B. and Sudho¨lter, P. (2007) Introduction to the Theory of Cooperative Games. Springer,
Berlin, second edition.
Shapley, L. S. (1953) A value for n-person games. In Contributions to the Theory of Games, vol.
2, Annals of Mathematics Studies, no. 28, 307–317. Princeton University Press, Princeton, N. J.
Shapley, L. S. (1971/72) Cores of convex games. Internat. J. Game Theory 1, 11–26; errata,
ibid. 1 (1971/72), 199.
Sharpe, W. F. (1964) Capital asset prices: A theory of market equilibrium under conditions of
risk. J. Finance 19, 425–442.
URL http://www.jstor.org/stable/2977928.
Sobol′, I. M. (1990) Estimation of the sensitivity of nonlinear mathematical models. Mat. Model.
2, 112–118.
Sobol′, I. M. (1993) Sensitivity estimates for nonlinear mathematical models. Math. Modeling
Comput. Experiment 1, 407–414 (1995).
Song, E., Nelson, B. L., and Staum, J. (2016) Shapley effects for global sensitivity analysis:
theory and computation. SIAM/ASA J. Uncertain. Quantif. 4, 1060–1083.
URL http://dx.doi.org/10.1137/15M1048070.
Steinbach, M. C. (2001) Markowitz revisited: mean-variance models in financial portfolio anal-
ysis. SIAM Rev. 43, 31–85.
URL http://dx.doi.org/10.1137/S0036144500376650.
Tsanakas, A. (2004) Dynamic capital allocation with distortion risk measures. Insurance Math.
Econom. 35, 223–243.
URL http://dx.doi.org/10.1016/j.insmatheco.2003.09.005.
22
Tsanakas, A. (2009) To split or not to split: capital allocation with convex risk measures. Insur-
ance Math. Econom. 44, 268–277.
URL http://dx.doi.org/10.1016/j.insmatheco.2008.03.007.
Tsanakas, A. and Barnett, C. (2003) Risk capital allocation and cooperative pricing of insur-
ance liabilities. Insurance Math. Econom. 33, 239–254.
URL http://dx.doi.org/10.1016/S0167-6687(03)00137-9.
Wang, S. (2002) A set of new methods and tools for enterprise risk capital management and
portfolio optimization. Technical report, SCOR Reinsurance Company.
23
