This paper uses the Sine-collocation method to solve singular Poisson-like problems (a first-or higher-order partial derivative of the exact solution is unbounded on the boundary). A linear system is obtained which is the same as that obtained by using the Sinc-Galerkin method. With a smart choice of the stepsize and the number of the gridpoints, the orthogonalization technique is successfully applied to solve the linear system obtained, and a numerical approximation is obtained with an exponential accuracy 0(exp(-c/Vi)), where N is a truncation parameter and c is a constant independent of N .
Introduction
We first consider the two-dimensional Poisson problem (PP) : where the domain Q = (ai, bi) x (a2, b2), and where the first-or higher-order partial derivative of the exact solution is unbounded on the boundary. The standard finite difference or finite element method will experience some difficulties with the above singular PP [12] . To overcome the difficulties, Stenger [9, 10] and Lund et al. [3, 4] used the Sinc-Galerkin method to solve PP by finding the inverse of the matrix associated with the Sylvester equation, and thus obtained the numerical solutions with an accuracy of exponential order 0(exp(-cN?)).
In this paper, we use the Sine-collocation method with the orthogonalization technique to establish a scheme to solve PP and obtain a numerical solution with an accuracy of the same exponential order 0(exp(-cyVi)).
In §2 we review some basic facts about the Sine approximation and derive useful Sine-collocation formulas in two dimensions.
In §3 we apply the Sine-collocation method for PP to construct a numerical scheme and obtain the Sylvester equation, which is the same as that obtained by using an entirely different procedure (the Sinc-Galerkin method) [4] . Then we prove that if a smart choice is made of the stepsize and the gridpoint number, the Sylvester equation can be solved by an orthogonalization technique, which permits a significant reduction in both storage and computation compared with what would be required by traditional methods. Some numerical results are given in the same section.
In §4 we consider a Poisson-like problem:
| 9F + dy* = ^X ' -^ ' (x,y)£n = (ai,bi)x(a2,b2),  and prove that this kind of problem can also be solved by the same technique described in §3. Some numerical examples are also given in this section.
2. SlNC APPROXIMATION 2.1. Notation and background. The goal of this section is to recall notation and definitions of the Sine function, state some known results, and derive useful formulas that are important for this paper. First we denote the set of all integers, the set of all real numbers, and the set of all complex numbers by Z, R, and C, respectively.
Notaiion2.\. (1) sinc(z) = sin(7rz)/7rz, zeZ.
Note that | sinc(x)| < 1 for any x £ R.
(2) S(n, h)(z) = sinc((z -nh)/h), z £ C, h > 0.
(3) C(f,h,x) = 2X-00 f(kh)S(k, h)(x), h > 0.
Here, C(f, h, x) is called the Whittaker cardinal function of f(x) whenever this series converges.
Definition 2.1. Let d > 0, and let 3Sd denote the region {z = x + iy : \y\ < d} in the complex plane, and <j> the conformai map of a simply connected domain 2¡ in the complex plane onto 3Sd such that (¡>(a) = -00 and (¡)(b) = 00 , where a and b are boundary points of 3i, i.e., a, b £ d3S. Let y/ denote the inverse map of r/3, and let the arc T, with endpoints a and b (a,b &.Y), be given by T = ^(-00, 00). For h > 0, let the points x¿ on T be given by Xk = y/(kh), k £ Z. The following important theorems were proved by Stenger [7] .
Theorem 2.2. Let f £ B(3), and let f satisfy \f(x)\ < Ce~a^ for all xeR, where C and a are positive constants. Then, by choosing h = y/nd/aN < 2nd/\n2, we have
where Ci is a constant depending only on f and a.
If x is on the curve Y, we obtain the following theorem by introducing the conformai map 4>.
Moreover, if \f(x)\ < Ce aW*)l, x £ T, for some positive constants C and a, and if the selection h = sJnd/aN < 2nd/ In 2 is made in (2.3), then
where C2 depends only on f, d and a.
2.2. Approximation of derivatives on Y. As indicated by Stenger in [9] , the formula (2.3) is not useful for accurately approximating derivatives of / on T, except on R, since the terms <j>'S(k, h)o<j> are unbounded on Y. Hence, a "nullifier" function g is introduced to get a formula for approximating ßm) on r.
Let g be an analytic function defined on 2¡, and for k £ Z set
The following theorem has been established in [5] . Since part of the proof of this theorem will be used later, the proof is included here. fw-E S^k/W =/(*) -E êt4*c (2.8)
Differentiating both sides of (2.8) « times with respect to x, using (2.7), and noting that |30(z)| = d for all z£d3S
we find that
since l/sinh(nd/h) <4e~7td/h provided h < 2nd/ In 2 .
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Now from the triangle inequality we have that
Recalling that (f>(Xj) = jh and applying (2.5) and (2.6), we get that
Hence, the above inequality with (2.9) gives (2.10)
Since <f>(d3) = d3d, the integral L3 \f{zlfz\z) dz\ is a constant depending only on f, g , and d . The proof is then completed if we set h = ^nd/aN and K = max{.rí" , n = 0, I, ... , m} , where
It should be noted that the function g takes on different forms for different functions </); usually, g(x) = (<f>'(x))~P is satisfactory, which was verified by Lundin and Stenger in [5] for the cases of approximation over (-1, 1) and (0,oo).
2.3. Extension of the approximation to two dimensions. For the sake of simplicity, we consider in the rest of this section only the two-dimensional case, although the following procedure works for any dimension. We will develop some useful results of the Sine-collocation approximation for two dimensions.
We set x = (x, y). Later, a bar over some letter always means that this letter refers to the y-coordinate.
Given d = (d\, d2) e R2 with d¡ > 0 for / = 1, 2 and conformai maps y/ : 3di -» 2¡i and y/ : 3dl -> 32, set 3¿ = 3dx x 2dl and 3 = 2¡i x2¡2, define y/ : 3¿ -> 3 in coordinate-wise fashion, so y/ = y/ x ip . Set Yi = ^(R) and Y2 = ip(R) , and set Y = y/(R2) = Y{ xY2.
Furthermore, set, as usual, <f> = y^~x . Given h = (h¡, h2) e R2 with positive components h, (i = 1, 2), and given k e Z2, define (xk ,yk) = (y/(kihi), y/(k2h2)) and
where k £ Z.
We will note some analogues of the previous theorems as they apply to the complex functions F : Q¡ -> C. Let
We say that F e B(3j) if F £ B(3¡¡) by fixing the remaining variable.
Analogous to Theorem 2.4, it is not difficult to get
for any x £Yi, z e d3t, and hi < 2ndi/\n2. Then
f(z,yWiz) <Coe-a¡mx)\ v(x,y)er,
dz aih\+x A similar formula can be obtained for the ^-coordinate. We always assume later Yi = (a{, bi) and Y2 = (a2, b2) to be finite, so
It then follows that (2.14) \g(x)\<{bl 4ßül)ß' forai<x<bi, (2.15) \g(y)\<(b2~£2)ß2 for a2<y<b2.
Lemma 2.2. Let 4>(x) and g(x) be defined as in (2.12) and ßi > t, where I is a nonnegative integer. If hi > 0 is uniformly bounded by h*, then
where C0 and K depend only on ßi, I, ax, b\, and h*. (1) f(x,y)
where Ci = C\(n , g, ax, bi), and
< Cih7" for all x e T,, z £ 4>(z) -<t>(y) < C2 for ally£Y2, z£ d32,
where C4 = C4(/?i, n , a¡, b\, h*) and C5 = C5(ß2, a2,b2, h*). Let hj = y/ndj/ctjNj < h*, j = 1,2.
Then there exists a constant C depending on g, g, n, ßj, a,, and b¡ (j = 1,2) such that
where fklk, = f(xk,, ykl), gki = g(xkl), gkl = g(yh), and E} = e-^nd>a>N>.
Proof. We can get where for all y £Y2, z e d32, where C2 = C2(n2, g, a2, b2) ,
\S^(x)\ < C3h7n> VxeT,, \S^\y)\ < C4h2-"> VyeT2,
where C¡ (j = 3, 4) depend only on ßj, n¡, a¡, b¡, and h*.
Let h¡ = y/ndj/ctjNj < h*, j = 1, 2. Then there exists a constant C depending on g, g ,n¡, ß}, a¡, and b¡ (j = where the constant K'2 depends only on g, a2,b2, d2,a2, and h*. Hence,
where K2 depends only on n¡, g, g, a¡, b¡, d¡, a¡ (j = 1,2), and h*. The proof is completed. □ Remark 2.2. In condition (1), /'°>"2) can be replaced by /("i-0). Recalling (2.14) and (2.15), we can improve the result of Theorem 2.5 and get It should be noted that when we take </3, g as in (2.12) and <f>, g as in (2.13), conditions (2)-(4) in Theorem 2.5 or in Theorem 2.6 can be proved to be automatically satisfied, and that the results in these theorems can be improved when «! = «2 = 0 [11, Theorem 6.5.2], 3 . Solution of PP 3.1. Numerical scheme and the Sylvester equation. Several authors have used Sine methods to solve the singular Poisson problem PP ; for instance, Stenger [9, 10] applied the Sinc-Galerkin method to PP and got a linear system, and Lund et al. [3, 4] got a symmetric linear system by choosing a suitable weight function. The same exponential convergence rate was obtained in all their papers.
Here we use the Sine-collocation method to solve PP. First, for some nonnegative integer k , we set where |/'i| < Ni, \i2\ < N2.
Plugging (3.8) into (3.9) gives (3.10)
= fhi2 = f(Xi,, y,-2), Iz'i| < yVi, \i2\ < N2.
Note that (3.10) can be written in matrix-vector form as where Sx is the Ñ\ x Ñi matrix whose (ik)th entries are S'¿(x¡),and Sy is the Ñ2 x Ñ2 matrix whose (ik)th entries are S'¿(y¡), respectively. The matrices U and W are Ñ\ x Ñ2 with (ik)th entries equal to v,k and fik, respectively. Usually, as recommended by Stenger [8] and carried out by Bowers and Lund [2, 4] , a procedure to solve (3.14) is as follows. First we choose g = (f>~2 and g = 4>~2 (g = 4>~l and g = 4>~x are chosen in the Sinc-Galerkin method). We know that there exist two nonsingular matrices Ef¡ f, and Ef¡ xf¡ which diagonalize SxDÑi (-^) and DÑ2(=^j)Sy, respectively, i.e., where A = (A,-)/Vixñ and A' = (A¿)#,x/a, are the diagonal matrices whose diagonal entries are eigenvalues of SxDfft(^^) and ^Ñ2ig^))^'y > respectively. Hence, it is easy to get from (3.14) that A7 + Y A' = X, where Y = (yik)f¡ xfi = EUË~X and X = (xik)Ñ x# = EWE~X. The solution is then ( 
3.15) Y=( h + Xk
This procedure is preferable in view of storage considerations and the ability to handle very singular problems. But it is not very economical computationally since the inverses of E and E, or some linear systems^ need to be computed in order to get X, Y, and U, and also, theoretically, there is a potential difficulty in (3.15) if X¡ + X'k = 0.
3.2. Orthogonalization method. Here we solve (3.14) by an orthogonalization technique which is computationally much more economical although in theory applicable to a more restrictive class of problems (with respect to the singular behavior of the problems) than the above procedure. It should be pointed out that the system (3.18) is identical with the system obtained by using an entirely different procedure (the weighted Sinc-Galerkin method) [4] . There are few classes of basis functions where the collocation method and the Galerkin method yield the same discrete system. Typically, the former is advertised as the one with the simpler assembly, while the latter is usually more accurate. Here, the Sine function gives the best of both worlds.
Lemma 3.1. Both matrices Ax and Ay are symmetric negative definite.
The proof of this lemma is easy if we notice that the Aj, given by (3.21), are symmetric negative definite [8] and the diagonal matrices D# (<f>'(x)) and Dfc(4>'(y)) are nonsingular. To calculate the original U from D((j>'2 (x))QY'Q'D(4>'2 (y)) requires only matrix-matrix products, which can be easily done in parallel.
3.3. Computational results. The Sine-collocation method with orthogonalization has been tested on a large family of problems, both analytic and singular. As is indicated in [2] , one of the advantages of the Sine method is that it automatically determines the graded mesh. So there is no modification in the discrete system (3.18) when it passes from analytic problems to singular problems. All the following three examples are singular, and the second derivatives of their true solutions are undefined on the boundary.
The discussion in the previous section leads us to recommend the following parameter selections. The positive parameter a should be chosen so that the true solution u(x, y) satisfies the decay condition \u(x, y)\ < C((x -a)(b -y))a+x/2.
Then the parameter h is given by h = ( $¡¡ ) ï , where the angle d is taken to be | for the problems considered.
The maximum absolute error between the numerical approximation v^(x, y) and the true solution u(x, y) at the Sine grid points is defined as 11£"11 ^ and the maximum absolute error at the 100 equally spaced points is defined as ||£||", where these equally spaced points (x,, yj) are chosen to be x, = ai + t¿q(¿>i -ai) and y¡ = a2 + t¿o(^2 -a2) ■ The predicted asymptotic convergence rate is 0 (e~(-ndaN) ). The code was run in double precision using the 1) x (1, 4) . The parameter a is chosen to be a = 5/4. The result is shown in Table 1 . where Q, = (0, 1) x (0, 1). This example is found in [2] , where the authors used it to illustrate the ability of the Sine method to solve singular problems, and where they compared it with the difficulties inherent in the standard finite difference or finite element methods presented in [12] . The parameter a is here chosen to be a = 1/2. The result is shown in Table 2 . . This example is also found in [2] and illustrates a logarithmic singularity. The parameter a can be chosen as large as possible in this case, i.e., a = 1/2. The result is shown in Table 3 . 
_ du aa~ dy = 0. aa Smith et al. [6] have discussed the one-dimensional case of the above problem by using the Sinc-Galerkin method and got an accurate numerical solution to an order of 0(e-^d^).
Here we can still solve (4.1) by using the Sine-collocation method with the orthogonalization technique described in §3.2.
Let Vn(x , y) be defined by (3.8) with the choice hi = h2 = h and /Vi = N2 = N, where vk¡kl will be determined by fl(2) = 6g"<j>' + \2g'cf)'<f>" + 3g<f>" + 4g<b'<fr" ,
4g'4>' +6gcf>' </>", tU) and the 3%, j = 0,... ,4 are defined in (3.3)-(3.7) . Take (4.4) g(x) = i4>'ix)) then we get a(3)(x) = 0. Direct verification, using (3.17), gives a(1)(x) = 0 and a(2)(x) = -\4>'2(x). It should be noted that, by using (4.4) and (3.17), we can prove that
It then follows that Since the matrix 7(4) is positive definite [6] , we can show, in the same way as before, that both of the matrices Ax and Ay are symmetric positive definite, and furthermore, under the assumption that hi = h2 = h, Nx = N2 = N, that we have Ay = k4Ax . Hence, the same procedure of our orthogonalization technique described in §3.2 can be applied to the Poisson-like problem (4.1), except that the matrix Y' in the equation (3.23) must be replaced by Also, the positive parameter a should be selected to satisfy \u(x,y)\<C((x-a)(b-y))a+l
Here we give some numerical results, where \\E\\g , \\E\\U , and d are defined as before. where fi = (-l,l)x(l,4). This is a problem whose solution is known analytically. The parameter a is chosen to be a = 3/2 . The result is shown in Table 4 . 0^4 + -qTâ = fix> y)» u(x,y)=yi(smx)i \n y, where Q. = (0, n) x (0, 1). This problem is singular in y. The parameter a is selected to be a = 3/2. The result is shown in Table 5 . 7^ + ^=/(x,y), u(x, y) = (x(l -x))Hy(2 -y)f where fi = (0, 1) x (0, 2). This example illustrates the highest degree of singularity (u has fourth partial derivatives which are undefined on the boundary.) The parameter a is chosen to be a = 11/6. The result is shown in Table 6 . 
