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ABSTRACT
Context. H ii regions play a crucial role in the measurement of the chemical composition of the interstellar medium and provide fun-
damental data about element abundances that constrain models of galactic chemical evolution. Discrepancies that still exist between
observed emission line strengths and those predicted by nebular models can be partly attributed to the spectral energy distributions
(SEDs) of the sources of ionizing radiation used in the models as well as simplifying assumptions made in nebular modeling.
Aims. One of the key influences on the nebular spectra is the metallicity, both nebular and stellar, which shows large variations even
among nearby galaxies. But whereas nebular modeling often involves testing of different nebular metallicities against their influence
on the predicted spectra, adequate grids of stellar atmospheres and realistic SEDs for different metallicities are still lacking. This
is unfortunate because the influence of stellar metallicity on nebular line strength ratios, via its effect on the SEDs, is of similar
importance as variations in the nebular metallicity. To overcome this deficiency we have computed a grid of model atmosphere SEDs
for massive and very massive O-type stars covering a range of metallicities from significantly subsolar (0.1 Z⊙) to supersolar (2 Z⊙).
Methods. The SEDs have been computed using a state-of-the-art model atmosphere code that takes into account the attenuation of the
ionizing flux by the spectral lines of all important elements and the hydrodynamics of the radiatively driven winds and their influence
on the SEDs. For the assessment of the SEDs in nebular simulations we have developed a (heretofore not available) 3d radiative
transfer code that includes a time-dependent treatment of the metal ionization.
Results. Using the SEDs in both 1d and 3d nebular models we explore the relative influence of stellar metallicity, gas metallicity, and
inhomogeneity of the gas on the nebular ionization structure and emission line strengths. We find that stellar and gas metallicity are
of similar importance for establishing the line strength ratios commonly used in nebular diagnostics, whereas inhomogeneity of the
gas has only a subordinate influence on the global line emission.
Conclusions. Nebular diagnostics as a quantitative tool for measuring the abundances in the interstellar gas can be used to its full
potential only when the influence of SEDs, metallicity, and geometric structure of the nebula are taken into account. For these
purposes, detailed stellar SEDs like those of our grid are an essential ingredient for the photoionization models used to predict nebular
emission line spectra.
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1. Introduction
Although in the present phase of the universe the number and
mass fraction of hot massive stars is small compared to the total
stellar population, the impact of these objects on their environ-
ment is decisive for the evolution of the host galaxies. For in-
stance, metals are produced in the cores of massive stars, and
in the later evolutionary stages of these objects these metals
are distributed via stellar winds in the late phases and super-
nova explosions into the surrounding interstellar gas. This mech-
anism also influences the further star formation rate in these en-
vironments (cf. Woosley & Weaver 1995, François et al. 2004,
Maio et al. 2010, Hirschmann et al. 2013, Sandford et al. 1982,
Oey & Massey 1995, and Bisbas et al. 2011). As massive stars
have short lifetimes of only a few million years, their loca-
tions and their chemical compositions are still closely correlated
with the environment where they have formed. They can thus
be used as tracers for the chemical states and metallicity gradi-
ents of galaxies. Furthermore, in disk galaxies hot massive stars
are the most important emitters of ionizing radiation. They act
as the primary energy supply sources for H ii regions and they
are involved in the process of energy maintenance required for
the dilute, but extended, diffuse ionized gas (cf. Haffner et al.
1999, Rossa & Dettmar 2000 and Hoffmann et al. 2012). Thus,
not least with respect to their luminosities of up to L ∼ 108 L⊙
(Pauldrach et al. 2012), hot massive stars are key players in the
evolution of massive star clusters, especially in starburst clus-
ters and galaxies. The significance of these starbursts is not only
that they heat the intergalactic medium and enrich it with met-
als, but that massive stars themselves are also useful diagnostic
tools: Stellar wind lines can presently be identified in the spec-
tra of individual O-supergiants up to distances of 20 Mpc. Due
to their high star formation rates and the resulting large number
of young stars, starburst galaxies show the distinctive spectral
signatures of hot massive stars in the integrated spectra of star-
burst galaxies even at redshifts up to z ∼ 4 (Steidel et al. 1996,
Jones et al. 2013). These spectral features can provide important
information about the chemical composition, the stellar popula-
tions, and thus the galactic evolution even at extragalactic dis-
tances. That this is feasible has already been demonstrated by
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Pettini et al. (2000), who showed that the O star wind line fea-
tures can indeed be used to constrain star formation processes
and the metallicity. By comparing theoretical population syn-
thesis models with observational results, it is further possible to
reconstruct the physical properties and the recent evolution of
these objects (Leitherer & Heckman 1995, Leitherer et al. 1999,
Leitherer et al. 2010).
We are thus close to the point of making use of complete
and completely independent quantitative spectroscopic studies
of the most luminous stellar objects. To realize this objective
a diagnostic tool for determining the physical properties of hot
stars via quantitative UV spectroscopy is required. The status of
the ongoing work to construct such an advanced diagnostic tool
that includes an assessment of the accuracy of the determina-
tion of the parameters involved has recently been described by
Pauldrach et al. (2012). They have shown that the atmospheric
models developed for massive stars are already realistic with re-
gard to quantitative spectral UV analysis calculated along with
consistent dynamics, which allows determining stellar parame-
ters by comparing an observed UV spectrum to a set of suit-
able synthetic spectra. The astronomical perspectives are enor-
mous, not only for applications of the diagnostic techniques to
massive O-type stars, but also extended to the role of massive
stars as tracers of the chemical composition and the population
of starbursting galaxies at high redshift. In all of these applica-
tions a close connection between observations and accurate the-
oretical modeling of the stellar spectra is required, and this is
also the case for the physical properties and observational fea-
tures of H ii regions which are closely connected with the spec-
tra and luminosities of their ionizing sources: hot massive stars
(cf. Rubin et al. 1991, Sellmaier et al. 1996, Giveon et al. 2002,
Pauldrach 2003, Sternberg et al. 2003).
The analysis of H ii regions, which is primarily based on
emission line diagnostics, is a powerful method to gain infor-
mation about the chemical properties and evolution of galaxies.
As the strength of the emission lines depends on both the prop-
erties of the gas – density, chemical composition – and the prop-
erties of the sources of ionization – luminosity, spectral energy
distribution –, quantitative analyses of these lines are used to de-
termine abundances in H ii regions in galaxies of different metal-
licities and to draw conclusions about the spectral energy distri-
butions of the irradiating stellar fluxes and thus about the upper
mass range of the stellar content of the clusters. (High-quality
far-infrared spectra of extragalactic H ii regions taken with the
Spitzer Space Telescope are discussed and interpreted, for ex-
ample, by Rubin et al. 2007, Rubin et al. 2008; work is also in
progress to determine abundance gradients within single galax-
ies, e.g., by Márquez et al. 2002, Stanghellini et al. 2010.)
One of the most important ingredients of galaxies, clusters,
and structures to be considered and to be determined in this con-
text is obviously the metallicity. As the properties of stars and
nebulae are not only to a large extent influenced by the metal
abundances, but these quantities are also locally produced and
modified by the physical behavior of the stellar content, it is not
surprising that the metallicities found in the interstellar medium
differ considerably even within a local group of galaxies. The
metallicity found in the Large Magellanic Cloud, for example,
has a value of ZLMC ≈ 0.4 Z⊙, whereas the metallicity in the
Small Magellanic Cloud has been determined to ZSMC ≈ 0.15 Z⊙
(Dufour 1984). Both values are significantly smaller than the
metallicity in the Milky Way which seems to correspond roughly
to the solar value. But the term “solar abundance” itself is some-
what vague, since studies in the past decade have surprisingly
yielded significantly lower number fractions of the most abun-
dant metals like C, N, O, and Ne (Asplund et al. 2009) than the
values determined previously (e.g., Grevesse & Sauval 1998).
Other examples of large differences to the galactic metallicity
in the local universe are M 83 (Z ≈ 2 Z⊙, Bresolin & Kennicutt
2002) and blue low surface-brightness galaxies (Z ≈ 0.1 Z⊙,
Roennback & Bergvall 1995). Beyond that, metallicities vary
not only from galaxy to galaxy, they also vary within the disks
of certain galaxies. Based on observations of H ii regions at in-
creasing distances from the center of our Galaxy, Rudolph et al.
(2006) have found a decline of the oxygen abundance, for in-
stance.
In order to make further progress in the diagnostics of the
emission line spectra of H ii regions one obviously has to ac-
count for the metallicity-dependence of the calculated spectral
energy distributions (SEDs) of massive stars. One of the most
important obstacles in this regard is the fact that massive stars
show direct spectroscopic evidence of winds throughout their
lifetime, and these winds modify the ionizing radiation of the
stars considerably (cf. Pauldrach 1987) and contribute signifi-
cantly to the state and energetics of the atmospheric structures
in a metallicity-dependent way. Modeling hot star atmospheres
is complicated by the fact that the outflow dominates the physics
of the atmospheres, in particular regarding the density stratifi-
cation and the radiative transfer, which are substantially modi-
fied through the presence of the macroscopic velocity field. In
the frame of a consistent treatment of the hydrodynamics, the
hydrodynamics influence not only the non-LTE model1, but are
in turn controlled by the line force determined by the occupa-
tion numbers and the radiative transfer of the non-LTE model
(cf. Pauldrach 1987, Pauldrach et al. 1990, Pauldrach et al. 1994,
Pauldrach et al. 2001, and Pauldrach et al. 2012).
One of the objectives of the present paper is to present a
grid of advanced stellar wind spectra for O-type dwarfs and su-
pergiants at different metallicities (Sect. 2) computed using hy-
drodynamic atmospheric models that include a full treatment of
non-LTE line blocking and blanketing2 and the radiative force. In
the second part of this paper the influence of the computed SEDs
on the properties of the irradiated interstellar gas is differentially
investigated. In Sect. 3 we apply our computed SEDs to a series
of simulations of sample H ii regions in order to investigate the
dependence of the temperature and ionization structures on the
ionizing spectra and the metallicity of the gas. At first we restrict
the simulations to H ii regions which are illuminated by a single
star and which consist of 1-dimensional (i.e., spherically sym-
metric) homogeneous density structures. These restrictions are
dropped in the second part of this section, where the effects of
multiple radiative sources and inhomogeneous density structures
on H ii regions are investigated and discussed using our recently
1 We use term non-LTE to refer to the detailed modeling of the sta-
tistical equilibrium of the occupation numbers of the atomic levels, ob-
tained from actually solving the system of rate equations, without as-
suming the approximation of local thermodynamic equilibrium (LTE,
where the level populations would follow a Saha-Boltzmann distribu-
tion at the local temperature and density).
2 The effect of line blocking refers to an attenuation of the radiative
flux in the EUV and UV spectral ranges due to the combined opacity
of a huge number of metal lines present in hot stars in these frequency
ranges. It drastically influences the ionization and excitation and the
momentum transfer of the radiation field through radiative absorption
and scattering processes. As a consequence of line blocking, only a
small fraction of the radiation is re-emitted and scattered in the outward
direction, whereas most of the energy is radiated back to the surface of
the star, leading there to an increase of the temperature (“backwarm-
ing”). Due to this increase of the temperature, more radiation is emitted
at lower energies, an effect known as line blanketing.
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developed 3-dimensional radiative transfer models. In Sect. 4 we
will finally summarize our results along with our conclusions.
2. Stellar wind models for O-type dwarfs and
supergiants at different metallicities
In this section we apply our method for modeling the expanding
atmospheres of hot stars to a basic grid of massive O-stars. The
objective of these calculations is to present ionizing fluxes and
SEDs for massive dwarfs and supergiants at different metallicity
which can be used for the quantitative analysis of emission line
spectra of H ii regions.
2.1. The general concept for calculating synthetic spectra
and SEDs of massive stars
Our approach to modeling the expanding atmospheres of hot,
massive stars has been described in detail in a series of pre-
vious papers (Pauldrach 1987, Pauldrach et al. 1990, 1993;
Pauldrach et al. 1994, Taresch et al. 1997, Haser et al. 1998,
Pauldrach et al. 1998, 2001, 2004, 2012), and we just summarize
the salient points here. Our method is based on the concept of
homogeneous, stationary, and spherically symmetric radiation-
driven atmospheres. Despite this being an approximation to
some extent, it turns out to be sufficient to reproduce all impor-
tant characteristics of the expanding atmospheres in quite some
detail.
A complete model atmosphere calculation consists of (a) a
solution of the hydrodynamics describing velocity and density
of the outflow, based on radiative acceleration by Thomson, con-
tinuum, and line absorption and scattering (this is an essen-
tial aspect of the model, because the expansion of the atmo-
sphere alters the emergent flux considerably compared to a hy-
drostatic atmosphere); (b) determination of the occupation num-
bers from a solution of the rate equations containing all im-
portant radiative and collisional processes, using sophisticated
model atoms and corresponding line lists3; (c) calculation of the
radiation field from a detailed radiative transfer solution taking
into account not only continuum, but also Doppler-shifted line
opacities and emissivities4; and (d) computation of the tempera-
ture from the requirement of radiative (absorption/emission) and
3 In total 149 ionization stages of the 26 most abundant elements
(H to Zn, apart from Li, Be, B, and Sc) are considered; a detailed de-
scription of the atomic models used is given in Sect. 3 and Table 1 of
Pauldrach et al. 2001, and in Sect. 2 of Pauldrach et al. 1994 where sev-
eral Tables and Figures illustrating and explaining the overall procedure
are shown. Low-temperature dielectronic recombination is included.
4 If different spectral lines get shifted across the same observer’s-frame
frequency by the velocity field in the envelope, line overlap, which is re-
sponsible for multiple-scattering events, takes place. The method used
to solve this problem is an integral formulation of the transfer equa-
tion using an adaptive stepping technique on every ray (in p, z geome-
try) in which the radiation transfer in each micro-interval is treated as a
weighted sum on the microgrid,
I(τ0(p, z)) = I(τn)e−(τn−τ0) +
n−1∑
i=0
e−(τi−τ0)
τi+1∫
τi
S (τ)e−(τ−τi) dτ(p, z)
 ,
where I is the specific intensity, S is the source function and τ is the
optical depth. To accurately account for the variation of the line opac-
ities and emissivities due to the Doppler shift, all line profile functions
are evaluated correctly for the current microgrid-coordinates on the ray,
thus effectively resolving individual line profiles (cf. Pauldrach et al.
2001); thus, the effects of line overlap and multiple scattering are natu-
rally included. On basis of this procedure the application of the Sobolev
thermal (heating/cooling) balance. An accelerated Lambda iter-
ation (ALI) procedure5 is used to achieve consistency of occu-
pation numbers, radiative transfer, and temperature. If required,
an updated radiative acceleration can be computed from the con-
verged model, and the process repeated.
In addition, secondary effects such as the production of EUV
and X-ray radiation in the cooling zones of shocks embedded
in the wind and arising from the non-stationary, unstable behav-
ior of radiation-driven winds can, together with K-shell absorp-
tion, be optionally considered (based on a parametrization of the
shock jump velocity; cf. Pauldrach et al. 1994, 2001). However,
these have not been included in the models presented here, since
they affect only high ionization stages like O vi which are not
relevant for the analysis of emission line spectra of H ii regions.
Of course, it needs to be clarified whether the spectral en-
ergy distributions calculated by our method are realistic enough
to be used in diagnostic modeling of H ii regions. Although the
radiation in the ionizing spectral range cannot be directly ob-
served, the predicted SEDs can be verified indirectly by a com-
parison of observed emission line strengths and those calculated
by nebular models (cf. Sellmaier et al. 1996; Giveon et al. 2002;
Rubin et al. 2007, 2008). A more stringent test can be provided
by a comparison of the synthetic and observed UV spectra of
individual massive stars, which involves hundreds of spectral
signatures of various ionization stages with different ionization
thresholds, and covering a large frequency range: because almost
all of the ionization thresholds lie in the spectral range short-
ward of the hydrogen Lyman edge (cf. Pauldrach et al. 2012),
and the ionization balances of all elements depend sensitively on
the ionizing radiation throughout the entire wind, the ionization
balance can be traced reliably through the strength and structure
of the wind lines formed throughout the atmosphere. In this way
a successful comparison of observed and synthetic UV spectra
(Pauldrach et al. 1994, 2001, 2004, 2012) ascertains the quality
of the ionization balance and thus of the SEDs.
2.2. Synthetic spectra and SEDs from a model grid of
massive stars
Our model grid comprises massive stars with effective temper-
atures ranging from 30 000 to 55 000 K and luminosities from
105 L⊙ to 2.2 · 106 L⊙ (Table 1). The model parameters, corre-
spond to those used by Pauldrach et al. (2001), which were cho-
sen in accordance with the range of values deduced from obser-
vations.
technique gives for the radiative line acceleration
glines(r) = 2pic 1ρ(r)
∑
lines
χline(r)
+1∫
−1
Iν0 (r, µ) 1−e
−τs(r,µ)
τs(r,µ) µ dµ
where
τs(r, µ) = χline(r) cν0
[
(1−µ2) v(r)
r
+ µ2
dv(r)
dr
]−1
is the Sobolev optical depth and ν0 is the frequency at the center of
each line (χline(r) is the local line absorption coefficient, µ is the co-
sine of the angle between the ray direction and the outward normal
on the spherical surface element, v(r) is the local velocity, and c is
the speed of light). A comparison of the line acceleration of strong
and weak lines evaluated with the comoving-frame method and the
Sobolev technique disregarding continuum interaction is presented in
Fig. 5 of Pauldrach et al. (1986), and a comparison of the comoving-
frame method and the Sobolev-with-continuum technique is shown in
Fig. 3 of Puls & Hummer (1988), demonstrating the excellent agree-
ment of the two methods.
5 For the latest update of the general method see Pauldrach et al. 2014.
page 3 of 35
J. A. Weber et al.: Metallicity-dependent SEDs of massive and very massive stars for simulations of H ii regions
We compute stellar models for metallicities of 0.1, 0.4,
1.0, and 2.0 Z⊙ and compare the results for two different
data sets for the solar metallicities, the abundances given by
Grevesse & Sauval (1998) that had been used by Pauldrach et al.
(2001) and the updated values published by Asplund et al.
(2009). The latter values have been determined using the com-
parison of the solar spectrum with three-dimensional radiative
transfer simulations of the solar photosphere and differ from the
former determinations by up to 38% percent for the most abun-
dant metals (see Table 2).
The influence of the metallicity on the winds of hot stars. As
the winds of hot stars are primarily driven by metal lines, the
chemical composition of the stellar atmosphere is a decisive fac-
tor controlling the strength of the winds. Although larger metal-
licities lead in general to stronger winds (Kudritzki et al. 1987,
Pauldrach 1987, and Pauldrach et al. 2012), due to their different
line strength distributions not all elements act on the winds in the
same way (cf. Pauldrach 1987). For example, an increase of the
abundances of the iron group elements (Fe, Ni) will increase the
mass-loss rate and correspondingly decrease the terminal veloc-
ity, whereas an increase of the abundances of some lighter ele-
ments (C, N, O, S, Ne, Ar) will increase the terminal velocity
and correspondingly decrease the mass-loss rate. Thus, differ-
ent wind parameters may be obtained if the abundance ratios are
changed, even if the total metallicity is kept constant.6
We will, however, not consider such second-order effects in
the present work. Instead, our computed mass-loss rates shown
in Table 1 are based on the values of the mass-loss rates pre-
sented by Pauldrach et al. (2001), scaled by the corresponding
factors derived from the metallicity-dependence of the wind
strengths exhibited by self-consistent hydrodynamical radiation-
driven wind calculations (details of this procedure are described
by Pauldrach et al. 2012). We have additionally applied our hy-
drodynamical radiation-driven wind calculations to a grid of
very massive stars (VMS) with initial masses between 150 M⊙
and 3000 M⊙, effective temperatures Teff between 40000 K and
65000 K, and metallicities Z of 0.05 Z⊙ and 1 Z⊙ (Table 3; the
stellar parameters are based on theoretical evolutionary mod-
els as described by Belkus et al. 2007; see also Pauldrach et al.
2012).
Synthetic spectra and SEDs obtained from the O-star grid.
As a primary result of our computations, Figs. A.1–A.4 show the
emergent ionizing fluxes together with the corresponding shapes
of the continuum for the models of our grid. As can be verified
from these figures the influence of the line opacities, i.e., the dif-
ference between the hypothetical continuum and the real emer-
gent flux, increases from objects with cooler effective tempera-
tures to those with hotter effective temperatures and from dwarfs
to supergiants. This result is not surprising, since it is a conse-
quence of the behavior of the most important dynamical param-
eter, the mass-loss rate ˙M, which is directly coupled to the stellar
luminosity. Thus, the mass-loss rate increases with the effective
temperature and the luminosity class (cf. Table 1), and the optical
depths of the spectral lines, which increase accordingly, produce,
along with the increasing mass-loss rate, a more pronounced line
blocking effect in the wind part of the atmosphere. As is verified
from Figs. A.1–A.4, this behavior saturates however for objects
6 A discussion of the dependence of the mass loss rate and the cor-
responding consistently calculated terminal velocity on metallicity has
been presented by Kudritzki et al. (1987).
Table 1. Mass loss rates for different metallicities derived for our
grid of model stars, based on the solar abundances determined by
Asplund et al. (2009).
Model Z/Z⊙ R/R⊙ log g log(L/L⊙) ˙M
(cgs) (10−6 M⊙/yr)
Dwarfs
D-30 0.1 12 3.85 5.02 0.0019
0.4 0.0039
1.0 0.0061
2.0 0.0086
D-35 0.1 11 3.80 5.21 0.014
0.4 0.026
1.0 0.042
2.0 0.059
D-40 0.1 10 3.75 5.36 0.079
0.4 0.16
1.0 0.24
2.0 0.33
D-45 0.1 12 3.90 5.72 0.41
0.4 0.83
1.0 1.32
2.0 1.9
D-50 0.1 12 4.00 5.91 1.7
0.4 3.5
1.0 5.4
2.0 7.9
D-55 0.1 15 4.10 6.27 5.2
0.4 12.1
1.0 21
2.0 32
Supergiants
S-30 0.1 27 3.00 5.72 2.3
0.4 3.8
1.0 5.2
2.0 6.4
S-35 0.1 21 3.30 5.77 3.3
0.4 5.7
1.0 8.2
2.0 10.6
S-40 0.1 19 3.60 5.92 2.9
0.4 6.4
1.0 10.8
2.0 16
S-45 0.1 20 3.80 6.17 3.0
0.4 7.7
1.0 15
2.0 24
S-50 0.1 20 3.90 6.35 6.0
0.4 13.1
1.0 21
2.0 38
with effective temperatures larger than Teff = 45 000 K, since in
these cases higher main ionization stages are encountered (e. g.,
Fe v and Fe vi which have a smaller number of bound-bound
transitions (cf. Pauldrach 1987). The effect of line blocking is
thus strongest for supergiants of intermediate Teff .
The figures show that the spectral energy distributions de-
pend not only sensitively on the stellar parameters (especially
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Table 2. Comparison of the values of the solar abundances determined
by Asplund et al. (2009) (AGS) and Grevesse & Sauval (1998) (GS) for
the most abundant metals. The corrections obtained by AGS are based
on a realistic 3-dimensional model of the solar atmosphere (Asplund
2005) and give values which are roughly 20% to 30% lower than the
previous values obtained by GS for the most abundant elements C, N,
O, and Ne.
Element AGS GS correction
12 + log
(
n
nH
)
12 + log
(
n
nH
)
(%)
C 8.43 ± 0.05 8.52 ± 0.06 −19
N 7.83 ± 0.05 7.92 ± 0.06 −19
O 8.69 ± 0.05 8.83 ± 0.06 −28
Ne 7.93 ± 0.10 8.08 ± 0.06 −29
Mg 7.60 ± 0.04 7.58 ± 0.05 +5
Si 7.51 ± 0.03 7.55 ± 0.05 −9
S 7.12 ± 0.03 7.33 ± 0.11 −38
Ca 6.34 ± 0.04 6.36 ± 0.02 −5
Fe 7.50 ± 0.04 7.50 ± 0.05 0
total metallicity 9.02 9.13 −22
the effective temperature), but also on the metallicity.7 This influ-
ence on the spectra is is not only due to the direct line-blocking
effect caused by the metals, but also indirectly due to changes in
the hydrodynamic structure that occur as a consequence of the
influence of the metallicity on the radiative line acceleration.
In Table 4 we list for each model the number of photons emit-
ted per second capable of ionizing H, He, He+, O+, Ne+ and S+.
The hydrogen ionizing flux determines (along with the density
structure and temperature of the gas) the extent of the ionized
volume while helium is important as absorber for the hard ion-
izing radiation. The ionization products of considered ionization
stages of metals are effective line radiation emitters in gaseous
nebulae and therefore play an important role for the correspond-
ing line diagnostics. Their line emission also significantly con-
tributes the energy balance of the ionized gas. The correspond-
ing ionizing fluxes of stellar sources are therefore decisive for
the properties of the gas in their environment.
Although the number of hydrogen-ionizing photons depends
only weakly on metallicity in the range stellar temperature range
of our grid, significant differences of up to several orders of mag-
nitude are found for the ionization stages of He+ and Ne+. These
pronounced anti-correlations between the ionizing fluxes and the
stellar metallicity indicate strongly that the influence of stellar
metallicity on nebular line strength ratios is of similar impor-
tance as that of variations in the nebular metallicity.8 But we
also note that the relative influence of the stellar metallicity on
the number of emitted ionizing photons decreases for larger ef-
fective temperatures and hence harder ionizing spectra.
7 The data that represent the synthetic stellar wind spectra and SEDs
for our grid of massive stars can be copied directly from the pdf-file
by right-clicking the designations “[. . . model data]” and choosing the
“save” option.
8 Although larger metallicities in general lead to a lower emission rate
of photons in the energy range above the ionization edge of He i, we
notice exceptions from this anti-correlated behavior, such as the O ii
and Ne ii ionizing fluxes of the 30 000 K dwarf models. But these fluxes
are 2 to 4 decades smaller than those of the 35 000 K models, and this
means that even a small variation of the effective temperature in this
temperature range will have a similar effect on the ionizing fluxes as a
variation of the metallicity.
Table 3. Stellar parameters and mass loss rates at different metallici-
ties for the computed models of very massive stars (cf. Pauldrach et al.
2012).
Teff Z/Z⊙ R/R⊙ log g log(L/L⊙) ˙M
(K) (cgs) (10−6 M⊙/yr)
M∗ = 150 M⊙
40 000 0.05 40 3.40 6.57 4.7
1.00 26
50 000 0.05 25.8 3.79 5.0
1.00 23
M∗ = 300 M⊙
40 000 0.05 68 3.24 7.03 59
1.00 220
M∗ = 600 M⊙
50 000 0.05 43.5 3.94 7.03 6.0
1.00 34
M∗ = 1000 M⊙
45 000 0.05 92 3.51 7.50 53
1.00 190
65 000 0.05 44.5 4.14 7.50 35
1.00 98
M∗ = 3000 M⊙
45 000 0.05 164 3.49 8.00 285
1.00 923
65 000 0.05 79 4.12 8.00 132
1.00 385
Very massive stars. As a first indication to what extent very
massive stars may be identified by their ionizing influence on
the environment, we list in Table 5 the photon emission rates of
our very massive star models in the different ionization continua.
The SEDs of the hottest of these stars with an effective tempera-
ture of 65 000 K and masses of 1000 M⊙ and 3000 M⊙ are char-
acterized by ratios of He ii-ionizing to H-ionizing fluxes that ex-
ceed those of even the hottest “normal” O-type model stars (the
55 000 K dwarfs) by a factor of 5 to 10, while for the cooler very
massive star models the ratios are similar to those of the normal
O-star models.9 We will simulate the effects of the very massive
star model SEDs on their surrounding H ii regions in Sect. 3.2.2.
Plots of the SEDs of the VMS are shown in Figs. A.5 and A.6
(The corresponding data sets can by copied from the links pro-
vided there).
3. Application of the calculated SEDs to one- and
three-dimensional simulations of H ii regions:
influence on the emission line intensities
The ionized gas of H ii regions re-emits most of the EUV en-
ergy output of the star in a limited number of lines in the UV, the
optical, and the IR. The comparatively high intensities in these
lines allows observing the ionized gas even if the central source
9 The ratio is lower for the 45 000 K model star with 3000 M⊙ at solar
metallicity due to the very high mass loss rate of this model, which
causes the He-ionizing photons to be absorbed partly in the wind. The
mass loss rate of the 45 000 K model is higher than that of the 65 000 K
model with the same luminosity because the higher surface gravity of
the hotter star leads to a higher wind velocity but a lower mass loss rate.
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Table 4. Numerical values of the integrals of ionizing photons emitted per second for the ionization stages of H, He, He+, O+, Ne+, and S+, as
well as the luminosity at the reference wavelength λ = 5480 A˚. With respect to their ionization energies these ions are important in the context of
emission line diagnostics. The integrals are defined as QX =
∫ ∞
νX
(Lν/hν) dν, where hνX is the ionization energy of ion X. (The ionization energy is
1.72 Ryd for S ii, 1.81 Ryd for He i, 2.77 Ryd for O ii, and 3.01 Ryd for Ne ii.)
Model Z/Z⊙ log QH log QHe log QHe+ log QO+ log QNe+ log QS+ Lν(5480 A˚)
(1022 erg/s/Hz)
Dwarfs
D-30 0.1 47.60 45.02 38.97 42.92 41.10 45.95 3.85
0.4 47.58 45.03 36.49 42.89 41.12 45.82 4.09
1.0 47.56 45.09 35.23 42.96 41.31 45.76 4.17
2.0 47.71 45.34 35.62 43.26 41.62 45.86 4.06
D-35 0.1 48.67 47.58 42.15 46.55 45.50 47.74 4.22
0.4 48.66 47.56 41.51 46.29 44.53 47.71 4.21
1.0 48.68 47.58 37.41 46.17 44.22 47.70 4.36
2.0 48.68 47.49 37.61 45.83 44.00 47.63 4.45
D-40 0.1 49.09 48.43 43.95 47.76 46.97 48.51 4.19
0.4 49.08 48.35 43.67 47.47 46.41 48.44 4.30
1.0 49.08 48.31 43.78 47.30 46.17 48.41 4.38
2.0 49.06 48.25 43.87 47.07 45.98 48.36 4.53
D-45 0.1 49.53 48.96 45.22 48.37 47.70 49.02 6.60
0.4 49.52 48.89 45.24 48.19 47.43 48.97 7.27
1.0 49.50 48.83 45.12 47.97 47.12 48.92 7.43
2.0 49.50 48.78 45.00 47.77 46.84 48.88 7.75
D-50 0.1 49.76 49.26 46.07 48.72 48.11 49.32 7.69
0.4 49.75 49.22 46.17 48.60 47.91 49.29 8.44
1.0 49.74 49.19 46.04 48.42 47.64 49.26 8.79
2.0 49.74 49.16 45.77 48.28 47.41 49.23 9.50
D-55 0.1 50.14 49.71 46.88 49.23 48.70 49.76 12.93
0.4 50.14 49.72 47.18 49.19 48.54 49.77 13.62
1.0 50.14 49.72 47.11 49.11 48.36 49.77 14.07
2.0 50.14 49.69 46.76 48.90 48.11 49.74 16.04
Supergiants
S-30 0.1 49.27 48.00 37.72 46.55 44.90 48.16 22.22
0.4 49.25 47.88 36.04 46.26 44.06 48.04 22.97
1.0 49.25 47.85 35.32 45.54 43.35 48.01 22.98
2.0 49.22 47.78 35.29 45.18 41.85 47.94 23.90
S-35 0.1 49.48 48.63 37.34 47.73 46.82 48.73 15.54
0.4 49.47 48.55 37.45 47.25 46.18 48.66 16.27
1.0 49.47 48.47 37.50 46.83 45.92 48.59 16.28
2.0 49.47 48.36 36.56 46.21 45.55 48.49 16.98
S-40 0.1 49.67 49.01 45.06 48.32 47.51 49.10 15.01
0.4 49.67 48.93 38.94 48.03 47.11 49.03 15.70
1.0 49.66 48.81 38.54 47.57 46.70 48.95 16.68
2.0 49.66 48.70 38.06 47.07 46.27 48.86 18.15
S-45 0.1 49.98 49.41 45.97 48.81 48.12 49.47 19.12
0.4 49.97 49.35 45.79 48.67 47.78 49.43 19.62
1.0 49.97 49.28 39.23 48.30 47.37 49.36 22.52
2.0 49.98 49.19 38.85 47.92 46.97 49.29 23.92
S-50 0.1 50.21 49.73 46.76 49.21 48.59 49.78 20.66
0.4 50.20 49.70 46.79 49.08 48.34 49.76 21.97
1.0 50.20 49.69 46.41 48.88 48.06 49.75 23.66
2.0 50.21 49.69 46.23 48.84 47.81 49.75 24.80
is visually much fainter, making it possible to determine the
temperatures and metallicities of the ionized gas even of extra-
galactic star-forming regions (cf. Zaritsky et al. 1994, Moy et al.
2001, Rubin et al. 2008, Rubin et al. 2010, Rubin et al. 2012,
Pilyugin et al. 2013). Additionally, the emission lines of H ii re-
gions can be measured using narrow-band filters allowing for ob-
servations which simultaneously provide information about the
emission spectrum and the spatial structure of an object. This
method has been applied to examine the metallicities of H ii re-
gions as a function of the position within their host galaxies (cf.
Cedrés et al. 2012) or to analyze the substructure of the gas in a
single H ii region (cf. Heydari-Malayeri et al. 2001).
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Table 5. Numerical values of the integrals of ionizing photons emitted per second by very massive stars. The structure of the table corresponds to
Table 4.
Teff Z/Z⊙ log QH log QHe log QHe+ log QO+ log QNe+ log QS+ Lν(5480 A˚)
(1022 erg/s/Hz)
M∗ = 150 M⊙
40 000 0.05 50.32 49.68 45.87 49.06 48.29 49.76 64
1 50.31 49.54 39.10 48.34 47.42 49.67 69
50 000 0.05 50.42 49.95 46.83 49.46 48.90 50.00 33
1 50.42 49.91 46.85 49.20 48.33 49.98 38
M∗ = 300 M⊙
40 000 0.05 50.91 50.36 44.21 49.73 49.08 50.42 160
1 50.97 50.24 39.25 48.83 47.62 50.36 205
M∗ = 600 M⊙
50 000 0.05 50.85 50.39 47.04 49.91 49.38 50.44 93
1 50.85 50.25 47.36 49.68 48.99 50.34 107
M∗ = 1000 M⊙
45 000 0.05 51.32 50.60 46.96 49.76 48.86 50.69 398
1 51.30 50.70 47.06 49.79 48.75 50.80 427
65 000 0.05 51.39 51.01 49.06 50.55 50.06 51.08 144
1 51.38 51.03 49.19 50.64 50.20 51.08 153
M∗ = 3000 M⊙
45 000 0.05 51.84 51.25 47.99 50.53 49.74 51.32 1092
1 51.83 50.91 40.68 49.34 48.44 51.08 1249
65 000 0.05 51.88 51.55 49.77 51.15 50.68 51.59 403
1 51.92 51.50 49.49 51.04 50.56 51.55 378
In this section we investigate the influence of the computed
stellar SEDs on the properties of H ii regions with homogeneous
and with inhomogeneous density structures. Via simulated sam-
ple H ii regions we examine how the temperature and ionization
structures in the gas depend on the ionizing spectra and the stel-
lar and nebular metallicity. The question remains, however, to
what extent these models may represent real-world H ii regions.
The metallicity, the complex geometric structures of H ii regions,
and the clumpiness of the medium are usually quantitatively un-
known, but may affect the analysis. If discrepancies are encoun-
tered, it is often difficult to decide which of the assumptions
is responsible for the disagreement found. The computed stel-
lar SEDs themselves can be tested, if the atmospheric models
are sufficiently consistent, by their own predicted UV spectra,
since the spectral lines and the corresponding ionization frac-
tions in the stellar winds are influenced by the EUV radiation
field via the same atomic processes (though at different temper-
atures and densities) as those that shape the nebular spectra un-
der influence of the emergent stellar flux. In a series of papers
we have shown that our consistently calculated synthetic spectra
are in sufficiently good agreement with the observed UV spec-
tra of O stars (cf. Pauldrach et al. 1994, Pauldrach et al. 2001,
Pauldrach et al. 2004, Pauldrach et al. 2012).
In this work we will therefore study the influence of these
effects separately. We begin in Sect. 3.1 with simple homoge-
neous models with spherical geometry to explore the influence
of the stellar SEDs, covering the range of effective temperatures
and metallicities given by the grid of stellar models presented in
Sect. 2.2.
Next, we will analyze how the assumption of “perfect”
spherically symmetric nebulae influences the emission line di-
agnostics by comparing the results from homogeneous, spher-
ical models to those from 3-dimensional models using a frac-
tally inhomogeneous density structure (such as described by
Elmegreen & Falgarone 1996 and Wood et al. 2005). The sim-
ulations of these structures will be performed using the 3d ra-
diative transfer code described by Weber et al. (2013). This code
has been extended for the present paper such that it can account
for the ionization structure and the line emission of the most
abundant metal ions and the resulting influence of these ions on
the energy balance of the H ii regions – for the first time with full
time-dependence (see Sect. 3.2.1).
Third, we will compare the gas temperatures and the related
line emission of evolving H ii regions with the respective val-
ues of steady-state regions. The motivation is that the descrip-
tion of H ii regions as steady-state systems is an approxima-
tion which neglects the evolution of star-forming regions (cf.
Preibisch & Zinnecker 2007 and Murray 2011) and the short
lifetimes of the massive stars (cf. Langer et al. 1994) that act as
sources of ionization.
Real-world star-forming regions such as the Orion nebula
(cf. Muench et al. 2008) and the η Carinae region (cf. Smith
2006) contain not just a single hot star as ionizing source, but
several. In the last step of this work we will therefore replace the
single-star ionizing sources in the models by clusters of stars.
We compute the ionization structure and total emergent fluxes
of a of a single H ii region illuminated by a dense cluster and
compare the results with those from a simulation where larger
distances between the ionizing sources lead to the formation of
partly separate H ii regions. Additionally we will investigate the
possibility of finding very massive stars (VMS) in star-forming
regions by means of the line emission from the gas ionized by
the associations.
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As a key ingredient in the simulations we focus here on the
accurate description of the time-dependent ionization structure
of the metals. Schmidt-Voigt & Koeppen (1987) had presented
a computationally efficient approach where the ionization struc-
ture of a given element is determined by interpolating between
the initial conditions and the stationary case using a single eigen-
value of the system of rate equations (see below), but this ap-
proach is not accurate if more than two consecutive ionization
stages of an element have to be considered, because the interpo-
lation does not account for the fact that the transition between
two non-contiguous ionization stages requires the creation of
ions of the intermediate stages. In the method by Graziani et al.
(2013) the radiative transfer and the computation of the occupa-
tion numbers are performed consistently for hydrogen and he-
lium. For the occupation numbers of the metal ions and the tem-
perature of the gas pre-computed results from the Cloudy code
(Ferland et al. 2013), which describes the stationary states of H ii
regions using spherical symmetry, are used. These results are se-
lected from a database such that they match the 3d results for the
occupation numbers of H and He ions, and the radiation field.
Our approach on the other hand is to apply a numerical
method which treats the ionization stages of all the metals we
account for in the same consistent way as hydrogen and helium.
The occupation numbers n ≡ n(r, t) of all ionization stages i, j of
the elements considered are calculated using the equation of the
time-dependent statistical “equilibrium” (Pauli Master Equation,
Pauli 1928)
d
dt ni(t) =
∑
i, j
P j,in j(t) −
∑
i, j
Pi, jni(t), (1)
which describes the temporal change of the number density of
all ionization stages i, and contains in the rate coefficients Pi, j all
important radiative (Ri, j) and collisional (Ci, j) transition rates.
For the solution of these systems of differential equations
we chose an approach that combines integrating the condition
of particle conservation within the rate matrices (as described
by Mihalas 1978) with providing a robust solution for tempo-
ral evolution of the system. To realize this aim we define, fol-
lowing the notation by Marten (1993), a vector x, which con-
tains in its components the number fractions of all considered
N ionization stages relative to the total number density of the
element and a matrix G′, where the components are defined as
g′i,i = (
∑N
j=1, j,k Pi, j) + Pi,k and g′i, j,i = −P j,i + Pk,i. The frac-
tion xk(t) of the ionization stage k is replaced by the condition of
particle conservation:
xk(t) = 1 −
N∑
j=1, j,k
x j(t). (2)
The resulting inhomogeneous system of differential equations is
E′ ·
d
dt x(t) + G
′ · x(t) = b, (3)
where the components of b are bi = Pk,i and where all coeffi-
cients of the redundant k-th row of G′ and b have been replaced
by 1, and those of the k-th column of E by 0 (with this replace-
ment the unity matrix E becomes E′) – with these numbers in-
serted the corresponding components represent in total the con-
dition of particle conservation.
For the spherically symmetric models of Sect. 3.1 we focus
on the stationary case (where the time-derivative in Eq. 3 dis-
appears) in order to make the results for the H ii regions models
using our new stellar SEDs as ionizing sources comparable to the
results of other simulations. In Sect. 3.2 we present our results
for the time-dependent ionization structure of metals in H ii re-
gions in the context of the description of our 3d radiative transfer
code.
3.1. Spherically symmetric models of H ii regions
The standard procedure for simulations of emission line spectra
of H ii regions is still mostly founded on spherically symmetric
models (cf. Stasin´ska & Leitherer 1996, Hoffmann et al. 2012,
and Ferland et al. 2013). They remain useful as a comparative
tool because the wavelength region of the ionizing sources blue-
ward of the Lyman edge cannot be observed directly, but the
spectral energy distribution of the ionizing flux can be neverthe-
less studied with such models by means of their influence on the
emission line spectra of gaseous nebulae. Such tests are however
not altogether without uncertainties due to the additional depen-
dence of the emission line strengths on the chemical composition
of the gas in the H ii regions.
Below we will outline our numerical approach to investi-
gate these dependencies quantitatively for spherically symmetric
model H ii regions. The results obtained with this method will
then be discussed for a grid of models with different metallici-
ties, using stellar SEDs computed for different temperatures and
metal abundances (Sect. 2.2).
3.1.1. The numerical approach applied for the computation
of the spherical H ii region models
The basic equations describing the temperature and ionization
structure of H ii regions are similar to those used to describe non-
LTE stellar atmospheres in statistical equilibrium. For the com-
putation of the spherically symmetric models of gaseous nebu-
lae we therefore use a modified version of the WM-basic stel-
lar atmosphere code (cf. Sect. 2.1), which has been adapted to
the dilute radiation fields and low gas densities of H ii regions
(cf. Hoffmann et al. 2012). This approach yields descriptions of
steady-state H ii regions, in which ionization and recombination,
as well as heating and cooling are in equilibrium at every radius
point. In such a stationary state Eq. 3 simplifies to
G′ · x∞ = b. (4)
This equation must be be solved iteratively until it converges to
the final value for the stationary state x∞, because the rate co-
efficients which define the entries of G′ themselves depend on
the occupation numbers x: on the one hand, the recombination
and collisional ionization rate coefficients in a gas are propor-
tional to the electron density, which in turn mainly depends on
the ionization structure of the most abundant elements hydrogen
and helium; on the other hand, the radiative ionization rates are
determined by the mean intensity Jν, which is influenced by the
ionization-dependent opacity of the matter between the radiation
sources and the considered point in the simulation volume, and
by the emissivity of the surrounding gas.
In our approach Jν is computed using a radiative transfer pro-
cedure which is performed along a number of parallel rays inter-
secting radius shells around the source at different angles, de-
scribing the radius- and direction-dependent intensities Iν. The
mean intensity at a given radius is computed by evaluating the
integral Jν = 12
∫ 1
−1 Iν dµ, where µ is the cosine of the angle be-
tween a ray and the outward normal at a given radius. The diffuse
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radiation field created by recombination processes and electron-
scattering is treated correctly, avoiding approximations regard-
ing the propagation of photons such as “case B” or “outward-
only”.
Apart from the ionization structure, the emission spectrum
of an H ii region primarily depends on the temperature of the gas
as the recombination and collisional excitation rates are func-
tions of the temperature. The interpretation of observations of
H ii regions thus requires on an accurate understanding of the
microphysical processes that lead to gains and losses of the ther-
mal energy of the gas, which in turn determines the temperature
structure. The processes regarded for the computation of the en-
ergy balance in H ii regions are heating by photoionization and
cooling by radiative recombination, as well as free-free and col-
lisional bound-bound processes.
The low density of the interstellar gas (compared to the gas
in stellar atmospheres) leads to small collisional de-excitation
rates. Thus radiative transitions of collisionally excited lines are
important or even the dominant cooling processes in H ii re-
gions.10 We extend the modeling described by Hoffmann et al.
(2012) to include the cooling rates connected to the forbidden ra-
diative de-excitation processes of collisionally excited sub-states
of the ground levels of C ii, N ii, N iii, O iii, O iv, Ne iii, S iii and
S iv. The cooling by fine-structure transitions is computed by
multiplying the collisional transition rates into the excited states
with the probability of the corresponding radiative de-excitation
processes and the energy of the photons emitted during the re-
laxation back into the ground state.11
3.1.2. Dependence of the properties of H ii regions on the
ionizing sources
In our systematic series of simulations we examine the ioniza-
tion and temperature structures and the resulting emission spec-
tra of the gas in homogeneous H ii regions irradiated by single
stars. In this series we consider the temperature range of O stars
(30 000 K to 55 000 K) and we use the same composition for
both nebular and stellar matter12, covering the metallicity range
10 A collisional excitation processes which is followed by the corre-
sponding collisional de-excitation process in total does not modify the
thermal energy content of the gas. The probability of a radiative de-
excitation is computed as prad = ncrit/(ne+ncrit), where ne is the electron
density and ncrit is the critical density, defined as the electron density
for which the collisional de-excitation rate is equal to the radiative de-
excitation rate. For instance, the critical density of the 3P1 state of O iii,
which can be de-excited by the emission of an far-infrared photon with
λ = 88 µm, is 5.1 · 102 cm−3. This value is considerably lower than the
critical density of 6.8 · 105 cm−3 for the 1D2 state of the O iii ion, which
is de-excited by the emission of the O iii 5007 A˚ + 4959 A˚ lines. We use
the values from Osterbrock & Ferland 2006.
11 The collision strengths used for the computation of the collisional ex-
citation rates are taken from Blum & Pradhan (1992), Butler & Zeippen
(1994), Lennon & Burke (1994), Tayal & Gupta (1999) (as collected
in Osterbrock & Ferland 2006). The nebular approximation is applied
for the computation of transition rates into collisionally excited fine-
structure levels, i.e., the computation of the fine structure transitions is
based on the assumption that almost all ions are in their ground state
and excitations from non-ground levels do not have to be considered.
12 The assumption that the chemical composition of H ii regions is equal
to the composition of the embedded stars is not necessarily realistic
because the formation of dust can lead to a depletion of metals from the
gas phase. Shields & Kennicutt (1995) find, for instance, a depletion of
≈ 50% for carbon, ≈ 40% for oxygen, and ≈ 20% for nitrogen for
solar metallicity, while according to their results sulfur remains almost
undepleted. By contrast, a significant depletion of sulfur is found by
of star-forming regions in the present-day universe. In a second
series, we keep the gas at solar metallicity in order to analyze the
influence of the metallicity-dependent stellar SEDs (using our
40 000 K dwarf stars) on the temperature and ionization structure
of the H ii regions independently from the effects of the metal-
licity of the gas of the H ii regions.
The dependence of the ionization structure of H ii regions on
the metallicity and the stellar SEDs. In a steady-state H ii
region the number of recombinations the ionized volume (the
Strömgren sphere) must equal the stellar emission rate of ioniz-
ing photons. Thus, the sizes of the Strömgren spheres depend on
the SEDs of the ionizing stars and on the recombination rates of
the ions in the H ii regions.
In the presented grid the radii rH ii of the hydrogen Ström-
gren spheres grow significantly for lower metallicities but other-
wise equal stellar parameters R, log(g) and Teff (see Figs. A.7
and A.8). For instance, the hydrogen Strömgren radius for a
metallicity of 0.1 Z⊙ is approximately 50% larger than the Ström-
gren radius for 2.0 Z⊙ in the case of the 40 000 K dwarf stars. As
shown in Table 4 the hydrogen-ionizing fluxes of O stars are –
for otherwise equal stellar parameters – almost independent of
metallicity. The different Strömgren radii are therefore primar-
ily a consequence of the different recombination rates, which in-
crease for lower temperatures of the ionized gas as they occur for
higher metallicities. This relation results from the fact that radia-
tive decays of collisionally excited states of metal ions are the
dominant cooling processes in the ionized gas.13 Cooler temper-
atures in turn increase the recombination coefficients of H ii and
other ions (cf. Osterbrock & Ferland 2006) and hence reduce the
ionized volumes.
The size of the He ii Strömgren sphere is of particular im-
portance because it marks it marks the boundary where all pho-
tons with energies above the He i ionization threshold have been
used up, and consequently no significant amounts of metal ions
requiring ionization energies above that of He i will be found.
Among these ions are N iii, O iii, Ne iii and S iv. The volumes
where helium is ionized are considerably smaller than the hy-
drogen Strömgren spheres for stellar effective temperatures of
Teff = 30 000 K. The radii of the hydrogen Strömgren spheres
exceed the radii of the helium Strömgren spheres by a factor of
approximately 3 in the case of the dwarf stars. By contrast, for
the supergiants the corresponding factor is approximately 1.5.
This results from a lower ratio of He-ionizing to H-ionizing pho-
tons for the dwarf models compared to the supergiant models (cf.
Table 4). Helium is singly ionized up to the Strömgren radius of
hydrogen in H ii regions where the effective temperature of the
stellar sources is ≥ 40 000 K.
The radius range in which helium is fully ionized, i.e., where
He iii is the most abundant ionization stage of helium, is small in
comparison to the hydrogen Strömgren sphere for dwarf and su-
pergiant O stars. These He iii regions are too small to be resolved
Rubin et al. (2007, 2008). There are variations in the metal depletion
rates among different H ii regions as the formation and destruction of
dust depends on the chemical composition and temperature of the gas,
and on the radiation field.
13 We note that in the outer regions of the H ii regions with 0.1 Z⊙ the
collisional excitation of neutral hydrogen atoms becomes the most im-
portant important cooling process. The collisional cooling by hydrogen
increases near the Strömgren radius due to the larger abundances of
neutral hydrogen. The result is that there is no increase of the temper-
atures in the outer parts of the ionized regions, unlike for the higher
metallicities, where such maxima are caused by radiation hardening.
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in those of our simulations in which the ionizing source is one of
the 30 000 K or 40 000 K model stars (with the exception of the
supergiant model with 0.1 Z⊙ where He iii is the most abundant
ionization stage for ≈ 0.05 rH ii). Only the dwarf and supergiant
stars with effective temperatures of 50 000 K have appreciable
He iii Strömgren spheres that reach ≈ 0.05 rH ii (for 2.0 Z⊙) to
≈ 0.10 rH ii (for 0.1 Z⊙).
Although the number densities of metal ions are much
smaller than the number densities of hydrogen and helium ions,
metals have a large impact on the energy balance of the ion-
ized gas, and interpretation of metal line ratios as markers for
the galactic evolution (cf. Balser et al. 2011 and the references
therein) requires knowledge of the relation between the ioniza-
tion fractions of metals and the SEDs of the ionizing sources.
For example, the O iii/O ii ratio results from the O ii ionizing
flux, which in turn depends not only on the effective temper-
ature of the ionizing sources, but also on their metallicity and
their atmospheric density stratification. In the H ii regions around
the 30 000 K dwarf stars, O iii is the most abundant ionization
stage of oxygen just within less than the innermost ≈ 0.05 rH ii
for all metallicities. The O ii-ionizing fluxes of the supergiants
at 30 000 K exceed the fluxes of the dwarf stars of the same ef-
fective temperature by approximately 3 dex, which results in a
more extended volume in which O iii is the dominant ionization
stage of oxygen. The extension of this volume strongly depends
on metallicity. Its radius rO iii is ≈ 0.4 rH ii for 0.1 Z⊙, but drops to
≈ 0.1 rH ii for a metallicity of 2.0 Z⊙.
The O ii-ionizing fluxes of 40 000 K supergiants, which dif-
fer by ≈ 1.3 dex between the model with 0.1 Z⊙ and 2.0 Z⊙,
show a stronger metallicity dependence than the O ii-ionizing
fluxes of the dwarf stars with the same effective temperature,
which differ by ≈ 0.6 dex. Consequently, the radii of the O iii
dominated parts of the H ii regions around the supergiants vary
stronger (rO iii ≈ 0.98 rH ii for 0.1 Z⊙, rO iii ≈ 0.55 rH ii for 2.0 Z⊙)
than the radii around the dwarf stars (rO iii ≈ 0.97 rH ii for 0.1 Z⊙,
rO iii ≈ 0.87 rH ii for 2.0 Z⊙). O iii is the most abundant ioniza-
tion stage within the entire Strömgren spheres for dwarf and su-
pergiant stars of all metallicities for an effective temperature of
50 000 K.
Like the O iii fraction relative to the total amount of oxygen,
the fraction of S iv decreases for higher metallicities as can be
expected in view of the almost identical ionization energies of
S iii (2.56 Ryd) and O ii (2.58 Ryd). Still, the relative fraction
of S iv is considerably smaller than the relative fraction of O iii
within the same H ii region. The reason is the smaller ionization
cross-section from the ground-state of S iii (0.36 · 10−18 cm2 at
the ionization edge) compared to that of O ii (10.4 · 10−18 cm2 at
the ionization edge).
The above result that low stellar metallicities lead to harder
ionizing spectra and thus to a larger fraction of high ionization
stages is in agreement with spectroscopic observations. For ex-
ample, Rubin et al. (2007, 2008) found rising 〈Ne2+〉/〈Ne+〉 and
〈S3+〉/〈S2+〉 ratios for increasing distance from the galactic cen-
ters of M 83 and in M 33, based on mid-IR observations with the
Spitzer Space telescope. This relation is likely to be connected
with the lower metallicities in the outer parts of the galaxies
(cf. Rubin et al. 2007). Further observations of the metal-poor
galaxy NGC 6822 (Rubin et al. 2012) have found larger fractions
of the higher ionization stages than in M 83 (supersolar metallic-
ity) or in M 33 (roughly solar metallicity). These results might,
however, additionally be influenced by other factors, like differ-
ent stellar mass functions or different effective temperatures of
the ionizing stars as a function of the chemical composition of
the star-forming gas.
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Fig. 1. Comparison of observed ionic number ratios 〈S3+〉/〈S2+〉 and
〈Ne2+〉/〈Ne+〉 to the corresponding results from our model H ii regions.
The triangles represent H ii regions in the metal rich galaxy M 83 (gray,
values from Rubin et al. 2007) and M 33 (cyan triangles, values from
Rubin et al. 2008), the circles represent model H ii regions using as ion-
izing sources dwarf stars with temperatures from 35 000 K to 55 000 K
and metallicities of 0.1 Z⊙ to 2.0 Z⊙. The lower metallicities are corre-
lated with a larger fraction of the higher ionization stages both in the
observations and the synthetic H ii region models.
In Figure 1 we compare the simulated 〈Ne2+〉/〈Ne+〉 and
〈S3+〉/〈S2+〉 ratios of our model H ii regions with the corre-
sponding ion ratios determined from the observations described
by Rubin et al. (2007, 2008).14 The figure also shows that the
metallicity-dependence of the ionization structure decreases for
larger effective temperatures of the ionizing stars as can be ex-
pected from the ionizing fluxes shown in Table 4.
Emission line spectra of H ii regions at different metallicity.
Comparing observed emission line spectra to synthetic nebular
models is the most important approach for obtaining information
about the temperature, the density, and the ionization structure
of H ii regions. To investigate the variations in the emission line
ratios, we have computed the fluxes of the collisionally excited
optical lines [N ii] 6584 A˚ + 6548 A˚, [O ii] 3726 A˚ + 3729 A˚,
[O iii] 5007 A˚ + 4959 A˚, and [S ii] 6716 A˚ + 6731 A˚ for each of
our H ii region models. In Table 6 the results are shown relative
to the corresponding Hβ emission.
In most cases the maximal line emission in the optical range
is reached for a metallicity of 0.4 Z⊙. This non-monotonic behav-
ior is the result of two opposing metallicity-dependent effects.
On the one hand, a higher metallicity increases the number den-
sity of ions that are potential line emitters. On the other hand, the
lower temperature of the gas decreases the probability of a col-
lisional excitation process which finally leads to the emission of
optical line radiation. The effect of the lower temperatures domi-
nates for 2.0 Z⊙ where in most cases the fluxes for this metallicity
are the weakest among the considered metallicities.15 This is ex-
14 For this comparison we scaled the ionizing fluxes to 1049 hydrogen-
ionizing photons per second and used a hydrogen number density in the
gas of 1000 cm−3 to match the assumptions in Rubin et al. (2008).
15 The cooling by the infrared transitions between the fine-structure lev-
els partly leads to simulated temperatures of the gas which are below
3000 K for a metallicity of 2.0 Z⊙. This result is also obtained with other
nebular model codes, e.g., Cloudy (Ferland et al. 2013). Such low tem-
peratures have, however, not been observed in H ii regions. The reason
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plained by the equation for the rate coefficients for the collisional
excitation,
Clu = ne
(
2pi
kT
)1/2
~
2
m
3/2
e
Ωlu(T )
gl
e−hνlu/kT (5)
(Mihalas 1978; ne is the number density of electrons, me the
electron mass, Ωlu(T ) the velocity-averaged collision strength,
a slowly-varying function of temperature, hνlu the transition en-
ergy, and gl the statistical weight of the lower level), which leads
to qualitatively different temperature dependences for collision-
ally excited lines in different wavelength ranges. The exponen-
tial term in Eq. 5 rises strongly with increasing temperature if
the energy difference between the levels is large compared to
kT , as is the case for lines in the visible and ultraviolet range.
For the lines in the mid-infrared/far-infrared range, the energy
difference between the upper and the lower level is significantly
smaller than kT . Thus, the exponential term is close to unity in
the entire temperature range found in H ii regions and the rate co-
efficients are roughly proportional to the inverse square root of
the temperature. This implies that the cooling by infrared lines
becomes more effective for decreasing temperatures, i.e., there
is a positive feedback between the lower temperatures and the
infrared line cooling. As a result, a small increase of the metal-
licity has a strong influence on the temperature structure if it
causes the infrared transitions mentioned above to become the
dominant cooling processes.
The influence of metallicity-dependent SEDs on the temper-
ature and ionization structure of gas with fixed metallicity.
In addition to the models where stellar and gas metallicity are
equal, we have computed models where the metallicity of the gas
is fixed at 1.0 Z⊙, but the metallicity of the stellar sources is var-
ied, in order to analyze the effects of stellar SEDs independently
of the effects of the chemical composition of the gas. The sim-
ulations have been performed using the four different 40 000 K
dwarf star models.
The sizes of the hydrogen Strömgren spheres show varia-
tions of approximately 5%, which are mainly caused by lower
recombination rates in the gas around the lower-metallicity stars
where the temperatures are higher than in the gas surrounding
the model stars with higher metallicities.16 The differences are
more pronounced for the ionization structure of oxygen and sul-
fur, especially for the ratios O ii/O iii and S iii/S iv. For the model
with a metallicity of 2.0 Z⊙, O iii is the most abundant ion of
oxygen within the inner ≈ 0.85 rH ii, while this is the case for
≈ 0.97 rH ii at a metallicity of 0.1 Z⊙. For S iv the corresponding
values are 0.28 rH ii and 0.59 rH ii, respectively.
The emission of the [O iii] 5007 A˚ + 4959 A˚ lines increases
for decreasing stellar metallicities as a result of the higher tem-
peratures and the larger fraction of O iii ions. At a metallicity
for this discrepancy is not entirely clear. Shields & Kennicutt (1995)
have analyzed the impact of dust within high-metallicity H ii regions
and attribute the lack of H ii regions with very low temperatures to the
depletion of metals from the gas phase by the formation of dust and the
heating by the emission of electrons from the UV-irradiated dust grains.
The spectral properties of H ii regions in the metal-rich (Z ≈ 2 Z⊙) star-
forming galaxy M 83 with relative weak collisionally excited emission
features have been described in detail by Bresolin & Kennicutt (2002),
who stress that for these conditions a determination of the electron tem-
perature by means of emission line analysis could not be carried out
accurately.
16 The emission of photons whose energies considerably exceed the
Lyman-Edge is higher for lower metallicities. Consequently the mean
gain of thermal energy per ionization process is larger.
of 0.1 Z⊙ the emission of these lines is twice as strong as at
2.0 Z⊙ (cf. the lower part of Table 6). By contrast, the emission
of lines associated with singly ionized atoms, like [N ii] 6584 A˚
+ 6548 A˚ and [O ii] 3726 A˚ + 3729 A˚ decreases for lower stel-
lar metallicities since then the number of singly ionized ions of
these elements is reduced as the shells in which they are the dom-
inant ionization stage become thinner.
3.2. 3-dimensional, time-dependent simulations of the
ionization structures of the metals in H ii regions
We will now abandon the assumption of a homogeneous gas and
a spherically symmetric ionized bubble and discuss the effects of
inhomogeneities of the gas density. This is motivated by the fact
that H ii regions are obviously not homogeneous spheres, but are
characterized by a more complex structure. The inhomogeneous
density structure of H ii regions has been treated, for example, by
Wood et al. (2004, 2005), who focused on the ability of photons
to escape from a “porous” H ii region into the diffuse component
of the ionized gas in a galaxy, Wood et al. (2013) who studied the
consequences of inhomogeneous density structures for the deter-
mination of metallicities in H ii nebulae, and by Dale & Bonnell
(2011), Walch et al. (2012), Dale et al. (2013) who studied the
interaction between stellar radiation fields and the density struc-
ture of ionized gas. Apart from the metallicity it is therefore the
complex geometric structure and the embedded clumps which
are of importance for the nebular models and a corresponding
comparison of the calculated emission line strengths with the
observed spectral features.
To include such effects in our computations, we have de-
veloped a 3d radiative transfer code based on the approach by
Weber et al. (2013), but considerably extended to account for
the time-dependent ionization structure of the metals within the
gas. In the description of our method we will first introduce our
ray-tracing approach to 3-dimensional radiative transfer. Subse-
quently we will present a solution of the time-dependent rate
equations and treat the influence of the metal ions on the evo-
lution of the temperature structure. Finally, we will describe the
generation of synthetic narrowband images, which can link the
theoretical models with observations.
This numerical approach will be applied to inhomogeneous,
fractally structured gas with various metallicities and sources of
ionization. The results of these computations results will be com-
pared with the results obtained for a homogeneous gas distribu-
tion. Additionally we will account for the temporal evolution of
H ii regions and study the effects of the distribution of the sources
within clusters of hot stars on the emergent emission line flux of
the surrounding ionized gas.
3.2.1. 3-dimensional radiative transfer based on ray tracing
The propagation of light along straight lines directly leads to
the concept of a ray-by-ray solution, where the luminosity of
each source is distributed among a set of rays originating from
the source. The main aspects of the ray-by-ray solution are the
isotropic distribution of rays around each source and the solution
of the radiative transfer equation along each of these rays.
The sources are characterized by a specified spectral energy
distribution Fν and luminosity Lν(l) = 4piR2l Fν(l) where Rl is the
radius of the l-th source. The frequency-dependent luminosity Lν
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Table 6. Comparison of the nebular emission line ratios of H ii regions
for a grid of H ii regions where the ionizing source is in each case
one of the model stars. We show the ratio of some important nebular
line strengths obtained from spherically symmetric nebular models with
varying metallicity to the Hβ emission in these model H ii regions.
Model Z/Z⊙ [N ii] [O ii] [O iii] [S ii]
6584 + 3726 + 5007 + 6716 +
6548 A˚ 3729 A˚ 4959 A˚ 6731 A˚
Same metallicity for H ii region and star (dwarfs)
D-30 0.1 0.77 1.51 0.00 0.33
0.4 1.43 1.63 0.00 0.73
1.0 1.48 0.94 0.00 0.85
2.0 0.86 0.29 0.00 0.56
D-35 0.1 0.44 1.59 1.66 0.15
0.4 1.06 2.45 1.63 0.38
1.0 1.29 1.70 0.68 0.49
2.0 1.06 0.56 0.05 0.38
D-40 0.1 0.09 0.45 4.62 0.09
0.4 0.29 0.99 5.88 0.21
1.0 0.35 0.73 2.99 0.24
2.0 0.23 0.28 0.58 0.16
D-45 0.1 0.06 0.28 5.47 0.07
0.4 0.16 0.58 8.34 0.18
1.0 0.20 0.48 4.52 0.21
2.0 0.12 0.20 1.00 0.13
D-50 0.1 0.04 0.21 5.98 0.07
0.4 0.12 0.43 10.07 0.18
1.0 0.15 0.41 6.57 0.21
2.0 0.09 0.22 1.88 0.13
D-55 0.1 0.03 0.14 6.60 0.06
0.4 0.08 0.31 12.40 0.17
1.0 0.11 0.34 10.56 0.22
2.0 0.08 0.24 3.79 0.16
Same metallicity for H ii region and star (supergiants)
S-30 0.1 0.60 1.95 0.69 0.14
0.4 1.33 2.33 0.46 0.37
1.0 1.30 1.25 0.09 0.41
2.0 0.64 0.25 0.01 0.25
S-35 0.1 0.15 0.78 3.62 0.07
0.4 0.56 1.92 3.18 0.19
1.0 1.15 1.91 0.84 0.28
2.0 1.17 0.74 0.04 0.26
S-40 0.1 0.07 0.35 4.99 0.06
0.4 0.20 0.79 6.25 0.14
1.0 0.48 1.16 2.13 0.18
2.0 0.97 0.87 0.15 0.21
S-45 0.1 0.04 0.23 5.77 0.05
0.4 0.12 0.49 8.41 0.13
1.0 0.17 0.46 3.91 0.15
2.0 0.27 0.24 0.66 0.09
S-50 0.1 0.03 0.16 6.34 0.05
0.4 0.08 0.33 10.84 0.14
1.0 0.10 0.38 7.35 0.17
2.0 0.07 0.19 2.40 0.13
Different metallicity for H ii region (Z = Z⊙) and star
D-40 0.1 0.24 0.49 5.11 0.30
0.4 0.29 0.57 3.42 0.25
1.0 0.35 0.73 2.99 0.24
2.0 0.43 0.93 2.42 0.25
of each source is distributed evenly17 among Nrays rays, such that
each ray is associated with a luminosity of ˜Lν = Lν/Nrays. The
rays are then traced from the source(s) until the border of the
simulated volume is reached.
The integrated form of the radiative transfer equation along
a ray is
Iν(s) = Iν(s0(n)) e τν(s0(n))−τν(s) +
∫ s
s0(n)
ην(s′) e τν(s′)−τν(s) ds′, (6)
where Iν(s) is the intensity at the position s, s0(n) corresponds
to the starting point of each ray n, ην(s′) is the emissivity of the
gas18 at the position s′, and τν(s) =
∫ s
s0(n) χν(s
′) ds′ is the optical
depth with respect to the source.
The simulated volume is discretized into a Cartesian grid of
cells and each of the sources is located in the center of one of
these cells. The energy deposited per time in the cells crossed by
a ray n along the distance sn(m) between the source and the entry
point into a cell m is then calculated as
∆ ˙E(sn(m)) =
∫ ∞
0
˜Lν(s0(n))
(
1 − e−τν(sn(m))
)
dν (7)
(for details see Weber et al. 2013).
Temporal evolution of the ionization structure of metals.
Modeling the evolution of the ionization structures is not
straightforward. The rate equations form a stiff set of differen-
tial equations as the timescales for the various ionization and
recombination processes in the cell may differ by several orders
of magnitude. Furthermore the timescales differ between various
cells depending on whether they are passed by an ionization front
and how distant they are from the sources of ionization. How-
ever, the eigenvalue approach presented here provides a novel
method to solve the rate equations in a stable and efficient way.
The solution
x(t) = x∞ + xhom(t) (8)
of the inhomogeneous system of differential equations defined
by Eq. 3 is composed of the “equilibrium solution” x∞ of Eq. 4
and the solution of the corresponding homogeneous system
E′ ·
d
dt xhom(t) + G
′ · xhom(t) = 0 , (9)
which is written in components as

dxhom,1
dt
...
dxhom,N−1
dt
0

+

g′1,1 . . . g
′
1,N−1 0
...
. . .
. . .
...
g′N−1,1 . . . g
′
N−1,N−1 0
1 . . . 1 1

·

xhom,1
...
xhom,N−1
xhom,N

(t) =

0
0
...
0

.
(10)
17 To ensure that each of the rays represents a solid angle of the same
size we use the “HEALPiX” method described by Górski et al. (2005)
for the distribution of the rays.
18 In the 3-dimensional simulations we apply the on-the-spot approxi-
mation (Zanstra 1931, Baker & Menzel 1938, Spitzer 1998) for hydro-
gen and helium to account for the diffuse radiation field. This approx-
imation assumes that photons generated by a recombination process
which directly leads into the ground state of the recombined particle are
locally re-absorbed. Thus, the diffuse ionization field is not considered
explicitly; instead, the rates for recombination processes that directly
lead into the ground state are subtracted from the total recombination
rates.
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In Eq. 10 the condition of particle conservation is as an example
inserted for k = N. The particle conservation implies that the
sum of all components of a solution of the homogeneous system
of differential equations is 0. For the solution xhom(t) of Eq. 10,
the k-th component is thus computed as
xhom,k(t) = −
N∑
i=1,i,k
xhom,i(t). (11)
The general structure of the solution for the components of
the homogeneous equation different from k is
xhom,i(t) =
N−1∑
j=1
vi, je−δ j(t−t0)γ j (12)
where vi, j is the i-th component of the j-th eigenvector of the
system of differential equations obtained from Eq. 10 by remov-
ing the k-th line of x and the k-th line and k-th column of G′. δ j
are the corresponding eigenvalues. The values of γ j are defined
by the occupation numbers at t0, the beginning of the respective
timestep.
Equations 11 and 12 are combined in matrix-vector notation
using a matrix V which is composed of the eigenvectors u j, but
additionally contains in its k-th row and j-th column the negative
of the scalar product 1 · u j (where the vector 1 contains the entry
1 in each of its components):
xhom(t) = V · δ(t) · γ =
(
u1 u2 . . . uN−1
−1 · u1 −1 · u2 . . . −1 · uN−1
)
· δ(t) · γ.
(13)
δ(t) is a diagonal matrix with the entries δ j, j = e−δ j(t−t0) and γ is a
vector which contains in its j-th row the coefficient γ j (in Eq. 13
we set k = N again).
The vector γ is determined by inserting the occupation num-
bers for t = t0 which are known from the previous timestep. In
this case δ becomes the identity matrix and from Eq. 12 follows
˜V · γ = x˜hom(t0) = x˜(t0) − x˜∞ (14)
where ˜V corresponds to the matrix V without the k-th row (the
k-th row is also removed for x˜hom and x˜∞). Eq. 14 is solved for
γ by
γ = ˜V−1 (x˜hom(t0) − x˜∞.) (15)
With Eqs. 15 and 13 , the values for xhom(t)
xhom(t) = V · δ(t) · ˜V−1 (x˜(t0) − x˜∞) (16)
are obtained. The result for x(t) is the initial value for the next
timestep and after the re-computation of the rate coefficients
the matrix G′ is updated. We currently consider the ionization
stages I and II of hydrogen, I to III of helium, and I to IV of
carbon, nitrogen, oxygen, neon, and sulfur, but in principle the
method can be extended to any number of ionization stages
and any set of elements required to describe the respective
problem. The presented method has proven to be numerically
very stable. Particle conservation is preserved for each element
with a relative deviation of less than 10−8.
In the next paragraphs we will describe the computation of
the rate coefficients for the recombination and ionization pro-
cesses which via the rate matrix G′ determine the temporal evo-
lution of the ionization fractions in x(t).
Recombination Rates. The relevant recombination processes
in the interstellar gas are radiative and dielectronic recombina-
tion. In radiative recombination processes a free electron is cap-
tured by an ion and its kinetic and potential energy (relative to the
bound state immediately after the recombination) is converted
into the energy of the emitted photon. In dielectronic processes
the energy of the captured electrons excites another electron of
the ion, resulting in a doubly excited intermediate state. Dielec-
tronic recombinations can only occur for discrete electron ener-
gies because of the additional bound-bound-process. The recom-
bination rate coefficient of an ion j in a grid cell m filled with gas
at a temperature of T (m) is given byR j, j−1(m) = α j(T (m))·ne(m),
where ne(m) is the number density of electrons and α j (T (m)) is
the total recombination coefficient, composed of a radiative con-
tribution αr, j (T (m)) and a dielectronic contribution αd, j (T (m)):
α j(T (m)) = αr, j(T (m)) + αd, j(T (m)). (17)
For the temperature-dependent radiative recombination coef-
ficients of metal ions of type j in cell m, we use the approximate
formula
αr, j (T (m)) = A jT ′−X j (m), (18)
where T ′(m) = T (m)/10 000 K is the temperature of
the gas in units of 10 000 K. The fit parameters A j
and X j are taken from Aldrovandi & Pequignot (1973),
Aldrovandi & Pequignot (1976), Shull & van Steenberg (1982),
and Arnaud & Rothenflug (1985).
The dielectronic recombination rates for low temperatures
(where kT is smaller than the energy to create the excited inter-
mediate states – as it is typically the case in H ii regions), are
described by the fit formula (Nussbaumer & Storey 1983)19
αdl, j (T (m)) =10−12 ·
(
a j
T ′(m) + b j + c jT
′(m) + d jT ′2(m)
)
·
T ′−3/2(m)e− f j/T ′(m)cm3 s−1. (19)
Here a j, b j, c j, d j, and f j are fit parameters which depend on the
type of the ion.
An additional contribution to the dielectronic recombination
rate that becomes relevant for higher temperatures where kT is in
the order of the excitation energy has been described by (Burgess
1964) and is approximated by
αdh, j (T (m)) = B j
(T
K
)−3/2
(m)e−T0, j/T (m)
(
1 +C je−T1, j/T (m)
)
. (20)
The values for the fit parameters B j, C j, T0, j, and T1, j were ob-
tained from from the same sources as the radiative recombina-
tion coefficients.
The total dielectronic recombination rate αd, j is obtained by
adding up the low-temperature and the high-temperature contri-
butions (Storey 1983).
The fit functions for the recombination rates already con-
sider the different recombination paths which finally lead to the
ground state of the recombined ion. The recombination rates for
hydrogen and helium are computed by interpolating the tables
provided by Hummer (1994) and Hummer & Storey (1998).
19 An online collection of the radiative and dielectronic recombination
data of metal ions that contains the values used in this work is provided
by D. A. Verner, http://www.pa.uky.edu/~verner/rec.html.
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Photoionization rates and computation of the mean intensity.
The photoionization rates Rlu(m) from a level l in one ionization
stage to a level u in the next ionization stage are calculated as
Rlu(m) =
∫ ∞
νlu
4pialu(ν)
hν Jν(m) dν, (21)
where Jν(m) is the mean intensity, νlu the threshold frequency
for the considered ionization process and alu(ν) the frequency-
dependent ionization cross-section.20
To determine the average intensity Jν needed to compute the
radiative rates, we proceed as follows. From our discussion of
the radiative transfer we already know the total energy absorbed
(per unit time) by a cell, namely that given by Eq. 7. The num-
ber of photons absorbed per unit time in the cell in a particular
transition is given by the same integral, with the integrand di-
vided by the energy hν of a photon and weighted by the relative
contribution of that transition to the total opacity,
∑
ray
segments
∫
˜L(inc.)ν (1 − e−τν )
hν
χlu(ν)
χtotν
dν = (24)
= VnlRlu = Vnl
∫
4pialu(ν)
hν Jν dν,
where ˜L(inc.)ν is again (for every ray passing through that cell) the
luminosity of the ray incident on the cell, τν is the total optical
depth of the cell along that ray, and V is the volume of the cell.
Since χlu(ν) is simply nlalu(ν), we see that the expression for
Jν that ensures consistency between radiative transfer and rate
equations is
Jν =
1
4piV
∑
ray
segments
˜L(inc.)ν (1 − e−τν )
χtotν
(25)
which (as it must be) is of course independent of the actual tran-
sition considered in the discussion above, and can be used to
compute the photoionization rates of all elements and ionization
stages (for more details see Weber et al. 2013).
20 For the computation of the frequency-dependent ionization cross-
section, we use the “Seaton approximation” (Seaton 1958)
alu(ν) = a0,lu
βlu
(
ν
νlu
)−slu
+ (1 − βlu)
(
ν
νlu
)−slu−1 , (22)
where a0,lu, βlu, and slu are fit parameters for the numerical results of
the quantum-mechanical calculations of the cross-sections as a function
of photon energy. The nebular approximation is applied and only ion-
ization processes from atoms in the ground state are considered, but we
note that there may be several ionization channels with different elec-
tronic states of the ionization product. The total ionization rate in this
case is Ri, j ≈
∑umax
u=u0
Rl0 ,u, where l0 is the ground-level of ion i and the
summation is carried out over the considered upper levels.
In addition to the radiative ionization rates we also compute the colli-
sional ionization rate coefficients by applying an approximation from
Seaton as given by Mihalas (1978),
Clu = ne
1.55 · 1013
(T/K)1/2 g
e−hνlu/kT
hνlu/kT
, (23)
where g takes the value 0.1, 0.2, or 0.3 for an initial ionic charge of 0,
1, or ≥ 2, respectively.
The temperature structure of evolving H ii regions. The as-
sumption that in an H ii region the heating and the cooling rates
are in balance (as it has be done in the time-independent spher-
ically symmetric approach presented in Sect. 3.1) and the tem-
perature of the gas consequently remains constant is only valid
for a steady-state H ii region. However, in evolving H ii regions
the heating and cooling rates are in general not equal and the
variation of the thermal energy content within the considered
volume elements of the simulated gas has to be taken into ac-
count explicitly. Our simulations account for the photoionization
of hydrogen and helium as heating processes. The photoioniza-
tion heating rate (per volume) from a state l into the state u is
Γlu(m) = nl
∫ ∞
νlu
4pialu(ν)h(ν − νlu)
hν Jν(m) dν, (26)
where nl is the occupation number of the lower state l and hν0 the
ionization energy. Again we assume the nebular approximation
that all ionization processes take place from the ground state of
an ion.
The considered cooling processes are the radiative recombi-
nation of hydrogen (Hummer 1994) and helium (Hummer 1994,
Hummer & Storey 1998) as well as the radiative decay of colli-
sionally excited ions.21 Furthermore, the simulations account for
the cooling by free-free radiation (Osterbrock & Ferland 2006).
The heating and cooling rates are used to compute the change
of the thermal energy content of the gas within a grid cell m. The
temperature T (m) of the gas in a cell m is computed from the
total content of thermal energy Etherm(m) in that cell by
3
2
Npart(m)kT (m) = 32Vnpart(m)kT (m) = Etherm(m),
T (m) = 2Etherm(m)3Vnpart(m)k . (27)
Here Npart(m) is the number of gas particles (electrons, atoms and
ions) within a grid cell, npart(m) the number density of the par-
ticles and V(m) the volume of the grid cell. After each timestep
∆t, the thermal energy Enewtherm(m) is re-computed as
Enewtherm(m) = Eoldtherm(m)+(Γ(Jν(m)) − Λ (ne(m),T (m)))·V ·∆t, (28)
where
Γ (Jν(m)) =
∑
i
niΓi (Jν(m))
and
Λ (ne(m),T (m)) = Λff (ne(m),T (m)) +
∑
i
niΛi (ne(m),T (m))
are the total heating and cooling rates per volume unit. The sum-
mations are carried out over all ionization stages i, where ni are
the number densities of the ions. Γi (Jν(m)) and Λi (ne(m),T (m))
are the respective heating and cooling rate coefficients, which in
turn depend on the radiation field described by the mean inten-
sity Jν, on the electron density ne and the temperature T within
a given grid cell. Λff is the free-free cooling rate, ∆t the length of
a timestep and Eoldtherm(m) the energy content of the cell m before
the timestep. Γi and Λi already include the contributions of the
different heating and cooling processes connected to an ioniza-
tion stage i.
21 For references concerning the collisional processes in the relevant
ions, cf. Sect. 3.1.1. (The values for neutral hydrogen were obtained
from Anderson et al. 2000.)
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Computing synthetic images. Images of gaseous nebulae show
2-dimensional projections of the 3-dimensional emission pattern
of these objects. To link the results of our simulations with possi-
ble observations we create synthetic images which can be com-
pared with narrow-band images taken in the wavelength range
around diagnostically important emission lines.
The dilute gas found in H ii regions is almost transparent for
the radiation of lines in the visible or infrared part of the spec-
trum if they are either emitted during the transition to a non-
ground-level state (e.g., the lines of the Balmer series of hydro-
gen) or by a forbidden transition into a ground-level state (e.g.,
the forbidden line of O ii at 3729 A˚). If the absorption and scat-
tering terms are negligible, the intensity of the radiation at a
given wavelength is given by
Iν =
∫ sd
sc
ην(s) ds. (29)
Here ην is the emissivity of the medium and the integration over
s along the line of sight is carried out between the point sc of
the emitting volume which is the closest to the observer and the
point sd which is the most distant from the observer. We consider
the frequency-integrated intensities I and emissivities22 η of the
examined emission lines since the wavelength resolution in the
3-dimensional radiative transfer is not sufficient to resolve the
line profiles. The number of emitted photons dN per solid angle
dΩ, detector surface dA, and time dt therefore is
d3N
dΩ dA dt ≈
I
hν0
=
∫ sd
sc
η(s)
hν0
ds, (30)
for each of the considered lines, where ν0 is the frequency of the
center of the line. In our discretization scheme the integration
along the line of sight is replaced by a summation of the emis-
sivities multiplied with the lengths ∆s(m) of the ray segments
through the cells.
The small-angle approximation that the “rays” connecting
the observer and all parts of the emitting regions are parallel can
be used if the emission regions are small compared to their dis-
tance from the observer (as we assume in our simulations) . In
our case the summation is carried out along one of the coordinate
axes (cf. Fig. 2).
3.2.2. Applications of the 3d approach for the simulation of
H ii regions around hot stars
The presented 3d approach is now applied to examine various
aspects of the interaction between hot stars and inhomogeneous
H ii regions which have been sketched in the introduction of
Sect. 3 .
Comparison between homogeneous and inhomogeneous H ii
regions. First we use our procedure to simulate the interaction
of the radiation field of hot stars and the inhomogeneous H ii
regions surrounding these stars. The inhomogeneous H ii mod-
els are based on a fractal density distribution similar to the dis-
tributions that have been used to describe the interstellar gas
22 The frequency-integrated emissivity of a line within a cell is com-
puted as η(m) = 14pi dE(m)dt dV . Here dE(m) is the energy of the line emission
in the time interval dt per volume dV . The numerical values for the
emission the recombination lines of hydrogen and helium are based on
data given in Osterbrock & Ferland (2006), while the computation of
the emission of collisionally excited lines corresponds to the computa-
tion of the cooling by these lines as described in Sect. 3.1.1.
x
y
z z
y
Fig. 2. 2-dimensional projections of the calculated 3-dimensional
structures represent “synthetic images”. The synthetic images of the
strengths of emission lines are generated by integrating the emissivi-
ties along one of the coordinate axes (in the picture shown along the
x-axis).
Fig. 3. Cross-section through a region of inhomogeneously distributed
gas with a fractal density distribution (scaled to 50 hydrogen atoms per
cm−3) which is used for the 3d simulations shown in Figs. 4 to 9. The
volume has a size of (40 pc)3 and is resolved into 1013 grid cells.
by Elmegreen & Falgarone (1996) and by Wood et al. (2005).
The results are then compared with the ionization structures and
emission properties of homogeneous H ii regions with the same
mean densities, metallicities and sources of ionization.
In the inhomogeneous models, the mean number density of
hydrogen is set to 9 cm−3 for the fractal structures in the simula-
tions. Additionally, the simulated gases contains a homogeneous
fraction of 1 cm−3. The total number densities nH of hydrogen
atoms vary between 1 cm−3 (where the contribution of the frac-
tal density field is zero) and 93 cm−3. The density distribution
of the gas is furthermore characterized by the clumping factor
fcl = 〈n2H〉/〈nH〉2 of ≈ 1.75 and the standard deviation of the hy-
drogen number density (〈n2H〉 − 〈nH〉2)1/2 = 8.7 cm−3. In Fig. 3
we show the number density of hydrogen for the mid-plane of
the simulated volume, which in the presented simulations con-
tains the source or sources of ionization. As the recombination
and collisional excitation rates are proportional to the product of
the number densities of the corresponding ions and the number
density of electrons, they are approximately proportional to the
square of the hydrogen number density in the ionized volumes.
In the simulated inhomogeneous volume of gas the line emission
per volume unit of the gas thus differs by more than 3 dex for a
given temperature and number ratio of the ions. For this density
structure we perform simulations of H ii regions around 40 000 K
dwarf stars with metallicities of 0.1 Z⊙ and 1.0 Z⊙ where the rel-
ative metallicity in the gas of the H ii regions is the same as in the
stellar atmospheres and the metallicity is assumed to be constant
within the simulated volume.
The ionization fractions within the simulated volume, the to-
tal emission of some diagnostically important optical lines and
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Line Z = 0.1 Z⊙ Z = 1.0 Z⊙
Hα
N ii
6584 A˚ + 6548 A˚
O ii
3726 A˚ + 3729 A˚
O iii
5007 A˚ + 4959 A˚
Fig. 4. Synthetic images indicating the distribution of the emission line strengths of Hα, [N ii] 6584 A˚ + 6548 A˚, [O ii] 3726 A˚ + 3729 A˚, and
[O iii] 5007 A˚ + 4959 A˚ for two different values of the metallicity (0.1 Z⊙ and 1.0 Z⊙). Compared are cases where the gas is spherically symmetric
structured with a homogeneous density structure (nH = 10 cm−3) and cases where the gas is fractally structured with an inhomogeneous density
structure of the same mean density. The source of ionization is located in the center of the simulated volume ([40 pc]3) and is represented by the
respective 40 000 K dwarf star (D-40) at the same metallicity as the gas (cf. Sect. 2.2).
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Fig. 5. The synthetic images based on the fractally structured H ii regions shown in Fig. 4 reveal not only considerably different distributions of the
emission line strengths, but also of the intensity patterns compared to those of the corresponding homogeneously structured H ii regions (results of
the simulations based on 0.1 Z⊙ are presented in red and magenta, those which are based on 1.0 Z⊙ are presented in blue and cyan). The histograms
illustrate this behavior for the Hα line by showing the bin-wise integrated photon-numbers of the lines of sight on the abscissa (the intensity
range has been subdivided into 50 equidistant bins) and the relative bin-wise percentages to the total Hα flux which is obtained by adding the
contributions of those lines of sight which are associated with a specific bin on the ordinate. While for the homogeneous gas (red/blue) the photon
distribution is characterized by a pronounced peak near its maximal value – reached at the line of sight crossing the center of the H ii region –, a
broader distribution is obtained for the inhomogeneous models (magenta/cyan) – here the maximal values are approximately a factor of 4 larger
than those obtained for the homogeneous models (the lines of sight which cross the dense clumps of the gas are responsible for this behavior). The
histograms reveal further that the maximal photon-numbers of the 0.1 Z⊙ models are lower than those of the corresponding 1.0 Z⊙ models. This
behavior is due to the lower temperature levels that are obtained for gases of higher metallicities and which result in higher recombination rates
and thus in smaller ionized volumes (cf. Sect. 3.1.2).
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the maximal intensities for these lines in the synthetic images
of the simulated H ii regions are compared in Table 7 . We find
that the ratio between the number fractions of ionized hydrogen
in the homogeneous and in the inhomogeneous models is ap-
proximately 1.6, which roughly agrees with the clumping factor.
This behavior is a result of the proportionality of the recombi-
nation rates and the square of the gas density. By definition the
mean square of the hydrogen density in the inhomogeneous case
exceeds the mean square of the hydrogen density in the homoge-
neous case by the clumping factor. Consequently, a smaller num-
ber fraction of ionized hydrogen results for identical sources of
ionization. Likewise the clumping increases the neutral fraction
for the other considered elements.
Fig. 4 shows the projected images of the resulting photon
emission rates I/hν0 of the Hα line and of the collisionally ex-
cited lines of [N ii] 6584 A˚ + 6548 A˚, [O ii] 3726 A˚ + 3729 A˚
and [O iii] 5007 A˚ + 4959 A˚.
In the homogeneous case the density of the electrons and
hydrogen ions varies only marginally over most of the ionized
volume. The emission of the Hα line, which in the temperature
range found in typical H ii regions is primarily a recombination
line, consequently shows little structure apart from a decrease
from the center to the border of the Strömgren sphere, which is
a geometrical effect – the length of a path through a sphere de-
creases for larger impact parameters with respect to the source.
By contrast, N ii and O ii primarily exist within the outer regions
of the hydrogen Strömgren sphere. In the projected image of the
line emission, this leads to a ring-like distribution of the pro-
jected emission line strengths. Fig. 4 shows that for the inhomo-
geneous density structures the emission is more peaked around
those lines of sight that intersect the density maxima (“clumps”).
How regions with different intensities in Fig. 4 contribute to
the total flux is shown in the histograms of Fig. 5, using the Hα
line emission as an example. The histogram covers the range for
the values of I/hν0 which appear in our synthetic images with
50 equidistant bins from 0 to 9 · 108 photons s−1 sr−1 cm−2. For
each bin we add up the percentages to the total fluxes for all
pixels where the intensities are within the corresponding inter-
vals. In the homogeneous models the highest Hα intensities are
reached for the lines of sight around the center of the ionized
volume, while for the inhomogeneous models there is a broader
distribution of the intensities. The histogram shows that for the
inhomogeneous models the largest intensities exceed the largest
intensities for the homogeneous case by a factor of about 4 to 5.
Similar factors occur also for the maximal intensities of the con-
sidered collisionally excited lines as Table 7 shows. Moreover,
the contribution of high intensities for 1.0 Z⊙ is larger than for
0.1 Z⊙ in the homogeneous and in the inhomogeneous case. The
reason is that the recombination coefficient is larger and the ion-
ized volume smaller due to the lower temperatures for the larger
metallicity (cf. Sect. 3.1.2), which leads to a reduced ionized
volume. The total Hα emission is however nearly proportional
to the number of ionization processes of hydrogen, which are
almost the same in both models. As the same emission occurs
in a smaller volume, larger intensities result. (The small differ-
ences between the hydrogen ionizing fluxes of the D-40 models
at 0.1 Z⊙ and 1.0 Z⊙ are of minor importance.)
Temporal behavior of the ionization and temperature structure
in model H ii regions We next investigate the time-dependence
of the ionization and the temperature structure of the gas during
the expansion of H ii regions into previously neutral interstel-
lar gas with a fractal density structure. These simulations have
been performed for the 40 000 K dwarf stars with metallicities of
0.1 Z⊙ and 1.0 Z⊙ (the metallicities within the gas of the H ii re-
gions match the metallicities in the stellar atmospheres). In these
simulations the total mass density of the gas in each cell is as-
sumed to remain constant.23
The results are presented in Figs. 6 and 7 . In both cases the
temperature increases quickly during the ionization process of
previously neutral gas crossed by the ionization front. The heat-
ing rate is proportional to the number of ionization processes
for a given ionizing spectrum. Therefore the heating rate is in-
creased until the gas is ionized to a large extent, such that it be-
comes optically thin for the ionizing radiation. Unlike the heat-
ing rates, the relevant cooling rates are approximately propor-
tional to the square of the electron density, i.e., they continuously
increase during the ionization process. Consequently the cooling
rates reach their maximum later than the heating rates and the
rise of the temperature of the gas during the ionization process
is followed by a decrease until the equilibrium temperature is
reached. In the inner parts of the ionized region where the ioniza-
tion timescale and consequently the heating timescale are con-
siderably shorter than the recombination and cooling timescale,
the temperature maximum reached depends on the ionizing SED
rather than on the metallicity-dependent efficiency of the cooling
within the gas. The “overshooting” effect of the temperature is
more pronounced for the simulation of the H ii region with solar
abundance presented in Fig. 7 than for the metal-poor region in
Fig. 6 because of the lower equilibrium temperature for the larger
metallicity. When the ionized volume is close to its equilibrium
value and the outer parts of the equilibrium Strömgren volume
are ionized, the ionization process is slower than for the inner
regions of the H ii region due to the more dilute radiation field
and the timescale for the heating process becomes comparable
to the cooling timescale. As a result, the value of the “tempera-
ture peak” relative to the equilibrium value is lower than in the
inner regions of the H ii region.
The overshooting of the temperatures affects the emission
spectrum of the expanding nebula such that the intensities of col-
lisionally excited lines like the optical [O ii] and [O iii] lines de-
crease when the gas cools down. The effect is more pronounced
for the gas with 1.0 Z⊙ (Fig. 7) than for the gas with 0.1 Z⊙
(Fig. 6) as it is the case for the overshooting of the temperature.
A comparison of the temperature and the density of the ion-
ized gas in the first two rows of Fig. 7 shows that the cooling pro-
cess is faster for denser gas. For given temperature and ionization
fractions, the energy content rises linearly with the density of the
gas. On the contrary, the cooling rates are approximately propor-
tional to the square of the density and the cooling timescale is
therefore roughly proportional to the inverse of the gas density.
Simulations of interstellar gas irradiated by clusters of hot
stars. Finally, we want to see how these results change if we
replace the single star in the previous models by a small cluster
of stars and study the effects of a different spatial distribution of
the stellar sources. The aim of this comparison is to get a rough
idea of how the spatial distribution influences the total nebular
emission, and we therefore simply use single stars as ionizing
23 In our simulations we do not consider the advection of matter, i.e., we
neglect velocity fields in the H ii regions. Furthermore we assume that
the sources are created instantaneously, i.e., we do not account for stel-
lar evolution. While stellar evolution processes are obviously not neg-
ligible for actual H ii regions, the simulations using this approximation
nevertheless show the general behavior of gas crossed by an ionization
front.
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t = 500 yr t = 2 000 yr t = 10 000 yr t = 50 000 yr t = 200 000 yr
T
in units of 25 kK
n(H ii)
in units of 5 · 101 cm−3
n(O ii)
in units of 3 · 10−4 cm−3
n(O iii)
in units of 3 · 10−4 cm−3
n(H ii)/n(H)
n(O ii)/n(O)
n(O iii)/n(O)
[O ii] 3726 A˚ + 3729 A˚
in 5 · 107 photons s−1 sr−1 cm−2
[O iii] 5007 A˚ + 4959 A˚
in 5 · 108 photons s−1 sr−1 cm−2
Fig. 6. Temporal evolution of an H ii region expanding in a volume of (40 pc)3 filled with inhomogeneously distributed (initially neutral) gas.
The top seven rows show cross-sections through the center of the volume and display the temperature and the absolute as well as relative number
densities of the ions H ii, O ii, and O iii. The lower two rows show synthetic images of the line intensities of [O ii] 3726 A˚ + 3729 A˚, and [O iii]
5007 A˚ + 4959 A˚. In these models, both the central ionizing star (a 40 000 K dwarf) and the gas have a metallicity of 0.1 Z⊙.
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t = 500 yr t = 2 000 yr t = 10 000 yr t = 50 000 yr t = 200 000 yr
T
in units of 20 kK
n(H ii)
in units of 5 · 101 cm−3
n(O ii)
in units of 2 · 10−2 cm−3
n(O iii)
in units of 2 · 10−2 cm−3
n(H ii)/n(H)
n(O ii)/n(O)
n(O iii)/n(O)
[O ii] 3726 A˚ + 3729 A˚
in 2 · 108 photons s−1 sr−1 cm−2
[O iii] 5007 A˚ + 4959 A˚
in 5 · 108 photons s−1 sr−1 cm−2
Fig. 7. As Fig. 6, but a solar metallicity is assumed for both the gas of the H ii region and the ionizing source.
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t = 500 yr t = 2 000 yr t = 10 000 yr t = 50 000 yr t = 200 000 yr
T
in units of 15 kK
n(H ii)
in units of 50 cm−3
n(O ii)
in units of 2 · 10−2 cm−3
n(O iii)
in units of 2 · 10−2 cm−3
n(H ii)/n(H)
n(O ii)/n(O)
n(O iii)/n(O)
[O ii] 3726 A˚ + 3729 A˚
in 2 · 108 photons s−1 sr−1 cm−2
[O iii] 5007 A˚ + 4959 A˚
in 5 · 108 photons s−1 sr−1 cm−2
Fig. 8. As Fig. 7, but instead of a single 40 000 K dwarf star, two of the 35 000 K dwarf model stars and three of the 30 000 K model dwarf model
stars (1.0 Z⊙) are located in the center of the simulated volume. The total H-ionizing flux is 89% of flux of the 40 000 K with solar metallicity,
resulting in a similar ionized volume, but due to the softer ionizing spectrum the fraction of singly ionized oxygen is larger than in the simulation
with the 40 000 K star.
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t = 500 yr t = 2 000 yr t = 10 000 yr t = 50 000 yr t = 200 000 yr
T
in units of 15 kK
n(H ii)
in units of 50 cm−3
n(O ii)
in units of 2 · 10−2 cm−3
n(O iii)
in units of 2 · 10−2 cm−3
n(H ii)/n(H)
n(O ii)/n(O)
n(O iii)/n(O)
[O ii] 3726 A˚ + 3729 A˚
in 108 photons s−1 sr−1 cm−2
[O iii] 5007 A˚ + 4959 A˚
in 5 · 107 photons s−1 sr−1 cm−2
Fig. 9. As Fig. 8, but here the distances between the ionizing stars are similar to the extent of the H ii regions. The images show the expansion and
the partial merging of the ionized volumes around these stars. The hotter (35 000 K) stars are recognized by the high temperature regions of the
gas and those regions where O iii is the dominant ionization stage of oxygen.
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Table 7. Comparison of ionization structures and emission properties of the homogeneous and inhomogeneous H ii regions shown in Fig. 4. In
addition to the integrated ionization fractions of important elements we present the total luminosities of several observationally important lines
and give for each of these lines the maximal intensity reached along the lines of sight.
0.1 Z⊙ 1.0 Z⊙
homogeneous fractal homogeneous fractal
integrated ionization fractions in %
I II III IV I II III IV I II III IV I II III IV
H 73.6 26.4 83.4 16.6 86.6 13.4 91.4 8.6
He 72.1 27.9 0.0 82.1 17.9 0.0 86.2 13.8 0.0 91.3 8.7 0.0
C 0.0 80.9 18.7 0.3 0.0 88.6 11.1 0.3 0.0 91.4 8.6 0.0 0.0 94.9 5.1 0.0
N 71.7 7.1 20.9 0.3 81.5 5.9 12.4 0.2 85.8 4.8 9.4 0.0 90.6 3.9 5.6 0.0
O 71.3 7.0 21.8 0.0 81.1 5.9 13.0 0.0 85.7 6.8 7.5 0.0 90.5 5.0 4.5 0.0
Ne 71.1 9.0 19.9 0.0 80.9 7.2 11.9 0.0 85.7 9.3 5.0 0.0 90.6 6.3 3.1 0.0
S 0.0 75.2 16.9 7.9 0.0 85.1 9.8 5.1 0.0 87.7 10.9 1.3 0.0 92.6 6.5 0.9
total line emission in units of 1037 erg s−1
Hα 1.71 1.71 1.80 1.80
[N ii] 6584 A˚ + 6548 A˚ 0.10 0.11 0.26 0.32
[O ii] 3726 A˚ + 3729 A˚ 0.37 0.40 0.56 0.62
[O iii] 5007 A˚ + 4959 A˚ 1.98 1.84 0.82 0.74
maximal line strength in units of 108 photons s−1 sr−1 cm−2
Hα 0.88 3.95 1.88 8.61
[N ii] 6584 A˚ + 6548 A˚ 0.04 0.26 0.19 1.54
[O ii] 3726 A˚ + 3729 A˚ 0.09 0.55 0.25 1.72
[O iii] 5007 A˚ + 4959 A˚ 0.91 4.07 0.42 2.18
sources, and do not attempt to model a cluster SED via popula-
tion synthesis.
We first assume that these stars are in close proximity to each
other (which we realize by placing them in the same grid cell)
and are formed instantaneously at the same time. For the com-
position of the cluster we assume three 30 000 K stars and two
35 000 K stars (models D-30 and D-35), which together have ap-
proximately the same (i.e., 89%) of the hydrogen-ionizing pho-
ton flux as a single of our 40 000 K dwarf star at solar metal-
licity, although the total luminosity of the cluster exceeds that
of the 40 000 K model star by a factor of 2.8. We assume solar
metallicity for both stars and gas.
The softer SED of the ionizing radiation of the cluster re-
sults in a considerably smaller fraction of N iii, O iii, Ne iii and
S iv as a comparison of Tables 7 and 8 shows, although the simi-
lar hydrogen-ionizing fluxes (and the identical metallicity which
results in comparable temperatures and consequently recombi-
nation rates) lead to almost identical hydrogen Strömgren volu-
mina. In the temporal evolution there is an overshooting of the
temperature of the gas passed by the ionization fronts like in our
simulations containing single stars. The evolution of the ionized
gas around this cluster is shown in Fig. 8.
The results for the ionization fractions and also the line emis-
sion do not change significantly (i.e., by less than 15%) if the
distances between the stars are increased even up to the typical
sizes of the Strömgren spheres, such that no single H ii region
is formed, but the ionized volumes around the stars merge only
partially (see Fig. 9).
As is expected from the different SEDs, the ionization struc-
ture of oxygen around the different types of stellar sources
varies significantly among the single H ii regions. In the regions
around the 35 000 K stars O ii is the most abundant ionization
stage of oxygen up to approximately half the distance between
the sources and the border of the hydrogen Strömgren volume.
Around the 30 000 K stars, the volumes in which O iii is more
abundant than O ii are too small to be spatially resolved within
our simulation, This is in agreement with the ionizing fluxes pre-
sented in Table 4 and the results of the spherically symmetric H ii
region models in Sect. 3.1.2.
Spectroscopic signature of H ii regions around very massive
stars. The direct detection of very massive stars (cf. Sect. 2.2)
is problematic procedure for two reasons. First, they are rare ob-
jects such that even the closest of these object are likely to exist
only on extragalactic distance scales. Second, their occurrence
is correlated with massive stellar clusters where they might form
by stellar mergers (cf. Pauldrach et al. 2012), such that observa-
tions of distant objects are likely to suffer from crowding effects.
In this section we therefore examine the possibility of identify-
ing VMS by means of the emission spectrum of the surround-
ing H ii regions. We simulate H ii regions around the 45 000 K
and 65 000 K stars with M∗ = 3000 M⊙, which represent the
stars with the highest masses in our VMS grid, and the 40 000 K
and 50 000 K stars with M∗ = 150 M⊙, which are close to the
currently known upper mass limit of O stars. The luminosity
has been chosen to correspond to a stellar content of 3000 M⊙,
i.e., we simulate single 3000 M⊙ stars and “clusters” of twenty
150 M⊙ stars. The size of the simulation volume is (400 pc)3. In
the simulations all stars are located in the center this volume. In
Fig. A.11 we show the emission line intensities for [O ii] 3726 A˚
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Table 8. Comparison of H ii regions ionized by clusters with the same
stellar content (two 35 000 K and three 30 000 K stars with solar metal-
licity), but different spatial distributions of the stars. In the first case, the
distances between the stars are small when compared to the size of the
Strömgren sphere. In the second case, the distances between the sources
are similar to the diameters of the ionized volumes.
dense cluster sparse cluster
integrated ionization fractions in %
I II III IV I II III IV
H 91.5 8.5 90.0 10.0
He 95.9 4.1 0.0 95.1 4.9 0.0
C 0.0 97.9 2.1 0.0 0.0 97.9 2.3 0.0
N 90.9 7.0 2.1 0.0 89.1 8.6 2.3 0.0
O 90.9 8.1 1.0 0.0 89.2 9.7 1.1 0.0
Ne 91.4 8.4 0.1 0.0 90.2 9.7 0.1 0.0
S 0.0 93.7 6.2 0.1 0.0 93.4 6.4 0.1
total line emission in 1037 erg s−1
Hα 1.80 1.80
[N ii] 0.42 0.44
[O ii] 0.52 0.54
[O iii] 0.06 0.07
max. line strength in 108 photons s−1 sr−1 cm−2
Hα 8.49 7.92
[N ii] 1.66 1.30
[O ii] 1.19 1.00
[O iii] 0.43 0.49
+ 3729 A˚, [O iii] 5007 A˚ + 4959 A˚, [O iii] 88.3 µm, and [O iv]
25.9 µm.
The volume containing singly ionized helium is consider-
ably smaller than the hydrogen Strömgren volume around the
3000 M⊙ model star with Teff = 45 000 K and solar metallicity,
because of the strong absorption within the stellar wind of this
object (see Sect. 2.2). Outside the He i/He ii Strömgren sphere no
ionization stage of oxygen above O ii is reached. Consequently
the [O ii] 3726 A˚ + 3729 A˚ line emission exceeds the emission
of the [O iii] 5007 A˚ + 4959 A˚ lines, which is is not the case for
the other dwarf or supergiant models with T ≥ 40 000 K. Both
O ii and O iii exist in the part of the ionized volume where the
predominant ionization stage of helium is He ii, but the fraction
of O iii increases for higher effective temperatures of the ionizing
stars. The O iv emission line at 25.9 µm and the He ii recombina-
tion line at λ = 4696 A˚ are emitted by regions where helium is
ionized to He iii, i.e., around objects with large effective temper-
atures such as the 65 000 K model VMS. The latter lines have
been detected in starburst galaxies (Lutz et al. 1998). Here hot
(T > 50 000 K) very massive stars created by mergers in dense
clusters may provide a complementary explanation to shocks
(Lutz et al. 1998) or the photoionization by Wolf-Rayet stars
(Schaerer & Stasin´ska 1999). The O iv line is however strongly
metallicity-dependent as for lower metallicity there is a smaller
number of potential emitters and the collisional excitation rate
coefficient is reduced for larger temperatures of the metal-poor
gas (cf. Sect. 3.1.2). Therefore the emission of the [O iv] by gas
around very hot and very massive stars is more likely to be ob-
served in an already chemically enriched environment.
4. Summary and conclusions
In this work we have presented state-of-the-art spectral energy
distributions of hot, massive stars as a contribution to the study
of the line emission from the ionized gas around stars and stel-
lar clusters. Such H ii regions are essential tracers for the state
and evolution of galaxies because they are closely connected to
star formation processes and their emission line spectra provide
information about the chemical composition, the structure, and
the dynamics of the interstellar gas in galaxies, but their spec-
tra depend to a large extent on the SEDs of the ionizing stellar
sources.
Our stellar model grid comprises O-type dwarf and super-
giant stars with temperatures from 30 000 K to 55 000 K and
metallicities between 0.1 Z⊙ and 2.0 Z⊙, representing the metal-
licity range of star-forming regions in the present-day universe.
A comparison of the ionizing fluxes for different metallicities
shows that even for the same effective temperature there are con-
siderable differences (up to several orders of magnitude) in the
emission rates of photons in the energy ranges required to pro-
duce key ionic species (such as O iii or Ne iii, which have impor-
tant diagnostic lines). In most cases the fluxes in these energy
ranges decrease with increasing stellar metallicities due to the
enhanced line blocking in the atmospheres of the stars.
Additionally, we have computed the ionizing fluxes of very
massive stars that possibly form through collisional mergers in
dense massive clusters and may considerably exceed the mass
limit of O-type stars forming directly from molecular gas clouds.
For these objects we have considered masses from 150 M⊙ to
3000 M⊙ and temperatures from 40 000 K to 65 000 K.
We have used the SEDs in spherically symmetric photoion-
ization models to gauge the effect of stellar and gas metallic-
ity on the ionization structure of the H ii regions. As expected
from a direct assessment of the SEDs, for a given stellar effec-
tive temperature the integrated number fractions of the different
ionization stages of the metals in the gas strongly depend on the
metallicity-dependent SEDs for those species whose ionization
energies lie above the ionization edge of He i. Even at the same
metallicity and temperature, the results differ significantly be-
tween dwarfs and supergiants due to the influence of the much
stronger stellar winds of supergiants on the SEDs.
To judge the effects of an inhomogeneous distribution of the
gas on the nebular line emission we have used our 3d radiative
transfer code, augmented to account for the metals C, N, O, Ne,
and S, to compute integrated line-of-sight intensities and syn-
thetic narrowband images. Although an inhomogeneous density
structure leads to higher peaks in the distribution of the observ-
able line intensities for a given mean density of the gas, we find
no relative changes above 20% in the total emission per line.
With regard to the temporal evolution of the ionization and
temperature structure of the H ii regions we find an overshooting
of the gas temperatures significantly above the equilibrium value
during the transition of the gas from initially neutral to ionized.
However, due to the short timescales, and the fact that in reality
the ionizing sources themselves evolve, this is unlikely to be of
practical significance for the analysis of H ii regions with current
models.
Finally, we have studied the effects of clustering of stars in
two limiting cases, a dense cluster where the distances between
the stars become irrelevant compared to the extent of the (com-
bined) H ii region, and a loose association where the distances
between the stars are of the same order as the Strömgren radii,
so that the individual H ii regions only partly overlap. We find
that the differences between the two models in the number frac-
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tions of the ionization stages and the total emission rates per
line remain moderate – the total emitted fluxes of the considered
emission lines differ by less than 10%.
Although spherically symmetric modeling of H ii regions is
still an important tool for determining the global properties of
the ionized gas and for performing systematic examination of
large sets of different input parameters, three-dimensional ra-
diative transfer models accounting for inhomogeneous density
structures, several sources of ionization, and a time-dependent
evolution of the ionized medium are able to provide additional
information for studying H ii regions in more detail. A compari-
son of the results from these models with narrow-band or spec-
trally resolved observations allows obtaining detailed informa-
tion about the internal structure of H ii regions and its relation to
the ionizing stars.
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Appendix A: Figures and model data
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Fig. A.1. Spectra of the “dwarf models” for Teff = 30 000 K (left column), Teff = 35 000 K (intermediate column), and Teff = 40 000 K (right
column) and different metallicities (0.1, 0.4, 1.0 and 2.0 times the solar metallicity – the metallicity is increasing from the upper to the lower
end of each column) – shown are the computed spectra and the corresponding continua (Eddington flux Hν in erg/cm2/s/Hz versus the inverse
wavelength in Rydberg). The data can be copied from .24
24 The four columns in the data file contain from left to right the wavelength in Angstroms (A˚), the Eddington flux Hν in erg/cm2/s/Hz, the
continuum flux in the same units, and the normalized spectrum which is obtained by dividing the second column by third column. The flux has
been normalized to correspond to the effective temperature at the photospheric radius. Note that the data may be available only on the astro-ph
version of this paper – cf. ArXiv e-prints.
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Fig. A.2. Same as Fig. A.1 but for Teff = 45 000 K, Teff = 50 000 K, and Teff = 55 000 K. The data can be copied from .
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Fig. A.3. Same as Fig. A.1 but for “supergiant models” with Teff = 30 000 K, Teff = 35 000 K, and Teff = 40 000 K. The data can be copied from
.
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Fig. A.4. Same as Fig. A.1 but for “supergiant models” with Teff = 45 000 K and Teff = 50 000 K. The data can be copied from
.
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Fig. A.5. Same as Fig. A.1 but for “VMS models” in the mass range between 150 M⊙ and 600 M⊙. The data can be copied from
.
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Fig. A.6. Same as Fig. A.1 but for “VMS models” in the mass range between 1000 M⊙ and 3000 M⊙. The data can be copied from
.
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Fig. A.7. Ionization structures of hydrogen, helium, oxygen and sulfur of H ii regions around dwarf stars of effective temperatures of 30 000 K,
40 000 K, and 50 000 K at certain values of metallicity (a homogeneous gas with a hydrogen particle density of 10 cm−3 and the same chemical
composition as the central star is assumed). As the number of hydrogen-ionizing photons varies only slightly for stars with the same effective
temperature and luminosity class (cf. Table 4), the larger hydrogen Strömgren radii obtained for lower metallicities are primarily caused by the
larger temperatures of the gas which in turn are caused mainly by the direct influence of the lower metallicities of the gas (see Fig.A.9).
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Fig. A.8. As Fig. A.7, but using supergiants as ionizing sources.
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Fig. A.9. Temperature structures of H ii regions around dwarf stars and supergiants of effective temperatures of 30 000 K, 40 000 K, and 50 000 K
at certain values of metallicity (using the same physical conditions for the gas as in Fig. A.7). The influence of the metallicity on the temperature of
the gas is primarily based on the reduced number of metal particles that contribute to the cooling of the gas – metal-poorer H ii regions are therefore
characterized by considerably higher temperatures than H ii regions with larger metal abundances –, but it is also based on the harder ionization
spectra obtained for metal-poorer stars (see Figs. A.1–A.4) – this results in a larger energy input by photoionization heating and therefore the
temperature of the gas rises with decreasing metallicity of the irradiating stars (see also Fig. A.10).
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Fig. A.10. Comparison of the ionization structures of H, He, O, and S, and the temperature structure of H ii regions for cases where the chemical
composition of the gas is not the same as that of the irradiating star (for the gas a hydrogen particle density of 10 cm−3 and solar metallicity is
assumed, whereas for the stars a 40 000 K dwarf model with metallicity from 0.1 Z⊙ to 2.0 Z⊙ is used). In this way the influence of the metallicity-
dependent ionizing spectra on the physical behavior of the gas can be investigated independently of the influence of the metallicity of the gas. As
the stellar spectra differ for different metallicities especially in the energy range above the ionization edge of He i, the differences obtained for
the ionization structures of O and S are more pronounced than those of H and He. And these differences lead to enhanced ionization fractions of
O ii and S iii for the spectra of low-metallicity stars, because the spectra of these stars are “harder” than those of high-metallicity stars of the same
effective temperature (see Figs. A.1–A.4). As a consequence of this behavior the temperature of the gas increases also, but this effect is smaller
than in the case where the metallicity of the gas is the same as that of the star (cf. Fig. A.9).
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Fig. A.11. Synthetic images showing the intensities of important emission lines connected to various ionization stages of oxygen around very
massive stars with metallicities of 0.05 Z⊙ and 1.0 Z⊙. Concerning the optical emission lines, the lower abundances of metal ions are partly com-
pensated by the higher temperatures and the therefore higher rate coefficients for collisional excitation. The values are shown using a logarithmic
color scale as the emission line strengths vary strongly between the different models.
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