ABSTRACT Convolutional neural network (CNN) depicts the transformation of the input image through a series of convolutions and other non-linear phases for recognition and classification purposes. This method has gained popularity for its significant contributions to computer vision applications and the improvement of the state-of-the-art. With CNNs, the softmax loss is used as the traditional loss function. This loss function allows deep features of distinct classes to be separated and promote the effective training of deep neural networks. An improvement on CNNs' discriminative power for face recognition was recently reported, where softmax and center loss were jointly used as supervisory a loss signal. In this paper, it is shown that such a supervisory loss function is not optimal in human activity recognition, and hence a new likelihood regularization term aimed at improving the feature discriminative power of the CNN models. This regularization term is modeled from Bayesian distribution for the posterior estimation of class probability density. The regularization term is shown to improve different class discrimination, and it is capable of maximizing the distance between different classes and minimizing distances within the same class in human activity recognition. The results obtained on the KTH and Weizmann datasets were encouraging.
I. INTRODUCTION
Deep learning model are built to mimic the functionality of layers of neurons found in the neocortex, a part of the brain where higher-order function such as sensory perception and all other cognitive processes are coordinated. Hence, deep learning models have become a subset of artificial neural networks for learning and recognizing digital image and high level representation. While there are different variants of the deep learning model, the choice of such variant depends on the task to be implemented and areas of interest [1] - [4] . This work will focus on CNNs and how to their discriminative power can be improved for human activity recognition and classification. Convolutional Neural Networks have made significant achievements in the computer vision community. One of such achievements is its ability to enhance and contribute to feature discrimination, learning for effective recognition, and classification problems [5] - [9] . Scene understanding [10] , [11] , and object detection and recognition [12] - [16] are other areas CNNs have demonstrated incredible performance CNNs have become architecture of choice because they are well suited for the classification of images and other objects under complex situations. Firstly, adopting this architecture enables quick and effective training of learning model, providing opportunity to learn directly from the images without hand-crafted feature manipulation. Secondly, it provides the ability for deeply training several layers that may be present, making it suitable for end-to-end learning framework. Such deep training also promotes better classification of images and learning hidden pattern present in the dataset. Convolutional Neural Networks have been successful in processing image data or any other data format kind that has a grid-like topology. A conventional overview of the CNN architecture is shown in Figure 1 . It depicts a transformation of the input image through series of convolutions, non-linear activation, and pooling and fully connected layers to get an output label or a probability function that best describe the label of the desired image. The last layer is fully connected to the previous layer, the features obtained are flattened into a onedimensional vector. The output uses this one-dimensional vector to formulate inferences about the likelihood score of various class label at the network output.
The transformation of the input images through layers of convolution and pooling has enabled discriminant features to be extracted; however, high-level reasoning around such extracted features is needed to achieve accurate recognition [17] - [20] . This high-level reasoning is made possible in the fully connected layers with the help of the softmax activation and softmax cross-entropy loss function. These two functions enable probabilistic interpretation of the model ability to learn from the entire datasets. Due to the structural complexity of human action, deeply learned features are highly required to possess separable and discriminative power. Such discriminative power allows effective class distinction, generalization to unseen data, and also to improve quick convergence of learning model. It is desirous for human activity recognition(HAR) model to seek compact withinclass variation and a separable between-class difference. Such goals are only realizable with powerful discriminative feature. In conventional CNNs, the softmax loss which is the most prominently known constituent of logit layer is known for its primary role of aiding the separability of features. In [20] , the performance of the softmax was reported to lack sufficient discriminative power, prompting the authors to introduce the concept of a joint supervisory loss function. Discriminative learning in CNNs can become very difficult because the optimization process in CNNs is often done with stochastic gradient descent (SGD). SGD does its optimization processes with mini-batch evaluation. This optimization process suffers from poor global distribution of deep features. This challenge introduces a non-trivial process of obtaining a true and efficient loss function in CNNs. The contrastive loss [21] and triplet loss [22] used in the field image recognition attempted to circumvent this shortcoming by adopting loss functions which use image pairs and triplets. Attempting to use all input images for training purposes is a major disadvantage of these two processes. Other disadvantages with the use of both contrastive and triplet loss are that they grow exponentially in dimension, converge slowly towards optimum parameters and convey a huge computational burden to the learning system.
In [20] , a novel loss function called center loss was introduced to efficiently improve the discriminative influence of features coming from a deeply learned convolutional neural networks. This method will first learn a center for each class present in the training set, and then penalize the difference between the deep features and their corresponding class centers. During model training, the model attempts to minimize the distance between the deep features and their class centers, while equally providing update for the class center. This center loss in conjunction with the popular softmax loss helps to supervise learning and training of CNNs. The hyperparameter introduced is used in fine-tuning the two supervision signals. The responsibility of keeping deep features of different class apart is handled by the softmax loss, while the center loss function maintains intra-class compactness. The center loss achieves this through its center pulling property of deep feature from same class. With this dual combination of loss functions, the proposed joint supervisory model was able to achieve a record state-of-the-art in face recognition [20] . Although this method has been widely adopted and modified for face recognition, we have taken this idea further into the human activity recognition domain. To the best of our knowledge, no such discussion exits in this domain. The experimental works on supervisory loss conducted on human activities show that this method performed poorly in creating powerful discriminative deep learning features for efficient HAR. This is partly due to challenges and complexities inherent in body pose structures that are found in actions performed by humans.
Therefore, to improve the functionality of center loss in the joint suprevisory learning in [20] greater in accurate recognition of human actions, we have introduced a new regularization term to the supervisory loss function called likelihood prior probability.
II. CONVOLUTIONAL NEURAL NETWORK OPTIMIZATION
The outstanding ability of the softmax function to present the layers output in form of a probability distribution contributes to CNNs' learning ability. It is often used as the last layer for most deep neural networks. This process creates visual and metric score calculation that are needed in evaluating the reliability of the learning model. Therefore, obtaining the loss at the end of any deep neural networks helps to calculate the gradient, and propagating such gradient backward to the previous layer ensures model optimization [1] , [23] - [25] . In this section, we elaborate our discussion on loss function and their useful learning achieved through backpropagation of errors.
A. LOSS FUNCTION
Backpropagation has been around for a long time; it is a fundamental process known for learning, fine-tuning and optimizing neural networks in artificial intelligence and machine learning. The underlying principle of a function approximator like the neural network is to propagate data through different layers of the networks until the last layer has been reached. The last layer is called the output where network predictions are evaluated. In computing the neural network efficiency, a cost function metric is defined. The cost function E as depicted in (1) is the discrepancy between the targeted class t T and the output label prediction O l T of the function approximator.
The primary aim of the training process is to make this cost function as low as possible. To achieve this, the gradient of the cost function will be computed by a repetitive application of the chain rule. The method of recursively expressing the gradient of the error or cost function such that a global minimal is reached is called the gradient descent method of optimization. The output error derivative is calculated with respect to every weight represented in the network, and the iterative traversing of this error back to a convex optimization algorithm using the chain rule is popularly known as backpropagation. With this optimization method, neural network can improve their prediction metric due to neurons weight adjustment achieved through back propagation. The two major update attributes expressed by back propagation in CNNs are the weight and deltas (error difference). These are core factors in neural network. Their mathematical formulation can be expressed as follows 1) We assume that l will represent the l th layer, l = 1 is the first layer and l = L represent the last layer. 2) Let x, i × j, and H × W be the input, iterator and its dimension.
3) The filter w is of size R 1 × R 2 and has an iterator m × n. 4) Let w l m,n be the weighted vector connecting the neurons in layer l to the layer l − 1. 5) Let the bias at layer l be b l 6) The convolved input vector at layer l given as x l i,j plus a bias is given as
8) The activation function is F(.), and the activation of the convolved input is represented as F(x l i,j ). A computation to deduce the gradient which interprets the degree of change of a single pixel w m ,n between the weighted kernel and the error function is given as
If we convolve the input feature map of size H × W with a kernel weight of size R 1 × R 2 , an output feature map of size (H −R 1 +1)×(W −R 2 +1) is realized. Exploring the gradient of each individual weight can be achieved by the application of chain rule given in (4) through (7)
Recall that from (2) that, when this part is further expanded, x l i,j is given as
Expanding and further expressing the partial derivatives in (5) will amount in zero values for all components excepts for those where m = m and, (6) Substituting (6) in (4), we obtain the following:
The double aggregate as seen in (7) stems from the weight sharing process in the network, as the same weight kernel is convolved across all local receptive fields in the input feature map. This summations depicts the pooling of each and every gradients δ l i,j originating from the output layer l. The derivation of the gradient in relative to the filter maps can also be deduced as a transformation phase, (i.e cross-correlation to convolution), apparent in the flipping of the delta matrix represented in the right hand side of (7) computed from the error change or loss function E with respect to the pixel changes x l i ,j in the input feature map can also be derived using chain rule from the following equation:
The input pixels x l i ,j influencing the output region can transverse from the top left corner of the input. The effect of the input pixels x l i ,j on the output region can transverse from the VOLUME 7, 2019 top left corner (i − R 1 + 1, j − R 2 + 1) to the bottom right corner (i , j ) of the output region.
V in (9) denotes the output area being influenced by the single pixel x l i ,j from the input feature map. An explicit representation of this is given in (10) and (11)
The region V is defined by a height range of i − 0 through i − (R 1 − 1) and width of j − 0 through j − (R 2 − 1). The duo as analyzed can further be represented in the summation as i − m and j − n with m and n as the iterators of range 0 ≤ m ≤ R 1 − 1 and 0 ≤ n ≤ R 2 − 1 respectively.
Recall that from (11) we will have
and an expansion of this formulae results in (12) and (13) below:
If we follow through (11) and taking the partial derivatives of all its associated components will invariable set each of them to have zero value, with the exception of components m = m and n = n. Therefore, with these components, we can equate f (x l i−m+m ,i−n+n ) to become f (x l i ,j ), while w l+1 m ,n becomes (w l+1 m,n ). We will then obtain
Conversely, replacing (11) with (15) will give:
The flipped kernel function in the backpropagation mode is the expression of convolution as flipped kernel crosscorrelation. This is seen in (17) .
B. JOINT SUPERVISORY LOSS
The supervision of deep neural network under softmax loss accounts for a separable feature for HAR classification, however these features are not discriminative enough to cause a large inter-class variation. Based on this reason, authors in [20] proposed center loss function that will improve deep feature discriminative ability in neural networks. In [20] , the authors demonstrated the key concept behind center loss. The intra-class distance minimization associated with the center loss is a fundamental and unique property that can improve classification process. A state-of-the-art result was recorded with the face dataset. However as seen in Figure 3 , similar results were not realizable with human activity recognition. The center loss function is given in (18) (19) is combined with center loss as described in [20] for training deep neural networks. A combination of both loss function is shown in (20) . Where W j ∈ R d denotes the jth column of the weights present in the terminal layer and b ∈ R n represents the bias term. The symbol n represents the number of classes in the training data.
The oveall loss for the deep neural network is denoted by L, while the softmax and center loss are denoted by L s and L c respectively. λ is a scalar for fine-tuning the two loss functions.
III. OUR PROPOSED METHOD
While center loss continues to be popular and widely significant in face recognition and other visual classification, its poor class discriminative performance as seen in Figure 3 exposes this methods inadequacy to handle complexities posed by human body structure. A fundamental weakness associated with center loss method is its poor discriminative power between features of different class in HAR. Good and effective discriminative features should have high intra-class compactness and inter-class separability [18] , [26] - [29] . Considering the foregoing, our proposed approach is to introduce a likelihood regularization term that will allow model parameters to effectively learn processes that improves on achieving both intra-class compactness and inter-class separability in HAR. In this method, we intuitively mined the domain knowledge presented by the joint probability distribution theory. This concept will further elucidate the relationship between posterior probabilty of extracted deeply learned features belonging to a given set of class and conventional joint supervisory method for improving discriminative power of deeply learned features.
Consider (18), (19) and (20) which represent the euclidean distance between the deeply learned features and their respective class centriod (center loss), softmax loss and the joint supervision of softmax and center loss respectively. A simplification of (20) by representing the softmax, center loss with L s and L c respectively is shown in (21) . From (21), we can infer that the center loss acts as a regularization term to the softmax loss. Therefore, the process of obtaining better discrminant features from a deep neural network can be likened to regularizing the softmax loss, a measure of the score probabilty. Considering the softmax loss as described in (19) , the input sample x, which represents the extracted deep feature vector can be described in terms of posterior probability.
The posterior probability of x that can be present in a particular class y ∈ [1, K ] is described in (22) . The logit, a measure of the score f k (x), is a linear transformation of the feature vector x as shown in (23) . A higher score from the linear combination of all the weights w and biases b from (23) reflects a better posterior probability of x being part of class k.
From the observation of (21), we can logically say the Euclidean distance, which represents the distance between the extracted features and class centroids is acting as regularization term for the softmax loss function. This method has gained popularity in face discrimination recognition and classification [20] , [30] , [31] , but such gains as seen in Figure 3 are too small for a complex model like human recognition. A complex model will need an adequate regularization term that will punish heavily weighted parameters such that a smooth gradient is realized.
In this work, we aim to introduce additional prior distribution regularization term to even out the effect of high model complexity that impede better discrimination amongst different class and the mechanism of obtaining a well generalized inference model. A notable assumption made by Wan et al. [30] is that extracted deep feature x obtained from the model will be modelled as a Guassian mixture distribution(GMM) shown in (24) . From (24) , the prior probability is p(k) in class k, µ k and k are the mean and covariance of a given class k respectively. The most popular form of inference that GMM relies on are density estimation and clustering. These two factors strongly correlates the work done in [20] . The distribution and visualization of deeply learned features as seen in Figure 2 and Figure 3 describe a bias toward clustering inference, where each colour represent different deep features clusters.
Considering the general assumption made, the likelihood probability of feature x i with a known class z i ∈ [1, K ] VOLUME 7, 2019 FIGURE 4. Distribution and visualization of deeply learned features using our propsed method for human activity recognition.
can duly be repsesented as shown in (25), while a posterior probability distribution can be described in (26) .
In a similar vein, it is possible to approximate the posterior component assignment using Maximum-a-Posterior (MAP), Bayes' theorem and estimated model parameters. In [32] , the MAP predictors are used for learning structured label problems, a posterior distribution paradigm that can be fine tuned by stochastic gradient descent over perturbation range is developed. Observations from this work suggest that: assumed a training datasets of occurrences and target labels, learning problem can be the approximation of parameters of the learning model. This learning model help defines subsequent labels detected by each unique instances. The loss function is used for evaluating the fitness of each instances. Based on the Bayes rules as seen in (27), mimicking its unique characteristics that allows useful update and distribution about model parameters based on observed data is proposed. This method of maximizing a posterior probability estimate (MAP) plays a major role in the modelling scheme of the joint probability loss function with adequate prior regularization term λ logN (2π) . To validate the MAP estimate, (27) can be written in term of the Log function as shown in (28) . The regularization term is the prior distribution update parameter that does the inferences on the maximization of the posterior estimate. (28) In the light of the foregoing, the Bayes' theorem in (28) and GMM also shown in (24) can be used to describe posterior probability distribution of our deeply learned features x; this is because MAP estimation of model input and parameters leads to a regularised solution. The prior probability in each equation can be modelled to produce the likelihood regularizer in the proposed method.
Therefore, our proposed loss function, L P , is a combination of softmax, center loss and a likelihood regularization term as shown in (29) . This likelihood regularization term provides useful information on the posterior likelihood estimation of class label z i , the distribution of features and the predicted label. With the stochastic gradient descent training method of deep neural networks seen in section 3, the network parameters are now constrained to learn optimizing the intraclass compactness, while maximizing the inter-class distance between different classes.
Furthermore, going by the theoretical and empirical similarities presented in (24), (28) and (29), it is easy to draw a correlation about all three methods and their unique property of adding log-prior-distribution regularization term. This term incorporates prior knowledge of its estimated parameters and λ, as seen in (29), is used in fine-tuning the regularization process. In this work, λ could vary between 0.2 and 1. However, 1 was the best possible value that improved the discriminative power in this model. Therefore, this characteristic has provided the opportunity of improving on the shortcomings experienced by the joint supervision of softmax and center loss in HAR. With our proposed method, CNNs for HAR can have a better supervised loss function that ensures the maximization of inter-class separability and higher intra-class compactibility.
IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. EXPERIMENTAL SETUP
The hardware setups for the deep neural network learning involve NVidia GeForce GTX 960M windows machine. It has an Intel(R) core(TM) i7-6700HQ Computer Processing Unit (CPU). The KERAS open source neural network software is used for the implementation of CNNs deep learning experiment. Tensorflow framework was used as a backend for this experiment, with the knowledge that KERAS can function on top of neural network libraries as though it was tensowflow framework. The experiment consists of input images from the Weizmann and KTH datasets. The Weizmann dataset contains 10 classes of activities; however, seven classes were considered for this experimental setup, and they are: running (run), bending (bend), jumping jack (jack), skipping (skip), galloping sideways (side), wavingtwo hands (wave) and jumping forward-on-two-legs (jump).
A total of nine persons are involved in the performance of these seven activities, five of the nine characters were used for training purpose while the remaining four were used for testing. 
B. DATA PREPROCESSING
While most classification dataset are readily available, HAR datasets are mostly common in form of raw videos that need adequate preprocessing. This will enable CNNs to perform image recognition and classification swiftly. In this work, both KTH and Weizmann dataset were all grayscale images and steps of extracting these images will be outlined for other who wish to replicate this work. First, for the Wiezmann videos, each activity has a reference image. Therefore we used background subtraction to obtain the motion information on each image frame, these motion regions are the silhouette formed from background subtraction process. Figure 5 shows the process of silhouette extraction, each silhouette centroid position is then calculated. The purpose of this centroid calculation is to have positional coordinates that will be required when automatic extraction of the grayscale images from the video. This is made possible because, positional coordinates of the silhouettes and grayscale are same in the image frame. The purpose of this kind of extraction is to concentrate on the motion information rather than wasting scare computation resources on information that are not needed. Extracted grayscale images are shown in Figure 6 . While the silhouette extraction is done directly from the binarized images, grayscale images used were automatically cropped from original images using the same bounding box coordinates from the silhouettes. As such, a one to one coordinate correspondence between formed silhouette and its equivalent original grayscale image is established.
Secondly, images are then cropped and labeled accordingly. Images from KTH dataset are sequentially selected from the video and motion images manually cropped. This method is considered the best for KTH videos as background subtraction and Gaussian Mixture Models both performed poorly in motion image extraction. 
C. DETAILED CNN SETUP
A model is constructed for both training and test purposes and the input shape of the image is of importance. As seen in Table 1 , the first layer of the CNNs is a sequential model that primarily depends on the input shape for the first time. However, subsequent layers along the CNNs are capable of automatically resolving and dealing with shape inference. An input shape of (40,80,1) representing width, height and channel number were respectively considered. The learning of the model is centered around three arguments: optimization, evaluation metrics and the loss function. However, in this case, as seen in Table 1 , the three types of loss function experimented with are made visible in the model architecture, but one of these is used at a time. The filter size of the convolutional layers is set to 3 × 3, followed by a PRelu non-linear activation unit.The number of feature maps are 32 for the first two convolutional layer, there is feature maps increment by a factor of ×2 for each two subsequent upper layers which are 64 and 128 respectively. The max-pooling grid is set to 2 × 2 on all pooling layers, while a stride of 1 is maintained through out the entire model architecture. The source code in Table 1 outlays the architectural construct of our CNNs model. It consists of interdependent layers of convolution, activation, max-pooling, dropout, and the fully VOLUME 7, 2019 connected layer. This fully connected layer comprises of a flattened and dense output vector. It is important to note that this architectural construct is peculiar to our model. As each feature maps transverse from the input layer to the next layer, the output shape tends to become smaller and this will eventually become equal to an output vector representing the number of classes in the recognition or classification model as seen in Figure 1 
D. EXPERIMENTAL RESULTS ON WEIZMANN AND KTH DATASETS
In this result section, our model will be evaluated on the Weizmann and KTH datasets, a popular dataset in HAR. A pictorial example of some Weizmann and KTH datasets sample is shown in Figures 7 and 8 respectively. The Weizmann image dataset of 910 images were randomly shuffled into a training set of 728 Images and a testing set of 182 samples images. The processed images were resized to 80 × 40 pixels to reduce excessive computational burden.
With the KTH dataset, images from the video frames are extracted and preprocessing applied to the extracted image sequence. The KTH dataset comprise of six different kind of human actions which are walking, jogging, running, boxing, hand waving, and hand clapping. These grayscale images are then cropped to 90 × 35 pixels. A total of 1200 images were used for the training and 210 images for testing.
The discriminative power for each loss function is shown in Figures 2, 3 and 4 . However, from the visualization and distribution of features in our newly proposed regularization method, Figure 4 has better discriminative power for HAR than for the two other methods (softmax and jointly supervised softmax and center loss). From Figure 4 , the class separations are distinct, a huge progress that underscores the importance of obtaining discriminative features through loss function regularization in deep neural network. The results in Table 2 shows the accuracy of all three methods considered in this paper. From this table, our proposed method has shown superior recognition accuracy over the softmax loss function and the jointly supervised loss function as in [20] . Our proposed method has achieved an accuracy of 96.40% on the Weizmann dataset, a better performance than the 93.67% and 95.30% achieved by softmax and jointly supervised loss respectively. In similar pattern to results from Weizmann dataset, KTH dataset has also exhibited an improvement in accuracy with our proposed likelihood regularized loss function. A 95.20% accuracy is observed on our proposed method, which is better compared to 93.0% and 94.90% achieved by softmax and the jointly supervised loss respectively. Figures 9, 10 and 11 demonstrate that our proposed regularized loss function has a better capacity to further improve its learning curve during the training process. This is because, as seen in Figure 11 , it is evident that both training and test set graphs still exhibit a sign of continuity even past the 200th epoch. However, same is different for softmax loss and jointly supervised loss seen in Figure 9 and 10 respectively. There exists a flat region around the 130 epoch along Figures 9 and 10 , an indication that the network is unable to learn from further iteration as the gradient may have been stuck in local optimal region during the back propagation process. From the foregoing, it is evident that the regularization term had contributed to better training accuracy and better discriminative power of features in HAR recognition and classification.
V. CONCLUSIONS
In this paper, we proposed a new regularization term for joint supervisory loss function to improve class discrimination in HAR. This new regularization term is developed by the logprior-distribution as a regularizer, and is known for updating prior knowledge in parameter estimation in both Gaussian Mixture(GM) and Maximum-a-Posteriori Estimation(MAP). By by incorporating the extra log-prior-distribution as a regularization term, the supervisory loss function when tested on both Weizmann and KTH led to tremendous improvement in discriminative power of deeply learned feature in HAR.
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