


































を考える。この時、X=1となる確率はθ、X=0となる確率は(1-θ)であるから、Xが x(=0 or 

	
    
2 
 





二項分布に従い、 1  















記する。これは、x を所与と考えれば尤度でもある。尤度を最大にするθ= は x の関数で












































                                                  
1 n回のコイン投げの実験では、θに事前分布として一様分布を仮定すると、θはベータ分布に従う
ことが分かる。その平均は(x+1)/(n+2)で、標本が大きい場合には x/nに一致する。 














を投げて、もう 1個の X/nの値を得る。これを繰り返すと無数の X/nの実現値を得ること
ができる。この無数の X/n の実現値から得られるヒストグラムは、ほぼ X/n の確率分布を
再現していると考えて良い。無論、実際にコインを投げることは必要ではなく、全てはコ
ンピュータによって乱数を発生させて、実現することができる。このようなシミュレーシ





















function y = likelihood( myu, data ) ; 
 








function y = prior( x ) ; 
 














% パラメータ xに関する事後分布 
function y = posterior( x, data ) ; 
 


















% 提案分布。これは、事後分布がμの事前分布（自由度５のｔ分布）と N(μ, 1/n)との積になっていることから選択 
% この提案分布は myu0 に依存しないので、独立連鎖の一例である。 
 
function y = proposal_ran( myu0 ) ; 
 
     global data ; 
 






% 提案分布の密度関数。この提案分布は直前のμのサンプリング値 myu0 とは独立に定義されている（独立連鎖）。 
function y = proposal_pdf( myu0, myu_prime ) ; 
 
     global data ; 
 






























function y = selection( myu0, myu_prime, data ) ; 
 
     u = rand( 1, 1 ) ; % (0,1)区間の一様乱数 
 
     bunsi = posterior( myu_prime, data ) * proposal_pdf( myu_prime, myu0 ) ; 
 
     bunbo = posterior( myu0     , data)  * proposal_pdf( myu0, myu_prime ) ; 
 
     selection_p = min( 1, bunsi / bunbo ) ; 
 
     if u < selection_p 
 
          y = myu_prime ; 
 
     else 
           
          y = myu0      ; 
 











bunsi = posterior( myu_prime, data ) * proposal_pdf( myu_prime, myu0 ) ; 
 
bunbo = posterior( myu0      , data ) * proposal_pdf( myu0, myu_prime ) ; 



























function y = proposal_ran_rw( myu0 ) ; 
 
     global tau_square ; 
 
      y = myu0 + sqrt( tau_square ) * randn( 1 ) ; 
 
end 
                                                  













% この提案分布は直前のμのサンプリング値 myu0 とは独立ではなく、ランダムウオークに従う（酔歩連鎖）。 
 
function y = proposal_pdf_rw( myu0, myu_prime ) ; 
 
     global tau_square ; 
 






tau_square はグローバル変数として扱っているので、「global tau_square ;」を挿入してお























function y = proposal_ran_rw_unif( myu0 ) ; 
 








function y = proposal_pdf_rw_unif( myu0, myu_prime ) ; 
 


















































% 参考にしたのは以下の文献、伊庭他『計算統計Ⅱ』岩波、177-179 例 7 
 
function mh ; 
 
x = [ 5.293437097; 
      6.786756911; 
      6.698467713; 
      5.216369926; 
      4.279878011; 
      3.550147211; 
      4.901963292; 
      4.477433903; 
      4.014444256; 
      5.7623089  ] 
 
% x_mean が 5.0981になってる。 
x_mean = mean( x )  
 
% サンプル数 
n = size( x, 1 ) 
 
% 繰り返し回数 
draw_no = 10000 ; 
 
% 捨てるサンプル数 




global data ; 
 
data = [ 5.0981  10 ] ; 
 
 
myu0 = 0 ; 
for i = 1 : draw_no ; 
 
     myu_prime = proposal_ran( [] ) ; 
 
     y(i) = selection( myu0, myu_prime, data ) ; 
 
          if y(i) == myu0 
 
               hantei(i) = 0 ; 
 
          else 
 
               hantei(i) = 1 ; 
 
          end  
 
     myu0 = y(i) ; 
 








subplot( 2,1,1 ) 
 
plot( time( burn_in : draw_no ), y( burn_in : draw_no ) ); 
 
 
subplot( 2,1,2 ) 
 















function mh ; 
 
x = [ 5.293437097; 
      6.786756911; 
      6.698467713; 
      5.216369926; 
      4.279878011; 
      3.550147211; 
      4.901963292; 
      4.477433903; 
      4.014444256; 
      5.7623089  ] 
 
% x_mean が 5.0981になってる。 
x_mean = mean( x )  
 
% サンプル数 
n = size( x, 1 ) 
 
% 繰り返し回数 
draw_no = 20000 ; 
 
% 捨てるサンプル数 
burn_in = 1000  ; 
 
% 以下、MHアルゴリズムによるサンプリング 
global tau_square  data ; 
 
data = [ 5.0981  10 ] ; 
 
 
myu0       = 0   ; 
tau_square = 0.5 ; 
 
for i = 1 : draw_no ; 
 
     myu_prime = proposal_ran_rw( myu0 ) ; 
 
     y(i) = selection_rw( myu0, myu_prime, data ) ; 
 
          if y(i) == myu0 
 
               hantei(i) = 0 ; 
 
          else 
 
               hantei(i) = 1 ; 
 
          end  
 
     myu0 = y(i) ; 
 








subplot( 2,1,1 ) 
 
plot( time( burn_in : draw_no ), y( burn_in : draw_no ) ); 
 
subplot( 2,1,2 ) 
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