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ABSTRACT
Due to the recent advances in ultra high definition (UHD) dis-
plays, UHD TV may replace HD TV in a near future. How-
ever, little is known about the effect of UHD content on hu-
man visual perception, specifically, on human visual atten-
tion, viewing strategies, and visual saliency. To help studying
these properties of the human visual system and their dynam-
ics when HD content is replaced with UHD content, a pub-
licly accessible dataset is proposed, which is composed of
41 4K UHD and HD images with corresponding eye track-
ing information. The eye tracking information includes the
fixation points and fixation density maps measured during ex-
tensive subjective experiments. In this paper, we describe the
dataset in details, including the strategy for content selection,
the eye-tracking experiments, and the computation of the fix-
ation density maps.
Index Terms— Eye tracking, human fixation, visual at-
tention, UHD images, dataset
1. INTRODUCTION
Understanding human attention patterns and viewing strate-
gies for UHD content is important for developing efficient
data compression algorithms and accurate objective quality
metrics. Although a significant number of public image and
video datasets for visual attention already exist [1], no dataset
with eye tracking data is available for UHD content. How-
ever, without such data, it is hard to understand the impact
of UHD on visual attention and whether it is significant for
practical applications, e.g., computational models of visual
saliency.
To answer this question, a publicly accessible dataset that
can be used for research purposes is created1, called Ultra-
Eye, composed of 41 4K UHD and HD (downsampled from
UHD) images with high variety of content (see examples in
Figure 1).
For each image, eye movement data is recorded via a set
of subjective experiments using 20 naı¨ve subjects and a pro-
fessional eye tracker. From the eye movement data, the fixa-
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1The dataset can be downloaded here: http://mmspg.epfl.ch/ultra-eye
Fig. 1: Examples of images from the Ultra-Eye dataset.
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Fig. 2: Examples of UHD and HD FDMs.
tion density maps (FDMs) for UHD and HD resolutions are
computed. The resulted FDMs demonstrate differences be-
tween viewing strategies when watching UHD and HD con-
tents, as illustrated by the examples in Figure 2.
In summary, the dataset provides the following:
1. UHD and HD images stored in TIFF format;
2. Lists of fixation points;
3. Fixation density maps.
2. CONTENT CREATION
The Ultra-Eye dataset consists of 41 still images (see exam-
ples in Figure 1) acquired using several cameras, including
Sony DSC-RX100 II, Sony NEX-5N, FUJIFILM XF1, Olym-
pus E-PL2, and RED SCARLET-X. Some of the images were
obtained from Europeana internet portal2. All of the original
images have resolution higher than 4K UHD, so they were
2Europeana: think culture, http://www.europeana.eu
cropped to 3840× 2160 pixels of 4K resolution. An HD ver-
sion of 1920 × 1080 pixels was also created for each image
by using Lanczos downsampling filter.
To reflect the high descriptive nature of 4K UHD resolu-
tion, the images in the dataset contain small details with large
variations, e.g., close ups with variable background, small
objects in large landscapes, city skylines, etc. The images
also cover a wide variety of scenes, including outdoor and in-
door scenes, images of nature, people, animals, and historical
scenes depicted in paintings. Since visual artifacts affect vi-
sual attention patterns [2], special care was taken to exclude
from the dataset images impaired by blur, noise, optical flares,
or other visible distortions.
3. EYE TRACKING EXPERIMENTS
The eye tracking experiments were conducted at the MMSPG
test laboratory, which fulfills the recommendations for subjec-
tive evaluation of visual data issued by ITU-R [3]. The view-
ing conditions were set according to recommendation ITU-R
BT.2022 [4]. Table 1 presents the detailed summary of the
experiments.
Each subject participated to two sessions of 13 minutes
each: one with UHD images and another with HD images,
with a 15 minutes break in between. The order of these ses-
sions was different for two halves of the 20 subjects, i.e., one
half of the subjects watched the UHD images first followed
by the HD images, while the order was reversed for the other
half. This design was selected to reduce the influence of po-
tential memory effects on visual attention from viewing the
same contents twice. To reduce contextual effects, the stimuli
orders of display were randomized applying different permu-
tation for each subject.
4. FIXATION DENSITY MAPS
Fixation density maps (FDMs) are computed by convolving
the recorded gaze points with a Gaussian filter, and then nor-
malizing the result to values between 0 and 1. Only gaze
points corresponding to fixation points are used for computing
a FDM. Gaze points associated with saccades are not used in
the computation. The eye tracking system used in our exper-
iments (see Table 1 for details) automatically discriminates
between saccades and fixations, based on the gaze velocity
information. Blinks are also detected automatically by the
eye tracking system based on the distance between the two
eyelids of each eye. All detected saccades and blinks are ex-
cluded from the eye movement data and only the gaze points
classified as fixation points are used further.
These points are then filtered with a Gaussian kernel to
compensate the eye tracker inaccuracies and to simulate the
foveal point spread function of the human eye. As suggested
by Engelke et al. [5], the standard deviation of the Gaussian
Table 1: Overview of the eye tracking experiments.
Category Details Specification
Participants Number (♂/♀) 20 (13/7)
Age range (average age) 18− 27 (23.8)
Screening Snellen and Ishihara charts
Viewing Environment Laboratory
conditions Illumination Low
Color temperature 6500 [K]
Viewing distance 1.12 [m]
Task Free-viewing
Display Manufacturer Sony
Model SRM-L560
Type LCD
Size 56 [inch]
Resolution 3840× 2160 [pixels]
Angular resolution 60 [pixel/degree]
Eye tracker Manufacturer Smart Eye
Model Smart Eye Pro 5.8
Mounting position 0.7 [m] from the display
Sampling frequency 60 [Hz]
Accuracy < 0.5 [degree]
Calibration points 5 points on screen
Image Presentation order Random
presentation Presentation time 15 [s]
Grey-screen duration 2 [s]
filter used for computing the FDMs is set to 1 degree of vi-
sual angle, which corresponds to σ = 60 pixels in our exper-
iments. This is based on the assumption that the fovea of the
human eye covers approximately 2 degrees of visual angle.
5. CONCLUSION
This paper describes the Ultra-Eye public dataset, which con-
sists of 41 images in UHD and HD resolutions with corre-
sponding fixation points and fixation density maps obtained
via eye tracking experiments. The dataset is intended for
studying human visual attention and viewing strategies re-
lated to UHD and HD content.
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