We study the interpolation procedure of , which generates cutting planes for general integer programs from facets of cyclic group polyhedra. This idea has recently been re-considered by Evans (2002) and Gomory, . We compare inequalities generated by this procedure with mixed-integer rounding (MIR) based inequalities discussed in Dash and Gunluk (2003). We first analyze and extend the shooting experiment described in Gomory, Johnson and Evans. We show that MIR based inequalities dominate inequalities generated by the interpolation procedure in some important cases. We also show that the Gomory mixed-integer cut is likely to dominate any inequality generated by the interpolation procedure in a certain probabilistic sense. We also generalize a result of Cornuéjols, Li and Vandenbussche (2003) on comparing the strength of the Gomory mixed-integer cut with related inequalities.
Introduction
In a sequence of papers, Gomory [9] , and later Gomory and Johnson [11, 12] , studied the polyhedral structure of the master cyclic group polyhedron P (n, r) = conv w ∈ Z n−1 :
(i/n) w i ≡ r/n (mod 1), w ≥ 0
where n, r ∈ Z and n > r > 0, and a ≡ b (mod 1) means that a − b is an integer. For a set S ⊆ R n , we use conv(S) to denote the convex hull of vectors in S. As discussed in [9, 11] , facets of P (n, r) can easily be translated into sub-additive functions using an interpolation procedure. These functions yield cutting planes for general integer programs. In particular, let Y = x ∈ Z |J| , z ∈ Z :
( j∈J a j x j + z = b could be derived from a row of the simplex tableau) and let h(v) be a sub-additive function derived via interpolation from a facet of some P (n, r). Then it is possible to show that
is a valid inequality for Y . If the set Y contains continuous variables as well, a similar valid inequality can be derived as shown by Gomory and Johnson [11] . We describe this inequality explicitly in Section 4.
Recently, there has been renewed interest in P (n, r), see [14] , [3] , [13] and [5] . In particular, Evans [6] and Gomory, Johnson and Evans [14] present an empirical approach to identify "important" facets of P (n, r) for small n and propose using sub-additive functions based on these important facets as cutting planes for general integer programs. The most important classes of facets identified in these empirical studies are the facets based on the Gomory mixed-integer cut (GMIC), and the so-called "2slope facets".
In a recent paper [5] , we discussed how valid inequalities for Y can be derived from the mixed-integer rounding (MIR) principle, and a related two-step MIR principle. The GMIC inequalities can also be derived as MIR inequalities [18] and the 2slope inequalities form a subclass of two-step MIR inequalities [5] .
In this paper, we are primarily interested in comparing these MIR based inequalities with cuts derived via the interpolation procedure. Another motivation of this study is to increase our understanding of the interpolation procedure. Our main result is that in a number of important cases, given an inequality based on the interpolation procedure, one can generate a stronger MIR based inequality. Combined with our computational results, this suggests that interpolation procedure described in [14] is not likely to be an effective way to generate cutting planes. Our analysis also yields a generalization of a result of Cornuéjols, Li and Vandenbussche [4] on comparing the strength of the GMIC with related inequalities.
The structure of the paper is as follows: in the rest of this section, we review earlier results and motivate our study. We also describe the interpolation procedure of Gomory and Johnson [11] . In Section 2, we discuss the shooting experiment of Gomory (see [14] ) and present some computational results that identify the important facets of P (n, r). In Section 3, we study properties of inequalities generated by the interpolation procedure and compare their strength with MIR based inequalities. Finally in Section 4, we discuss how to extend our results when the set Y contains continuous variables in addition to integer variables.
Valid inequalities based on simple sets
It is well-known that the basic MIR principle, based on a simple mixed-integer set with two variables, can be used to derive the GMIC. In particular, if
where β ∈ Z, then the MIR inequality v ≥ (β − β )( β − z) is valid and facet defining for Q 1 (see [19] ). The above inequality can be combined with an appropriate relaxation of Y to obtain the GMIC for Y [18] . Based on similar relaxations of Y , one can define t-scaled MIR inequalities, see [5] . Letĉ denote c − c for c ∈ R.
Definition 1 For c ∈ R, the MIR function with parameter c is defined as:
For any integer t such that tb ∈ Z, the t-scaled MIR inequality
is valid for Y . These inequalities are called k-cuts by Cornuéjols, Li, and Vandenbussche [4] , and can be viewed as the GMIC (or, MIR) applied to j∈J a j x j + z = b after scaling the equation by an integer t.
Let Q 2 = v ∈ R, y, z ∈ Z : v + αy + z ≥ β, v, y ≥ 0 , where 1 > β > α > 0. In [5] , we show that the two-step MIR inequality, defined as v ≥ (β − α β/α )( β/α − β/α z − y), is valid and facet defining for Q 2 provided that 1/α ≥ β/α . We then use the two-step MIR inequalities to derive valid inequalities for Y .
Definition 2 For c, α ∈ R satisfyingĉ > α > 0, and 1/α ≥ ĉ/α >ĉ/α, the two-step MIR function with parameters c and α is defined as:
where ρ =ĉ − α ĉ/α , τ = ĉ/α and k(v) = min{ v/α , τ } − 1.
For any t ∈ Z and α ∈ R such that tb and α are valid parameters for the two-step MIR function, the t-scaled two-step MIR inequality j∈J g tb,α (ta j )x j ≥ 1
is valid for Y .
When applied to P (n, r) (which has the same form as Y ) these inequalities take the form
f tr/n (ti/n) w i ≥ 1 (6) and n−1 i=1 g tr/n,∆/n (ti/n) w i ≥ 1
for integers t and ∆. They are valid and facet defining under mild conditions (see [5] ). We call facets derived from inequality (6) t-scaled MIR facets, and facets from inequality (7) t-scaled two-step MIR facets. In particular, the inequality in (6) defines a facet of P (n, r) if tr is not a multiple of n. For t equal to 1, inequality (7) defines a facet of P (n, r) if n > ∆ r/∆ > r and r > ∆.
Valid inequalities based on interpolation
We first present a result of Gomory [9] that gives a complete characterization of the nontrivial facets (i.e., excluding the non-negativity inequalities) of P (n, r).
Theorem 3 (Gomory [9] ) If r = 0, then n−1 i=1 η i w i ≥ 1 is a non-trivial facet of P (n, r) if and only if η = (η j ) is an extreme point of the inequality system η i + η j ≥ η (i+j) mod n ∀i, j ∈ {1, . . . , n − 1}, (8) η i + η j = η r ∀i, j such that r = (i + j) mod n,
η j ≥ 0 ∀j ∈ {1, . . . , n − 1}, (10) η r = 1.
The property (8) is called sub-additivity; we call the property (9) r-additivity. We will only be interested in non-trivial facets of P (n, r). Note that 0 ≤ h(v) ≤ 1 as 0 ≤ η i ≤ η r = 1, and h(v) = h(v) for all v ∈ R. We will call h(v) a facet interpolated template function, abbreviated as a template function. In Figure 1 we present a template function based on the 6-scaled MIR facet for P (13, 12) . Observe that it is enough to describe h(v) over the interval [0, 1] , as h(v) = h(v). The functions f c and g c,α defined earlier also have this property; they only depend on the fractional part of their argument.
Gomory and Johnson [11] derived the following sub-additivity property of template functions from the sub-additivity property of facet coefficients η i :
h is a template function of P (n, r) ⇒ h(v 1 ) + h(v 2 ) ≥ h(v 1 + v 2 ), ∀v 1 , v 2 ∈ R.
Note that the functions f c and g c,α are both sub-additive functions. From (12) Some template functions for Y can be viewed as being special in the following sense. Letn be the smallest positive integer such that all coefficients of j∈J a j x j + z = b become integral when multiplied byn. Definer =nb, and consider P (n,r), which we call the canonical master polyhedron for Y . Notice that Y can be viewed as a lower-dimensional face of P (n,r), see Gomory [9] . Therefore, every facet of conv(Y ) is of the form j∈J h(a j )x j ≥ h(b) where h is some template function derived from P (n,r). In general, it is impractical to work directly with the canonical P (n,r) and the associated inequality system (8)- (11), asn is too large. In a recent paper, Gomory, Johnson and Evans [14] instead propose using template functions of important facets of P (n, r) with small values of n, to get cutting planes for Y . They show that small master polyhedra (with n ≤ 30) are amenable to computational analysis; we examine their approach in detail in the next section.
Important facets of master polyhedra
Gomory, Johnson and Evans [14] propose a computational approach to identify the "important" facets of small master cyclic group polyhedra P (n, r). More precisely, they suggest a randomized procedure, which they call the shooting experiment, where they repeatedly choose a random direction d ≥ 0 and identify the facet f first encountered along the ray {λd | λ ≥ 0} as λ increases from 0. One can view the facet f as being hit by the "shot" d. After a number of shots, they determine the frequency with which different facets are hit.
They propose that a facet should be considered important if it is hit frequently. Similar shooting experiments were first performed by Kuhn in the 1950s in the context of the TSP, see [16, 17] .
In this experiment a "random direction" means a random vector v such that v/||v|| 2 is uniformly distributed over the surface of the unit-sphere. Therefore, the probability of a given facet being hit is proportional to the solid angle subtended by the facet at the origin, or equivalently to the area of the "projection" of the facet on the unit-sphere. The definition of "importance" for a facet has two inherent assumptions: (i) a facet is important if it occupies a large area and (ii) large facets will have a large projection on the unitsphere. One justification for (i) is that if a facet with small area is removed, P (n, r) does not change much. A partial justification for (ii) is given in [14] . Clearly, there are some drawbacks to this measure of importance. For example, the projection of a non-negativity constraint, which induces an unbounded facet of P (n, r), is negligible on the surface of the unit-sphere and therefore it is considered unimportant. Nonetheless, we still agree that this is a reasonable, and more importantly, measurable definition of importance of the non-trivial facets of P (n, r).
The main observations in [14] are: (a) a relatively small number of facets of P (n, r) absorb most of the hits; (b) the most important facets of P (n, r) are what we call t-scaled MIR facets (6) . A similar study by Evans [6] reports that the so-called "2slope facets" [3] constitute the second most important class of facets . The 2slope facets form a sub-class of the twostep MIR facets (7) . The experiments reported in [14] and [6] are performed on master polyhedra with n ≤ 30. Related work on the shooting experiment of Gomory can be found in Hunsaker's thesis [15] , where he examines different measures of quality of facets, including the notion of importance defined above.
In this section we analyze the shooting experiment more formally and extend the experimental results in [14] and [6] in two ways. First, we investigate if observations (a) and (b) extend to P (n, r) for larger values of n, up to 200. Secondly, we measure the importance of additional facet classes.
Experimental framework
Given a direction d ≥ 0, the non-trivial facet η T w ≥ 1 of P (n, r) hit by d is the facet which minimizes d
T η over all facets [14] . The non-trivial facets are extreme points of the system of inequalities (8)- (11) . Therefore, for any d ∈ R n−1 + , a basic optimal solution of the linear program
gives the facet hit by d. For a random direction d, the probability that the LP above has multiple optimal solutions is negligible. This linear program has n − 1 variables and less than n 2 /2 constraints. About half of the variables can be substituted using the equality constraints.
To generate the random vector d, we first generate n Gaussian random variables X i . The distribution of the vector d/||d|| 2 where d = [X 1 , X 2 , . . . , X n ] is known to be uniform over the surface of the unit-sphere (see [7] , pp. 234). To restrict the vector d to the non-negative quadrant, we first generate the vector without this restriction, and then simply take the absolute value of its components. Finally, we use the code of Acklam [1] to generate the Gaussian distribution (also called the standard normal distribution). In our computations we use d instead of d/||d|| 2 .
Gomory, Johnson and Evans perform experiments on P (n, r) for all n ≤ 30 and for selected values of r for each n. Though not explicitly stated, the values of r they select actually cover the n − 1 possible choices of r. Many of these n − 1 choices yield essentially identical master polyhedra. More precisely, let k be an integer co-prime with n, i.e., k and n have no common divisors. Let φ(i) = ki mod n; here φ defines a permutation of {1, 2, . . . , n−1}. Then P (n, r) and P (n, φ(r)) are isomorphic in the following sense. If i α i w i ≥ 1 is a non-trivial facet of P (n, r), then i α i w φ(i) ≥ 1 is a facet of P (n, φ(r)), and vice-versa [9] . We say that the first facet above is isomorphic to the second. Thus, the non-trivial facets of P (n, r) and P (n, φ(r)) are identical after permuting variables via φ. One can show that non-isomorphic P (n, r) correspond to distinct divisors of n. For example, P (10, 1), P (10, 3), P (10, 7) and P (10, 9) are isomorphic to one another, whereas P (10, 1), P (10, 2) and P (10, 5) are non-isomorphic.
We can show that the MIR based facets of P (n, r) are isomorphic to the MIR based facets of P (n, φ(r)). Therefore two isomorphic master polyhedra will have their MIR based facets hit equally frequently in shooting experiments. We state our result on isomorphism between MIR based facets below.
Theorem 5 Let P (n, r) be some master cyclic polyhedron. Let k be an integer co-prime with n, and let φ(i) = ki mod n. Then the scaled MIR facets of P (n, r) and the scaled twostep MIR facets of P (n, r) are isomorphic, respectively, to the scaled MIR facets and scaled two-step MIR facets of P (n, φ(r)). Further, if t is the largest divisor of n and tr mod n = 0, then the t-mir facet of P (n, r) is isomorphic to the t-mir facet of P (n, φ(r)). 
Consider the t-scaled MIR of P (n, r) for some integer t. Let k and φ be defined as in the theorem. From (6), the t-scaled of P (n, r) is isomorphic to the following facet of P (n, φ(r)):
Let s be the unique integer such that sk mod n = t. We will show that (13) is the s-scaled MIR for P (n, φ(r)). If j is any integer between 1 and n−1, then sφ(j) mod n = skj mod n = tj mod n ⇒ sφ(j)/n − tj/n is integral. Therefore (13) is the same as
which is the s-scaled MIR of P (n, φ(r)). Similarly, the t-scaled two-step MIR facet of P (n, r) with parameter ∆ in (7) is isomorphic to the s-scaled two-step MIR facet of P (n, φ(r)) with parameter ∆. Finally, if t is the largest divisor of n, and sk mod n = t, then s = t, and the theorem follows.
For example, the scaled MIR facets of P (10, 1) are isomorphic to the scaled MIR facets of P (10, 3).
Statistical relevance of experiments
For probabilistic experiments, an important issue is to decide on the number of trials that would give reliable estimates of true probability values. In their experiments, Gomory, Johnson and Evans select 10,000 random directions. (For his experiments in 1953, Kuhn [17] used ten shots, with random numbers "obtained by sticking a pin at random in the Los Angeles telephone book"; such experiments have certainly become easier to perform). Let p denote the probability that a random direction in the shooting experiment hits a member of the family of facets we are interested in. With each shot we can associate a Bernoulli random variable X i , i ≥ 1, that takes value 1 if the shot hits an interesting facet, or takes value 0 otherwise. Using the Central Limit Theorem for sums of Bernoulli variables with success probability p, Y t = (1/t) t 1 X i is approximately normally distributed with mean p and variance p(1 − p)/t. Letp t be the success frequency observed after t shots. For any fixed α ∈ (0, 1), it is possible to derive a reliable lower bound on p based on the estimatep t as follows (see [20] ):
where Φ(·) is the cumulative distribution function of the standard normal distribution N (0, 1). Notice that this analysis does not depend on n in P (n, r). In Table 1 we use (14) with α = 1 − 10 −4 to derive the lower bounds on p based onp t for t = 10, 000, 100, 000 and 1, 000, 000. Table 1 : Lower bounds on p for α = .9999 and Φ −1 (α) = 3.62 As seen in Table 1 , only 10,000 shots may not lead to accurate conclusions, especially when p t is small. Given the tradeoff between computation time and accuracy of the results, we decided to use 100,000 shots in our experiments.
In Figure 2 we show howp t changes as t increases for three groups of facets for P (50, 1). The first group consists of all scaled MIR and scaled two-step MIR facets, and the second group contains only the scaled MIR facets. The last group consists of only the 25-scaled MIR facet (we discuss this facet further in Section 2.4 ). As seen in the Figure 2 ,p t becomes quite stable after 25,000 shots and almost does not change after 50,000 shots. 
Computational results
We use two approaches to obtain our experimental results. For smaller n, we solve the linear program described in Section 2.1 to optimality for each direction d. Here we use the LP solver QSopt version 1.0 [2] ; any other solver could be used for this purpose. We compute the frequency with which different facets are hit, including non-MIR based facets. We call this complete shooting, and use this approach for n ≤ 90. For P (90, 1) for example, 100,000 shots took about 96,700 seconds on a 375 MHz PowerPC running AIX Version 5, release 1.
For larger n, we adopt a different approach and only compute the frequency with which MIR based facets are hit. This approach yields less information but is faster. For a random direction d ≥ 0, we check if d hits a MIR-based facet. To do this, we enumerate the O(n 2 ) MIR based facets, and find the facetη from this class which minimizes d T η. We then test if η is an optimal solution of the LP in Section 2.1, by givingη to a simplex based LP solver and terminating before optimality if there is a simplex step that improves the objective function. We call this partial shooting, and we go up to n = 200 with this approach. We use COIN-Clp version 0.93 [8] for partial shooting. Specific features of COIN-Clp make it easier to perform the optimality test mentioned above, and influenced our decision to use it in this context. On an 800 MHz Itanium2 processor running HP TrueUnix, 100,000 shots take about 18,000 seconds when n = 100, and about 120,000 seconds when n = 200.
In Figure 3 , we consider P (n, r) for fixed n -here n is 50 -and let r run from 1 to n − 1. We plot the frequency with which MIR based facets are hit versus the right-hand side r (on the x-axis). This figure illustrates Theorem 5 in the case n = 50. For example, Theorem 5 implies that the MIR based facets of P (50, 10) will be hit with the same frequency as those of P (50, 20), P (50, 30) and P (50, 40). This frequency is 7.6% for each master polyhedron above. In Tables 2 and 3 , we present our results with selected master polyhedra. For each value of n, we choose up to three different factors of n; letting r stand for these different factors, we get non-isomorphic master polyhedra P (n, r). We always choose 1, the largest factor of n other than n, and some other factor of n as possible choices for r. If n is prime, there is of course a single choice for r.
Our observations are similar to those in [14] , especially regarding the importance of scaled MIR facets. We also report on the importance of two-step MIR facets. In Table 2 , we give our shooting results for three different values of n. The second column gives the number of all MIR based facets. The third column gives the number of distinct facets hit in 100,000 shots; this is a lower bound on the total number of facets. The fourth column gives the frequency (in percentage terms) with which the MIR based facets are hit. The fifth and sixth columns give, respectively, the hit frequencies for the ten most frequently hit facets, and for the ten most frequently hit MIR based facets. Our results clearly suggest that MIR based facets are very important for these polyhedra. Looking at the row for P (50, 1) for example, we see that 378 MIR based facets (out of 65,346 facets) absorb almost 20% of all hits. The ten most frequently hit facets absorb 13.7% of all hits. Also, the ten most frequently hit MIR based facets absorb 13.7% of all hits. It turns out that for each master polyhedron in Table 2 , at least nine out of the ten most frequently hit facets are MIR based facets. Thus, a very few facets absorb a large fraction of all hits, and are mostly MIR based facets. Table 2 : Shots absorbed by MIR based facets for different P (n, r)
In Table 3 , we look separately at the MIRs and the two-step MIRs. Columns 2 and 3 give the number of MIRs and two-step MIRs, respectively. Columns 4,5,6,7 and 8 give, respectively, the hit frequency for the most important MIR based facet, the scaled MIRs, 2slope facets, two-step MIRs and all MIR based facets. The most important MIR based facet is defined to be the one hit most frequently. Looking at columns 5,7 and 8, it is clear that the MIR facets and the two-step MIR facets are important facets of P (n, r). Also, neither class is uniformly more important than the other. For example, for P (42, 1) the MIRs are more important, whereas the two-step MIRs are more important for P (42, 21). Comparing columns 6 and 7, we see that the two-step mir facets which are not 2slopes are also important facets of P (n, r). Thus, we establish the importance of another class of facets of P (n, r) in addition to the scaled MIRs and 2slopes already discussed in [3, 6] .
Number of facets % of shots hit Table 3 : Shots absorbed by MIR based facets for different P (n, r)
In column 4, except for the numbers indicated by a '*', the most important MIR based facet is a t-scaled MIR facet with t a divisor of n. In particular, t is the largest divisor of n for which the t-scaled MIR inequality is valid and facet-defining for P (n, r). For example, for P (50, 1) and P (50, 25), the largest MIR based facet is the 25-scaled MIR facet. For P (50, 1), the percentage of hits absorbed by the 25-scaled MIR facet is 8.1% whereas all remaining scaled MIR facets combined absorb only 6.5% of the shots. The total fraction of shots absorbed by all scaled two-step MIR facets is 5.1% . However, for P (72, 18), the 36-scaled MIR does not define a facet as 36 × 18 is a multiple of 72. Instead, the most important facet is the 18-scaled MIR.
We have verified for all cases in Table 2 other than P (50, 10), that the most important MIR facet is in fact the most important facet. We discuss this further in the next section.
Finally in Figure 4 , we consider P (n, 1) for n = 6, . . . , 120. This figure illustrates how the frequency of hits for MIR based facets decreases as n increases. We would like to emphasize that the number of scaled MIR facets increases linearly, and the number of two-step MIR facets increases quadratically with n, whereas the total number of facets of P (n, 1) increases exponentially [12] . Also note that even for larger n the frequency of hits absorbed by MIR based facets is non-negligible. 
On the most important facet of P (n, r)
As we discussed earlier, our experiments suggest that the most important facets are t-scaled MIR facets where t is a divisor of n, especially the largest divisor. This fact will be relevant later on in Section 3.2 where we compare template functions based on important facets of P (n, r) with MIR based inequalities. We believe that if t is the largest divisor of n, then the t-scaled MIR facet (when it exists) is the most important facet of P (n, r). However, we do not expect such a role for other divisors, independent of r, as Theorem 5 only guarantees the invariance of the t-scaled MIR -where t is the largest divisor of n -over isomorphic master polyhedra. For example, for P (100, 4), the most important MIR based facet is the 10-scaled MIR facet (neither 25 nor 50 are valid scaling parameters). This facet of P (100, 4) is isomorphic to the 30-scaled MIR of P (100, 28), which is therefore the most important MIR based facet of P (100, 28).
Hunsaker [15] presents some sufficient conditions for a facet of P (n, r) to be at least as important as another. His results yield a partial order on the facets of P (n, r) consistent with the shooting experiment notion of importance. In every instance in [15] where this partial order rates a single facet as being at least as important as the rest, that facet is the t-scaled facet of P (n, r) with t the largest valid divisor of n.
In a shooting experiment, a vector d is said to hit the facet of P (n, r) defined byη T w ≥ 1 if
where Γ(n, r) is the set of extreme points of (8)- (11) . Note that in our experiments we use random vectors d = [X 1 , X 2 , . . . , X n−1 ] where X i are independent and identically distributed (i.i.d.) random variables. For each η ∈ Γ(n, r), we can define a random variable Z(η) where Z(η) = i η i X i . The probability that a shot d hits a facetη T w ≥ 1 is then equal to the probability that Z(η) ≤ Z(η) for all η ∈ Γ(n, r). Clearly the random variables Z(η) for η ∈ Γ(n, r) are not independent as the same vector d is used in their definition. We next show a basic property of Z(η).
Proposition 6 Let X 1 , . . . , X n−1 be i.i.d. random variables and let η, β ∈ Γ(n, r) for P (n, r). Then P (Z(η) > Z(β)) = P (Z(η) < Z(β)).
Proof. We will show that P (Z(η) − Z(β) > 0) = P (Z(η) − Z(β) < 0). For coefficient indices of η and β, consider addition and subtraction to be modulo n. Using the fact that η i + η r−i = β i + β r−i = 1 for i = 1, . . . , n − 1 with i = r, we can write
Therefore Y 1 and Y 2 are identically distributed and
Proposition 6 says that if any two facets from Γ(n, r) are compared, while ignoring the other facets, then they will be hit equally frequently in the shooting experiment. Geometrically this means that their projections on the unit-sphere, after removing the remaining facets in Γ(n, r), have the same area. It is also possible to show that the expected value of Z(η) is the same for all η ∈ Γ(n, r). This is interesting because our shooting experiments suggest that some scaled MIR facets are more important than the rest of the facets. One explanation for the difference in importance is the difference in the variance of Z(η) for η ∈ Γ(n, r). The variance of Z(η) can be written as
where σ 2 is the variance of X i . Using the r-additivity of the facet coefficients (i.e., η i = 1−η j for i + j = r mod n), and defining η 0 to be 0, we can write
for all η ∈ Γ(n, r). For n even and r odd, letη T w ≥ 1 denote the n/2-scaled MIR facet. Notice that n−1 i=1η 2 i = n/2 and therefore Z(η) has the largest variance among all Z(η). In other words, Z(η) is more likely to produce extreme values, and we believe this makes it significantly more likely to give the term that attains the minimum in (15) . We believe that a similar property holds for t-scaled MIRs, with t the largest divisor of n.
Comparing template inequalities
In this section we compare different template inequalities for the set Y . If η T x ≥ 1 and β T x ≥ 1 are valid inequalities for Y , and η ≤ β, then the first inequality is obviously preferable to the second. How does one compare valid inequalities when such obvious criteria do not apply? We adopt the approach proposed in Cornuéjols, Li and Vandenbussche [4] , where the authors compare t-scaled MIR inequalities, for different t, by comparing their coefficients component-wise.
Definition 7 Let h 1 (v) and h 2 (v) be two functions defined over [0, 1], and let X be a random variable distributed uniformly over [0, 1] .
Based on Proposition 4 we know that the template inequality.
is valid for Y (we assume h(b) = 0 throughout). Let h 1 and h 2 be two template functions such that h 1 (b) = h 2 (b). If h 1 dominates h 2 then the template inequality generated by h 1 implies the inequality generated by h 2 . Notice that if h 1 and h 2 arise from the canonical master polyhedron for Y , then h 1 (b) = h 2 (b) = 1. Further, if the coefficients of Y are chosen randomly from [n 1 , n 2 ], where n 1 and n 2 are integers, then the fractional parts of the coefficients of Y are uniformly distributed over [0, 1] . If h 1 dominates h 2 in a probabilistic sense, then it is more likely that h 1 (a j ) < h 2 (a j ) than h 2 (a j ) < h 1 (a j ) for an index j ∈ J.
Properties of template functions
We next study some basic properties of template functions and show that there is no dominance relationship between them. This generalizes a result of Cornuéjols, Li and Vandenbussche [4] on the relative strength of scaled MIR inequalities. We start with a property of facets of P (n, r) that follows from r-additivity.
The average value of the facet coefficients η i is n/(2(n − 1)), and (ii) |{i : η i > β i }| = |{i : β i > η i }|.
Proof. For coefficient indices of (η i ) and (β i ), consider addition and subtraction to be modulo n. Define η 0 to be zero. Then
The last equality is easily derived from the r-additivity of facet coefficients, and part (i) follows. Part (ii) follows from the fact that η i > β i ⇔ β r−i > η r−i for i = 1, . . . , n − 1.
Proposition 8 shows that the coefficients of all non-trivial facets of P (n, r) have the same average value. Also, given two facet-defining inequalities, either inequality has the same number of coefficients which exceed the corresponding coefficients in the other. This, in some sense, shows that there is no probabilistic dominance between the facets of P (n, r). To show an analogous statement for template functions, we next derive a property of template functions similar to the r-additivity of facet coefficients.
Lemma 9 If h(v) is a template function derived from a facet of
Proof. By the definition of template functions and because of (9), this is true if v = i/n for any integer i between 0 and n. Let v = (i + δ)/n for some δ ∈ (0, 1) and some integer i between 0 and n − 1. Now,
Adding up the right-hand sides of the equations above we get δ(r/n) + (1 − δ)(r/n) = r/n and the lemma follows.
We now show that for any two template functions derived from non-trivial facets of a common master polyhedron, neither dominates the other in a probabilistic sense.
Theorem 10 Let h 1 (v) and h 2 (v) be two template functions associated with some P (n, r). Let X be a random variable which is uniformly distributed over [0, 1] .
Proof. Define β = r/n. Observe that h 1 and h 2 are piece-wise linear functions, with 
2 ) and ( 1+β 2 , 1), it follows that P(h 1 (X ) > h 2 (X )) ≤ P(h 1 (X ) < h 2 (X )). Reversing the roles of h 1 and h 2 , the result follows.
Suppose we choose Y to be a row of a simplex tableau associated with the linear relaxation of an integer program. Over many different integer programs, it is reasonable to assume that the fractional parts of the coefficients in Y will be uniformly distributed over [0, 1] . The above theorem indicates that for two template functions h 1 and h 2 defined as in Theorem 10 with h 1 (b) = h 2 (b), neither is likely to yield stronger inequalities than the other, when relative strength is measured by counting the number of coefficients of one inequality that exceed the corresponding coefficients in the other inequality. Also, the expected value of any coefficient in the template inequality generated by h 1 is 1/ (2h 1 (b) ). If
. We discuss and use this idea in Section 3.2.
We next restrict our attention to template functions arising from scaled MIR facets of P (n, r). We define the t-scaled MIR function with parameter c, where t is an integer, in terms of the MIR function described earlier:
Then the t-scaled MIR inequality for Y can be written as j∈J f t,b (a j )x j ≥ 1. In Figure 1 the template function of the 6-scaled MIR cut of P (13, 12) does not coincide with the 6-scaled MIR function. This is because the scaling coefficient t does not satisfy the following property.
Proposition 11
If t is a divisor of n, then the template function h(v) of the t-scaled MIR facet of P (n, r) coincides with the t-scaled MIR function f t,r/n (v).
Proof. It is sufficient to observe that h(v) = f t,r/n (v) whenever f t,r/n (v) = 0 or 1.
In a recent paper [4] , Cornuéjols, Li, and Vandenbussche compare the GMIC (1-scaled MIR inequality) with t-scaled MIR inequalities for different values of t ∈ Z. For a uniformly distributed random variable X , they compute P(f t,b (X ) > f 1,b (X )) and P(f t,b (X ) < f 1,b (X )). They also show that these probabilities are equal [Theorem 1(ii), Theorem 3] . We can derive this result by observing that for any two positive integers t 1 ,t 2 , the t 1 -scaled and t 2 -scaled MIR functions with a rational parameter b coincide with appropriate template functions for some common P (n, r). In particular, letn,r ∈ Z be such thatb =r/n, and define n = t 1 t 2n and r = t 1 t 2r . Applying Proposition 11 and Theorem 10 we obtain the following corollary.
Corollary 12 Let b be a rational number and let t 1 and t 2 be positive integers. If X is uniformly distributed over
We know that the expected value of template functions, and therefore of scaled MIR functions, in the interval [0, 1] is 1/2. We close this section by showing another property of scaled MIR functions.
Proposition 13 Let t ∈ Z and 0 < b < 1 be such that tb
Proof. We will show that P(Y ≤ δ) = δ for 0 ≤ δ ≤ 1. First note that if X is distributed uniformly in [n 1 , n 2 ), thenX = tX − tX is distributed uniformly in [0, 1). Define β = tb. Therefore given δ ∈ [0, 1), we can write
This is an interesting result especially when combined with the fact that coefficients of scaled MIR facets of P (n, r) do not necessarily have the same variance. In particular, as discussed in Section 2.4 , the coefficients of the n/2-scaled MIR facet (when it exists) give the largest variance among all facets. Proposition 13, on the other hand, shows that for a template function h the variance (or, distribution) of h(X ) does not necessarily depend on the variance (or, distribution) of the facet coefficients used to derive h. In particular, the variance and distribution of f n/2,b (X ) are the same as, respectively, the variance and distribution of f 1,b (X ).
Comparing template and MIR inequalities
As discussed in Section 2, Gomory, Johnson and Evans [14] propose using template inequalities based on important facets of P (n, r) with small n. Based on our computational experiments, this approach favors using template inequalities based on scaled MIR facets, and two-step MIR facets.
Using Definition 7, we next compare the above classes of template inequalities with scaled MIR inequalities and two-step MIR inequalities for Y . We first show that template inequalities are almost always dominated by the 1-scaled MIR inequality (GMIC) in a probabilistic sense. We then show that template inequalities based on the "most important" facets of P (n, r) are dominated by appropriate MIR based inequalities.
Theorem 14 Let h(v) denote the template function of a facet of P (n, r), and let b ∈ R. If nb ∈ Z, then the MIR function f b (v) dominates h(v)/h(b) in a probabilistic sense.
Proof. As f b (v) = fb(v) for all v ∈ R, and h(b) = h(b), we can assume that b ∈ (0, 1). Define h (v) = h(v)/h(b) and observe that the sub-additivity of h implies that h is subadditive. Therefore, for all v ∈ (0, 1)
. In other words, for every interval in which f b (v) > h (v), there is a corresponding interval of the same length where f b (v) < h (v). This implies that
where X is uniformly distributed over [0, 1] . To show that the inequality in (17) is strict, we next identify an interval (
Assume h (t/n) ≥ 1 (see Figure 5 where h is denoted by the dashed line and f is denoted by the solid line). Since f b (t/n) < 1 and both
As b − t/n < 1/n, the above inequality holds for all v in (0, b − t/n). This proves the claim withū 1 = t/n andū 2 = b. As P(ū 1 > X >ū 2 ) = b − t/n, we have If h (t/n) < 1, then h ((t + 1)/n) ≥ 1 and the claim is proved in a similar fashion.
Theorem 14 is a relatively strong result in that a simple inequality almost always dominates template inequalities, in a probabilistic sense. In practice, if Y is constructed from a row of a simplex tableau, it would be impractical to work with the canonical master polyhedron. Let n be the smallest integer such that n b is integral. Template inequalities from P (n, r) with n < n would then be dominated by the GMIC in a probabilistic sense, as the condition nb ∈ Z would be true. For template functions arising from scaled MIR facets, we can obtain 0 . 
Thus g b,α is piece-wise linear, and has four linear segments. Also, the slope of g b,α in the first and third intervals is the same, and its slope in the second and fourth intervals is the same. This is why this function is referred to as a "2slope" function in [11, 12] . Observe that if α is chosen to be b/2 in (19), then b − α = α, and the second interval in (19) disappears, and
Consider the two-step MIR facet of P (n, r) generated with ∆ chosen as above, and let h(v) be the corresponding template function. As the underlying two-step MIR function g r/n,∆/n (v) changes slope only at (r − ∆)/n, ∆/n and r/n, which are multiples of 1/n, the template function h(v) coincides with g r/n,∆/n (v). Under fairly general conditions, we next show how to find valid inequalities for Y that dominate inequalities derived from such template functions. As before, we useĉ to denote c − c for c ∈ R.
Theorem 16 Let h(v) be the template function of a 1-scaled two-step MIR facet of P (n, r), with parameter ∆ such that n/2 > ∆ > r/2 and r > ∆. Let b ∈ R such thatb = r/n. If ∆/n <b andb/2 < r/n, then for some α ∈ R the two-step MIR function
Proof. As g b,α = gb ,α , without loss of generality, we assume that b ∈ (0, 1) and b =b.
Let b and α stand for r/n and ∆/n, respectively. Then h(v) is the 1-scaled two-step MIR function g b ,α (v) and is given by (19) .
We will find an α such that
and the inequality is strict for some sub-interval of (0, 1). For convenience, let g stand for g b,α . Also let ρ = b − α, and ρ = b − α . Once α is chosen, (20) will follow if we show that the inequality in (20) holds at the points in
This is because g and h are piece-wise linear functions in the interval [0, 1], with value 0 at v = 0 and v = 1, and change slope only at points in S. Further, if we show that the inequality in (20) is strict for some point in S, then the theorem will follow. Now, h(b ) = 1 and h(b) < 1. Therefore, h(v)/h(b) equals 1 at v = b, and is greater than 1 at v = b . At both these points, g(v) ≤ 1 for any choice of α. We will therefore focus on the first four points in S. 
Because α < 1/2, and from the definition of δ it follows that 0 < δ < 1/2 and
We now define α by We need to verify that α chosen in this manner is valid. From the definitions of α and α above, it follows that
. It is shown in [5] that the "2slope facets" in [3] form a sub-class of scaled two-step MIR facets. A simple transformation can be used to show that Theorem 16 is also true for these 2slope facets, that is, associated template inequalities for Y are dominated by appropriately chosen scaled two-step MIR inequalities. 
The mixed-integer case
In this section we discuss the interpolation procedure in the presence of continuous variables. Gomory and Johnson [11, 12] show that there is a one-to-one correspondence between the facets of P (n, r) and the facets of the mixed-integer set P (n, r) = conv v + , v − ∈ R, w ∈ Z n−1 :
(i/n) w i ≡ r/n (mod 1), v + , v − , w ≥ 0 obtained by including two continuous variables in P (n, r). The facial structure of P (n, r) is essentially the same as the facial structure of P (n, r), as their non-trivial facets are related in the following way:
η i w i ≥ η r is a facet of P (n, r) ⇔ nη 1 v + +nη n−1 v − + n−1 i=1 η i w i ≥ η r is a facet of P (n, r).
Therefore, from a polyhedral point of view, continuous variables in P (n, r) actually behave like integer variables. If (v + , v − , w) is an extreme point of P (n, r), then v + and v − are integral multiples of 1/n. However, to perform a shooting experiment for P (n, r), one has to make a decision on the relative importance of the integer and continuous variables, and it is not clear to us how to do this.
It is also difficult to argue that important facets of P (n, r) identified by the shooting experiment give important facets of P (n, r). There is actually some evidence to the contrary: as discussed in Section 2.4 , the most important facet of P (n, r) appears to be a t-scaled MIR facet where t is a large integer. On the other hand, Cornuéjols, Li, and Vandenbussche [4] computationally show that the t-scaled MIR inequalities become less effective for large t. They suggest that this is due to the fact that the coefficients of the continuous variables increase as t increases.
Therefore, we do not know how to extend our observations in Section 2 to the mixed-integer case. However, the results we present in Section 3, that compare valid inequalities generated
Concluding Remarks
In this paper, we analyzed the shooting experiment of Gomory, and extended the experimental results in [14, 6] . We verified the importance of MIR-based facets for higher-dimensional master polyhedra. We also examined the strength of template inequalities derived from MIR based facets. Any valid inequality for Y is implied by a convex combination of facetdefining inequalities for the canonical master polyhedron of Y , though such a decomposition is typically hard to find. However, our results show that this decomposition can easily be derived for template inequalities associated with MIR based facets. This suggests that the interpolation procedure is not an effective way to generate valid inequalities.
In addition, viewing scaled MIR inequalities as template functions of master cyclic group polyhedra, we show that some results of Cornuéjols, Li, and Vandenbussche [4] on scaled MIR inequalities follow from general properties of template functions .
We would like to emphasize that master polyhedra are important structures to get cutting planes for Y , as all facets of Y come from the canonical master polyhedron of Y . We feel that analyzing the polyhedral structure of small master polyhedra can yield families of inequalities which are facet-defining for all master polyhedra, in particular the canonical master polyhedron of Y . This approach has been studied in [3] and [5] . These inequalities could then be used as cutting planes for Y .
