This study introduces the conditional maximum covariance analysis (CMCA). The normal maximum covariance analysis (MCA) is a method that isolates the most coherent pairs of spatial patterns and their associated time series by performing an eigenanalysis on the temporal covariance matrix between two geophysical fields. Different from the normal MCA, the CMCA not only isolates the most coherent patterns between two fields but also excludes the unwanted signal by subtracting the regressed value of each employed field that depends on the unwanted signal.
Introduction
The maximum covariance analysis (MCA; von Storch and Zwiers 1999) [also known as singular value decomposition (SVD) analysis; Bretherton et al. 1992; Wallace et al. 1992 ] is familiar as a useful tool for detecting coupled patterns between two different geophysical fields; it is frequently used in climate research (e.g., An and Wang 2000; Wallace et al. 1992; Wang and An 2002) . The MCA in general refers to a method that isolates pairs of spatial patterns and their associated time series by performing the eigenanalysis (so-called singular value decomposition in linear algebra) on the temporal covariance matrix between two data fields. To do so, MCA identifies linear functions of two variables that are most strongly related to each other.
For example, the sea surface temperature (SST; T) and zonal wind stress ( x ) anomalies are represented by linear combinations by applying MCA,
T(x, y, t) ϭ ␣ (t)e (x, y)
n n n (x, y, t) ϭ ␤ (t) f (x, y),
where e n (x, y) and f m (x, y) are the spatial patterns (eigenvectors) associated with SST and zonal wind stress anomalies, respectively, and ␣ n (t) and ␤ m (t) denote the expansion coefficient associated with SST and wind stress anomalies, respectively, and they are calculated by projecting SST and wind stress anomaly fields at a given time on each eigenvector. Using the MCA, we can detect the most coherent patterns between two variables. However, sometimes a resulting pattern is not due to a physical interaction between two variables but due to an external forcing effect. In this case, it is necessary to remove the external effect from the coherent pattern. In this study, I propose a method called ''conditional maximum covariance analysis'' (CMCA) for removing the unwanted signal and for detecting the internal coupled mode.
N O T E S A N D C O R R E S P O N D E N C E
Section 2 introduces the CMCA method. In section 3, the method is tested by applying it to the SST and surface zonal wind stress anomalies over both the Pacific and Indian Oceans. The focus is on the air-sea coupled pattern of the tropical Indian Ocean when the El Niño-Southern Oscillation (ENSO) signal is excluded. The reason I chose this region is that the local airsea coupling in the tropical Indian Ocean is generally weaker than that in the Pacific, making coupled signals over the tropical Indian Ocean harder to detect. Likewise, El Niño influences the climate system in the tropical Indian Ocean through an atmospheric bridge (Klein et al. 1999; Latif et al. 1994) . However, it is also known that the local air-sea interaction during a particular season, the so-called Indian Ocean dipole mode (IODM), plays an important role in the oceanic and atmospheric variations in this region (Ashok et al. 2001; Behera et al. 1999; Saji et al. 1999; Webster et al. 1999 ). Thus, one may want to isolate the atmosphere-ocean coupled pattern in the tropical Indian Ocean from the influence of ENSO. Section 4 is a discussion and summary.
Method
Consider two geophysical variables, *(x, y, t) and *(x, y, t) with a function of space (x, y) and time (t), and a time series Z(t) with a function of time only. Now, we define new variables (x, y, t) and (x, y, t), of which signals are obtained by removing the signal covariant with Z from * and *, respectively, thus,
where cov and var indicate the temporal covariance between two variables and the variance, respectively. From the definition of Eq. (1), cov(, Z) and cov(, Z) become zero at each spatial grid of and so that the and are completely uncorrelated with Z. Using these newly defined variables, one may construct the temporal covariance matrix between and , cov(, ), of which the total dimension becomes the spatial dimension of by the spatial dimension of . This matrix is also referred to as the ''covariance matrix between * and * conditional on Z.'' MCA for the two data fields identifies pairs of spatial patterns that explain as much as possible of the mean-squared temporal covariance between two variables. Thus, MCA of cov(, ) {hereafter MCA [cov(, )] or equally the conditional MCA, CMCA(*, *, Z)} provides coupled patterns between and , in which the signal Z has been excluded. Here, Z will be referred to as the secondary predictor. Instead of the covariance matrix between and , one may use the correlation matrix [cor(, )]. Then, the MCA of cor(, ) is identical to a partial canonical correlation analysis 1 (Tishler and Lipovetsky 1996) . A canonical correlation analysis (CCA) is a well-known tool to detect coupled signals between two variables. The partial canonical correlation analysis is used to estimate and analyze the relationship among several datasets. The major difference between an MCA and a CCA is that the former is a method of analyzing covariance structure and the latter a method of analyzing correlation structure (Cherry 1996) . The differences and similarities between partial CCA and conditional MCA are mostly shared with those between CCA and MCA (SVD; see Bretherton et al. 1992; Cherry 1996) .
The CMCA method can be also applied to the case in which the signal Z is correlated to the two employed variables but there is a lagged relationship between signal Z and the two variables. The covariance in Eq. (1) can be replaced by a lagged covariance with respect to the secondary predictor Z. To do so, a lagged signal Z is effectively removed, and at the same time the coupled pattern between and is detected. One can even define the conditional empirical orthogonal function (EOF) by applying an EOF analysis to , where again ϭ * Ϫ Z ϫ cov(*, Z)/var(Z).
Application
To test the CMCA method, I used the monthly mean surface zonal wind stress and SST data for 1950-98 assimilated by Carton et al. (2000) in the Simple Ocean Data Assimilation (SODA) data package. SODA consists of an interpolation of unevenly distributed ocean measurements into three-dimensional global fields by using an ocean general circulation model. It is available at 0.45Њ ϫ 1Њ latitude-longitude resolution in the Tropics, and has 20 vertical levels with 15-m resolution near the sea surface. Xie et al. (2002) showed that the SODA data have good agreement with bathythermograph (XBT) observations in their Indian Ocean analysis.
The major purpose of the CMCA is to remove the external effect (or unwanted signal) to allow detection of local processes only. Here it is assumed that El Niño is the major external factor that influences the climate variability of the Indian Ocean. First, using Eq. (1) the ENSO signal is removed from the SST and wind stress datasets in the Indian and Pacific Oceans, and then the MCA is applied to the temporal covariance matrix between two variables. In this first set of calculations, the Niño-3 index (SST anomaly averaged over 5ЊS-5ЊN, 150Њ-90ЊW) is selected as the secondary predictor, and SST and surface zonal wind stress anomalies over both tropical Indian and Pacific Oceans are used as the input datasets for CMCA. The inclusion of the Pacific domain is to test whether the ENSO signal has been properly removed. The first CMCA mode is shown in Fig. 1 , whose covariance fraction (CF) is 44.8% (here, CF indicates the percentage ratio of the covariance explained by a pair of the first eigenvectors to the total covariance between two fields): the variance fraction (VF) for the SST pattern of the first CMCA is 12.1% (VF indicates the percentage ratio of the variance explained by the first eigenvector to the total variance), and VF for the zonal wind stress pattern is 6.4%. The SST pattern of the first CMCA mode does not look like a general El Niño pattern: a center of high SST is located in the central Pacific and a center of low SST in the eastern Pacific. The time series of corresponding expansion coefficients (Fig. 1a) , which is calculated by projecting SST anomaly fields at a given time on the first eigenvector, does not match the typical El Niño at all. In the Indian Ocean, the CMCA mode associated with SST is dominated by the east-west contrast pattern but its amplitude is weaker than that in the Pacific, and the wind pattern is confined to the eastern Indian Ocean. The SST pattern more or less resembles the IODM pattern; the wind blows toward the warm SST region from the cold SST region, indicating that they are somehow coupled.
As shown in Fig. 1 , the CMCA effectively removed the ENSO signal and detected the coupled pattern, which shows the Indian Ocean dipolelike pattern. As a cross validation of CMCA, I used the IODM index defined by Saji et al. (1999) as the secondary predictor to check whether the IODM signal has been properly removed, and to see how different it is from the CMCA mode when the ENSO signal is removed. The index of IODM indicates the difference in SST anomalies between the tropical western Indian Ocean (10ЊS-10ЊN, 50Њ-70ЊE) and the tropical southeast Indian Ocean (10ЊS-0Њ, 90Њ-110ЊE; Saji et al. 1999) . Figure 2 shows the spatial pattern and the corresponding expansion coefficients of the first CMCA mode of SST and zonal wind stress anomalies, using the IODM index as the secondary predictor. The CF of this mode is 86.3%, and VFs for SST and zonal wind stress are 39.2% and 8.4%, respectively. Inspection of the figure reveals that this mode resembles the general ENSO pattern in the Pacific. The zonal wind stress in the Pacific converges (diverges) into regions of the warm (cold) ocean. This finding agrees with Matsuno (1966) and Gill's (1980) solution for a steady atmospheric response to an enhanced convective heat source caused by a warm SST. A weak SST anomaly that has the same sign over the whole Indian Ocean as in the equatorial eastern Pacific is present. This basinwide warming of the Indian Ocean is recognized as a passive response to the El Niño (Nicholls 1989; Kiladis and Diaz 1989; Venzke et al. 2000) . A possible governing mechanism follows: the eastward movement of the rising branch of the Walker cell during El Niño suppresses convection over the eastern Indian Ocean, which results in more solar radiation than normal, and the easterly surface wind anomaly generates the downwelling oceanic height anomaly over the western Indian Ocean, increasing SST uniformly over the whole basin (An 2003, manuscript submitted to Theor. Appl. Climatol.). The zonal wind stress is primarily located over the eastern equatorial Indian Ocean and tends to tilt to the southwest. In this analysis, the coupled patterns associated with El Niño are pronounced in both the Pacific and the Indian Oceans. The dipolelike pattern in the Indian Ocean has completely disappeared.
To obtain the relative contributions of the ENSO and the IODM to the CMCA mode, the correlations among ENSO and IODM indices and expansion coefficients of the CMCA mode are calculated. By definition, both the correlation between the values of the Niño-3 index and the expansion coefficients of the first CMCA mode without the ENSO signal (Fig. 1a) , and the correlation between values of the IODM index and the expansion coefficients of the first CMCA mode without the IODM signal (Fig. 2a) , should be zero. Thus, they are uncorrelated. However, expansion coefficients of the CMCA without the ENSO signal (Fig. 1a) are correlated with the IODM index (the correlation coefficient is 0.18; significant at the 95% confidence level according to the t test). The correlation between expansion coefficients of the CMCA without the IODM signal and the Niño-3 index is 0.92 (significant at the 99% confidence level). Clearly, Fig. 2 shows an ENSO-related mode, while Fig.  1 shows a non-ENSO mode that is partly related to the IODM. Since the variance of SST in the Indian Ocean is relatively small, the amplitude of the SST pattern over the Indian Ocean of the CMCA mode is smaller than that over the Pacific Ocean.
In what follows, I apply the CMCA method to the same datasets as before for the Indian Ocean only. As before, in the first set of calculations, the ENSO signal is removed; in the second set, the IODM signal is removed. Figure 3a shows that when the Niño-3 index is used as the secondary predictor, the first CMCA mode is dominated by the east-west contrast pattern in the SST anomaly, and the monopole pattern in the zonal wind stress anomaly, which is centered at the equatorial central Indian Ocean. The CF of this mode is 59.6%, and VFs of SST and zonal wind stress are 9.8% and 18.5%, respectively. On the other hand, when the IODM index is used as the secondary predictor, the first CMCA mode associated with SST is dominated by a basinwide pattern (Fig. 3b) . The CF of this basinwide mode is 55.9%, and VFs of SST and zonal wind stress are 27.7% and 10.2%, respectively. A comparison of the results from these two sets of calculations indicates that SST variability explained by the basinwide pattern (Fig. 3b) is greater than that explained by the east-west contrast pattern (Fig. 3a) .
In the time series of expansion coefficients associated with SST in the first CMCA mode (Fig. 3a) , several peaks are noticeable- December 1955 , October 1961 , October 1967 , May 1970 , August 1994 , and October 1997 . These peaks do not match the ENSO events. On the other hand, in the time series of expansion coefficients associated with SST in the first CMCA mode in Fig. 3b , the peaks occurred during big ENSO events: December 1972 , March 1983 , August 1987 , and April 1998 . In addition, the correlation between the IODM index and the expansion coefficients of the first CMCA mode without ENSO (Fig. 3a) is 0.83 (significant at the 99% confidence level), while that between the Niño-3 index and the expansion coefficients in the first CMCA mode without IODM (Fig. 3b) is 0.40 (significant at the 99% confidence level). This indicates that the CMCA captures the IODM well when the ENSO signal is removed, while it captures the domination of the basinwide mode when the IODM signal is removed.
To see how much of a difference the removal of the ENSO signal in the CMCA actually makes, the normal MCA of SST and zonal wind stress anomalies over the Indian Ocean is calculated (Fig. 3c) . Overall, the SST pattern in the first MCA mode is similar to that in the first CMCA mode without the ENSO signal except that the negative anomaly in the SST pattern is mostly confined to the southeastern coastal area. The SST pattern of the first MCA mode seems like the overlapped pattern of the SST pattern found in the CMCA without the ENSO signal (Fig. 3a) and that found in the CMCA without the IODM signal (Fig. 3b) . The zonal wind stress pattern shows similar characteristics as the SST pattern, resembling the first CMCA without the ENSO signal; however, the tilting of the pattern toward the northwest is more similar to the first CMCA mode without the IODM signal. It seems that the coupled pattern obtained from the MCA method shows a mixture of ENSO-induced and IODM features. In other words, the MCA method has not clearly isolated the coupled pattern, at least not in this application. Following the correlation analysis among the indices and expansion coefficients provides more evidence to demonstrate the difference between the CMCA and the normal MCA.
The simultaneous correlation coefficients among the various time series (the Niño-3 index, the IODM index, the expansion coefficients of the first modes of each MCA, CMCA without the ENSO signal, CMCA without the IODM signal) are calculated (Table 1) . Each correlation coefficient is statistically significant at the 99% confidence level according to the t test. As shown in Table 1 , the expansion coefficients of the first MCA mode are correlated with both ENSO and IODM indices, while those of the first CMCA mode without the ENSO signal and those of the first CMCA mode without the IODM signal are correlated with IODM and ENSO, respectively. Thus, the local air-sea coupled pattern is revealed much more clearly by the CMCA method. This point is again seen clearly in the correlation between expansion coefficients of MCA and those of the CMCA without the ENSO signal, and the correlation between expansion coefficients of MCA and those of the CMCA without the IODM signal. Both correlation coefficients are highly significant.
Simply by calculating the root-mean-square of expansion coefficients shown in Fig. 3 for each calendar month, one can determine the extent to which each mode is locked to the seasonal cycle. As shown in Fig. 4 , the first CMCA mode without the ENSO signal appears most frequently during October; it varies the least during the spring and summer. This agrees with findings by Saji et al. (1999) and An (2003, manuscript submitted to Theor. Appl. Climatol.) . On the other hand, the first CMCA mode without IODM varies the most in either February or June, and the least during the boreal fall season between September and October. However, the variability of the first MCA mode peaks during either October or June, consistent with each of the variability peaks in the two CMCAs.
To check how robust the CMCA mode is when the ENSO signal is removed, the analysis was conducted using various lagged linear regressions in place of the simultaneous linear regression on the same datasets as before [see Eq. (1)]. The various lags differed by one- month intervals with a range of Ϫ6 to ϩ6 months. The spatial patterns of SST and zonal wind stress of the first CMCA modes obtained in every lagged calculation (not shown here) are very similar to those in Fig. 3a . The lagged correlations between the Niño-3 index and the expansion coefficients of SST associated with the first CMCA mode without the ENSO signal (shown in Fig.  3a) were also calculated for the same lag range. All these lagged correlations are less than 0.15. In other words, the CMCA mode without the ENSO signal represents quite a robust coupled pattern in the tropical Indian Ocean.
To evaluate the robustness of the results in yet another way, the datasets were split into two components-1950-79 and 1980-98-and MCA, CMCA without ENSO, and CMCA without IODM were applied to both datasets. The correlations among the indices and the expansion coefficients associated with the leading modes of each analysis were calculated (Table 2) . Overall the correlations obtained for the first period are similar to those for the second period . There is one exception: the correlation between the CMCA without ENSO and the CMCA without IODM is reduced from 0.64 to 0.16. This difference may be due to an interdecadal change in the relationship between ENSO and IODM (Ashok et al. 2001) : the correlation coefficient between the Niño-3 index and the IODM index for 1950-79 is 0.10, while that for 1980-98 is 0.43. Another reason may be that the IODM is not well defined during the period 1950-79. For example, the lagged correlation between the Niño-3 index and the expansion coefficient of SST associated with the first CMCA mode without ENSO for 1950-79 varies from 0.45 to Ϫ0.25 for 6 months before through 6 months after, while all lagged correlations extracted from the 1980-98 data are less than 0.01 for the whole range of lag (Ϫ6 months through 6 months). In other words, during 1950-79, ENSO significantly influenced the changes in the Indian Ocean SST either instantly or with some lags. On the other hand, during 1980-98, besides the ENSO influence, the internal process played a similar role in changing the Indian Ocean SST. This aspect needs further study.
Summary and discussion
In this study, the conditional maximum covariance analysis (CMCA) method is introduced as a useful tool to detect the coherent pattern between two geophysical variables and at the same time to remove the unwanted signal. As preparation, the linear regression method is used to remove the unwanted signal from the datasets, and then the CMCA mode is calculated by applying MCA to the temporal covariance matrix between two variables.
As an example, the CMCA method is applied to SST and zonal wind stress over the tropical Indian Ocean in order to obtain the local air-sea coupled pattern excluding the ENSO influence. When the ENSO signal has been removed, the most dominant coupled pattern between SST and the surface zonal wind stress anomalies turns out to be the east-west contrast pattern of SST and the monopole pattern of the zonal wind stress centered at the equatorial central Indian Ocean. The SST pattern of the first CMCA mode resembles the Indian Ocean dipolelike pattern. However, this result does not prove that the east-west contrast pattern operates independently of ENSO. This is because the linear regression method cannot completely eliminate the effect that we want to exclude (here the ENSO signal), but it can remove the signal that is linearly proportional to the ENSO, and the interpretation should be made with caution. Nevertheless, clearly the results of the normal MCA lie between the CMCA mode without the ENSO signal and the CMCA mode without the IODM signal so that the MCA method in this application cannot yield a physically based isolation of a coupled pattern.
Though only one case is tested in this paper, this method is applicable for many subjects. For example, it can be used to calculate the air-sea coupled mode in the tropical Atlantic Ocean, because the Atlantic Ocean is also a region strongly influenced by ENSO. The controversy regarding the relationship between the interannual variation of the SST anomalies in the Atlantic Ocean and ENSO is the subject of many discussions (e.g., Latif and Barnett 1995; Saravanan and Chang 2000; Zebiak 1993 ). The Pacific-North America (PNA) mode is also a good subject for the application of CMCA. Although the major generating source of PNA is known as ENSO (Horel and Wallace 1981) , the internal atmospheric process in the midlatitude can also trigger a PNA-like pattern (Simmons et al. 1983 ). Thus, the CMCA method can be used to detect the PNA or PNA-like pattern, which is not related to ENSO (this result was presented at the American Geophysical Union's Fall 2002 meeting). VOLUME 16 J O U R N A L O F C L I M A T E ymous reviewers for their most constructive and useful reviews, and Gisela Speidel and Diane Henderson for their careful reading and editing of the manuscript.
