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Summary. — The k · p method is a semi-empirical approach which allows to
extrapolate the band structure of materials from the knowledge of a restricted set
of parameters evaluated in correspondence of a single point of the reciprocal space.
In the first part of this review article we give a general description of this method,
both in the case of homogeneous crystals (where we consider a formulation based
on the standard perturbation theory, and Kane’s approach) and in the case of non-
periodic systems (where, following Luttinger and Kohn, we describe the single-band
and multi-band envelope function method and its application to heterostructures).
The following part of our review is completely devoted to the application of the k ·p
method to graphene and graphene-related materials. Following Ando’s approach, we
show how the application of this method to graphene results in a description of its
properties in terms of the Dirac equation. Then we find general expressions for the
probability density and the probability current density in graphene and we compare
this formulation with alternative existing representations. Finally, applying proper
boundary conditions, we extend the treatment to carbon nanotubes and graphene
nanoribbons, recovering their fundamental electronic properties.
PACS 71.15.-m – Methods of electronic structure calculations..
PACS 73.22.-f – Electronic structure of nanoscale materials: clusters, nanoparti-
cles, nanotubes, and nanocrystals..
PACS 73.22.Pr – Electronic structure of graphene..
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1. – Introduction
To understand the physical properties of semiconductors it is necessary to know their
electronic band structure, i.e. the behavior of energy as a function of the wave vector
k in the reciprocal lattice of the crystal. Several numerical methods can be successfully
applied to find the band structure and the corresponding wave functions, such as the
tight binding, the pseudopotential, the orthogonalized plane wave, the augmented plane
wave, the Green’s function and the cellular methods [1-3]. These methodologies can yield
the desired results throughout the k-space.
Many phenomena, for example in the study of electrical transport (due to both elec-
trons and holes) and of optical properties (such as absorption or gain due to electronic
transitions caused by an incident optical wave), involve only the top of the valence band
and the bottom of the conduction band. Indeed, low-energy electrons and holes are sit-
uated in these regions and also electronic transitions occur near the band edges of direct
band gap semiconductors. Therefore a technique to obtain the band structure in such
regions is of great interest.
The k ·p method [4-27] allows to extrapolate the band structure of materials from the
knowledge of a restricted set of parameters (a limited number of energy gaps and of mo-
mentum matrix elements between band lattice functions), evaluated in correspondence
of a single point k0 of the reciprocal space, which are generally treated as fitting pa-
rameters, that can be obtained from experiments or ab initio calculations. Even though,
considering quite a large number of bands and thus of parameters, the k · p method can
be used to obtain the band structure all over the Brillouin zone of the material [28-32],
its primary use is to explore with great detail the dispersion relations around the con-
sidered point k0. In particular, it allows to obtain the band structure of materials in
the regions of the reciprocal space near the band extrema, expanding the eigenvalues
and eigenvectors of the single-electron Hamiltonian as a function of k around the wave
vector k0 corresponding to the band maximum or minimum. It has been shown to be
very useful to study structures containing a large number of atoms, for which atomistic
approaches would be computationally too expensive.
This method, first introduced by J. Bardeen [33] and F. Seitz [34], was developed and
adopted by W. Shockley [35] and G. Dresselhaus, A. F. Kip and C. Kittel [36] in well-
known papers on the energy band structures of semiconductors. It received a general
formulation with E. O. Kane [10-12,37-39] and with J. M. Luttinger and W. Kohn [40,41].
It was later applied to strained materials (by G. E. Pikus and G. L. Bir [14]) and to
heterostructures (for example by G. Bastard [42-44], M. Altarelli [45-47] and M. G.
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Burt [48-53]), proving to be a very useful and straightforward way to study the local
properties of materials.
In the last few years, a significant theoretical and experimental effort has been de-
voted to the study of graphene and graphene-related materials, which appear as promis-
ing candidates for many technological applications and are characterized by very un-
usual and interesting physical properties. In particular, the application of the k · p
method to the study of the electronic properties of graphene, sistematically pursued by
T. Ando [54-56] and other authors, results in a description of the graphene properties
in terms of the Dirac equation, the same relation that describes the relativistic behavior
of elementary spin-(1/2) particles. This is at the basis of the experiments aiming to
observe in graphene, at non-relativistic speeds, the analogous of purely relativistic quan-
tum phenomena [57-61]. The application of proper boundary conditions to the relations
found for a sheet of graphene allows to obtain the electronic properties of carbon nan-
otubes and graphene nanoribbons, materials which (contrary to unconfined graphene)
can exibit (depending on their geometrical details) a non-zero energy gap.
The first part of this review is a short introduction to the k · p method in some of its
most common formulations.
In particular, sect. 2 describes the application of the k · p method to homogeneous
crystals, where, due to the periodicity of the material, the electron wave functions are
Bloch functions and thus the unperturbed Bloch lattice functions are adopted as a basis
for the method. We first describe (following W. T. Wenckebach [5]) how the k·p approach
can be derived by just applying the standard perturbation theory to the Schro¨dinger-
Bloch equation and how this formulation can be adopted to study the dispersion relations
of semiconductors with the diamond or zincblende structure. Then we briefly summa-
rize the alternative formulation by Kane, consisting in the exact diagonalization of the
Schro¨dinger-Bloch Hamiltonian for a subset of bands, and in the inclusion of the effect
of the other energy bands with the Lo¨wdin perturbation theory.
In sect. 3, instead, we describe how the k · p method can be applied to the case of
non-periodic systems, where the phase factor (involving the wave vector measured from
the considered extremum point) of the Bloch lattice functions has to be replaced by
properly defined envelope functions. Following J. M. Luttinger and W. Kohn, we derive
the single-band and multi-band envelope function equations, and then we briefly outline
the main approaches followed in the application of the envelope function theory to the
study of heterostructures.
The second part of the review is devoted to the application of the k · p method,
and in particular of the envelope function approach, to graphene, carbon nanotubes and
graphene nanoribbons.
In sect. 4, following T. Ando, we perform a first-order expansion of a simple tight-
binding description of graphene, obtaining the Dirac equation for the envelope functions
(corresponding to the two degeneration points of graphene) in the presence of a generic
external potential, and we analytically solve this equation for the case of null potential.
Starting from this formulation, we also derive general expressions for the probability den-
sity and for the probability current density in graphene, and we compare them with those
used, adopting a valley-isotropic representation, by C. W. J. Beenakker et al. [62, 61].
In sect. 5 we extend the previous treatment to the study of carbon nanotubes, en-
forcing a periodic boundary condition along the chiral vector, that univocally charac-
terizes these tubules. In particular, we show how this periodic condition on the overall
wave function translates in terms of the envelope functions, and we analytically solve the
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Dirac problem in the absence of an external potential, obtaining the conditions for which
nanotubes have a semiconducting or a metallic behavior.
Finally, in sect. 6 we discuss the case of graphene nanoribbons. Adapting the approach
adopted by L. Brey and H. A. Fertig [63,64] to the mathematical formulation of graphene
proposed by T. Ando, we study both zigzag and armchair nanoribbons, obtaining an
analytical solution in the absence of an external potential, and recovering the fundamental
properties of these structures.
2. – The k ·p method in homogeneous crystals: derivation based on the stan-
dard perturbation theory and Kane’s model
We begin our overview of the k · p method describing its formulation in the case of
homogeneous crystals.
In a pure crystal an electron is subject to a periodic potential energy
(1) UL(r) = UL(r +R),
with R any linear combination of the lattice vectors, and thus also the Hamiltonian
is invariant under translation by the lattice vectors. Therefore, if ψnk(r) is the wave
function of an electron moving in the crystal, also ψnk(r + R) will be a solution of
the Schro¨dinger equation and therefore will coincide with ψnk(r), apart from a constant
with unit modulus (otherwise the wave function could grow to infinity, if we repeated
the translation R indefinitely). Thus the general form of the electron wave functions
will be
(2) ψnk(r) = e
ik·runk(r),
where ψnk(r) is usually called “Bloch function”, while u
n
k(r) is called “Bloch lattice func-
tion” and is periodic with the lattice periodicity
(3) unk(r +R) = u
n
k(r)
(Bloch’s theorem) [65].
Starting from the Schro¨dinger equation (in the absence of a magnetic field) for ψnk(r)
(4) H(0)ψnk(r) = E
n
kψ
n
k(r),
with (in the absence of a magnetic field)
(5) H(0) = − h¯
2
2me
∇2 + UL(r)
(where me is the electron mass and h¯ is the reduced Planck constant) and substituting
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ψnk(r) with the generic expression of the Bloch function, we obtain
(
− h¯
2
2me
∇2 + UL(r)
)
eik·runk(r) =(6)
− h¯
2
2me
∇ · (eik·r(∇unk(r)) + (∇eik·r)unk(r))+ UL(r)eik·runk(r) =
− h¯
2
2me
∇ · (eik·r(∇unk(r) + ikunk(r))) + UL(r)eik·runk(r) =
− h¯
2
2me
(
eik·r∇ · (∇unk(r) + ikunk(r))
+ (∇eik·r) · (∇unk(r) + ikunk(r))
)
+ UL(r)e
ik·runk(r) =
− h¯
2
2me
(
eik·r(∇2unk(r) + ik ·∇unk(r))
+ (ik eik·r) · (∇unk(r) + ikunk(r))
)
+ UL(r)e
ik·runk(r) =
− h¯
2
2me
eik·r
(∇2unk(r) + ik ·∇unk(r) + ik ·∇unk(r)− k2unk(r))
+ UL(r)e
ik·runk(r)=
eik·r
((
− h¯
2
2me
∇2 + UL(r)
)
− i h¯
2
me
k ·∇+ h¯
2k2
2me
)
unk(r) =
eik·r(H(0) +H(1))unk(r) = e
ik·rEnku
n
k(r)
and thus
(7) Hunk(r) = (H
(0) +H(1))unk(r) = E
n
ku
n
k(r),
with
(8) H(1) = − i h¯
2
me
k ·∇+ h¯
2k2
2me
(where k = |k|). What we have just obtained is clearly an equation for the Bloch lattice
functions (the Schro¨dinger-Bloch equation), which needs to be solved only for a single
primitive cell with the boundary condition that the function unk(r) must be periodic
with the lattice periodicity. For each value of k this equation has a periodic solution
only for selected values Enk of the energy E. Noting that H
(1)(r) reduces to zero when k
approaches 0 and thus that this part of the Hamiltonian can be treated as a perturbation
around k = 0, we can locally solve this equation using the time-independent perturbation
theory, assuming to know the eigenfunctions and eigenvalues of H(0)(r), i.e. the Bloch
lattice functions and the energy band values for k = 0.
For most of the semiconductors the maximum of the valence band is in the Γ-point
(the center of the first Brillouin zone represented with the Wigner-Seitz method) and
therefore corresponds to k = 0; the minimum of the conduction band instead is for
k = 0 only for direct-gap semiconductors. When the extremum point of the energy band
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(and thus the interesting region) is for a generic k0, we can easily extend this argument
observing that, if we define the value of H in k0 as
(9) Hk0 = H
(0) − i h¯
2
me
k0 ·∇+ h¯
2k0
2
2me
,
we have that the value of H in k is
H = H(0) +H(1) = Hk0 +
[
− i h¯
2
me
(k − k0) ·∇+ h¯
2(k2 − k02)
2me
]
=(10)
Hk0 +
[
− i h¯
2
me
(k − k0)·∇+ h¯
2(k2 − k02)
2me
+
h¯
me
(k − k0)·h¯k0 − h¯
me
(k − k0)·h¯k0
]
=
Hk0 +
[
h¯
me
(k − k0) · (h¯k0 − i h¯∇) + h¯
2
2me
(k2 − k02 − 2k · k0 + 2k02)
]
=
Hk0 +
[
h¯
me
(k − k0) · (h¯k0 − i h¯∇) + h¯
2
2me
(k2 − 2k · k0 + k02)
]
=
Hk0 +
[
h¯
me
(k − k0) · (h¯k0 − i h¯∇) + h¯
2
2me
(k − k0) · (k − k0)
]
=
Hk0 +
[
h¯
me
(k − k0) · (h¯k0 − i h¯∇) + h¯
2
2me
|k − k0|2
]
and for k near k0 the term between square brackets can be treated as a perturbation of
Hk0 [10]. For the sake of simplicity, in the following we will consider k0 = 0.
An important point to notice is that, for any selected k, the functions unk(r) form an
orthogonal and complete set (in the restricted sense that any function with the lattice
periodicity can be expanded in terms of the Bloch lattice functions corresponding to the
selected k).
To describe the main results of time-independent perturbation theory [66,67], we have
to distinguish the case in which the unperturbed energy levels are non-degenerate from
the case in which such a degeneration exists (in the following we will use the notation
of W. T. Wenckebach [66]). Let us begin from the first case. The problem we have to
solve is
(11) [H(0) +H(1)]|n〉 = En|n〉,
where H(0) is the unperturbed Hamiltonian and H(1) the perturbation. If we expand the
eigenvalues En and the eigenfunctions |n〉:
En = E
(0)
n + E
(1)
n + E
(2)
n + . . . ,(12)
|n〉 = |n〉(0) + |n〉(1) + |n〉(2) + . . . ,
we insert these expressions into the eigenvalue equation, and we enforce the identity
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between terms of the same order, we find
H(0)|n〉(0) = E(0)n |n〉(0),(13)
H(0)|n〉(1) +H(1)|n〉(0) = E(0)n |n〉(1) + E(1)n |n〉(0),
H(0)|n〉(2) +H(1)|n〉(1) = E(0)n |n〉(2) + E(1)n |n〉(1) + E(2)n |n〉(0),
. . . .
The first equation corresponds to the unperturbed eigenvalue equation, the solutions of
which, E
(0)
n ≡ En0 and |n〉(0) ≡ |n0〉, are assumed to be known. From the other equations,
instead, we can obtain the corrections to these values produced by the perturbation H(1).
In particular, if we stop to the first-order corrections for the eigenfunctions and to the
second-order corrections for the eigenvalues we find
(14) |n〉 ≃ |n0〉+ |n〉(1) = |n0〉+
∑
m 6=n
(
|m0〉 〈m0|H
(1)|n0〉
En0 − Em0
)
(choosing 〈n0|n〉(1) = 0) and
En ≃ En0 + E(1)n + E(2)n = En0 + 〈n0|H(1)|n0〉(15)
+
∑
m 6=n
( 〈n0|H(1)|m0〉〈m0|H(1)|n0〉
En0 − Em0
)
.
When we examine degenerate unperturbed states, the expressions we have just found
diverge and thus we have to modify our treatment. In particular, if the degenerate energy
level En0 corresponds to a multiplet of degenerate states |na0〉 (with a = 1, 2, . . . , gn,
where gn is the degeneracy) and we have to solve the perturbed problem
(16) H |ψ〉 = [H(0) +H(1)]|ψ〉 = E|ψ〉,
we can express the new generic eigenfunction |ψ〉 as
(17) |ψ〉 =
gn∑
a=1
|na〉〈na|ψ〉,
where the |na〉’s are states which are related to the unperturbed eigenvectors |na0〉’s by
the perturbation matrix elements between different multiplets (as we will see in eq. (23)).
If we define
(18) Hnab = 〈na|H |nb〉 = 〈na|[H(0) +H(1)]|nb〉,
we can express our perturbed equation in the following way:
(19)
gn∑
b=1
Hnab〈nb|ψ〉 = E〈na|ψ〉.
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Noting that the definition of the Hnabs can be equivalently expressed in this way
(20) [H(0) +H(1)]|nb〉 =
gn∑
a=1
|na〉Hnab,
inserting into this equation the expansions
Hnab = (H
n
ab)
(0) + (Hnab)
(1) + (Hnab)
(2) + . . . ,(21)
|na〉 = |na〉(0) + |na〉(1) + |na〉(2) + . . . ,
and enforcing the identity of the terms of the same order, we find
H(0)|nb〉(0) =
gn∑
a=1
|na〉(0)(Hnab)(0),(22)
H(0)|nb〉(1) +H(1)|nb〉(0) =
gn∑
a=1
|na〉(1)(Hnab)(0) +
gn∑
a=1
|na〉(0)(Hnab)(1),
H(0)|nb〉(2) +H(1)|nb〉(1) =
gn∑
a=1
|na〉(2)(Hnab)(0)
+
gn∑
a=1
|na〉(1)(Hnab)(1) +
gn∑
a=1
|na〉(0)(Hnab)(2),
. . . .
The first equation corresponds, noting that (Hnab)
(0) = En0 δab, to the unperturbed eigen-
value equation, the solutions of which, En0 and |na〉(0) = |na0〉, are assumed to be
known. From the other equations, instead, we can obtain the corrections to these values
produced by the perturbation. In particular, if we stop to the first-order corrections for
the eigenstates and to the second-order corrections for the eigenvalues, we find
(23) |nb >≃ |nb0〉+ |nb〉(1) = |nb0〉+
∑
m 6=n
gm∑
c=1
(
|mc0〉 〈mc0|H
(1)|nb0〉
En0 − Em0
)
(choosing 〈nc0|nb〉(1) = 0) and
Hncb ≃ (Hncb)(0) + (Hncb)(1) + (Hncb)(2) = En0 δcb + 〈nc0|H(1)|nb0〉(24)
+
∑
m 6=n
gm∑
a=1
( 〈nc0|H(1)|ma0〉〈ma0|H(1)|nb0〉
En0 − Em0
)
.
Once the Hncb have been found, we can obtain the energy levels E solving the equation
(25)
gn∑
b=1
Hnab〈nb|ψ〉 = E〈na|ψ〉,
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or, equivalently, finding the eigenvalues of the matrix Hn (matrix gn× gn with elements
Hnab) by solving
(26) det (Hn − EI) = 0
(with I the gn×gn unit matrix). We notice that, computing also the eigenvectors 〈na|ψ〉
of such a matrix and combining such results with the |nb〉 that have been computed
before up to the first order, it is also possible to know the eigenfunctions |ψ〉 of the
perturbed problem.
In the case of the k · p Hamiltonian that we have found before [5], we can use the
un0 (r) (u
n
k(r) for k = 0) as |n0〉 and we have that
〈m0|H(1)|n0〉 = 〈m0|
[
− i h¯
2
me
(k ·∇)
]
|n0〉+ 〈m0| h¯
2k2
2me
|n0〉 =(27)
h¯k
me
· 〈m0|(−i h¯∇)|n0〉+ 〈m0| h¯
2k2
2me
|n0〉.
The second term clearly gives only diagonal matrix elements, because it is equal to
(h¯2k2/(2me))δnm. The first term, instead, gives only non-diagonal matrix elements
because it is known [68] that
(28) 〈nk0|(−ih¯∇)|nk0〉+ h¯k0 = mevn = me
h¯
∇kE
n
k
(where vn is the expectation value of the velocity of the Bloch waves, and in our consid-
erations we are assuming k0 = 0) and ∇kE
n
k = 0 in the band extrema.
Then, if the unperturbed energy bands are non-degenerate, we can write that
Enk = E
n
0 +
h¯2k2
2me
+
h¯2
me2
∑
m 6=n
〈n0|k · (−i h¯∇)|m0〉〈m0|k · (−i h¯∇)|n0〉
En0 − Em0
=(29)
En0 +
h¯2
2
∑
µ,ν
kµkν
m∗µν
,
where µ, ν = x, y, z, while m∗µν is the effective-mass tensor defined by
(30)
1
m∗µν
=
1
me
δµν +
2
me2
∑
m 6=n
Pnmµ P
mn
ν
En0 − Em0
and the momentum matrix elements at the band extremum are
(31) Pnmµ = 〈n0|(−i h¯∇µ)|m0〉.
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If the unperturbed energy bands are degenerate, instead, we have
(Hnk )cb = E
n
0 δcb +
h¯2k2
2me
δcb +
h¯
me
〈nc0|k · (−i h¯∇)|nb0〉(32)
+
h¯2
me2
∑
m 6=n
gm∑
a=1
〈nc0|k · (−i h¯∇)|ma0〉〈ma0|k · (−i h¯∇)|nb0〉
En0 − Em0
=
En0 δcb +
h¯
me
∑
µ
kµ(Pµ)
nn
cb +
h¯2
2
∑
µ,ν
kµkν
mcbµν
,
where µ, ν = x, y, z, while mcbµν is the effective-mass tensor defined by
(33)
1
mcbµν
=
1
me
δcbδµν +
2
me2
∑
m 6=n
gm∑
a=1
(Pµ)
nm
ca (Pν)
mn
ab
En0 − Em0
and the momentum matrix elements at the band extremum are
(34) (Pµ)
nm
cb = 〈nc0|(−i h¯∇µ)|mb0〉.
In most of the cases all the (Pµ)
nn
cb = 0, and the linear term in kµ disappears. The energy
levels will be found solving
(35) det (Hnk − EI) = 0.
Thus, in principle to perform a calculation of the energy bands we would have to know
the |n0〉’s (the Bloch lattice functions at k = 0). Since the Hamiltonian H(0) and
its eigenfunctions |n0〉 have the periodicity of the lattice, the problem can be solved
inside a single primitive cell, enforcing periodic boundary conditions at the surface of the
cell. Most semiconductors of interest have the diamond or zincblende crystal structure;
for these materials we can choose as lattice primitive cell a Wigner-Seitz cell centered
around an atomic site (the one with the strongest potential in the case of the zincblende
structure, characterized by atoms that are not all identical) and with, at four vertices
of the cell, four other atoms forming a tetrahedron with the center coincident with the
primitive cell center (fig. 1). We can use a central force model (the same results can be
obtained using group theory), considering the potential inside the primitive cell as due
only to the attraction of the nucleus of the central atom, shielded by its electrons [5]. We
find that the Bloch lattice functions at k = 0 exhibit symmetry properties analogous to
those of atomic orbitals: we have completely symmetric s-type states ρνs(r), and p-type
states antisymmetric with respect to a coordinate and symmetric with respect to the
others, i.e. of the form ρνx(r)x, ρνy(r)y, and ρνz(r)z (where r =
√
x2 + y2 + z2). Then,
treating the electrostatic potential of the cores at the vertices of the primitive cell as a
perturbation, we see that, to first order, this potential does not change the eigenfunctions
but shifts the energy levels and in particular breaks the degeneracy between each s-type
state and the corresponding three p-type states (which remain mutually degenerate). As
a result, we find that at k = 0 the top of the valence band can be described with three
degenerate states: |vx0〉 = ρv(r)x, |vy0〉 = ρv(r)y and |vz0〉 = ρv(r)z, while in most
cases the bottom of the conductance band is described by a non-degenerate symmetric
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z
y
x
Fig. 1. – Wigner-Seitz primitive cell for the diamond or zincblende structure (adapted from [5]).
state |c0〉 = ρc(r) (with the important exception of silicon, where at k = 0 also the
bottom of the conduction band is characterized by three states |cx0〉, |cy0〉 and |cz0〉).
Therefore, if we treat the conduction band as a non-degenerate band, we obtain
(36) Eck = E
c
0 +
h¯2
2
∑
µ,ν
kµkν
m∗µν
,
where µ, ν = x, y, z and
(37)
1
m∗µν
=
1
me
δµν +
2
me2
∑
m 6=n
〈c0|(−i h¯∇µ)|m0〉〈m0|(−i h¯∇ν)|c0〉
Ec0 − Em0
.
The largest contribution to the sum comes from the bands m for which |Ec0 − Em0 |
is smallest, i.e. from the three valence bands. If we compute the momentum matrix
elements between the valence bands and the conduction band, we find that, due to the
symmetry properties of the Bloch lattice functions,
(38) 〈vµ0|(−i h¯∇ν)|c0〉 = −〈c0|(−i h¯∇ν)|vµ0〉 = −i h¯ P δµν
with µ, ν = x, y, z and P = 〈vµ0|∇µ|c0〉 a non-zero quantity, which multiplied by h¯ has
the dimensions of a momentum. Consequently, the effective mass in the conduction band
that we find is isotropic and equal to
(39)
1
m∗µν
=
1
m∗c
δµν =
(
1
me
+
2 h¯2P 2
m2eE
0
g
)
δµν ,
with E0g = E
c
0 − Ev0 .
As to the valence band, we must use the degenerate perturbation theory and, with a
motivation analogous to that used in the study of the conduction band, we can consider
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only the interaction between the three degenerate valence bands and the conduction
band, which is the nearest energy band. Thus, using the previous results, we have that
(40) (Hvk)αβ = E
v
0δαβ +
h¯2
2
∑
µ,ν
kµkν
mαβµν
,
with
1
mαβµν
=
1
me
δαβδµν +
2
me2
∑
m 6=v
gm∑
a=1
〈vα0|(−i h¯∇µ)|ma0〉〈ma0|(−i h¯∇ν)|vβ0〉
Ev0 − Em0
=(41)
1
me
δαβδµν +
2
me2
〈vα0|(−i h¯∇µ)|c0〉〈c0|(−i h¯∇ν)|vβ0〉
Ev0 − Ec0
=
1
me
δαβδµν − 2 h¯
2P 2
me2E0g
δαµδβν
and thus the valence energy bands near the extremum can be obtained finding the eigen-
values of the matrix
(42) Hvk =
(
Ev0 +
h¯2k2
2me
)
I − h¯
4P 2
m2eE
0
g

 k2x kxky kxkzkykx k2y kykz
kzkx kzky k
2
z

 .
Till now we have not considered the effect of the so-called spin-orbit interaction, which
often has a non-negligible influence on the energy bands. The physical phenomenon is
the following [69, 70]. An electron has an intrinsic magnetic moment
(43) µ = −γe h¯
2
σ = −geγL h¯
2
σ = −ge e
2me
h¯
2
σ = −geµB σ
2
,
where e is the modulus of the electron charge, σ is a vector with three components
consisting of the Pauli spin matrices:
(44) σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
,
γe is the intrinsic gyromagnetic ratio of the electron, γL is its orbital gyromagnetic ratio,
ge = γe/γL is its intrinsic g-factor and µB = eh¯/(2me) is the Bohr magneton. When
an electron moves in a system (such as the atom) where the charge distribution (for
example the nucleus charge) produces an electric field E, for the theory of relativity this
electric field will appear as a magnetic field in the frame of reference of the electron. In
particular if the motion of the electron were uniform the equivalent magnetic field would
be equal to B = −(v ×E)/c2. The fact that the electron (and its frame of reference) is
rotating halves such an equivalent magnetic field [69, 70]. Thus the Hamiltonian of the
electron will have an additional part
(45) HSO = µB σ ·
(
E × v
2 c2
)
=
e h¯
4mec2
σ · (E × v) = h¯
4mec2
σ · ((∇UL)× v)
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(with UL the potential energy), which in the absence of an external magnetic field can
be written also as
(46) HSO =
h¯
4m2ec
2
σ · ((∇UL)× p).
However, if we insert this additional term into the original Schro¨dinger equation for the
wave function ψnk(r) = e
ik·runk(r), we obtain
HSOψ
n
k(r) =
h¯
4m2ec
2
σ · ((∇UL)× (−i h¯∇)) eik·runk(r) =(47)
h¯
4m2ec
2
σ · ((∇UL)× ((h¯keik·r)unk(r) + eik·r(−i h¯∇unk(r)))) =
eik·r
(
h¯2
4m2ec
2
σ · ((∇UL)× k) + h¯
4m2ec
2
σ · ((∇UL)× (−i h¯∇))
)
unk(r).
If we repeat the procedure used to move from the Schro¨dinger equation for the wave
functions ψnk(r) to the Schro¨dinger-Bloch equation for the Bloch lattice functions u
n
k(r),
we obtain that in the Hamiltonian of this last equation there will be two additional terms:
h¯2
4m2ec
2
σ · ((∇UL)× k) + h¯
4m2ec
2
σ · ((∇UL)× (−i h¯∇)) =(48)
h¯2
4m2ec
2
σ · ((∇UL)× k) +HSO.
The first term near k = 0 is small compared with the other term; thus only the second
term is usually considered. The second term in the case of a potential energy with
(locally) spherical symmetry (and thus of a radial electric field) becomes
HSO =
e h¯
4m2ec
2
σ · (E × p) = e h¯
4m2ec
2
σ · Er
r
(r × p) =(49)
−i
(
e h¯2Er
4m2ec
2r
)
σ · (r ×∇) ≡ −iΛ
2
σ · (r ×∇).
In order to calculate the influence that the spin-orbit term has on the valence bands, we
need to calculate the matrix elements on the basis states |vx0〉, |vy0〉, |vz0〉 and |c0〉.
Due to the symmetry proprieties of such states, we see that the only non-zero elements
are the non-diagonal elements between valence band states
〈vy0|HSO|vx0〉 = −〈vx0|HSO|vy0〉 = i λσz ,(50)
〈vz0|HSO|vy0〉 = −〈vy0|HSO|vz0〉 = i λσx,
〈vx0|HSO|vz0〉 = −〈vz0|HSO|vx0〉 = i λσy,
with λ a non-zero quantity given by (if Vc is the volume of the lattice unit cell)
(51) λ =
Λ
2
1
Vc
∫
Vc
x2ρ2v(r)d r.
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Therefore, considering also the spin-orbit coupling, the matrix Hvk becomes
Hvk =
(
Ev0 +
h¯2k2
2me
)
I − h¯
4P 2
m2eE
0
g

 k2x kxky kxkzkykx k2y kykz
kzkx kzky k
2
z

(52)
+i λ

 0 −σz σyσz 0 −σx
−σy σx 0

 ,
where σx, σy and σz are the Pauli spin matrices (44), which do not commute with one
another. If we consider the special case k ‖ zˆ we can quite easily find the eigenvalues
of this matrix, arriving to a third-order equation in the energy, the solutions of which
represent the dispersion relations of the three valence bands, each one degenerate with
respect to the spin. In particular, if we make the approximation (h¯4P 2k2/(m2eE
0
g))≪ λ,
we find the solutions [5]
Ehh = E
v
0 + λ+
h¯2
2
1
me
k2,(53)
Elh = E
v
0 + λ+
h¯2
2
1
me
(
1− 4 h¯
2 P 2
3meE0g
)
k2,
Eλh = E
v
0 − 2λ+
h¯2
2
1
me
(
1− 2 h¯
2 P 2
3meE0g
)
k2.
Thus, considering the effect of the spin-orbit interaction, we have obtained (fig. 2) two
valence bands (the heavy-hole band and the light-hole band) degenerate at k = 0, where
they have an energy Eg = E
0
c − (E0v + λ) = E0g − λ lower than the conduction band, and
one valence band (the spin-orbit band) which for k = 0 has an energy ∆ = 3λ lower than
the other two valence bands. We notice that, while the light-hole band and the spin-
orbit band have a negative effective mass of the same order of magnitude as the effective
mass of the electrons in the conduction band, the heavy-hole band is characterized by a
much larger effective mass (the fact that the obtained effective mass is positive instead
disappears with a more refined treatment: obviously the effective mass of the electrons
in the valence bands has to be negative, which corresponds to a positive effective mass
for the holes).
This simplified model is amenable to several refinements.
As to the conduction band, we can include in the calculation the spin-orbit splitting
of the valence band and the effect of the higher conduction bands. In particular, with
the first change we obtain a better expression for the effective mass in the conduction
band:
(54)
1
m∗c
=
1
me
+
2
me2
[
2 h¯2P 2
3Eg
+
h¯2P 2
3(Eg +∆)
]
,
where Eg = E
0
g − λ.
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Fig. 2. – Band structure near k = 0 obtained with the simplified model described in the text
(the heavy-hole band has a wrong curvature) (adapted from [5]).
Also in the treatment of the valence bands we can consider the effect of the higher
conduction bands; one of the effects is that the resulting valence bands lose their isotropy
and exhibit a complex orientation dependence in the reciprocal space (“band warping”).
It is important to notice that the expressions found for the band structure depend on
a small number of parameters, for example Eg, ∆ and m
∗
c (from which we can calculate
the parameter P using the expression found for the effective mass of the conduction
band). From a practical point of view, these quantities are commonly obtained from a
priori band structure calculations or, better, experimentally: in particular the bandgap
values Eg and ∆ are accurately known from optical experiments, while m
∗
c is known from
cyclotron resonance experiments.
The approach based on the “traditional” perturbation theory, that we have reported
in this first part following the description of T. Wenckebach [5], differs from the method
proposed by E. O. Kane [10-12, 37-39].
Starting from the consideration that the Bloch lattice functions can be expanded
in terms of the complete, infinite set of the unperturbed Bloch lattice functions, Kane
computes this expansion in an approximate way, considering only a finite set of bands.
In particular he considers only the three valence bands and the conduction band (not
including the effects of the other bands) and diagonalizes exactly the Hamiltonian of the
Schro¨dinger-Bloch equation in the presence of spin-orbit interaction [38], written taking
as a basis the following set, made up of a linear combination with constant coefficients of
the un0 (r) considered in the absence of spin-orbit (i.e. of the functions |c0〉, |vx0〉, |vy0〉
and |vz0〉 taken with spin-up and spin-down):
i|c0〉|↓〉, 1/
√
2(|vx0〉 − i |vy0〉)|↑〉, |vz0〉|↓〉, −1/
√
2(|vx0〉+ i |vy0〉)|↑〉,(55)
i|c0〉|↑〉, −1/
√
2(|vx0〉+ i |vy0〉)|↓〉, |vz0〉|↑〉, 1/
√
2(|vx0〉 − i |vy0〉)|↓〉
(where |↑〉 and |↓〉 are, respectively, the spin-up and spin-down unit spinors).
From this diagonalization he finds, for small values of k2, the following expressions
for the considered bands (choosing the zero of energy at the top of the light-hole and
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heavy-hole bands and defining the various quantities as before):
Ec = Eg +
h¯2
2
1
me
(
1 +
4 h¯2 P 2
3meEg
+
2 h¯2 P 2
3me(Eg +∆)
)
k2,(56)
Ehh =
h¯2
2
1
me
k2,
Elh =
h¯2
2
1
me
(
1− 4 h¯
2 P 2
3meEg
)
k2,
Eλh = −∆+ h¯
2
2
1
me
(
1− 2 h¯
2 P 2
3me(Eg +∆)
)
k2.
These expressions are very similar to the expressions obtained with the previously de-
scribed simplified model, but clearly show the dual effect that each reciprocal interaction
has on the related couple of bands. As before, these results give an incorrect effective
mass for the heavy-hole band.
From the diagonalization Kane also finds the Bloch lattice functions unk(r) that diag-
onalize the Hamiltonian of the Schro¨dinger-Bloch equation in the presence of spin-orbit
interaction (i.e. the eigenfunctions of this Hamiltonian) as linear combinations of the
un0 (r) considered in the absence of spin-orbit; in particular for vanishing k they are (in
the simplest case in which k ‖ zˆ):
i |c0〉|↓〉, i |c0〉|↑〉,(57)
−1/√2 (|vx0〉+ i |vy0〉)|↑〉, 1/√2 (|vx0〉 − i |vy0〉)|↓〉,
1/
√
6 (|vx0〉 − i |vy0〉)|↑〉+
√
2/3 |vz0〉|↓〉,
−1/√6 (|vx0〉 + i |vy0〉)|↓〉+
√
2/3 |vz0〉|↑〉,
1/
√
3 (|vx0〉 − i |vy0〉)|↑〉 − 1/√3 |vz0〉|↓〉,
1/
√
3 (|vx0〉+ i |vy0〉)|↓〉+ 1/√3 |vz0〉|↑〉.
In order to take into account the effect of higher and lower bands on the considered
ones, Kane uses the Lo¨wdin perturbation theory [71,72]. Following this method, one can
divide all the bands into two sets A and B: A is the set we want to treat exactly and
B contains all the other bands. At the lowest order of perturbation theory the coupling
between the set A and the set B can be removed introducing the perturbed functions
(58) u′i = ui +
B∑
n
Hniun
(Hii −Hnn) ,
where i is in A and n is in B. The renormalized interactions connecting u′i and u
′
j are
given by
(59) H ′ij = Hij +
B∑
n
HinHnj(
Hii +Hjj
2
−Hnn
)
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(with i, j in A). In this way we can reduce the Hamiltonian matrix, which in principle
connects all the possible bands, to a Hamiltonian matrix relating only the bands of inter-
est, but in which, however, the interactions with the non-considered bands are included.
The method is accurate as long as |Hin| ≪ |Hii − Hnn|, with i in A and n in B, and
thus the set A has to be selected in order to satisfy this relation (for example, also states
degenerate with those in which we are interested have to be considered inside the set A).
Note that the Lo¨wdin perturbation theory reduces to the ordinary perturbation theory
when only a single band is considered in the set A.
Kane applies this perturbation method, starting from the Bloch lattice functions (57)
of the set A of considered conduction and valence bands and from the unperturbed
Bloch lattice functions of the set B of the higher and lower bands, obtaining a better
approximation of the actual dispersion relations of the considered bands.
An exact diagonalization of the Hamiltonian has also been performed (originally by
M. Cardona and F. H. Pollak [28], more recently by other authors [29-32]), extending the
number of considered bands (and thus the number of involved parameters) to reproduce
the band structure all over the Brillouin zone to a reasonable degree of accuracy (for
example, in their original paper M. Cardona and F. H. Pollak consider 15 bands, with
10 parameters, to reproduce the energy band structure of germanium and silicon).
3. – The k · p method in non-periodic systems: envelope function theory and
application to heterostructures
Till now, we have considered the applications of the k · p method to periodic, ho-
mogeneous crystals, using a description of the electron wave function in terms of Bloch
functions. However, in the presence of a generic external potential the periodicity of
the potential inside the crystal breaks down and thus the electron wave functions are
far from periodic. Since the Bloch functions |nk〉 = eik·runk(r)/
√
(2π)3, considered as
functions of r and k, are a complete set of orthonormal functions, also in this case the
generic wave function could be expanded on the basis of Bloch functions in this way
(60) ψ(r) =
∑
n
∫
dkAn(k)|nk〉,
(where the sum over the number of bands together with the integral over the Brillouin
zone corresponds to an integral over all the reciprocal space). However, in general a
large number of Bloch functions, evaluated over a large range of wave vectors, would be
necessary in this expansion. Therefore in this case it is convenient to replace the Bloch
phase factor, involving the wave vector measured from the reference extremum point,
with an envelope function, and thus to use a different formulation of the k · p method,
based on the concept of envelope functions (1).
In order to introduce this concept, we can make a very approximate calculation [77,78]
in the hypothesis that the external potential energy U(r) (“external” here meaning “not
due to the periodic structure of the lattice”) is slowly varying on an atomic scale and
the n-th energy band that we are considering is non-degenerate (thus with unique in-
dependent Bloch lattice function unk(r)). In this case, the Schro¨dinger equation (in the
(1) Notice that there is also an alternative approach to the envelope function theory using the
definition of Wannier [73] and Slater [74], based on Wannier orbitals. See also [52,75,76].
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absence of a magnetic field) for the electron wave function ψ(r)
(61)
(
− h¯
2
2me
∇2 + UL(r)
)
ψ(r) + U(r)ψ(r) = H(0)ψ(r) + U(r)ψ(r) = Eψ(r)
(where UL(r) is the periodic lattice potential energy and H
(0) is the Hamiltonian in the
absence of the external potential energy U(r)) is equivalent to the equation
(62) En(−i∇)F (r) + U(r)F (r) = EF (r),
where En(−i∇) represents the operator obtained replacing, in the dispersion relation
En(k) describing the n-th energy band in the absence of the external potential, each
component of k with the corresponding component of −i∇, and F (r) is the envelope
function, a slowly varying function that, when we consider only the n-th band, multiplied
by the fast varying Bloch lattice function un0 (r) (considered in k = 0) gives the electron
wave function.
Indeed, if we expand ψ(r) in the orthogonal basis set |νk〉 = eik·ruνk(r)/
√
V (with V
the crystal volume)
(63) ψ(r) =
∑
ν,k
aν(k)|νk〉,
we can re-write the Schro¨dinger equation (61) in matrix form using the basis |νk〉
∑
ν′,k′
(
〈νk|H(0) + U(r)|ν′k′〉aν′(k′)
)
= Eaν(k)⇒(64)
Eν(k)aν(k) +
∑
ν′,k′
(〈νk|U(r)|ν′k′〉aν′(k′)) = Eaν(k),
where we have used the fact that (being |νk〉 an eigenfunction of H(0) with eigenvalue
Eν(k))
(65) 〈νk|H(0)|ν′k′〉 = Eν′(k′)〈νk|ν′k′〉 = Eν(k)δν ν′δk k′ .
In particular, for ν = n we have that
(66) En(k)an(k) +
∑
ν′,k′
(〈nk|U(r)|ν′k′〉aν′(k′)) = Ean(k).
If instead we expand the envelope function equation in the orthogonal set of plane waves
|k〉 = eik·r/√V
(67) F (r) =
∑
k
a(k)|k〉,
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we can re-write the envelope function equation (62) in matrix form using the basis |k〉
∑
k′
(〈k|En(−i∇) + U(r)|k′〉a(k′)) = Ea(k)⇒(68)
En(k)a(k) +
∑
k′
(〈k|U(r)|k′〉a(k′)) = Ea(k),
using the fact that
(69) (−i∇ν)p|k′〉 = (−i∇ν)p(eik
′·r/
√
V ) = (k′ν)
p(eik
′·r/
√
V ) = (k′ν)
p|k′〉,
with ν = x, y, z and thus
(70) En(−i∇)|k′〉 = En(k′)|k′〉
(being En(−i∇) an operator made up of operators of the type (−i∇ν)p) and then
exploiting the orthogonality relation 〈k|k′〉 = δk k′ . The two equations (66) and (68),
obtained from the Schro¨dinger equation and from the envelope function equation are
exactly equal if
(71) 〈nk|U(r)|ν′k′〉 = δn ν′〈k|U(r)|k′〉,
i.e. if the matrix elements of the external potential U(r) between states from different
bands are negligible. This is what happens if U is slowly varying on an atomic scale.
Indeed, in this case we have that
〈nk|U(r)|ν′k′〉 = 1
V
N∑
j=1
∫
Vj
dr unk
∗(r)uν
′
k′(r)e
i (k′−k)·rU(r) ≃(72)
N∑
j=1
ei (k
′−k)·rjU(rj)
1
V
∫
Vj
dr unk
∗(r)uν
′
k′(r) ≃
N∑
j=1
ei (k
′−k)·rjU(rj)δnν′
1
N
≃ δn ν′
∫
V
dr
ei (k
′−k)·r
V
U(r) = δnν′〈k|U(r)|k′〉,
where V the crystal volume, Vj the volume of the j-th unit cell, rj the coordinate of its
center and N the number of unit cells. We have assumed that U(r) and ei (k
′−k)·r are
approximately constant over a unit cell and unk′(r) ≃ unk(r) over the range of values of
|k′ − k| for which 〈k|U(r)|k′〉 is not negligible.
Note that usually for functions with the translation symmetry of the crystal lattice
the scalar product is defined as
(73) 〈Ψ1|Ψ2〉 = 1
Vc
∫
Vc
drΨ∗1(r)Ψ2(r)
(with Vc the volume of the unit cell); in particular u
ν
k(r) and e
ik·ruνk are normalized
with respect to this scalar product.
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If the two equations (66) and (68) are identical, they have the same solutions an(k) and
a(k). Thus (assuming that aν(k) is non-zero only for the particular band n, coherently
with our hypothesis that there is no mixing between the bands) we can write that
ψ(r) =
∑
ν,k
aν(k)|νk〉 =
∑
k
an(k)
eik·r√
V
unk(r) ≃(74)
un0 (r)
∑
k
an(k)
eik·r√
V
= un0 (r)
∑
k
an(k)|k〉 = un0 (r)F (r),
where we have assumed that unk(r) does not vary very much with k (note that the main
k’s have to be quite close to k0 = 0 for the previous derivation to be consistent).
We notice that if we express En(k) as
(75) En(k) = E
n
0 +
h¯2
2
∑
µ,ν
kµkν
m∗µν
(with µ, ν = x, y, z) the envelope function equation becomes
(76) − h¯
2
2
∑
µ,ν
∇µ∇ν
m∗µν
F (r) + (En0 + U(r)) = EF (r)
and when the effective mass is isotropic ((1/m∗µν) = (1/m
∗)δµ ν) we have the well-known
equation
(77) − h¯
2
2m∗
∇2F (r) + (En0 + U(r)) = EF (r).
Luttinger and Kohn in a famous paper [40] have given an alternative derivation of the
single-band envelope function equation, which has the advantage of being easily general-
ized to more complicated cases. The starting equation is again the Schro¨dinger equation
(H(0)+U)ψ = Eψ, with H(0) being the Hamiltonian of the electron in the periodic lattice
potential and U an additional potential which is assumed not to vary significantly over
each unit cell. They show that the fuctions |nk〉 = χnk = eik·run0 (r)/
√
(2π)3 (where
un0 (r) are the Bloch lattice functions in the absence of the external potential, evaluated
for k = 0) are a complete orthonormal set, if considered as functions of r and k (exactly
as the functions eik·runk(r)/
√
(2π)3, which, contrary to the χnk, are eigenfunctions of
H(0)). This means that
(78) 〈χnk|χn′k′〉 = δnn′δ(k − k′).
Therefore, they can expand the wave function ψ over the complete orthonormal set of
functions |nk〉 in this way:
(79) ψ =
∑
n′
∫
dk′An′(k
′)χn′k′ ,
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and, considering this basis, they can rewrite the Schro¨dinger equation in the following
form:
(80)
∑
n′
∫
dk′〈nk|H(0) + U |n′k′〉An′(k′) = EAn(k).
After some calculations, they obtain that
〈nk|H(0)|n′k′〉 =
(
En0 +
h¯2k2
2me
)
δnn′δ(k − k′) +
∑
α=x,y,z
h¯kαP
nn′
α
me
δ(k − k′) ≡(81)
〈nk|Ha|n′k′〉+ 〈nk|Hb|n′k′〉,
where the momentum matrix elements at k = 0
(82) Pnn
′
α =
1
Vc
∫
Vc
un0
∗(−ih¯∇α)un
′
0 dr
are characterized by the following properties: Pnnα = 0 if the point k = 0 around which we
are working is an extremum point of the dispersion relations, and Pnn
′
α = P
n′n
α = (P
nn′
α )
∗
if a center of symmetry exists in the crystal. Moreover, if U is a “gentle” potential, with
a very small variation over a unit cell,
(83) 〈nk|U |n′k′〉 = U(k − k′)δnn′ ,
where U(k) is the Fourier transform of U
(84) U(k) = 1
(2π)3
∫
dre−ik·rU(r).
As a consequence, eq. (80) becomes
(
En0 +
h¯2k2
2me
)
An(k) +
∑
α=x,y,z
∑
n′
n′ 6=n
h¯kαP
nn′
α
me
An′(k)(85)
+
∫
dk′U(k − k′)An(k′) = EAn(k).
In order to decouple the equation corresponding to the band n from the other bands,
the terms involving Pnn
′
α , which couple the bands, have to be removed to the first order.
Luttinger and Kohn obtain this result applying a proper canonical transformation T :
(86) An(k) =
∑
n′
∫
dk′〈nk|T |n′k′〉Bn′(k′),
which corresponds, more abstractly, to A = TB. Writing T = eS and applying this
transformation to the equation (85), which can be rewritten as HA = EA, with H =
Ha +Hb + U , we obtain (e
−SHeS)B = EB. After some calculations, it can be proved
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that, choosing S in such a way that Hb + [Ha, S] = 0 (the square brackets denoting the
commutator), i.e.
(87) 〈nk|S|n′k′〉 =

 −
h¯k · P nn′δ(k − k′)
me(En0 − En′0 )
, if n 6= n′,
0, if n = n′,
and neglecting the terms of order k3 and higher and the terms which assume very small
values for a “gentle” potential U , this equation becomes

En0 + h¯
2k2
2me
+
h¯2
me2
∑
α,β=x,y,z
kαkβ
∑
n′′
n′′ 6=n
Pnn
′′
α P
n′′n
β
En0 − En′′0

Bn(k)(88)
+
∫
U(k − k′)Bn(k′)dk′ = EBn(k),
which can be written more briefly in this form:
(89) En(k)Bn(k) +
∫
U(k − k′)Bn(k′)dk′ = EBn(k),
where En(k) is the dispersion relation in the absence of U(r) expanded to second order
in k.
Converting eq. (89) from the momentum space to the position space and defining the
envelope function in this way
(90) Fn(r) =
1√
(2π)3
∫
eik·rBn(k)dk,
the single band envelope function equation is obtained
(91) (En(−i∇) + U(r))Fn(r) = EFn(r),
with En(−i∇) obtained expanding En(k) (the dispersion relation in the absence of
U(r)) to second order in k around k = 0 with non-degenerate perturbation theory and
substituting each component of k with the corresponding component of −i∇. Being
Fn(r) a smooth function, it has significant Fourier components only for small values of
k. Since for small values of k also S is small, for these components An(k) = e
SBn(k) ≃
Bn(k) and thus, exploiting the eqs. (79) and (90), we have
(92) ψ ≃
∑
n
∫
dkBn(k)e
ik·r u
n
0 (r)√
(2π)3
=
∑
n
Fn(r)u
n
0 (r)
and, noting that eq. (91) contains no interband coupling,
(93) ψ = Fn(r)u
n
0 (r)
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(as already seen). If locally the external potential changes considerably within a cell, in
such a region the equation we have derived is no longer valid, but it continues to be valid
in regions of space sufficiently distant from it.
Then Luttinger e Kohn adopt an analogous procedure starting from the Schro¨dinger
equation written in the presence of an external magnetic field. In this way, they demon-
strate that in such a case the envelope function satisfies an equation similar to the one
in the absence of a magnetic field, the only difference being that the new Hamiltonian
is obtained replacing, in the expansion of En(k) to quadratic terms, each kα by the op-
erator −i∇α + eAα/h¯ (using the MKS system of units) with Aα the α-th component of
the vector potential. Moreover in the expansion of En(k) to the second order any arising
product of non-commuting factors has to be interpreted as the symmetrized product.
In the case in which the extremum is at k = k0 6= 0, the demonstrations (both with
and without an external magnetic field) can be repeated by just replacing un0 (r) (the
eigenfunctions of the Hamiltonian for k = 0 in the absence of U(r) and of an external
magnetic field) with φnk0 ≡ eik0·runk0(r) (the eigenfunctions of the Hamiltonian for
k = k0 in the absence of U(r) and of an external magnetic field). Indeed, it can be seen
that the functions ϕnκ ≡ eiκ·r(eik0·run0 (r)/
√
(2π)3) have properties analogous to those
prevously seen for the χnk = e
ik·run0 (r)/
√
(2π)3: considered as functions of r and κ,
they are a complete orthonormal set of functions (such that 〈ϕnκ|ϕn′κ′〉 = δnn′δ(κ−κ′))
and the momentum matrix elements computed in k0, defined as
(94) Pnn
′
α =
1
Vc
∫
Vc
unk0
∗(h¯k0α − ih¯∇α)un
′
k0
dr,
have properties analogous to those seen in the case in which k0 = 0. In this case the
relation between the wave function and the envelope function is
(95) ψ = Fn(r)(e
ik0·runk0(r))
and the envelope function equation is
(96) [En(k0 − i∇) + U ]Fn = EFn,
in the absence of magnetic field, and
(97)
[
En
(
k0 − i∇+ eA
h¯
)
+ U
]
Fn = EFn,
in the presence of magnetic field. As before, in these expressions an expansion of En
around k0 to second-order terms in −i∇ and in −i∇+ eA/h¯, respectively, is meant.
If there are extrema at several different values of k0 within the band, we obtain
an envelope function equation for each of them; if the solutions corresponding to the
different k0 values have different energies, the corresponding wave functions represent
independent solutions of the Schro¨dinger equation; otherwise the correct wave function
will be a linear combination of those from the different extrema associated with the same
energy.
When the band of interest is degenerate, Luttinger and Kohn, using a similar calcula-
tion, arrive at a set of coupled second-order equations which correspond to the effective
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mass equation found in the case of non-degenerate bands. In particular (assuming for
simplicity that the degeneracy occurs at k = 0) they assume to have, at k = 0, r un-
perturbed degenerate Bloch lattice functions corresponding to the same unperturbed
energy Ej0 (where “unperturbed” means for k = 0 and in the absence of U(r) and of an
external magnetic field) and they define them as φj (with j = 1, . . . , r, where r is the
degeneracy), i.e.
(98) H(0)φj = E
j
0φj
(notice that the φj ’s, i.e. the u
n
0 ’s, can be seen as Bloch functions e
ik·runk for k = 0 and
thus they have to satisfy the Schro¨dinger equation for k = 0). They instead indicate as
φi (with i 6= 1, . . . , r) the unperturbed Bloch lattice functions at k = 0 corresponding
to the other bands, that are not degenerate with the φj ’s. If the crystal has a center
of symmetry, it can be proved that the momentum matrix elements between different
φj ’s vanish, i.e. P
jj′
α = 0. Luttinger and Kohn introduce the complete set of functions
|nk〉 = φnk = eik·rφn/
√
(2π)3 (where φn indicates both the φj ’s and the φi’s). Using
this basis, they can expand the wave function in this way:
(99) ψ =
∑
n
∫
dkAn(k)φnk
and rewrite the Schro¨dinger equation as
(100)
∑
n′
∫
dk′〈nk|H(0) + U |n′k′〉An′(k′) = EAn(k),
thus obtaining:
(
Ej0 +
h¯2k2
2me
)
Aj(k) +
∑
α=x,y,z
∑
i
h¯kαP
ji
α
me
Ai(k)(101)
+
∫
dk′U(k − k′)Aj(k′) = EAj(k)
(writing only the equations corresponding to the degenerate states j). In order to de-
couple the equations corresponding to the states j from those of the states i, a proper
canonical transformation A = TB = eSB is again applied, with
(102) 〈nk|S|n′k′〉 =

 −
h¯k · P nn′δ(k − k′)
me(En0 − En′0 )
, if n or n′ /∈ [1, r],
0, if n and n′ ∈ [1, r].
In this way Luttinger and Kohn obtain, to second-order terms in k, the following set of
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equations for the r degenerate states:
r∑
j′=1

Ej0δjj′ + ∑
α,β=x,y,z
(
Dαβjj′kαkβ
)Bj′(k)(103)
+
∫
U(k − k′)Bj(k′)dk′ = EBj(k),
with
(104) Dαβjj′ =
h¯2
2me
δj j′δαβ +
h¯2
me2
∑
i
P j iα P
i j′
β
(Ej0 − Ei0)
.
Therefore, introducing again the envelope functions
(105) Fj(r) =
1√
(2π)3
∫
eik·rBj(k)dk,
Luttinger and Kohn arrive at the conclusion that the r envelope functions Fj(r) cor-
responding to the originally degenerate energy bands satisfy the r coupled differential
equations
(106)
r∑
j′=1

Ej0δjj′ + ∑
α,β=x,y,z
(
Dαβjj′ (−i∇α)(−i∇β)
)
+ U(r)δj j′

Fj′ (r) = EFj(r)
(if the energy zero is set at Ej0 the term E
j
0δjj′ disappears).
Analogously to what happens in the non-degenerate case, for small values of k,
An(k) ≃ Bn(k) and thus
(107) ψ ≃
∑
n
∫
dkBn(k)e
ik·r φn(r)√
(2π)3
=
∑
n
Fn(r)φn(r) ≃
r∑
j=1
Fj(r)φj(r),
since in eq. (106) no coupling remains between the states j and the states i. The num-
bers Dαβjj′ play the same role in the case of degenerate bands as h¯
2/(2m∗αβ) for a non-
degenerate band.
As before, in the presence of a magnetic field the components of −i∇ appearing in
the envelope function equations will be replaced with the corresponding components of
−i∇+ eA/h¯.
In the presence of spin-orbit coupling, Luttinger and Kohn adopt the same treatment,
considering the spin-orbit contribution as part of the unperturbed Hamiltonian (therefore
the total unperturbed Hamiltonian will be H(0) +HSO) and assuming the Bloch lattice
functions and the corresponding energies for k = 0 of H(0) +HSO as known quantities.
Thus the un0 are replaced with the u
n
0 (the spinorial Bloch lattice functions for k = 0 in
the presence of spin-orbit interaction), En(k) by En(k) (the dispersion relations in the
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presence of spin-orbit interaction) and the Pnn
′
α by
(108) (πα)nn′ = 〈un0 |
(
−i h¯∇α + h¯
4mec2
(σ ×∇V )α
)
|un′0 〉,
where the extra term arises from the fact that the spin-orbit coupling contains the dif-
ferential operator p. When we treat energy bands which are degenerate in the absence
of spin-orbit interaction, we have to remember that (as seen previously) the spin-orbit
coupling can lift, at least partially, the degeneracy. In such a case, we have to consider
that the validity of the adopted theory rests on the assumption that the interband sep-
arations are large compared with the energies involved in the solution of the envelope
function equation. Thus we have to evaluate if the external potential U or the magnetic
field are sufficiently small to produce no appreciable mixing of the bands, the degeneracy
of which has been lifted by the spin-orbit coupling. If they are sufficiently small, we can
obtain a different set of coupled envelope function equations for each set of bands that
have remained degenerate; otherwise we will have to deal with the full set of coupled
equations for all the bands that are degenerate in the absence of spin-orbit.
We can introduce a matrix D, the elements of which are
(109) Djj′ =
∑
α,β
Dαβjj′kαkβ .
If in these matrix elements we replace each component of the vector k with the corre-
sponding component of the operator −i∇ + eA/h¯, we obtain the terms which appear
in the envelope function coupled equations. In particular, the envelope function coupled
equations written in the absence of an external perturbation read (if we set the energy
zero at Ej0)
(110)
r∑
j′=1
∑
α,β
(Dαβjj′ (−i∇α)(−i∇β))Fj′ (r) = EFj(r).
If we convert them from the position representation to the momentum representation,
we obtain
r∑
j′=1
∑
α,β
(Dαβjj′kαkβ)Bj′ (k) = EBj(k)⇒(111)
r∑
j′=1
Djj′Bj′(k) = EBj(k)⇒ DB = EB,
from which it is evident that the dispersion relations E(k) near the extremum can be
obtained by finding the eigenvalues of the matrix D. We notice that this clearly corre-
sponds to what happens in the case of non-degeneracy, in which (as we have seen) the
envelope function equation contains En(−i∇) (the dispersion relation in the absence of
external potential energy or magnetic field, where each component of k is replaced with
the corresponding component of −i∇).
In order to determine the number of independent parameters which appear in the
matrix D, the symmetry properties of the considered lattices are exploited.
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Fig. 3. – Heterojunction between two semiconductors A and B.
In [41] Luttinger proposes a different way to obtain an explicit expression for D, based
only on symmetry arguments. He writes this matrix for diamond-type semiconductors
using group theory, in particular considering that the Hamiltonian D should be invariant
under the operations of the cubic group (so that the Hamiltonian will give us results
which transform correctly with respect to the transformations of the cubic group, which
is the symmetry group of k) and thus writing D as a linear combination of the invariants
obtained combining angular momentum matrices and components of k. The elements
of such a matrix are polynomials in the components of k, at most of the second order,
and involve parameters characteristic of the materials, which have been experimentally
found and are available for most common semiconductors [79]. For example, in the case
of the 4 × 4 matrix D corresponding to the light-hole and heavy-hole bands (the extra
factor of 2 coming from spin) they are γ1, γ2, γ3, κ (which is useful in the presence of an
external magnetic field) and q (which approaches zero as the spin-orbit coupling does).
Bir and Pikus [14] have shown that in uniformly strained semiconductors, such that
the periodicity of the structure is preserved, the strain introduces in the dispersion rela-
tion of non-degenerate bands an extra term of the kind
(112) ac(ǫxx + ǫyy + ǫzz)
and in the Hamiltonian of degenerate bands additional terms of the form
(113)
∑
α,β
Dˆαβj j′ǫαβ ,
where α, β = x, y, z and ǫαβ is the generic component of the strain matrix.
Bastard [42-44] uses the envelope function method to study heterostructures, for
example made up of two materials A and B (fig. 3). In particular, he assumes that the
two materials are perfectly lattice-matched and crystallize with the same crystallographic
structure, so that the functions un0 (r) in the two materials can be considered identical.
With this hypothesis, if in each material the wave functions are written as
(114) ψ(A,B) =
∑
n
F (A,B)n (r)u
n
0 (r),
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it is evident that, since the un0 are linearly independent and the wave function has to
be continuous at the interface, also the envelope functions have to be continuous at the
interface. For the derivative of the envelope functions, Bastard finds, enforcing the con-
tinuity of the probability current at the interface, a general condition [80], which, in the
simple case of two materials that are both characterized by non-degenerate parabolic and
isotropic bands but with different effective masses m∗(A) and m
∗
(B), reduces to enforcing
the continuity of
(115)
1
m∗
∂Fn
∂z
(where we have assumed the zˆ axis orthogonal to the interface). This can be easily
obtained enforcing in this case the continuity of the z component of the probability
current density, which is equal to
(116) jz = − i h¯
2m
(
ψ∗
∂ψ
∂z
− ψ∂ψ
∗
∂z
)
and noting that the continuity of the envelope function has already been enforced. As to
the asymptotic behavior of the envelope functions far from the interface, it depends on
the heterostructure under consideration. For example, for superlattices the z-dependent
part of the envelope function will be a Bloch wave, due to the periodicity of the structure
in that direction, while for the bound states of a quantum well it should tend to zero for
large z. Thus the envelope functions in the overall structure can be found solving the
envelope function equations in the different materials, knowing the asymptotic behavior
far from the interface and enforcing the correct boundary conditions at the interface.
Bastard has also made an extensive analysis of the applications of this method [81].
Also M. Altarelli has given important contributions to the development of the envelope
function method [82] and to its applications to the study of heterostructures [45-47].
M. G. Burt [48-52] has pointed out the errors deriving from the assumption, normally
made in the application of the envelope function method to heterostructures, that the
un0 (r) in the two materials are the same and from the boundary condition enforced on
the derivative of the envelope function at the interface. In a series of interesting and
detailed articles he has developed an alternative envelope function theory expanding
the wave function in the overall structure on the same periodic basis functions Un(r)
throughout, even though they are not necessarily eigenstates of the constituent crystals,
without making any hypothesis about the real eigenstates un0 (r)
(117) ψ(r) =
∑
n
Fn(r)Un(r).
The envelope functions Fn(r) univocally defined in this way and all their derivatives
are certainly continuous everywhere, including at the interface. Using this approach,
he has first derived exact envelope function equations, then, for local potentials and
slowly varying envelope functions (but without any assumption on the rate of variation
of the composition), he has formulated approximate envelope function equations, and
finally, with the assumption of the dominance of one envelope function, he has arrived
at an effective-mass equation that includes also the effect of the differences in the un0 (r)
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Fig. 4. – The graphene lattice in the real space (a) and in the reciprocal space (b).
between the two materials. At each step the associated approximations are accurately
described, so that it is possible to estimate the error.
A more detailed description of the applications of the k · p method to materials with
a diamond, zincblende and wurtzite lattice, both in the periodic and in the non-periodic
case, can be found (besides in the other books and in the original publications reported
in the list of references of this review) in the recent book by L. C. Lew Yan Voon and
M. Willatzen [4].
4. – Application of the k · p method to graphene
In the last years the k · p method, and in particular the formulation (described in
the last section) based on the envelope functions, has been successfully applied to the
analysis of the electronic properties of graphene and graphene-related stuctures, such as
carbon nanotubes and graphene nanoribbons.
In this section we will begin the description of this particular application deriving the
k · p relations for a simple sheet of graphene.
A graphene sheet is a hexagonal lattice of carbon atoms. In fig. 4(a) we show its
structure in the real space and, in particular, its unit cell as a dashed rhombus, containing
two inequivalent carbon atoms A and B, while in fig. 4(b) we show the lattice in the
reciprocal space with the Brillouin zone as a shaded hexagon. The lattice unit vectors
are a1 and a2 in the real space, and b1 and b2 in the reciprocal space. If we define
a = |a1| = |a2| = aC−C
√
3 (with aC−C the distance between nearest-neighbor carbon
atoms), the coordinates of these vectors in the right-hand reference frame Σ′ = (xˆ′, yˆ′, zˆ′)
are (observe that we have taken xˆ′ along the vector a1 + a2)
(118) a1 ≡
Σ′


√
3
2
a
a
2
0

 , a2 ≡Σ′


√
3
2
a
−a
2
0

 , b1 ≡Σ′


2π√
3a
2π
a
0

 , b2 ≡Σ′


2π√
3a
−2π
a
0


(following the conventions used by R. Saito, G. Dresselhaus and M. S. Dresselhaus [83]),
which (being b1 = 2π(a2× zˆ′)/(a1 ·(a2× zˆ′)) and b2 = 2π(zˆ′×a1)/(a1 ·(a2× zˆ′))) fulfill
the well-know relation ai · bj = 2πδij between lattice unit vectors in the real space and
in the reciprocal space. Note that the letter written under the symbol “≡” indicates the
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Fig. 5. – The energy dispersion relations of graphene inside its hexagonal Brillouin zone.
adopted reference frame. The most relevant graphene dispersion relations for transport
and other solid-state properties are the two π-bands (an upper anti-bonding band and a
lower bonding band), which are degenerate at the points (considering the point Γ at the
center of the hexagonal Brillouin zone of graphene as the origin of the reciprocal space)
(119) K =
1
3
(b2 − b1) ≡
Σ′
4π
3a

 0−1
0

 and K ′ = 1
3
(b1 − b2) ≡
Σ′
4π
3a

 01
0


and obviously at their equivalents in the reciprocal space (as we can see from fig. 5,
which has been obtained with a nearest-neighbor tight-binding approach limited to the
2pz atomic orbitals, with nonzero nearest-neighbor overlap integral).
Thus we can use the k·pmethod to find the dispersion relations of graphene near these
extrema points (called Dirac points), following T. Ando’s approach [54-56]. However, in
our description we will continue to use the conventions of ref. [83] and we will consider
the pair (119) of Dirac points (which will simplify the treatment of zigzag and armchair
graphene nanoribbons in the last section of this review). Other articles where a k · p
treatment of graphene is introduced are refs. [84-89].
We start using a simple tight-binding model, in which we use as basis functions the 2pz
orbitals of all the carbon atoms of the graphene sheet, which are the orbitals leading to
the π-bonds and thus to the above-mentioned two π-bands. The generic eigenfunction in
the material can be expressed [55,56] as a linear combination (with coefficients ψA(RA)
and ψB(RB)) of these atomic orbitals ϕ(r −RA) and ϕ(r −RB) (centered on atoms of
type A and B, respectively)
(120) ψ(r) =
∑
RA
ψA(RA)ϕ(r −RA) +
∑
RB
ψB(RB)ϕ(r −RB),
where the first (second) sum spans over all the positions of the atoms of type A (B) in
the lattice.
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Using the definition of the Hamiltonian operator
(121) H |ψ〉 = E|ψ〉,
we have that [83]
(122) 〈ψ|H |ψ〉 = E〈ψ|ψ〉
and thus (using j and j′ to indicate the type of the atoms and n and m to specify the
particular atoms)
E =
〈ψ|H |ψ〉
〈ψ|ψ〉 =(123) 〈 ∑
j=A,B
∑
Rjn
ψj(Rjn)ϕ(r −Rjn)
∣∣∣∣∣H
∣∣∣∣∣
∑
j′=A,B
∑
Rj′m
ψj′(Rj′m)ϕ(r −Rj′m)
〉
〈 ∑
j=A,B
∑
Rjn
ψj(Rjn)ϕ(r −Rjn)
∣∣∣∣∣
∑
j′=A,B
∑
Rj′m
ψj′ (Rj′m)ϕ(r −Rj′m)
〉 =
∑
j,j′=A,B
∑
Rjn
∑
Rj′m
ψ∗j (Rjn)ψj′ (Rj′m)〈ϕ(r −Rjn)|H |ϕ(r −Rj′m)〉
∑
j,j′=A,B
∑
Rjn
∑
Rj′m
ψ∗j (Rjn)ψj′ (Rj′m)〈ϕ(r −Rjn)|ϕ(r −Rj′m)〉
=
∑
j,j′=A,B
∑
Rjn
∑
Rj′m
ψ∗j (Rjn)ψj′ (Rj′m)hRjn,Rj′m
∑
j,j′=A,B
∑
Rjn
∑
Rj′m
ψ∗j (Rjn)ψj′ (Rj′m)sRjn,Rj′m
,
where we have introduced the transfer integrals hRjn,Rj′m and the overlap integrals
sRjn,Rj′m between atomic orbitals. Now we can minimize E (to obtain the actual physical
state) enforcing (for each coefficient, and thus for each atom)
∂E
∂ψ∗j (Rjn)
=
∑
j′=A,B
∑
Rj′m
ψj′ (Rj′m)hRjn,Rj′m
∑
j,j′=A,B
∑
Rjn
∑
Rj′m
ψ∗j (Rjn)ψj′ (Rj′m)sRjn,Rj′m
(124)
−
∑
j,j′=A,B
∑
Rjn
∑
Rj′m
ψ∗j (Rjn)ψj′ (Rj′m)hRjn,Rj′m
( ∑
j,j′=A,B
∑
Rjn
∑
Rj′m
ψ∗j (Rjn)ψj′ (Rj′m)sRjn,Rj′m
)2
·
∑
j′=A,B
∑
Rj′m
ψj′(Rj′m)sRjn,Rj′m = 0.
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Multiplying both members by the denominator of eq. (123) and rearranging, we find:
∑
j′=A,B
∑
Rj′m
ψj′ (Rj′m)hRjn,Rj′m =(125)
∑
j,j′=A,B
∑
Rjn
∑
Rj′m
ψ∗j (Rjn)ψj′ (Rj′m)hRjn,Rj′m
∑
j,j′=A,B
∑
Rjn
∑
Rj′m
ψ∗j (Rjn)ψj′ (Rj′m)sRjn,Rj′m
∑
j′=A,B
∑
Rj′m
ψj′(Rj′m)sRjn,Rj′m
and recognizing that the fraction in the right-hand side is the expression of E, we have
(126)
∑
j′=A,B
∑
Rj′m
ψj′(Rj′m)hRjn,Rj′m = E
∑
j′=A,B
∑
Rj′m
ψj′ (Rj′m)sRjn,Rj′m .
Let us expand this result for the coefficients (and thus for the atoms) with j = A and
for those with j = B
(127)


∑
RAm
ψA(RAm)hRAn,RAm +
∑
RBm
ψB(RBm)hRAn,RBm =
E
(∑
RAm
ψA(RAm)sRAn,RAm+
∑
RBm
ψB(RBm)sRAn,RBm
)
;∑
RAm
ψA(RAm)hRBn,RAm +
∑
RBm
ψB(RBm)hRBn,RBm =
E
(∑
RAm
ψA(RAm)sRBn,RAm+
∑
RBm
ψB(RBm)sRBn,RBm
)
.
We consider non-negligible only the integrals between each atom and itself and between
each atom and its nearest neighbors (which are the nearest three B atoms for an A
atom, while they are the nearest three A atoms for a B atom). Therefore, if (in order to
simplify the notation) we rename RAn as RA and RBn as RB and we use the index l to
indicate the nearest three atoms, we can rewrite these equations in the following way:
(128)


ψA(RA)hRA,RA +
3∑
l=1
ψB(RBl)hRA,RBl =
E
(
ψA(RA)sRA,RA +
3∑
l=1
ψB(RBl)sRA,RBl
)
,
3∑
l=1
ψA(RAl)hRB ,RAl + ψB(RB)hRB ,RB =
E
(
3∑
l=1
ψA(RAl)sRB ,RAl + ψB(RB)sRB ,RB
)
.
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In particular, we consider
hRjn,Rj′m =


ǫRjn = u(Rjn) if Rjn = Rj′m,
−γ0 if Rjn 6= Rj′m and Rjn and Rj′m are
nearest neighbors,
0 otherwise,
(129)
sRjn,Rj′m =
{
1 if Rjn = Rj′m,
0 if Rjn 6= Rj′m.
Here γ0 is the modulus of the nearest-neighbor transfer integral. Instead ǫRjn is the
onsite energy, that we take as zero of the energy in the absence of an external (i.e. not
due to the periodic structure of the lattice) potential energy; if the external potential
energy is not zero, we have to consider the term u(Rjn), which represents the value of
this external potential energy in the position Rjn.
Note that the reason for the values of the overlap integrals reported in eq. (129) is
that we consider atomic orbitals orthonormalized using the Lo¨wdin procedure [90-92].
Thus the tight-binding relations become
(130)


−γ0
3∑
l=1
ψB(RBl) = (E − u(RA))ψA(RA),
−γ0
3∑
l=1
ψA(RAl) = (E − u(RB))ψB(RB).
If we introduce the vectors (fig. 4(a))
(131) τ 1 ≡
Σ′
a√
3


−1
0
0

 , τ 2 ≡
Σ′
a√
3


1
2
−
√
3
2
0

 , τ 3 ≡Σ′
a√
3


1
2√
3
2
0


(with respect to the frame Σ′ = (xˆ′, yˆ′, zˆ′)), we can write the positions of the nearest-
neighbor atoms in this way:
RB1 = RA − τ 1,(132)
RB2 = RA − τ 2,
RB3 = RA − τ 3,
RA1 = RB + τ 1,
RA2 = RB + τ 2,
RA3 = RB + τ 3,
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and thus we can rewrite the tight-binding relations in the following form:
(133)


−γ0
3∑
l=1
ψB(RA − τ l) = (E − u(RA))ψA(RA),
−γ0
3∑
l=1
ψA(RB + τ l) = (E − u(RB))ψB(RB).
Now let us consider what happens near the points K and K′.
Let us assume that we can write
(134)


ψA(RA) = e
iK·RAFKA (RA)− i eiθ
′
eiK
′·RAFK
′
A (RA),
ψB(RB) = i e
iθ′eiK·RBFKB (RB) + e
iK′·RBFK
′
B (RB)
(the angle θ′ will be properly chosen later). If k is the wave vector of ψA and ψB,
the functions FKA and F
K
B have a wave vector κ = k −K and thus are slowly-varying
functions (with small κ) near the pointK; analogously the functions FK
′
A and F
K′
B have
a wave vector κ = k−K′ and thus are slowly-varying functions (with small κ) near the
point K ′ (note that in the overall review we use k for the total wave vector and κ for
the wave vector measured from the reference extremum point).
Incidentally, with these assumptions, if we define αKA = 1, α
K′
A = −i eiθ
′
, αKB = i e
iθ′,
and αK
′
B = 1, we have that
ψ(r) =
∑
i=A,B
∑
Ri
ψi(Ri)ϕ(r −Ri) =(135)
∑
i=A,B
∑
Ri
∑
Kj=K,K′
α
Kj
i e
iKj ·RiF
Kj
i (Ri)ϕ(r −Ri) ≃
∑
i=A,B
∑
Ri
∑
Kj=K,K′
α
Kj
i e
iKj ·RiF
Kj
i (r)ϕ(r −Ri) =
∑
i=A,B
∑
Kj=K,K′
F
Kj
i (r) e
iKj ·r
[
α
Kj
i
∑
Ri
ϕ(r −Ri) e−iKj ·(r−Ri)
]
=
∑
i=A,B
∑
Kj=K,K′
F
Kj
i (r) e
iKj ·r u˜iKj (r),
where we have substituted F
Kj
i (r) to F
Kj
i (Ri) using the fact that F
Kj
i is a slowly varying
function of r near Kj , while the atomic orbital ϕ has significant values only near the
corresponding atom. The quantity between square brackets (that we have called here
u˜iKj ) is periodic with the periodicity of the lattice, since, if aℓ is a lattice unit vector
(and thus, if Ri is the position of a lattice point, also R
0
i = Ri − aℓ is the position of
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a lattice point), then
u˜iKj (r + aℓ) = α
Kj
i
∑
Ri
ϕ((r + aℓ)−Ri) e−iKj ·((r+aℓ)−Ri) =(136)
α
Kj
i
∑
Ri
ϕ(r − (Ri − aℓ)) e−iKj ·(r−(Ri−aℓ)) =
α
Kj
i
∑
R0i
ϕ(r −R0i ) e−iKj ·(r−R
0
i ) = u˜iKj (r).
Therefore, since u˜iKj has the lattice periodicity and Kj is an extremum point (different
from 0) of the dispersion relations, from the relation between ψ(r), u˜iKj (r) and F
Kj
i (r)
we conclude that the 4 functions F
Kj
i can be seen as the electron envelope functions
corresponding to the 2 extremum points Kj where the 2 considered bands of graphene
are degenerate (see eq. (95), the related discussion, and eq. (107)).
Let us point out that this whole procedure does not need a particular choice of scalar
product and of normalization: these have just to be chosen coherently with each other.
However, one could find desirable to normalize the periodic function u˜iKj according to
the scalar product defined in (73), as is generally done in the envelope function theory.
Following this particular criterion, one should have (if Ω0 is the area of a graphene unit
cell, while Ω is the area of the overall graphene sheet)
1 = 〈u˜iKj (r)|u˜iKj (r)〉 =
1
Ω0
∫
Ω0
|u˜iKj (r)|2dr =
1
Ω
∫
Ω
|u˜iKj (r)|2dr =(137)
1
Ω
∫
Ω
∣∣∣αKji ∑
Ri
ϕ(r −Ri) e−iKj ·(r−Ri)
∣∣∣2dr =
1
Ω
∫
Ω
(∑
Ri
ϕ(r −Ri) e−iKj ·(r−Ri)
)∗(∑
R′i
ϕ(r −R′i) e−iKj ·(r−R
′
i)
)
dr =
1
Ω
∫
Ω
∑
Ri
|ϕ(r −Ri)|2dr
+
1
Ω
∑
Ri,R
′
i
Ri 6=R
′
i
[∫
Ω
ϕ∗(r −Ri)ϕ(r −R′i)dr
]
eiKj ·(R
′
i−Ri) =
1
Ω
∫
Ω
∑
Ri
|ϕ(r −Ri)|2dr = 1
Ω
∑
Ri
∫
Ω
|ϕ(r −Ri)|2dr ≃
1
Ω
Ω
Ω0
∫
Ω
|ϕ(r −Ri)|2dr = 1
Ω0
∫
Ω
|ϕ(r −Ri)|2dr.
Here we have exploited the following properties of the involved functions. First of all,
integrating a function with the lattice periodicity over the whole graphene sheet and
dividing the result by its area is equivalent to integrating it over the lattice unit cell and
dividing by the corresponding area. Moreover, each atomic orbital ϕ (orthonormalized
using the Lo¨wdin procedure) has a non-zero overlap only with itself. Finally, since each
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atomic orbital has significative values only near the corresponding atom, the integral of
the square modulus over the whole graphene sheet is nearly the same for all the considered
atomic orbitals, and thus the sum of all the integrals is approximately equal to a single
integral multiplied by the number Ω/Ω0 of orbitals.
Therefore, adopting this particular normalization for u˜iKj , the atomic orbital ϕ should
be normalized in such a way that
(138)
1
Ω0
∫
Ω
|ϕ(r −Ri)|2dr = 1⇒
∫
Ω
|ϕ(r −Ri)|2dr = Ω0,
and thus we should consider atomic orbitals
√
Ω0 times greater than those deriving from
the usual normalization over the whole graphene sheet.
The corresponding scalar product
(139) 〈ϕ1|ϕ2〉 = 1
Ω0
∫
Ω
ϕ∗1(r)ϕ2(r) dr
should be used in all the calculations involving atomic orbitals.
If we introduce the assumptions (134) into the tight-binding equations (133), we
obtain
(140)


(E − u(RA))
[
eiK·RAFKA (RA)− i eiθ
′
eiK
′·RAFK
′
A (RA)
]
=
−γ0
3∑
l=1
[
i eiθ
′
eiK·(RA−τ l)FKB (RA − τ l) + eiK
′·(RA−τ l)FK
′
B (RA − τ l)
]
;
(E − u(RB))
[
i eiθ
′
eiK·RBFKB (RB) + e
iK′·RBFK
′
B (RB)
]
=
−γ0
3∑
l=1
[
eiK·(RB+τ l)FKA (RB + τ l)− i eiθ
′
eiK
′·(RB+τ l)FK
′
A (RB + τ l)
]
.
It is useful to introduce [55, 56] a smoothing function g(r), i.e. a real function which
varies smoothly around the point around which it is centered, has non-negligible values
only in a range of a few lattice constants around the center, and then decays rapidly for
larger distances. This function (point-symmetric around its center) is chosen in such a
way as to satisfy the conditions
(141)
∑
RA
g(r −RA) =
∑
RB
g(r −RB) = 1
and
(142)
∫
Ω
dr g(r −RA) =
∫
Ω
dr g(r −RB) = Ω0
(where Ω0 =
√
3a2/2 is the area of a graphene unit cell, while Ω is the area of the overall
graphene sheet); moreover it has to satisfy the relations
(143)
∑
RA
g(r −RA)ei(K
′−K)·RA =
∑
RB
g(r −RB)ei(K
′−K)·RB ≃ 0.
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Fig. 6. – A candidate smoothing function g(r).
Due to its locality, when this function is multiplied by a generic smooth function f(r)
(such as the envelope functions F we have defined), we clearly have that
(144) f(r)g(r −R) ≃ f(R)g(r −R)
(for positions r for which g(r − R) is not negligible, the smooth function f(r) is ap-
proximately equal to f(R), while for positions r, further away from R, for which f(r)
significantly differs from f(R), the function g(r−R) is null). In fig. 6 we show a possible
smoothing function g(r), which approximately satisfies all the previous relations (2).
If we multiply the first of the tight-binding equations (140) by g(r−RA)e−iK·RA and
we sum it over RA, we find
E
∑
RA
g(r −RA)FKA (RA)(145)
−E i eiθ′
∑
RA
g(r −RA)ei(K
′−K)·RAFK
′
A (RA)
−
∑
RA
g(r −RA)u(RA)FKA (RA)
+i eiθ
′
∑
RA
g(r −RA)ei(K
′−K)·RAu(RA)F
K′
A (RA) =
−γ0 i eiθ
′
3∑
l=1
e−iK·τ l
∑
RA
g(r −RA)FKB (RA − τ l)
−γ0
3∑
l=1
e−iK
′·τ l
∑
RA
g(r −RA)ei(K
′−K)·RAFK
′
B (RA − τ l);
(2) In detail, we have represented the function defined as 106.5307 exp(− 5.7677
1−(|r|/(0.355 nm))2
) for
|r| < 0.355 nm, and 0 for |r| ≥ 0.355 nm, but better approximations for the smoothing function
g(r) can be found.
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exploiting the property (144) it becomes
E
[∑
RA
g(r −RA)
]
FKA (r)− E i eiθ
′
[∑
RA
g(r −RA)ei(K
′−K)·RA
]
FK
′
A (r)(146)
−
[∑
RA
g(r −RA)u(RA)
]
FKA (r)
+i eiθ
′
[∑
RA
g(r −RA)ei(K
′−K)·RAu(RA)
]
FK
′
A (r) =
−γ0 i eiθ
′
3∑
l=1
e−iK·τ l
[∑
RA
g(r −RA)
]
FKB (r − τ l)
−γ0
3∑
l=1
e−iK
′·τ l
[∑
RA
g(r −RA)ei(K
′−K)·RA
]
FK
′
B (r − τ l).
For the quantities in the square brackets, we can use the properties (141) and (143),
together with the definitions
(147) uA(r) =
∑
RA
g(r −RA)u(RA), u′A(r) =
∑
RA
g(r −RA)ei(K
′−K)·RAu(RA),
obtaining
E FKA (r)− uA(r)FKA (r) + i eiθ
′
u′A(r)F
K′
A (r) =(148)
−γ0 i eiθ
′
3∑
l=1
e−iK·τ lFKB (r − τ l).
Expanding the smooth quantity FKB (r − τ l) to the first order in τ l, we have that
3∑
l=1
e−iK·τ lFKB (r − τ l) ≃
3∑
l=1
e−iK·τ l
[
FKB (r)−
(
τ l · ∂
∂r
)
FKB (r)
]
=(149)
{(
3∑
l=1
e−iK·τ l
)
FKB (r)−
[
3∑
l=1
e−iK·τ l
(
τ l · ∂
∂r
)]
FKB (r)
}
.
Let us now calculate the value of the sums which appear in the previous expression
3∑
l=1
e−iK·τ l = 1 + e−i
2π
3 + ei
2π
3 = 0;(150)
3∑
l=1
e−iK·τ l
(
τ l · ∂
∂r
)
= 1
a√
3
(
− ∂
∂x′
)
+e−i
2π
3
a√
3
(
1
2
∂
∂x′
−
√
3
2
∂
∂y′
)
+ ei
2π
3
a√
3
(
1
2
∂
∂x′
+
√
3
2
∂
∂y′
)
=
a√
3
((
−1 + 1
2
e−i
2π
3 +
1
2
ei
2π
3
)
∂
∂x′
+
(
−
√
3
2
e−i
2π
3 +
√
3
2
ei
2π
3
)
∂
∂y′
)
.
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Since −1 + 1
2
e−i
2π
3 +
1
2
ei
2π
3 = −3
2
and −
√
3
2
e−i
2π
3 +
√
3
2
ei
2π
3 = i
3
2
, we have that
3∑
l=1
e−iK·τ l
(
τ l · ∂
∂r
)
= − a√
3
3
2
(
∂
∂x′
− i ∂
∂y′
)
=(151)
−
√
3
2
a(iκˆx′ + κˆy′) = −i
√
3
2
a(κˆx′ − iκˆy′),
where we have defined κˆ = −i∇ and thus
(152) κˆx′ = −i ∂
∂x′
and κˆy′ = −i ∂
∂y′
.
Substituting these results, eq. (148) becomes
E FKA (r)− uA(r)FKA (r) + i eiθ
′
u′A(r)F
K′
A (r) ≃(153)
−γ0 i eiθ
′
(
i
√
3
2
a(κˆx′ − iκˆy′)FKB (r)
)
=
√
3
2
γ0a e
iθ′(κˆx′ − iκˆy′)FKB (r) = γ(κˆx − iκˆy)FKB (r),
where we have passed from the original reference frame Σ′ = (xˆ′, yˆ′, zˆ′) to a new frame
Σ = (xˆ, yˆ, zˆ), rotated, in the plane (xˆ′, yˆ′), around the origin by an angle θ′ (positive in
the counterclockwise direction) with respect to the original one (fig. 7) and we have used
the fact that
eiθ
′
(κˆx′ − iκˆy′) = (cos θ′ + i sin θ′)(κˆx′ − iκˆy′) =(154)
(cos θ′κˆx′ + sin θ
′κˆy′)− i(cos θ′κˆy′ − sin θ′κˆx′) = κˆx − iκˆy
(due to the relations between old and new coordinates), with
(155) κˆx = −i ∂
∂x
and κˆy = −i ∂
∂y
.
Indeed, it is a well-known result that, for a rotation by θ′ of the reference frame, the
relations between the new and the old coordinates are x = x′ cos θ′ + y′ sin θ′ and y =
y′ cos θ′ − x′ sin θ′. Therefore we have that
(156)
∂F (x, y)
∂x′
=
∂F (x, y)
∂x
∂x
∂x′
+
∂F (x, y)
∂y
∂y
∂x′
=
∂F (x, y)
∂x
cos θ′ − ∂F (x, y)
∂y
sin θ′
and that
(157)
∂F (x, y)
∂y′
=
∂F (x, y)
∂x
∂x
∂y′
+
∂F (x, y)
∂y
∂y
∂y′
=
∂F (x, y)
∂x
sin θ′ +
∂F (x, y)
∂y
cos θ′.
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Ch
a2
a1
θ
θ’y’y
z=z’
x
x’
Fig. 7. – The reference frames used in the calculations (Ch and θ will be used for carbon
nanotubes in the next section: this figure corresponds to a (4, 2) nanotube).
As a consequence, we have that
(cos θ′κˆx′ + sin θ
′κˆy′)F (x, y) = cos θ
′
(
−i∂F (x, y)
∂x′
)
+ sin θ′
(
−i∂F (x, y)
∂y′
)
=(158)
− i
[
∂F (x, y)
∂x
cos2 θ′ − ∂F (x, y)
∂y
cos θ′ sin θ′
+
∂F (x, y)
∂x
sin2 θ′ +
∂F (x, y)
∂y
sin θ′ cos θ′
]
=
− i∂F (x, y)
∂x
(cos2 θ′ + sin2 θ′) = −i∂F (x, y)
∂x
= κˆxF (x, y)
and that
(cos θ′κˆy′ − sin θ′κˆx′)F (x, y) = cos θ′
(
−i∂F (x, y)
∂y′
)
− sin θ′
(
−i∂F (x, y)
∂x′
)
=(159)
− i
[
∂F (x, y)
∂x
sin θ′ cos θ′ +
∂F (x, y)
∂y
cos2 θ′ −
−∂F (x, y)
∂x
cos θ′ sin θ′ +
∂F (x, y)
∂y
sin2 θ′
]
=
− i∂F (x, y)
∂y
(cos2 θ′ + sin2 θ′) = −i∂F (x, y)
∂y
= κˆyF (x, y),
from which we obtain eq. (154).
θ′ is the angle, taken counterclockwise, from the vector a1 + a2 to the axis xˆ of the
new frame. We have also defined the quantity γ = (
√
3/2)γ0a.
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Note that in the new reference frame Σ = (xˆ, yˆ, zˆ)
a1 ≡Σ a
2


√
3 cos θ′ + sin θ′
cos θ′ −
√
3 sin θ′
0

 , a2 ≡
Σ
a
2


√
3 cos θ′ − sin θ′
− cos θ′ −
√
3 sin θ′
0

 ,(160)
b1 ≡Σ 2π√
3a


cos θ′ +
√
3 sin θ′√
3 cos θ′ − sin θ′
0

 , b2 ≡
Σ
2π√
3a


cos θ′ −
√
3 sin θ′
−
√
3 cos θ′ − sin θ′
0

 ,
K ≡Σ 4π
3a

 − sin θ′− cos θ′
0

 , K ′ ≡
Σ
4π
3a

 sin θ′cos θ′
0

 .
Analogously, if we multiply the second of the tight-binding equations (140) by g(r −
RB)(−i e−iθ′e−iK·RB ) and we sum it over RB, using again the properties (144), (141)
and (143), together with the definitions
(161) uB(r) =
∑
RB
g(r −RB)u(RB), u′B(r) =
∑
RB
g(r −RB)ei(K
′−K)·RBu(RB),
we obtain [93]
E FKB (r)− uB(r)FKB (r) + i e−iθ
′
u′B(r)F
K′
B (r) =(162)
γ0 i e
−iθ′
3∑
l=1
eiK·τ lFKA (r + τ l).
Expanding the smooth quantity FKA (r + τ l) to the first order in τ l, we have that
3∑
l=1
eiK·τ lFKA (r + τ l) ≃
3∑
l=1
eiK·τ l
[
FKA (r) +
(
τ l · ∂
∂r
)
FKA (r)
]
=(163)
(
3∑
l=1
eiK·τ l
)
FKA (r) +
[
3∑
l=1
eiK·τ l
(
τ l · ∂
∂r
)]
FKA (r).
Since
(164)
3∑
l=1
eiK·τ l = 0 and
3∑
l=1
eiK·τ l
(
τ l · ∂
∂r
)
= −i
√
3
2
a(κˆx′ + iκˆy′),
eq. (162) becomes
E FKB (r)− uB(r)FKB (r) + i e−iθ
′
u′B(r)F
K′
B (r) ≃(165)
γ0 i e
−iθ′
(
−i
√
3
2
a(κˆx′ + iκˆy′)
)
FKA (r) =
√
3
2
γ0a e
−iθ′(κˆx′ + iκˆy′)F
K
A (r) = γ(κˆx + iκˆy)F
K
A (r),
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where we have made use of the relation
e−iθ
′
(κˆx′ + iκˆy′) = (cos θ
′ − i sin θ′)(κˆx′ + iκˆy′) =(166)
(cos θ′κˆx′ + sin θ
′κˆy′) + i(cos θ
′κˆy′ − sin θ′κˆx′) = κˆx + iκˆy.
Instead, if we multiply the first of the tight-binding equations (140) by g(r −RA)×
(i e−iθ
′
e−iK
′·RA) and we sum it overRA, we obtain (exploiting the properties (144), (141)
and (143)) [93]
EFK
′
A (r)− i e−iθ
′
u′A
∗
(r)FKA (r)− uA(r)FK
′
A (r) =(167)
−γ0 i e−iθ
′
3∑
l=1
e−iK
′·τ lFK
′
B (r − τ l).
Expanding the smooth quantity FK
′
B (r − τ l) to the first order in τ l, we have that
3∑
l=1
e−iK
′·τ lFK
′
B (r − τ l) ≃
3∑
l=1
e−iK
′·τ l
[
FK
′
B (r)−
(
τ l · ∂
∂r
)
FK
′
B (r)
]
=(168)
(
3∑
l=1
e−iK
′·τ l
)
FK
′
B (r)−
[
3∑
l=1
e−iK
′·τ l
(
τ l · ∂
∂r
)]
FK
′
B (r),
with
(169)
3∑
l=1
e−iK
′·τ l = 0 and
3∑
l=1
e−iK
′·τ l
(
τ l · ∂
∂r
)
= −i
√
3
2
a(κˆx′ + iκˆy′).
Therefore eq. (167) becomes
EFK
′
A (r)− i e−iθ
′
u′A
∗
(r)FKA (r)− uA(r)FK
′
A (r) ≃(170)
−γ0 i e−iθ
′
(
i
√
3
2
a(κˆx′ + iκˆy′)F
K′
B (r)
)
=
√
3
2
γ0a e
−iθ′(κˆx′ + iκˆy′)F
K′
B (r) = γ(κˆx + iκˆy)F
K′
B (r),
where we have exploited the relation (166).
Finally, if we multiply the second of the tight-binding equations (140) by g(r −
RB) × e−iK′·RB and we sum it over RB, we obtain (using the properties (144), (141)
and (143)) [93]
E FK
′
B (r)− i eiθ
′
u′B
∗
(r)FKB (r)− uB(r)FK
′
B (r) =(171)
γ0 i e
iθ′
3∑
l=1
eiK
′·τ lFK
′
A (r + τ l).
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Expanding the smooth quantity FK
′
A (r + τ l) to the first order in τ l, we have that
3∑
l=1
eiK
′·τ lFK
′
A (r + τ l) ≃
3∑
l=1
eiK
′·τ l
[
FK
′
A (r) +
(
τ l · ∂
∂r
)
FK
′
A (r)
]
=(172)
(
3∑
l=1
eiK
′·τ l
)
FK
′
A (r) +
[
3∑
l=1
eiK
′·τ l
(
τ l · ∂
∂r
)]
FK
′
A (r).
Since
(173)
3∑
l=1
eiK
′·τ l = 0 and
3∑
l=1
eiK
′·τ l
(
τ l · ∂
∂r
)
= −i
√
3
2
a(κˆx′ − iκˆy′),
eq. (171) becomes
E FK
′
B (r)− i eiθ
′
u′B
∗
(r)FKB (r)− uB(r)FK
′
B (r) =(174)
γ0 i e
iθ′
(
−i
√
3
2
a(κˆx′ − iκˆy′)
)
FK
′
A (r) =
√
3
2
γ0a e
iθ′(κˆx′ − iκˆy′)FK
′
A (r) = γ(κˆx − iκˆy)FK
′
A (r),
where the relation (154) has been used.
In this way, we have obtained the four equations (153), (165), (170) and (174), that
we can summarize
(175)


uA(r)F
K
A (r) + γ(κˆx − iκˆy)FKB (r)− i eiθ
′
u′A(r)F
K′
A (r) = E F
K
A (r),
γ(κˆx + iκˆy)F
K
A (r) + uB(r)F
K
B (r)− i e−iθ
′
u′B(r)F
K′
B (r) = E F
K
B (r),
i e−iθ
′
u′A
∗
(r)FKA (r) + uA(r)F
K′
A (r) + γ(κˆx + iκˆy)F
K′
B (r) = EF
K′
A (r),
i eiθ
′
u′B
∗
(r)FKB (r) + γ(κˆx − iκˆy)FK
′
A (r) + uB(r)F
K′
B (r) = E F
K′
B (r),
and write in matrix form

uA(r) γ(κˆx − iκˆy) −i eiθ′ u′A(r) 0
γ(κˆx + iκˆy) uB(r) 0 −i e−iθ′ u′B(r)
i e−iθ
′
u′A
∗
(r) 0 uA(r) γ(κˆx + iκˆy)
0 i eiθ
′
u′B
∗
(r) γ(κˆx − iκˆy) uB(r)




FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 =(176)
E


FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 ,
which is the k · p equation of graphene.
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Incidentally, if we repeat all the previous calculations considering the following differ-
ent pair of reference Dirac points:
(177) K =


2π√
3a
2π
3a
0

 , K′ =


2π√
3a
−2π
3a
0


(equivalent, in the reciprocal space, to the pair (119) of Dirac points), we have to replace
(134) with
(178)
{
ψA(RA) = e
iK·RAFKA (RA) + e
iηeiK
′·RAFK
′
A (RA),
ψB(RB) = −ei 2π3 eiηeiK·RBFKB (RB) + eiK
′·RBFK
′
B (RB),
where η = π/6 + θ′, and we obtain (instead of eq. (176))


uA(r) γ(κˆx − iκˆy) eiη u′A(r) 0
γ(κˆx + iκˆy) uB(r) 0 −e−i 2π3 e−iη u′B(r)
e−iη u′A
∗
(r) 0 uA(r) γ(κˆx + iκˆy)
0 −ei 2π3 eiη u′B∗(r) γ(κˆx − iκˆy) uB(r)




FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 =(179)
E


FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 ,
as found by Ando [55, 56].
Summarizing, we have that the overall wave function is given by (see (120))
(180) ψ(r) =
∑
RA
ψA(RA)ϕ(r −RA) +
∑
RB
ψB(RB)ϕ(r −RB),
with (see (134))
(181)
{
ψA(r) = e
iK·rFKA (r)− i eiθ
′
eiK
′·rFK
′
A (r),
ψB(r) = i e
iθ′eiK·rFKB (r) + e
iK′·rFK
′
B (r),
where the envelope functions F satisfy eq. (176).
We can treat two limiting cases for the external potential, depending on its range [94,95].
If the potential range is much smaller than the lattice constant (short-range case), we
can consider the external potential as different from zero only on one carbon atom.
If it is non-zero only on an atom of type A (in position RA0), i.e. u(RA0) 6= 0,
u(RA) = 0 for RA 6= RA0 and u(RB) = 0 for every RB, recalling eq. (147) and (161),
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we have that
uA(r) =
∑
RA
g(r −RA)u(RA) = g(r −RA0)u(RA0),(182)
u′A(r) =
∑
RA
g(r −RA)ei(K
′−K)·RAu(RA) =
g(r −RA0)ei(K
′−K)·RA0u(RA0) = uA(r)e
i(K′−K)·RA0 ,
uB(r) =
∑
RB
g(r −RB)u(RB) = 0,
u′B(r) =
∑
RB
g(r −RB)ei(K
′−K)·RBu(RB) = 0.
Instead, if it is nonzero only on an atom of type B (in position RB0), i.e. u(RB0) 6= 0,
u(RB) = 0 for RB 6= RB0 and u(RA) = 0 for every RA, we have that
uA(r) =
∑
RA
g(r −RA)u(RA) = 0,(183)
u′A(r) =
∑
RA
g(r −RA)ei(K
′−K)·RAu(RA) = 0,
uB(r) =
∑
RB
g(r −RB)u(RB) = g(r −RB0)u(RB0),
u′B(r) =
∑
RB
g(r −RB)ei(K
′−K)·RBu(RB) =
g(r −RB0)ei(K
′−K)·RB0u(RB0) = uB(r)e
i(K′−K)·RB0 .
If instead the potential range is much larger than the lattice constant (long-range case),
using eq. (141), (143) and (144), we have that
uA(r)=
∑
RA
g(r −RA)u(RA)≃
∑
RA
g(r −RA)u(r)=
[∑
RA
g(r −RA)
]
u(r)=u(r),(184)
u′A(r) =
∑
RA
g(r −RA)ei(K
′−K)·RAu(RA) ≃
∑
RA
g(r −RA)ei(K
′−K)·RAu(r) =
[∑
RA
g(r −RA)ei(K
′−K)·RA
]
u(r) = 0,
uB(r) =
∑
RB
g(r −RB)u(RB) ≃
∑
RB
g(r −RB)u(r) =
[∑
RB
g(r −RB)
]
u(r) = u(r) = uA(r),
u′B(r) =
∑
RB
g(r −RB)ei(K
′−K)·RBu(RB) ≃
∑
RB
g(r −RB)ei(K
′−K)·RBu(r) =
[∑
RB
g(r −RB)ei(K
′−K)·RB
]
u(r) = 0.
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Here we have used first (exploiting the hypothesis that the external potential is a very
smooth function in conparison with g(r)) the property (144) and then (for the quantities
inside the square brackets) the properties (141) and (143) of the function g(r). In this
last case the effect of the external potential on the Hamiltonian matrix is only to sum
the same quantity, u(r), to all the diagonal elements of the matrix, as expected from the
k · p theory (see eq. (106), where the external potential was assumed slowly variable)


u(r) γ(κˆx − iκˆy) 0 0
γ(κˆx + iκˆy) u(r) 0 0
0 0 u(r) γ(κˆx + iκˆy)
0 0 γ(κˆx − iκˆy) u(r)




FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 =(185)
E


FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 .
Let us note that by reordering the elements of the envelope function vector, we can
rewrite this equation in the form


u(r) 0 0 γ(κˆx − iκˆy)
0 u(r) γ(κˆx + iκˆy) 0
0 γ(κˆx − iκˆy) u(r) 0
γ(κˆx + iκˆy) 0 0 u(r)




FKA (r)
FK
′
A (r)
FK
′
B (r)
FKB (r)

 =(186)
E


FKA (r)
FK
′
A (r)
FK
′
B (r)
FKB (r)

 ,
which can be more compactly written as
(187)
[
u(r)I γσ · κˆ
γσ · κˆ u(r)I
]


FKA (r)
FK
′
A (r)
FK
′
B (r)
FKB (r)

 = E


FKA (r)
FK
′
A (r)
FK
′
B (r)
FKB (r)


(where I is the 2 × 2 identity matrix and σ is the vector having as components the
Pauli spin matrices σx and σy (44)). This equation is analitically equivalent to the Dirac
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equation for massless particles (Weyl’s equation) of relativistic quantum mechanics (3);
therefore eq. (185) is commonly called the Dirac equation for graphene. Since charge
carriers in graphene obey a relation identical to that describing the relativistic behavior
of elementary massless spin-(1/2) particles, transport in graphene exhibits many phe-
nomena, such as Klein’s tunneling, analogous to those predicted in relativistic quantum
mechanics [57-61].
Note that in the presence of a magnetic field the operator κˆ = −i∇ which appears
in the equation has to be replaced by −i∇ + eA/h¯, as we have shown in the general
introduction on the k · p method.
In the absence of an external potential, the quantities uA, u
′
A, uB and u
′
B are null
and thus the matrix equation becomes


0 γ(κˆx − iκˆy) 0 0
γ(κˆx + iκˆy) 0 0 0
0 0 0 γ(κˆx + iκˆy)
0 0 γ(κˆx − iκˆy) 0




FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 =(188)
E


FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 .
Since in this case the part of equation corresponding to the point K is decoupled from
that corresponding to the point K′, we can consider the two parts separately.
In particular, the part of equation corresponding to the point K is
(189)
[
0 γ(κˆx − iκˆy)
γ(κˆx + iκˆy) 0
][
FKA (r)
FKB (r)
]
= E
[
FKA (r)
FKB (r)
]
,
or (using the Pauli spin matrices (44))
(190) γ(κˆxσx + κˆyσy)F
K(r) = γ(κˆ · σ)FK(r) = EFK(r).
This k·p Hamiltonian matrix, converted into the momentum representation (see eq. (111)),
has as eigenvalues the dispersion relations of the two degenerate energy bands
EKs (κ) and as eigenvectors the corresponding electron envelope functions F
K
sκ(r).
In particular, if we set
(191) det
{[
0 γ(κx − iκy)
γ(κx + iκy) 0
]
− E
[
1 0
0 1
]}
= 0,
(3) For example, compare this equation with eq. (3.62) of ref. [96], with m = 0, A = 0,
eA0 = u(r), c substituted by vF = γ/h¯, ψA substituted by [F
K
A , F
K
′
A ]
T , and ψB substituted
by [FK
′
B , F
K
B ]
T .
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we find the dispersion relations
(192) EKs (κ) = sγ
√
κ2x + κ
2
y = sγ|κ|,
where s can assume the values +1 or −1.
If we define the angle α in such a way that
(193) κx + iκy = |κ|ei(π2+α) = i|κ|eiα
and thus
(194) κx − iκy = (κx + iκy)∗ = |κ|ei(−π2 −α) = −i|κ|e−iα,
we have that the corresponding envelope functions (properly normalized, as we will see),
are
(195) FKsκ(r) =
1√
2Ω
eiκ·reiφs(κ)R(−α(κ))|s〉,
with
(196) |s〉 = 1√
2
[ −is
1
]
,
where Ω is the considered surface area, φs(κ) is an arbitrary phase factor and R(α) is a
spin-rotation operator, given by
(197) R(α) =
[
ei
α
2 0
0 e−i
α
2
]
.
This can be easily verified noting that
γ
[
0 κˆx − iκˆy
κˆx + iκˆy 0
]
FKsκ(r) =(198)
γ
[
0 κˆx − iκˆy
κˆx + iκˆy 0
]
1√
2Ω
eiκ·reiφsR(−α(κ))|s〉 =
γ
[
0 κx − iκy
κx + iκy 0
]
1√
2Ω
eiκ·reiφsR(−α(κ))|s〉 =
γ
[
0 −i|κ|e−iα
i|κ|eiα 0
](
1√
2Ω
eiκ·reiφs
[
e−i
α
2 0
0 ei
α
2
]
1√
2
[ −is
1
])
=
1
2
√
Ω
γeiκ·reiφs
[
0 −i|κ|e−iα2
i|κ|eiα2 0
][ −is
1
]
=
1
2
√
Ω
γei(κ·r+φs)
[ −i|κ|e−iα2
|κ|seiα2
]
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and also
EKs F
K
sκ(r) = sγ|κ|
(
1√
2Ω
eiκ·reiφs
[
e−i
α
2 0
0 ei
α
2
]
1√
2
[ −is
1
])
=(199)
sγ|κ| 1
2
√
Ω
ei(κ·r+φs)
[ −ise−iα2
ei
α
2
]
=
1
2
√
Ω
γei(κ·r+φs)
[ −is2|κ|e−iα2
|κ|seiα2
]
=
1
2
√
Ω
γei(κ·r+φs)
[ −i|κ|e−iα2
|κ|seiα2
]
(where we have used the fact that s2 = (±1)2 = 1 ).
Instead, the part of equation corresponding to the point K ′ is
(200)
[
0 γ(κˆx + iκˆy)
γ(κˆx − iκˆy) 0
] [
FK
′
A (r)
FK
′
B (r)
]
= E
[
FK
′
A (r)
FK
′
B (r)
]
,
or equivalently (using the Pauli spin matrices (44))
(201) γ(κˆxσx − κˆyσy)FK
′
(r) = γ



 κˆx−κˆy
0

 · σ

FK′(r) = EFK′(r).
If we move to the momentum representation (see eq. (111)) and enforce
(202) det
{[
0 γ(κx + iκy)
γ(κx − iκy) 0
]
− E
[
1 0
0 1
]}
= 0,
we find the dispersion relations
(203) EK
′
s (κ) = sγ
√
κ2x + κ
2
y = sγ|κ|,
where s can assume the values +1 or −1.
The corresponding envelope functions are
(204) FK
′
sκ (r) =
1√
2Ω
eiκ·reiφ˜s(κ)R(α(κ)) ˜|s〉,
with φ˜s(κ) an arbitrary phase factor and
(205) ˜|s〉 = 1√
2
[
is
1
]
.
This result is easily verified in a way completely analogous to eqs. (198)-(199) [93].
From these functions FKA , F
K
B , F
K′
A and F
K′
B , we can find the functions ψA and ψB
and thus the electron wave function ψ in the absence of an external potential, using the
relations (134) and (120).
538 P. MARCONCINI and M. MACUCCI
We notice that the energy dispersion relations that we have found in this way near
K and K′ are identical to those one can obtain by first computing the dispersion rela-
tions in the absence of an external potential by using the nearest-neighbor tight-binding
technique, and then expanding them near the extrema points.
Let us now find an expression for the probability density and for the probability
current density in graphene.
The probability to find an electron in a region of area S is equal to
∫
S
|ψ(r)|2dr =
∫
S
ψ∗(r)ψ(r)dr =(206) ∫
S
[∑
RA
ψ∗A(RA)ϕ
∗(r −RA) +
∑
RB
ψ∗B(RB)ϕ
∗(r −RB)
]
·
[∑
RA
ψA(RA)ϕ(r −RA) +
∑
RB
ψB(RB)ϕ(r −RB)
]
dr =
∑
RA∈S
|ψA(RA)|2
∫
S
|ϕ(r −RA)|2dr +
∑
RB∈S
|ψB(RB)|2
∫
S
|ϕ(r −RB)|2dr ≃
∑
RA∈S
|ψA(RA)|2
∫
Ω
|ϕ(r −RA)|2dr +
∑
RB∈S
|ψB(RB)|2
∫
Ω
|ϕ(r −RB)|2dr
(Ω is the area of the whole graphene sheet), where we have exploited the fact that
each atomic orbital ϕ has a non-zero overlap only with itself (since we use Lo¨wdin
orthonormalized atomic orbitals) and has significant values only near the atom on which
it is centered. If the atomic orbital ϕ is normalized according to (138), the integral
of its square modulus on Ω is equal to the unit cell area Ω0 (otherwise, if the usual
normalization for ϕ is adopted, this integral is equal to 1 and the following results just
have to be divided by the constant Ω0). Therefore, in this case we have that
(207)
∫
S
|ψ(r)|2dr ≃ Ω0
∑
RA∈S
|ψA(RA)|2 +Ω0
∑
RB∈S
|ψB(RB)|2.
Using the relations (134), we have that
∑
RA
|ψA(RA)|2 =
∑
RA
ψ∗A(RA)ψA(RA) =(208)
∑
RA
{[
e−iK·RAFKA
∗
(RA) + i e
−iθ′e−iK
′·RAFK
′
A
∗
(RA)
]
·
[
eiK·RAFKA (RA)− i eiθ
′
eiK
′·RAFK
′
A (RA)
]}
=∑
RA
|FKA (RA)|2 +
∑
RA
|FK′A (RA)|2
−i eiθ′
∑
RA
[
ei(K
′−K)·RAFKA
∗
(RA)F
K′
A (RA)
]
+i e−iθ
′
∑
RA
[
e−i(K
′−K)·RAFK
′
A
∗
(RA)F
K
A (RA)
]
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and that ∑
RB
|ψB(RB)|2 =
∑
RB
ψ∗B(RB)ψB(RB) =(209)
∑
RB
{[
− i e−iθ′e−iK·RBFKB
∗
(RB) + e
−iK′·RBFK
′
B
∗
(RB)
]
·
[
i eiθ
′
eiK·RBFKB (RB) + e
iK′·RBFK
′
B (RB)
]}
=∑
RB
|FKB (RB)|2 +
∑
RB
|FK′B (RB)|2
−i e−iθ′
∑
RB
[
ei(K
′−K)·RBFKB
∗
(RB)F
K′
B (RB)
]
+i eiθ
′
∑
RB
[
e−i(K
′−K)·RBFK
′
B
∗
(RB)F
K
B (RB)
]
.
However the terms containing the phase factors ei(K
′−K)·RA , ei(K
′−K)·RB , or their com-
plex conjugates are negligible with respect to the others.
Indeed, using the smoothing function g(r), we know from the property (141) with
r = RA that
∑
R′
A
g(RA −R′A) = 1. Therefore we can insert this sum into the term
(210)
∑
RA
[
ei(K
′−K)·RAFKA
∗
(RA)F
K′
A (RA)
]
,
obtaining
(211)
∑
RA



∑
R′
A
g(RA −R′A)

 ei(K′−K)·RAFKA ∗(RA)FK′A (RA)

 ,
that can be rewritten, as a result of the point-symmetry of the function g with respect
to its center and thus of the fact that g(RA −R′A) = g(−(RA −R′A)), in this way:
(212)
∑
RA
∑
R′
A
g(R′A −RA)ei(K
′−K)·RAFKA
∗
(RA)F
K′
A (RA).
If then we use the property (144) with r = R′A and in particular the fact that
(213) g(R′A −RA)FKA
∗
(RA)F
K′
A (RA) = g(R
′
A −RA)FKA
∗
(R′A)F
K′
A (R
′
A)
(due to the smoothness of the envelope functions), the term becomes
(214)
∑
R′
A
[∑
RA
g(R′A −RA)ei(K
′−K)·RA
]
FKA
∗
(R′A)F
K′
A (R
′
A)
and, by way of the property (143) with r = R′A, we conclude that the quantities between
square brackets, and thus the overall term, are very small.
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Analogously, we can see that the terms
∑
RA
[
e−i(K
′−K)·RAFK
′
A
∗
(RA)F
K
A (RA)
]
,
∑
RB
[
ei(K
′−K)·RBFKB
∗
(RB)F
K′
B (RB)
]
and
∑
RB
[
e−i(K
′−K)·RBFK
′
B
∗
(RB)F
K
B (RB)
]
are negligible [93]. Since g(r) has non-negligible values only within a few lattice constants
from its center, the previous considerations are approximately valid also if we limit the
sums to the atoms contained in the area S.
We conclude that
∫
S
|ψ(r)|2dr ≃ Ω0
∑
RA∈S
|ψA(RA)|2 +Ω0
∑
RB∈S
|ψB(RB)|2 ≃(215)
Ω0
∑
RA∈S
|FKA (RA)|2 +Ω0
∑
RA∈S
|FK′A (RA)|2
+Ω0
∑
RB∈S
|FKB (RB)|2 +Ω0
∑
RB∈S
|FK′B (RB)|2 ≃
∫
S
[
|FKA (r)|2 + |FK
′
A (r)|2 + |FKB (r)|2 + |FK
′
B (r)|2
]
dr,
where we have exploited the fact that the envelope functions F are smooth functions,
which are nearly constant over a unit cell. Therefore we can consider
(216) P = |FKA (r)|2 + |FK
′
A (r)|2 + |FKB (r)|2 + |FK
′
B (r)|2
as a probability density, and the correct normalization condition is
(217)
∫
Ω
(
|FKA (r)|2 + |FK
′
A (r)|2 + |FKB (r)|2 + |FK
′
B (r)|2
)
dr = 1.
We now follow a procedure similar to that used in relativistic quantum mechanics [96]
to find the expression of the probability current density. Let us consider the envelope
function equation in the case of long-range external potential (eq. (185)), writing explic-
itly the operators κˆx and κˆy (see eq. (155)). Let us consider the time-dependent wave
function ψ(r, t) and thus the time-dependent envelope functions F (r, t) (F will be the
column vector [FKA , F
K
B , F
K′
A , F
K′
B ]
T ). We now convert the time-independent enve-
lope function equation into a time-dependent envelope function equation, substituting
in the r.h.s. of eq.(185) the quantity EF (r) with i h¯ (∂F (r, t)/∂t) (for stationary states
ψ(r, t) = ψ(r)e−iEt/h¯, F (r, t) = F (r)e−iEt/h¯, and thus the time-dependent equation is
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clearly equivalent to the time-independent one). Therefore we can write
γ


0 −i ∂∂x − ∂∂y 0 0
−i ∂∂x + ∂∂y 0 0 0
0 0 0 −i ∂∂x + ∂∂y
0 0 −i ∂∂x − ∂∂y 0




FKA
FKB
FK
′
A
FK
′
B

(218)
+u(r)


FKA
FKB
FK
′
A
FK
′
B

 = i h¯ ∂∂t


FKA
FKB
FK
′
A
FK
′
B

 .
Dividing by γ and using the Pauli matrices (44), we can rewrite the equation in this form
(in the following we will indicate with I the 2× 2 identity matrix):
[
−i σx 0
0 −i σx
](
∂
∂x
F
)
+
[
−i σy 0
0 i σy
](
∂
∂y
F
)
(219)
− i h¯
γ
[
I 0
0 I
](
∂
∂t
F
)
+
u(r)
γ
[
I 0
0 I
]
F = 0
that, if we define
(220) A =
[
i σx 0
0 i σx
]
, B =
[
i σy 0
0 −i σy
]
,
we can rewrite in this compact way:
(221) −A
(
∂
∂x
F
)
−B
(
∂
∂y
F
)
− i h¯
γ
(
∂
∂t
F
)
+
u(r)
γ
F = 0.
If we left-multiply this equation by the row vector F † (the conjugate transpose of F ),
we obtain:
(222) −F †A
(
∂
∂x
F
)
− F †B
(
∂
∂y
F
)
− i h¯
γ
F †
(
∂
∂t
F
)
+
u(r)
γ
F †F = 0.
Instead, if we consider the conjugate transpose of eq. (219) we obtain
(
∂
∂x
F †
)[
i σ†x 0
0 i σ†x
]
+
(
∂
∂y
F †
)[
i σ†y 0
0 −i σ†y
]
(223)
+
i h¯
γ
(
∂
∂t
F †
)[
I 0
0 I
]
+
u(r)
γ
F †
[
I 0
0 I
]
= 0,
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which, since σ†x = σx and σ
†
y = σy, is equal to
(224)
(
∂
∂x
F †
)
A+
(
∂
∂y
F †
)
B +
i h¯
γ
(
∂
∂t
F †
)
+
u(r)
γ
F † = 0.
If we right-multiply this equation by the column vector F , we obtain
(225)
(
∂
∂x
F †
)
AF +
(
∂
∂y
F †
)
BF +
i h¯
γ
(
∂
∂t
F †
)
F +
u(r)
γ
F †F = 0.
Subtracting (222) from (225), we find
[(
∂
∂x
F †
)
AF + F †A
(
∂
∂x
F
)]
+
[(
∂
∂y
F †
)
BF + F †B
(
∂
∂y
F
)]
(226)
+
i h¯
γ
[(
∂
∂t
F †
)
F + F †
(
∂
∂t
F
)]
= 0⇒
∂
∂x
(F †AF ) +
∂
∂y
(F †BF ) +
i h¯
γ
∂
∂t
(F †F ) = 0.
Since F †F = P (probability density), we have that (defining vF = γ/h¯)
− ∂
∂t
P = − ∂
∂t
(F †F ) = −i
(γ
h¯
)
∇ ·
[
(F †AF )xˆ+ (F †BF )yˆ
]
=(227)
∇ ·
[
(−i vF F †AF )xˆ+ (−i vF F †BF )yˆ
]
=∇ · J ,
which is the well-known continuity equation, if we define as probability current density
the vector
(228) J =
[
Jx
Jy
]
=
[ −i vF F †AF
−i vF F †BF
]
.
In particular, we have that
Jx = −i vF F †AF =(229)
−i vF
[
FKA
∗
FKB
∗
FK
′
A
∗
FK
′
B
∗
]


0 i 0 0
i 0 0 0
0 0 0 i
0 0 i 0




FKA
FKB
FK
′
A
FK
′
B

 =
−i vF
[
FKA
∗
FKB
∗
FK
′
A
∗
FK
′
B
∗
]


i FKB
i FKA
i FK
′
B
i FK
′
A

 =
vF
(
FKA
∗
FKB + F
K
B
∗
FKA + F
K′
A
∗
FK
′
B + F
K′
B
∗
FK
′
A
)
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and that
Jy = −i vF F †BF =(230)
−i vF
[
FKA
∗
FKB
∗
FK
′
A
∗
FK
′
B
∗
]


0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0




FKA
FKB
FK
′
A
FK
′
B

 =
−i vF
[
FKA
∗
FKB
∗
FK
′
A
∗
FK
′
B
∗
]


FKB
−FKA
−FK′B
FK
′
A

 =
−i vF
(
FKA
∗
FKB − FKB
∗
FKA − FK
′
A
∗
FK
′
B + F
K′
B
∗
FK
′
A
)
.
We note that a different ordering of the elements inside the envelope function vec-
tor is often used [62, 61], in which, instead of F , the vector F˜ = [FKA (r), F
K
B (r),
FK
′
B (r), F
K′
A (r)]
T is considered. Consequently, the k · p equation in the case of long-
range external potential (185) can be rewritten in this way:


u(r) γ(κˆx − iκˆy) 0 0
γ(κˆx + iκˆy) u(r) 0 0
0 0 u(r) γ(κˆx − iκˆy)
0 0 γ(κˆx + iκˆy) u(r)




FKA (r)
FKB (r)
FK
′
B (r)
FK
′
A (r)

 =(231)
E


FKA (r)
FKB (r)
FK
′
B (r)
FK
′
A (r)

 ,
which is the so-called valley-isotropic representation of the Dirac equation, characterized
by two identical 2× 2 submatrices corresponding to the two valleys K and K ′.
Following this representation, the previously obtained expressions for the probability
current density can be compactly restated in this form:
J = vF F˜
†
(I ⊗ σ)F˜ ,
where I ⊗σ is the Kronecker product between the 2× 2 identity matrix I and the vector
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σ of Pauli matrices. Indeed, the resulting x and y components of J are
Jx = vF F˜
†
(I ⊗ σx)F˜ =(232)
vF
[
FKA
∗
FKB
∗
FK
′
B
∗
FK
′
A
∗
]


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0




FKA
FKB
FK
′
B
FK
′
A

 =
vF
(
FKA
∗
FKB + F
K
B
∗
FKA + F
K′
B
∗
FK
′
A + F
K′
A
∗
FK
′
B
)
;
Jy = vF F˜
†
(I ⊗ σy)F˜ =
vF
[
FKA
∗
FKB
∗
FK
′
B
∗
FK
′
A
∗
]


0 −i 0 0
i 0 0 0
0 0 0 −i
0 0 i 0




FKA
FKB
FK
′
B
FK
′
A

 =
−i vF
(
FKA
∗
FKB − FKB
∗
FKA + F
K′
B
∗
FK
′
A − FK
′
A
∗
FK
′
B
)
,
which coincide with eqs. (229)-(230).
It is useful to notice that the Dirac equation in the absence of an external potential
is not satisfied only by the eigenvector F (r) = [FKA (r), F
K
B (r), F
K′
A (r), F
K′
B (r)]
T
with eigenvalue E (as we see in (188)), but is satisfied also by the eigenvector F 1(r) =
[FKA (r), −FKB (r), FK
′
A (r), −FK
′
B (r)]
T with eigenvalue −E, since (188) is equivalent to


0 γ(κˆx − iκˆy) 0 0
γ(κˆx + iκˆy) 0 0 0
0 0 0 γ(κˆx + iκˆy)
0 0 γ(κˆx − iκˆy) 0




FKA (r)
−FKB (r)
FK
′
A (r)
−FK′B (r)

 =(233)
−E


FKA (r)
−FKB (r)
FK
′
A (r)
−FK′B (r)

 .
The wave functions ψ(r) and ψ1(r) corresponding to the envelope functions F (r) and
F 1(r) therefore have opposite energies and thus, being (see eq. (121)) eigenfunctions of
the Hermitian operator H corresponding to different eigenvalues, are orthogonal. But,
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due to the form of F (r) and F 1(r) and to eq. (181), we see that ψ(r) and ψ1(r) have
the same ψA(r) but opposite ψB(r). Therefore, if we write the orthogonality relation
between ψ(r) and ψ1(r), we have that
0 =
∫
Ω
ψ(r)∗ψ1(r)dr =(234) ∫
Ω
[∑
RA
ψA(RA)ϕ(r −RA) +
∑
RB
ψB(RB)ϕ(r −RB)
]∗
·
[∑
RA
ψA(RA)ϕ(r −RA)−
∑
RB
ψB(RB)ϕ(r −RB)
]
dr =
∑
RA
|ψA(RA)|2
∫
Ω
|ϕ(r −RA)|2dr −
∑
RB
|ψB(RB)|2
∫
Ω
|ϕ(r −RB)|2dr =
∑
RA
|ψA(RA)|2Ω0 −
∑
RB
|ψB(RB)|2Ω0 ⇒
Ω0
∑
RA
|ψA(RA)|2 = Ω0
∑
RB
|ψB(RB)|2,
where we have exploited the fact that each atomic wave function ϕ has a non-zero overlap
only with itself and has been normalized according to (138). Since (as we have seen)
Ω0
∑
RA
|ψA(RA)|2 ≃ Ω0
∑
RA
|FKA (RA)|2 +Ω0
∑
RA
|FK′A (RA)|2 ≃(235)
∫
Ω
(
|FKA (r)|2 + |FK
′
A (r)|2
)
dr,
Ω0
∑
RB
|ψB(RB)|2 ≃ Ω0
∑
RB
|FKB (RB)|2 +Ω0
∑
RB
|FK′B (RB)|2 ≃
∫
Ω
(
|FKB (r)|2 + |FK
′
B (r)|2
)
dr,
we conclude that
(236)
∫
Ω
(
|FKA (r)|2 + |FK
′
A (r)|2
)
dr =
∫
Ω
(
|FKB (r)|2 + |FK
′
B (r)|2
)
dr
and this means that in the absence of an external potential the normalization (217) is
equivalent to
(237)


∫
Ω
(
|FKA (r)|2 + |FK
′
A (r)|2
)
dr =
1
2
,
∫
Ω
(
|FKB (r)|2 + |FK
′
B (r)|2
)
dr =
1
2
(the expressions of the envelope functions previously written for graphene in the absence
of an external potential satisfy this normalization criterion).
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5. – Application of the k · p method to carbon nanotubes
A single-wall carbon nanotube can be described as a graphite sheet rolled, along one
of its lattice translational vectors (the vector Ch shown in fig. 7), into a cylindrical
shape [83]. In particular, it is completely specified by the so-called chiral vector Ch,
which corresponds to a section of the nanotube perpendicular to the nanotube axis and
thus has a length equal to the nanotube circumference and connects two points of the
graphene sheet which coincide in the nanotube. This vector can be expressed as a linear
combination of the real space unit vectors of graphene with integer coefficients n and m
(238) Ch = na1 +ma2 ≡
Σ′
na


√
3
2
1
2
0

+ma


√
3
2
−1
2
0

 = a


√
3
2
(n+m)
1
2
(n−m)
0

 .
The corresponding carbon nanotube will be indicated as (n,m).
If we define the chiral angle of the nanotube θ (with −π/6 < θ ≤ π/6, due to the
hexagonal symmetry of graphene lattice) as the angle (positive in the clockwise direction)
between a1 and Ch (see fig. 7) or, equivalently, as the tilt angle of the edges of the
hexagons constituting the graphene sheet with respect to the direction of the nanotube
axis, such an angle can be found from the values of n and m noting that
(239) cos θ =
Ch · a1
|Ch||a1| =
2n+m
2
√
n2 +m2 + nm
and
(240) sin θ =
(Ch × a1) · zˆ′
|Ch||a1| =
√
3m
2
√
n2 +m2 + nm
,
where the right-hand reference frame Σ′ = (xˆ′, yˆ′, zˆ′) is that already used in the calcula-
tions on graphene. In the successive expressions we will identify the previously introduced
angle θ′ with θ′ = (π/6)− θ (the angle between Ch and the axis xˆ′), as shown in fig. 7,
and thus we will take the axis xˆ along Ch.
Following Ando’s approach [55, 56], the dispersion relations and the electron wave
functions of a carbon nanotube can be obtained from those of graphene, enforcing for the
electron wave function the following periodic boundary condition in the circumferential
direction:
(241) ψ(r +Ch) = ψ(r)
(in the calculations we will not consider the curvature effects (4)). Remembering that
(4) For the effects of the finite curvature on the electronic properties of carbon nanotubes see,
for example, ref. [97] and the references therein.
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using the tight-binding technique the electron wave function can be expressed as
(242) ψ(r) =
∑
RA
ψA(RA)ϕ(r −RA) +
∑
RB
ψB(RB)ϕ(r −RB),
the boundary condition can be written as
ψ(r +Ch) =(243) ∑
RA
ψA(RA)ϕ((r +Ch)−RA) +
∑
RB
ψB(RB)ϕ((r +Ch)−RB) =
∑
RA
ψA(RA)ϕ(r − (RA −Ch)) +
∑
RB
ψB(RB)ϕ(r − (RB −Ch)) =
∑
RA
ψA((RA −Ch) +Ch)ϕ(r − (RA −Ch))
+
∑
RB
ψB((RB −Ch) +Ch)ϕ(r − (RB −Ch))=
∑
R∗
A
ψA(R
∗
A +Ch)ϕ(r −R∗A) +
∑
R∗
B
ψB(R
∗
B +Ch)ϕ(r −R∗B) =
ψ(r) =
∑
R∗A
ψA(R
∗
A)ϕ(r −R∗A) +
∑
R∗B
ψB(R
∗
B)ϕ(r −R∗B)
(where we have used the fact that, being Ch a linear combination with integer coefficients
of the real space lattice unit vectors, also RA −Ch and RB −Ch are atomic positions,
defined R∗A and R
∗
B). Thus the boundary condition is equivalent to the two conditions
(244)
{
ψA(R
∗
A +Ch) = ψA(R
∗
A),
ψB(R
∗
B +Ch) = ψB(R
∗
B).
If we use the expressions (134) for ψA(r) and ψB(r) (and we define again the generic
atomic position RA and RB, instead of R
∗
A and R
∗
B), these conditions can be rewritten
in the following form:
(245)


eiK·(RA+Ch)FKA (RA +Ch)− i eiθ
′
eiK
′·(RA+Ch)FK
′
A (RA +Ch) =
eiK·RAFKA (RA)− i eiθ
′
eiK
′·RAFK
′
A (RA),
i eiθ
′
eiK·(RB+Ch)FKB (RB +Ch) + e
iK′·(RB+Ch)FK
′
B (RB +Ch) =
i eiθ
′
eiK·RBFKB (RB) + e
iK′·RBFK
′
B (RB).
Multiplying the first equation of (245) by g(r −RA)e−iK·RA , summing it over RA and
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then using the properties of the function g (defined in eqs. (141), (143) and (144)),we find
eiK·Ch
∑
RA
g(r −RA)FKA (RA +Ch)(246)
−i eiθ′eiK′·Ch
∑
RA
g(r −RA)ei(K
′−K)·RAFK
′
A (RA +Ch) =
∑
RA
g(r −RA)FKA (RA)− i eiθ
′
∑
RA
g(r −RA)ei(K
′−K)·RAFK
′
A (RA)⇒
eiK·Ch
[∑
RA
g(r −RA)
]
FKA (r +Ch)
−i eiθ′eiK′·Ch
[∑
RA
g(r −RA)ei(K
′−K)·RA
]
FK
′
A (r +Ch) =
[∑
RA
g(r −RA)
]
FKA (r)− i eiθ
′
[∑
RA
g(r −RA)ei(K
′−K)·RA
]
FK
′
A (r)⇒
eiK·ChFKA (r +Ch) = F
K
A (r).
If we calculate the scalar product between K and Ch we obtain
(247) K ·Ch = 2π
3
(m− n) = 2πN˜ + 2πν
3
,
where m − n = 3N˜ + ν, with ν = 0 or ±1 and N˜ a proper integer. Therefore we have
that
(248) eiK·Ch = ei2πN˜ei
2πν
3 = ei
2πν
3
and thus the first boundary condition near K is
(249) ei
2πν
3 FKA (r +Ch) = F
K
A (r),
or equivalently
(250) FKA (r +Ch) = e
−i 2πν
3 FKA (r).
Multiplying the second equation of (245) by g(r − RB)(−ie−iθ′e−iK·RB ), summing it
over RB and then using the properties of the function g, we find analogously [93]
(251) eiK·ChFKB (r +Ch) = F
K
B (r).
Substituting the value of eiK·Ch , we can rewrite this boundary condition in the form
(252) ei
2πν
3 FKB (r +Ch) = F
K
B (r),
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or, equivalently
(253) FKB (r +Ch) = e
−i 2πν
3 FKB (r).
Thus the periodic boundary condition near K is
(254)
[
FKA (r +Ch)
FKB (r +Ch)
]
= e−i
2πν
3
[
FKA (r)
FKB (r)
]
,
which can be written in this compact way:
(255) FK(r +Ch) = e
−i 2πν
3 FK(r).
However, as we have previously seen (eq. (195)), in the absence of an external potential
the envelope functions have the following form:
FKsκ(r) =
1√
2Lℓ
eiκ·reiφs(κ)R(−α(κ))|s〉 =(256)
1√
2Lℓ
ei(κxx+κyy)eiφs(κ)R(−α(κ))|s〉,
with the surface area Ω = Lℓ, where L = |Ch| and ℓ is the length of the nanotube. Thus
the periodic boundary condition becomes
(257)
1√
2Lℓ
eiκ·(r+Ch)eiφs(κ)R(−α(κ))|s〉 = e−i 2πν3 1√
2Lℓ
eiκ·reiφs(κ)R(−α(κ))|s〉,
or equivalently
(258) eiκ·Ch = e−i
2πν
3 .
This condition can be written also in the following way:
(259) eiκxL = e−i
2πν
3 1 = e−i
2πν
3 ei2πn˜,
or, equivalently
(260) κxL = −2πν
3
+ 2πn˜
and thus
(261) κx =
2π
L
(
n˜− ν
3
)
= κν(n˜),
with n˜ integer.
This condition on κx can be obtained also in a different way, enforcing the boundary
condition on the overall wave vector k. In order to do this, we have to observe that,
considering only the periodic lattice potential inside the graphene sheet, the wave function
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ψ(r) has to be a Bloch function u(k, r)eik·r, where u(k, r) has the periodicity of the
lattice.
Thus the boundary condition
(262) ψ(r +Ch) = ψ(r)
is equivalent to
(263) u(k, r +Ch)e
ik·(r+Ch) = u(k, r)eik·r.
Since we know that u(k, r) has the lattice periodicity and thus u(k, r + Ch) = u(k, r)
(Ch being a linear combination with integer coefficients of the lattice unit vectors) the
boundary condition can also be written as
(264) eik·Ch = 1,
or, equivalently
(265) k ·Ch = 2πm˜.
Thus the boundary condition is (being Cˆh = Ch/|Ch| = Ch/L)
(266) k · Cˆh = k · xˆ = kx = (K)x + κx = 2π
L
m˜
and (using eq. (247))
κx =
2π
L
m˜− (K)x = 2π
L
m˜− K ·Ch
L
=
2π
L
m˜− 2π
L
N˜ − 2π
3L
ν =(267)
2π
L
(
m˜− N˜ − ν
3
)
=
2π
L
(
n˜− ν
3
)
= κν(n˜)
(with n˜ ≡ m˜− N˜), which is equal to the previously found expression.
If we substitute this condition on κx in the dispersion relations of graphene, we find
(268) EKs,n˜(κy) = sγ|κ| = sγ
√
κ2x + κ
2
y = sγ
√
κν(n˜)2 + κ2y,
where s = +1 and s = −1 indicate the conduction and valence bands, respectively.
We notice that now ky is the wave vector k of the nanotube, which, being a substan-
tially unidimensional material, has a one-dimensional Brillouin zone with width 2π/T
(where T is the length of the unit cell of the nanotube, along its axis, which can be easily
found from the numbers n and m characterizing the nanotube [83]). Correspondingly,
κy is the difference between the wave vector k of the nanotube and the component of K
along y.
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As to the envelope functions near K, if, starting from eq. (195), we choose as value
of the arbitrary phase φs = −α/2 and then we enforce the condition on κx, we can write
FKsκ(r) =
1√
2Lℓ
eiκ·reiφs
[
e−i
α
2 0
0 ei
α
2
]
1√
2
[ −is
1
]
=(269)
1
2
√
Lℓ
ei(κxx+κyy)eiφs
[ −ise−iα2
ei
α
2
]
=
1
2
√
Lℓ
ei(κxx+κyy)
[ −ise−iα
1
]
=
1
2
√
Lℓ
[
se−i(
π
2
+α)
1
]
eiκxx+iκyy =
1
2
√
Lℓ
[
sbν(n˜, κy)
1
]
eiκν(n˜)x+iκyy = FKsn˜κy (r).
The function bν(n˜, κy) = e
−i(π
2
+α) can be found noting that α has been defined (see
eq. (193)) in such a way that
(270) κx + iκy = |κ|ei( π2+α);
this means that
(271) ei(
π
2
+α) =
κx + iκy√
κ2x + κ
2
y
and thus
bν(n˜, κy) = e
−i( π2+α) =
(
ei(
π
2
+α)
)∗
=(272) 
 κx + iκy√
κ2x + κ
2
y


∗
=
κx − iκy√
κ2x + κ
2
y
=
κν(n˜)− iκy√
κν(n˜)2 + κ2y
.
We can proceed analogously for the boundary conditions near K′.
Indeed, multiplying the first equation of (245) by g(r−RA)(ie−iθ′e−iK′·RA), summing
it over RA and then using the properties of the function g, we find [93]
(273) eiK
′·ChFK
′
A (r +Ch) = F
K′
A (r).
The scalar product between K′ and Ch is equal to
(274) K′ ·Ch = −2π
3
(m− n) = −2πN˜ − 2πν
3
,
where we have used the previously introduced relation m − n = 3N˜ + ν with ν = 0 or
±1 and N˜ a proper integer. Thus we have that
eiK
′·Ch = e−i2πN˜e−i
2πν
3 = e−i
2πν
3
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and consequently the boundary condition near K ′ is
(275) e−i
2πν
3 FK
′
A (r +Ch) = F
K′
A (r),
or, equivalently
(276) FK
′
A (r +Ch) = e
i 2πν
3 FK
′
A (r).
On the other hand, multiplying the second equation of (245) by g(r − RB)e−iK′·RB ,
summing it over RB and then using the properties of the function g, we find [93]
(277) eiK
′·ChFK
′
B (r +Ch) = F
K′
B (r).
Substituting the value of eiK
′·Ch , we can rewrite this second boundary condition near
K ′ in the form
(278) e−i
2πν
3 FK
′
B (r +Ch) = F
K′
B (r),
or, equivalently
(279) FK
′
B (r +Ch) = e
i 2πν
3 FK
′
B (r).
Thus the overall periodic boundary condition near K ′ is
(280)
[
FK
′
A (r +Ch)
FK
′
B (r +Ch)
]
= ei
2πν
3
[
FK
′
A (r)
FK
′
B (r)
]
,
which can be written in a compact form
(281) FK
′
(r +Ch) = e
i 2πν
3 FK
′
(r).
Substituting the form that, in the absence of an external potential, the envelope functions
have near K ′ (eq. (204))
(282) FK
′
sκ (r) =
1√
2Lℓ
eiκ·reiφ˜s(κ)R(α(κ)) ˜|s〉 = 1√
2Lℓ
ei(κxx+κyy)eiφ˜s(κ)R(α(κ)) ˜|s〉,
the periodic boundary condition becomes
(283)
1√
2Lℓ
eiκ·(r+Ch)eiφ˜s(κ)R(α(κ)) ˜|s〉 = ei 2πν3 1√
2Lℓ
eiκ·reiφ˜s(κ)R(α(κ)) ˜|s〉,
or, equivalently
(284) eiκ·Ch = ei
2πν
3 .
This can be rewritten in the form
(285) eiκxL = ei
2πν
3 1 = ei
2πν
3 ei2πn,
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or, equivalently
(286) κxL =
2πν
3
+ 2πn
and thus
(287) κx =
2π
L
(
n+
ν
3
)
= κ˜ν(n),
with n integer.
Analogously to what we have done near K, this condition on κx can be found [93]
also setting eik·Ch = 1.
If we substitute this condition on κx in the dispersion relations of graphene, we find
(288) EK
′
s,n(κy) = sγ|κ| = sγ
√
κ2x + κ
2
y = sγ
√
κ˜ν(n)2 + κ2y,
where ky now is the wave vector k of the nanotube and κy is the difference between the
wave vector k of the nanotube and the component of K′ along y.
On the other hand, if, starting from eq. (204), we choose as arbitrary phase φ˜s = α/2
and then we enforce the condition on κx, we find [93] as envelope functions in the carbon
nanotube near K′
(289) FK
′
sκ (r) =
1
2
√
Lℓ
[
sb˜ν(n, κy)
1
]
eiκ˜ν(n)x+iκyy = FK
′
snκy (r),
where (using the definition of the angle α: see eq. (193))
(290) b˜ν(n, κy) = e
i(π2+α) =
κx + iκy√
κ2x + κ
2
y
=
κ˜ν(n) + iκy√
κ˜ν(n)2 + κ2y
.
If m− n is a multiple of 3 and thus ν = 0, for n˜ = 0 and n = 0 we have that κν(n˜) = 0
and κ˜ν(n) = 0, and consequently Es = sγ|κy| , which vanishes for κy = 0, so that
E+ = E− = 0. This means that when m − n is a multiple of 3 the points K and K′,
where the upper and lower bands of graphene are degenerate, are among the values of k
allowed by the periodic boundary condition, and thus the nanotube is metallic.
Instead, if m − n is not a multiple of 3 and thus ν = ±1, the allowed ks nearest
to K and K ′ correspond to n˜ = 0 and n = 0, for which κν(n˜) = ∓2π/(3L) and
κ˜ν(n) = ±2π/(3L), and consequently
(291) Es = sγ
√(
2π
3L
)2
+ κ2y.
In particular, the minimum and maximum values of the nanotube bands are obtained
with the further position κy = 0 and therefore are equal to
(292) Es = sγ
2π
3L
;
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Fig. 8. – The nanotube (10,0) and its dispersion relations, obtained both by means of the tight-
binding method (solid lines) and (for the bands corresponding to the smallest values of |κν(n˜)|
and |κ˜ν(n)|) by means of the k · p method (dashed lines).
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Fig. 9. – The density of states per unit length of the nanotube (10,0), obtained both by means
of the tight-binding method (solid lines) and (in a smaller region around E = 0) by means of
the k · p method (dashed lines).
thus the bandgap of the nanotube is
(293) Eg = E+ − E− = 2γ 2π
3L
=
4πγ
3L
=
4π
3L
√
3aγ0
2
= 2
π
L
a√
3
γ0 =
2γ0 aC−C
dt
,
where dt = L/π is the nanotube diameter. Therefore we have that the bandgap of the
nanotube depends on the reciprocal nanotube diameter.
We can observe that the approximate approach for the computation of the density
of states in carbon nanotubes proposed by J. W. Mintmire and C. T. White [98], being
based on a linear approximation of the dispersion relations of graphene near the extrema
points, can be seen as a consequence of a k · p study of the nanotube energy bands.
In fig. 8 we compare the dispersion relations that we have obtained for the same
carbon nanotube using the nearest-neighbor tight-binding method and the k · p method
(without considering curvature effects) [27,99-101]. We see that the k ·p method gives a
good approximation for the portions of energy bands of the nanotube deriving from the
graphene dispersion relations around K and K′.
In fig. 9, instead, for the same nanotube we show both the density of states that we
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have obtained by properly differentiating the tight-binding dispersion relations, and the
density of states deriving from the Mintmire-White approach [27, 99]. We see that this
last approximation gives good results near E = 0, thus in the region corresponding to
the graphene dispersion relations around K and K′.
6. – Application of the k · p method to graphene nanoribbons
A graphene sheet can be laterally confined (along the y-direction) to form a graphene
nanoribbon (extending in the x-direction). The properties of the nanorribbon strongly
depend on the characteristics of the boundary. Here we will consider nanoribbons with
perfect zigzag and armchair edges, that can be easily studied using the Dirac equation and
enforcing the correct boundary conditions [63,64,102-106]. An analysis of the boundary
conditions that have to be enforced in nanoribbons with more general terminations can
be found in ref. [107]. In particular, we will perform the analytical calculations in the
absence of an external potential following Brey and Fertig’s approach [63, 64], but using
the representation adopted in the previous sections. While inside the nanoribbon each
atom has 3 nearest-neighbor atoms, for the atoms on the edges of the ribbon some of
the nearest-neighbor lattice sites are outside the ribbon and thus are not occupied by
a carbon atom. These lattice sites are instead occupied by passivation atoms (such as
hydrogen atoms), which saturate the dangling bonds. The correct boundary condition
to be enforced in our calculations is the vanishing of the wave function in correspondence
of these lattice sites (let us call them “boundary lattice sites”).
6
.
1. Zigzag nanoribbons . – In the case of zigzag nanoribbons (fig. 10), the graphene
sheet has been cut at an angle of 30◦ with respect to the nearest-neighbor carbon bonds,
and therefore the edges have a zigzag shape. In order to simplify the following calcula-
tions, we can choose (see fig. 10) the graphene lattice vectors in the real space a1 and a2
(and consequently those in the reciprocal space b1 and b2) in this way (we express them
a 2 1a
B B B B B B B
A A A A A A A
1st zigzag line
2nd zigzag line
N−th zigzag line
(N−1)−th zigzag line
aC−C
aC−C
W
A A
AA AAA A A
AA A A
AA A A A A A A
A A
A A A A A
A A
A A A A A A A A
A A A A A A A
B B B BB
B B B B B BB
B B
B B B B B B B
B B B B B B B
B B B B B BB
B B B B B B B B
W
a
x
y
z
B
B
Fig. 10. – Sketch of a zigzag nanoribbon with N zigzag lines (the black atoms are carbon atoms,
while the grey atoms are passivation atoms).
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in the reference frame Σ = (xˆ, yˆ, zˆ)):
a1 ≡Σ


a
2
−
√
3
2
a
0

 , a2 ≡Σ


−a
2
−
√
3
2
a
0

 ,(294)
b1 ≡Σ


2π
a
− 2π√
3a
0

 , b2 ≡Σ


−2π
a
− 2π√
3a
0


(which, being b1 = 2π(a2× zˆ)/(a1 · (a2× zˆ)) and b2 = 2π(zˆ×a1)/(a1 · (a2× zˆ)), fulfill
the relation ai · bj = 2πδij). Consequently we have that
K =
1
3
(b2 − b1) ≡
Σ
4π
3a


−1
0
0

 =


−K
0
0

 ,(295)
K ′ =
1
3
(b1 − b2) ≡
Σ
4π
3a


1
0
0

 =


K
0
0

 ,
where we have defined K = 4π/(3a). For our choice of a1 and a2, the angle θ
′ from the
vector a1 + a2 (i.e. from the axis xˆ
′ used in previous calculations) to the axis xˆ (taken
in the longitudinal direction) is equal to π/2.
Therefore the total wave function is given by (eq. (120))
(296) ψ(r) =
∑
RA
ψA(RA)ϕ(r −RA) +
∑
RB
ψB(RB)ϕ(r −RB).
with (eq. (181) with θ′ = π/2)
(297)
{
ψA(r) = e
iK·rFKA (r) + e
iK′·rFK
′
A (r),
ψB(r) = −eiK·rFKB (r) + eiK
′·rFK
′
B (r),
where (using eq. (295)), if we write r ≡
Σ
[x, y, 0]T we have that K · r = −Kx and that
K ′ · r = Kx. In the absence of an external potential, the envelope functions satisfy the
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usual Dirac equation (eq. (188))
γ


0 −i ∂∂x − ∂∂y 0 0
−i ∂∂x + ∂∂y 0 0 0
0 0 0 −i ∂∂x + ∂∂y
0 0 −i ∂∂x − ∂∂y 0




FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 =(298)
E


FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 .
Due to the translational invariance along the x-direction, we can write the envelope
functions as the product of a propagating part along the longitudinal direction x and of
a confined part along the transverse direction y. Therefore we can assume that
(299)
[
FKA (r)
FKB (r)
]
= eiκxx
[
ΦKA (y)
ΦKB (y)
]
, and that
[
FK
′
A (r)
FK
′
B (r)
]
= eiκ
′
xx
[
ΦK
′
A (y)
ΦK
′
B (y)
]
.
We have to enforce that the overall wave function vanishes in correspondence with the
“boundary lattice sites” on the lower and upper edges of the ribbon. Let us define as
W the real width of the nanoribbon, i.e. the distance between the lowest row of carbon
atoms (all of type A) and the highest row of carbon atoms (all of type B); if the ribbon
has N zigzag lines across its width, we have that W = (3N − 2)aC−C/2. If we take
y = 0 in correspondence of the row of “boundary lattice sites” on the lower edge, the
row of “boundary lattice sites” on the upper edge will be for y = W˜ = W + 2aC−C =
(3N + 2)aC−C/2. The proper boundary condition thus implies that, for every x, ψ(x, y =
0) = ψ(x, y = W˜ ) = 0. Since in the zigzag nanoribbon all the “boundary lattice sites” on
the lower edge belong to the B sublattice, while all those on the upper edge belong to the
A sublattice, looking at eq. (296) and observing that the atomic orbitals ϕ are strongly
localized around the atom on which they are centered, the boundary condition on the
wave function is equivalent to setting, for every x, ψB(x, y = 0) = ψA(x, y = W˜ ) = 0.
Using eq. (297), we have that
ψB(x, y = 0) = 0 ∀x⇒ −e−iKxFKB (x, y = 0) + eiKxFK
′
B (x, y = 0) =(300)
−e−iKxeiκxxΦKB (0) + eiKxeiκ
′
xxΦK
′
B (0) = 0 ∀x⇒
ΦKB (0) = 0, Φ
K′
B (0) = 0
and that
ψA(x, y = W˜ ) = 0 ∀x⇒ e−iKxFKA (x, y = W˜ ) + eiKxFK
′
A (x, y = W˜ ) =(301)
e−iKxeiκxxΦKA (W˜ ) + e
iKxeiκ
′
xxΦK
′
A (W˜ ) = 0 ∀x⇒
ΦKA (W˜ ) = 0, Φ
K′
A (W˜ ) = 0.
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As we can see, in zigzag nanoribbons the boundary conditions do not couple the envelope
functions relative to the Dirac points K and K ′.
First let us make the calculation around the point K. The corresponding part of the
Dirac equation is:
γ
[
0 −i ∂∂x − ∂∂y
−i ∂∂x + ∂∂y 0
][
FKA (r)
FKB (r)
]
= E
[
FKA (r)
FKB (r)
]
⇒(302)
γ
[
0 −i ∂∂x − ∂∂y
−i ∂∂x + ∂∂y 0
][
ΦKA (y)e
iκxx
ΦKB (y)e
iκxx
]
=
γ
[
κxΦ
K
B (y)e
iκxx − eiκxx dd yΦKB (y)
κxΦ
K
A (y)e
iκxx + eiκxx dd yΦ
K
A (y)
]
=
γ
[
0 κx − dd y
κx +
d
d y 0
][
ΦKA (y)
ΦKB (y)
]
eiκxx =
E
[
FKA (r)
FKB (r)
]
= E
[
ΦKA (y)
ΦKB (y)
]
eiκxx ⇒
[
0 κx − dd y
κx +
d
d y 0
][
ΦKA (y)
ΦKB (y)
]
=
E
γ
[
ΦKA (y)
ΦKB (y)
]
,
which can be rewritten as
(303)


(
κx − d
d y
)
ΦKB (y) =
E
γ
ΦKA (y),(
κx +
d
d y
)
ΦKA (y) =
E
γ
ΦKB (y).
Obtaining ΦKB (y) from the second of (303) and then substituting Φ
K
A (y) from the first
of (303), we find:
ΦKB (y) =
γ
E
(
κx +
d
d y
)
ΦKA (y) =
( γ
E
)2(
κx +
d
d y
)(
κx − d
d y
)
ΦKB (y) =(304)
( γ
E
)2(
κ2x − κx
d
d y
+ κx
d
d y
− d
2
d y2
)
ΦKB (y) =
( γ
E
)2(
κ2x −
d2
d y2
)
ΦKB (y)⇒
(
− d
2
d y2
+ κ2x
)
ΦKB (y) =
(
E
γ
)2
ΦKB (y),
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the solution of which is
ΦKB (y) = Ae
zy +Be−zy,(305)
with z =
√
κ2x −
(
E
γ
)2 (
and thus E = ±γ
√
κ2x − z2
)
.
Substituting ΦKB (y) back into the first of (303), we obtain that
ΦKA (y) =
γ
E
(
κx − d
d y
)
ΦKB (y) =(306)
γ
E
(
κxAe
zy + κxBe
−zy − zAezy + zBe−zy) =
γ
E
(
(κx − z)Aezy + (κx + z)Be−zy
)
.
Let us now enforce the boundary conditions on ΦKB (y) and Φ
K
A (y)
ΦKB (0) = 0⇒ A+B = 0⇒ B = −A;(307)
ΦKA (W˜ ) = 0⇒
γ
E
(
(κx − z)AezW˜ + (κx + z)Be−zW˜
)
= 0⇒
(κx − z)AezW˜ − (κx + z)Ae−zW˜ = 0⇒
(κx − z)AezW˜ = (κx + z)Ae−zW˜ ⇒
e−2zW˜ =
κx − z
κx + z
.
As we can see, in zigzag nanoribbons the longitudinal and the transverse wave vectors
are coupled.
Incidentally, note that, instead of eq. (307), an equivalent equation can be used [106];
indeed, being E = ±γ
√
κ2x − z2 and thus (E/γ)2 = κ2x − z2, we have that
e−2zW˜ =
κx − z
κx + z
=
(κx − z)(κx + z)
(κx + z)2
=
κ2x − z2
(κx + z)2
=
(E/γ)2
(κx + z)2
⇒(308)
E
γ
= ±(κx + z)e−zW˜ .
Here we consider real values of κx.
If we graphically represent (fig. 11) the two functions f1(z) = e
−2zW˜ and f2(z) =
(κx − z)/(κx + z), we see that (apart from z = 0, which corresponds to identically null
Φ’s) there is an intersection between f1 and f2 for a real value of z (and thus eq. (307)
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Fig. 11. – Graphical solution (in the real domain) of eq. (307) (the dotted lines are the asymptotes
of f2(z)).
has a real solution z) only if κx > 0 and if f1(z) is steeper than f2(z) in z = 0, i.e. if∣∣∣∣
[
d
dz
f1(z)
]
z=0
∣∣∣∣ >
∣∣∣∣
[
d
dz
f2(z)
]
z=0
∣∣∣∣⇒(309) ∣∣∣[−2W˜e−2zW˜ ]
z=0
∣∣∣ > ∣∣∣∣
[
− 1
κx + z
− κx − z
(κx + z)2
]
z=0
∣∣∣∣ =∣∣∣∣
[
−κx + z + κx − z
(κx + z)2
]
z=0
∣∣∣∣ =
∣∣∣∣
[
− 2κx
(κx + z)2
]
z=0
∣∣∣∣⇒
2W˜ >
2κx
κ2x
⇒ W˜ > 1
κx
⇒ κx > 1
W˜
.
If instead κx < 1/W˜ , eq. (307) does not have real solutions z (apart from z = 0).
In the case of real z, from eq. (307) we can find that
e−2zW˜ =
κx − z
κx + z
⇒(310)
κxe
−2zW˜ + ze−2zW˜ = κx − z ⇒ κx(1− e−2zW˜ ) = z(1 + e−2zW˜ )⇒
κx = z
1 + e−2zW˜
1− e−2zW˜ = z
ezW˜ + e−zW˜
ezW˜ − e−zW˜ =
z
tanh(zW˜ )
(z = 0 does not have to be considered) and thus(
E
γ
)2
= κ2x − z2 =
z2
tanh2(zW˜ )
− z2 = z2
(
cosh2(zW˜ )
sinh2(zW˜ )
− 1
)
=(311)
z2
(
cosh2(zW˜ )− sinh2(zW˜ )
sinh2(zW˜ )
)
=
z2
sinh2(zW˜ )
⇒
∣∣∣∣Eγ
∣∣∣∣ =
∣∣∣∣ zsinh(zW˜ )
∣∣∣∣ .
Since (for the properties of the hyperbolic sine function) | sinh(zW˜ )| > |zW˜ | = |z|W˜ , we
see that in this case
(312)
∣∣∣∣Eγ
∣∣∣∣ < |z||z|W˜ = 1W˜ .
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We can write (exploiting what we have found from the boundary conditions) that
ΦKA (y) =
γ
E
(
(κx − z)Aezy + (κx + z)Be−zy
)
=(313)
γ
E
(
(κx − z)Aezy − (κx + z)Ae−zy
)
=
γ
E
A
(
κx(e
zy − e−zy)− z(ezy + e−zy)) =
γ
E
2A (κx sinh(zy)− z cosh(zy)) =
2A
γ
E
(
z
tanh(zW˜ )
sinh(zy)− z cosh(zy)
)
=
2A
γ
E
z
cosh(zW˜ ) sinh(zy)− sinh(zW˜ ) cosh(zy)
sinh(zW˜ )
=
−2A γ
E
z
cosh(zW˜ ) sinh(−zy) + sinh(zW˜ ) cosh(−zy)
sinh(zW˜ )
=
−2A
(
γ
E
z
sinh(zW˜ )
)
sinh(z(W˜ − y)) =
−2A sign
(
E
γ
z
sinh(zW˜ )
)
sinh(z(W˜ − y)),
where in the last step we have taken advantage of the fact that, due to eq. (311), the
product between γ/E and z/ sinh(zW˜ ) can only be equal to +1 (if the two quantities
have the same sign) or −1 (if they have opposite signs).
Moreover we have that
(314) ΦKB (y) = Ae
zy +Be−zy = Aezy −Ae−zy = A(ezy − e−zy) = 2A sinh(zy).
These are edge states, each one exponentially localized on one edge of the ribbon.
These edge states correspond to bands flattened towards E = 0, as we can see
both from the graphical solution of eq. (307) (where we observe that we have an in-
tersection between f1 and f2 for a z coordinate very close to κx and thus the energy
E = ±γ√κ2x − z2 has a very small value), and from our previous analytical conclusion
that |E/γ| < 1/W˜ in this case. Since the Dirac point K, folded into the Brillouin zone
(−π/a, π/a) of the zigzag nanoribbon (the unit cell of which is of length a), corresponds
to kx = −4π/(3a) + 2π/a = 2π/(3a), the condition κx > 1/W˜ (under which we have a
real solution and thus the edge states) is equivalent to kx = Kx + κx > 2π/(3a) + 1/W˜
(note the difference between the total wave vectors k and the wave vectors κ measured
from the Dirac points). Therefore in the region 2π/(3a) + 1/W˜ < kx < π/a we have
two bands flattened towards E = 0; this means that the zigzag nanoribbons are al-
ways metallic [108]. However, further studies [109-111] have shown that actual zigzag
nanoribbons have a non-zero gap deriving from a staggered sublattice potential due to
edge magnetization.
Let us now instead consider the imaginary solutions z = iκn (with κn real) of
eq. (307). In this case the dispersion relation E = ±γ√κ2x − z2 becomes E =
±γ√κ2x + κ2n, from which we see more clearly that κx and κn = −iz have the meaning
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of longitudinal and transverse components of the wave vector, measured from the Dirac
point. The solutions are given by
e−2zW˜ =
κx − z
κx + z
⇒(315)
e−i2κnW˜ =
κx − iκn
κx + iκn
=
√
κ2x + κ
2
n e
−i6 (κx+iκn)√
κ2x + κ
2
n e
i6 (κx+iκn)
=
e−i2
6 (κx+iκn) = e−i2
6 (κx+iκn)ei2πm ⇒
κnW˜ = 6 (κx + iκn)− πm⇒ tan(κnW˜ ) = κn
κx
⇒ κx = κn
tan(κnW˜ )
(with m integer); κn = 0 corresponds to identically null Φ’s and thus does not have to
be considered. We have that(
E
γ
)2
= κ2x + κ
2
n =
(
κn
tan(κnW˜ )
)2
+ κ2n =
(
cos2(κnW˜ )
sin2(κnW˜ )
+ 1
)
κ2n =(316)
cos2(κnW˜ ) + sin
2(κnW˜ )
sin2(κnW˜ )
κ2n =
κ2n
sin2(κnW˜ )
⇒
∣∣∣∣Eγ
∣∣∣∣ =
∣∣∣∣ κnsin(κnW˜ )
∣∣∣∣ ;
since (for the properties of the sin function) | sin(κnW˜ )| < |κnW˜ | = |κn|W˜ , we see that
in this case
(317)
∣∣∣∣Eγ
∣∣∣∣ > |κn||κn|W˜ =
1
W˜
.
We can write (exploiting what we have found from the boundary conditions) that
ΦKA (y) =
γ
E
(
(κx − iκn)Aeiκny + (κx + iκn)Be−iκny
)
=(318)
γ
E
(
(κx − iκn)Aeiκny − (κx + iκn)Ae−iκny
)
=
γ
E
A
(
κx(e
iκny − e−iκny)− iκn(eiκny + e−iκny)
)
=
γ
E
2iA (κx sin(κny)− κn cos(κny)) =
2iA
γ
E
(
κn
tan(κnW˜ )
sin(κny)− κn cos(κny)
)
=
2iA
γ
E
κn
cos(κnW˜ ) sin(κny)− sin(κnW˜ ) cos(κny)
sin(κnW˜ )
=
−2iA
(
γ
E
κn
sin(κnW˜ )
)
sin(κn(W˜ − y)) =
−2iA sign
(
E
γ
κn
sin(κnW˜ )
)
sin(κn(W˜ − y)),
where in the last step we have taken advantage of the fact that, due to eq. (316), the
product between γ/E and κn/ sin(κnW˜ ) can only be equal to +1 (if the two quantities
have the same sign) or −1 (if they have opposite signs).
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Moreover we have that
ΦKB (y) = Ae
iκny +Be−iκny = Aeiκny −Ae−iκny =(319)
A(eiκny − e−iκny) = A2i sin(κny).
These are clearly confined states extending all over the ribbon.
The calculations around the point K′ are completely analogous. The corresponding
part of the Dirac equation is
γ
[
0 −i ∂∂x + ∂∂y
−i ∂∂x − ∂∂y 0
][
FK
′
A (r)
FK
′
B (r)
]
= E
[
FK
′
A (r)
FK
′
B (r)
]
⇒(320)
γ
[
0 −i ∂∂x + ∂∂y
−i ∂∂x − ∂∂y 0
][
ΦK
′
A (y)e
iκ′xx
ΦK
′
B (y)e
iκ′xx
]
=
γ
[
κ′xΦ
K′
B (y)e
iκ′xx + eiκ
′
xx d
d yΦ
K′
B (y)
κ′xΦ
K′
A (y)e
iκ′xx − eiκ′xx dd yΦK
′
A (y)
]
=
γ
[
0 κ′x +
d
d y
κ′x − dd y 0
][
ΦK
′
A (y)
ΦK
′
B (y)
]
eiκ
′
xx = E
[
FK
′
A (r)
FK
′
B (r)
]
=
E
[
ΦK
′
A (y)
ΦK
′
B (y)
]
eiκ
′
xx ⇒[
0 κ′x +
d
d y
κ′x − dd y 0
] [
ΦK
′
A (y)
ΦK
′
B (y)
]
=
E
γ
[
ΦK
′
A (y)
ΦK
′
B (y)
]
,
which can be rewritten as
(321)


(
κ′x +
d
d y
)
ΦK
′
B (y) =
E
γ
ΦK
′
A (y),(
κ′x −
d
d y
)
ΦK
′
A (y) =
E
γ
ΦK
′
B (y).
Obtaining ΦK
′
B (y) from the second of (321) and then substituting Φ
K′
A (y) from the first
of (321), we find
ΦK
′
B (y) =
γ
E
(
κ′x −
d
d y
)
ΦK
′
A (y) =
( γ
E
)2(
κ′x −
d
d y
)(
κ′x +
d
d y
)
ΦK
′
B (y) =(322) ( γ
E
)2(
κ′x
2
+ κ′x
d
d y
− κ′x
d
d y
− d
2
d y2
)
ΦK
′
B (y) =( γ
E
)2(
κ′x
2 − d
2
d y2
)
ΦK
′
B (y)⇒(
− d
2
d y2
+ κ′x
2
)
ΦK
′
B (y) =
(
E
γ
)2
ΦK
′
B (y),
564 P. MARCONCINI and M. MACUCCI
the solution of which is
ΦK
′
B (y) = Ce
z′y +De−z
′y,(323)
with z′ =
√
κ′x
2 −
(
E
γ
)2 (
and thus E = ±γ
√
κ′x
2 − z′2
)
.
Substituting ΦK
′
B (y) back into the first of (321), we obtain that
ΦK
′
A (y) =
γ
E
(
κ′x +
d
d y
)
ΦK
′
B (y) =(324)
γ
E
(
κ′xCe
z′y + κ′xDe
−z′y + z′Cez
′y − z′De−z′y
)
=
γ
E
(
(κ′x + z
′)Cez
′y + (κ′x − z′)De−z
′y
)
.
Let us now enforce the boundary conditions on ΦK
′
B (y) and Φ
K′
A (y):
ΦK
′
B (0) = 0⇒ C +D = 0 ⇒ D = −C;(325)
ΦK
′
A (W˜ ) = 0⇒
γ
E
(
(κ′x + z
′)Cez
′W˜ + (κ′x − z′)De−z
′W˜
)
= 0⇒
(κ′x + z
′)Cez
′W˜ − (κ′x − z′)Ce−z
′W˜ = 0⇒
(κ′x + z
′)Cez
′W˜ = (κ′x − z′)Ce−z
′W˜ ⇒
e−2z
′W˜ =
κ′x + z
′
κ′x − z′
=
(−κ′x)− z′
(−κ′x) + z′
,
which is equal to eq. (307) if we substitute κx with −κ′x. Therefore the calculations are
completely analogous to those seen around the point K.
We consider again real values of κ′x.
We conclude [93] that (apart from z′ = 0, which corresponds to identically null Φ’s)
eq. (325) has a real solution z′ only if −κ′x > 1/W˜ , i.e. if κ′x < −1/W˜ .
If instead κ′x > −1/W˜ , eq. (325) does not have real solutions z′ (apart from z′ = 0).
In the case of real z′, from eq. (325) we can find that [93]
(326) κ′x = −
z′
tanh(z′W˜ )
(z′ = 0 does not have to be considered) and thus [93]
(327)
(
E
γ
)2
= κ′x
2 − z′2 = z
′2
sinh2(z′W˜ )
⇒
∣∣∣∣Eγ
∣∣∣∣ =
∣∣∣∣ z′sinh(z′W˜ )
∣∣∣∣ < |z′||z′|W˜ = 1W˜ .
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The corresponding Φ functions are [93]
ΦK
′
A (y) =
γ
E
(
(κ′x + z
′)Cez
′y + (κ′x − z′)De−z
′y
)
=(328)
2C sign
(
E
γ
z′
sinh(z′W˜ )
)
sinh(z′(W˜ − y));
ΦK
′
B (y) = Ce
z′y +De−z
′y = 2C sinh(z′y).
These are edge states, each one exponentially localized on one edge of the ribbon.
Also in this case, these edge states correspond to bands flattened towardsE = 0. Since
the Dirac pointK ′, folded into the Brillouin zone (−π/a, π/a) of the zigzag nanoribbon,
corresponds to kx = 4π/(3a)−2π/a = −2π/(3a), the condition κ′x < −1/W˜ is equivalent
to k′x = K
′
x + κ
′
x < −2π/(3a) − 1/W˜ . Therefore also in the region −π/a < kx <
−2π/(3a)−1/W˜ we have two bands flattened towards E = 0, which confirms the metallic
nature of zigzag nanoribbons.
Let us now instead consider the imaginary solutions z′ = iκ′n (with κ
′
n real) of
eq. (325). The dispersion relation E = ±γ
√
κ′x
2 − z′2 becomes E = ±γ
√
κ′x
2 + κ′n
2.
The solutions are given by [93]
(329) κ′x = −
κ′n
tan(κ′nW˜ )
(κ′n = 0 corresponds to identically null Φs and thus does not have to be considered) and
thus [93]
(330)
(
E
γ
)2
= κ′x
2
+ κ′n
2
=
κ′n
2
sin2(κ′nW˜ )
⇒
∣∣∣∣Eγ
∣∣∣∣ =
∣∣∣∣ κ′nsin(κ′nW˜ )
∣∣∣∣ > |κ′n||κ′n|W˜ =
1
W˜
.
The corresponding Φ functions are [93]
ΦK
′
A (y) =
γ
E
(
(κ′x + iκ
′
n)Ce
iκ′ny + (κ′x − iκ′n)De−iκ
′
ny
)
=(331)
2iC sign
(
E
γ
κ′n
sin(κ′nW˜ )
)
sin(κ′n(W˜ − y));
ΦK
′
B (y) = Ce
iκ′ny +De−iκ
′
ny = C2i sin(κ′ny).
These are confined states extending all over the ribbon.
Obviously, once the expressions of the functions Φ have been obtained, the overall
wave function is given by the equations (296), (297) and (299).
In fig. 12 we show the bands of a zigzag nanoribbon with N = 45 zigzag lines and
of a zigzag nanoribbon with N = 50 zigzag lines, that we have computed both with a
simple tight-binding model not including edge magnetization effects (thick dotted lines)
and with the k · p (Dirac equation) method (thin solid lines). For low energy values and
for not too narrow ribbons the results obtained with the two techniques are very similar.
In both cases, the presence of the two bands flattened towards zero and corresponding
to the edge states can be clearly seen.
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Fig. 12. – Bands of a zigzag nanoribbon with N = 45 zizag lines (a) and with N = 50 zigzag
lines (b), computed both with a simple tight-binding model not including edge magnetization
effects (thick dotted lines) and with the k · p method (thin solid lines). The two dashed lines
correspond to the energy values ±γ/W˜ ; the dispersion relations in the region between the two
dashed lines are obtained for real values of z, while those outside this region correspond to
purely imaginary values of z.
6
.
2. Armchair nanoribbons . – Instead, in the case of armchair nanoribbons (fig. 13),
the graphene sheet has been cut along the direction of the nearest-neighbor carbon bonds,
and therefore the edges have an armchair shape. In order to simplify the following
calculations, we can choose (see fig. 13) the graphene lattice vectors in the real space
a1 and a2 (and consequently those in the reciprocal space b1 and b2) in this way (we
express them in the reference frame Σ = (xˆ, yˆ, zˆ)):
(332) a1 ≡
Σ


√
3
2
a
a
2
0

 , a2 ≡Σ


√
3
2
a
−a
2
0

 , b1 ≡Σ


2π√
3a
2π
a
0

 , b2 ≡Σ


2π√
3a
−2π
a
0


3aC−C
1a
a 2
W
A A AA
A A A A
A
A A A A
A A A
A
A
A A
A AA
A A A A
A A A A
A A A A
A
B B B B
B
BA B BA A
B B B B
BB
B
BB B B
BBB
B
B B B B
B B B B
B B B B
AB B B
B
B
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a/2
a/2
W
1st dimer line
3rd dimer line
(N−1)−th dimer line
(N−2)−th dimer line
N−th dimer line
2nd dimer line
x
y
z
Fig. 13. – Sketch of an armchair nanoribbon with N dimer lines (the black atoms are carbon
atoms, while the grey atoms are passivation atoms).
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(which, being b1 = 2π(a2× zˆ)/(a1 · (a2× zˆ)) and b2 = 2π(zˆ×a1)/(a1 · (a2× zˆ)), fulfill
the relation ai · bj = 2πδij). Consequently we have that
K =
1
3
(b2 − b1) ≡
Σ
4π
3a


0
−1
0

 =


0
−K
0

 ,(333)
K ′ =
1
3
(b1 − b2) ≡
Σ
4π
3a


0
1
0

 =


0
K
0

 ,
with K = 4π/(3a). For our choice of a1 and a2, the angle θ
′ from the vector a1+a2 (i.e.
from the axis xˆ′ used in previous calculations) to the axis xˆ (taken in the longitudinal
direction) is equal to 0.
Therefore the total wave function is given by (eq. 120)
(334) ψ(r) =
∑
RA
ψA(RA)ϕ(r −RA) +
∑
RB
ψB(RB)ϕ(r −RB),
with (eq. (181) with θ′ = 0)
(335)
{
ψA(r) = e
iK·rFKA (r)− i eiK
′·rFK
′
A (r),
ψB(r) = i e
iK·rFKB (r) + e
iK′·rFK
′
B (r),
where (using eq. (333)), if we write r ≡
Σ
[x, y, 0]T we have that K · r = −Ky and that
K ′ · r = Ky. In the absence of an external potential the envelope functions satisfy the
usual Dirac equation (eq. (188))
γ


0 −i ∂∂x − ∂∂y 0 0
−i ∂∂x + ∂∂y 0 0 0
0 0 0 −i ∂∂x + ∂∂y
0 0 −i ∂∂x − ∂∂y 0




FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 =(336)
E


FKA (r)
FKB (r)
FK
′
A (r)
FK
′
B (r)

 .
Due to the translational invariance along the x-direction, we can write the envelope
functions as the product of a propagating part along the longitudinal direction x and
of a confined part along the transverse direction y. Here we have to consider the same
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longitudinal component κx for the wave vector measured fromK andK
′ because in this
case if we consider κ′x 6= κx the boundary conditions are satisfied for every x only by the
identically null wave function. Therefore we can assume that
(337)
[
FKA (r)
FKB (r)
]
= eiκxx
[
ΦKA (y)
ΦKB (y)
]
and that
[
FK
′
A (r)
FK
′
B (r)
]
= eiκxx
[
ΦK
′
A (y)
ΦK
′
B (y)
]
.
We have to enforce that the overall wave function vanishes in correspondence with the
“boundary lattice sites” on the lower and upper edges of the ribbon. Let us define as
W the real width of the nanoribbon, i.e. the distance between the bottom row and the
top row of carbon atoms of the ribbon; if the ribbon has N dimer lines across the ribbon
width, we have that W = (N − 1)a/2. If we take y = 0 in correspondence of the row of
“boundary lattice sites” on the lower edge of the ribbon, the row of “boundary lattice
sites” on the upper edge of the ribbon will be at y = W˜ = W + 2 a/2 = W + a =
(N + 1)a/2. Therefore, for every x, we must have ψ(x, y = 0) = ψ(x, y = W˜ ) = 0.
We notice that in an armchair nanoribbon the “boundary lattice sites” on the lower and
upper edges belong to both the A and the B sublattices. Therefore, looking at eq. (334)
and observing that the atomic orbitals ϕ are strongly localized around the atom on which
they are centered, the boundary condition on the wave function is equivalent to setting,
for every x, ψA(x, y = 0) = ψB(x, y = 0) = ψA(x, y = W˜ ) = ψB(x, y = W˜ ) = 0. Using
eq. (335) we obtain the following 4 boundary conditions:
ψA(x, y = 0) = 0 ∀x⇒ e−iK0FKA (x, y = 0)− ieiK0FK
′
A (x, y = 0) =(338)
FKA (x, y = 0)− iFK
′
A (x, y = 0) = e
iκxxΦKA (0)− ieiκxxΦK
′
A (0) = 0 ∀x⇒
ΦKA (0)− iΦK
′
A (0) = 0;
ψB(x, y = 0) = 0 ∀x⇒ ie−iK0FKB (x, y = 0) + eiK0FK
′
B (x, y = 0) =(339)
iFKB (x, y = 0) + F
K′
B (x, y = 0) = ie
iκxxΦKB (0) + e
iκxxΦK
′
B (0) = 0 ∀x⇒
iΦKB (0) + Φ
K′
B (0) = 0;
ψA(x, y = W˜ ) = 0 ∀x⇒ e−iKW˜FKA (x, y = W˜ )− ieiKW˜FK
′
A (x, y = W˜ ) =(340)
e−iKW˜ eiκxxΦKA (W˜ )− ieiKW˜ eiκxxΦK
′
A (W˜ ) = 0 ∀x⇒
e−iKW˜ΦKA (W˜ )− ieiKW˜ΦK
′
A (W˜ ) = 0;
ψB(x, y = W˜ ) = 0 ∀x⇒ ie−iKW˜FKB (x, y = W˜ ) + eiKW˜FK
′
B (x, y = W˜ ) =(341)
ie−iKW˜ eiκxxΦKB (W˜ ) + e
iKW˜ eiκxxΦK
′
B (W˜ ) = 0 ∀x⇒
ie−iKW˜ΦKB (W˜ ) + e
iKW˜ΦK
′
B (W˜ ) = 0.
As we can see, in armchair nanoribbons the boundary conditions couple the envelope
functions relative to the Dirac points K and K ′.
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We can solve the part of the Dirac equation around the point K, that is
(342) γ
[
0 −i ∂∂x − ∂∂y
−i ∂∂x + ∂∂y 0
] [
FKA (r)
FKB (r)
]
= E
[
FKA (r)
FKB (r)
]
,
repeating the calculations made for zigzag nanoribbons (eqs. (302)-(306)) and obtaining
that
(343)
{
ΦKA (y) =
γ
E
(
(κx − z)Aezy + (κx + z)Be−zy
)
,
ΦKB (y) = Ae
zy +Be−zy,
with z =
√
κ2x −
(
E
γ
)2
and thus E = ±γ
√
κ2x − z2.
Analogously, we can solve the part of the Dirac equation around the point K ′, that
is
(344) γ
[
0 −i ∂∂x + ∂∂y
−i ∂∂x − ∂∂y 0
][
FK
′
A (r)
FK
′
B (r)
]
= E
[
FK
′
A (r)
FK
′
B (r)
]
,
repeating the calculations made for zigzag nanoribbons (eqs. (320)-(324), with the dif-
ference that κ′x and z
′ here have to be replaced by κx and z) and obtaining that
(345)
{
ΦK
′
A (y) =
γ
E
(
(κx + z)Ce
zy + (κx − z)De−zy
)
,
ΦK
′
B (y) = Ce
zy +De−zy,
with (as written before) z =
√
κx2 −
(
E
γ
)2
and thus E = ±γ√κx2 − z2.
Let us define z = iκn. In this case the dispersion relation becomes E =
±γ√κx2 + κn2; therefore κx and κn = −iz are the longitudinal and transverse com-
ponents of the wave vector, measured from the Dirac point.
The functions Φ become
(346)


ΦKA (y) =
γ
E
(
(κx − iκn)Aeiκny + (κx + iκn)Be−iκny
)
,
ΦKB (y) = Ae
iκny +Be−iκny,
ΦK
′
A (y) =
γ
E
(
(κx + iκn)Ce
iκny + (κx − iκn)De−iκny
)
,
ΦK
′
B (y) = Ce
iκny +De−iκny.
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Now we can enforce the 4 boundary conditions (338)-(341), obtaining:
ΦKA (0)− iΦK
′
A (0) = 0⇒(347)
(κx − iκn)A+ (κx + iκn)B − i(κx + iκn)C − i(κx − iκn)D = 0⇒
κx (A+B − iC − iD) + iκn (−A+B − iC + iD) = 0;
iΦKB (0) + Φ
K′
B (0) = 0⇒ i(A+B) + (C +D) = 0⇒(348)
A+B − iC − iD = 0;
e−iKW˜ΦKA (W˜ )− ieiKW˜ΦK
′
A (W˜ ) = 0⇒(349)
e−iKW˜ (κx − iκn)AeiκnW˜ + e−iKW˜ (κx + iκn)Be−iκnW˜
−ieiKW˜ (κx + iκn)CeiκnW˜ − ieiKW˜ (κx − iκn)De−iκnW˜ =
κx
(
Aei(κn−K)W˜ +Be−i(κn+K)W˜ − iCei(κn+K)W˜ − iDe−i(κn−K)W˜
)
+iκn
(
−Aei(κn−K)W˜ +Be−i(κn+K)W˜ − iCei(κn+K)W˜ + iDe−i(κn−K)W˜
)
= 0;
ie−iKW˜ΦKB (W˜ ) + e
iKW˜ΦK
′
B (W˜ ) = 0⇒(350)
ie−iKW˜ (AeiκnW˜ +Be−iκnW˜ ) + eiKW˜ (CeiκnW˜ +De−iκnW˜ ) = 0⇒
iAei(κn−K)W˜ + iBe−i(κn+K)W˜ + Cei(κn+K)W˜ +De−i(κn−K)W˜ = 0⇒
Aei(κn−K)W˜ +Be−i(κn+K)W˜ − iCei(κn+K)W˜ − iDe−i(κn−K)W˜ = 0.
In the following we examine the different cases in which all of these 4 boundary conditions
are satisfied.
Case I
If κn = 0 the condition (347) is equivalent to the condition (348), and the condition (349)
is equivalent to the condition (350).
But the condition (348) is satisfied if
(351) A+B − iC − iD = 0⇒ A+B = iC + iD ⇒
{
A+B = G
C +D = −iG
(where we have defined A+B ≡ G).
The condition (350) instead is satisfied if (exploiting the fact that κn = 0)
Aei(κn−K)W˜ +Be−i(κn+K)W˜ − iCei(κn+K)W˜ − iDe−i(κn−K)W˜ = 0⇒(352)
Ae−iKW˜ +Be−iKW˜ − iCeiKW˜ − iDeiKW˜ = 0⇒
(A+B)e−iKW˜ − i(C +D)eiKW˜ = 0⇒ Ge−iKW˜ −GeiKW˜ = 0⇒
−G(eiKW˜ − e−iKW˜ ) = 0⇒ −G2i sin(KW˜ ) = 0.
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Since in this case (κn = 0) for G = 0 all the Φ functions (346) would become identically
null and thus we have to consider G 6= 0, this equation can be satisfied only if sin(KW˜ ) =
0. But, since K = 4π/(3a) and W˜ = (N + 1)a/2, we have that
(353) sin(KW˜ ) = 0⇒ sin
(
4π
3a
(N + 1)
a
2
)
= 0⇒ sin
(
2π
3
(N + 1)
)
= 0
and this is true only if N +1 is a multiple of 3, i.e. if N +1 = 3M (with M integer) and
thus N = 3M − 1. In this case we have that
KW˜ =
2π
3
(N + 1) =
2π
3
(3M) = 2πM ⇒(354)
K = 2M
π
W˜
⇒ 2M π
W˜
−K = 0(= κn)
and the nanoribbon is metallic (as we will see). Being κn = 0, the Φ functions (346) are
equal to
(355)


ΦKA (y) =
γ
E
(κxA+ κxB) =
γ
E
κx(A+B) =
γ
E
κxG,
ΦKB (y) = A+ B = G,
ΦK
′
A (y) =
γ
E
(κxC + κxD) =
γ
E
κx(C +D) = − γ
E
κxiG,
ΦK
′
B (y) = C +D = −iG.
Case II
The other possibility is to satisfy the conditions (347)-(348) in this way:
(356)
{
A+B − iC − iD = 0
−A+B − iC + iD = 0 ⇒
{
2B − 2iC = 0
2A− 2iD = 0 ⇒
{
C = −iB
D = −iA
(where in the first step we have summed and subtracted the two equations of the system),
and to satisfy the conditions (349)-(350) enforcing
(357)
{
Aei(κn−K)W˜ +Be−i(κn+K)W˜ − iCei(κn+K)W˜ − iDe−i(κn−K)W˜ = 0,
−Aei(κn−K)W˜ +Be−i(κn+K)W˜ − iCei(κn+K)W˜ + iDe−i(κn−K)W˜ = 0.
Using (356), we can write these equations in the following form:
(358)
{
Aei(κn−K)W˜ +Be−i(κn+K)W˜ −Bei(κn+K)W˜ −Ae−i(κn−K)W˜ = 0,
−Aei(κn−K)W˜ +Be−i(κn+K)W˜ −Bei(κn+K)W˜ +Ae−i(κn−K)W˜ = 0.
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If now we separate the real and imaginary part of κn (i.e. we write κn as κn = κnr+iκni)
we have that

Ae−κniW˜ ei(κnr−K)W˜ +BeκniW˜ e−i(κnr+K)W˜
−Be−κniW˜ ei(κnr+K)W˜ −AeκniW˜ e−i(κnr−K)W˜ = 0,
−Ae−κniW˜ ei(κnr−K)W˜ +BeκniW˜ e−i(κnr+K)W˜
−Be−κniW˜ ei(κnr+K)W˜ +AeκniW˜ e−i(κnr−K)W˜ = 0,
⇒(359)


[
Ae−κniW˜ cos((κnr −K)W˜ ) +BeκniW˜ cos((κnr +K)W˜ )
−Be−κniW˜ cos((κnr +K)W˜ )−AeκniW˜ cos((κnr −K)W˜ )
]
+i
[
Ae−κniW˜ sin((κnr −K)W˜ )−BeκniW˜ sin((κnr +K)W˜ )
−Be−κniW˜ sin((κnr +K)W˜ ) +AeκniW˜ sin((κnr −K)W˜ )
]
= 0,[−Ae−κniW˜ cos((κnr −K)W˜ ) +BeκniW˜ cos((κnr +K)W˜ )
−Be−κniW˜ cos((κnr +K)W˜ ) +AeκniW˜ cos((κnr −K)W˜ )
]
+i
[−Ae−κniW˜ sin((κnr −K)W˜ )−BeκniW˜ sin((κnr +K)W˜ )
−Be−κniW˜ sin((κnr +K)W˜ )−AeκniW˜ sin((κnr −K)W˜ )
]
= 0,
⇒


−(eκniW˜ − e−κniW˜ )[A cos((κnr −K)W˜ )−B cos((κnr +K)W˜ )]
+i(eκniW˜ + e−κniW˜ )
[
A sin((κnr −K)W˜ )−B sin((κnr +K)W˜ )
]
= 0,
(eκniW˜ − e−κniW˜ )[A cos((κnr −K)W˜ ) +B cos((κnr +K)W˜ )]
−i(eκniW˜ + e−κniW˜ )[A sin((κnr −K)W˜ ) +B sin((κnr +K)W˜ )] = 0,
⇒


−2 sinh(κniW˜ )
[
A cos((κnr −K)W˜ )−B cos((κnr +K)W˜ )
]
+i2 cosh(κniW˜ )
[
A sin((κnr −K)W˜ )−B sin((κnr +K)W˜ )
]
= 0,
2 sinh(κniW˜ )
[
A cos((κnr −K)W˜ ) +B cos((κnr +K)W˜ )
]
−i2 cosh(κniW˜ )
[
A sin((κnr −K)W˜ ) +B sin((κnr +K)W˜ )
]
= 0.
If we sum and subtract the two equations, we obtain


4 sinh(κniW˜ )B cos((κnr +K)W˜ )
−i4 cosh(κniW˜ )B sin((κnr +K)W˜ ) = 0,
−4 sinh(κniW˜ )A cos((κnr −K)W˜ )
+i4 cosh(κniW˜ )A sin((κnr −K)W˜ ) = 0,
⇒(360)
{
B
[
sinh(κniW˜ ) cos((κnr +K)W˜ )− i cosh(κniW˜ ) sin((κnr +K)W˜ )
]
= 0,
A
[
sinh(κniW˜ ) cos((κnr −K)W˜ )− i cosh(κniW˜ ) sin((κnr −K)W˜ )
]
= 0.
Apart from the case A = B = 0, which (being also C = −iB and D = −iA) gives
identically null functions Φ, both of these two equations are satisfied in 3 cases, that we
will indicate with II-A, II-B and II-C.
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Case II-A
The eqs. (360) are satisfied if
(361)
{
sinh(κniW˜ ) cos((κnr +K)W˜ )− i cosh(κniW˜ ) sin((κnr +K)W˜ ) = 0,
sinh(κniW˜ ) cos((κnr −K)W˜ )− i cosh(κniW˜ ) sin((κnr −K)W˜ ) = 0.
If we separately equate to zero the real and imaginary parts, we find
(362)


sinh(κniW˜ ) cos((κnr +K)W˜ ) = 0,
cosh(κniW˜ ) sin((κnr +K)W˜ ) = 0,
sinh(κniW˜ ) cos((κnr −K)W˜ ) = 0,
cosh(κniW˜ ) sin((κnr −K)W˜ ) = 0.
Since the hyperbolic cosine is never equal to zero, these become
(363)


sinh(κniW˜ ) cos((κnr +K)W˜ ) = 0,
sin((κnr +K)W˜ ) = 0,
sinh(κniW˜ ) cos((κnr −K)W˜ ) = 0,
sin((κnr −K)W˜ ) = 0.
However, when the sine of an angle is equal to zero, the cosine of that angle is certainly
different from zero; therefore the previous equations become
(364)


sinh(κniW˜ ) = 0,
sin((κnr +K)W˜ ) = 0,
sin((κnr −K)W˜ ) = 0.
Since the hyperbolic sine is null only when its argument is null, we conclude that in this
case:
(365)


κni = 0,
sin((κnr +K)W˜ ) = 0,
sin((κnr −K)W˜ ) = 0,
⇒


κn real,
sin((κn +K)W˜ ) = 0,
sin((κn −K)W˜ ) = 0.
From the condition on sin((κn +K)W˜ ) it follows that
sin((κn +K)W˜ ) = 0⇒ (κn +K)W˜ = nπ ⇒(366)
κn +K = n
π
W˜
⇒ κn = n π
W˜
−K
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(with n integer). Then from the condition on sin((κn − K)W˜ ), substituting what we
have just found and then remembering that K = 4π/(3a) and that W˜ = (N +1)a/2, we
obtain that
sin((κn −K)W˜ ) = 0⇒ sin
((
n
π
W˜
−K −K
)
W˜
)
= sin
(
nπ − 2KW˜
)
=(367)
sin
(
nπ − 24π
3a
(N + 1)
a
2
)
= sin
(
π
(
n− 4 N + 1
3
))
= 0⇒
n− 4 N + 1
3
is an integer.
This is true only if N + 1 is a multiple of 3, i.e. if N + 1 = 3M (with M integer), i.e.
if N = 3M − 1; this means that the nanoribbon is metallic (as we will see). In this case
the Φ functions (346) are equal to
(368)


ΦKA (y) =
γ
E
(
(κx − iκn)Aeiκny + (κx + iκn)Be−iκny
)
,
ΦKB (y) = Ae
iκny +Be−iκny,
ΦK
′
A (y) =
γ
E
(
(κx + iκn)Ce
iκny + (κx − iκn)De−iκny
)
=
−i γ
E
(
(κx + iκn)Be
iκny + (κx − iκn)Ae−iκny
)
,
ΦK
′
B (y) = Ce
iκny +De−iκny = −i (Beiκny +Ae−iκny) ,
that can be written as a superposition of the modes
(369)


ΦKA (y) =
γ
E
(κx + iκ˜n)Ae
−iκ˜ny,
ΦKB (y) = Ae
−iκ˜ny,
ΦK
′
A (y) = −
γ
E
(κx + iκ˜n)iAe
iκ˜ny,
ΦK
′
B (y) = −iAeiκ˜ny,
and


ΦKA (y) =
γ
E
(κx + iκn)Be
−iκny,
ΦKB (y) = Be
−iκny,
ΦK
′
A (y) = −
γ
E
(κx + iκn)iBe
iκny,
ΦK
′
B (y) = −iBeiκny,
with κn = (nπ/W˜ )−K and κ˜n = −κn. We notice that, since in this case N + 1 = 3M ,
we have that
(370) KW˜ =
4π
3a
(N + 1)
a
2
=
2π
3
(N + 1) =
2π
3
(3M) = 2πM ⇒ K = 2M π
W˜
and therefore κ˜n can be written as
κ˜n = −κn = −
(
n
π
W˜
−K
)
=
(
−n π
W˜
+ 2K
)
−K =(371) (
−n π
W˜
+ 4M
π
W˜
)
−K = (4M − n) π
W˜
−K = n˜ π
W˜
−K,
with n˜ = 4M − n integer. Clearly, if κn satisfies E = ±γ
√
κx2 + κn2, also κ˜n = −κn
satisfies E = ±γ√κx2 + κ˜2n.
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It can be observed that in the particular case in which κn = 0 we find again Case I.
Case II-B
Equations (360) are satisfied also if
(372)
{
sinh(κniW˜ ) cos((κnr +K)W˜ )− i cosh(κniW˜ ) sin((κnr +K)W˜ ) = 0,
A = 0.
If we separately equate to zero the real and imaginary parts of the first equation, we find
(373)


sinh(κniW˜ ) cos((κnr +K)W˜ ) = 0,
cosh(κniW˜ ) sin((κnr +K)W˜ ) = 0,
A = 0.
Since the hyperbolic cosine is never equal to zero, these become
(374)


sinh(κniW˜ ) cos((κnr +K)W˜ ) = 0,
sin((κnr +K)W˜ ) = 0,
A = 0.
But when the sine of an angle is equal to zero, surely the cosine of that angle is different
from zero; therefore the previous equations become
(375)


sinh(κniW˜ ) = 0,
sin((κnr +K)W˜ ) = 0,
A = 0,
Since the hyperbolic sine is null only when its argument is null, we conclude that in this
case:
(376)


κni = 0,
sin((κnr +K)W˜ ) = 0,
A = 0,
⇒


κn real,
sin((κn +K)W˜ ) = 0,
A = 0.
Due to the fact that A = 0, also D = −iA = 0 (while C = −iB).
Instead the consequence of the condition on sin((κn +K)W˜ ) is
sin((κn +K)W˜ ) = 0⇒ (κn +K)W˜ = nπ ⇒(377)
κn +K = n
π
W˜
⇒ κn = n π
W˜
−K.
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In this case the Φ functions (346) are equal to
(378)


ΦKA (y) =
γ
E
(
(κx − iκn)Aeiκny + (κx + iκn)Be−iκny
)
=
γ
E
(κx + iκn)Be
−iκny,
ΦKB (y) = Ae
iκny +Be−iκny = Be−iκny,
ΦK
′
A (y) =
γ
E
(
(κx + iκn)Ce
iκny + (κx − iκn)De−iκny
)
=
− γ
E
(κx + iκn)iBe
iκny,
ΦK
′
B (y) = Ce
iκny +De−iκny = −iBeiκny.
Case II-C
Finally, eqs. (360) are satisfied also if
(379)
{
B = 0,
sinh(κniW˜ ) cos((κnr −K)W˜ )− i cosh(κniW˜ ) sin((κnr −K)W˜ ) = 0.
With calculations analogous to Case II-B, we conclude [93] that in this case:
(380)


B = 0,
κn real,
sin((κn −K)W˜ ) = 0.
Due to the fact that B = 0, also C = −iB = 0 (while D = −iA).
Instead the consequence of the condition on sin((κn −K)W˜ ) is
sin((κn −K)W˜ ) = 0⇒ (κn −K)W˜ = nπ ⇒(381)
κn −K = n π
W˜
⇒ κn = n π
W˜
+K.
In this case the Φ functions (346) are equal to
(382)


ΦKA (y) =
γ
E
(
(κx − iκn)Aeiκny + (κx + iκn)Be−iκny
)
=
γ
E
(κx − iκn)Aeiκny = γ
E
(κx + iκ˜n)Ae
−iκ˜ny,
ΦKB (y) = Ae
iκny +Be−iκny = Aeiκny = Ae−iκ˜ny,
ΦK
′
A (y) =
γ
E
(
(κx + iκn)Ce
iκny + (κx − iκn)De−iκny
)
=
− γ
E
(κx − iκn)iAe−iκny = − γ
E
(κx + iκ˜n)iAe
iκ˜ny,
ΦK
′
B (y) = Ce
iκny +De−iκny = −iAe−iκny = −iAeiκ˜ny,
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with
(383) κ˜n = −κn = −
(
n
π
W˜
+K
)
= −n π
W˜
−K = n˜ π
W˜
−K
(where n˜ = −n is an integer). Clearly, if κn satisfies E = ±γ
√
κx2 + κn2, also κ˜n = −κn
satisfies E = ±γ
√
κx2 + κ˜2n.
In conclusion, in all the cases we have that
(384)


ΦKA (y) =
γ
E
(κx + iκn)Ae
−iκny,
ΦKB (y) = Ae
−iκny,
ΦK
′
A (y) = −
γ
E
(κx + iκn)iAe
iκny,
ΦK
′
B (y) = −iAeiκny,
with A being a proper normalization constant, κn = (nπ/W˜ )−K and E = ±γ
√
κx2 + κn2.
Consequently, for eq. (335) we have that
ψA(r) = e
iK·rFKA (r)− i eiK
′·rFK
′
A (r) =(385)
e−iKyΦKA (y)e
iκxx − i eiKyΦK′A (y)eiκxx =(
e−iKyΦKA (y)− i eiKyΦK
′
A (y)
)
eiκxx =
γ
E
(
e−iKy(κx + iκn)Ae
−iκny + ieiKy(κx + iκn)iAe
iκny
)
eiκxx =
− γ
E
(κx + iκn)A
(
ei(κn+K)y − e−i(κn+K)y
)
eiκxx =
− γ
E
(κx + iκn)A2i sin ((κn +K)y) e
iκxx
and that
ψB(r) = i e
iK·rFKB (r) + e
iK′·rFK
′
B (r) =(386)
i e−iKyΦKB (y)e
iκxx + eiKyΦK
′
B (y)e
iκxx =(
i e−iKyΦKB (y) + e
iKyΦK
′
B (y)
)
eiκxx =(
i e−iKyAe−iκny − eiKyiAeiκny) eiκxx =
−iA
(
ei(κn+K)y − e−i(κn+K)y
)
eiκxx =
−iA2i sin ((κn +K)y) eiκxx =
2A sin ((κn +K)y) e
iκxx.
We observe that in large ribbons the lowest-energy modes will have values of κn much
smaller than K and thus their wave functions will be characterized by a transverse
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wave vector approximately equal to K and by a transverse wave length about equal to
2π/K = 2π (3a/(4π)) = 3a/2, i.e. of the order of the lattice constant.
No edge state exists in armchair nanoribbons.
Using the relations K = 4π/(3a) and W˜ = (N + 1)a/2, we have that
(387) κn = n
π
W˜
−K = n2π
(N + 1)a
− 4π
3a
=
2π(3n− 2(N + 1))
3(N + 1)a
.
Since En = ±γ
√
κx2 + κn2, we have a double band degeneracy if, for any integer n,
another integer n′ exists such that κn′ = −κn and thus En′ = En. This happens if
3n′ − 2(N + 1) = −(3n− 2(N + 1))⇒ 3n′ = −3n+ 4(N + 1)⇒(388)
n′ = −n+ 4(N + 1)
3
,
with n and n′ integer, which means that N+1 has to be a multiple of 3, i.e. N+1 = 3M
with M integer, or equivalently N = 3M − 1 (so that n′ = −n+ 4M).
We also observe that among the allowed κn’s (given by eq. (387)) we have κn = 0 if
an integer n exists, such that
(389) 3n− 2(N + 1) = 0⇒ n = 2(N + 1)
3
,
which again means that N+1 has to be a multiple of 3, i.e. N+1 = 3M with M integer,
or equivalently N = 3M − 1 (so that n = 2M).
Therefore an armchair nanoribbon has a double band degeneracy and has κn = 0
among the allowed values of κn only if it has a number of dimer lines N = 3M − 1 (with
M an integer). In this case for κn = 0 we have E = ±γ|κx| which vanishes for κx → 0
and thus the nanoribbon is metallic. Instead for N 6= 3M − 1 the armchair nanoribbon
is not metallic and has non-degenerate bands.
This conclusion is coherent with the fact that the dispersion relations of an armchair
nanoribbon can be obtained from those of graphene enforcing the Dirichlet boundary
conditions at y = 0 and y = W˜ ; this means that there has to be an integer number of
transverse half-wavelengths λy/2 inside W˜ ; thus it must happen that
(390) W˜ = n
λy
2
⇒ ky = 2π
λy
= n
π
W˜
(where ky is the transverse component of the total wave vector, measured from the origin
of the reciprocal space). Therefore the bands of the ribbon can be obtained by cross-
sectioning those of graphene along the parallel lines ky = nπ/W˜ , and then folding them
into the Brillouin zone (−π/(√3a), π/(√3a)) of the armchair nanoribbon (the unit cell
of which has a length 3aC−C =
√
3a). There are bands of the nanoribbon with a zero
gap, and thus the nanoribbon is metallic, only if some of the lines with ky = nπ/W˜ pass
through a Dirac point of graphene (where the graphene dispersion relations have a zero
gap). But, since
(391) W˜ = (N + 1)
a
2
⇒ a = 2W˜
N + 1
⇒ K = 4π
3a
=
4π
3
N + 1
2W˜
= 2
N + 1
3
π
W˜
,
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Fig. 14. – Bands of an armchair nanoribbon with N = 98 dimer lines (a) and with N = 99 dimer
lines (b), computed both with a tight-binding method not including the reduction of the bond
lengths at the edges (thick dotted lines) and with the k · p method (thin solid lines).
this is possible only if N + 1 is a multiple of 3, i.e. N + 1 = 3M with M integer, or
equivalently N = 3M − 1.
A more exact tight-binding analysis (taking into consideration the reduction of the
carbon-carbon bond lengths parallel to dimer lines at the edges with respect to the bond
lengths in the core of the ribbon) leads to the appearance of a small gap also in this
subset of armchair nanoribbons, that have to be more correctly considered as quasi-
metallic ones [109-111].
In fig. 14 we show the bands of an armchair nanoribbon with N = 98 dimer lines
(metallic) and of an armchair nanoribbon with N = 99 dimer lines (semiconductor),
that we have computed both with a tight-binding method not including the reduction
of the bond lengths at the edges (thick dotted lines) and with the k · p (Dirac equation)
method (thin solid lines). As we see, for low energy values and for not too narrow ribbons
they are nearly coincident.
All previous considerations are valid both for real values of κx (propagating modes),
and for purely imaginary values of κx (evanescent modes).
As an application of the relations (229) and (230) to the case of an armchair nanorib-
bon in the absence of an external potential, we can observe, using the (384) (with κn
real and κx real or purely imaginary), that
Jx = vF
(
FKA
∗
FKB + F
K
B
∗
FKA + F
K′
A
∗
FK
′
B + F
K′
B
∗
FK
′
A
)
=(392)
vF
γ
E
(
(κ∗x − iκn)A∗eiκnye−iκ
∗
xxAe−iκnyeiκxx
+A∗eiκnye−iκ
∗
xx(κx + iκn)Ae
−iκnyeiκxx
+(κ∗x − iκn)iA∗e−iκnye−iκ
∗
xx(−i)Aeiκnyeiκxx
+iA∗e−iκnye−iκ
∗
xx(κx + iκn)(−i)Aeiκnyeiκxx
)
=
vF
γ
E
|A|2ei(κx−κ∗x)x(κ∗x − iκn + κx + iκn + κ∗x − iκn + κx + iκn) =
2vF
γ
E
|A|2ei(κx−κ∗x)x(κx + κ∗x),
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which if κx is real (and thus κ
∗
x = κx) is equal to (remembering that vF = γ/h¯)
(393) Jx = 4 vF
γ
E
|A|2κx = 4|A|2 γ
2
h¯E
κx,
while if κx is purely imaginary (and thus κ
∗
x = −κx) is null.
Note that (using (216) and (384)) if κx is real the probability density is equal to
P = |FKA (r)|2 + |FK
′
A (r)|2 + |FKB (r)|2 + |FK
′
B (r)|2 =(394) ( γ
E
)2
|κx + iκn|2|A|2 + |A|2 +
( γ
E
)2
|κx + iκn|2|A|2 + |A|2 =
2|A|2
(
1 +
( γ
E
)2
|κx + iκn|2
)
= 2|A|2
(
1 +
γ2(κ2x + κ
2
n)
E2
)
=
2|A|2
(
1 +
E2
E2
)
= 2|A|22 = 4|A|2.
Moreover, since in this case the energy dispersion relations are E = ±γ√κx2 + κn2, the
mean velocity of the electrons is
vx =
1
h¯
∂E
∂kx
=
1
h¯
(
±γ 1
2
1√
κx2 + κn2
2κx
)
=(395)
±γ
h¯
κx√
κx2 + κn2
=
γ2
h¯
κx
±γ√κx2 + κn2
=
γ2
h¯E
κx.
Therefore if κx is real we have that Jx = Pvx, as expected.
As to the transversal part of the probability current density, we have that
Jy = −i vF
(
FKA
∗
FKB − FKB
∗
FKA − FK
′
A
∗
FK
′
B + F
K′
B
∗
FK
′
A
)
=(396)
−i vF γ
E
(
(κ∗x − iκn)A∗eiκnye−iκ
∗
xxAe−iκnyeiκxx
−A∗eiκnye−iκ∗xx(κx + iκn)Ae−iκnyeiκxx
−(κ∗x − iκn)iA∗e−iκnye−iκ
∗
xx(−i)Aeiκnyeiκxx
+iA∗e−iκnye−iκ
∗
xx(κx + iκn)(−i)Aeiκnyeiκxx
)
=
−i vF γ
E
|A|2 ei(κx−κ∗x)x(κ∗x − iκn − κx − iκn − κ∗x + iκn + κx + iκn) = 0,
as expected in a transversally confined structure.
7. – Conclusion
The k · p method and the related envelope function method are widely used to study
the physical properties of materials within a continuum approach, without having to re-
sort to an atomistic analysis, which requires (in the case of large structures) a prohibitive
computational effort. These methods have been developed in many and sometimes quite
different ways by several authors and have been successfully applied to a multitude of
different problems. This explains the great variety and inhomogeneity of the related
THE k · p METHOD AND ITS APPLICATION TO GRAPHENE-RELATED MATERIALS 581
literature. In this review, we have briefly described the basics of these methodologies,
dwelling upon the treatments that we have considered more useful for an easy compre-
hension. For a detailed explanation of the different approaches, the interested reader can
resort to the many papers and books on the topic, some of which are listed in the refer-
ences. In particular, we have focused on the application of the k · p method to graphene
and graphene-related materials, where it results in a description of the electronic proper-
ties in terms of the Dirac equation. We have compared the different formulations adopted
in the literature and we have shown how this continuum approach allows to quickly ob-
tain the most relevant electrical properties of graphene, carbon nanotubes and graphene
nanoribbons.
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