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Photonen Wegla¨genverteilungen bei bewo¨lktem Himmel – Sauerstoﬀ A-
Banden Messungen und Modellrechnungen zum Strahlungstransport
Der kurzwellige Strahlungstransport in der Atmospha¨re stellt eine der bedeutenden
Unsicherheiten in den gegenwa¨rtigen Klimamodellen dar. Diese Unsicherheiten werden
zum Teil einer vereinfachten Beschreibung von Wolkeninhomogenita¨ten zugeschrieben.
Thema dieser Arbeit ist die Untersuchung des Strahlungstransports durch Betrachtung
der Wegla¨ngenverteilung solarer Photonen, einer Observablen die direkt mit der
atmospha¨rischen Absorption verknu¨pft ist. Dazu wurde eine verbesserte Methode
zur Bestimmung der Wegla¨ngenverteilung mittels hochauﬂo¨sender Spektroskopie der
Sauerstoﬀ A-Bande entwickelt. Die Methode wird durch Simulationen mit einem
Monte Carlo Modell (MC), welches speziell zur Berechnung von Wegla¨ngenverteilungen
entwickelt wurde, validiert. Diese Simulationen schließen ein Modell fu¨r anomale Diﬀusion,
beschrieben durch Le´vy Flu¨ge ein. Zudem wird eine Methode pra¨sentiert, die eﬀektive
optische Dicke von Wolkenschichten durch Angleichung der gemessenen diﬀerentiellen
Transmissionen mit einem Diskrete-Ordinate Strahlungstransportmodell zu bestimmen.
Diese Methoden werden auf Messungen angewandt, die wa¨hrend der CLARE Kampagne
1998 durchgefu¨hrt wurden. Die Ergebnisse fu¨r einige exemplarische Fa¨lle werden
vorgestellt. Die vertikale Wolkenstruktur, gemessen mit einem Wolkenradar, wird zur
Initialisierung der Strahlungstransportrechnungen (MC und Diskrete-Ordinate) fu¨r einen
Vergleich der Wegla¨ngenverteilungen, verwendet. Fu¨r horizontal homogene Wolken ergibt
sich eine gute U¨bereinstimmung. Die abgeleiteten optischen Dicken der Wolken sind in
guter U¨bereinstimmung mit dem gemessen Flu¨ssigwassergehalt. Die Ergebnisse dieser
Arbeit unterstreichen, dass die Wegla¨ngenverteilung eine Observable darstellt, die gut
zur U¨berpru¨fung von Strahlungstransportmodellen geeignet ist.
Photon Pathlengths Distributions for Cloudy Skies – Oxygen A-Band
Measurements and Radiative Transfer Model Calculations
The short wave radiative transfer (RT) represents a major uncertainty in current climate
models. These uncertainties are suppose to be partly caused by simpliﬁcations in the
treatment of cloud inhomogeneities and the cloud morphology. The subject of this thesis
is the study of radiative transfer by inspection of the pathlengths distribution of of the solar
photons, an observable that is directly related to the atmospheric absorption. A reﬁned
method for the retrieval of the pathlengths distribution by high resolution spectroscopy
of the oxygen A-band is developed. The method is validated by simulations with a Monte
Carlo (RT) model, developed speciﬁcally for the calculation of pathlengths distributions.
These simulations include a model for anomalous diﬀusion, described by Le´vy ﬂights.
Additionally a new method to measure the eﬀective optical thickness of cloud layers is
presented, based on ﬁtting the measured diﬀerential transmissions with a discrete ordinate
RT model, is presented. These methods are applied to measurements, conducted during the
CLARE ﬁeld campaign, 1998. Results for some exemplary cases are presented. The vertical
cloud structure, measured with a cloud radar, is used to initialize the RT calculations (MC
and discrete ordinate) for a comparison with the measured pathlengths distributions. For
horizontally homogeneous cases a good agreement is found. The retrieved cloud optical
thicknesses are in agreement with liquid water path measurements. This study approved,
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The driving force of most atmospheric and many biological processes on earth is the inci-
dent radiative energy from the sun. Atmospheric dynamics as well as the long-term state of
the atmosphere and the earth’s surface, i.e. the climate, depend on the amount of deposited
solar energy. Additionally photochemical processes are important for the composition of
the earth’s atmosphere. On a global average the total incident solar energy is 342 Wm−2.
30 % of this short wave (SW) energy is instantaneously reﬂected back to space, the rest is
absorbed in the atmosphere, or at the ground. In order to maintain radiative equilibrium
the absorbed energy is emitted by the system earth-atmosphere in form of infra-red (long
wave, LW) radiation, see Figure 1.1. The interplay of solar irradiation, radiation from the
surface, latent heat ﬂuxes and the re-radiation of the greenhouse gases determines the
earth’s climate. The uneven global distribution of the solar irradiation is responsible for
the large-scale atmospheric (and ocean) circulation. Water in gaseous and especially in
condensed (liquid and solid) form plays a key role for the radiative transfer in the atmo-
Figure 1.1: Earth’s radiation budget for the SW and LW spectral region, globally aver-
aged. Adopted from [Wild et al. 1996].
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Figure 1.2: SW radiation budget for the clear sky and for the globally averaged ’all’ sky.
sphere. In the LW spectral region, water vapor is one of the main greenhouse gases and
liquid water in form of clouds can close the atmospheric window (for infra-red radiation,
located around 10 µm) and, thus, increase the re-radiation. In the SW spectral region the
primary eﬀect of clouds is an increased planetary albedo and a decreased absorption at
the ground. The partitioning of atmospheric and surface absorption of solar energy is one
of the mayor uncertainties in climate modeling. Even for clear sky conditions the current
general circulation models (GCM) can not accurately explain the observed atmospheric
absorption, [Arking 1996;Wild et al. 1995;Wild et al. 1996]. For ’all’ sky conditions (clear
and cloudy, globally averaged) the discrepancy is even higher, see Figure 1.2. The observed
values for the all sky absorption are based on studies of [Arking 1996; Cess et al. 1995;
Ramanathan et al. 1995; Pilewskie and Valero 1995;Kerr 1995]. Their results have trigged
an intense debate on the so-called anomalous cloud absorption, i.e. the fact that clouds
apparently absorbe up to 25 Wm−2 more energy on a global average than current climate
models predict, see Figure 1.2. Recent, so far unpublished studies, indicate, that this ex-
cess cloud absorption does not exist.1 It remains, though, that current uncertainties in the
climate models are larger than the eﬀects of anthropogenic changes to the climate system
of less than 5 Wm−2, [Houghton et al. 1995]. Therefore an increased accuracy of the ra-
diative transfer modeling in GCMs is required in order to reliably predict the possibility
of a climate change.
Shortcomings in the the description of the atmospheric absorption can be caused by
two major factors [Stephens and Tsay 1990], namely (1) missing atmospheric absorber,
1These results have been discussed during the Gordon conference on Solar Radiation and Cli-
mate, June 2000. The discussion showed, that the earlier studies, indicating anomalous cloud ab-
sorption, suﬀered from instrumental shortcomings. A general agreement on no or far lower excess
cloud absorption, than the earlier discussed 25 Wm−2, was found.
3inaccurate absorber properties or unknown absorption mechanisms, and (2) inaccuracies
in the description of the atmospheric radiative transfer. The second reasons becomes pri-
marily important for cloudy skies. Clouds are commonly included into radiative transfer
models as plane parallel layers in order to reduce the computational eﬀort. This description
does not take cloud inhomogeneities into account. A couple of studies have investigated
the eﬀect of cloud inhomogeneities on the radiative transfer, the so-called 3D eﬀect. It is
found, that the albedo of inhomogeneous (fractal) clouds is generally lower than for equiv-
alent plane-parallel clouds, the so-called plane-parallel albedo bias, [Cahalan et al. 994a;
Cahalan et al. 994b; Loeb and Davies 1997; Loeb et al. 1997; Cess et al. 1996]. Addition-
ally O’Hirok and Gautier [1998] have found increased SW absorption for inhomogeneous
cloud ﬁeld by comparison of 3D Monte Carlo calculations and a plane-parallel model.
Since the amount of absorption is directly related to the pathlength, that the
light travels through the atmosphere, it is clear that the distribution of photon path-
lengths is a suitable description of the atmospheric radiative transfer and therefore
can be used for a validation of radiative transfer models. The concept of pathlengths
distributions has gained importance by the development of a technique that al-
lows the measurement of the pathlengths distribution by absorption spectroscopy of
the oxygen A-band, [Pfeilsticker et al. 1998; Veitel et al. 1998; Funk 1996]. Recently
[Davis and Marshak 1997; Davis et al. 1999] have started to develop a new parameteri-
zation of the cloudy sky radiative transfer based on anomalous diﬀusion. In this context
measured pathlengths distributions provide a tool for the study of diﬀusion processes.
Results from previous pathlengths distributions measurements support the anomalous
diﬀusion model, [Pfeilsticker 1999; Davis et al. 1999].
The objective of this study is the further development of the pathlengths distribution
retrieval by oxygen A-band spectroscopy. This includes a validation of the method. The
accuracy of the method is strongly depending on the accuracy of the spectroscopic data
of the oxygen A-band. Therefore another objective is the validation of the spectroscopic
model, underlying the analysis. Final objective is the comparison of the retrieved path-
lengths distributions with those, resulting from radiative transfer calculations in order to
study the eﬀect of cloud inhomogeneities and the cloud morphology. This comparison is
based on a data set, recorded during the Clare98 campaign.
Outline of the thesis
First an overview of the relevant radiative processes in the earth’s atmosphere is given
in the second chapter. Also included is a common, simpliﬁed parameterization of the ra-
diative properties of clouds. The third chapter introduces the concepts used in this study.
The central concept is the description of the radiative transfer by the photon pathlengths
distribution. The validity of this concept is investigated and methods to measure the path-
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lengths distributions by absorption spectroscopy are presented. The validation requires the
Monte Carlo radiative transfer model, introduced later in this chapter. The connection of
the cloudy sky radiative transfer to diﬀusion theory is presented in the next section. It
contains the prediction for the inferred mean pathlength from diﬀusion theory. Le´vy ﬂights
are introduced as a possible description of the anomalous diﬀusion in inhomogeneous me-
dia. The two radiative transfer models, used in this study, are introduced in the next
section. They are based on the discrete ordinate method and on the Monte Carlo method.
The Monte Carlo model includes the simulation of classical as well as anomalous diﬀusion,
described by the Le´vy ﬂight model. A third radiative transfer model is used to quantify the
eﬀect of inelastic Raman scattering on strong absorption lines. The fourth chapter presents
the technique to measure the pathlengths distribution by oxygen A-band spectroscopy. Be-
side some required spectroscopic basics and a description of the used instrumentation, it
contains a detailed description of the methods, used for the data analysis together with a
simulation of the retrieval. The ﬁfth chapter presents the results of the direct light mea-
surements, conducted for validation and calibration purposes. Finally the results of the
pathlengths distribution measurements for selected cloud cases are presented in the sixth
chapter, together with a comparisons to the results from radiative transfer model calcu-
lation. The implication of these measurements for the parameterization of the cloudy sky
radiative transfer is discussed in the ﬁnal chapter.
Chapter 2
Radiative Transfer in the Earth’s
Atmosphere
2.1 Deﬁnitions of the Basic Quantities
The basic quantity for the description of the radiation ﬁeld is the speciﬁc intensity (or





where dEν is the amount of radiant energy in an inﬁnitesimal frequency interval dν, dA is
an element of area, dΩ is an element of solid angle and dt a time. ϑ is the angle between the
normal to dA and the considered direction. The radiation ﬁeld is given by Iν(	x, θ, φ, t),
where 	x, θ, φ deﬁne the referring place and direction. Other quantities are derived by
integrating Iν over dν, dA and dΩ. The net ﬂux is given by integration over the sphere




Iν cos ϑ dΩ (2.2)











1The terms spectral radiance and speciﬁc intensity used alternatively. Often the term intensity
(short for integrated intensity) is used instead of radiance. Results of spectral measurements im-
plying an integration over a narrow ﬁeld of view and small aperture area can be converted into an
intensity.
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while the irradiance (Wm−2) results from integration the radiance over a half sphere,




J cos ϑ dΩ (2.5)
Additionally the state of polarization has to be included in a complete description of the
radiation ﬁeld, since several optical eﬀects depend on it. However polarization eﬀects have
not been regarded in this study.
2.2 Scattering
The main light scattering events in the earth atmosphere are Rayleigh and Raman scat-
tering on air molecules and Mie scattering on aerosol particles and cloud droplets or ice
particles. Elastic scattering processes have to be distinct from inelastic processes. Elastic
molecular scattering is Rayleigh scattering, inelastic is Raman scattering. In the case of
Mie scattering it depends on the composition of the aerosol particle and the wavelength,
e.g. for liquid water droplets at wavelength with large liquid water absorption the scat-
tering is highly inelastic, while for wavelength without absorption the scattering remains
elastic. The absorption therefore is separated from the pure scattering process, and can
be calculated from the total path in the absorbing medium, see Section 2.3.
2.2.1 Rayleigh Scattering
Rayleigh scattering occurs if electromagnetic radiation induces an oscillating dipole in
polarizable particles being small compared to the wavelength of the incident light, i.e. air
molecules (e.g. [Hulst 1957]). The Rayleigh scattering cross section depends on λ−4 and
the polarizability squared. An accurate empirical formula is given by Nicolet 1984:
σRS = 4.02× 10−28/λ4+x cm2 (2.6)
x = 0.04 for λ > 550 nm
x = 0.389λ + 0.09426/λ − 0.3228 for 200 nm < λ < 550 nm.






1 + cos2 θ
)
. (2.7)
If the anisotropy of the polarizability is taken into account, see [Penndorf 1957], Equation
2.7 changes to
Φ(cos θ) = 0.7629 · (1 + 0.9324 · cos2 θ) . (2.8)
Rayleigh-Brillouin scattering is not regarded here.2
2The theory of Brillouin scattering is based on photon-phonon coupling in dense media, allowing









































Figure 2.1: Polar plot of the Rayleigh scattering phase function Φ(θ) for unpolarized light.
The contribution of light polarized parallel to the scattering plane shows the ∼ sin2 θ′
dependence of a Hertz dipole (dotted line), with θ′ = π/2− θ being the angle between
dipole axis and radiation direction, while the contribution of light polarized perpendicular
to the scattering plane is independent of θ (dash dot line).
2.2.2 Raman Scattering
Inelastic scattering occurs, if the scattering molecule changes its state of excitation during
the scattering process. A part of the photons energy is passed to the molecule (Stokes
lines, ∆J = +2, S-branch) or vice versa (Anti-Stokes, ∆J = −2, O-branch). The term
rotational Raman scattering (RRS) is used, if only the rotational excitation is aﬀected
(∆ν = 0), else if also the vibrational state changes the term rotational-vibrational Raman
scattering (RVRS) is used (∆ν = ±1). Only discrete amounts of energy given by the
diﬀerence between the discrete excitation states can be absorbed/emitted. For air (oxygen
and nitrogen) RRS frequency shift of up to ± 200 cm−1 occur, for RVRS a vibrational shift
of ± 2331 cm−1 for nitrogen and ± 1555 cm−1 for oxygen has to be added. The RVRS is
one order of magnitude weaker then the RRS, hence only RRS is regarded in the following.
references therein. The importance for absorption spectroscopy would be a slight broadening of
absorption lines. However no report of a quantitative assessment or an observational evidence for
atmospheric applications is known by the author.
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Table 2.1: Important quantities needed for Raman calculations for O2 and N2: Rotational
constant B0, statistical weight factors gN , electronic ground state and nuclear spin I.
propotion [%] B0 gNodd gNeven ground state I
14N2 78.09 1.98973 3 6 Σ
+
g 0
16O2 20.95 1.4378 1 0
3Σ−g 1
Details can be found in [Burrows et al. 1996; Haug 1996; Sioris and Evans 1999].
The RRS cross section is given by




with the polarizability anisotropy γ (in cm3), the Placzek-Teller coeﬃcients b, the fractional
populations in the initial state fN and the wavelength of the shifted line (in cm) λ′.
Values for b are taken from Burrows et al. 1996, see Tables C.3, C.4 in the appendix. The
polarizability anisotropy γ is given by (ν in cm−1)
γO2 = 7.149 × 10−26 cm3 + 4.59364 × 10−15 cm /(4.82716 × 109 cm−2 − ν2)
γN2 = −6.01466 × 10−25 cm3 + 2.38557 × 10−14 cm /(1.86099 × 1010 cm−2 − ν2).




gN (2J + 1) exp{−E/kT} (2.10)
with the statistical weight factors gN , see Table 2.1, the state energy E = B0J(J + 1),
(exact values also in Table C.3, C.4) and state sum Z =
∑
N,J fN . The total scattering cross
sections for Rayleigh and rotational Raman scattering at 770 nm are given in Table 2.2.
The rotational Raman spectrum is shown in Figure 2.2. The phase function is the same as
for Rayleigh scattering. As the Raman scattered lines by nature are absorption/emission
lines, they are pressure and Doppler broadened, see Section 4.1.3. For high resolution
measurements this Raman line shape has to be taken into account.
Table 2.2: Comparison of the total cross section for the diﬀerent scattering types for 770
nm, 273 K.
Scattering type Cross section [cm2] Ratio [%]
Rayleigh 1.156e-27 100
O2 RRS 7.10e-29 6.1
N2 RRS 2.94e-29 2.5
Air RRS 3.82e-29 3.3
RVRS – 0.1
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Figure 2.2: Cross sections of the O2 (a) and N2 (b) rotational Raman lines for 273 K at
770 nm. The Stokes lines (shift > 0, towards longer wavelengths) are stronger than the
Anti-Stokes lines. Since the ground state of oxygen is a triplet state ( S = 1, see Section
4.1.1) the electronic spin contributes to the total angular momentum. Therefore the O2
spectrum contains more lines (for oxygen N = J, J ± 1, while for nitrogen N = J).
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Rotational Raman scattering is associated with the Ring eﬀect, a spectral artifact
introduced by Raman ﬁlling-in of Fraunhofer lines, see [Grainger and Ring 1962]. The
Ring eﬀect is expected to also aﬀect strong terrestrial absorption lines, e.g. the rotational
absorption lines in the oxygen A-band analyzed in this study. Therefore a Raman scattering
model was used to estimate the inﬂuence of Raman ﬁlling-in. The model and the results
are presented in Section 3.4.3.
2.2.3 Mie Scattering
Mie scattering can be regarded as the radiation, resulting from a large number of coher-
ently excited elementary emitters in a particle. Interference eﬀects have to be considered
if the linear dimension of the particle is not negligible compared to the wavelength. There-
fore the calculation of the diﬀerential scattering cross section can be very complicated,
depending on the particle shape. However the Mie theory is well developed and a number
of numerical models exist to calculate scattering phase functions and extinction coeﬃ-
cients for given aerosol types and particle size distributions, [Hulst 1957; Wiscombe 1980].
The most noticeable diﬀerence compared to Rayleigh scattering is a strong emphasis of
the forward direction in the scattered light. The computational eﬀort is substantially re-
duced by the introduction of an analytical expression for the scattering phase function,
depending on only a few observable parameters. Most common is the Henyey-Greenstein
parameterization
P (cos Θ) =
1− g2
4π(1 + g2 − 2g cosΘ)3/2 , (2.11)
depending only on the asymmetry factor g.





P (cos Θ) cosΘ dcosΘ (2.12)
Mie scattering on aerosols
Tropospheric aerosols are either emitted from the surface (sea salt, mineral dust, biomass
burning) or emerge from the gas phase by condensation of chemically formed hygroscopic
species (primarily sulfate and nitrate). The aerosol load of the atmosphere, i.e. particle
number density and size distribution, depends on the aerosol origin and history. Parameters
for typical aerosol scenarios (urban, rural, maritime, background) are assembled in the
data base for the radiative transfer model LOWTRAN, [Isaacs et al. 1987]. The data base
includes the extinction coeﬃcients and the asymmetry factors as well as their spectral
dependence.
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Figure 2.3: Typical cloud scattering phase functions, adopted from
[Heidinger and Stephens 1998].
Mie scattering on clouds particles
The particle size spectrum and concentration in clouds is highly variable. It is depending
on the cloud morphology. Liquid and ice phase can coexist, regular and irregular shapes
can be mixed. Typical microphysical properties for certain cloud types are described in
[Stephens 1979; Slingo and Schrecker 1982]. For practical applications, the cloud micro-
physics is reduced to two parameter, the liquid/ice water content LWC and the eﬀective
radius re (ratio of 3rd. and 2nd. moment of the particle size distribution). The Mie ex-







Table 2.3: Aggregate microphysical cloud parameters and Mie mean free path for typical
cloud types.
Cloud type LWC [gm−3] re [µm] λMie [m]
St 1 0.22 5.93 18.0
St 2 0.05 4.21 56.1
Sc 1 0.14 5.40 25.7
As 0.28 6.20 14.8
Ns 0.50 9.33 12.4
Sc 2 0.47 9.91 14.1
Cu 1.00 12.19 8.1
Cb, analytic 1.21 16.6 9.1
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αs is given in m−1 if the LWC is given in gm−3 and re in µm (% then is 1). Table 2.3 shows
values for typical cases. The mean free path λMie is given by 1/αs. The accurate phase
function is generally unknown. Accurate Mie calculations are often impossible due to a lack
of input data. Figure 2.3 shows examples of the phase function calculated by Mie theory for
standard clouds as described in Stephens [1979]. It illustrates the emphasized scattering
in forward and backward direction. Heidinger and Stephens [1998] also include a double
Henyey-Greenstein phase function (g1 = 0.9, g2 = -0.6, geff=0.84) For this study single
Henyey-Greenstein phase functions with an asymmetry factor of 0.85 for liquid water and
0.7 for ice water are used. The exact shape of the phase function becomes less important
for high scattering orders, then only the value of the asymmetry factor is required, see
Section 3.3. It remains important for clouds with low optical thickness (< 5, see Section
2.4), e.g. thin cirrus clouds.
2.3 Absorption
Main gaseous atmospheric absorbers in the shortwave spectral region are H2O, O3, CO2,
O2, CH4, and NO2. These absorbers have signiﬁcant concentration and/or strong ab-
sorption bands (electronic transitions) in the UV/VIS/NIR range. Their absorption is
characterized by the cross section spectrum and the concentration, see Section 3.1.
Additionally there is absorption of larger atmospheric compounds in other phases, e.g.
Figure 2.4: Single scattering albedo of three typical water clouds, adopted from
[Stephens 1979].
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cloud particles (liquid and ice) and aerosols. Mie scattering also takes place on these par-
ticles. A useful and common quantity used to characterize the strengths of the absorption,
is the single scattering albedo ω, which is deﬁned by the fraction of scattering extinction





where αs and αa are the scattering and absorption extinction, respectively. An ω of 1
refers to elastic scattering. Figure 2.4 shows the spectral dependance of the single scat-
tering albedo for three typical cloud types, see [Stephens 1979]. Liquid water absorption
starts at wavelengths above 1 µm. Only for very large drops (10 µm), liquid water
absorption becomes important below 1 µm. This is also true for ice water clouds, see
[Irvine and Pollack 1968].
2.4 Cloudy Sky Radiative Transfer
The radiation ﬁelds is generated by the illumination, the radiative processes in the at-
mosphere and the boundary conditions. Boundary conditions are surface reﬂection at the
bottom boundary and free escape into space at the top of the atmosphere (TOA). The
surface albedo varies over the spectral range. Figure 2.5 shows a reﬂection spectrum as
recorded by the GOME satellite experiment, [GOME 1995]. The albedo changes from 5-10
% is the VIS to >20 % in the NIR.
Under clear sky conditions only Rayleigh and Mie scattering on aerosols take place.
Both processes are more or less homogeneous, at least horizontally. The contribution of











































Figure 2.5: Earth reﬂection spectrum measured by GOME. The increasing reﬂectivity
towards the UV is due to enhanced Rayleigh scattering. The ground albedo is increased
in the NIR beyond the absorption range of plants.
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Figure 2.6: Illustration of possible photon paths for clear sky (a), a homogeneous cloud
layer (b), and a broken, multi-layered cloud ﬁeld (c).
scattered light to the radiative ﬁeld is small, the radiative transfer is dominated by direct
propagation of the incident sun beam. Only in the UV, Rayleigh scattering can gain
considerable importance, causing the blue sky color. For dense aerosol loads, like in the
polluted urban boundary layer, Mie scattering can reduce the visibility and cause a milky
horizon.
For cloudy sky the situation is much more complex. Even for the most simple case of a
homogeneous cloud layer, the radiation ﬁeld is changed completely. The planetary albedo
is increased by diﬀuse reﬂection of the cloud top surface and the direct beam is extinct (the
sun disk is invisible) in transmission. The overall sky is usually brighter (unless reﬂection
and absorption inside the cloud become dominant) and the radiation ﬁeld is diﬀuse below
the cloud. The extinction with respect to scattering is diﬀerent for two distinct regions. It
is possible to deﬁne a mean free path for these regions. Inside the cloud the mean free path
is of the order of 10 m, while it is several orders of magnitude larger outside the cloud. It
is therefore simple to ﬁnd a good description of the system. The main parameter used to
describe the optical properties of the cloud is the cloud optical depth τc which describes





where Hb and Ht are the cloud base and cloud top height, respectively. Together with










The situation changes qualitatively for inhomogeneous clouds scenes. Diﬀerent layers
with varying properties may occur, the properties may vary horizontally leading to ﬂuﬀy
clouds or isolated cloud patches, see Figure 2.6. Of course this kind of cloudiness is the most
realistic. Internal variations within a cloud patch as well as the non-uniform distribution
of the patches are here referred to as inhomogeneities. In all these cases the properties
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Figure 2.7: Dependence of the cloud albedo on the optical thickness for the plane parallel
model and diﬀerent fractal models. Adopted from [Cahalan et al. 994a]
vary from point to point and a satisfying description of the whole system is diﬃcult.
The cloud structure is generated by the thermodynamic processes of evaporation, thermic
rise, condensation, and dynamic processes on a synoptic scale. The self similar structure
suggests a fractal description. This might also be justiﬁed by the turbulent character
of these processes. The fractal structure of clouds has been subject of several studies,
e.g. [Lovejoy 1982; Davis et al. 1994]. Exemplary, Davis et al. [1996] showed by means of
spectral analysis of measured horizontal variations of the LWC, that the distribution of
the liquid water content in marine stratocumulus clouds is fractal in a range from 20 m
to 20 km.
A consequence of the inhomogeneities is a reduced albedo. Cahalan et al. [994a] have
modeled fractal stratocumulus clouds. This cloud type plays a key role for climate models
since it is most common type (with respect to covered area). Figure 2.7 shows the albedo
for diﬀerent cloud optical thickness for a plane parallel model and diﬀerent fractal models.
The result is always a decrease in albedo for non-plane parallel clouds. This eﬀect is called
the plane-parallel albedo bias.
The radiation ﬁeld is a consequence of the cloud structure, but it is not just an imprint.
The variation of radiative quantities can diﬀer from the variations of the structure. On their
path trough the atmosphere the individual photons probe the distribution of scatterers.
Their path can be described as a random walk on the cloud structure. The radiative
transfer in clouds can therefore be treated as a diﬀusion process, see Section 3.3. As a
consequence of this diﬀusion the radiative ﬁeld is more smooth than the underlying cloud
structure. This eﬀect has been discovered for reﬂected light by Marshak et al. [1995] by
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spectral analysis of high resolution reﬂection images of clouds.3 The diﬀusion averages out
structures smaller than the mean extend of the diﬀusion trajectories. Savigny et al. [1999]
have approve this eﬀect for transmitted light. They could show, that the smoothing scale
is related to the vertical extend of the cloud as predicted by diﬀusion theory. In the case of
inhomogeneous clouds, the mean free path is not well deﬁned, at best it can be interpreted
in a very local sense. The classical way to describe such a system is by dividing it into
homogeneous regions. For complex scenes, this method can become very expansive or even
impossible. As will be seen in Section 3.3 a new parameterization based on anomalous
diﬀusion might serve to resolve this problem. It will become clear that the distribution of
photon pathlengths is an important test quantity for such a description.
3The eﬀect manifests itself by a scale break in the energy spectrum of the intensity varia-
tions, below the smoothing scale the spectrum deceases faster. Simultaneous measurement of the
LWC variations lack this scale break. The occurrence of a scale break has ﬁrst been reported by




Absorption spectroscopy is based on the attenuation of light of a given wavelength λ in
an inﬁnitesimally thin layer dl of an optically active medium. The overall attenuation by
scattering and absorption is described by:
dIλ = −(αs,λ + αa,λ)dlIλ, (3.1)
with the scattering and absorption coeﬃcients, αs and αa, respectively. The overall ex-
tinction coeﬃcient α is given by the sum. Emission by radiation or inelastic scattering
is neglected. In the earth’s atmosphere the important scattering processes are Rayleigh
scattering at air molecules and Mie scattering at aerosol and cloud droplets.1 The scatter-
ing coeﬃcient α contains the scattering cross section σ and the particle density n of the
scatters:
αs,λ = σR(λ)nR + σM (λ)nM . (3.2)
All present absorbers i with absorption cross section σi and particle density ni have to be





The integrated form of Equation 3.1 is Beers law (for constant extinction):
IL(λ) = I0(λ) exp{−αλL} = I0(λ) exp{−τtot}. (3.4)
The exponential factor is called transmission, the negative exponent is called the total
optical depth or optical density τtot. If I0 is known, the optical depth can be derived by
measuring I.
1Another scattering process, not regarded here, is inelastic Raman scattering, see Section 2.2.2.
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DOAS
For atmospheric measurements with sun light, I0 is generally unknown.2 If not a single
wavelength but an entire spectrum is measured, the Diﬀerential Optical Absorption Spec-
troscopy technique, DOAS, allows to derive the absorber amount from absorption spectra,
[Platt et al. 1979; Platt 1994; Stutz 1996]. The technique uses the fact, that scattering cross
sections vary only weakly with the wavelength (for Rayleigh-scattering ∼ λ−4, for Mie-
scattering ∼ λ−a, with a = 1 . . . 3 depending on droplet size and size distribution), while
the absorption cross section of molecules (or atoms) usually consist of narrow absorption
bands or lines, sometimes overlaid by a broad band continuum. The absorption coeﬃ-
cient can therefore be split into a broad band part and a narrow band part σ′i, called the
diﬀerential absorption cross section:
σa = σb + σ′ (3.5)
Insertion in Equation 3.4 yields:
IL(λ) = I ′0(λ) exp{−α′(λ)L} with (3.6)
I ′0(λ) = I0(λ) exp{−αb(λ)L}, αb = αa,b + αs (3.7)
Knowledge of I ′0 is suﬃcient for the determination of the diﬀerential optical depth:






Broad band structures can be eliminated by high pass ﬁltering. An example for a high
pass ﬁlter is division by a smooth function, e.g. a polynomial of low order or the smoothed
spectrum, see Figure 3.1. The absorber concentrations ni can be determined from the
optical depth for a constant σi. If σi and ni vary along the path, Equation 3.8 still yields
a sensible mean. The path L is not known a priory for scattered light measurements,
therefore for a given σi only the slant column density SCD =
∫ L
0 ni(l)dl can be measured.






The air mass factor is simply a geometrical factor for direct light measurements, given by
AMF = 1/ cos(SZA), with the sun zenith angle SZA (without diﬀraction). For scattered
light measurements the air mass factor has to be calculated by a radiative transfer model,
see Section 3.2.1.
2Even for the most simple measurements with direct sun light, the intensity outside the earth’s
atmosphere is a priory not known. For scattered sun light measurements (and direct sun light
measurements, if multiple scattering can not be neglected) the complex scattering processes are
usually not suﬃciently quantiﬁable.






















Figure 3.1: Illustration of the DOAS principle. Narrow band structures of the absorption
cross section can be separated from broad band extinction.
The strength and success of the DOAS method lies in the possibility of measuring
many species at the same time with high accuracy, since the characteristic spectra are
generally independent. This makes it an ideal tool for the investigation of the complex
chemical systems in the atmosphere. Standard techniques with artiﬁcial light sources are
long path measurements and measurements with multi reﬂection cells, [Platt 1994]. Sun
light measurements are done ground based or airborne platforms (balloons, planes, satel-
lites). The importance of DOAS for remote sensing is increased by the availability of new
satellite experiments. They allow completely new insight into global aspects of the earth’s
atmospheric processes, e.g. [GOME 1995; Wagner and Platt 1998; Leue et al. 2000].
3.2 Pathlengths Distributions
The basic idea of pathlengths distributions is, that all scattering processes result in a path
with the geometrical length l. Extinction is then regarded solely as gaseous absorption
along this path.3 The concept of geometrical pathlengths distributions must be distin-
guished from the concept of photon optical paths as found e.g. in Van de Hulst 1980 and
Lenoble 1985. The dimensionless optical path λop is deﬁned by λo = αsl, with the scatter-
ing coeﬃcient αs and the geometrical path l (in m). Absorption is then represented by
γa = αa/αs.
3.2.1 Beers Law and the Laplace Transformation
In an isotropic atmosphere the transmission along a path of length L is given by Beers
law (Equation 3.4):








3The index a for σ and α is left away.
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Since multiple scattering is a stochastic process, not all the light will travel the same
pathlength L. The probability, that a photon has travel a path length l in absence of ab-
sorption, is given by the probability density function (PDF) of the geometrical pathlengths
p(l).
p(l)dl = P (l − 1
2




For a constant extinction α = σn the total transmission is given by the integral over the




p(l) exp{−αl} dl. (3.12)
This equation is formally equivalent to the Laplace transformation L of p(l) with respect
to α, see section A.4:
p˜(α) = Lα←lp(l) =
∫ ∞
0
p(l) exp{−αl} dl = T (α). (3.13)
For a general, not isotropic atmosphere the path integral in the exponent of Equation









Consider for example two diﬀerent paths of equal length. Because of the atmospheric
pressure proﬁle, a path, that leads more through the top part of a cloud picks up less
gas column along its path than another one, that lead more through the bottom part of
the cloud. Caused by the temperature dependence of the line strength (see 4.1.2), σ also
changes along the path. For an ensemble of N photons the total transmission T is then





















The right hand side of this equation is highly complex since it requires the knowledge
of each photon trajectory. Moreover T is not an explicit function of α, since α is not
independent of the path and hence not independent of l. The Laplace transformation of
p(l) is therefore not given by the transmissions as in Equation 3.12.
Equation 3.15 can only be simpliﬁed approximately by introduction of p(l) by using a
mean absorption coeﬃcient α¯:
T (αi, Li) ≈ T (α¯) =
∫ ∞
0
p(l) exp{−α¯ · l} dl. (3.16)
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where αi is the mean absorption coeﬃcient for each individual path. Equation 3.16 becomes
true in a strict sense again if
αi · Li = α¯ · l ∀ Li = l (3.18)
which is only valid for constant n and σ. Equation 3.15 can be rewritten, using αi:






The systematical error due to the approximation in Equation 3.16 can be seen from the
comparison of T (αi, Li) and T (α¯). The validity of the approximation can be tested by
Monte Carlo simulation of the paths of the photon ensemble, see Section 3.2.3.
It can therefore be convenient to use the integrated column distribution p(λ) for atmo-
spheric applications: this is done by replacing the inﬁnitesimal path dl by dλ = ndl.









This formulation eliminates the ambiguity introduced by the inhomogeneous distribution




p(λ) exp{−σ¯ · λ}dλ. (3.21)
The disadvantage is that p(λ) is not universal for all absorbers. If n in Equation 3.20
represents the total gas density then p(λ) is valid for all absorbers with constant mixing
ratio, e.g. oxygen.
As stated above p(l) is the pathlengths distribution for the non-absorbing atmosphere.
The probability of a path length l with absorption β is given by
p′(l, β)dl = p(l) exp{−βl} dl. (3.22)
The damping factor exp{−βl} reduces the probability for longer paths. p′(l, β) is not





′) exp{−βl′}dl′ . (3.23)
Figure 3.2 shows the change of a distribution by diﬀerent absorption strengths.
Applying Eqnation 3.2 to the the integrated column distribution p(λ), the air mass
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Figure 3.2: Change of the pathlength distribution due to absorption for diﬀerent absorp-
tion coeﬃcients β.
The air mass factor is therefore dependant on the absorption strength and the vertical
column. If the air mass factor is used for diﬀerential measurements (DOAS), it has to be
noticed, that σ represents the total absorption cross section. Restrictions of the AMF
concept for DOAS measurements together with a Monte Carlo model to calculate the
correct AMF , are presented in Marquard [1998].
3.2.2 Measuring Pathlengths Distributions
As T (α) is the Laplace transformation of p(l), one can obtain the pathlengths distribution
by applying the inverse Laplace transformation to the measured or modeled transmissions
T (α).
p(l) = L−1l←αp˜(α) (3.25)
Direct inversion techniques








which requires integration in the complex plane along a parallel to the imaginary axis, see
section A.4. This straight forward method can not be applied since p˜(α) is only known on
the positive half of the real axis.
Another direct method is based on the characteristic function χ of p(l), see section A.1.
It is given by the Fourier transform of p(l). By expansion of the exponential function χ
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χ(k) eikl dk. (3.29)

















This equation is another type of the moment generating function.4 For weak absorbers,
i.e. α < l > 1, the ﬁrst order approximation of Equation 3.30 yields:
Tα<l>1 ≈ 1− α < l > and τ = − lnT ≈ α < l > (3.31)
Unfortunately the inverse Fourier transformation is diﬃcult to apply, since all moments
are required. The complex e function is converging very slowly with large oscillations
for arguments > 1. If a discrete inverse fourier transformation for n points is used, the
maximal exponent is 2πn. For only 5 points already 100 moments are required. The number
of moments is limited in any case by the numerical representation of n!.
Constraint inversion techniques
The inversion problem can be solved by introducing assumptions about the analytical form






)κ (l)κ−1 e− κl〈l〉 , with κ = 〈l〉2var(l) (3.32)
The assumption of Gamma type PDFs might be justiﬁed by the following related ap-
plication of the Gamma distribution. Van de Hulst [1980, 17.2.3] shows, that the photon
optical path distribution for homogeneous slabs can be well approximated by Gamma dis-
tributions. Marshak et al. [1995] show that the distribution of the photon displacement at
escape from homogeneous as well as fractal cloud layers is well approximated by Gamma
4The Laplace type, as Equation 3.27 is the Fourier type of the general moment generating
function, Equation A.5.
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distributions.5 Additionally, a numerical justiﬁcation is given in the next section. Another














The inversion problem is solved, if the Laplace transformation of the the analytical expres-
sion of the PDF can be calculated. For the Gamma distribution it is given by Equation
A.17. A more general, numeric method is based on accurate forward modeling of the mea-
sured transmissions according to Equation 3.12. In this case any parameterized expression
using parameters pi can be used as PDF, p(l) = f(l, p1, . . . , pn). This method can also be
used, if the Laplace transform is not known. Before formulating the model, two modiﬁca-
tions are made:
 Variable transformation
The pathlength is measured in units of vertical paths through the atmosphere. This
is done by changing the independent variable from α to the vertical optical depth
V OD = α · lver. This changes the independent variable of p˜(l) from l to l′ = l/lver.
Since α is not constant in the atmosphere V OD =
∫∞
0 α(z) dz is used instead.
 Shift of the distribution
Since pathlengths shorter than one vertical path can not occur in transmission, the
distribution must be shifted by one vertical path by l′ = l− lver in old, or l′ = l−1 in
new variables. The shift can be made variable by l′ = l−s, where s is in units of one
vertical path. Application of the translation property of the Laplace transformation
yields a factor of e−s·V OD in the Laplace transform, see Equation A.22.
Information about the pathlengths distribution can then be gained from the transmissions
by ﬁtting the following models:
(a) The ﬁrst several moments can be gained by using Equation 3.30. The expansion in
n moments is only valid for transmissions T larger then 1 − =(n, lmax), where = is
depending on the number of moments n and the maximal pathlength occurring in the
distribution lmax. A simple numerical test shows, that an accuracy for the moments
of better than 1 % is achieved, if enough (> n) data points j with exp{−lmax ·αj} >
An exist, with Ai = { 0.87, 0.67, 0.49, 0.34, 0.24, 0.17, 0.14 } for n = { 1. . . 7 },
respectively.
(b) If the Laplace transform is known, the parameters of an analytic distribution can
then be derived by ﬁtting the measured transmissions to the Laplace transform of
the distribution. This is done for the Gamma distribution.
5They use a bounded cascades model to generate a horizontally inhomogeneous distribution of
cloud optical thickness (or LWC), see also [Cahalan et al. 994a].
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(c) Forward modeling of the transmissions using the PDF in parameterized form.










)κ e−s·V OD (b) (3.34)∫∞
0 f(l − s, p1, . . . , pn) exp{−l · V OD} dl (c)
Examples, proving the validity of these methods, are given in the next section.
3.2.3 Simulation of the Pathlengths Retrieval
The validity of the the above assumptions for atmospheric conditions is checked by mod-
eling pathlengths distributions and transmissions for the atmosphere by a Monte Carlo
model. Since the inaccuracy of the approximation in Equation 3.16 strongly depends on
the cloud situation, four diﬀerent typical cases are tested:
 case 1: stratocumulus cloud
cloud base 1200 m, ∆H = 300 m, τc =15, λMie = 20 m, g = 0.85
 case 2: extended cumulus cloud
cloud base 1000 m, ∆H = 3000 m, τc =200, λMie = 15 m, g = 0.85
 case 3: low level stratus cloud with thin cirrus
cloud base 1000 m, ∆H = 1000 m, τc =50, λMie = 20 m, g = 0.85
cloud base 7000 m, ∆H = 500 m, τc =5, λMie = 100 m, g = 0.7
 case 4: extended cumulus cloud as in case 2, but Le´vy model
cloud base 1000 m, ∆H = 3000 m, τc =200, λMie = 15 m, g = 0.85
Le´vy index α = 1.5.
The MC model is described in Section 3.4.2. In this model the radiative transfer
inside the cloud is described by the free path distribution, i.e. the step size between to
successive scattering events. An exponential step size distribution is used for the ﬁrst 3
cases. The clouds are therefore treated as homogeneous layers in these cases. For case 4
the anomalous diﬀusion model, presented in Section 3.3.1 is used. In this case the step
sizes are distributed according to a Le´vy-stable distribution. This is done to account for
inhomogeneities, see Section 3.3.1 for a justiﬁcation of this model. A sun zenith angle of 60◦
was used. Aerosol (background) and Rayleigh scattering (for 770 nm) are modeled outside
the clouds only. Henyey-Greenstein phase functions with asymmetry factor g are used
as Mie phase functions. The temperature proﬁle is taken from a radiosonde for summer
midday conditions. The ground is assumed to be a Lambert surface with albedo 0.3.



















































































Case 2 Case 4
Figure 3.3: Sample photon trajectories for the four cloud cases. In case 1, the photon is
reﬂected once at the cloud base and the surface. The trajectory for case 2 shows some
diﬀusion in the lower layer and a reﬂection between the cloud layers. The trajectories for
the cases 2 and 4 show reﬂection between the cloud bases and the surface, and diﬀusion
inside the extended cloud layers. In both cases an aerosol scattering occurs underneath
the cloud. The inhomogeneity of the cloud in case 4 occasionally leads to larger jumps,
making the trajectory look more fragmented. Note, that the axis scales are changing.
Sample trajectories for the four cases are displayed in Figure 3.3. In the following the
path from the exit of the cloud to the top of the atmosphere is subtracted.6 Therefore
the pathlengths distribution only contains the direct eﬀect of the clouds. Due to the not
negligible ground albedo, the path below the cloud must be taken into account, see Section
2.4.
6The higher cloud albedo changes the pathlengths above the cloud top. This eﬀect is included
in this study, even though it is small in the NIR spectral range, and cloud tops above the stronger
levels of the aerosol extinction proﬁle.
7For photons, reentering the cloud top, the path in the cloud free atmosphere above the cloud is
also counted. Since extinction above the cloud is low, these pathlengths are large. The absorption
on the other hand is weaker above the cloud. This leads to the rare events with large pathlengths
but far lower optical depth compared to the majority of cases with equal pathlength. These events
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Figure 3.4: Correlation between pathlength and path optical depth for the diﬀerent cases
for the center of the PP25,25 line. Only the path below the cloud top is modeled.8
The eﬀect of the inhomogeneity of the atmosphere with respect to the absorber con-
centration and absorbing strength is demonstrated in Figure 3.4. It shows the correlation
between pathlength and the integrated optical depth of the path.The shortest occurring
pathlengths are depending on the cloud top height. The deviation of a direct correlation is
strongly depending on the case. For case 1, the reﬂection between cloud base and ground is
the major pathlength enhancing eﬀect. Since absorption beneath and inside the low cloud
is nearly constant, these photons show a nearly direct correlation. The path beneath the
cloud depends on the photon directions between the reﬂections. For the extended clouds
in case 2 and 4, photon diﬀusion is responsible for the pathlength enhancement. Since this
diﬀusion leads through diﬀerent parts of the cloud for diﬀerent paths, the correlation is less
direct. The relative diﬀerence in optical depth for the same pathlengths can be up to 20 %.
However there is a well deﬁned mean. The gradient of this mean correlation is the mean
absorption coeﬃcient α¯, see Equation 3.17. Note, that the shortest occurring pathlength
is shorter for the inhomogeneous cloud (case 4). This is explained in Section 3.3.1. For the
two-layer case (3), multiple reﬂection is possible between the cloud layers and between the
occur for all cases.
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Figure 3.5: Transmission the for modeled cloud cases. The slope of the decrease depends
on the pathlength distribution. The absolute gradient at V OD = 0 is equal to the mean
of the pathlengths distribution.
lower layer base and the ground. Therefore the events cluster around two major correla-
tion lines, where the less intense, with higher optical depth (upper limiting line), accounts
for the reﬂections involving the ground. It only appears for short pathlengths. Since the
vertical extend, and therewith the concentration and temperature inhomogeneity, is the
largest for this case, the scattering is strongest.
Figure 3.5 shows the modeled transmissions according to Equation 3.15 for 14 diﬀer-
ently strong oxygen A-band lines, for the 4 cases. The vertical optical depth up to the
cloud top height is used as ordinate. Longer mean paths lead to a faster decay of the
transmission with the absorber strength. This plot represents the Laplace transform of
the pathlength distribution.8
The resulting moments for the diﬀerent cases from the three models in Eqn. 3.35 are
summarized in Table 3.1. For model (a) only the three weakest lines were used for the ﬁt.
The expansion into three moments is not valid for the transmissions of these lines. The
accuracy is therefore reduced. It is still better than 10 % for the ﬁrst two moments. Model
(c) was applied to the Gamma distribution and the log-normal distribution. The results
for the Gamma distribution, using model (b) and (c), are nearly equal except for the
8To avoid biases due to the discrete sampling of p˜(l), the individual data points were weighted
to compensated for an uneven distribution along the transmission axis.
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Table 3.1: The results for the moments for the cases 1-4 and the models (a) - (c), Eqn.
3.35. The last column shows the moments calculated directly from the Monte Carlo
pathlengths distribution.
model: (a) (b) (c) Gamma (c) log norm. MC
case m1 m2 m3 m1 m2 m1 m2 m1 m2 m1 m2 m3
1 2.00 10.8 252 2.18 7.9 1.97 7.21 2.0 7.9 2.10 8.3 36.2
2 12.25 215.6 3352 11.76 177.1 11.74 176.8 11.96 195.6 13.47 251.3 6275
3 4.71 39.9 390 4.57 32.6 4.59 33.1 4.73 38.6 4.82 41.7 540
4 10.00 149.8 2182 9.67 122.0 9.67 122.1 9.82 134.1 10.91 165.8 3389
stratocumulus case. Three reasons can cause the discrepancies: First the assumed shape
of the distribution is possibly not justiﬁed. This should not have a large eﬀect on the
moments. Secondly, the basic relation between transmissions and pathlengths distribution
(Eqn. 3.16) is not a good approximation due to the inhomogeneity of the absorber. And
thirdly, the ﬁnite sampling can cause errors. All retrieved means are lower than the actual
means. A possible systematic bias due to the inhomogeneity is tested for case 3, where
it is expected to be strongest. The transmissions T (α¯) have been calculated from the
pathlengths distribution according to Equation 3.16, assuming a constant mean absorption
coeﬃcient calculated from Equation 3.17. The comparison of T (α¯) and T (αi, Li) is shown
in Figure 3.6. The ﬁt result is: m1 = 4.80 and m2 = 38.6 for model (c) Gamma. The lower
transmissions lead to a higher mean. This is very close to the actual values of m1 = 4.82
and m2 = 41.7. In this case, the discrepancy seems to be due to inhomogeneities. In
summary, the results of the models agree within 5 % for all cases. The agreement with the
actual moments from the pathlengths is within 10 %.





















Figure 3.6: Comparison of modeled transmissions for mean α (here V OD), T (α¯), and
the exact result T (αi, Li).
30 CHAPTER 3. CONCEPTS




































Figure 3.7: Modeled and ﬁtted PDFs for case 1





































Figure 3.8: Modeled and ﬁtted PDFs for case 3
Figures 3.7 to 3.10 show the comparison of the MC-modeled PDFs and the results of
the ﬁt with the Gamma and log-normal PDF. These ﬁgures also contain a direct ﬁt of
the PDF, and the results of this ﬁt for m1 and m2. The ’real’ (modeled) PDF can not be
approximated better than that, utilizing the assumed type.
The real PDF for case 1 shows a fast decrease starting from one vertical path. Then
there is another weak maximum around 4 vertical paths. The optically thin stratocumulus
cloud primarily acts as a reﬂecting layer. The photons bounce between ground and cloud
bottom. The mean polar angle of these paths is a bit less9 then 60◦, the pathlength
therefore 2 times the vertical distance for the upward and downward direction. This results
9Due to the Mie phase function and surface reﬂection function.
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in a total pathlength of around just less than 4. The strength of this maximum is depending
on the surface albedo. Since the Gamma and log-normal distribution are distributions with
a single peak, they can not generate this second peak. Their best approximation therefore
corresponds to an average over both peaks. In this case the log-normal distribution leads
to better results for the moments for the direct ﬁt. Even though the Gamma distribution
is not a good approximation for shape in this case, it does a good job in retrieving the
moments from the transmission ﬁt with model (b) and (c). This is a demonstration of the
overall result: The moments are more reliable than the shape.
The third case is pretty similar to the ﬁrst case. The stronger reﬂection between the
two cloud layers lead to a stronger second peak, but diﬀusion in the lower cloud smears
out the peaks. Again the log-normal distribution is the better choice for the shape, and
also for the moments.
For the extended clouds in case 2 and 4, diﬀusion leads to broad distributions with
a single peak. The direct ﬁts with the log-normal distribution show a perfect agreement,
while the Gamma distribution can not follow the fast rise at low pathlengths. It also
diverges at the far end of the distribution. However, the result for the shape from the
transmission ﬁt (model (c)) is better for the Gamma distribution. The retrieved moments
are about the same for both types. Therefore the Gamma distribution seams to be the
better choice for extended clouds. Up to now the shift was ﬁxed to one. For case 2 the
shift of the Gamma distribution was also used as free parameter. The result of the direct
ﬁt is improved and the result for the moments from model (c) are slightly better than for
the ﬁxed shift. However the shape does not match at all. Therefore the shift is ﬁxed to
1 again in the following. Case 4 is similar to case 2. The inhomogeneous character of the
cloud reduces the mean path. This eﬀect is described in Section 3.3.1. Again the Gamma
distribution does a better job in representing the shape of the PDF.
The following points summarize the results:
 All introduced models are suited to ﬁnd the ﬁrst two moments of the pathlengths
distribution for all cases. The methods are valid for atmospheric conditions. However
systematical errors due to the inhomogeneity of the absorber concentration and
properties occur for vertically extended clouds.
 The log-normal distribution as PDF is the better choice for optically thin clouds.
 The shape of the PDF for thin multi-layered clouds can not be represented by a
single-peaked distribution.
 The Gamma distribution as PDF is the better choice for optically thick clouds.



































































Figure 3.9: Modeled and ﬁtted PDFs for case 2









































Figure 3.10: Modeled and ﬁtted PDFs for case 4.
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3.3 Cloudy Sky Radiative Transfer as a Diﬀusion
Process
The multiple scattering process can be treated as a random walk on the scatterers. Under
the assumption of homogeneously distributed scatterers the extinction is constant and
the step size distribution (for a single step between two subsequent scattering events) is
exponential, with mean free path λMie. Since the Mie scattering phase function is not
isotropic but has a strong peak in forward direction, the direction before and after the
scattering are correlated. Davis and Marshak [1997] show that the problem can be treated
as isotropic scattering, if the mean free path is re-scaled to the transport mean free path s
by s = (1− g)−1 ·λMie, where g is the asymmetry factor of the phase function. The factor
(1−g)−1 is equivalent to the number of scatterings needed to make the scattering isotropic,
i.e. that the incident direction is ’forgotten’ by the photon. For isotropic scattering the
scaling of the number of scatterings with the optical thickness is given by NT =∼ τ2
for transmission and NT =∼ τ for reﬂection, see [Marshak et al. 1995]. The mean total
pathlength for transmission for an non-isotropic phase function then scales like:
< LT >∼ (1− g)λMie(H/λMie)2 = (1− g)τ2c (3.35)
For reﬂection the scaling is given by:
< LR >∼ λMie(H/λMie) = τc (3.36)
The scaling of the total pathlength for an exponential step size distribution is essentially
the same as for a Gaussian step size distribution as assumed for classical diﬀusion, see
Figure 3.11.
3.3.1 Anomalous Diﬀusion
The extinction in clouds is generally inhomogeneous. The degree of inhomogeneity depends
on the considered scale. Inside the cloud the variation of the extinction is connected to
the distribution of the LWC. The local free path can vary on a scale up to the extend
of the cloud. Even higher variations of the free path can occur if the whole atmosphere is
considered as ’cloud’ (cloudy medium). In this case free paths of the order of the distance
between the cloud patches or between the clouds and the surface occur. In both cases the
frequency of longer steps is increased. Davis et al. [1999] therefore propose Le´vy-stable or
α-stable step size distributions, with the Le´vy index α between 1 and 2. The decay of the
probability for longer steps is described by a power law with exponent −α− 1, where α is
the. Random walks with Le´vy distributed steps sizes are called Le´vy ﬂights. Figure 3.13
shows an example of a Le´vy ﬂight for α = 1.7 in comparison with a Brownian motion
trajectory. While it is true that Le´vy ﬂights are fractals, see [Davis et al. 1999], it is not
















































































Figure 3.11: Scaling of the total path for the Le´vy ﬂight model. Also included are the
results for an exponential step size distribution. The constant is depending on α. For
decreasing α the scaling relation is only valid for increasing optical thicknesses.
yet clear how they are related to underlying (fractal) cloud structure. So far Le´vy ﬂights
are only postulated to be a possible description for photon trajectories.
The method for generating symmetric α-stable step sizes using uniformly distributed
pseudo-random variables r1, r2 ∈ (0, 1) is adopted from Samorodnitsky and Taqqu [1994]
(see also [Davis et al. 1999]). Letting φ = π(12 − r1) be uniform on (−π2 ,+π2 ) and w =










is a symmetric α-stable random variable. A Gauss distribution is obtained for α = 2. The
probability for larger steps is larger for lower α. Values near 2 are suited to model internal
inhomogeneities in clouds. For these distributions the probability of larger steps is slightly
increased. For decreasing alpha the frequency of large step sizes is increased. Lower values
Table 3.2: Normalizing factors for the Le´vy-stable step size distributions (mean for 50
Mio. realizations).
α 1.0 1.1 1.2 1.3 1.4 1.5
norm 11.136 5.515 3.446 2.491 1.993 1.703
α 1.6 1.7 1.8 1.9 2.0
norm 1.509 1.371 1.269 1.190 1.128
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Figure 3.12: Comparison of the pathlengths distributions for a Le´vy ﬂight and Gaussian
diﬀusion. Diﬀusion through a layer of 20 units is modeled (Monte Carlo) for 50000
photons. The mean step size is 1 unit, the optical thickness therefore 20. (a) The Le´vy
model (for α = 1.7) generates shorter paths in agreement with the scaling relation. (b)
For equal means, the distribution for Le´vy model is wider with a higher probability for
shorter and longer paths and a reduced probability for mean pathlengths.
of α are suited to model a patchy cloudy sky. This is illustrated by the sample photon
trajectory in Figure 3.13. The absolute step size |s| modeled by Equation 3.37 does not
have a mean of unity as required for radiative transfer calculations. It can be normalized
by the values given in Table 3.2.
The scaling of the mean total pathlength for Le´vy ﬂights is analog to Equation 3.35:
< LT >∼ (1− g)α−1λ−(α−1)Mie Hα (3.38)
This relation is approved by MC calculations. The result is shown in Figure 3.11. Especially
for a low α, the scaling is only valid for large optical thicknesses. The constants C(α) for
the scaling relation Equation 3.38 can be determined by these calculations. The results







































































Figure 3.13: Comparison of Brownian motion and a Le´vy ﬂight. The histogram for the
Le´vy ﬂight shows the potential decay for large step sizes. As a result, large jumps occur
more frequently, leading to a more patchy trajectory, while the Brownian trace is more
compact.
3.3. CLOUDY SKY RADIATIVE TRANSFER AS A DIFFUSION PROCESS 37













Figure 3.14: Inﬂuence of the pathlengths distributions of Le´vy ﬂights on the shape of an
absorption line. The overall absorption is reduced for decreasing α (for the same mean).
are included in Figure 3.11. The direct consequence of this scaling is, that the mean total
pathlength is reduced for α < 2. This is in agreement with the increased mean free path for
inhomogeneous clouds due to channeling. The propagation of light is enhanced in regions
where the local extinction is lower than the average. These regions form channels through
the otherwise dense medium. Photons can transmit the cloud through these channel on
a less diﬀusive, and therefore shorter path. The Le´vy model accounts for this eﬀect by
the increased probability for larger steps. Figure 3.12 (a) shows the reduction of the total
pathlengths for a α = 1.7 Le´vy ﬂight compared to Brownian diﬀusion. The mean is reduced
from 282 to 194. Another property of the pathlengths distribution of Le´vy ﬂights is shown
in Figure 3.12 (b). The distribution for α = 1.7 from panel (a) is scaled in a way, that the
mean is equal to the α = 2 case. This distribution has a reduced probability for the mean
and a signiﬁcantly increased probabilities for shorter pathlengths and a slightly increased
probability for longer pathlengths. This modiﬁcation of the shape of the distribution has
an impact on the absorption. Figure 3.14 shows the transmission of a strong absorption
line (O2, PP35,35) calculated from pathlengths distributions generated by Le´vy ﬂights for
diﬀerent α. The distributions are scaled to the same mean. For regions of weak (in the
continuum) and moderate absorption, the shape of the distribution does not eﬀect the
amount of absorption, only the mean is important. For strong absorption in the line core
the longer total pathlengths have a reduced importance, since all the light is absorbed on
these paths anyway. The relatively larger contribution of short paths on the other hand
reduces the overall absorption.
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3.4 Radiative Transfer Models
The amount of possible radiative processes and quantities of interest suggests that a sin-
gle formulation for all purposes is impractical. Two diﬀerent computational methods for
radiative transfer calculations are used in this study. The ﬁrst radiative transfer model
(RTM) is based on the solution of the radiative transfer equation. It assumes horizontal
homogeneity and is therefore suited for simple cloud geometries. Due to its computational
eﬃciency, this method is commonly used in GCMs. An alternative method is the Monte
Carlo method, described in Section 3.4.2.
3.4.1 Discrete Ordinate Method
In a plane-parallel atmosphere the radiative ﬁeld is only depending on the vertical coor-
dinate. The problem is therefore one dimensional. The optical depth is used as coordinate




polar µ = cos(ϑ) (- =ˆ down)
azimuthal φ
The diﬀerent extinction events are described by:
βa absorption cooeﬃcient
βs scattering cooeﬃcient
βe = βs + βa total extinction coeﬃcient
ων = βsβe single scattering albedo
The equation of transfer reduces to the simple form:
µ
duν(τν , µ, φ)
dτ
= uν(τν , µ, φ)− Sν(τν , µ, φ) (3.39)
where uν stands for a radiative quantity, usually the (speciﬁc) intensity. For a scattering
and absorbing atmosphere without thermal emission, the source function S accounts for the
redistribution of the direction of the radiation according to the scattering phase function.








dµ′Pν(τν , µ, φ, µ′, φ′)uν(τν , µ′, φ′) (3.40)
If several diﬀerent scattering processes occur the source function consists of more than a
single term, e.g. for Rayleigh and Mie scattering:
Sν(τν , µ, φ) = SRν (τν , µ, φ) + S
M
ν (τν , µ, φ) (3.41)
All contributions can be summarized in a single phase function by weighting the Rayleigh
and Mie phase functions according to their partial single scattering albedo, ωR = βRβe and
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ωM = βMβe , where βR and βM are the Rayleigh and Mie scattering coeﬃcients, respectively.
P ′ν(τν , µ, φ, µ
′, φ′) = [
βR
βs




PMν (τν , µ, φ, µ
′, φ′)] (3.42)








dµ′P ′ν(τν , µ, φ, µ
′, φ′)uν(τν , µ′, φ′) (3.43)
In the model the atmosphere is divided into n discrete layers. The system of n cou-
pled diﬀerential equations plus boundary conditions (including the illumination) is then
solved by an algorithm developed by Stamnes et al. [1988] and implemented in the well
validated model DISORT. The algorithm uses a Fourier cosine expansion of the intensity
and an expansion of the phase function in a series of Legendre polynomials for the discrete
directions. The order of this expansion corresponds to the number of streams. The prob-
lem is than formulated in matrix form and solved by standard methods of linear algebra.
The computational eﬀort depends strongly on the number of streams. DISORT therefore
includes the Delta-M method for the modeling of strongly asymmetric phase functions,
see [Wiscombe 1977]. The method is based on approximation of the phase function by a
delta function in forward direction and a more symmetric residual phase function. Clouds
are parameterized in the model by the cloud optical thickness τc and the scattering phase
function. In this study only Henyey-Greenstein phase functions with asymmetry factor
0.85 are used. Usually 16 streams with Delta-M method are used. The parameters for
the atmospheric layers (gas column, temperature and pressure for the calculation of the
absorption spectrum) are calculated according to Section B.3. Usually 100 calculational
layers are used. The cloud is subdivided into the maximal number of possible computa-
tional layers (e.g. for 40 atmospheric layers with 10 layers within the cloud and τc = 35,
100-30 layers computational layers are used for the cloud, each with optical depth 0.5).
This model is used to derive the equivalent optical thickness of homogenous clouds from
the measured transmissions, see Section 4.3.6.
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Figure 3.15: Illustration of the discrete layer, parameters and boundary conditions.
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3.4.2 Monte Carlo Method
The Monte Carlo method is deﬁned by representing the solution of a problem
as a parameter of a hypothetical population, and using a random sequence
of numbers to construct a sample of the population, from which statistical
estimates of the parameter can be obtained. (Heermann 1990)
This general deﬁnition shows the fundamentally diﬀerent approach of the Monte Carlo
method compared to the discrete ordinate method. It is based on representing the subse-
quent elementary processes by the probability distributions of their possible results and
deriving ensemble averages for wanted quantities. Applied to radiative transfer problems
this means modeling the fate of an ensemble of photons on their way through the atmo-
sphere. The light propagation is regarded as a Markov chain of the elementary processes
scattering, absorption and refraction. The straight forward result is the distribution of
photon paths and integrated quantities along these paths, like the pathlengths. Integrals
at certain places in space, like radiances or the actinic ﬂux, have to be computed from the
ensemble. The MC method is therefore well suited for path lengths distribution studies
and can be seen as a complementary method to techniques solving the equation of transfer
(like the discrete ordinate method), that only yield the radiative ﬁeld at all places of space.
The MC Model ATRAN
For this study the 3D Monte Carlo model ATRAN has been developed. It consists of two
main parts, the ray tracer, generating random photon paths and the statistical module,
deriving ensemble averages. The aim is the study of multiple scattering in clouds. The
model is therefore simpliﬁed with respect to other processes. The modeled atmosphere is
assumed to be plane without refraction. Therefore a cartesian coordinate system is used,
	x = (x, y, z). The direction of the photon is given by 	u = (u, v,w):
u = sinϑ cosϕ
v = sinϑ sinϕ (3.44)
w = cos ϑ
A move of length l in direction (ϑ,ϕ) is simply 	x2 = 	x1+ l ·	u. The change of the direction
	u by a scattering with θ and φ is calculated by, see [Marchuk et al. 1980],
u′ = u cos θ − (v sinφ+ uw cosφ)
√
(1− cos2 θ)/(1− w2)
v′ = v cos θ + (u sinφ− vw cosφ)
√
(1− cos2 θ)/(1− w2) (3.45)
w′ = w cos θ + (1− w2) cosφ
√
(1− cos2 θ)/(1− w2).
Included scattering processes are Mie scattering on cloud particles inside clouds and
Rayleigh scattering and Mie scattering on aerosol particles outside clouds. Diﬀuse re-
ﬂection at the ground following Lamberts law and absorption at the ground, described by
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the ground albedo is also included. Gaseous absorption is not included in the ray tracer.
The optical depth with regard to molecular absorption is integrated along the path. For
oxygen an exponential gas density proﬁle is assumed. For each scattering type the number
of scatterings is counted separately. A backward approach is used to save computational
time. The photon is injected into the atmosphere by the detector deﬁned by its location,
viewing direction and ﬁeld of view. It is then traced along its path. Step length, scattering
type and direction after scattering are randomly set by standard MC techniques. The ele-
mentary processes are represented by the probability density function ψ(x) of their results
x. This involves mapping of one or more usually uniformly distributed random numbers
ri ∈ U(0, 1) to the results x in a way that the probability for the occurrence of xi is ψ(xi).
Two methods to achieved this are presented here.
A fast method for simple distributions ψ(x) is inversion of the cumulative distribution
Ψ. Since ψ(x) and U(0, 1) are normalized it is valid
ψ(x)dx = U(0, 1)du
∫ x
−∞
ψ(x′)dx′ = Ψ(x) = r . (3.46)
This can be solved for x by inversion of Ψ(x).
x = Ψ−1(r) (3.47)
This method can be applied to the exponential step size distribution with mean step size




e−l/λmfp l = −λmfp · ln(1− r) . (3.48)
The probabilities for transmission and extinction after a distance L, Ptrans(L) and Pext(L)




ψ(l) dl = e−L/λmfp Pext =
∫ L
0
ψ(l) dl = 1− e−L/λmfp . (3.49)
If a scattering event occurs within a distance L, the PDF of the free path is given by
normalizing the integral
∫ L




e−l/λmfp l′ = −λmfp · ln(1− (1− e−L/λmfp) · r) (3.50)





µ = 2(r − 1
2
) , (3.51)
the diﬀuse reﬂection following Lamberts law
ψ(µ) = 2µ µ =
√
r (3.52)

































Figure 3.16: Histogram for 100000 Monte Carlo realization of the Rayleigh scattering
phase function against the scattering angle θ (101 bins).





1 + g2 −
(
1− g2
1− g + 2gr
)2)
. (3.53)
The azimuthal angles of the scatterings are assumed to be uniformly distributed, φ ∈
U(0, 2π). This method only works if the inversion is unambiguous.
A more general method is given by a rejection scheme. If x is restricted to the range
a < x < b, then an upper limit c = max(ψ(x)) exists. The scheme consists of three steps:
(a) Draw a random xi by xi = a+ r1 · (b− a),
(b) Draw a random yi by yi = r2 · c,
(c) If yi < ψ(xi) take xi as result, else reject attempt and goto 1.
An example for the Rayleigh phase function (x represents the scattering angle θ) is given
in Fig. 3.16.
In the case of more than one competing extinction types (e.g. Rayleigh and Mie) a
discrete step method is applied. The probabilities for extinction Pi,ext during an inﬁnites-
imal distance is calculated for each event type. For all types the occurrence of extinc-
tion is checked independently in random sequence by a random number r (extinction if:
r < Pi,ext). The photon is transmitted if all extinction types transmit, else the ﬁrst oc-
curring type is chosen. The free path is then calculated from the free path distribution of
this type. On an inﬁnitesimal distance the extinction coeﬃcient can always be assumed
to be constant, therefore an exponential step size distribution is used (Equation 3.50).
To reduce computational time this step size must be maximized. In the atmosphere the
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of the step size distri-
butions of two extinction
types with unequal mean
free path of ratio 5:1. In
the atmosphere the ra-
tio between Rayleigh and
Mie scattering is even
higher (100:1) depend-
ing on the aerosol load
and the wavelength.
Rayleigh mean free path (at 770 nm) is about 100 times shorter than the Mie mean free
path (background aerosol). If the step is chosen too long, the weaker extinction type gets
a higher weight, since attenuation on the ﬁrst part of the step is not considered, see Figure
3.17. Therefore a simulation was performed, to ﬁnd the high limit for the optical depth of
the discrete step, that does not change the frequency of the weaker extinction type, see
Figure 3.18. As a result the optical depth of the step should not exceed 0.1. The step size
must be decreased further, if the extinction coeﬃcients change signiﬁcantly during this
distance.
This method is used to decide between aerosol and Rayleigh scattering outside clouds.
Inside clouds only Mie scattering on cloud particles is taken into account. Aerosol
and Rayleigh extinction are assumed to be horizontally homogeneous. The atmosphere
is divided dynamically into homogeneous layers of variable height dh in a way that
dτj = dτ verj /µ < 0.1 for the current photon direction µ. For Rayleigh scattering τ
ver
Ray
can be calculated by integrating the exponentially decreasing gas density, for aerosol scat-
tering a spline integration of the given extinction proﬁle is used to calculate the τverasl for
the layer.
If the photon exits the atmosphere at the top (TOA) the path from the last scattering
to TOA is not counted. Instead the photon is forced into the direction of the sun. The
probability Pscat for the last scattering to result in the direction of the sun (ϕ0, ϑ0, ± the
suns aperture ε) times the probability Pmove for a successful escape on the new path is
used as a statistical weight ξ for this photon.
ξ = Pmove(τesc) · Pscat(ϕ, ϑ, ϕ0, ϑ0) with (3.54)






dτ ′ = e−τesc and (3.55)







The scattering angle θ is given by cos θ = 	u ·	u0. The ﬁrst factor in Equation 3.56 accounts
for the azimuthal probability, which increases towards 0 and π (the solid angle of the sun
is constant, dΩ = sin θdφdθ, therefore dφ = dΩ/ sin θ dθ). For the ensemble of N photons
the weights are normalized in a way that∑
i
ξi = N. (3.57)






yi · ξi. (3.58)
Also non-exponential step size distributions to study anomalous photon diﬀusion in
clouds are included in the model, see Section 3.3.1. Model results are presented in Section




































Figure 3.18: Result of the Monte Carlo Simulation of 107 photons traveling a path of
optical depth τ = 1.01 through a Rayleigh and Mie scattering atmosphere. Rayleigh scat-
tering is assumed to be 100 times weaker than Mie scattering. The number of Rayleigh
scattered photons is plotted against the optical depth dτ of the used inﬁnitesimal step,
see text. The error bars indicate the standard deviation of 5 realizations. If dτ does not
exceed 0.1 the number of Rayleigh scattered photons stays within the statistical error
well below 1%, relatively.
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3.4.3 A Raman Scattering Model
The model RAS is designed to quantify the inﬂuence of Raman ﬁlling-in of oxygen ab-
sorption line in the case regime of massive multiple scattering in optically thick clouds.
Based on the assumption, that constant mixing of the light after each inelastic scattering
event by a large number of (elastic) Mie scattering events is ensured, radiative transfer is
not included in the model. Hence only the integrated absorber gas column and the total
scattering gas column is important, while the phase function and viewing direction do
not aﬀect the amount of line ﬁlling-in. The total column is divided into a large number
of small portions for which successively Raman scattering and molecular absorption are
calculated. The iterative process is represented in Figure 3.19. Iteration is necessary since
the radiation scattered into opaque wavelength regions must be permitted to be absorbed
again. The number of iterations must be suﬃciently high, the result should not change
with further increased N. Spectral features outside the region of interest within the range of
the maximal Raman shift are also important for the calculation. Therefore the absorption
is also calculated in this extended region. However the Raman eﬀect outside the region of
interest is neglected. The Raman lines are either represented by delta peaks (method 1) or
by Voigt lines (method 2). For each wavelength the outgoing and incoming radiation has
to be calculated. The computational eﬀort for method 2 is much higher (depending on the
resolution). For method 1 only the sum over the contributions of all Raman lines (185 O2
lines and 56 N2 lines) has to be calculated for every wavelength once per iteration while
for method 2 the sum over the high resolution Raman spectrum (at 0.01 cm−1 resolution
approx. 60k points) has to be calculated (equivalent to a convolution of the spectrum with
the Raman spectrum). Fig. 3.21 demonstrates that the assumption of delta peaks is good
enough for most applications. Only if the Raman intensity is required more accurately
than 5% (relative), method 2 has to be applied. The Raman cross sections are calculated
according to section 2.2.2. The Kitt Peak solar ﬂux atlas is used as Fraunhofer reference,
[Kurucz et al. 1984].10 The Ring spectrum can be calculated by setting σa to zero (only
one iteration is needed). For single scattering conditions the model can still be used to
calculate the high resolution structure of the Ring spectrum. The absolute value can be
obtained by scaling if air mass and the contribution of Rayleigh scattering to the signal
is known since the Raman and Rayleigh contributions have a ﬁxed ratio. These quantities
are usually readily calculated by radiative transfer models.
Results for the Oxygen A-band
The Raman contribution to the oxygen absorption spectrum is calculated for two diﬀerent
air masses. In the ﬁrst case one vertical atmospheric gas column is used (2.5e25 cm−2), in
10As the Kitt Peak spectrum contain substantial terrestrial absorption of O2 and H2O, these
lines have to be removed prior to this calculation in the according spectral regions.
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1 I(λ) = I0(λ) I0(λ) : Fraunhofer spectrum
2 LOOP i = 1 to N C : total gas column
I’(λ) = I(λ)exp(-Cmσa/N) m : absorber mixing ratio
Ir(λ) = Raman(I’(λ), C/N) σa : absorption cross section
I(λ) = I’(λ)+Ir(λ)
END LOOP
3 IR(λ) = I(λ)-I0(λ)exp(-Cmσa)
Figure 3.19: Pseudo code of RAS. The function Raman() calculates the Raman scattered
intensity for the given spectrum with the given air column. Two methods are available.
The Raman lines can be treated as delta peaks or with their correct line shape (Voigt).
the second case 10 times this column is used. For all calculations the temperature is ﬁxed
to 273 K and the pressure is 800 hPa. The results for the observed spectral range from
767 nm to 772 nm are shown in Figure 3.22. Figure 3.20 shows the Raman spectrum for
the whole A-band. Outside Fraunhofer lines and absorption lines the Raman intensity is
negative, indicating a net reduction of intensity by Raman scattering. This radiation is
ﬁlled into the Fraunhofer lines, where it is accumulated, or into absorption lines. In the core


































































Figure 3.20: High resolution Raman spectrum of the whole oxygen A-band for two dif-
ferent air masses (0.003 cm−1 resolution).
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of the strong absorption lines the incoming radiation is absorbed immediately. Therefore
the maximal Raman ﬁlling-in occurs in the line wings at intermediate absorption optical
depth, see e.g. Figure 3.22a at 767.3 nm. This eﬀect leads to a slight modiﬁcation of the
absorption line shape. For one air mass the maximal ﬁlling-in is 3.5e-4 for oxygen lines and
7.5e-4 for the strong Fraunhofer line at 770.1 nm, which is well below 1. The ﬁlling-in
scales linearly with the column. Therefore it can reach 1 % for more than 10 air masses for
the Fraunhofer lines. For the oxygen lines the ﬁlling in is reduced by additional absorption.
Even for 10 air masses it does not exceed 5. In summary these results suggest, that
Raman ﬁlling-in of oxygen lines in the A-band can be neglected. This is mostly due to the
weak Raman scattering cross section in the NIR. Raman ﬁlling-in here is deﬁned as the
absolute Raman intensity. Often the ﬁlling-in parameter
f =
Ielastic+inelastic − Ionly elastic
Ielastic+inelastic
(3.59)
is used to quantify the Raman eﬀect. In the case of strong absorption lines this parame-
ter approaches 1, indicating that all light at opaque wavelength originates from inelastic
scattering.









































Figure 3.21: Comparison of method 1 and 2 (273 K, 800 hPa, 10 iterations, 2.5e25
cm−2 column, 0.005 cm−1 resolution). The small absolute peak to peak diﬀerence of
only 1.8e-5 (relative < 8%) justiﬁes the assumption of delta peaks for the Raman lines.
The diﬀerence is further reduced with decreasing measurement resolution (here ∼ 20
pm) to 1.0e-5 (relative < 5%).
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Figure 3.22: Raman scattered intensities for 1 (a) and 10 (b) vertical atmospheric gas
columns. In (a) 100 iterations are performed, in (b) 200. (273 K, 800 hPa, method 1)
Chapter 4
Oxygen A-Band Spectroscopy
The Oxygen A-Band in Remote Sensing
The interest of the remote sensing community in the oxygen A-band began in the early
60th by a proposal of Yamamoto and Wark [1961] to use the A-band for satellite based
cloud top height measurements. The paper ends with the remark: ’Second, clouds may
not be regarded as simple diﬀuse reﬂectors, but rather the absorption along the scattering
paths within clouds must be regarded.’, which points at the diﬃculties of the method. On
the other hand it indicates the possibility, to use the method for studies of the inﬂuence
of scattering on the path.
A quick summary of previous studies is given in [Heidinger and Stephens 1998]. The
more detailed studies are [O’Brian and Mitchell 1992] and [Stephens and Heidinger 2000;
Heidinger and Stephens 2000]. All these theoretical studies concentrate on space borne
nadir sounding. Main investigated quantity still is the cloud top pressure, however the lat-
ter studies demonstrate the possibility to also retrieve optical thickness, pressure thickness
and phase function information for special low cloud cases.
The European eﬀorts so far concentrate on retrieving cloud fraction and cloud top
height for satellite instruments with large footprint. The motivation is examination of the
inﬂuence of (partly) cloudy pixels on the trace gas retrieval with the Global Ozone Mon-
itoring Experiment GOME, see [Kuze and Chance 1994; Guzzi et al. 1994]. More recent
studies also focus on aerosol properties, [Guzzi et al. 1998].
The fundamental diﬀerence of this study is, that geometrical information like cloud
top height, vertical extend and microphysical parameters like cloud phase and phase func-
tions are not subject to the retrieval, but are used as input parameters. This study is
focused on optical parameters, i.e. the photon pathlengths distribution and the cloud op-
tical thickness. Both quantities are expected to be strongly depended on inhomogeneities
of the cloud ﬁeld.
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4.1 Spectroscopic Basics
4.1.1 The Absorption Spectrum of O2
The absorption spectrum of molecular oxygen consists of rotation-vibration spectra of
several electronic transitions, see Table 4.1. The bands in the visible and near infrared
spectral region are called atmospheric bands. The A-band plays a outstanding role in
remote sensing, since it is by far the strongest and least disturbed atmospheric band. The
B- and γ-band are overlapped by water vapor absorption lines, see Figure 4.1. In order to
understand the oxygen spectrum, a brief summary of the molecular physics of oxygen is
given here. For more details see Herzberg [1950, V] or Haken and Wolf [1994, 13.4].
Table 4.1: The absorption bands of oxygen. The atmospheric bands are in the VIS and
NIR spectral region. The band strength is sum of all line strength of the band. The
spectroscopic data is taken from the HITRAN96 database, [Gamache et al. 1998].
Electronic Vibrational Band center Band strength Name
transition transition [nm] [cm/molec]
B3Σ−g ← X3Σ−g - UV 175.9 - Schumann-Runge
A3Σ+g ← X3Σ−g - UV 242-286 - Herzberg I
b1Σ+g ← X3Σ−g (0← 0) 762.19 2.24E-22 A− band
b1Σ+g ← X3Σ−g (1← 0) 688.47 1.49E-23 B − band
b1Σ+g ← X3Σ−g (2← 0) 628.85 4.63E-25 γ − band
b1Σ+g ← X3Σ−g (1← 1) 771.07 9.53E-26
b1Σ+g ← X3Σ−g (0← 1) 864.75 7.88E-27
a1∆g ← X3Σ−g (0← 0) 1268.6 3.68E-24
a1∆g ← X3Σ−g (1← 0) 1067.7 9.53E-27
a1∆g ← X3Σ−g (0← 1) 1580.8 2.75E-28
Vibration-Rotation Spectra
The energy of a transition of a diatomic molecule consists of the sum of energy diﬀerences
in the electronic, vibrational and rotational excitation between ﬁnal (′′) and initial (′) state
∆Etot = ∆Eel + (E′vib − E′′vib) + (E′rot − E′′rot). (4.1)
The vibrational energy of the vibration in direction of the molecular axis is given in
harmonic approximation by
Evib = ν0(ν +
1
2
) with ν = 0, 1, 2, . . . (4.2)
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Figure 4.1: Overlap of oxygen and water vapor absorption bands. The ﬁgure shows cross
sections calculated from the spectroscopic data from HITRAN96, [Rothman et al. 1998],
assuming Lorentz proﬁles for 260 K and 600 hPa.
where ν is the vibrational quantum number. The vibrational frequency of oxygen for the
(1 ← 0) transition is νv = 1556.3 cm−1. The band center is deﬁned by the sum of the
electronic and vibrational term. The ﬁner rotational line structure is due to the change
in the rotational excitation. The rotation axis is perpendicular to the molecular axis. The
rotational energy is given by
Erot = B N(N + 1). (4.3)
with the rotational quantum number N and the rotational frequency B = 1.4378 cm−1 for
16O2, see Ritter and Wilkerson [1987] . The possible transitions are subdivided into three
branches.
P-branch: ∆N = –1 The rotational excitation decreases. The energy of the transition
is smaller than for the band center, the wavelength is longer.
Q-branch: ∆N = 0 The rotational excitation remains constant. For the A-band this
branch is forbidden by the selection rules.
R-branch: ∆N = +1 The rotational excitation increases. The energy of the transition
is larger than for the band center, the wavelength is shorter.
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Electronic Conﬁguration of the Oxygen Molecule
The electronic state of a molecule is described by the orbital angular momentum, the
electron spins and the type of coupling. Due to the axial symmetry about the internuclear
axis only the axial component of the orbital angular momentum is a constant of motion.
The axial components add up algebraically, Λ = |Σλi|. The states with Λ = 0, 1, 2, . . .
are designated as Σ,Π,∆, . . .. The spins form a resultant 	S with quantum number S =
Σmsi . msi is the spin quantum numbers of the individual electrons. Again only the axial
component is of interest. The referring quantum number is Σ (not to be confused with
the Λ = 1 terms) and can take 2S+1 diﬀerent values. For two electrons S can be 0 or
1, resulting in singlet or triplet states. The multiplicity is indicated in the term symbol,
e.g. 1Σ. Molecular oxygen has two unpaired electrons in the 2pπ∗g orbital with anti-parallel
orbital angular momentum (Λ = 0) and parallel spin (S = 1), resulting in a 3Σ−g state.
The following table summarizes the electronic conﬁguration of the excited states.
State Λ Σ
X 3Σ−g 0 1
a 1∆g 2 0
b 1Σ+g 0 0
A 3Σ+u 0 1
B 3Σ−u 0 1
For states with Λ = 0 the orbital angular momentum and spin are coupled strongly to the
internuclear axis. The axial component of the electronic angular momentum is given by
Ω = |Λ+Σ|. The total angular momentum J is the resultant of all angular momenta in the
molecule. Two diﬀerent types of coupling must be distinguished. In Hund’s case (a) when
Λ = 0, 	Ω is perpendicular to 	R, the rotational momentum. In this case the total angular
moment J is J = Ω+N . For Σ states (Λ = 0) the spin is not coupled to the internuclear
axis. Ω is not deﬁned. This case is called Hund’s case (b). The total angular momentum
is calculated from
J = (N + S), (N + S − 1), . . . , |N − S|. (4.4)
For the 3Σ−g and 1Σ+g states all possible combinations of J and N are shown in Figure 4.2.
Symmetry Properties
Beside the quantum numbers given above, the symmetry properties of the eigenfunction
are necessary to describe the state, and to infer selection rules. The eigenfunction consists
of an electronic, vibrational and rotational part, Ψges = Ψel · 1rΨvib · Ψrot. The eﬀect of
the symmetry operation on each part has to be analyzed to get the overall property. Due
to the axial symmetry of diatomic molecules any plane through the two nuclei is a plane
of symmetry. If Ψel changes its sign when reﬂected at any plane of symmetry for a Σ
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state, it is called Σ−, else Σ+. If the two nuclei have the same charge the midpoint of the
internuclear axis is another center of symmetry. If Ψel changes its sign under reﬂection at
this center the state is called odd, Σu else it is called even, Σg1. A rotational levels is called
negative or positive depending on whether the total eigenfunction remains unchanged or
changes sign for reﬂection at the origin. For Σ+ states the even-numbered rotational levels
are positive and the odd are negative, whereas for Σ− states the even are negative and
the odd are positive.2 Another symmetry requirement is introduced by the nuclear spin of
homonuclear diatomic molecules, even so the nuclear spin interaction itself is negligible.
The nuclear spin of oxygen is integral 0. For the two identical boson nuclei, the complete
eigenfunction of the molecule must be symmetric with respect to exchange of the labels of
the nuclei, see Eisberg and Resnick [1974, Chap. 12.9]. Therefore only odd N are allowed
for Σ− states and even N for Σ+ states.3 Every second line pair is missing in the spectrum.
This restriction is not valid for 18O16O with diﬀerent nuclei. Therefore odd and even
rotational levels are allowed, the spectrum of 18O16O shows twice as many lines as the
16O2 spectrum, see Figure 4.3 and 4.2.
Selection rules
States with diﬀerent multiplicity can not combine for electronic dipole radiation (E1).
The 1Σ+g ← 3Σ−g transitions are therefore spin-forbidden. The transitions must be mag-
netic dipole transitions (M1) or electronic quadrupole transitions (E2). According to
Herzberg [1950, p. 278], the latter is the case. The selection rules for this type of tran-
sition are
∆J = 0,±1 but J = 0 ↔ J = 0 (E1), (M1, E2) (4.5)
∆Λ = 0 (E1), ∆Λ = ±1 (M1, E2) (4.6)
where ∆Λ = 0 is only allowed for inter-system transitions (singlet to triplet states), since
the magnetic dipole moment must change. Additionally there are restrictions to the sym-
1This symmetry is called parity, with the parity questioning operator (	x→ −	x).
2This is a consequence of the behaviour of the individual parts of the total eigenfunction. Ψvib
is always positive, since it only depends on the distance of the nuclei. Ψrot with quantum number
N has symmetry −1N . The symmetry of Ψel can be obtained by representing the reﬂection at the
origin by a 180◦ rotation of the molecule about an axis perpendicular to the internuclear axis and
subsequent reﬂection at a plane perpendicular to the rotation axis and containing the internuclear
axis. The ﬁrst operation does not change Ψel, whereas the second operation leaves Ψel unaltered
for Σ+ states and changes its sign for Σ− states, see Herzberg [1950, V,2c].
3An exchange of the nuclei is equivalent to ﬁrst an inversion of all particles and then back-
inversion of only the electrons. The behaviour of the complete eigenfunction under the ﬁrst oper-
ation is given by the symmetry positive or negative of the rotational level, see above. The second
operation eﬀects the complete eigenfunction according to the states parity g or u. In order to get
a positive symmetry of the complete eigenfunction under exchange of the nuclei for the Σg states,
the rotational levels must be positive, see Herzberg [1950, V,2c].
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Figure 4.2: Illustration of the possible transitions in the oxygen A-band (only 16O2).
Filled circles indicate rotational levels with positive symmetry. The quantum number J
of the ground state is calculated by Equation 4.4. In the ﬁnal state (S = 0) J equals
N . The ﬁgure shows the missing Q-branch and initial states with even N . For 18O16O
the initial states with even N are also allowed, while the Q-branch remains forbidden by
the selection rules.
metry of the rotational levels:
+←→ + − ←→ − − ←→ + (M1, E2) (4.7)
This causes the missing of the Q-branch for Σ+ ← Σ− transitions. Further there is the
parity selection rule
g ←→ g u←→ u g ←→ u (M1, E2). (4.8)
and the restrictions to allowed initial and ﬁnal states introduced by the identical nuclei
and nuclear spin 0
N ′′ odd & N ′ even for 16O2. (4.9)
Designation of the Rotational Transitions
The rotational levels of oxygen are described by the rotational angular moment N and
the total angular moment J . The transition is designated by the change in these numbers
∆N and ∆J being P, Q or R for a change of −1, 0, or +1 respectively, followed by the
initial values of N and J . Figure 4.2 illustrates the possible transitions PP, PQ, RR and
RQ.
The Oxygen A-band
In the spectral region of the oxygen A-band three band systems overlap:

16O2 : b1Σ+g ← X3Σ−g (0← 0)
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
16O2 : b1Σ+g ← X3Σ−g (1← 1)

18O16O : b1Σ+g ← X3Σ−g (0← 0)
Figure 4.3 shows the cross section spectra for the three systems. The fraction of the
isotopomers is 99.52 % for 16O2 and 0.4 % for 18O16O and is already contained in the
cross section (per molecule O2).
The band systems consist of the R and P branches, the Q branch is forbidden. The
band head lies at 13 165 cm−1 or 759.59 nm. The band center of the A-band lies near 762
nm. The R-branch lies between 759.3–761.9 nm with line pairs (RR, RQ) in a distance
of 4.5 cm−1 for J ′′ = 1, decreasing to below 2 cm−1 for J ′′ = 13. The P-branch starts at
762.3 nm reaching out to higher wavelength. The line pairs (PP, PQ) have a distance of
approximately 2 cm−1 =ˆ 0.12 nm. The distance between the line pairs increases from 6
cm−1 =ˆ 0.34 nm (J ′′ = 1) to 10 cm−1 =ˆ 0.57 nm (J ′′ = 20). The (1← 1) system starts at
768.6 nm with the band center near 771 nm.
















































Figure 4.3: Cross section spectrum of the oxygen A-band. The wavelength are for vac-
uum. The measured spectral range is indicated in gray on the wavelength axis. Displayed
are Lorentz line proﬁles for 296 K and 600 hPa.
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4.1.2 Line Strength and Temperature Dependence
Line Strength Data
The growing importance of the oxygen A-band has lead to a number of precise stud-
ies of the absorption line properties. Ritter and Wilkerson [1987] conducted tunable dye
laser measurements using a White-type multipass cell a with maximum pathlength of
80 m. The resolution was limited by the laser line width of 10−4 cm−1 (=ˆ 0.0057 pm),
well below the Doppler line width of the O2 lines of about 0.015 cm−1. Their detailed
study also included pressure broadening (self and air broadening) and non-Voigt line
shapes, see below. The inferred Einstein-A coeﬃcient of 0.0887 sec−1molec−1 was taken
by Gamache et al. [1998] to calculate the individual line strengths. Together with the
Ritter and Wilkerson pressure broadening coeﬃcients this makes up the data set included
in the 1996 edition of the HITRAN database, [Rothman et al. 1998]4. The more recent
study of Schermaul and Learner [1999] uses a Bruker IFS 120 HR Fourier transform spec-
trometer with a resolution of up to 0.0069 cm−1 (=ˆ 0.4 pm) and a multireﬂection longpath
absorption cell with pathlengths up to 128 m. The line strengths agree with the results of
Ritter and Wilkerson reasonably well, but the pressure broadening coeﬃcients are about
10 % larger than in the other study. During the present study, direct light measurements
were performed for the validation of the spectroscopic and atmospheric model. These
measurements were also used to inspect the applicability of the laboratory data to atmo-
spheric measurements. The results are presented in Section 5.1. They indicate, that the
lower values for the pressure broadening coeﬃcients of Ritter and Wilkerson are correct.
Unfortunately the (1,1) transitions have not been subject of the recent studies, even though
these lines lie directly in between the (0,0) lines, and the measurements sensitivity would
have been suﬃcient to at least measure the stronger lines of the system. The spectroscopic
data as used for this study is given in Table C.2 in the appendix.
Temperature Dependence of the Line Strength
The line strength (or intensity) Si of a transition is determinated by the occupation of the





4 Unfortunately, due to a mistake in the compilation of HITRAN96 CD, the B-band data
for the pressure broadening coeﬃcients was also used for the A-band. Therefore the data from
[Gamache et al. 1998] is used.
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The occupation of the initial state depends on the temperature. The temperature depen-
dence of the line strength is given by












1− exp {−hcEJ ′′/kT1}
1− exp {−hcEJ ′′/kT0} (4.11)
where T0 is a reference temperature (296 K for HITRAN data). The ﬁrst term accounts for
the change in the partition sum, the second term for the ratio of Boltzmann populations,
and the third term for the eﬀect of stimulated emission, see Rothman et al. [1998]. EJ ′′ is
the energy of the initial state above the ground state, i.e. the rotational energy (plus the
vibrational energy for (1,1) and (0,1) transitions). If EJ ′′ is given in wave numbers cm−1,
(hc/k) has the value 1.4388 cm K. Table 4.2 shows the temperature correction coeﬃcients
for diﬀerently excited states for two atmospheric temperatures. States with low excitation
are occupied more frequently at low temperatures, highly excited states are less frequently
occupied.
Table 4.2: Temperature correction of the line strength for T1 = 280 K and T2 = 260 K.
The reference temperature is T0 = 296 K.
Transition EJ ′′ [cm
−1] SJ ′′(T1)/SJ ′′(T0) SJ ′′(T2)/SJ ′′(T0)
PP 5,5 44.2 1.05 1.10
PP 11,11 199.77 1.02 1.00
PP 21,21 664.26 0.93 0.73
PP 31,31 1422.5 0.80 0.43
RR 1,1 (1 ← 1) 1560.3 0.78 0.40
4.1.3 Line Shapes
Several processes lead to a spectral broadening of the originally monochromatic, i.e. ener-
getically sharp transition. These eﬀects are Doppler broadening and pressure broadening.5
Doppler Broadening
The thermal motion of the absorbing gas molecules leads to a Doppler shift in the absorbing
frequency. In thermal equilibrium the velocities are distributed according to Maxwell’s law.
This results is a Gaussian line shape, e.g. [Demtro¨der 1998],











5The natural line width is only observable, if the relaxation of the excited state is dominated by
spontaneous emission. Under atmospheric conditions relaxation is induced by collisions with other
molecules. For a spontaneous decay the line shape is a Lorentz proﬁle with the natural width,
related to the mean life time of the excited state.
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with γD being the half 1/e-width of the line.6 Here σν is the absorption cross section at
the frequency ν, and S is the line strength. The half width at half maximum for Doppler
broadening is given by
HWHMD =
√
ln 2 · γD ≈ 0.8326 · γD. (4.13)
Since the mean thermal velocity of the molecules depends on the temperature T and the








For oxygen at T = 296 K, γD is 0.017 cm−1, and the line has a full Doppler width (at
half maximum) of 1.68 pm. This process dominates in the high atmosphere, where the
otherwise stronger pressure broadening becomes negligible.
Pressure Broadening
Collisions between molecules cause a deformation of the eigenfunctions and variation of the
energy levels. These shifts lead to a spectral broadening of the line, see [Demtro¨der 1998].
If these elastic collisions are of short duration in comparison with the time between colli-
sions7, the eﬀect can be represented as a sudden change in the phase of the emitted wave.8
Following the Michelson-Lorentz theory, the phase change leads to the well known Lorentz
line shape
σ(ν − ν0) = S · γprs
π
(
(ν − ν0)2 + γ2prs
) (4.15)
where γL is the half width at half maximum of the Lorentz line. This line shape is charac-
terized by a slower decrease towards the line wings and a more narrow line core compared
to the Gauss proﬁle, see Figure 4.4. The temperature and pressure dependence of γL is
given by








where the empirical constant 0.76 is derived from the Ritter and Wilkerson [1987] mea-
surements, see [Guzzi et al. 1994]. The reference temperature T0 used for the HITRAN
data base is 296 K. γprs is usually given in units cm−1atm−1. Typical Lorentz line width
(FWHM) at standard conditions are 0.08 cm−1 ≈ 4.7 pm. Pressure broadening dominates
all other broadening eﬀects in the troposphere and lower stratosphere.
6The standard parameter to describe the width of a Gauss distribution
(n(x) = 1√
2π
exp{− (x−µ)22σ2 }) is the standard deviation σ, specifying the distance from the
center to the point of contraﬂexure. It is given by σ = γD√
2
. The half width at half maximum is
HWHM =
√−2 ln(0.5) = 1.1774 · σ.
7Here the term collision is deﬁned, diﬀerently then in a kinetic sense, in terms of the ability to
cause a transition.
8The line shape theories are usually developed for emitting systems.
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Figure 4.4: Gauss, Lorentz and Voigt proﬁle in comparison. All lines are normalized to
1. Gauss and Lorentz line have the same full width at half maximum of 1 cm−1. The
resulting Voigt line has a FWHM of 1.5 cm−1.
The Voigt Proﬁle
Under the assumption that, both previous eﬀects occur independently, they form the Voigt
proﬁle, given by the convolution of both proﬁles








(ν − ν0 − δ)2 + γ2L
e−δ
2/γ2D dδ. (4.17)
Figure 4.4 and 4.5 show comparisons of the three line shapes for equal FWHM and atmo-
spheric conditions, respectively.
Non-Voigt Proﬁles
An eﬀect, not accounted for by the Voigt proﬁle, is collision narrowing.
Ritter and Wilkerson [1987] found, that the measured oxygen absorption lines can not
be ﬁtted by a Voigt proﬁle without leaving a residuum. Therefore they used Galatry line
proﬁles and found excellent agreement of observed and modeled line shapes.9 The princi-
ple idea behind collision narrowing as introduced by Dicke [1953] is, that the considered
collisions induce velocity changes of the absorbing/emitting system but only negligible
9Ritter and Wilkerson in fact used 3 diﬀerent non-Voigt models based on diﬀerent theories. The
ﬁt result was improved by all of them. The choice of the Galatry proﬁle is somewhat arbitrary. It
is used here without verifying the theoretical justiﬁcation.
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Figure 4.5: The Voigt line shape of an oxygen line at standard conditions (1013 hPa and
273 K) is very well approximated by a Lorentz proﬁle. The cross section in the line center
is ∼ 5 % lower for the Voigt proﬁle. The full width at half maximum of the Lorentz line
is 0.08 cm−1 and γD is 0.024 cm−1. All lines are normalized to 1.
phase changes, [Galatry 1961].10 The Galatry extension of this theory also takes account
of the phase shifts, induced by the collisions. This is done under the assumption, that
many collisions are needed to substantially change the velocity of the absorbing/emitting
system, the soft collision approximation, [Ritter and Wilkerson 1987]. The Galatry proﬁle
is given by the real part of the Fourier transform of the correlation function Φ.














(1− zτ − exp(−zτ))
}
(4.19)
Here x′ is the dimensionless frequency normalized by the Doppler 1/e half width (ν/γD), y
is the normalized collision broadening parameter (γ′L/γD) and z is the collision narrowing
parameter describing the strength of the narrowing eﬀect. Ritter and Wilkerson [1987]
derived a narrowing parameter (they name it η) of 0.0145. The Voigt proﬁle is a special
case of the Galatry proﬁle for z = 0. The correlation function then becomes (limz→0Φ)







10This can only take place if the life time of the excited state is long, compared to the time
between collisions.
4.1. SPECTROSCOPIC BASICS 61
!!!




























Figure 4.6: Comparison of the Voigt and Galatry line shape for a oxygen absorption line
for standard conditions (1013 hPa and 273 K). The maximum absolute diﬀerence is 1
%. All lines are normalized to 1. The overall eﬀect of collision narrowing is similar to a
decrease of the Doppler width in the Voigt proﬁle.
Ouyang and Varghese [1989] provide a FORTRAN routine, that eﬃciently calculates the
Galatry line proﬁle by a discrete Fourier transformation, (see also Section 75).
Figure 4.6 show the comparison of the Voigt and Galatry line shape for a oxygen
absorption line. The relatively low diﬀerence suggests, that the Galatry proﬁle is only
required, if an accuracy of better than 5 % is desired.
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4.2 Instrumentation
The pathlengths measurements presented here, are performed by passive absorption spec-
troscopy of zenith scattered sunlight. The resolution must be suﬃcient to separate the
individual oxygen absorption lines. Therefore at least a resolution of 1 cm−1 (=ˆ 59 pm
at 770 nm or a resolving power ∆νν of 13 000) is required. The apparent optical depth of
the measured lines is strongly reduced for decreasing resolution, see Figure 4.7. As will
be shown in Section 4.3.5, a set of lines or the line shape of a single strong absorption
line must be analyzed to retrieve pathlengths distributions. Both requires a resolution
of the order of the true line width, i.e. 0.1 cm−1 (6 pm, ∆νν = 130 000). On the other
hand the low brightness of the skylight limits the resolution due to signal to noise require-
ment. These high resolutions can be achieved by grating spectrometers with large focal
length and Fourier transform spectrometers (FTS). Modern FTSs can achieve resolutions
better then 0.01 cm−1, while simultaneously providing a wide measurable spectral range
and throughput (f-number). Grating spectrometers need a large focal length to achieve
high resolution, which by restriction of the grating size, reduces the throughput. Moreover
the spectral range and resolution is restricted by the available multi-channel detectors.
On the other hand the instantaneous spectral decomposition of the grating spectrometer
has advantages for light sources with variable brightness, like the cloudy sky. Therefore
a grating spectrometer is used for the cloudy sky measurements, presented in Section 6.
Additionally FTS direct light measurements are performed to validate the spectroscopic
and atmospheric model, see Section 5.1.
Figure 4.7: Dependance of the maximum measured A-band optical depth on the spectral
resolution of the measurement. Taken from [Stephens and Heidinger 2000].
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Figure 4.8: The simple set-up for the passive measurements consists of the entrance
optics an the spectrograph system (monochromator and multichannel detector).
4.2.1 Grating Spectrometer
The set-up for the groundbased, passive spectroscopic measurements consists of the en-
trance optics, the spectrometer, and a multichannel detector with data system, see Figure
4.8.11 The entrance optics consists of a telescope with narrow ﬁeld of view of α = 0.86◦, a
quartz ﬁber, and an optical band pass ﬁlter12 with a center wavelength of 771.4 nm and
a FWHM of 11.2 nm. The bandpass is mounted directly in front of the entrance slit to
reduce stray light and suppress superpositions from other reﬂection orders of the grating.
Monochromator
The spectrometer is a multi pass Echelle monochromator13 with a focal length of 1250 mm
and a numerical aperture of f/15.3. The layout is illustrated in Figure 4.9. The diameter of
the objective mirror O is 90 mm. The usable slit height is limited by the vertical distance
between the grating and entrance mirror M1 to 3 mm. The grating size is 215× 68 mm2.
It has a rule density of 100 rules/mm. Despite the low rule density the Echelle grating can
achieve a high dispersion by optimization for a high angle of incidence, see Figure 4.10.





where n is the rule density and ϑ the blaze angle. The blaze wavelength for the 23rd order
is 788 nm, for the 24th it is 755 nm. For the measurements around 770 nm, the 23rd
11A more detailed description of the spectrometer system is given in [Greiner 1998]. The detector
is characterized in [Funk 1996].
12The band pass is a dielectric interference ﬁlter with a high maximum transmission of 77 % and
blocking transmission of < 10−4.
13Model: MPP1, Supplier: Aerolaser, Garmisch Partenkirchen, Germany.
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Figure 4.9: Optical layout of the grating spectrometer Aerolaser MPP1 (schematic). The
problem of the Littrow mount, that the reﬂected beam returns in the direction as the
incident beam, is solved by tilting the collimating mirror O and the grating. By changing
the tilt of the objective mirror and grating, the parallel beam can be aligned in a way,
that is reﬂected between the grating and M2, before it exits through O again. Since the
grating is hit several times, the resolution is increased. The multi pass option is not used
for this study.
order is chosen, since the eﬃciency of the grating is higher than in the 24th order. The





where f is the focal length and i is the angle of incidence, which is calculated from
2 sin i = k n λ. (4.23)
For the 23rd order the dispersion is 0.16 nm/mm. The resolution is determined by the
slit width and the spectral sampling by the multichannel detector, see below.14 The tem-
perature of the spectrometer is stabilized to 30 ◦C. An advantage of the system is its
compactness. The operable system has a size of 1500× 600× 500 mm3 and weighs 70 kg.
A sampling ratio of at least 5 pixels per FWHM of a spectral lines is required to avoid
interpolation errors in the analysis of the spectra, see [Roscoe et al. 1996]. The detector is
a 1024 channel photo diode array, see below. The dimensions of a single diode are 25 µm
14The theoretical resolution is given by Rt = λ∆λ = k n b, with the illuminated grating width b.
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Figure 4.10: Illustration of the functional principle of an Echelle grating. Maximum eﬃ-
ciency is obtained, if the angle of incidence i equals the blaze angle ϑ.
× 2.5 mm, the array length is 25.6 mm (≈ 1 in). The measured channel dispersion is 3.92
pm/channel, close to theoretical value of 4.1 pm/channel. The spectral range is 4.1 nm at
770 nm. Since the line width of (weak) oxygen lines is about 5 pm (1-2 channels) the slit is
opened up to 100 µm to achieve the required sampling ratio. This reduces the resolution
but increases the throughput. In order to achieve a higher resolution either the dispersion
must increase or the pixel pitch must be ﬁner. In the ﬁrst case the covered spectral range
decreases, in the second case the slit width must be reduced, which decreases throughput,
and the number of channels must be increased to achieve the same spectral range.15
The spectral decomposition of the spectrometer system is characterized by the dis-
persion function and the instrument function. The dispersion function gives the relation
between channel and wavelength. A nearly linear relation is typical for spectrometers with
large focal length. However a low order polynomial is used to approximate the function.
It can be easily inferred, since the wavelength of the oxygen absorption lines is known
very accurately. The dispersion function is shown in Figure 4.11. The instrument function
describes the response of the whole system to a delta peak on the wavelength scale. It
combines the diﬀraction patterns of the slit and the grating and the response function of
the detector. The result of the measurement can be expressed as the convolution of the
real spectrum with the instrument function
Im(λ) =
∫
Mλ(λ′) · Is(λ− λ′) dλ′ (4.24)
where Im is the measured signal and Is is the initial signal. The instrument function Mλ
usually is dependent on the wavelength.
Atomic emission lines from low pressure halogen spectral lamps can be used to measure
M . Krypton has two Kr I emission lines in the spectral range at 768.5244 nm and 769.4538
15For example a state of the art CCD array with 2048 × 512 13 µm-square pixels can achieve
nearly twice the resolution for the same spectral range, if the slit width is reduced to 50 µm. The
throughput can be held constant by doubling the used slit height.
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Figure 4.11: Dispersion function of the spectrometer. A polynomial ﬁt to the measured
positions of the oxygen lines was performed. The wavelengths are given for vacuum, like
the line positions in HITRAN.
nm (air wavelength). The second line is used since it is less wide, see Figure 4.12. The
measured function is a convolution of the atomic emission line and the instrument function.





2 . The emission line width is ≈ 2.5 pm =ˆ 0.65 channels.16 The instrument
function is ≈ 10 times as wide. Therefore the contribution of the emission line width could
be neglected. For a non-Gaussian shape this calculation is not valid. The true line shape
and width of the emission line is shown in Figure 4.12. The form of the asymmetries of
the Kr line and the measured line shape in Figure 4.13 are equal. It is therefore assumed,
that the shape of the real instrument function is Gaussian. The FWHM of the instrument
function is smaller than that of the measured line. The correct width is found by minimizing
the residual for direct light measurements, see Section 5.2. The resolution here is deﬁned
as the FWHM of the instrument function and is ∆λ = 19.4 pm (=ˆ0.32 cm−1) for 100 µm
slit width. The resolving power is R = 39700.
16A Pen-Ray®Krypton lamb was used. The nominal pressure is 130 Pa. The theoretical Doppler
FWHM is 0.97 pm for an operation temperature of 100 ◦C.
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Figure 4.12: High resolution measurement of the Krypton emission lines using the FTS





















Figure 4.13: The spectrum of a low pressure Kr I emission line is used to ﬁnd the in-
strument function. The asymmetry is due to the shape of the emission line. The real
instrument function has rather a Gaussian shape with slightly reduced FWHM.
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Multichannel Detector
The detector is based on a 1024 channel Si photo diode array17 with a 16 bit ADC18. The
readout electronics allows timed data acquisition and handles the communication with the
data system (PC) via a serial port. The quantum yield of the photo diode array is 250
mA/W or 0.402 e− per photon for 770 nm. The capacity is 10 pF. One binary unit (count)
corresponds to 2415 photo electrons. Beside the photo electron signal the measured signal
contains several unwanted contributions, in the sum called background. The ADC oﬀset
voltage corresponds to a mean signal of typically 900 counts.19 The ADC readout noise
must be considered as error contribution. Another background contribution is the dark
current of the photo diodes.20 It can be reduced signiﬁcantly by cooling the array chip.
Therefore it is cooled and stabilized to a temperature of -40 ◦C.21 The signal, corresponding
to the dark current, can be measured by shutting oﬀ the system from incoming light.22
The mean signal is typically 50 counts in 900 seconds. The shot noise, related to the
dark current must be considered in the error. Finally the relative, wavelength dependent
sensitivity of the whole system is required for its characterization. Main contributions
are the transmission function of the bandpass, the reﬂection eﬃciency of the mirrors
and grating, and the relative spectral sensitivity of the detector. All contributions are
summarized in the acceptance function. The correction of the measured spectra for the
background and the calculation of the error is described in Section 4.3.2.
4.2.2 Fourier Transform Spectrometer
A Bruker IFS120M23 FTS was used for even higher resolving measurements for calibra-
tion purposes. The results are presented in Section 5.1. The instrument is located at the
Harestua solar observatory in Norway (position: 60.2◦ N, 10.6◦ E, elevation: 560 m). The
light intake uses the sun tracker of the tower telescope which generates an image of the
sun disc of ≈ 1 cm diameter on the entrance aperture. The aperture is set to 0.5 mm for
the highest resolution, therefore only light from the center of the sun is collected. The
spectrometer uses a modiﬁed 30◦ Michelson interferometer for the spectral decomposition.
17Manufacturer: Hamamatsu, Type: S5931-1024S
18Analogue to digital converter.
19Measured as mean of all channels for a high number (1000) of readout processes.
20Due to thermal activation of electrons in the semiconductor, photo diodes show a low current
through the depletion area, even without electrons activated by the inner photo eﬀect.
21The used detector allows thermoelectric cooling by a three stage Peltier cascade to -60 ◦C below
the ambient temperature. In order to guarantee the -40 ◦C, the secondary side of the cascade is
cooled by a closed-circle water cooler based on a compressor cryostat.
22By covering only the telescope, all unwanted external light is also measured together with the
dark current.
23The spectrometer is owned by the IVL, Swedish Environmental Research Institute. Measure-
ment time was kindly provided by Bo Galle.
4.2. INSTRUMENTATION 69
   
    
 
  
  	       "   
  
  






            
 	 





Figure 4.14: Optical layout of the Bruker IFS120M spectrometer. The optical path dif-
ference x′ is given by 2x, where x is the diﬀerence in the distances of the ﬁxed corner cub
mirror C1 and the scanning mirror C2 from the beam splitter. The size of the apertures
A1 and A2 is depending on the desired resolution. Depending on the OPD and the
wavelength, there is constructive or destructive interference at the detector.
The layout is described in Figure 4.14. The focal length of the collimator oﬀ axis mirrors
M0-M2 is 220 mm, the parallel beam diameter is 63.5 mm, the numerical aperture f/3.5.
The beam splitter is made of Quartz glass and the detector is based on a Si photo diode
with a 16 bit ADC.24 The acquisition processor can store and process interferograms up
to a length of 106 samples. For a monochromatic light source at frequency ν, the detector
signal I(x) (transmission of the interferometer) is given by a cosine function:
I(x) = S(ν) · cos(2πνx) (4.25)
where x is the moving mirror displacement. I(x) is the Fourier transform of a delta func-
tion. With Equation 4.25, the zero crossing of a HeNe laser can be used to measure the
exact mirror position in units of the laser wavelength. The interferogram is sampled dis-
cretely at these zero crossings.25 It is given by the discrete Fourier transform (DFT) of
24The spectrometer is usually used for IR measurements. Therefore the beam splitter and de-
tector had to be exchanged. These components were kindly provided by Bruker Optik GmbH,
Ettlingen, Germany.
25If the measured signal contains wavelength, lower than the HeNe wavelength of 632 nm, the
distance between two zero crossings is divided into an integer fraction to obtain the sampling
positions.













The spacing of the interferogram and the spectrum are related by δν = 1/(N δx). The










Since the ordinate values of the interferogram are deﬁned by the laser zero crossings, the
frequency/wavelength scale is calibrated. Typical precisions are 0.01 cm−1. The resolution





The maximal resolution is 0.0035 cm−1, corresponding to a scanner length of xmax ≈ 1.3
m. The time, required for a complete scan of the interferogram, is depending on the mirror
velocity, which itself is limited by the speed of the detector/ADC. The sampling frequency
of the Si diode is maximal 10 kHz. The measurements were made at a resolution of 0.01
cm−1. This corresponds to d = 90 cm, xmax = 45 cm, or 1.42 ·106 samples. For a sampling
frequency of 10 kHz the scan takes 142 seconds, the mirror velocity is 0.316 cm/s (the
optical velocity is 0.632 cm/s).
The ﬁnite length of the interferogram introduces an instrumental line shape, i.e. re-
sponse to a delta peak on the wavelength scale. In case of a Box-car cutoﬀ26, i.e. abrupt
truncation at the end of the record, the sinc function is obtained as instrumental line
shape M :
M(ν) = 2d sincπ(2dν) with sincπ(y) =
{
sin(πy)
πy : y = 0
1 : y = 0
(4.29)
The sincπ function for d = 90 cm is plotted in Figure 4.15. If fewer side lobes are desired,
a less abrupt cutoﬀ function, called apodization, can be used. The instrument function is
then given by the Fourier transform of the apodization function.
All received photons contribute to photoelectron shot noise. Therefore the noise of the
system is dependant on the used spectral bandwidth. An optical bandpass ﬁlter is used
to reduce the spectral bandwidth to ≈ 20 nm.27 An example of a measured spectrum is
plotted in Figure 4.16.
26BX(x′) = 0 for x′ > d and 1 for x′ ≤ d.
27The used interference ﬁlter is the same as for the grating spectrometer measurements, see
Section 4.2.1.
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Figure 4.15: The instrument function of the FTS for Box-car (no) apodization is given
by the sinc function.
Finally two problems of FT spectroscopy for atmospheric applications will be discussed.
They are based on the fact, that all changes of the detector signal28 are interpreted as a
result of the interference. Therefore the incoming intensity must remain constant during
the measurement time, which can be quite long for high resolutions. For atmospheric
measurements the sky radiance can be highly variable. Therefore FTIR measurements are
usually only possible for clear sky, where this variability becomes negligible. The eﬀect
of variable intensity on direct light measurements is shown in Figure 4.17. A possible
correction is given by division of the interferogram by the momentary light intensity for
each sample prior to the DFT. This can be done by logging the DC part of the detector
signal.
For scattered light measurements of clouds the situation is more complicated. The sky
brightness is usually highly variable. Additionally the spectrum itself is changing, due to
variations in the photon pathlengths distribution during the measurement period, i.e. dif-
ferent parts of the interferogram are valid for diﬀerent spectra only. Therefore the FT of
this perturbed interferogram is not well deﬁned. It is yet to inspect, if the above correc-
tion for the changing brightness can produce a ’sensible’ spectrum, and further, how it
eﬀects the temporal (intensity weighted) averaging of the changing pathlengths distribu-
tion during the measurement. For an instantaneous spectral decomposition, as performed
by a grating spectrometer, this problem vanish. The scanning period is therefore limited
28The photo diode preampliﬁer is AC-coupled to the ADC.
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Figure 4.16: FTS measurement of the oxygen A-band with 0.01 cm−1 =ˆ 0.59 pm. It is
possible to measure a wide spectral range at high resolution. The envelope is the ﬁlter
transmission function, which is more symmetric than it appears. Practically all light is
absorbed in the R-branch at 759− 762 nm for this measurement.
to the time, in which no signiﬁcant change in the pathlengths distribution occurs. This
requirement limits the achievable spectral resolution. A process which reduces the vari-
ability of radiative quantities, induced by the highly variable cloud structure, is radiative
smoothing, see Section 2.4. High spacial averaging, e.g. satellite measurements with large
footprint areas, might reduce this variation as well.29
29Additionally the eﬀect of the pathlengths distribution on the spectrum is less strong for refec-
tion. However it will become important for highly inhomogeneous cloud scenes.
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Figure 4.17: Spectral artifacts due to changing light intensity in FTS. The passing of a
thin cirrus cloud reduced the direct light intensity by a factor of ≈ 2 at optical path
diﬀerences between 3-7 cm for spectrum no. 48 (red lines). Other variations are likely.
The result of the FT is a completely deformed spectrum. Only weak variations can cause
deformed line shapes and ’ghost’ lines, see insert.
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4.3 Spectrum Evaluation
This section describes the method and model underlying the data analysis. In case of
constant line shapes (generally speaking cross section references), Equation 3.4 can be
linearized in the cross sections by taking the logarithm of the intensity spectrum, i.e.
switching into optical depth space. However, shifts between the cross section spectra and
the measured spectrum introduce nonlinearities in the model, Stutz and Platt [1996].30
A linear model does not work for strong absorbers at high resolution. In this case the
convolution with the instrument function can not be done in optical depth space, i.e. the
sequence of convolution and taking the logarithm can not be exchanged. If the intensity
is close to zero, the logarithm diverges. This problem is further fortiﬁed by noise. If the
pathlength is not constant, the line shape is modiﬁed depending on the the pathlengths
distribution, Sections 3.2 and 4.3.5. The model then can not be linearized, and a nonlinear
ﬁt of the measured intensities is required.
4.3.1 Nonlinear Least Squares
All known processes, that inﬂuence the quantities of interest, here the spectrum, are com-
bined in the model for these quantities. Each process is represented by a set of parameters.
The model is described by a set of N functions {fi} in these parameters.
xi = fi(p) (4.30)
Since the measurement is generally subject to errors, the eﬀect of these errors on the pa-
rameters is of interest. The measurement errors combine statistical errors and systematical
errors. Additionally the model possibly lacks relevant processes or contains inappropriate
or inaccurate process descriptions. This will lead to systematical errors in the retrieved
quantities.
The measurement process itself can be represented by the relation between the mea-
sured quantities mi and the real quantities x′i.
m = M · x′ + e (4.31)
An ideal measurement is represented by the unit matrix for M and the zero vector for the
error vector e. Generally the instrument, used for the measurement, introduces correlations
between the measured values, i.e. M has other entries than in the main diagonal. For
spectroscopic measurements M is given by the instrument functions {Mλ}, see Equation
4.24. Here e shall only contains the statistical error with mean zero. e is therefore left
away. However the variances of the measurements V′, with V ′i,i = σ
2
i enter the analysis.
30Such shifts can be caused e.g. by thermal extension of the spectrometer, or changes in the
index of refraction inside the spectrometer.
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If the inﬂuence of the measurement is not part of the model, i.e. the real quantities are
modeled, the corresponding ’measured real’ values can be obtained by x = M−1 ·m, if
M is invertible. In the following it is assumed, that the inﬂuence of the measurement is
part of the model, and measured and modeled quantities are compared directly.31 The
aim of the data analysis is to ﬁnd the set of parameters, that describes the measurement
according to the model. This is done by minimizing the diﬀerence between measurement
and model. A general method is given by least squares ﬁtting.32 In the general case of data
with correlations, the quantity S is deﬁned as:
S(p) = ∆xT ·V′−1 ·∆x (4.32)
with ∆xi = (xi(p)−mi) (4.33)
∆x is called the residual vector. The correlation coeﬃcients ρij can be calculated from




j in the covariance matrix V
′
ij = σij . In case of uncorrelated







In the special case of normally distributed measurement errors, S follows a χ2-distribution,
the symbol χ2 is then often used instead of S, and the method is referred to as chi-square
ﬁtting.33 The problem is than stated as follows:
ﬁnd p∗ that S(p∗) = min {S(p)} ∀ p (4.35)
If the model is linear in all parameters, the functions fi can be represented by the design
matrix A: x = A ·p. The linear least squares problem can be solved analytically involving
a simple matrix inversion of A,34 see e.g. [Eadie et al. 1971; Blobel and Lohrmann 1998].
Errors are also readily calculated from V′. In the case of a nonlinear model either ap-
proximations or more complex numerical methods like searches or iterative procedures
are needed to ﬁnd p∗. This study uses a modiﬁed Levenberg Marquard method and other
gradient methods as implemented in the MIGRAD minimizer of MINUIT are used. Gen-
eral descriptions can be found in standard literature, e.g. [Blobel and Lohrmann 1998]
31This bears two advantages. First the matrix M−1 is not needed, and it might be diﬃcult to
compute, and secondly correlations between the measurements are avoided.
32The justiﬁcation for this method arises from its relation to the maximum likelihood method.
The likelihood function is considered the ideal estimator for general problems in a statistical
sense, For independent measurements, see Equation 4.34, both estimators are equivalent, see
[Eadie et al. 1971, 8.4,8.5]. In most other cases S, as deﬁned in Equation 4.33, remains a good
estimator.
33The terms chi-square ﬁtting and least squares ﬁtting are often used equivalently, even though
this is not correct in a strict sense for general cases.
34With a few restrictions to A.
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Table 4.3: ∆χ2 values for diﬀerent conﬁdence levels and number of parameters.
conﬁdence npar = 1 2 3 4 5 6
68.3 % 1.00 2.30 3.53 4.72 5.89 7.04
95.4 % ∆χ2 = 4.00 6.17 8.02 9.70 11.3 12.8
99.7 % 9.00 11.8 14.2 16.3 18.2 20.1
and [Press et al. 1986]. Detailed descriptions of the used routines can be found in
[More´ et al. 1980] and [MINUIT 1992].
Once the optimal parameters are found, the errors need to be estimated. The conﬁdence
region, i.e. the error, of a parameter depends on the desired conﬁdence, e.g. 68 %, 95
%, 99 %. For multidimensional ﬁts the error must be clearly deﬁned to avoid mistakes
in the interpretation. The precise interpretation of the single-parameter error ∆p+/−i of
the parameter pi for a conﬁdence level of c is: The probability, that the true value of
parameter pi falls into [pi − ∆p−i , pi + ∆p+i ], is c. Nothing is said about the value of
the other parameters. For normally distributed measurement errors, i.e. the proper χ2
case35, the single-parameter errors for the conﬁdence c=1, 2, 3 referring to 68 %, 95 %,




∆χ2 with ∆χ2 = c2, where χ2min(pi) is the minimum χ
2(p) for the ﬁxed value pi with
respect to all variable parameters. This method is implemented in the MINUIT function
MINOS. Alternatively the Hesse matrix Hi,j = ∂
2S
∂pi∂pj
can be used to calculate symmetric
errors for the parabolically approximated S function. The error matrix V is obtained
from E = H−1 · c2, see [MINUIT 1992]. Both methods include error contribution due to
correlations with other parameters. Unless otherwise stated, HESSE errors are given.36 In
general, the probability, that all parameters p fall into [p−∆p−,p+∆p+] is less than c,
depending on the number of parameter. If a simultaneous statement about the conﬁdence
regions of more than one parameter is desired, the conﬁdence regions for all parameters
for the hypercontour {p ∣∣χ2(p) = χ2(p∗) + ∆χ2 }, with probability contents equal to the
desired conﬁdence, need to be calculated. This is done by MINOS, if the value of ∆S is
chosen according to Table 4.3.37
35In other cases, a correct error estimation can be done, using the maximum likelihood method,
[Blobel and Lohrmann 1998, 6.4].
36In practice, HESSE and MINOS errors have turned out to be similar, with the HESSE error
lying between the absolute MINOS errors. Since MINOS errors are more extensive to calculate,
usually HESSE errors are used.
37These values are taken from tables of the integrated χ2 function, e.g. in
[Bronstein and Semendjajew 1991]. More detailed tables are included in [MINUIT 1992;
Press et al. 1986].
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4.3.2 Measured Spectra
The preparation of the measured data is depending on the used instrument. In case of
the grating spectrometer, the raw detector signal must be corrected for the background.
If O is the oﬀset vector, containing the sum of a large number of a scans NO without
illumination, and D is the dark current vector, containing scans for a long time TD but












where N is the number of channels, Tm the measurement time and Nm is the number of
scans added up for the measured spectrum. Here it is assumed, that the dark current is





where m′ is the spectrum vector, and a is the vector, containing the relative acceptances
of the individual channel, free from background. It can be gained by measuring a structure
free light source without absorption.39 Additionally the error vector, i.e. vector of standard
deviations40, is required. The main source of error is the shot noise of the photo electrons.
It is distributed according to a Poisson distribution. For large numbers it converges to the
normal distribution, the assumptions for chi square ﬁtting are therefore met. The standard
deviation is calculated by: σs,i =
√
g · (m′i − bi)/g, where g is the number of electrons
corresponding to 1 count. Additionally the detector noise contributes. The variance σ2o of











Another instrumental error is the shot noise of the dark current. It can be calculated from
µd by σd =
√
g · µd/g. These error contributions add up quadratically to σ′i. Finally the











g · ai/g. The resulting vectors m and σ are normalized by division by
max{mi}.
38In case of single channels with signiﬁcantly higher dark current, so-called hot pixels, this
assumption is not valid, and a channel-by-channel correction of the dark current has to be applied.
39A halogen lamp (type: Osram Xenophot), is mounted directly in front of the telescope.
40Since normally distributed errors are assumed.
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In case of the FTS measurements, no background corrections is needed. The AC cou-
pling of the photdiode/ADC removes any constant light pedestal and dark current, and the
ADC oﬀset is removed by the DFT. The measurement error (in the spectrum) can not be
calculated from the signal (in the interferogram), since the conversion is not known. The
1σ error is therefore calculated from the residual of the least squares ﬁt of a representative
spectrum and then scaled according to the intensities in the current spectrum.
4.3.3 Spectroscopic Model
The description of the relevant physical process is given by Equation 3.4, i.e. Beer’s law for
the absorption of light. The absorption cross section and the number densities are assumed
to be known, and are therefore ﬁxed parameters in the model. The only free parameters
are related to the pathlength in the atmosphere. Since pathlengths here are always given
in units of the vertical pathlength through the atmosphere, exponent in Beer’s law is given
in units of the vertical optical depth, see section 9. The free parameter for direct light mea-
surements is then given by the air mass factor, see 5. Since the AMF of the measurement
is known, the direct light measurements can be used to validate the used spectroscopic
model. The spectroscopic model provides vertical optical depth references for the individ-
ual absorption lines of oxygen with high, i.e. line shape resolving, spectral resolution, the
base references Ri. The typical resolution is 0.1 pm (0.002 cm−1) or 0.05 pm. Since the
needed parameters are not constant in the atmosphere, a discretization of the atmosphere
is performed. The atmospheric model divides the atmosphere in natm layers with equal
vertical column and uses radiosonde data to derive the layer boundaries, the mean pres-
sure and the pressure-weighted mean temperature.41 The mean layer temperature is used
to calculate the line strength according to Equation 4.11. Either Voigt or Galatry proﬁles
are calculated for the layer pressure pi and temperature Ti. The Voigt proﬁle is calculated
either by numerical convolution or by DFT of the correlation function,42 the Galatry pro-
ﬁle only by DFT, see section 4.1.3. The base references are calculated by multiplying the




ci · σi(Tl, pl, λ) (4.40)
So far only processes occurring in the earth’s atmosphere have been considered. Spec-
tral structures of the light source must be included in the model, i.e. I0(λ) must be known
in the model resolution. The solar spectrum shows strong absorption structures, origi-
nating from atomic absorption in the photosphere, known as the Fraunhofer lines. Since
no ’top of the atmosphere’ solar spectrum is available yet, this Fraunhofer reference is
41The atmospheric model is contained in the program atmosphere, see B.15.
42Both methods yield the same proﬁle. The numerical convolution is usually faster, depending
on the resolution.
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Figure 4.18: Fraunhofer reference spectrum F as generated from the Kitt Peak spectrum.
The stronger lines are designated by the absorbing element and their degree of ionization.




















Figure 4.19: Fit result of the direct light model to the Kitt Peak spectrum. I0 is obtained
by dividing both spectra. F is then the logarithm of the transmission spectrum.
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generated from existing ground based measurements.43 These spectra necessarily contain
a large amount of oxygen absorption, which must be removed. The chosen base spectrum
is taken from the Kitt Peak Solar Flux Atlas, [Kurucz et al. 1984]. It is a high resolution,
high signal-to-noise FTS measurement conducted at the Kitt Peak National Observatory,
Tucson, Arizona (31◦57’36.3” N, 111◦35’40.83”W, elevation: 2096 m) on March 25th.,
1981. The resolution is speciﬁed as 1.5 pm, the resolving power as 522 990. No instrumen-
tal line shape is used, since the type of apodization is not known. The model did ﬁt well
though. The mean air mass factor of the two hour measurement (13:06:26 to 15:04:08,
local time, scan no. 13: 753.9–999.7 nm, the Kitt Peak spectrum uses air wavelengths)
was 1.31. The ground pressure was 803.3 hPa, meteorological data is obtained from the
Goddard NMC archive.44 The oxygen absorption lines are then ﬁtted using the direct
light ﬁt as described below. An initial I0 of unity is used, and all regions that contain
Fraunhofer lines are excluded from the ﬁt. Fit coeﬃcients ai for oxygen lines overlapped
by Fraunhofer lines, are ﬁxed to the air mass factor. Their positions are linked to oxygen
lines outside the Fraunhofer lines. The Fraunhofer reference then is obtained by divid-
ing the initial spectrum by the oxygen line spectrum, see Figure 4.19. The logarithm is
taken to generate the optical depth reference, referred to as F (λ). The resulting spectrum
is plotted in Figure 4.18. The elements, referring to the individual Fraunhofer lines, are
taken from [Swensson et al. 1970].
4.3.4 Direct Light Measurements











where a0 is the Fraunhofer ﬁt coeﬃcient and ai are the retrieved air mass factors for the
individual lines. The inﬂuence of the measurement is included in the model by convolution
with the instrument function(s) fλ
I ′(λ) = I ∗ fλ (4.42)






I ′(λ′) dλ′ (4.43)
43Measurements on board of high ﬂying platforms, like balloons or satellites, do not have the
required resolution.
44Pressure and temperature proﬁles for 12:00 UT can be requested by sending an email with sub-
ject metprofile date long lat (e.g. here: metprofile 810325 -111.9 31.6) to the Goddard
automailer: science@hyperion.gsfc.nasa.gov.
4.3. SPECTRUM EVALUATION 81
where ∆λi is the channel dispersion for channel i. The ﬁnal model values are calculated
as
xi = Pm(pm, i) · I ′′i + Pa(pa, i) (4.44)
where Pm and Pa are a multiplicative and additive polynomial of degree nm and na,
respectively.





j · ij (4.45)
The multiplicative polynomial accounts for broad band eﬀects. Broad band eﬀects can
be radiative transfer eﬀects, like extinction due to scattering or continuum absorption,
or instrumental eﬀect, not accounted for in the preparation of the measured data. The
additive polynomial accounts for a possible stray light pedestal.
4.3.5 Retrieval of Pathlengths Distributions
A direct path is assumed above the cloud top. Absorption above the cloud is therefore






The shifts are ﬁxed according to the result from the direct light model ﬁt, in order to
reduce the number of free parameters. The high resolution part of the model is:
I(λ) = exp
{−(a¯0 · F (λ+ s¯0) +AMF ·Ra(λ))} · Tcloud(λ) (4.47)
where Tcloud is the transmission of the atmosphere below the cloud top, and depends on
the pathlength distribution. Tcloud is calculated according to model (c) in Section 9. P






Pi(ppdf ) exp {−li ·Rc(λ)} (4.48)
where Rc(λ) is the vertical optical depth up to the cloud top. Only the PDF model
parameters ppdf are free.45 The high resolution spectrum is then converted to the measured
spectrum as in the direct light model, see Equations 4.42 to 4.44.
45For high npdf Equation 4.48 becomes computationally expensive. At a resolution of 0.1 pm,
30000 λi are needed for a spectral interval of 3 nm. Each of these transmissions requires npdf eval-
uations of the exponential function. Since Tcloud depends only on V ODi(λ) for a given pathlengths
distribution it can be represented by a look up table (LUT), which contains the precalculated values
for nlut diﬀerent arguments. However test have shown, that the discretization of the LUT is critical
since it can introduce a bias. LUTs were therefore not used.
82 CHAPTER 4. OXYGEN A-BAND SPECTROSCOPY
Table 4.4: Results of the test of the pathlengths distribution retrieval for a synthetic
spectrum. The instrument function is altered to check its inﬂuence on the retrieval.
Shifted Gamma distributions are used.
p1 p2 p3 m1 m2
initial PDF 5.00 2.00 1.00 6.00 48.37
ﬁt with same instrument function 4.99 1.98 1.00 5.99 48.39
instrument function: Gauss with equal FWHM 5.03 1.62 1.00 6.03 51.60
instrument function width +2% 4.83 2.94 1.00 5.83 41.88
instrument function width -2% 5.16 1.45 1.00 6.15 55.48
The model is tested by analyzing a synthetic spectrum. The results are shown in Table
4.4 and Figures 4.20 and 4.21. Since the pathlengths distribution modiﬁes the line shape,
the accuracy of the instrument function is critical for the retrieval. The width and shape
of the instrument function where changed between spectrum generation and evaluation.
A 2 % change in width of the instrument function causes an error of ≈ 3 % in the mean
and ≈ 15 % in the second moment. If a Gaussian instrument function with equal FWHM
is used, the mean is still accurate but the second moment has a relative error of ≈ 7 %.
These deviations will depend strongly on the pathlengths distribution. This case is only
an example. The sensitivity of the result on errors in the instrument function must be
tested for each evaluation.
Another retrieval method, as described in [Pfeilsticker et al. 1998] uses a curve of
growth for direct light to convert measured transmissions in the line center to ’real’ trans-
missions. Since the curve of growth depends on the pathlength distribution this introduces
a systematic bias. This bias is tested for a synthetic spectrum. The direct light model is
used to to ﬁnd the ’real’ transmissions. The use of the direct light model and restriction
of the ﬁt to the line centers is equivalent to the use of a curve of growth for direct light.
The transmissions are taken from the high resolution spectrum for the ﬁt result. Model (c)
from section 9 is then used to ﬁnd the pathlengths distributions from the transmissions.
The result are shown in Table 4.5 and Figures 4.22 and 4.23. A 2.2 % error in the mean
and a 15 % error in the second moment is found for the used PDF. The information on
the shape of the PDF is basically lost. The deviation is even worse, if not only the line
centers, but the whole spectrum is used for the ﬁt, see PDF 1 in Figure 4.23.
These results demonstrates, that the information on the pathlengths distribution is
already contained in the line shape of a single (strong) absorption line. The line shape is
not resolved in the present measurements. The retrieval of the pathlengths distribution
from only one line is therefore not accurate. A set of absorption lines, covering a wide range
of optical depth, is used instead. This increases the reliability of the retrieval. Figure 4.24
shows the contribution of diﬀerent vertical optical depths to the spectrum for a single line
and the whole spectrum (768–771.5 nm), both for high resolution and the measurement
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Figure 4.20: Modeled and ﬁtted spectra for the simulation. The ﬁt compensates for the
change in the instrument function by altering the pathlengths distribution. Even though
the ﬁtted spectrum agrees well, the retrieved pathlengths distribution shows a systematic
error.





















Figure 4.21: Initial and ﬁtted PDFs for the simulation. A diﬀerence of 10 % in the second
moment changes the shape of the Gamma type PDF signiﬁcantly.






































Figure 4.22: Initial and ﬁtted spectra for the direct light model. Only the line centers are
included in the ﬁt.














Figure 4.23: Initial and ﬁtted PDFs for the direct light model. PDF 2 is gained by only
ﬁtting the line centers only, while . The whole line was used for PDF 1.








































Figure 4.24: Cumulative composition of the spectrum from 768–771.5 nm for vertical
optical depth ≥ 1 %. Lines are for high resolution, symbols for the measurement reso-
lution.
resolution. The number of spectral samples with V OD ≥ 1 % increases by a factor of ≈ 6
for the whole spectrum (15 lines) compared to a single line. This is due to the decreasing
strength of the lines. The increased proportion of lower V ODs makes the retrieval more
stable.
The calculated errors are only valid if the goodness of the ﬁt is given. If the residual has
a standard deviation of > O(1) per channel the error vector is multiplied by the standard
deviation of the residual. Than the error is calculated by using the ∆χ for the desired
conﬁdence and the number of free PDF model parameters. This yield reliable errors in the
parameters ∆pi. The error in the ﬁrst and second moment is calculated by linear expansion







Table 4.5: The retrieval, based on a curve of growth for direct light or the direct light
model for the individual lines, shows a signiﬁcant systematic error.
p1 p2 p3 m1 m2
initial PDF 3.00 2.00 1.00 4.00 20.26
direct light model / model (c) Gamma:
whole line (PDF 1) 2.88 6.78 1.00 3.88 16.32
line center (PDF 2) 2.91 4.66 1.00 3.91 17.13
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If the model is locally very non-linear or the parameter error is large, the errors for the
moments can become inaccurate. The correct error of the moments can only be calculated
by the ﬁt if the model is expressed as function of the moments. This is often not possible.
For the Gamma function the ﬁrst PDF model parameter is the mean. The error of the
mean is therefore reliable.
4.3.6 Cloud Optical Depth
The retrieval of the pathlengths distributions also yields the high resolution transmission
spectrum for the measurement. These transmissions can be compared to those calculated
by a radiative transfer model. The discrete ordinate model presented in Section 3.4.1 is
used to for the radiative transfer calculations. Several cloud layers can be included. The
free model parameters are the cloud optical depths τc,i of these layers. A least squares ﬁt is
used to ﬁnd the τ∗c,i for which the diﬀerential transmissions from the RT model agree best
with those gained from the retrieved pathlengths distribution. In this case the ’measured’
values are the transmissions for the whole atmosphere:





Pi(ppdf ) exp {−li ·R(λi)} (4.50)
where the λi are the centers of the oxygen lines. The absorption cross sections for the
individual layers l, σλi,l, are required for the RT model. The modeled values are given by:
xi = TRT (τc,1 . . . τc,nc, σλi,l) (4.51)
Since the transmission at a certain wavelength is only depending on the pathlengths distri-
bution, this method yields the equivalent optical thicknesses of homogeneous cloud layers
which result in a similar pathlengths distribution.
Chapter 5
Direct Light Measurements
The path through the atmosphere is known for direct light measurements. These mea-
surements are therefore suited for the validation of the spectroscopic and atmospheric
model. Additionally the accuracy of the spectroscopic data and the proper modeling of
the instrumental eﬀects is checked. The measurements are done at high (line resolving)
resolution with the FT spectrometer, but also with the grating spectrometer, that is used
for the pathlengths distribution measurements.
5.1 High Resolution FTS Measurements
The measurements with the FTS described in Section 4.2.2 were planned for Oct. 18th
to 29th, 1999. Unfortunately, weather conditions allowed measurements only on Oct. 28th
and 29th. Even on these days, many measurements were perturbed by high cloud layers.
Therefore there are no measurements for certain AMFs. The meteorologic data is taken
from nearby radiosonde launches. The minimum SZA was 73.2◦, corresponding to an
AMF of 3.3. The direct light air mass factors are calculated for the sun-zenith distance
at the measurement time. The used ray tracing model takes diﬀraction and the absorber
proﬁle into account, see [Frank 1991]. The resolution for the FTS measurements is set to
0.01 cm−1 =ˆ 0.59 pm. The spectral range is limited by the width of the interference ﬁlter to
763–778 nm. Only the region from 767.74 to 771.88 nm is used here. The spectrum consists
of ≈ 16k points. It is subdivided into 6 regions to reduce the number of degrees of freedom
for each ﬁt. Only a multiplicative polynomial (2. degree) is used. Galatry line proﬁles for a
model resolution of 5e-5 nm (=ˆ 0.001 cm−1) are calculated. This corresponds to 83k points.
The sinc function for the 0.01 cm−1 resolution is used as instrument function. A binning,
as used for the photo diode array detector is not used here. Instead the result of the
convolution is interpolated at the measured wavelengths. Lines from the same branch are
linked together with respect to shifts, if one line overlaps with a line from other branches
or a Fraunhofer line. This is required to avoid ambiguities of the ﬁt. An example of the
87
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Figure 5.2: Results form the high resolution direct light measurements for the (0,0) lines.
The RW measurements are limited to N ≤ 29. For higher N , deviations are found and
corrected.
measured spectrum and the ﬁt result is given in Figure 5.1. The overall agreement is very
good. The noise in the spectrum was calculated from the structure free region around 770.9
nm. The resulting average χ2∗ is ≈ 1 per channel. The numerical ﬁt errors are therefore
representative.
The individual Fraunhofer lines show diﬀerent line strengths compared to the Kitt
Peak spectrum, see Section 4.3.3. A reason for this diﬀerence is possibly, that light from
the whole sun disk was used for the Kitt Peak spectrum, while the present measurements
only use light, emitted from the center of the sun disk. Variations of the depth of absorption
lines in stellar spectra from the center to the edge of the star are known to astronomers.1
1This eﬀect is based on a change of the eﬀective depth, from which the light escapes from the
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Figure 5.3: Pressure broadened widths of the (0,0) transitions. A linear regression (with
errors as weights) to the values of RW is used for a linear extrapolation. Additionally the
extrapolated values from Gamache et al. [1998] are given.
The depth of the line is reduced towards the edge of the sun. The lines appear stronger,
if only light from the center is used. This eﬀect amounts to 5 – 10 % for the Si, Mg, K,
Fe and Ni lines. Therefore a Fraunhofer reference was generated from a measurement for
a low air mass according to Section 4.3.3.
The ﬁt coeﬃcients for the references should be equal to the air mass factor for direct
light measurements. The results for the (0,0) lines are shown in Figure 5.2. A very good
agreement is found, if the pressure broadened width γp from [Ritter and Wilkerson 1987]
(RW) are used. Since they only measured lines with N up to 29, the γp values for higher N
photosphere, depending on the absorption strength. A detailed analysis of the change in emission
brightness and absorption strength yields, that the depth of a line is reduced towards the edge
of star, i.e. for longer direct paths through the photosphere, see e.g. [Unso¨ld and Baschek 1999,
7.2.4].
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Figure 5.4: Results from the high resolution direct light measurements for (1,1) lines.
A constant deviation of ≈ 9 % is found for all lines of this system. The green symbols
show the results of the correction.







































































Figure 5.5: Deviation of the line strength of the (1,1) lines. The red line indicates the
mean deviation calculated by a χ2 ﬁt.
must be extrapolated. [Gamache et al. 1998] used an extrapolation leading to an asymp-
totic limit of γp = 0.032 cm−1 for N ≥ 40, see Figure 5.3. While there certainly is a
justiﬁcation for such a limit, the damping of the decrease in width they use, seems to be
to fast. This lead to a deviation of the ﬁt coeﬃcient from the AMF for large AMFs. If a
linear extrapolation is used, the agreement is better, see Figure 5.2 (c). This extrapolation
is used to calculate the γp for the PP/PQ 31 to 35 lines. The RW γp for the PP 27,27
line is a bit lower than the value from the linear regression. A better agreement is found,
if the interpolated value is used, see Figure 5.2 (b). The line strengths of the PP 35,35
and PQ 35,34 lines in HITRAN96 seem to be too weak. The result for the PQ 35,34 line
is given in Figure 5.2 (d). The mean ratio ai/AMF is 1.045. Therefore the line strengths
are corrected for by this factor. All corrected values are listed in Table C.2.
The results for the (1,1) lines are displayed in Figure 5.4. All lines show a similar oﬀset.
The fact, that the oﬀset is independent of the AMF indicates, that the line widths are
correct within the errors but the line strengths are systematically to low. The mean oﬀset
for the individual lines is shown in Figure 5.5. The mean of these deviations is +8.4 %. A
χ2 ﬁt with a constant, using the standard deviations as weight, yields +9.1 ± 0.64 %. If
this factor is used to correct the line strengths, the resulting ﬁt coeﬃcients agree with the
AMF within the error, see Figure 5.4.
These measurements demonstrate the accuracy of the spectroscopic and atmospheric
model used in this study. The spectroscopic data from HITRAN96 and RW is very accu-
rate. However there are deviations for the rotationally highly exited transitions and for
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the overall band strength of the (1,1) band that must be corrected. These corrections gain
importance, since the retrieval of the pathlengths distributions strongly depends on the
line shape.
5.2 Grating Spectrometer Measurements
The direct light measurements with the grating spectrometer are made to conﬁrm the
validity of the above correction at the lower resolution and to check the accuracy of
the instrument function. These measurements were made on Oct. 19th, 1998 during the
Clare98 campaign with the same set-up, that is used for the pathlengths measurements,
see Section 6.1, . Precise meteorological information from radiosondes is supplied by the
British Met. Oﬃce. The minimum SZA is 60.8◦ corresponding to an air mass factor of
2.04. An example spectrum and the ﬁt result is given in Figure 5.7. The measured spectrum
consist of 1000 points. A multiplicative polynomial (2. degree) and an additive constant
(polynomial of 0. degree) is used. Galatry line proﬁles for a model resolution of 5e-5 nm
are calculated. The Fraunhofer reference, calculated from the Kitt Peak spectrum, with a
ﬁt coeﬃcient ﬁxed to 1 is used. The agreement of the line depth is good. The ﬁeld of view
of the telescope (1◦), is bigger than the diameter of the sun (≈ 0.5◦). As shown in Section
4.2.1, the measured instrument function is the convolution of a narrow atomic emission line
and the real instrument function. The shape of the real instrument function is assumed to
be Gaussian. The FWHM is found by minimizing the residual. A minimal residual is found,
if a Gauss, with FWHM 6.5 % lower than the measured FWHM, is used.2 The measured
line shapes are modeled very accurately, indicating a high accuracy of the used instrument
function. There are structures on the base line that are not modeled, and that are larger
2The correct instrument function could be gained by deconvolution of the measured line shape
with the Krypton line shape. A deconvolution, based on numerical inversion of the transfer matrix
(with the Krypton line shape around the diagonal) was tired without success. The transfer matrix
is ill-conditioned (singular). A deconvolution might still be possible, if the matrix is made regular.
Regularization methods are described e.g. in [Blobel and Lohrmann 1998]. However this has not
been tried so far.
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Figure 5.6: The standard deviation of the residual structure is larger than the calculated
statistical noise.
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Figure 5.8: Results form the direct light measurements for (0,0) lines. The correction,
described above, are applied. The numerical ﬁt errors are multiplied by 10, see text. All
lines show good agreement within the error.






































Figure 5.9: Results form the direct light measurements for two exemplary (1,1) lines.
The line strength correction is required to achieve agreement.
than the noise, calculated according to Section 4.3.2. Figure 5.6 shows the residual. The
goodness of the ﬁt is not given. The average χ2∗ is of the order of 100 per channel. The
standard deviation of the residual is ≈ 2.5E-3, while the calculated measurement error
is 1.5E-4 on average. The numerical (statistical) ﬁt errors are therefore not valid. For a
rough estimate, the resulting ﬁt errors must be multiplied by a factor of 10.
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Figure 5.8 shows the results for the ﬁt coeﬃcients for the (0,0) transitions. The ﬁt
coeﬃcients agree well (within the errors) with the AMFs for all lines. The corrections,
found in the previous section, are applied. The same result is found for the (1,1) lines.
The line strength correction is necessary for the (1,1) transitions. The numerical ﬁt errors
are increased by a factor of 5 (The diﬀerence between the local standard deviation of the
residual and the calculated measurement error is lower for these lines.)
The following points summarize the results of the direct light measurements:
 The spectroscopic and atmospheric model is validated.
 The spectroscopic data is accurate except for the following corrections:
– The pressure broadened width of the (0,0) lines beyond the RW measurements
are extrapolated linearly.
– The line strengths of the PP,PQ 31 lines of the (0,0) band are 4.5 % larger
than the HITRAN96 value.
– The band strength of the (1,1) is 9.1 % larger than the HITRAN96 value.
 The instrument function of the grating spectrometer is given by a Gauss curve with
19.4 nm FWHM. The accuracy of the width is better that 1 %. This accuracy is




The pathlengths measurements are performed with the grating spectrometer described in
Section 4.2.1. Due to the low intensity of the zenith scattered light and the high spectral
resolution of these measurements the spectra must be integrated for a relatively long time.
Typical integration times are 600 to 900 seconds. Even for this time the saturation of the
photo diode array is typically only 1–8 % (700–5000 b. u. out of 216). This integration
corresponds to an intensity-weighted temporal averaging. Under the assumption of slow
changes of the cloud structure, the temporal averaging corresponds to a spatial averaging
over a scale, determined by the integration time and the drift speed of the clouds. Addi-
tionally the diﬀusion inside the cloud leads to a spatial averaging. The size of this scale is
strongly depended on the degree of inhomogeneity. In case of a single, homogeneous cloud
layer the mean lateral displacement for transmission is equal to the layer thickness. For
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Figure 6.1: Illustration of the spatial sampling of the zenith scattered light measurements.
The probed cloud volume depends on the wind speed v, the layer thickness Hc, the ﬁeld
of view and the cloud base height.
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In this chapter the results for some typical cloud scenarios are presented. They are
divided into three major categories. For vertically extended clouds the photon pathlengths
are enhanced due to the diﬀusion caused by multiple scattering. These cases are used
for comparison with the radiative transfer models. The second category includes thin
multi-layered clouds and broken cloud layers. The radiative transfer is dominated by dif-
fuse reﬂection between the cloud layers and individual cloud patches. Diﬀusion within
the clouds does not enhance the pathlengths signiﬁcantly. The third category are thin
single-layered clouds. In this case the measured pathlengths is expected to be close to the
vertical pathlengths for zenith observations. For the last two categories, a comparison of
measured and modeled diﬀerential transmissions only, i.e. the pathlengths distribution, is
not suﬃcient. The absolute intensity becomes important in these cases. Additionally the
used RT models do not include horizontal inhomogeneities. A comparison for the latter
two cases is therefore not possible within this work, and therefore left away. For all cases
the direct path above the cloud is separated and the pathlengths distribution is valid for
the atmosphere below the cloud top. It therefore reﬂects the eﬀect of the diﬀusion, and
reﬂection between layers only.
6.1 The CLARE98 Campaign
The objectives of the CLARE98 Cloud Lidar and Radar Experiment were to collect and an-
alyze radar and lidar as well as in-situ data for the development and validation of retrieval
algorithms, with a special focus on radar-lidar synergy for a space mission. The number
of cloud probing systems made it an ideal environment for the oxygen A-band studies.1 It
took place during the period October 5th. -23rd., 1998 at the Observatory of Chilbolton,
Hampshire, UK (51◦ 08’ 40.1” N, 1◦ 26’ 13.2” W, elevation: 84 m). The results from all
participating groups are published in the workshop proceedings [CLARE98 1999]. It also
contains details on the instruments. The A-band spectrometer was located in the main
building directly next to a microwave radiometer (TUE2) and a ceilometer (ESA/RAL).
The microwave radiometer is capable of measuring the water vapor column and the liquid
water pass. The ceilometer measures the cloud base height. The zenith pointing 95 GHz
(3 mm) Doppler cloud radar MIRACLE (GKSS3) was located in ≈ 50 m distance. It is
capable of measuring the vertical cloud structure even through optically thick cloud layers.
Data from these instruments is particularly useful since they are collocated, zenith viewing
and always measuring. Mission days (days with clouds) are the 13th, 14th, 16th, 20th, 21st
and 22nd (also the 7th. but the A-band spectrometer was not measuring on that day).
1The author is grateful to the P. Wursteisen and A. Illingworth for enabling the participation,
even though these measurements are not in the focus of the campaign.
2Technische Universiteit Eindhoven
3GKSS-Forschungszentrum Geesthacht GmbH, Institut fu¨r Atmosphrenphysik
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Table 6.1: Results and errors for the parameters and moments for October 22nd. The
cloud top is set to 9000 m for all three measurements. The given AMF represents the
air mass factor for direct light.
Start time AMF p1 ∆p1 p2 ∆p2 p3 m1 ∆m1 m2 ∆m2
09:00 3.03 7.55 0.13 1.62 0.15 1.0 8.50 0.14 105.5 5.3
09:31 2.67 10.65 0.15 1.27 0.10 1.0 11.60 0.14 217.5 9.4
09:46 2.52 10.78 0.23 1.85 0.22 1.0 11.74 0.24 199 13
On these days the three participating aircrafts ﬂew legs over the measurement site. The
C-130 HERCULES (UK Met. Oﬃce) collected in-situ data: The LWC is measured by
a Lyman-alpha absorption probe, particle spectra by FSSP, 2D-C and 2D-P probes. On
board of the FALCON (DLR4) the three wavelengths lidar ALEX was operated in nadir
viewing mode to measure the cloud top boundary. The ARAT (IPSL-CNRS) was equipped
with the 2 wavelengths lidar LEANDRE and the 95 GHz radar Kestrel. Unfortunately no
in-situ data was collected for the cases, presented here.
6.2 Vertically Extended Clouds
October 22nd.
During the morning of October 22nd., an incoming cold front caused high stratiﬁed clouds
of increasing thickness above a thin low level stratocumulus deck. Around 10:00 UT the
cloud extend was maximal with beginning precipitation. Three spectra were taken be-
tween 9:00 and 10:00 UT. Figure 6.2 shows satellite images for these times. The ﬁrst
4DLR German Aerospace Center
09:00 UT 10:00 UT
Figure 6.2: Satellite images for Oct., 22nd. (Meteosat VIS channel).




























Figure 6.3: Spectrum and ﬁt result for the 9:00 UT measurement on October 22nd.






































































Figure 6.4: Pathlengths distribution and cloud structure for the 09:00 UT measurement
on October 22nd.
measurement started at 9:00:29 UT, and ended at 9:15:29 UT. The integration time is
set to 900 seconds to obtain a suﬃcient signal to noise ratio. Still the detector satura-
tion is only 2 %. The spectrum together with the ﬁt result is shown in Figure 6.3. The
residual structures are of the same size as the photon shot noise. The numerical ﬁt er-
rors are therefore valid as statistical errors. The a conﬁdence level of 95 % is used for
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Figure 6.5: Pathlengths distributions and cloud structures for the 09:31 UT and 09:46
UT measurement on October 22nd.
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Figure 6.6: Monte Carlo pathlengths distributions for the two measurements displayed
in Figure 6.5.
the error analysis. Additionally, the systematical error has to be considered, see Section
3.2.3. The other two spectra have similar signal. They were taken from 9:31:05 to 9:46:05
UT, and from 9:46:23 to 10:01:23 UT. Table 6.1 shows the ﬁt results for the moments
and parameters using the shifted Gamma distribution as PDF model. The PDFs are dis-
played in Figures 6.4 and 6.5 together with the GKSS radar images (backscatter ratio
in dBZe). The radar images must be interpreted carefully. The backscatter ratio depends
on the particle diameter D to the sixth D6. It is therefore much more sensitive to large
droplets. The particle size distribution is required to calculate the optical thickness from
backscatter ration.5 The radar height range starts at an altitude of 800 m. The cloud base
is therefore taken from the ceilometer. The two separated cloud layers during the ﬁrst
measurement start to merge during the second measurement. This is caused by beginning
precipitation during the second measurement, intensifying during the third measurement,
as can be seen from the Doppler images from the radar, see the middle row in Figure 6.5.
Since the larger, precipitating drops cause a relatively larger backscatter signal, the radar
signal between the cloud layers around 09:35 UT is presumably caused by optically thin
rain. As a consequence of the precipitation the two-layer structure disappears during the
third measurement and the optical thickness of the lower part of the cloud is increased.
This has an impact on the pathlengths distribution. While the mean is nearly the same
5Clouds start to become optically thick (τc > 5) for backscatter ratios > -20 – -10 dBZe. This
threshold is determined by comparing lidar and radar images. For lower backscatter ratios the
ALEX lidar can penetrate the cloud layer, the optical thickness is therefore expected to be low.
However, this threshold is depending on the particle sizes and the given value remains only a guess.
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Figure 6.7: Liquid water path from microwave radiometer measurements for October 22
nd. (TUE).
for the second (case 1) and third (case 2) measurement, the distribution is broader for the
second measurement. This eﬀect is also seen in a MC simulation of the two cases. The
layer positions, asymmetry factors and layer optical thicknesses for the MC calculations
are given in Table 6.2. The MC pathlengths distributions are shown in Figure 6.6. The
shapes of the measured and modeled PDFs agree well. The mean pathlengths from the
MC model are about 15 % larger than the measured means. This diﬀerence can be due to
the systematical error, which is expected to be ≈ -10 %, see Section 3.2.3 (Table 3.1). The
discrepancy in the probability for large pathlengths can also be due to systematical errors.
A similar discrepancy is also found of in case 2 in Section 3.2.3 (Figure 3.9). However, the
agreement is remarkably good, given the simplifying assumptions, used in the MC model.
For the second and third measurement the cloud optical thickness is inferred by ﬁtting the
discrete ordinate RT model with the cloud optical thickness as parameter to the measured
transmissions, see Section 4.3.6. The results are listed in Table 6.2. The retrieved values
are reasonable, e.g. the optical thickness of 46 for the lower layer (∆H= 600 m) in case 1
agrees well with a Sc 2 cloud (λMie = 14 m, see Table 2.3). The optically thick part of the
upper layer is ≈ 2000 m high (5500–7500 m). With an optical thickness of 98 this results
in a reasonable mean free path of 20 m (40 m for the whole layer). Finally the resulting
optical thicknesses are compared to those resulting from the LWP measurements. The
LWP , as derived from the microwave radiometer is displayed in Figure 6.7. For case 2
a mean eﬀective radius re of 4.9 µm is required to obtain the same optical thickness as
inferred by the RT model, see Table 6.2. The table also includes the results, when as-
signing standard cloud types (Table 2.3) to the individual cloud layers. For case 1 the
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Table 6.2: Results for the cloud optical thickness from the RT ﬁt and the LWP measure-
ments. The optical thicknesses from the RT model are used for the MC calculations.
Time Layer [m] g τc,RT ∆τc,RT Type LWP [mm] re [µm] τc,MW
09:31 144 17 0.35 3.65 144
300 - 900 0.85 46 8 Sc 1 0.28 9.91 42
5000 - 9000 0.70 98 15 St 1 0.22 4.21 71
09:46 197 60 0.65 4.94 198
300 - 5000 0.85 111 42 Sc 1 0.66 5.4 183
5000 - 9000 0.70 86 43 St 2 0.2 4.21 71
observed optical properties (optical thickness and vertical layer extend) can be matched
by assuming a stratocumulus cloud (Sc 1) for the lower layer and a stratus (St 1) cloud
for the upper layer. The resulting LWP for this combination of cloud types is larger than
the measured LWP . However the optical thicknesses, as derived from the RT model and
the LWP agree well, given the uncertainty in the vertical distribution of the liquid water























Figure 6.8: Spectrum and ﬁt result for the 8:53 UT measurement on October 16th..
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Figure 6.9: Radar images of the cumulus cloud ﬁeld and the retrieved pathlengths dis-
tribution for the 08:53 UT measurement on October 16th. Additionally the pathlengths
distribution resulting from the plane-parallel radiative transfer model is included.
October 16th.
Around 9:00 UT on October 16th., a ﬁeld of cumulus clouds passed the measurement site.
The radar image shows a broken cumulus layer from 1300 to 3300 m on average, Figure 6.9.
It does not show a low cloud layer with base at 300 m altitude (from the ceilometer). The
recorded spectrum (08:53:36 to 09:08:36 UT) and the result of the ﬁt is shown in Figure
6.8. The pathlengths distribution is displayed in Figure 6.9, the ﬁt result for the parameters
is shown in Table 6.3. The optical thickness is retrieved for a single layer ranging from
300 m to 3300 m height by ﬁtting the transmissions with the the RT model. The result is
τc = 44.7 ± 2.0. These transmissions (best ﬁt of modeled transmissions to the measured







































Figure 6.10: Liquid water path for October 16th. (TUE) and relative brightness of the
zenith logged by a narrow band photometer (binary units).
transmissions) are used to match the pathlengths distribution generated by the discrete
ordinate RT model using model (c) in Equation 3.35 (with the Gamma distribution as PDF
model). The result is shown in Figure 6.9. The PDFs agree within the error. This result
conﬁrms that, it is possible to retrieve the optical depth of a equivalent plane-parallel cloud
by solely ﬁtting the transmissions. A diﬀerence in the pathlengths distributions, resulting
from the plane-parallel model and the measurement, is not found for this case (within
the errors), in agreement with recent ﬁndings of Portmann et al. [2000]. The mean LWP
from the microwave radiometer is ≈ 0.3 mm on average and 0.38 mm in peaks, Figure
6.10. For a mean optical depth of 44.7, the LWP translates into a mean eﬀective radius
of 10 µm (12.7 µm for the peaks, assuming the mean optical depth), which is a typical
value for stratocumulus or cumulus clouds (Sc 2/Cu, Table 2.3). The mean free path for
the whole layer is 67 m. That value is much longer than the typical mean free path of
10–15 m for Sc 2 or Cu clouds. The enhanced mean free path can be explained by the
Table 6.3: Results and errors for the parameters and moments for October 16th. The
cloud top for the ﬁrst two measurements is set to 3500 m, for the last measurement it
is set to 8000 m. The log-normal PDF model is used for the second measurement.
Time AMF Model p1 ∆p1 p2 ∆p2 p3 m1 ∆m1 m2 ∆m2
08:53 2.91 Ga. 3.42 0.17 1.77 1.07 1.0 4.42 0.17 26.2 4.6
09:24 2.53 ln. 0.80 0.10 0.38 0.40 1.0 3.39 0.78 12.4 5.25
09:39 2.40 Ga. 2.13 0.12 4.52 2.51 1.0 3.13 0.12 10.8 1.41
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Figure 6.11: Radar images and pathlengths distributions for the 09:24 UT and 09:39 UT
measurements on October 16th.
inhomogeneous distribution of the liquid water content. Figure 6.10 also shows the signal
from a collocated, zenith viewing narrow-band photometer (753 ± 5 nm, measuring at 2
Hz), used to analyze the variation of the zenith sky brightness, [Savigny et al. 1999]. This
describes the temporal weights for the averaging during the integration of the spectrum.
The zenith sky brightness remains nearly constant during the measurement.
6.3 Thin Multi-layered and Broken Clouds
Figure 6.11 shows the further development of the cloud cover on October 16th.. The
lower cloud layer (300–1000 m) persisted while the cumulus patches disappeared, leaving
only a thin layer at 3000 m altitude. Later on, new cumulus patches developed together
108CHAPTER 6. MEASURED CLOUDY SKY PATHLENGTHS DISTRIBUTIONS












































































































Figure 6.12: Radar images and pathlengths distributions for the 11:07 UT and 11:38 UT
measurements on October 13th.
with a broken, high cloud layer. The resulting pathlengths distributions are shown in
Figure 6.11, the parameters in Table 6.3. Note, that the cloud top for the pathlengths
retrieval is set to 3500 m for the 09:24 UT measurement, and to 8000 m for the 9:39
UT measurement. The mean pathlengths are slightly enhanced, compared to the direct
path (= AMF in Table 6.3). The distributions look similar. The mean pathlengths is a
little larger for second measurement (09:39 UT) and the distribution is slightly broader.
The broader distribution could be caused by the more inhomogeneous distribution of the
cloud patches. The high clouds after 09:40 cause a signiﬁcant increase in the zenith sky
brightness and its variability, Figure 6.10. However the LWP is only slightly increased.
This suggests, that the upper clouds are optically thin. The low optical thickness, together
with the small horizontal extend inhibits an eﬀective reﬂection between the cloud layers
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Table 6.4: Results and errors for the parameters and moments for October 13th. The
cloud top is set to 10000 m. The 11:07 measurement is evaluated twice, using the
log-normal and the Gamma distribution as PDF model.
Time AMF Model p1 ∆p1 p2 ∆p2 p3 m1 ∆m1 m2 ∆m2
11:07 1.95 ln. -0.07 0.14 1.63 0.13 1.0 3.40 0.36 23.7 5.4
11:07 1.95 Ga. 2.31 0.11 0.15 0.07 1.0 3.34 0.17 20.1 2.8
11:38 1.92 Ga. 2.06 0.09 6.9 4.34 1.0 3.06 0.09 9.96 1.0
13:41 2.26 ln. 0.63 0.44 0.03 0.19 1.0 2.26 0.36 7.8 2.9
and therefore can not cause a stronger increase of the mean pathlengths.
October 13th.
Another two-layer cloud case was recorded on October 13th. at 11:07 UT. The radar image
in Figure 6.12 shows a thin cirrus layer. A low cloud layer beneath 1000 m is not picked
up by the radar but by the ceilometer. The pathlengths distribution is evaluated by using
a Gamma distribution as well as a log-normal shape. The results are pretty similar. This
case is similar to case 2 in Section 3.2.3 (Figure 3.8) but with an optically thinner cloud
lower layer. The result from the MC calculation suggests that the true distribution has
probably two peaks and, therefore both PDF models fail to describe the shape correctly.
The 11:38 UT measurement is an example for thin, layered and broken cloudiness.
The radar image is shown in Figure 6.12. Beneath a thin cirrus layer, several thin, broken
layers occurred on various height levels. The retrieved pathlengths distribution shows an



















































Figure 6.13: Radar image and pathlengths distribution for the 13:41 UT measurement
on October 13th.
110CHAPTER 6. MEASURED CLOUDY SKY PATHLENGTHS DISTRIBUTIONS






































































































Figure 6.14: Radar images and pathlengths distributions for the 13:45 UT and 14:00 UT
measurements on October 14th.
increased mean pathlengths of 3.06 while the direct path is 1.92. This is a remarkable
result, since thin high clouds are expected to reduce the mean pathlengths due to a rather
vertical instead of slant path beneath the cloud. In this case the reﬂection between the
widespread individual clouds seams to increase the path.
6.4 Thin Single-layered Clouds
Three examples of single-layered clouds are given here. The ﬁrst case is a thin low cloud
layer, measured on October 13th, at 13:41 UT, Figure 6.13. A reduced mean pathlengths,
compared to the direct path is expected for this case. The retrieved mean pathlength
exactly matches the path for the direct light. The pathlengths are possibly not reduced
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Table 6.5: Results and errors for the parameters and moments for October 14th. The
cloud top is set to 9000 m.
Time AMF Model p1 ∆p1 p2 ∆p2 p3 m1 ∆m1 m2 ∆m2
13:45 2.32 Ga. 0.46 0.35 0.01 0.10 1.0 2.14 0.27 6.83 1.93
14:00 2.44 Ga. 0.20 0.26 0.03 0.08 1.0 1.78 0.36 4.34 2.02
due to the reﬂection at the ground and enhanced aerosol scattering near the ground.
October 14th.
The last two cases were recorded on October 14th, at 13:45 UT and 14:00 UT, respectively.
The radar images show a single high cloud layer, Figure 6.14. No low clouds were picked
up by the ceilometer. During the ﬁrst measurement the cloud layer is optically thinner
and sometimes broken. The contribution to the signal of light, not scattered by the cloud
is, therefore, larger. Since this light has traveled a longer path than the vertical path
(down from the cloud base), the mean pathlength is slightly larger than in the second
case. The mean path is still shorter than the direct path, see Table 6.5. For the second
case the path is signiﬁcantly reduced, compared to the direct path. Since the cloud is
to thin to block the direct sun beam, still a considerable amount of light is scattered
from lower layers into the telescope and therefore has traveled longer paths than the
vertical path. Again also the reﬂection from the ground and aerosol scattering needs to
be considered in this case. This inhibits a further deduction of the mean pathlength. The
















Figure 6.15: Pathlengths distributions for the clear sky case on October 19th.
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method is however probably not sensitive enough to measure the eﬀect of aerosols on the
pathlengths distribution. A possibility to increase the sensitivity for cases with low cloud
optical thickness is inclusion of the absolute intensity in the retrieval.
Finally the pathlength distribution is retrieved for a clear sky case on October 19th,
Figure 6.15. The mean pathlengths is 2.81, the distribution is a sharp peak around this
value. The direct air mass factor for this measurement is 3.08. The only relevant scattering
processes for this case are aerosol and Rayleigh scattering. The radiative transfer can
therefore be described as a single scattering process in the zenith. The maximal pathlengths
in this case is the direct path, which results for a scattering directly above the ground.
From the diﬀerence between the retrieved mean pathlength and the direct pathlength, a
mean scattering height of ≈ 2000 m can be derived. This is a reasonable value, slightly
larger than the boundary layer height.
Chapter 7
Discussion
The subject of this thesis is the study of radiative transfer by inspection of the distribution
of the pathlengths of solar photons. This is achieved by the development of a method to
measure the pathlengths distribution by oxygen A-band spectroscopy. The prior method,
co-developed by the author [Pfeilsticker et al. 1998], is reﬁned and found systematical
errors are eliminated. This increase in the methods sensitivity allows a more precise com-
parison to radiative transfer models. In this context the validation of the method is of
particular importance. A Monte Carlo model was developed speciﬁcally for this purpose.
The vertical inhomogeneity of the absorber (with respect to concentration and absorber
strengths) is found to cause a systematical error, depending on the distribution of the
clouds. The primary task remains the evaluation of real measurements.
As plenty of additional information is required for the interpretation, such measure-
ments only make sense in conjunction with precise cloud structure and cloud microphysics
measurements under the framework of comprehensive ﬁeld campaigns. A ﬁrst set of cases,
measured during the Clare98 campaign is presented here. The evaluation yields sensible
pathlength distributions for all cases. As a further result, the eﬀective optical thickness
for an equivalent plane-parallel cloudiness can be retrieved for optically thick clouds. The
method thus provides a completely new way to derive a key quantity for the description
of the optical properties of clouds. The analysis also includes a comparison with radiative
transfer models. This comparison is so far restricted to simple cases only. This restriction is
partly due to the simplifying assumptions in the models (horizontal homogeneity, scatter-
ing phase functions), but also due to the inaccessibility of precise cloud parameters (LWC
distribution, cloud phase, particle size distributions). For the presented cases, no funda-
mental discrepancies in the modeled and measured pathlengths distributions are found.
Such discrepancies are expected, however, for more inhomogeneous cloud cases. For these
cases, the analysis required 3D RT models to account for the 3D cloud structure. Such
3D eﬀects are the primary topic of the upcoming 4DWOLKEN project, funded within the
113
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german AFO2000.1 The investigation of cloud inhomogeneity eﬀects on the pathlengths
distributions is one focus of the project. The tools for measuring the pathlengths distri-
bution, presented in this study, forme the basis for the intended analysis.
An important extension of the oxygen A-band method will be the application of the
method to light reﬂected by the earth’s atmosphere. This will be possible in the near future
by the availability of space borne A-band spectrometers in the forthcoming PICASSO-
CENA project.2
In this only a plane parallel model was used to ﬁt the measured transmissions. Alter-
natively the Le´vy model can be used. In this case the whole troposphere can be treated
as (possibly) cloudy medium. In this model, free model parameters are the eﬀective ’cloud
optical thickness’ and Le´vy index. For mostly clear skies a low cloud optical thickness and
a α close to 1 is to be expected. For more homogeneous clouds a Le´vy index close to 2 and
a cloud optical thickness close to the plane parallel result are expected. Since the cloud
optical thickness in this case is deﬁned as the ratio of the constant troposphere height
and the mean free path, the second parameter (beside the Le´vy index) is alternatively
given by the eﬀective mean free path in the troposphere. This eﬀective mean free path is
much larger than the local mean free path within the clouds, since the averaging, in this
case also includes the large steps between cloud patches or between the clouds and the
surface. Both parameters together are somehow characteristic for the distribution of clear
and cloudy parts of the sky. They are also the only required parameters to generate the
pathlengths distribution according to the Le´vy model. The Le´y model with these param-
eters might therefore be a candidate for a general parameterization for inhomogeneous
cloudiness, ranging from mostly clear to complete overcast, and requiring only a small set
of observables. With respect to atmospheric absorption, the anomalous diﬀusion model
suggests the following inﬂuence of cloud inhomogeneities on the pathlengths distribution:
 The mean total pathlength is reduced. This is a consequence of channeling and is
accounted for by the scaling relation of the Le´vy model. This eﬀect reduces atmo-
spheric absorption.
 The albedo of the cloud is reduced. This allows a larger fraction of photons to go
longer paths through, and deeper within the atmosphere, and therefore increases
atmospheric absorption.
 The shape of the pathlengths distribution is modiﬁed. For the same mean path-
lengths this does not have an eﬀect on weak absorbers. For wavelengths with strong
absorption the modiﬁed shape will lead to a decrease of the atmospheric absorption.
The total eﬀect on the atmospheric absorption depends on the interplay of these eﬀects.
1BMBF-Fo¨rderschwerpunkt Atmospha¨renforschung 2000, (Reg. Nr. AT430)
2NASA proposal AO-98-OES-01, planned launch 2003.
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In any case the pathlengths distribution is an observable property of the system that
is well suited for the validation of new parameterizations including inhomogeneities. The
presented method of inspecting pathlengths distributions, thus, can contribute in resolving
apparent uncertainties in radiative transfer for cloudy sky conditions.
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Appendix A
Math
A.1 Probability Density Functions
A continuous random variable x is deﬁned by the probability density function (PDF) p(x)
p(x) = lim
dx→0
P (x− 12dx < X < x+ 12dx)
dx
, (A.1)
where X represents a realization of x and P is the probability that this realization falls
into an inﬁnitesimal interval around x. The PDF is normalized:∫ ∞
0
p(x) dx = 1 (A.2)




xn p(x) dx, (A.3)




(x−m1)n p(x) dx, (A.4)
Most important are the ﬁrst moment, the mean µ = m1, and the second central moment,
the variance V (x) = m′2(= σ2). The variance can also be expressed by the algebraic
moments: V (x) = m2 − µ2.
An important connected function of the PDF is the moment generating function or
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The variable k may be negative, positive, real or complex1. By expansion of the exponential
































kn p(x) dx, (A.7)





A less common but useful connected function is the cumulant generating function φ(k),
deﬁned as:
φ(k) = lnχ(k) (A.9)







The cumulants can be useful for measuring the properties of a distribution. For example
the ﬁrst two cumulantsK1 andK2 are equal to µ (mean) and V (x) (variance), respectively.
For details see Eadie et al. [1971].
A.2 The Gamma Distribution
Gamma distributions represent a class of universal, fast decreasing probability density






with a, b being real positive numbers and Γ(·) being Eulers Gamma function. Mean and














)κ xκ−1 e− κx〈x〉 , (A.13)
1Often only the purely imaginary case < e−irx > with real r is designated as the characteristic
function. In this case it is given by the Fourier transform of p(x).
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Figure A.1: Gamma distributions with unit mean but diﬀerent variances. The Gamma





; V (x) = 〈x2〉 − 〈x〉2. (A.14)
The distribution is therefore described by the ﬁrst two moments.








As set of unit mean Gamma distributions with diﬀerent variances is shown in Fig. A.1.
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)κ . (A.17)
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Figure A.2: Examples of the log-normal distribution for diﬀerent parameters S and M .
A.3 The Log-normal Distribution














with the real parameter S and the positive real parameter M . The low order moments
are:
µ = eM+S
2/2, m2 = e2(M+S
2), var(x) = e2M+S
2
(eS
2 − 1) (A.19)
Examples for diﬀerent parameters are shown in Figure A.2.
A.4 The Laplace Transformation
The Laplace transform of a complex function f(x) of the complex argument x is given by:
f˜(k) = Lk←x{f(x)} =
∫ ∞
0
e−kx f(x) dx (A.20)
if the integral converges.2 The main application of the Laplace transformation as a linear
integral transformation lies in solving diﬀerential equations by reducing the level of tran-
2Absolute convergence of the integral can be shown if the growth is limited exponentially by
|f(x)| ≤ aebx, x→∞ for constant a, b and (k) > b, see e.g. Bellman et al. [1966].
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scendence of the diﬀerential equation3, see Bellman et al. [1966]. A basic property of the
Laplace transformation is the invariance under transformation both in x and k space.
L{f(x− s)} = e−skL{f(x)} (A.21)
L{e−tkf(x)} = f˜(k + t) (A.22)
If f˜(k) is known in the complex plane the inversion of the Laplace transformation






f˜(k) ekx dx, (A.23)
where C is a carefully chosen contour. Particular if f˜(k) is known along a parallel to the







f˜(k) ekx dk, (A.24)
if the limes converges. This formulation is known as the Bromwich integral, see
Boas [1983].
3Transformation of derivatives yields simple algebraic expressions and the operation of diﬀer-
entiation corresponds to the algebraic multiplication.
Appendix B
Program Documentation
B.1 Oxygen A-band Tools: AFIT, PDFFIT, RTFIT
AFIT
The program AFIT contains the full spectrum evaluation as described in chapter 4.3. It
models the high resolution spectrum for direct light measurements according to the formu-
lation given in Section 4.3.4.1 The spectrum is modeled in intensity space. All parameters
are assumed to be nonlinear. The implemented spectroscopic model is described in Sec-
tion 4.3.3. Additionally it is capable of performing full error analysis including correlation
analysis and conﬁdence contours. It uses IMSL routines2 to perform the nonlinear least
squares ﬁt (NLSF) utilizing a modiﬁed Levenberg-Marquardt algorithm. Additionally the
MINUIT minimizer MIGRAD can be used and the MINUIT functions HESSE and MI-
NOS are implemented for error analysis, see [MINUIT 1992]. The ﬁt progress is displayed
graphically in a separate window3, see Fig. B.1. Results are prepared to serve as input for
the further analysis by PDFFIT.
AFIT is written in FORTRAN 904 as console application using Compaq/Digital Visual
Fortran V 6.1 under Microsoft Windows NT 4.0. double precision (real(8)) is used
throughout. Portability is not taken into special consideration, but only a few non-standard
functions where used, beside the IMSL, MINUIT and Array Visualizer library functions. A
graphical user interface is not implemented so far. ASCII input ﬁle are used for control and
1So far it has only been used for oxygen a-band analysis. Since the spectroscopic model is based
on HITRAN data format, the analysis of other absorbers, like e.g. water vapor, can be done with
only little modiﬁcations.
2The IMSL function DUNLSF is an implementation of the MINPACK routine LMDIF by
More´ et al. [1980].
3The program Compaq Array Viewer V 1.1 included in the Compaq Visual Fortran V 6.1
package is used for the visualization.
4The code is in 72 character ﬁxed format, only a few non-FORTRAN 77 functions, like ALLO-
CATE are used. However it is not recommended to use it on diﬀerent developing platforms.
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Figure B.1: AFIT spectrum window. (blue = measured data, green = the current ﬁtresult,
red = values below 1 indicate excluded regions)
data exchange. The routine GALFFT from [Ouyang and Varghese 1989] is used to calculate
the Galatry line proﬁles. Precision has been changed to real*8.
The program execution is controlled by the ﬁle afit.ini which allows to perform a
batch of jobs. It is located in the program directory and contains the paths to all further
data and result ﬁles, see Fig. B.2. A single AFIT job consists of an .inp-ﬁle specifying
the input data, see Fig. B.4, and a .fit-ﬁle containing all ﬁt related parameters, see
B.5. An input ﬁle can contain up to 10 individual runs using the same atmospheric data,
contained in the .atm ﬁle, and the same background spectra. The number of atmospheric
layers is taken from the .atm ﬁle, which is generated by atmosphere, see Section B.3. The
spectrum format can either be the .sdt format, as described in [Gomer et al. 1993], or in
a free ASCII format consisting of either one (only intensity) or two columns (wavelength,
intensity). AFIT used the wavelength scale of the measurement and shifts the references to
ﬁt. Therefore the dispersion function must be given in vacuum wavelength to avoid large
+-------------------------+-------------------------------------+-------+
D:\USER\TEST\DATA\ | path for data directory |CHAR*25|
D:\USER\TEST\RESULT\ | path for result directory |CHAR*25|
D:\USER\TEST\DATA\REFS\ | path for reference directory |CHAR*25|
+-------------------------+-------------------------------------+-------+







Figure B.2: The ﬁle afit.ini contains the environment, consisting of the data, ref-
erence and result directory and the batch of AFIT jobs. The data directory contains
all needed input ﬁles, all references are located in the reference directory. The result
directory contains all intermediate and output ﬁles.
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Figure B.3: Conversion of air to vacuum wavelengths according to the Edlen formula.
shifts. In case of non .std-spectra a conversion of air to vacuum wavelengths can be done
according to the formula of Edlen, [Edlen 1966].5 The diﬀerence between vacuum and air
wavelengths is displayed in Figure B.3. For .std spectra, the background is corrected for
according to Equation 4.37. The error vector is calculated as described in Section 4.3.2.
The resulting corrected spectra and error vectors are stored in the .cor ﬁle. For other
spectrum types the one sigma error must be given in the .inp ﬁle. The initial values for
the ﬁt coeﬃcients of the references are set to the start value speciﬁed in the .inp ﬁle (if no
other value is given in the .fit ﬁle). If the start value is 0.d0 the AMF is used. If it is set
to -1.d0, the result of the previous ﬁt is used, if the current run is not the ﬁrst in the job. A
ﬁt consists of a set of regions. All ﬁt parameters are listed in Fig. B.5. Regional parameters
include the references, polynomials, free model parameters and the instrument function.
A reference can consist out of more then one oxygen line. All lines in the same reference
are treated equally with respect to the ﬁt coeﬃcient and the shift. Global parameters are
the Fraunhofer reference, the error analysis level and the method, used for generating the
cross section spectra, i.e. DFT or numerical convolution, see Section 4.1.3. The conversion
between the high resolution spectrum, after convolution with the instrument function, and
the modeled spectrum in measured resolution, can either be done by interpolation at the
channel center wavelengths, or by binning, see Section 4.3.4. The error is calculated either
by the Hesse matrix (MINUIT error analysis level = 1) or by MINOS (e.a. level = 2),
using the entry for the conﬁdence level as ∆χ2. If this value is set to 0.d0, ∆χ2 is set
5The conversion is based on empirical values for the refractive index for diﬀerent wavelengths.
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+-------------------------+-------------------------------------+-------+
T | file is MFC .STD file [T/F]|LOG |
T | .STD spectrum is flipped [T/F]|LOG |
+-------------------------+-------------------------------------+-------+
0 | fit only one region [0 = all]|INT |
+-------------------------+-------------------------------------+-------+
98102210.atm | atmospheric data file [.ATM]|CHAR*12|
+-------------------------+-------------------------------------+-------+
CDL357.std | background spectrum readout offset |CHAR*12|
CDL358.std | dark current spectrum (w/o offset) |CHAR*12|
CDL527.std | acceptance vector (lamp spectrum) |CHAR*12|
+-------------------------+-------------------------------------+-------+
2415.d0 | electrons per bin |REAL*8 |
+-------------------------+-------------------------------------+-------+
771.808d0 | A0 \ |REAL*8 |
-0.00392d0 | A1 \ dispersion function: |REAL*8 |
-7.50675d-8 | A2 / A0 + A1*i + A2*i**2 + A3*i**3|REAL*8 |
0.d0 | A3 / [nm] |REAL*8 |
+-------------------------+-------------------------------------+-------+
1 | number of spectra to evaluate |INT |
+-------------------------+-------------------------------------+-------+
ZL539.STD | file containing measured data [.STD]|CHAR*12|
test0001 | RUNNAME |CHAR*8 |





F | file is MFC .STD file [T/F]|LOG |
+-------------------------+-------------------------------------+-------+
0 | fit only one region [0 = all]|INT |
+-------------------------+-------------------------------------+-------+
ha991028.atm | atmospheric data file [.ATM]|CHAR*12|
+-------------------------+-------------------------------------+-------+
16268 | number of data points |INT |
+-------------------------+-------------------------------------+-------+
T | file contains wavelength in 1.column|LOG |
T | wavelength for vacuum [T/F]|LOG |
+-------------------------+-------------------------------------+-------+
1 | number of spectra to evaluate |INT |
+-------------------1-----+-------------------------------------+-------+
h1.dat | file containing measured data [.STD]|CHAR*12|
ha01gt01 | RUNNAME |CHAR*8 |
3.7d0 -1.d0 | AMF, start value |REAL*8 |




F | file contains wavelength in 1.column|LOG |
T | wavelength for vacuum [T/F]|LOG |
+-------------------------+-------------------------------------+-------+
771.808d0 | A0 \ |REAL*8 |
-0.00392d0 | A1 \ dispersion function: |REAL*8 |
-7.50675d-8 | A2 / A0 + A1*i + A2*i**2 + A3*i**3|REAL*8 |
0.d0 | A3 / [nm] |REAL*8 |
+-------------------------+-------------------------------------+-------+
...
Figure B.4: The format of the .inp ﬁle depends on the spectrum ﬁle type. The upper
version is for spectra in the .std format. In this case the dispersion function has to be
speciﬁed and the error is calculated from a set of background spectra. The spectrum can
also be imported as ASCII ﬁle consisting of one or two columns, see lower version. If the
wavelength column is missing, the dispersion function must be speciﬁed in an additional
block.
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+-------------------------+-------------------------------------+-------+
fhrefnew.ref | file containing Fraunhofer reference|CHAR*12|
+-------------------------+-------------------------------------+-------+
T | bin mode: .true.=binning,.false.=interpolate|
+-------------------------+-------------------------------------+-------+
4.d0 | confidence level for error analysis |REAL*8 |
0 | MINUIT error analysis level [0-3]|INT |
1 | number of contours [0 = non]|INT |
2 4 10 2.3 | par1/par2/npnt/confidence|INT,INT,INT,REAL*8|
+-------------------------+-------------------------------------+-------+
1.d-4 | dispersion for high res. calculation|REAL*8 |
F | FFT line profile generation [F=num.]|LOG |
T 0.0145d0 | Galatry profiles / eta [F=Voigt]|LOG, REAL*8|
+-------------------------+-------------------------------------+-------+
T | View Fit Process (with ArrayViewer) |LOG |
+-------------------------+-------------------------------------+-------+
5 | number of fit regions |INT |
+---------------------+---+-------------------------------------+-------+
+---------------------+---+-------------------------------------+-------+
PP25PQ25 | 1 | region name |CHAR*10|
767.728d0 | 1 | start wavelength |REAl*8 |
768.85d0 | 1 | stop wavelength |REAl*8 |
kry10_10.dat | 1 | slit function (right dispsn) [.SLT]|CHAR*12|
4 | 1 | degree of multiplicative polynomial |INT |
0 | 1 | degree of additive polynomial |INT |
4 | 1 | number of references |INT |
4 | 1 | number of link groups |INT |
+---------------------+---+-------------------------------------+-------+
P25Q24.ref | 1 | file containing lines for reference |CHAR*12|
1 F 2.d0 | 1 | LNKGRP CFIX VALUE |INT, LOG, REAL*8|
P25P25.ref | 1 | file containing lines for reference |CHAR*12|
2 F 0.d0 | 1 | LNKGRP CFIX VALUE |INT, LOG, REAL*8|
P27Q26.ref | 1 | file containing lines for reference |CHAR*12|
3 F 0.d0 | 1 | LNKGRP CFIX VALUE |INT, LOG, REAL*8|
P27P27.ref | 1 | file containing lines for reference |CHAR*12|
3 F 0.d0 | 1 | LNKGRP CFIX VALUE |INT, LOG, REAL*8|
+---------------------+---+-------------------------------------+-------+
4 T 1.02d0 | 1 | FH: LNKGRP CFIX VALUE |INT, LOG, REAL*8|
+---------------------+---+-------------------------------------+-------+
F 0.d0 | 1 | SFIX VALUE of LNKGRP |LOG, REAL*8|
F 0.d0 | 1 | SFIX VALUE of LNKGRP |LOG, REAL*8|
F 0.d0 | 1 | SFIX VALUE of LNKGRP |LOG, REAL*8|
F 0.d0 | 1 | SFIX VALUE of LNKGRP |LOG, REAL*8|
+---------------------+---+-------------------------------------+-------+
F 0.d0 0.d0 0.d0 | 1 | FIX, p(0), p(1).. of mul. polyn.|LOG, REAL*8|
F 0.d0 0.d0 0.d0 | 1 | FIX, p(0), p(1).. of add. polyn.|LOG, REAL*8|
+---------------------+---+-------------------------------------+-------+
1 | 1 | number of exclude sections |INT |
134 138 | 1 | start stop |REAL*8 REAL*8 |
+---------------------+---+-------------------------------------+-------+
+---------------------+---+-------------------------------------+-------+
PP29PQ29 | 2 | region name |CHAR*10|
...
Figure B.5: Format of the .fit ﬁle. The header contains parameters for all regions.
The region part must be repeated for each region, here 5 times. All parameters can be
ﬁxed. If a value is given, it is taken as start value, else the the start value from the
.inp ﬁle is used for the coeﬃcients, see text. The multiplicative polynomial is initialize
from the ﬁrst and last spectrum values if p(0) is 0.d0. References can be linked with
respect to the shifts by referencing them to the same shift group. Parts of the spectrum
can be excluded from the ﬁt. For .std ﬁles the exclusion range is speciﬁed by channels
(1. . . 1024), for all other types is must be speciﬁed in wavelength (nm).
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Table B.1: List of input and output ﬁles of AFIT. Input ﬁles are located in the data
directory. Output ﬁles are named <runname > followed by the extensions below.
Input ﬁles
.std measured oxygen spectra and background spectra.
.slt instrument function, one column in required dispersion.
.atm atmospheric data as generated by atmosphere.
.ref one or more lines, containing the spectroscopic data in HITRAN format.
Output ﬁles
.log copy of the console output.
.dat ﬁt results and errors (if calculated).
.spc spectrum of the ﬁt result.
.csq chi square results for the individual regions.
.af2 intermediate ﬁle used to pass the data to PDFFIT.
.sft intermediate ﬁle used to pass the shift results to PDFFIT.
internally to the value, corresponding to the number of free parameters and a conﬁdence
of 95 %.
All console output during the ﬁt is logged in the .log ﬁle. Only one log ﬁle named
after the ﬁrst run name is generated per AFIT job. The results are written to the .dat ﬁle.
Each reference has an entry with coeﬃcient, errors and shift. Additionally the ﬁt result
spectrum, residual and polynomials are written to the .spc ﬁle. A summary of all needed
ﬁles is given in Table B.1.
PDFFIT
PDFFIT does the pathlengths distribution retrieval according to the model described in
Section 4.3.5. The implementation and control is similar to AFIT. The initialization ﬁle
pdffit.ini is equivalent to afit.ini. The job consists of a batch of runs speciﬁed by the
.inp and .fit ﬁle, see Figures B.8 and B.7, respectively. The runname must be the same
as used in AFIT. Dispersion, instrument functions, oxygen- and Fraunhofer references are
the same as in AFIT. PDFFIT uses the results for the shifts from AFIT in order to reduce the
number of free ﬁt parameters. The entry for cloud top height is used for the separation
between in or below clouds and above clouds, see Section 4.3.5. If it is set to zero, no
separation is made, and the transmissions are calculated from the pathlengths distribution
and the VOD reference for the whole atmosphere. Two parameters of the PDF model
can be initialized for each run individually from the .inp ﬁle, the other parameters are
initialized in the .fit ﬁle. The PDF itself is represented by a model of a set of parameters.
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Figure B.6: PDFFIT screen. The spectrum together with the momentary ﬁt result and
the momentary PDF are displayed in separate windows.
Each parameter can be declared ﬁxed or free.6 The ﬁrst two free parameters with value
0.d0 are initialized from the .inp ﬁle, the other parameters are initialized in the .fit ﬁle.
As an example for a PDF model, the implementation of the shifted Gamma distribution is
presented in Figure B.9. The following changes in pdf.for are required to include a new
PDF model:
 A model number i, not used so far, is assigned to the new model. This number is
added to the functions getmodpar() and getmodname(), which return the number
of model parameters and the model name, respectively.
 The function f(x, p1, p2, . . .), returning the PDF value for a pathlength x depending
on the PDF model parameters, must be supplied. f does not need to be normalized,
since the calculated discrete PDF is normalized in the subroutine setpdf().
 The function f must be assigned to the model number i in the subroutine setpdf().
So far the shifted Gamma distribution (model no. 1) and the shifted log-normal distri-
bution (model no. 2) are included. The parameters of the log-normal distribution are:
par1=M , par2=S, par3=shift. The number of bins of the discrete PDF and the range
6The number of free PDF model parameters is internally limited to 5, since this seems to be
the reasonable limit for the degrees of freedom. However this number can be increased by changing
maxpar in common.fi.
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+-------------------------+-------------------------------------+-------+
T | view fit process |LOG |
+-------------------------+-------------------------------------+-------+
1 | number of spectra to evaluate |INT |
+-------------------------+-------------------------------------+-------+
test | RUNNAME |CHAR*25|
10000.d0 | cloud top height [m]|REAL*8 |
8.4 4.0 | initial fit parameters |2REAL*8|
+-------------------------+-------------------------------------+-------+
Figure B.7: Format of the .inp ﬁle for PDFFIT.
+-------------------------+-------------------------------------+-------+
1 | PDF model number |INT |
3 | number of model parameters |INT |
+-------------------------+-------------------------------------+-------+
F 0.d0 | fix parameters value |LOG, REAL*8|
F 0.d0 | fix parameters value |LOG, REAL*8|
T 1.d0 | fix parameters value |LOG, REAL*8|
+-------------------------+-------------------------------------+-------+
200 | number of point in pdf |INT |
5.d0 | range (max = range*mean) |REAL*8 |
+-------------------------+-------------------------------------+-------+
T | bin mode: .true.=binning,.false.=interpolate|
F | use look up table for transmissions |LOG |
+-------------------------+-------------------------------------+-------+
1 | MINUIT error analysis level [0-2]|INT |
0.d0 | confidence level for error analysis |REAL*8 |
+-------------------------+-------------------------------------+-------+
F | FFT line profile generation [F=num.]|LOG |
T 0.0145d0 | Galatry profiles / eta [F=Voigt]|LOG, REAL*8|
+-------------------------+-------------------------------------+-------+
3 | degree of multiplicative polynomial |INT |
0 | degree of additive polynomial |INT |
+-------------------------+-------------------------------------+-------+
F 0.d0 0.d0 0.d0 | FIX, p(0), p(1).. of mul. polyn.|LOG, REAL*8|
F 0.d0 0.d0 0.d0 | FIX, p(0), p(1).. of add. polyn.|LOG, REAL*8|
+-------------------------+-------------------------------------+-------+
T 1.02d0 | FIX, val Fraunhofer coefficient |LOG,REAL*8|
+-------------------------+-------------------------------------+-------+
767.7280 | start wavelength |REAl*8 |
771.7010 | stop wavelength |REAl*8 |
+-------------------------+-------------------------------------+-------+
2 T | number of excl. sections, wl/channel|INT,LOG|
767.7280 767.7700 | start stop wavelength | REAL*8, REAL*8|
768.0800 768.4000 | start stop wavelength | REAL*8, REAL*8|
+-------------------------+-------------------------------------+-------+
...
Figure B.8: Format of the .fit ﬁle for PDFFIT .
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real*8 function gamma(x, mean, kappa, shift)
c+---------------------------------------------------------------------+
c PDF model for a shifted Gamma distribution
c parameter 1 : mean path <l>
c 2 : kappa=<l>**2/var(l), var(l) = <l**2>-<l>**2
c 3 : shift parameter
implicit none
c interface:





















getmodname = ’SHIFTED GAMMA’
end if ...
in subroutine setpdf():
subroutine setpdf(thispdf, mymodel, npar, par, nbin, min, max)
c+---------------------------------------------------------------------+





c shifted gamma distribution







Figure B.9: Implementation of the shifted Gamma distribution as PDF model. The model
number i is 1. The correct number of parameters must be passed in the function call in
setpdf(). The function must return only positive values.
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Table B.2: List of input and output ﬁles used by PDFFIT, beside those used by AFIT.
Intermediate ﬁles
.trn High resolution transmissions for the line centers.
.xsc Cross sections for all lines and atmospheric layers.
Output ﬁles
.lo2 copy of the console output.
.da2 ﬁt results and errors (if calculated).
.sp2 spectrum of the ﬁt result.
.mn2 copy of the MINUIT output.
is set in the .fit ﬁle. The pathlengths range is [0 . . . < l > ·range]. Other model pa-
rameters are the additive and multiplicative polynomial and the Fraunhofer ﬁt coeﬃcient.
All parameters can be ﬁxed or free. Spectral regions can be excluded from the ﬁt. The
results are written to the .da2 ﬁle, the console output is logged to the .lg2 ﬁle and the
resulting spectra are stored to the .sp2 ﬁle. Data needed by RTFIT is stored to the .xsc
and .trn ﬁles. They contain the high resolution cross sections for all line centers and the
atmospheric layers, and the high resolution transmission for the line centers, respectively.
RTFIT
RTFIT is based on the discrete ordinate RT model DISORT, see Section 3.4.1. The model
is described in Section 4.3.6. Model parameters are the cloud optical thicknesses for a
given number of plane-parallel cloud layers, speciﬁed in the .inp ﬁle, see Figure B.11.
The optical thickness of each layer is initialized in the .inp ﬁle. It can be ﬁxed or free for
each layer separately. RTFIT needs data calculated by PDFFIT. It can therefore only be
invoked, if PDFFIT was successfully executed for the same run. However PDFFIT must not
be rerun prior to each RTFIT execution, since all required data is saved in the ﬁles .xsc
and .trn. Other RT model parameters are initialized in the .fit ﬁle, see Figure B.12. The
.asl ﬁle contains the aerosol extinction proﬁle. Layers must match the atmospheric layers
in the .atm ﬁle. It is given for 550 nm. The wavelength dependence of the aerosol scattering
is parameterized by (λ/550)γ , where γ is taken from the .fit ﬁle. Surface reﬂection with
the ground albedo following Lamberts law is included. All phase functions are assumed
to be Henyey-Greenstein function. The asymmetry factor for aerosol scattering is given in
the .fit ﬁle. Rayleigh scattering is also included. The ﬁles with the result and errors (if
calculated) are listed in Figure B.13.
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+-------------------------+-------------------------------------+-------+
D:\USER\TEST\DATA\ | path for data directory |CHAR*25|
D:\USER\TEST\RESULT\ | path for result directory |CHAR*25|
+-------------------------+-------------------------------------+-------+
1 | number of operations |CHAR*12|
+-------------------------+-------------------------------------+-------+
test3.inp | name of fitfile |CHAR*12|
test3.inp | name of input data (spectra) file |CHAR*12|
+-------------------------+-------------------------------------+-------+
Figure B.10: Format of the rtfit.ini ﬁle.
+-------------------------+-------------------------------------+-------+
T | view fit process |LOG |
+-------------------------+-------------------------------------+-------+
1 | number of spectra to evaluate |INT |
+-------------------------+-------------------------------------+-------+
test | RUNNAME |CHAR*25|
1 | number of independant cloud layers |INT |
F 50.d0 0.85d0 | CLDFIX, TAUCLD, GGCLD |LOG, REAL*8, REAL*8|
1000.0 5000.0 | cloud base, cloud top [m]|2REAL*8|
+-------------------------+-------------------------------------+-------+
Figure B.11: Format of the .inp ﬁle for RTFIT . The cloud layers must be sorted by
increasing altitude.
+-------------------------+-------------------------------------+-------+
aslzero.asl | aerosol extinction |CHAR*12|
lnlist.dat | list of used o2 lines |CHAR*12|
+-------------------------+-------------------------------------+-------+
0.3d0 | ground albedo |REAL*8 |
0.d0 | gamma for asl. scattering |REAl*8 |
0.7d0 | asymmetry factor for aerosols |REAL*8 |
16 | number of streams for DISORT <= 32|INT |
80 | number of computational layers <=200|INT |
+-------------------------+-------------------------------------+-------+
1 | MINUIT error analysis level [0-2]|INT |
4.d0 | confidence level for error analysis |REAL*8 |
+-------------------------+-------------------------------------+-------+
Figure B.12: Format of the .fit ﬁle for RTFIT .
Output ﬁles
.lo3 copy of the console output.
.da3 ﬁt results and errors (if calculated).
.mn3 copy of the MINUIT output.
Figure B.13: List of output ﬁles generated by RTFIT.
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B.2 ATRAN
The program ATRAN simulates photon trajectories in the atmosphere in the presence of
clouds. Details on the Monte Carlo techniques are given in Section 3.4.2. Results are mean
number of scatterings, path length, integrated column and optical depth of the absorption
lines for the whole atmosphere or solely inside the cloud.
Implementation and Operation
ATRAN is written in FORTRAN90 using Compaq/Digital Visual Fortran 6.1a. The random
number generator random number(), included in Compaq/Digital Visual Fortran, uses two
separate congruential generators together, to produce pseudo-random numbers uniformly
distributed in (0,1) with a period of approximately 1018. Both generators can be seeded
separately either with a ﬁxed seed for reproducibility or a random seed (from the computer
clock ticks). IMSL cubic spline functions are used for spline interpolation and integration of
aerosol extinction proﬁle taken from aerosol.dat. The oxygen/air column for absorption
and Rayleigh scattering is calculated by analytical integration of the exponential pressure
proﬁle. The atmospheric temperature proﬁle is taken from the mcrt.atm ﬁle, generated
by the program atmosphere see Section B.3. The optical depth of oxygen absorption
lines is integrated along each trajectory using the interpolated mean temperature and
pressure of each segment between two successive scattering processes to calculate the
correct absorption cross section in the line center, see Section 4.1.3. The spectroscopic
data are taken from the ﬁle lines.dat, entries are in the HITRAN 100 character line
transition format, (Rothman et al. 1998). Individual photon trajectories can be displayed
as a 3D line plot using the Compaq/Digital array viewer included with the compiler
package.
The program execution is controlled by the ﬁle mcrt.ini which allows to perform a
batch of single runs. The ﬁle .run contains all variable model parameters. Fig. B.14 shows
the structure and a brief description of the entries. Results are written to a set of ﬁles
named <runname> followed by a specifying extension, see Tab. B.3.
Table B.3: Result ﬁles of ATRAN. The ﬁles are named <runname><aaa>.ext with
<aaa> being all for the whole atmosphere and cld for inside the cloud or beneath the
cloud top depending on the output2 setting in .run.
.log statistical results (means, second moments), copy of the screen output.
.dat number of scatterings, integrated pathlength and column
and statistical weight for each trajectory.
.pdf path lengths distribution in PDF standard format, see B.4
.col integrated column distribution in PDF standard format.
.trn transmission versus vertical optical depth for each absorption line.
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mcrt.ini:
n number of runs





100000 NUMBER of photons [int]
10000000 max. number of trials [int]
100000 max. number of scatterings per trajectory [int]
+---------------------------------------------------------------------------------+
1.d5 cloud 1 bottom height [cm]
4.d5 cloud 1 top (only one layer if cloud1top>cloud2bot) [cm]
30.d2 mean free pass for mie scattering in cloud 1 [cm]
0.85d0 asymmetry factor of mie phase function in cloud 1
1.5d0 alpha1 (0.0 for exponential, else Levy index: 1.0-2.0)
+---------------------------------------------------------------------------------+
4.d5 cloud 2 bottom height [cm]
7.d5 cloud 2 top (only one layer cloud2top=cloud1top) [cm]
30.d2 mean free pass for mie scattering in cloud 2 [cm]
0.7d0 asymmetry factor of mie phase function in cloud 1
1.5d0 alpha2 (0.0 for exponential, else Levy index: 1.0-2.0)
+---------------------------------------------------------------------------------+
50.d5 toa (top of atmosphere) [cm]
60.d0 sza (sun zenith angle) [deg]
0.0d0 albedo
1.7d-2 fov (full field of view) [rad]
.true. viewing direction: .true./.false. zenith/nadir(from toa)
.false. allow Rayleigh and Aerosol scattering outside clouds
0.7d0 asymmetry factor of mie phase function for aerosol
-1.2d0 exponent for spectral dependance of aerosol scattering
aerosol.dat file containing aerosol extinction profile [char*12]
770.d0 wavelength
+---------------------------------------------------------------------------------+
101325.d0 ground pressure (1 atm = 101325.d0 hPa) [hPa]
7.5d5 scaleheight (0.d0 for homogeneous atmosphere) [cm]
0.d0 constant temperature (0.d0: temp. from mcrt.atm file) [K]
.false. output2 for path inside cloud (else cloud and below)
.false. add integal column toa-infinity
.false. do not use weight for individual paths
+---------------------------------------------------------------------------------+
.true. use default seed for random number generator
1 viewmode 0: nothing, 1:photon summary, 2:each scattering
.true. avmode .true.: use array viewer
.true. interactive mode (switch to .false. for batch processing)
.true. display only to cloud top
+---------------------------------------------------------------------------------+
lines.dat:
n number of absorption lines
S E γl n lines containing linestrength / cm, ground state energy / cm−1
and pressure broadening / cm−1atm−1 in HITRAN format.
aerosol.dat:
H kaerosol arbitrary no. of lines, height / cm and extinction coeﬃcient / km−1
Figure B.14: Files needed for ATRAN. Initialization ﬁle mcrt.ini, model parameter ﬁle
runname.run, absorption line ﬁle lines.dat and aerosol extinction ﬁle aerosol.dat.
All additional ﬁles must be located in the program directory.
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B.3 atmosphere
The program atmosphere generates meteorological parameters, as required by AFIT and
ATRAN, for a discrete atmosphere. It uses pressure and temperature proﬁles from radioson-
des or meteorological models. This input proﬁle is extended above the highest entry by
using the barometric height formula together with the temperature gradient for the US
standard atmosphere, [NOAA 1976]. The atmosphere is divided into nalyr layers with
similar vertical column. Therefore the mean pressure of the layers increases by p0/nalyr
starting from (1− 0.5nalyr ) ·p0, where p0 is the ground pressure. The mean layer temperature
is calculated as the pressure weighted average of the linearly interpolated temperature
from the input proﬁle. The layer boundaries are calculated from the height of the closest









where h′i and p
′





height and pressure of the closest input pressure proﬁle entry. The program uses the
ﬁle atmosphere.ini for initialization:
+--------------+-------------------------------------------------+-------+
ukmo.dat | file containing profile data (eg. radio sonde) |CHAR*12|
test.atm | output file .atm |CHAR*12|
test.ini | control output of data used for interpolation |CHAR*12|
+--------------+-------------------------------------------------+-------+
580.0 | ground height [m] |CHAR*12|
915.0 | ground pressure [hPa] |CHAR*12|
275.0 | ground temperature [K] |CHAR*12|
+--------------+-------------------------------------------------+-------+
40 | number of layers |INT |
1 | type of input file (1: ukmo sonde, 2: free ascii)|INT |
+--------------+-------------------------------------------------+-------+
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Figure B.15: Sample temperature and pressure proﬁles as generated by atmosphere.
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B.4 .pdf Format and Subroutines
PDFs are stored internally in the pdf type deﬁned in pdf.fi. A set of basic functions
to handle the pdfs, is provided in pdf.for:
type pdf
integer model ! model number
integer npar ! number of parameters of pdf
real*8 par(maxpdfpar) ! vector containig npar parameters
c discretization:
integer nbin ! number of bins
real*8 x(maxbin) ! center x value of bin
real*8 p(maxbin) ! bin value
real*8 mean ! mean x value
real*8 second ! second moment of x value
end type
type pdf thispdf
integer model, npar, nbin
real*8 par(npar), x(nbin), mom(nmom)
integer function getmodelpar(model)
character*20 function getmodelname(model)
subroutine setpdf(thispdf, model, npar, par, nbin, min, max)




subroutine moments(thispdf, nmom, mom)
subroutine evalpdf(thispdf, alpha, res)
subroutine savepdf(thispdf, filename, flag)
subroutine loadpdf(thispdf, filename)
setpdf sets thispdf to a discretization of the model. The parameters are passed
inpar. genpdf generates a histogram of the array x of length n. The histogram
starts at min(x) with n equidistant bins, and is truncated at width·<x>. normpdf
normalizes the PDF, morm2pdf normalizes the sum of all p(i). statpdf generates
mean and second moment. moments calculates nmom moments and stores them to
mom. evalpdf calculates Equation 3.12 for alpha. savepdf and loadpdf write/read
the pdf to/from disk. If flag=1, only x(i) and p(i) are stored.
The .pdf standard format (ASCII) used by savepdf(,,flag=0) and loadpdf is:
101 nbin
0.00E+000 0.00E+000












Table C.2 summarizes the spectroscopic data of the oxygen lines, as used for the
analysis by AFIT. The data is based on the 1996 edition of the HITRAN data
base. The self broadened half width are corrected according to the values from
[Ritter and Wilkerson 1987]. For transitions, not measured by RW, the pressure
broadened widths are extrapolated, see Section 5.1. The air broadened half width
are calculated by multiplication by 1.002, according to Ritter and Wilkerson [1987].
Table C.1: Format of the 100 character HITRAN output for spectroscopic line data with
FORTRAN format speciﬁer and corresponding quantities. (Only the required quantities
are explained, for details see [Rothman et al. 1998].)
FORMAT(I2,I1,F12.6,1P2E10.3,0P2F5.4,F10.4,F4.2,F8.6,2I3,A9,2(A1,I2),2X,A1,3I1,3I2)
Mol, Iso, ν, S, , γair, γself , E ′′, n, δ, iν ′, iν ′′, q′, br, N ′′, br, J ′′, sym, ierr, iref
Mol molecule identiﬁer, 7: oxygen
Iso isotope identiﬁer, 1: 16O2, 2:
18O16O, 3: 17O16O
ν line center in cm−1, in vacuum
S line strength in cm (or cm−1molec−1cm2)
γair air broadened half width in cm
−1atm−1
γself self broadened half width in cm
−1atm−1
E ′′ initial state energy in cm−1
n coeﬃcient of the temperature dependence of air-broadened half width
upper and lower state global quanta:
iν ′, 1: X3Σ−g (ν=0), 2: X
3Σ−g (ν=1)
iν ′′ 5: b1Σ+g (ν=0), 6: b
1Σ+g (ν=1)
upper and lower state local quanta:
br, N ′′ branch (P or R) for ∆N , and N ′′ of inital state
br, J ′′ branch (P, R or Q) for ∆J , and J ′′ of inital state
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Table C.2: Oxygen line data in 100 character HITRAN format, see Table C.1. The cor-
rections for the (0,0) transitions are included. The (1,1) band strength is not corrected.
(0,0) 16O2:
7113021.289999 4.410E-25 3.250E-08.0391.0390 933.5311 .76 .000000 5 1 P25P25 d00421 2 2
7113023.077762 4.220E-25 3.211E-08.0388.0387 931.7433 .76 .000000 5 1 P25Q24 d00421 2 2
7113010.814017 2.270E-25 3.253E-08.0376.0375 1085.2037 .76 .000000 5 1 P27P27 d00421 2 2
7113012.584140 2.180E-25 3.218E-08.0373.0372 1083.4335 .76 .000000 5 1 P27Q26 d00421 2 2
7112999.961534 1.100E-25 3.258E-08.0363.0362 1248.2019 .76 .000000 5 1 P29P29 d00421 2 2
7113001.714161 1.060E-25 3.223E-08.0355.0354 1246.4493 .76 .000000 5 1 P29Q28 d00421 2 2
7112988.730672 5.093E-26 3.263E-08.0349.0348 1422.4995 .76 .000000 5 1 P31P31 d00421 2 2
7112990.465921 4.925E-26 3.231E-08.0341.0340 1420.7642 .76 .000000 5 1 P31Q30 d00421 2 2
7112977.119340 2.199E-26 3.268E-08.0336.0335 1608.0680 .76 .000000 5 1 P33P33 d00421 2 2
7112978.837309 2.132E-26 3.238E-08.0325.0324 1606.3500 .76 .000000 5 1 P33Q32 d00421 2 2
7112965.125234 9.367E-27 3.275E-08.0323.0322 1804.8773 .76 .000000 5 1 P35P35 d00421 2 2
7112966.826004 9.100E-27 3.246E-08.0310.0309 1803.1765 .76 .000000 5 1 P35Q34 d00421 2 2
(1,1) 16O2:
7112956.085793 2.540E-27 2.682E-08.0582.0571 1598.1184 .71 .000000 6 2 P 5Q 4 d00424 5 2
7112960.441521 2.423E-27 2.932E-08.0596.0584 1574.5429 .71 .000000 6 2 P 3P 3 d00424 5 2
7112962.527152 1.653E-27 2.771E-08.0612.0600 1572.4573 .71 .000000 6 2 P 3Q 2 d00424 5 2
7112966.421806 1.297E-27 3.416E-08.0628.0616 1560.3249 .71 .000000 6 2 P 1P 1 d00424 5 2
7112974.659503 6.478E-28 1.705E-08.0628.0616 1560.3249 .71 .000000 6 2 R 1R 1 d00424 5 2
7112976.544618 1.503E-27 2.351E-08.0612.0600 1558.4398 .71 .000000 6 2 R 1Q 2 d00424 5 2
7112979.661297 1.812E-27 2.189E-08.0596.0584 1574.5429 .71 .000000 6 2 R 3R 3 d00424 5 2
7112981.617678 2.622E-27 2.440E-08.0582.0571 1572.5865 .71 .000000 6 2 R 3Q 4 d00424 5 2
7112984.269584 2.665E-27 2.320E-08.0569.0558 1600.1329 .71 .000000 6 2 R 5R 5 d00424 5 2
7112986.263595 3.391E-27 2.473E-08.0566.0555 1598.1388 .71 .000000 6 2 R 5Q 6 d00424 5 2
7112988.482825 3.116E-27 2.379E-08.0563.0552 1637.0905 .71 .000000 6 2 R 7R 7 d00424 5 2
7112990.504718 3.730E-27 2.488E-08.0558.0547 1635.0686 .71 .000000 6 2 R 7Q 8 d00424 5 2
7112992.299261 3.165E-27 2.413E-08.0552.0541 1685.4100 .71 .000000 6 2 R 9R 9 d00424 5 2
7112994.344885 3.658E-27 2.497E-08.0542.0531 1683.3643 .71 .000000 6 2 R 9Q10 d00424 5 2
7112995.716909 2.893E-27 2.434E-08.0531.0521 1745.0832 .71 .000000 6 2 R11R11 d00424 5 2
7112997.784119 3.267E-27 2.503E-08.0525.0515 1743.0160 .71 .000000 6 2 R11Q12 d00424 5 2
7112998.733564 2.420E-27 2.449E-08.0519.0509 1816.1005 .71 .000000 6 2 R13R13 d00424 5 2
7113000.821111 2.689E-27 2.507E-08.0514.0504 1814.0129 .71 .000000 6 2 R13Q14 d00424 5 2
7113001.346797 1.871E-27 2.460E-08.0509.0499 1898.4502 .71 .000000 6 2 R15R15 d00424 5 2
7113003.453896 2.053E-27 2.510E-08.0498.0488 1896.3431 .71 .000000 6 2 R15Q16 d00424 5 2
7113003.553955 1.344E-27 2.468E-08.0487.0477 1992.1189 .71 .000000 6 2 R17R17 d00424 5 2
7113005.352162 9.016E-28 2.474E-08.0470.0461 2097.0913 .71 .000000 6 2 R19R19 d00424 5 2
7113005.680082 1.462E-27 2.513E-08.0478.0469 1989.9928 .71 .000000 6 2 R17Q18 d00424 5 2
7113006.738312 5.662E-28 2.479E-08.0463.0454 2213.3501 .71 .000000 6 2 R21R21 d00424 5 2
7113007.496952 9.731E-28 2.513E-08.0466.0457 2094.9465 .71 .000000 6 2 R19Q20 d00424 5 2
7113007.709074 3.336E-28 2.484E-08.0449.0440 2340.8764 .71 .000000 6 2 R23R23 d00424 5 2
7113008.092279 4.721E-29 2.495E-08.0422.0414 2790.8417 .71 .000000 6 2 R29R29 d00424 5 2
7113008.260888 1.847E-28 2.488E-08.0441.0432 2479.6492 .71 .000000 6 2 R25R25 d00424 5 2
7113008.389964 9.621E-29 2.491E-08.0430.0422 2629.6458 .71 .000000 6 2 R27R27 d00424 5 2
7113008.901504 6.074E-28 2.515E-08.0456.0447 2211.1869 .71 .000000 6 2 R21Q22 d00424 5 2
7113009.890476 3.561E-28 2.516E-08.0445.0436 2338.6950 .71 .000000 6 2 R23Q24 d00424 5 2
(0,0) 16O18O:
7213005.105811 1.978E-28 3.192E-08.0422.0414 1259.1207 .71 .000000 5 1 P30Q29 d00426 2 2
7213008.628940 2.932E-28 3.218E-08.0422.0414 1179.8725 .71 .000000 5 1 P29P29 d00426 2 2
7213010.393614 2.832E-28 3.190E-08.0426.0418 1178.1078 .71 .000000 5 1 P29Q28 d00426 2 2
7213013.816926 4.144E-28 3.216E-08.0426.0418 1101.5383 .71 .000000 5 1 P28P28 d00426 2 2
7213015.589817 3.996E-28 3.186E-08.0430.0422 1099.7654 .71 .000000 5 1 P28Q27 d00426 2 2
7213018.913674 5.776E-28 3.215E-08.0430.0422 1025.8778 .71 .000000 5 1 P27P27 d00426 2 2
7213020.694808 5.561E-28 3.184E-08.0437.0428 1024.0966 .71 .000000 5 1 P27Q26 d00426 2 2
7213023.919552 7.935E-28 3.213E-08.0437.0428 952.8937 .71 .000000 5 1 P26P26 d00426 2 2
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Raman Lines
Tables with the individual line data for the O2 and N2 Raman lines as used by RAS.
The data is taken from [Burrows et al. 1996]. The pressure broadening coeﬃcients
γprs are also given, since they are required to calculate exact Raman line proﬁles in
RAS, see Section 2.2.2.
Table C.3: Raman line data for O2
N N ′ J J ′ E ∆E bN,N′ γprs
[cm−1] [cm−1] [cm−1 atm−1]
33 32 31 30 1606.35333 -185.5861 3.630E-01 0.0379
33 33 31 31 1608.07100 -185.5690 3.630E-01 0.0379
33 34 31 32 1605.80644 -185.5512 3.637E-01 0.0379
31 30 29 28 1420.76722 -174.3154 3.622E-01 0.0379
31 31 29 29 1422.50200 -174.2980 3.622E-01 0.0379
31 32 29 30 1420.25522 -174.2802 3.630E-01 0.0379
29 28 27 26 1246.45188 -163.0162 3.613E-01 0.0379
29 29 27 27 1248.20400 -162.9980 3.613E-01 0.0379
29 30 27 28 1245.97500 -162.9809 3.622E-01 0.0379
27 26 25 24 1083.43566 -151.6906 3.602E-01 0.0415
27 27 25 25 1085.20600 -151.6730 3.602E-01 0.0415
27 28 25 26 1082.99411 -151.6551 3.612E-01 0.0415
25 24 23 22 931.7450 -140.3405 3.589E-01 0.0462
25 25 23 23 933.5330 -140.3230 3.589E-01 0.0462
25 26 23 24 931.3390 -140.3046 3.601E-01 0.0462
23 22 21 20 791.4045 -128.9677 3.574E-01 0.0474
23 23 21 21 793.2100 -128.9490 3.574E-01 0.0474
23 24 21 22 791.0344 -128.9314 3.589E-01 0.0474
21 20 19 18 662.4368 -117.5740 3.556E-01 0.0486
21 21 19 19 664.2610 -117.5560 3.556E-01 0.0486
21 22 19 20 662.1030 -117.5372 3.573E-01 0.0486
19 19 17 18 546.7050 -108.2632 2.079E-03 0.0498
19 18 17 16 544.8628 -106.1613 3.533E-01 0.0498
19 19 17 17 546.7050 -106.1430 3.534E-01 0.0498
19 20 17 18 544.5658 -106.1240 3.555E-01 0.0498
19 18 17 17 544.8628 -104.3008 2.191E-03 0.0498
17 17 15 16 440.5620 -96.8136 2.597E-03 0.0498
17 16 15 14 438.7015 -94.7318 3.505E-01 0.0498
17 17 15 15 440.5620 -94.7120 3.506E-01 0.0498
17 18 15 16 438.4418 -94.6934 3.532E-01 0.0498
17 16 15 15 438.7015 -92.8515 2.755E-03 0.0498
15 15 13 14 345.8500 -85.3489 3.337E-03 0.0533
15 14 13 12 343.9697 -83.2871 3.468E-01 0.0533
15 15 13 13 345.8500 -83.2671 3.471E-01 0.0533
15 16 13 14 343.7484 -83.2473 3.504E-01 0.0533
15 14 13 13 343.9697 -81.3868 3.567E-03 0.0533
13 13 11 12 262.5829 -73.8694 4.444E-03 0.0545
13 12 11 10 260.6826 -71.8294 3.418E-01 0.0545
13 13 11 11 262.5829 -71.8080 3.422E-01 0.0545
13 14 11 12 260.5011 -71.7876 3.467E-01 0.0545
13 12 11 11 260.6826 -69.9077 4.800E-03 0.0545
11 11 9 10 190.7749 -62.3771 6.211E-03 0.0557
11 10 9 8 188.8532 -60.3611 3.348E-01 0.0557
11 11 9 9 190.7749 -60.3373 3.354E-01 0.0557
11 12 9 10 188.7135 -60.3157 3.416E-01 0.0557
11 10 9 9 188.8532 -58.4156 6.803E-03 0.0557
9 9 7 8 130.4376 -50.8730 9.288E-03 0.0581
9 8 7 6 128.4921 -48.8851 3.220E-01 0.0581
9 9 7 7 130.4376 -48.8571 3.251E-01 0.0581
9 10 7 8 128.3978 -48.8332 3.344E-01 0.0581
9 8 7 7 128.4921 -46.9116 1.127E-02 0.0581
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Raman line data for O2, continued
N N ′ J J ′ E ∆E bN,N′ γprs
5 4 1 2 42.2001 -40.1158 1.062E-03 0.0533
7 7 5 6 81.5805 -39.3565 1.387E-02 0.0581
7 6 5 4 79.6070 -37.4069 3.013E-01 0.0581
7 7 5 5 81.5805 -37.3688 3.077E-01 0.0581
7 8 5 6 79.5646 -37.3406 3.223E-01 0.0581
7 6 5 5 79.6070 -35.3953 1.979E-02 0.0581
5 5 3 4 44.2117 -27.8241 2.613E-02 0.0533
5 4 3 2 42.2001 -25.9472 2.544E-01 0.0533
5 5 3 3 44.2117 -25.8745 2.727E-01 0.0533
5 6 3 4 42.2240 -25.8364 3.020E-01 0.0533
5 4 3 4 42.2001 -25.8125 1.476E-03 0.0533
5 4 3 3 42.2001 -23.8629 4.342E-02 0.0533
3 2 1 0 16.2529 -16.2529 9.234E-02 0.0545
3 3 1 2 18.3372 -16.2529 6.596E-02 0.0545
3 3 1 1 18.3372 -14.3761 1.714E-01 0.0545
3 4 1 2 16.3876 -14.3033 2.571E-01 0.0545
3 2 1 2 16.2529 -14.1686 1.843E-02 0.0545
3 2 1 1 16.2529 -12.2918 1.615E-01 0.0545
19 19 19 20 546.7050 -2.1392 1.970E-03 0.0427
17 17 17 18 440.5620 -2.1202 2.445E-03 0.0438
15 15 15 16 345.8500 -2.1016 3.116E-03 0.0427
1 2 1 0 2.0843 -2.0843 1.077E-01 0.0569
3 3 3 2 18.3372 -2.0843 7.690E-02 0.0545
13 13 13 14 262.5829 -2.0818 4.105E-03 0.0462
11 11 11 12 190.7749 -2.0614 5.652E-03 0.0474
9 9 9 10 130.4376 -2.0398 8.271E-03 0.0498
7 7 7 8 81.5805 -2.0159 1.222E-02 0.0510
5 5 5 4 44.2117 -2.0116 2.842E-02 0.0510
5 5 5 6 44.2117 -1.9877 2.207E-02 0.0510
7 7 7 6 81.5805 -1.9735 1.470E-02 0.0510
3 3 3 4 18.3372 -1.9496 5.132E-02 0.0545
9 9 9 8 130.4376 -1.9455 8.256E-03 0.0498
11 11 11 10 190.7749 -1.9217 5.647E-03 0.0474
13 13 13 12 262.5829 -1.9003 4.103E-03 0.0462
15 15 15 14 345.8500 -1.8803 3.115E-03 0.0427
1 1 1 2 3.9611 -1.8768 2.308E-01 0.0569
17 17 17 16 440.5620 -1.8605 2.445E-03 0.0438
19 19 19 18 546.7050 -1.8422 1.970E-03 0.0427
3 4 3 2 16.3876 -0.1347 2.116E-03 0.0545
3 2 3 4 16.2529 0.1347 3.810E-03 0.0545
19 18 19 19 544.8628 1.8422 2.076E-03 0.0427
17 16 17 17 438.7015 1.8605 2.593E-03 0.0438
1 2 1 1 2.0843 1.8768 1.385E-01 0.0569
15 14 15 15 343.9697 1.8803 3.329E-03 0.0427
13 12 13 13 260.6826 1.9003 4.431E-03 0.0462
11 10 11 11 188.8532 1.9217 6.184E-03 0.0474
9 8 9 9 128.4921 1.9455 9.227E-03 0.0498
3 4 3 3 16.3876 1.9496 3.991E-02 0.0545
7 6 7 7 79.6070 1.9735 1.696E-02 0.0510
5 6 5 5 42.2240 1.9877 1.867E-02 0.0510
5 4 5 5 42.2001 2.0116 3.474E-02 0.0510
7 8 7 7 79.5646 2.0159 1.078E-02 0.0510
9 10 9 9 128.3978 2.0398 7.483E-03 0.0498
11 12 11 11 188.7135 2.0614 5.200E-03 0.0474
13 14 13 13 260.5011 2.0818 3.822E-03 0.0462
1 0 1 2 0.0000 2.0843 5.383E-01 0.0569
3 2 3 3 16.2529 2.0843 1.077E-01 0.0545
15 16 15 15 343.7484 2.1016 2.927E-03 0.0427
17 18 17 17 438.4418 2.1202 2.313E-03 0.0438
19 20 19 19 544.5658 2.1392 1.874E-03 0.0427
1 1 3 2 3.9611 12.2918 2.692E-01 0.0545
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Raman line data for O2, continued
N N ′ J J ′ E ∆E bN,N′ γprs
1 2 3 2 2.0843 14.1686 1.843E-02 0.0545
1 2 3 4 2.0843 14.3033 4.628E-01 0.0545
1 1 3 3 3.9611 14.3761 4.000E-01 0.0545
1 0 3 2 0.0000 16.2529 4.617E-01 0.0545
1 2 3 3 2.0843 16.2529 9.234E-02 0.0545
3 3 5 4 18.3372 23.8629 5.583E-02 0.0533
3 4 5 4 16.3876 25.8125 1.476E-03 0.0533
3 4 5 6 16.3876 25.8364 4.362E-01 0.0533
3 3 5 5 18.3372 25.8745 4.286E-01 0.0533
3 2 5 4 16.2529 25.9472 4.579E-01 0.0533
3 4 5 5 16.3876 27.8241 3.193E-02 0.0533
5 5 7 6 44.2117 35.3953 2.339E-02 0.0581
5 6 7 8 42.2240 37.3406 4.214E-01 0.0581
5 5 7 7 44.2117 37.3688 4.196E-01 0.0581
5 4 7 6 42.2001 37.4069 4.352E-01 0.0581
5 6 7 7 42.2240 39.3565 1.600E-02 0.0581
1 2 5 4 2.0843 40.1158 1.911E-03 0.0533
7 7 9 8 81.5805 46.9116 1.278E-02 0.0581
7 8 9 10 79.5646 48.8332 4.150E-01 0.0581
7 7 9 9 81.5805 48.8571 4.118E-01 0.0581
7 6 9 8 79.6070 48.8851 4.210E-01 0.0581
7 8 9 9 79.5646 50.8730 1.038E-02 0.0581
9 9 11 10 130.4376 58.4156 7.519E-03 0.0557
9 10 11 12 128.3978 60.3157 4.067E-01 0.0557
9 9 11 11 130.4376 60.3373 4.060E-01 0.0557
9 8 11 10 128.4921 60.3611 4.135E-01 0.0557
9 10 11 11 128.3978 62.3771 6.803E-03 0.0557
11 11 13 12 190.7749 69.9077 5.217E-03 0.0545
11 12 13 14 188.7135 71.7876 4.021E-01 0.0545
11 11 13 13 190.7749 71.8080 4.017E-01 0.0545
11 10 13 12 188.8532 71.8294 4.070E-01 0.0545
11 12 13 13 188.7135 73.8694 4.800E-03 0.0545
13 13 15 14 262.5829 81.3868 3.831E-03 0.0533
13 14 15 16 260.5014 83.2473 3.987E-01 0.0533
13 13 15 15 262.5829 83.2671 3.985E-01 0.0533
13 12 15 14 260.6826 83.2871 4.023E-01 0.0533
13 14 15 15 260.5011 85.3489 3.567E-03 0.0533
15 15 17 16 345.8500 92.8515 2.933E-03 0.0498
15 16 17 18 343.7484 94.6934 3.961E-01 0.0498
15 15 17 17 345.8500 94.7120 3.959E-01 0.0498
15 14 17 16 343.9697 94.7318 3.988E-01 0.0498
15 16 17 17 343.7484 96.8136 2.755E-03 0.0498
17 17 19 18 440.5620 104.3008 2.317E-03 0.0498
17 18 19 20 438.4418 106.1240 3.939E-01 0.0498
17 17 19 19 440.5620 106.1430 3.938E-01 0.0498
17 16 19 18 438.7015 106.1613 3.961E-01 0.0498
17 18 19 19 438.4418 108.2632 2.191E-03 0.0498
19 19 21 20 546.7050 115.7318 1.876E-03 0.0486
19 20 21 22 544.5658 117.5372 3.922E-01 0.0486
19 19 21 21 546.7050 117.5560 3.921E-01 0.0486
19 18 21 20 544.8628 117.5740 3.940E-01 0.0486
19 20 21 21 544.5658 119.6952 1.785E-03 0.0486
21 22 23 24 662.1030 128.9314 3.906E-01 0.0474
21 21 23 23 664.2610 128.9490 3.907E-01 0.0474
21 20 23 22 662.4368 128.9677 3.922E-01 0.0474
23 24 25 26 791.0344 140.3046 3.895E-01 0.0462
23 23 25 25 793.2100 140.3230 3.895E-01 0.0462
23 22 25 24 791.4045 140.3405 3.908E-01 0.0462
25 26 27 28 931.3390 151.6551 3.885E-01 0.0415
25 25 27 27 933.5330 151.6730 3.885E-01 0.0415
25 24 27 26 931.7450 151.6906 3.896E-01 0.0415
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Raman line data for O2, continued
N N ′ J J ′ E ∆E bN,N′ γprs
27 28 29 30 1082.9941 162.9809 3.876E-01 0.0379
27 27 29 29 1085.2060 162.9980 3.876E-01 0.0379
27 26 29 28 1083.4356 163.0162 3.885E-01 0.0379
29 30 31 32 1245.9750 174.2802 3.868E-01 0.0379
29 29 31 31 1248.2040 174.2980 3.868E-01 0.0379
29 28 31 30 1246.4518 174.3154 3.876E-01 0.0379
31 32 33 34 1420.2552 185.5512 3.861E-01 0.0379
31 31 33 33 1422.5020 185.5690 3.861E-01 0.0379
31 30 33 32 1420.7672 185.5861 3.868E-01 0.0379
33 34 35 36 1605.8064 196.7919 3.855E-01 0.0379
33 33 35 35 1608.0710 196.8100 3.855E-01 0.0379
33 32 35 34 1606.3533 196.8269 3.861E-01 0.0379
Table C.4: Raman line data for N2
N J E ∆E bN,N′ γprs
[cm−1] [cm−1] [cm−1 atm−1]
28 26 1611.7467 -217.8964 3.617E-01 0.0379
27 25 1500.8350 -210.0387 3.612E-01 0.0384
26 24 1393.8503 -202.1737 3.607E-01 0.0390
25 23 1290.7963 -194.3015 3.601E-01 0.0395
24 22 1191.6766 -186.4226 3.595E-01 0.0400
23 21 1096.4948 -178.5374 3.589E-01 0.0406
22 20 1005.2540 -170.6459 3.581E-01 0.0411
21 19 917.9574 -162.7484 3.573E-01 0.0417
20 18 834.6081 -154.8453 3.565E-01 0.0422
19 17 755.2090 -146.9368 3.555E-01 0.0427
18 16 679.7628 -139.0233 3.544E-01 0.0433
17 15 608.2722 -131.1049 3.532E-01 0.0438
16 14 540.7395 -123.1819 3.519E-01 0.0444
15 13 477.1673 -115.2547 3.504E-01 0.0449
14 12 417.5576 -107.3235 3.487E-01 0.0454
13 11 361.9126 -99.3886 3.467E-01 0.0460
12 10 310.2341 -91.4502 3.443E-01 0.0465
11 9 262.5240 -83.5086 3.416E-01 0.0471
10 8 218.7839 -75.5642 3.383E-01 0.0476
9 7 179.0154 -67.6171 3.344E-01 0.0481
8 6 143.2197 -59.6676 3.294E-01 0.0487
7 5 111.3983 -51.7162 3.231E-01 0.0492
6 4 83.5521 -43.7629 3.147E-01 0.0498
5 3 59.6821 -35.8080 3.030E-01 0.0503
4 2 39.7892 -27.8519 2.857E-01 0.0508
3 1 23.8741 -19.8950 2.571E-01 0.0514
2 0 11.9373 -11.9373 2.000E-01 0.0519
0 2 0.0000 11.9373 1.000E+00 0.0530
1 3 3.9791 19.8950 6.000E-01 0.0525
2 4 11.9373 27.8519 5.143E-01 0.0519
3 5 23.8741 35.8080 4.762E-01 0.0514
4 6 39.7892 43.7629 4.545E-01 0.0508
5 7 59.6821 51.7162 4.406E-01 0.0503
6 8 83.5521 59.6676 4.308E-01 0.0498
7 9 111.3983 67.6171 4.235E-01 0.0492
8 10 143.2197 75.5642 4.180E-01 0.0487
9 11 179.0154 83.5086 4.135E-01 0.0481
10 12 218.7839 91.4502 4.099E-01 0.0476
11 13 262.5240 99.3886 4.070E-01 0.0471
12 14 310.2341 107.3235 4.044E-01 0.0465
13 15 361.9126 115.2547 4.023E-01 0.0460
14 16 417.5576 123.1819 4.004E-01 0.0454
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N J E ∆E bN,N′ γprs
15 17 477.1673 131.1049 3.988E-01 0.0449
16 18 540.7395 139.0233 3.974E-01 0.0444
17 19 608.2722 146.9368 3.961E-01 0.0438
18 20 679.7628 154.8453 3.950E-01 0.0433
19 21 755.2090 162.7484 3.940E-01 0.0427
20 22 834.6081 170.6459 3.931E-01 0.0422
21 23 917.9574 178.5374 3.922E-01 0.0417
22 24 1005.2540 186.4226 3.915E-01 0.0411
23 25 1096.4948 194.3015 3.908E-01 0.0406
24 26 1191.6766 202.1737 3.902E-01 0.0400
25 27 1290.7963 210.0387 3.896E-01 0.0395
26 28 1393.8503 217.8964 3.890E-01 0.0390
27 29 1500.8350 225.7466 3.885E-01 0.0384
28 30 1611.7467 233.5891 3.880E-01 0.0379
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