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INTRODUCTION 
This paper is concerned with the computation of the thin-skin solution 
for eddy current distributions induced in the presence of surface breaking 
flaws. Earlier work [1], [2], [3], [4] dealt with cases where the distrib-
ution induced in the absence of a flaw was uniform. An unfolding technique 
was developed which reduced the determination of the surface field to a 
classical two-dimensional potential problem. Exact solutions were obtained 
by complex potential methods for circular-arc cracks in [1], [2] and for 
rectangular and triangular cracks in [3], but the main focus of attention 
in this last work was on semi-elliptical cracks since it is found in prac-
tice that many surface fatigue cracks grow with a plan form which can be 
closely approximated by a half ellipse. This case was not amenable to 
exact treatment, but the introduction of elliptic co-ordinates allowed a 
Fourier series solution to be calculated. 
Here we wish to extend the thin-skin analysis to cases where the 
induced field in the absence of a flaw is not uniform, and we choose to 
concentrate on the case where a plane metal surface is interrogated by a 
dipole probe with axis normal to the surface. Such a probe is a first 
approximation to those used in practice, but it is relevant to note that 
our method could equally well be used for more realistic probes if the 
undisturbed surface field due to the probe was supplied. 
The solution procedure has two main distinguishing features which con-
tribute towards an efficient numerical solution. The first is the way in 
which arbitrary dipole positions are dealt with (see FORMULATION), which 
is a complication that had not occurred in previous work. The second is 
the co-ordinate transformation used to help model accurately by finite 
differences both the rapid variations near the crack ends and the slowly 
decaying far-field behavior (see NUMERICAL TREATMENT). In this connection 
it may be emphasized that treatment of the far field is involved here 
because we are determining the full thin-skin solution as opposed to the 
approximation of Born type considered by Auld and his collaborators [5], in 
which the back-scattered field on the plane surface is neglected. 
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Although we concentrate here on the case of a normal crack of exactly 
elliptical form with the major axis in the surface, it may be pointed out 
that the method of solution is such that generalization of the computer 
program to other shapes would be a straightforward matter. Numerical 
results are presented for a typical case with b/a = 1/2 where a and b are 
the major and minor semi-axes of the ellipse, i.e. with an aspect ratio of 
4.0 • The stand-off distance of the probe has been kept fixed, and equal 
to a, but a full range of salient probe positions are considered. 
FORMULATION 
The problem we wish to solve is sketched in figure 1 , where the semi-
ellipse ACB indicates the crack profile. The dipole probe, with moment 
~ = m exp(iwt) z , is at position D with co-ordinates (xD,yD,zD) in the 
rectangular frame Oxyz as shown. We assume that the frequency w is suf-
ficiently large that the skin depth o is small compared with the crack 
dimensions a and b, so that on these scales the field induced into the 
specimen is a thin-skin field, and we wish to find the surface field in 
the neighbourhood of the crack. 
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Fig. 1. Probe position relative to center of crack mouth 
The electromagnetic field vectors are determined by Maxwell's 
equations without the radia tion term. In the free space above the speci-
men the magne t ic field is given by 
!! = - 'VIji , 'V21ji = 0, (1) 
together with certain boundary conditions. In the s urface skin H satisfies 
the Helmholtz equation 
where k2 = i~ow and o,~ are the electrical conductivity and magnetic 
permeability of the specimen material. The skin depth o is measured by 
11 I k/. 
We begin our modelling of the surface field by what it would be in 
the absence of the crack. In the limiting case of a perfect conductor 
(o+O) the magnetic field is excluded from the interior of the specimen 
at the plane Oxy. This can be represented by adding the image dipole in 
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the plane, which will balance out the normal component of ~ on the plane 
whilst doubling up the tangential component. If R is the distance in the 
plane from the point P (xD,yD,O), we find that the field in the Oxy plane 
is Hi radially from P, where 
(3) 
which follows from the well-known potential ~ = mcos0/r 2 for the dipole, 
r being the distance from D and 0 the inclination of the radius vector to 
the dipole axis. We note that in the limit the E field at the surface due 
to the dipole and its image cancel each other out, but there is a surface 
current distribution of strength Hi which flows in circles centred on P. 
When o is small but not zero, Hi is reduced to zero in a surface skin of 
depth o. 
Now consider the changes in the surface field just described due to 
the presence of a surface crack. Under our assumption o/a<<l and that the 
crack is closed, the requirement that the normal component of magnetic 
field be zero will remain as a global boundary condition at all points of 
the surface, except within distances of order o from the crack edges. 
Neglecting these edge effects the image field given above will represent 
the back-scattered magnetic field in the free space, except for possible 
additionalcontributionswhich have zero normal components of~ at the 
plane. It is clear that the crack will give rise to such additional field 
components because the magnetic field lines are radial from P and the 
current lines are circles centre P as illustrated in figure 2. With the 
crack edge AB present, the flow of current across the edge is interrupted 
and it must then flow around and beneath the crack. In what follows we 
will need to use the line of the crack to divide the plane into an upper 
half (y>O) and a lower half (y<O) and assign each crack face to the 
corresponding half, as in figure 2. We will use an over-bar to distinguish 
quantities associated with the lower half-plane and face from unbarred ones 
associated with the opposite regions. 
y 
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\ji (y< 0) 
Fig. 2. Circular current lines in the absence of the crack. 
We first consider the current flow over the upper crack face. Assoc-
iated with this is the E field in the skin, which is tangential to the 
metal surface, and the H field, which is likewise tangential to the sur-
face and perpendicular to E. Thus the normal component of H is zero, and 
hence so is that of curl E-since curl~ =-iw~~ from MaxwellTs equations. 
The surface E can therefore be written as the gradient of a scalar c~(x,z), 
say, where the constant c = -6mzDk/o is introduced for convenience. Since 
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the surface E has a zero divergence, ~ is a plane Laplacian, and we have 
(4) 
The skin depth profile is given by exp (-klyl), where Re(k)>O, so that all 
components decay exponentially with depth into the material on the length 
scale o. A similar surface distribution exists on the lower crack face. 
This is described by the potential ¢Cx,z) with ~ replacing ~ in equations 
(4). It has already been mentioned that changes in the field on the plane 
Oxy must also have zero normal H so that similar surface potentials can 
also be used on this plane for the perturbation fields. Since we will 
follow our earlier practice in [1], [2), [3) of unfolding each crack face 
into the (x,y) plane, so that z will be replaced by y, we will use the same 
notation for the continuation of the surface potentials over the crack edges, 
but we must bear in mind that there will be discontinuities across these 
edges because the undisturbed field must be added on the upper and lower 
half-planes to represent the total field there. 
Boundary conditions must now be applied to link the solutions in 
various domains. The solutions on the Oxy plane must be made smoothly 
continuous across HA and BK. Likewise the solutions on the two crack 
faces must match each other along ACB and the corresponding half-plane 
solutions along AB. In all these cases we apply the conditions appropriate 
to thin-skin fields as in [1), [2), [3), which are (i) the continuity of 
the total normal current flow across the boundary, which implies the con-
tinuity of the normal E component, and (ii) the continuity of the tangen-
tial field. This results in the two unfolded boundary value problems 
shown in figure 3, where [~ ) etc. denotes the discontinuity ino~/ax in 
crossing the edge from the !ace to the plane,~ etc. denotes a normal 
derivative to the ellipse and f(x) is defined ~y 
f(x) 
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Fig. 3. Upper and lower unfolded surface regions. 
(5) 
If we now reverse the y direction in the lower plane, the figure will 
be turned up the other way and we will have the same (x,y) domain for both 
problems. It is then convenient to introduce a function r such that 
~(x,y) = r(x,-y). We can now see that the new dependent variables 
u = ~-r and v = ~+r will satisfy boundary value problems that are uncoupled. 
However, the u problem involves Dirichlet boundary conditions, whereas the 
v problem involves normal derivative conditions, so we now replace v by its 
conjugate function w, where av/ax = aw/ay and av/ay = -aw/ax. Then the two 
problems for u and w are essentially the same and differ only in the forcing 
function along AB, as shown in figure 4. Note that when y0= 0 the forcing function for w is zero and hence w = 0, so that we have only the problem 
for u to solve. In the general situation this seems to be the most con-
venient form of the problem for computation. However, in order to find 
the potential distributions on the plane, given by 
~(x,y) = ~ [v(x,y)+u(x,y)], ~(x,y) = l[v(x,-y)-u(x,-y)], 
2 2 (6) 
we need to find values of v rather than w. Since the difference between 
values of v at any two points R,S on the plane can be found from the for-
mula 
s 
J (av/ax)dx + (av/ay)dy 
R 
s f (aw/ay)dx - (aw/ax)dy, 
R 
(7) 
values of v can easily be generated provided we know its value at one point. 
How we do this from v = 0 at large distances is described at the end of the 
next section, where we consider the numerical solution. 
NUMERICAL TREATMENT 
We need only consider the potential problem for u since the problem 
for w is identical apart from the forcing function that appears in the 
interface discontinuity along AB in the normal derivative. We let g(x) 
denote the value of this discontinuity as we cross the interface from the 
half-ellipse to the Upper half-plane, so that [u ] = g(x). Then for u, 
g(x) = 2(x-x0 )f(x), whereas g(x) = 2y0f(x) for w1. 
y u-o 2 
v u = 0 
H 0 B K 
U:O !uyl = 2f(xl(x-x0l U=O 
c 
y w-o 2 
v w=O 
H K 
w=O W=O 
Fig. 4. Reduced pair of independent problems in the upper region. 
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(a) Formulation in bipolar co-ordinates (a,B) 
There will be slow algebraic decay in the far field and rapid varia-
tions near A and B due to r 213 singularities there. We therefore choose 
to first transform the problem by introducing bipolar co-ordinates (a,B) 
with poles at A and B since a uniform mesh in (a,B) will yield a graded 
mesh in (x,y) with refinement as A and B are approached coarsening as 
x 2+y 2 ~ oo. This simple transformation does not, of course, match the 
elliptical part of the boundary exactly, but in the (a,B) plane, this 
segment corresponds to a very smooth curve, as shown in figure 5, and 
standard procedures for dealing with curved boundaries should be quite 
accurate. The relation between the Cartesian and bipolar co-ordinates is 
given by 
x = a sinh a /d, y = a sin Bfd, d = cosh a + cos B, (8) 
so substituting in (x/a) 2+ (y/b) 2 = 1 and solving for B in terms of a, we 
find that the value B = B* corresponding to the ellipse is given by 
cos B* = [(a/b) 2 - 1]/[cosh a+ isinh2 a+ (a/b)4] (9) 
with -n/2 < B* < 0. Figure 5 shows the case a/b = 2. 
The a axis, where B = 0, corresponds to the interface, i.e. the crack 
edge; any other line B = constant gives a circular arc from A to B, and in 
particular B = -n/2 gives the profile of the half-circle crack. The lines 
a = constant give the orthogonal system of circles, which shrink down onto 
the poles as lal ~ oo and a~ ± oo with B fixed corresponds to approaching 
A,B in the direction given by B. The Jacobian of the transformation is 
l/d2 so the linear dimensions of an (x,y) mesh cell are proportional to 
1/d, which tends to zero as lal ~ oo. Also (a,B) ~ (O,n) as x 2+ y 2 ~ oo, so 
that 1/d ~ oo in this limit. Since the normal derivative on the interface 
is also scaled with 1/d, the transformed problem is to now find a potential 
function u which has a discontinuity in au/aB across B = 0 of magnitude 
G(a) = g(x)ay/aB = g(a tanh ~a)a/(l+cosh a) 
and which is zero on B = B* and B = TI tends to zero as a ~ ±00 • 
f3 = n: 
U=O 
f3 = 0 0 
1'3=-n:/2 
cx.L 
Fig. 5. Domain for computation in the (a,B) plane. 
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(b) The singularities at A,B and asymptotics as lal ~ oo 
There will be rapid variations near A and B corresponding to local 
expansions starting with terms in r 213 and r4 13 • These expansions corres-
pond to asymptotic expansions for large lal, which start with terms in 
exp(-2a/3) and exp(-4a/3). Since 8* ~ -u/2 as lal ~ oo, we first consider 
the half-circle case (8* = -u/2) and for definiteness look at the behaviour 
at the right-hand pole B, where a ~ +oo ; the behaviour at A follows by 
making appropriate sign changes. For large a it is clear that u must be of 
the form 
where the term in braces is to appear only when 8 > 0 and 
b = 2ag(a) ; 1 (11) 
this term provides the appropriate jump in au/as across 8 = 0 to the order 
considered, namely b1exp(-a), which is the first term in the expansion of 
G(a) for large a. If we ignore higher terms in (10), the arbitrary con-
stants a1,a2 can be eliminated by differentiating twice to obtain 
(12) 
This can be used as a boundary condition instead of u ~ 0 at an appropriate 
finite value of a in order to reduce the size of the computational domain 
(aL <a< aR in figure 5). 
In the more general case of a half-ellipse it turns out that only terms 
higher than those retained in (10) have to be modified. This is because 
8* ~ -u/2 + (a2 /b 2-l)exp(-a), which produces first a term in exp(-5a/3). 
We have performed the calculations here using (12), but are currently 
investigating what advantage might be gained by using further terms. 
(c) Standard second-order difference scheme with S.O.R. 
A uniform grid in the (a,S) plane is used with 
as two of the grid lines. If standard second-order 
tions are used for the derivatives, the grid values 
step h and with 8 = O,u 
difference approxima-
ui . satisfy 
,J 
= { hG
0
(ai) (o~ + t'i~)ui . 
l. J ,J 
if j jo, 
if j "' jo, 
(13) 
where oi is the central difference operator in the a direction, indexed with 
the subscript i, and o. relates analogously to the 8 direction with j = j 0 
corresponding to 8 = 0~ The inhomogenous term in (13) for j = j 0 arises 
from the discontinuity in au/as by eliminating fictitious continuation 
values introduced on either side of the interface so that second-order 
approximations for the normal derivatives can be used. 
We trivially set u .. = 0 along 8 = u, and at the bottom boundary use 
the standard modificati5nJof (13) for a curved boundary, as given in [6] 
for example. It is well-known that the overall error is then still of 
order h2 • The remaining conditions, namely u ~ 0 as a ~ ± oo , are 
approximated by conditions at the two finite values a = aL and a = aR' as 
indicated in figure 5. The simplest is to set u = 0 there, but we have 
found that a significant improvement is obtained if we make use of the 
asymptotic conditions; (12), for example, is approximated by introducing 
fictitious values beyond aR and again using second-order approximations 
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for the a derivatives. Eliminating the fictitious values from (13) at 
a = aR in the usual way then relates the local u values at a = aR to the 
three neighbours. Tests have shown that a substantial saving can be made 
in this way provided that the acceleration parameter w in the S.O.R. 
iterative procedure for solving the system can still be chosen near optimal. 
For most of our computations the theoretical optimum for the Dirichlet 
problem on the bounding rectangle aL < a < aR, -rr/2 < B < rr has proved to 
be very effective, possibly because the effects on w due to retracting the 
boundary to B = B* and to using the asymptotic conditions tend to cancel 
each other. 
(d) Values of the conjugate function v on the (a,B) grid. 
Since (O,rr) corresponds to the 'point at infinity', where v 
use the (a,B) version of (7) sequentially in the form 
a rr 
v(a,rr) = v(O,rr) + f aw da, v(a,B) = v(a,rr) + f aw dB. 
0 3B Baa 
0, we 
(14) 
The values of w will already have been calculated by the procedure above, 
but the values of aw/aB on B = rr are not given and must be computed in the 
usual way from a formula obtained by eliminating fictitious exterior val-
ues. The integrals are evaluated by the trapezium rule. To continue 
downwards across the interface it suffices to note that there is a known 
jump in v across it corresponding to [vx] = 2yDf(x). 
(e) Improvements 
Since the matrix of coefficients in the difference equations is the 
same for both u and w, there may be some advantage in using a direct band 
solver with the LU decomposition performed only once. This would be 
particularly so for more general cases in which the forcing functions from 
the inducing field have to be complex, for the same decomposition can be 
used for the real and imaginary part~. Also the matrix is independent of 
the probe position, so a series of probe positions can be dealt with using 
a fixed decomposition. Further, there is little extra computation when a 
band solver is used if the difference scheme is ~pgraded to the classical 
9-point formula, which yields results of order h . One of us is currently 
investigating these possibilities, together with a novel higher order 
formula for dealing with the curved boundary. 
RESULTS 
The sample results presented here are all for a probe height and crack 
depth of unity and an aspect ratio 2a/b = 4. They demonstrate the effect 
of varying the probe position on the perturbation to the eddy currents due 
to the crack. We have chosen five salient probe positions, namely 
(xD,yD) = (0,0), (1,0), (2,0), (0,1), (1,1), 
and for each we give a contour map of the potential of the surface per-
turbation field around the crack. The computations were carried out to a 
higher accuracy than was required for this, so that tables of edge deri-
vatives could be computed; in fact a step of rr/32 was used with laLI = 
a = 2rr, but some comparisons suggested that a step rr/8 with Ia I= aR = rr w~s adequate for graphical contours, and at this level the s.o.k. was 
extremely fast. 
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Fig. 11. Jump in perturbation potential across the crack mouth 
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In order to emphasize the symmetries and antisymmetries on the contour 
maps, the non-positive contours are drawn as broken curves, the zero level 
contour always being the first broken curve adjacent to the full ones. There 
is also an odd/even labelling with the even numbers corresponding to the 
positive levels and 1 corresponding to the zero level. It did not seem 
feasible to choose a consistent uniform spacing of levels that would cover 
all five cases reasonably, so spacings have been chosen so that a number of 
levels are common to each map and also uniform as far as possible except 
that there is a jump in the increment at one level, as specified in the 
captions (negative levels have the same magnitude as the positive ones). 
For the cases with the probe not on the line of the crack the zero contour 
does not emanate from the ends of the crack, but it will be seen that there 
are contours which appear to emanate from the left-hand end; there will be 
such contours and we happen to have chosen values very close to these. 
Note that the normal to the contours gives the local direction of the 
perturbation current. 
Finally we show in figure 11 the effect of probe position on the jump 
in the perturbation potential ¢ across the crack mouth. This figure 
also shows the r 2 13 singularity at the crack ends. 
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