Abstract-Wide-area data transfers in high-performance computing infrastructures and big data applications are increasingly carried over dynamically provisioned dedicated network connections, which provide high capacities with no competing traffic. Throughput of TCP and UDT over wide-area connections depends, often in a complex nonlinear manner, on the congestion control mechanism, buffer size, and the number of parallel streams. In addition, our extensive TCP and UDT throughput measurements and time traces over a suite of physical and emulated 10 Gbps connections with 0-366 ms roundtrip times (RTTs) show significant statistical and temporal variations. Consequently, parameter selection and optimization for transport methods require data analytics to complement analytical throughput models. We present analytics based on the concavity-convexity geometry of throughput profiles, which provide insights into peak throughput and superior/inferior trend compared to linear interpolations based on RTT. In particular, we propose the utilization-concavity coefficient, a scalar metric that incorporates both utilization and concavity profiles to characterize the overall performance of a transport protocol. These measurement-based analytics enable us to select a transport protocol and its parameters for a given host and connection configuration to achieve high throughput with statistical guarantees.
Introduction
Recent years have witnessed unprecedented increases in distributed big data and High-Performance Computing (HPC) scientific applications that often require coordinated ongoing computations at geographically distributed facilities and over cloud server complexes. Traditional shared IP networks are sub-optimal for these specialized scenarios due to unpredictable loads from competing traffic flows that impede the achievable throughput. In response, dedicated connections are being increasingly deployed in scientific and commercial environments. High-performance network infrastructures such as the Department of Energy's ESnet OSCARS [1] and Google's Software Defined Network (SDN) [2] provide dynamic, dedicated connections, where Transmission Control Protocol (TCP) and, to a lesser extent, User Datagram Protocol (UDP) (with suitable loss recovery and fairness enhancements) are used for wide-area data transfers. In this paper, we specifically consider memory transfers over such dedicated connections that utilize TCP or UDT (UDP-based Data Transfer) [3] for the underlying data transport.
It is generally expected that the throughput dynamics of dedicated connections would be simpler than those of shared connections, due to the lack of competing traffic, and that the underlying data transfers should achieve high throughput for large data transfers and stable dynamics for control and steering operations. Since experimental and analytical studies of such workflows have been rather limited in the literature, we established a testbed at Oak Ridge National Laboratory (ORNL) and developed measurement and analytics methods for these scenarios. Our previous studies in [4] and [5] have shown that contrary to the initial belief, the measurements indicate much more complex throughput dynamics that are sensitive to connection modality, transport protocol parameters, and round-trip times (RTTs). In addition, while parameter optimizations specific to dedicated connections are indeed somewhat simpler than those required for shared connections, they are not simple extensions of the well-studied shared connection solutions.
The performance of a transport protocol is characterized by its throughput profile Θ(τ ), τ ∈ [τ L , τ R ], that specifies throughput achieved over a connection of RTT τ . For example, over dedicated 9.6 Gbps SONET OC-192 links with connections τ ∈ [0, 366] ms, Figure 1 shows throughput for several connection lengths. Throughput of single stream Hamilton TCP (HTCP) [6] with default buffer size 244 KB is shown for 7 RTTs in Figure 1(a) , where the throughput is seen to drop rapidly with increasing RTTs; in Figure 1 (b), on the other hand, throughput with nine HTCP streams and large buffer size 1 GB is shown for the same RTTs, where one can see much improved throughput performance for all RTTs and also more sustained throughput even with increasing RTTs. Figure 1(c) shows the throughput for UDT with 9 KB sized jumbograms, in which the throughput is seen to rise initially with increasing RTT before it drops. These different throughput profiles are a result of several factors such as host configuration, link modality, transport protocol and parameter setup, and RTTs.
While the peak throughput is a direct indicator of performance, the shape of throughput profile plays an important role in projecting the throughput using measured values. Consider projecting Θ(τ ) based on throughput measurements collected at RTTs τ 1 and τ 2 , for τ 1 < τ < τ 2 . For concave profiles, Θ(τ ) is guaranteed to be above the linear interpolation of Θ(τ 1 ) and Θ(τ 2 ), which is a highly desirable property. On the other hand, for convex profiles, the only guarantee that can be provided is that Θ(τ ) is above the minimum of Θ(τ 1 ) and Θ(τ 2 ). Furthermore, the shape of Θ(τ ) is a more subtle reflection of the time dynamics of transfers; in particular, a concave throughput profile requires a fast ramp-up followed by stable throughput rates [7] . From our qualitative analysis in [4] and [5] , the throughput measurements indicate that Θ(τ ) in many cases is concave for smaller RTT and then switches to convex as RTT is increased. Furthermore, an increase in certain configuration parameters, such as the buffer size and number of parallel streams, leads to expanded concave regions [5] , which represents a more effective transport method.
To provide insights into throughput profile and its trend compared to linear interpolations, we present analytics based on the convexity-concavity geometry of Θ(τ ), characterized by the convex-concave coefficient C CC . We also propose the utilization-concavity coefficient C UC , a scalar metric that characterizes both peak throughput and concave region of Θ(τ ), and thereby enables an objective comparison of transport protocol configurations. We consider both monotonically decreasing throughput profiles (as observed for most TCP scenarios) and unimodal throughput profiles (as observed for some UDT scenarios). In addition, we consider the C UC -C CC map and its determination of the total utility of a transport protocol as characterized by the utilization coefficient C U . These coefficients can all be defined in the normalized domain with respect to time and throughput, thereby facilitating easier comparisons among transport protocols. This measurement-based quantitative analysis leads to performance optimizations by highlighting the significant roles of factors such as buffer sizes and parallel streams.
The rest of this paper is organized as follows. The experimental testbed configurations are briefly described in Section 2. In Section 3, we introduce the analytical coefficients and discuss them in detail to characterize the observed throughput profiles. Representative throughput measurement profiles and their analytics are presented in Section 4. We show the statistical guarantees of the throughput estimates, 
Experimental Configurations
Measurements are collected over our testbed with four 32-core Linux workstations feynmans and five 48-core Linux workstations bohrs. Hosts with identical configurations are connected in pairs over a back-to-back fiber connection with negligible 0.01 ms RTT and a physical 10GigE connection with 11.6 ms RTT via Cisco and Ciena devices, as shown in Figure 2 . Two different physical modalities are represented by the 10GigE and SONET OC192 connections. For the latter, whose measurements are presented primarily in this paper, 10GigE NICs are connected to a Force10 E300 switch that converts between 10GigE and SONET frames, and the OC192 ANUE emulator is in turn connected to WAN ports of E300, as shown in the top connection in Figure 2 . We use suites of emulated 10GigE and SONET OC192 connections via ANUE devices with RTTs τ ∈ {0.4, 11.8, 22.6, 45.6, 91.6, 183, 366} ms. The lower RTTs represent cross-country connections, for example, between facilities across the US; higher RTTs 93.6 and 183 ms represent inter-continental connections, for example, between US, Europe, and Asia; and the 366 ms RTT represents a connection spanning the globe and is used mainly as a limiting case.
TCP memory-to-memory throughput measurements and parameter traces are collected for three TCP congestion control modules, namely, CUBIC (the Linux default), Hamilton TCP (HTCP), and Scalable TCP (STCP) [8] , using the iperf and tcpprobe kernel module. The number of parallel streams is varied from one to ten for each configuration, and throughput measurements are repeated ten times. The configuration for iperf includes the default transfer size of around 1 GB. TCP buffer sizes are default, normal (recommended values for 200 ms RTT), and large (the largest size allowed by the kernel); and the socket buffer parameter for iperf is 2 GB. These settings result in the allocation of 244 KB, 256 MB and 1 GB socket buffer sizes, respectively. For UDT, measurements of memory-to-memory transfers are collected using UDT client and server modules with the latest UDT build and jumbogram sizes of 9 KB to facilitate communication efficiency.
Throughput Profiles and Coefficients
In this section, we define and describe the relationships among several coefficients that are pertinent to the overall throughput profile of a particular transport protocol configuration, including the convex-concave coefficient C CC , utilization-concavity coefficient C UC , under-utilization coefficient C UU and its complement, utilization coefficient C U .
Under-Utilization and Convex-Concave Coefficients
For a dedicated connection of link capacity L and RTT τ , we have Θ(.) ≤ L, since TCP throughput is at most and typically lower than
Let L(τ ) = L represent a constant function corresponding to the connection capacity profile, and O(τ ) = 0 represent the zero profile. We define the under-utilization coefficient ofΘ asĈ
which represents the unutilized capacity aggregated over τ .
, whereΘ is the average ofΘ. Consider two limiting illustrative profiles:
and zero at τ = τ R , which represents a best case of zero under-utilization, sinceĈ
and L at τ = τ L , which represents a very ineffective case sinceĈ The convex and concave properties ofΘ are specified by the area above and below the linear interpolation ofΘ(τ L ) andΘ(τ R ), respectively. This area is positive for a concave profile and negative for a convex profile. We define this area as the convex-concave coefficient ofΘ, as illustrated in Figure 3 (a):
which is simply the difference between the mean and general mid-pointΘ M of the throughput profile multiplied by the scale factor (τ R − τ L ). For the full and null utilization functions, we havê
which represent limiting cases of concave and convex profiles, respectively.
Utilization-Concavity Coefficient
We now propose normalized versions of the coefficients introduced in the previous subsection, which simplify their interpretations, and facilitate an objective comparison among different profiles. LetΘ : 
which is simply the difference between the mean and mid-
, and takes values in the range
We now combine both utilization and convex-concave properties and define the utilization-concavity coefficient as
using the mean of translated versions of the corresponding under-utilization and convex-concave coefficients. Furthermore, we have the following simpler form
which can also be computed and interpreted using the mean and mid-point of the throughput profile. It is also instructive to consider a basic linear pro-
. Now consider the normalized versions of full utilization and null utilization profiles denoted byΘ max andΘ min , respectively. We have C UC Θ max ≈ 1, sinceΘ ≈ 1 andΘ M = 1/2, which represents the highest value since it achieves peak average throughput and is "maximally" concave. At the other extreme, we have C UC Θ min ≈ 0, sinceΘ ≈ 0 andΘ M = 1/2, which represents the lowest value since it achieves zero average throughput and is "maximally" convex. Therefore, in general, C UC takes values in [0, 1], such that higher values indicate higher utilization and higher concavity level, and will be used in the following sections to compare the performance of different transport protocols.
C UC -C CC Map and Utilization Coefficient
If we define the complement of the under-utilization coefficient as the utilization coefficient C U (Θ); i.e., C U (Θ) = 1 − C UU (Θ). It is obvious that this coefficient, representing the area under theΘ curve, equals the mean of the normalized throughput; i.e., C U (Θ) =Θ. Recall that we have expressed the convex-concave and utilization-concavity coefficients as
respectively. Now, letΘ andΘ M instead be unknowns; solving the system of equations, we have 
If one were to plot all possible (C CC , C UC ) combinations in a C UC -C CC map, then all the points must be bounded by these inequalities, as shown in Figure 4 . The hexagonal boundary shows the maximum extent of the possible (C CC , C UC ) points, but it does not mean that every point on the boundary must be feasible in practice. Table 1 shows the list of corresponding coefficients and the representative throughput plot for each of the vertices and the center as marked out in Figure 4 . Cases (1) and (4) have been discussed previously in this section as full and null utilization profiles respectively; whereas cases (2) and (5) simply remove the singularity at τ L and τ R for cases (1) and (4) respectively, thereby affecting Θ M , C CC , and C UC but not the utility C U . Cases (3) and (6) are even more far fetched for practical scenarios, since they entail either zero or full throughput at both terminating RTTs. In contrast to all these boundary scenarios, case (7), as represented by the center of the hexagon, is the most "balanced" profile in that it features a zero C CC and all other coefficients being 0.5, of which the linearly decreasing throughput profile is an example. Also in Figure 4 , each point within the hexagon belongs to one of the parallel lines described by 2C UC − C CC = c, where 
Unimodal Profiles and Coefficients
So far we have discussed throughput profiles and coefficients in general, although we introduced the concepts using a monotonically decreasing profile as in Figure 3 . Notwithstanding that the profile shown in case (3) of Table 1 is unrealistic in the sense that it swings between zero and full throughput rates, it is possible, as evidenced by our extensive UDT measurements, that the throughput initially increases with RTT, then reaches its peak at a transition RTT τ T , In what follows, we derive the relationship between the coefficients using overall unimodal profiles and those using either half of the monotonic profiles.
Suppose the normalized transition time from monotonically increasing to monotonically decreasing profiles is τ L < τ T < τ R ; i.e., max τ (Θ(τ )) = Θ(τ T ). Let C U,I =Θ I and C U,D =Θ D denote the mean normalized throughputs for the increasing and decreasing portions of the profile respectively; by the same token,Θ M,I andΘ M,D the respective midpoints, C CC,I and C CC,D the convexconcave coefficients, and finally, C UC,I and C UC,D the utilization-concavity coefficients. Note that the arguments Θ are dropped from these coefficients and in subsequent analysis with the understanding that the coefficients bearing the subscript "I" are all calculated at τ T with the RTTs normalized with respect to the interval (τ L , τ T ) (i.e., at τ T = 1 for the increasing portion) whereas those with the notation "D" are calculated at τ R with RTTs normalized to the interval (τ T , τ R ) (i.e.,τ T = 0 andτ R = 1 for the decreasing portion).
First, it is easy to show that the mean and midpoint of the overall throughput profile for any τ T < τ ≤ τ R can be expressed asΘ
where the means in the first equation can be replaced by their equivalent C U counterparts, whereτ T = τT −τL τR−τL . With some algebraic manipulations, one can show that These results show the coefficients from the overall unimodal throughput profile are linear combinations of those from either side of the peak throughput and the proximity to τ T determines which side of the peak throughput dominates the overall profile.
Analytics of Transport Protocol Configurations
In this section, we analyze memory-to-memory transfer throughput of various TCP and UDT transport protocol configurations using the utilization-and concavity-based coefficients described in Section 3. Linearly connected empirical mean throughputs across RTTs are used to generate the estimated mean profileΘ, and their normalized versions Θ enable us to objectively compare both the utilization and concavity of various profiles, where C U and C CU values closer to one represent higher utilization and more concave profile and are thus more desirable. Table 2 illustrates the C CC and C UC calculations for Hamilton TCP (HTCP) with 9 parallel streams and 1 GB buffer size over SONET OC-192 link. The normalized throughputΘ is simply the ratio of mean throughputΘ to the link capacity, which in this case is 9.6 Gbps. In the table, the 0.4 ms case is always presumed to correspond to the lowest RTT τ L (starting point), and the other RTTs are respectively the cases for τ R (end point), which can be used for normalization in τ such that the normalizedτ L = 0 andτ R = 1. The interval meanΘ is simply the area under the linear segmented curve, andΘ M is the midpoint along a line connectingΘ(τ L ) andΘ(τ R ). Note that at τ L , we have a single measurement, and for simplicity, we assumē Θ =Θ M = 1, which leads to C CC = 0 and C UC = 0.75. Figure 5 shows the throughput performance of HTCP with 1 GB socket buffer size under varying numbers of parallel streams and RTTs and their corresponding C CC and C UC values. Note that compared to C UC plot, the C CC curves undergo more rapid changes since C CC is rather sensitive to the local rate of change. A close observation of the C UC curves reveals that they largely follow the trend of their corresponding throughput profile curves, thus providing a more stable account of the overall utilization-concavity profile with increasing RTTs. Generally, adopting more streams can effectively reduce the extent of convexity, i.e., making the overall profile less convex, as shown in Figure 5 (b), which in turn leads to higher utilization as shown in Figure 5 (c).
TCP Configuration Analytics

Number of Parallel Streams.
Buffer
Size. Now we keep the 9-stream configuration, but vary the socket buffer size among 244 KB (default), 256 MB (normal), and 1 GB (large). From the plots shown in Figure 6 , reducing the buffer size would have an even more dramatic effect on the overall performance, as evidenced by the more negative C CC values (e.g., below −0.4 at 366 ms) with the default buffer size setting, resulting in its strongly convex profile and much reduced overall utilization compared to larger buffer settings. Indeed, its throughput drops sharply from over 9 Gbps at zero RTT to near 2 Gbps as RTT increases to 22.6 ms, demonstrating its strong convexity and low utilization. Hamilton TCP (HTCP), and Scalable TCP (STCP). As shown in Figure 7 , all three versions yield overall high utilization and have roughly the same throughput at either the lowest RTT (0.4 ms) or the highest RTT (366 ms); however, the performances in between differ in varying degrees. The initially highest C CC values of CUBIC result in its highest utilization in lower RTTs; STCP performance catches up as RTT continues to increase, as can be seen by its least negative C CC values among all three and in turn the highest utilization in higher RTTs. Figure 8 shows a snapshot of the aggregate C UC -C CC map at 183 ms RTT containing all the cases discussed above. Using the baseline configuration with 9 stream HTCP and large buffer size (shown as the circle), we plot the points corresponding to other configurations. The arrows clearly demonstrate the extent to which a particular factor (e.g., buffer size, number of streams, etc.) has on the overall utilization and concavity profile. A predominant trend with degraded performance is when points shift leftward and downward on the map, corresponding to increased convexity and decreased utilization. Furthermore, if we gather all such snapshots and "replay" the map from the lowest to the highest RTT, we will also notice the same trend for each of the configuration, due to the overall monotonicity of the TCP throughput profile.
UDT Configuration Analytics
In contrast to the overall monotonic profiles of TCP, our UDT measurements under certain settings show their unimodality, where the peak throughput does not occur at zero RTT but rather at an intermediate RTT. In view of the profile in Figure 1 (c), we collected additional measurements for RTT τ ∈ {50, 60, ..., 170} ms over both 10GigE and SONET connections and the overall throughput profile is shown in Figure 9 (a), where quite surprisingly, both configurations achieve their peak throughput at around 60 ms and the effect is more prominent for the SONET case since the peak throughput of 9 Gbps is nearly 50% higher than the throughput at nearby 45 ms or 91 ms.
As has been discussed in Section 3.4, for RTTs to the right of the peak throughput, we can compute the C CC and C UC values starting from either the RTT corresponding to the peak throughput, i.e., τ L = 60 ms, or the zero RTT. these two scenarios respectively. It is evident from the plots that when accounting for the initial increase in throughput up to 60 ms, the resulting C CC values in Figure 9 (d) are largely positive and the C UC curves in Figure 9 (e) exhibit an increasing trend initially. The utilization is also seen to be higher for larger RTTs, as shown in the 183 ms C UC -C CC map in Figure 9 (f), when accounting for the initial increasing profile (cases marked with "-all") as compared to the calculations using the right side of the peak throughput only (cases marked with "-dec"). Despite the unimodal profile, these UDT results still show the overall trend of increased convexity concurrent with decreased utilization.
Confidence Estimates
The throughput Θ(τ ) is a random quantity with distribution P Θ(τ ) , which is quite complex since it depends on the congestion control mechanism, and dynamics of the connection and host. We define the profile regression as
which can be estimated based on measurements at discrete time epochs. It exhibits an overall decreasing trend for TCP, and a unimodal trend for certain UDT configurations. The empirical profile meanΘ(τ ) is computed using measurements asΘ
where Θ(τ k , i) is ith measurement at RTT τ k , and is linearly interpolated between τ k 's. Note thatΘ(τ ), computed entirely using measurements, is indicative of the actual throughput at τ , whose expected values isΘ(τ ). We will now show it is a good approximation ofΘ, and furthermore, its performance improves with more measurements, independent of the underlying distribution P Θ(τ ) . Consider an estimate f (.) ofΘ(.) based on measurements from a function class M of unimodal functions, which includes the TCP monotone throughput profiles as a special case. The expected error I(f ) of the estimator f is
and the best estimator f * is given byÎ(f * ) = min f ∈M I(f ). The best empirical estimatorf ∈ M minimizes the empirical error
that is,Î(f ) = min f ∈MÎ (f ). Since the response mean Θ(τ ) is the mean at each RTT τ k , it achieves the minimum empirical error. By using Vapnik-Chervonenkis theory [9] , we have
where Θ(τ ) ≤ C, and N ∞ ( , M) is the -cover of M under L ∞ norm. Due to the unimodality of functions in M, their total variation is upper-bounded by 2C, which provides us the upper bound [10] :
. By using this bound, we obtain
The exponential term on the right-hand side decays faster in n than other terms, hence for sufficiently large n it can be made smaller than a given probability α. Now, the same derivation and error bound can be established for the normalized throughput profile meanΘ(τ ) = Θ(τ )/L. Since 0 ≤Θ(τ ) ≤ 1, if we let
then using Cauchy-Schwarz inequality, we have I(f ) ≤ (J(f )) 2 and
wheref * denotes the normalized best estimator. In other words, the L 1 error of the estimateΘ is within √ above the best estimator with probability given by the same VapnikChervonenkis (VC) upper bound. Consider that L ∞ error ofΘ is bounded by with the same probability. Similar arguments can be made of the normalized profile meañ Θ and midpointΘ M =Θ (τL)+Θ(τR) 2
, whose error bounds both have the very same form. Subsequently, it is easy to show that the VC bounds for the empirical convex-concave coefficientĈ CC and utilization-concavity coefficientĈ UC (with respect to their respective estimates) have the same form as above, but within their best estimators by 2 and In all, the expected errors I(·) of the response mean (or equivalently, empirical utilization coefficientĈ U ), the empiricalĈ CC andĈ UC are all within a small distance from their respective optimal error I(f * ) with probabilities that increase with the number of observations, and this performance guarantee is independent of the underlying distribution P Θ(τ ) .
Conclusions
We presented analytics of throughput measurements of wide-area memory-to-memory transfers that have become increasingly common in scientific and big data scenarios. Extensive throughput measurements are collected over dedicated 10GigE and SONET connections with 0-366 ms round-trip times, using various TCP and UDT configurations. The throughput profiles exhibit significant variations due to the complexities of host, link, and transport protocol configurations. We presented unifying analytics based on the convexity/concavity geometry of throughput profiles, and proposed the utilization-concavity coefficient that characterizes the overall throughput profile that incorporates quantitative descriptions of the concavity characteristics. Our results provide guidelines for performance optimizations by highlighting the significant roles of certain factors such as buffer sizes and parallelism, and enable selections among various transport protocols for different connection lengths.
Future investigations, including more detailed test configuration and examination of additional configurations, are necessary to further improve throughput performance and predictive capabilities over shared connections. We are also interested in extending the discussions here to end-to-end disk file transfers over dedicated connections and consider the effect of the underlying transport protocol and I/O on file transfer performance.
