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[1] A multimodel assessment of the performance of chemistry‐climate models (CCMs)
in the extratropical upper troposphere/lower stratosphere (UTLS) is conducted for the
first time. Process‐oriented diagnostics are used to validate dynamical and transport
characteristics of 18 CCMs using meteorological analyses and aircraft and satellite
observations. The main dynamical and chemical climatological characteristics of the
extratropical UTLS are generally well represented by the models, despite the limited
horizontal and vertical resolution. The seasonal cycle of lowermost stratospheric mass is
realistic, however with a wide spread in its mean value. A tropopause inversion layer is
present in most models, although the maximum in static stability is located too high above
the tropopause and is somewhat too weak, as expected from limited model resolution.
Similar comments apply to the extratropical tropopause transition layer. The seasonality in
lower stratospheric chemical tracers is consistent with the seasonality in the Brewer‐Dobson
circulation. Both vertical and meridional tracer gradients are of similar strength to those
found in observations.Models that perform less well tend to use a semi‐Lagrangian transport
scheme and/or have a very low resolution. Two models, and the multimodel mean, score
consistently well on all diagnostics, while seven other models score well on all diagnostics
except the seasonal cycle of water vapor. Only four of the models are consistently below
average. The lack of tropospheric chemistry in most models limits their evaluation in
the upper troposphere. Finally, the UTLS is relatively sparsely sampled by observations,
limiting our ability to quantitatively evaluate many aspects of model performance.
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1. Introduction
[2] The upper troposphere/lower stratosphere (UTLS)
plays an important role in the radiative forcing of the climate
system and in chemistry‐climate coupling [Shepherd, 2007].
Changes in the extratropical UTLS determine the strato-
spheric influence on the troposphere through for example
the transport of stratospheric ozone into the troposphere, UV
fluxes [Hegglin and Shepherd, 2009], or radiative forcing of
the surface climate [Solomon et al., 2010]. It is therefore
important that chemistry‐climate models (CCMs) used for
the prediction of the ozone layer and climate change rep-
resent accurately the chemical and dynamical structures of
the UTLS. For the first time, a multimodel assessment with
focus on the extratropical UTLS has been performed within
phase 2 of the Chemistry‐Climate Model Validation activity
(CCMVal‐2) of the World Climate Research Programme’s
Stratospheric Processes and their Role in Climate (SPARC)
project. The tropical UTLS and global UTLS trends have
been assessed in a companion paper by Gettelman et al.
[2010].
[3] The focus of the multimodel assessment presented
here is the extratropical UTLS, which is here defined as the
region between the mid‐troposphere (approx. 5 km) and the
upper boundary of the tropically controlled transition region
(around 22 km [Rosenlof et al., 1997]). It includes the
lowermost stratosphere (LMS), the region between the
extratropical tropopause and the 380 K potential temperature
surface [Holton et al., 1995], which is equivalent to the
stratospheric part of the ‘middleworld’ [Hoskins, 1991].
Chemical trace gas distributions in the extratropical UTLS
are shaped by the tropopause and determined by transport
processes on various time and length scales. The effect of
transport is greatest on the shorter‐lived greenhouse gases
water vapor and ozone (with lifetimes of up to one year),
and much less on the longer‐lived, well‐mixed greenhouse
gases such as CH4 or CFCs (with lifetimes of several
decades). Thus, it is most critical to characterize the dis-
tributions of ozone and water vapor. A defining characteristic
of the LMS is that isentropes intersect the tropopause,
thereby potentially connecting the troposphere and the
stratosphere via rapid quasi‐adiabatic motion. The slower
diabatic circulation in the stratosphere (the Brewer‐Dobson
circulation) is predominantly downward in the extratropics,
which on its own would transport aged stratospheric air into
the LMS. However, meridional mixing from the tropical
UTLS transports younger air masses to mid and high lati-
tudes and ‘rejuvenates’ air as it slowly descends into the
LMS [Rosenlof et al., 1997; Bregman et al., 2000; Hegglin
and Shepherd, 2007], an effect quantified by Hoor et al.
[2005] and Bönisch et al. [2009]. The lower boundary of
the LMS is defined by the tropopause, which is here defined
by a dynamical quantity. Distributions of chemical tracers
that are affected by transport exhibit strong spatial gra-
dients across the tropopause in a layer of finite depth
referred to as the extratropical tropopause transition layer
(ExTL) [Fischer et al., 2000; Zahn et al., 2000; Hoor et al.,
2002]. The ExTL is a global feature with increasing depth
towards high latitudes, and has been found to be different for
different tracers [Hegglin et al., 2009]. The transition has
been interpreted as the result of recurrent wave‐breaking
events, forced by synoptic‐scale baroclinic disturbances,
which stir tropospheric and stratospheric air masses with very
different chemical and radiative characteristics [Shepherd,
2007]. Indeed, Berthet et al. [2007] have shown that strato-
sphere‐troposphere exchange events traced by Lagrangian
backward trajectories calculated from large‐scale wind fields
of the ECMWF reanalyses reveal the layer of tropospheric
influence just above the tropopause. Small‐scale processes
such as three‐dimensional turbulence and ultimately molec-
ular diffusion then act to reduce these inhomogeneities.
[4] The radiative properties of the UTLS are determined
by the distributions of greenhouse gases, aerosols, and
clouds. The low temperatures in this region lead to a net
radiative cooling that is close to zero around the tropopause,
which implies a strong temperature sensitivity to radiative
changes [Clough and Iacono, 1995]. Moreover the large
contrast between the low temperatures around the tropo-
pause and the higher temperatures at the surface means that
changes in the radiative properties of the tropopause region
make a particularly strong contribution to the greenhouse
effect. This sensitivity has been quantified by Forster and
Shine [1997], who found that the Earth’s surface tempera-
ture response to an ozone perturbation is maximized when
the perturbation is introduced around the tropopause.
[5] The dynamical properties of the UTLS are directly
dependent on the radiative properties of this region since the
prevailing latitudinal temperature gradients affect the strength
and location of the subtropical jet, which organizes eddy
fluxes and surface pressure distributions [Randel and Held,
1991]. These eddy fluxes appear to play a key role in
stratosphere‐troposphere coupling [Baldwin and Dunkerton,
2001; Thompson et al., 2006], and suggest a way in which
stratospheric processes may affect tropospheric weather and
regional climate [e.g., Thompson and Wallace, 1998].
[6] Chemical, radiative, and dynamical processes are all
important for maintaining the structure in chemical tracer
distributions and physical quantities in the UTLS. These
structures can therefore be used to validate indirectly the
CCMs’ representation of these processes. In this multimodel
evaluation, we focus in a first step on how well the CCMs
represent the main dynamical and chemical climatological
structures of the UTLS. The evaluation is only capable of
revealing the weaknesses or strengths of the models; it
does not give us the reasons why a model performs well or
badly, since these reasons are invariably model‐specific. In
Section 2 we introduce the participating models and the
observations used for the comparisons. Section 3 describes
the different diagnostics and metrics used to qualitatively
and quantitatively gauge the models’ performance in
reproducing key features observed in the extratropical
UTLS. The results are shown in Section 4, before we come
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to the discussion of the performance of each model in
Section 5, and a summary and recommendations in Section 6.
2. Models and Observations
2.1. Models
[7] Eighteen chemistry‐climatemodels (CCMs; see Table 1)
are evaluated in this multimodel assessment focusing on the
extratropical UTLS. All the CCMs used here participated in
the CCMVal‐2 intercomparison [Eyring et al., 2008]. The
CCMs are fully interactive models with a comprehensive
stratosphere which aim to represent the coupling between
chemistry and climate in order to simulate and predict the
evolution of the stratospheric ozone layer over the past
50 years and the 21st century. For this purpose different past
and future long‐term simulations have been run using
specified greenhouse gas and halogen scenarios. Details on
the model specifications and the simulations are given by
Morgenstern et al. [2010]. Note that CMAM is the only
model coupled to a dynamical ocean. For the diagnostics
presented in this study, we used model data obtained from
past simulations extending from 1960 to 2007 and using
observed SSTs (REF‐B1; see Morgenstern et al. [2010] for
a detailed explanation of the simulation setup).
2.2. Observations
[8] Observations of chemical species in the UTLS are still
relatively sparse considering the large temporal and spatial
variations and gradients in tracer concentrations in this
region. In‐situ observations are difficult to obtain due to the
low pressures and temperatures. Satellite measurements in
the upper troposphere are often obscured by clouds, and are
moreover subject to significant spatial smearing. For this
reason, different observations had to be compiled and vali-
dated prior to their use in this multimodel validation effort.
2.2.1. Aircraft Data
[9] Aircraft observations are generally characterized by
high accuracy, high precision, and high resolution data in
the UTLS, but are restricted in their representativeness due
to limited sampling in time and space.
[10] Data from various NASA, NOAA and German air-
craft campaigns between 1995 and 2008 have recently been
compiled into a high resolution aircraft based UTLS cli-
matology of ozone, CO and H2O [Tilmes et al., 2010]. The
data set covers a broad altitude range up to 22 km. The
spatial coverage ranges over all latitudes in the NH for most
of the four seasons, but coverage is predominantly over
North America and Europe. The precision and accuracy of
the ozone data are ±5%. CO observations taken by different
instruments have a precision of <1% and an accuracy of <3%.
The precision of H2O data is estimated to be <5% and the
accuracy is between 0.3 ppmv and values of 10% depending
on the instrument. A key purpose of the aircraft climatology is
to serve as a tool to evaluate the representation of chemistry
and transport by CCMs in the UTLS.
[11] A subset of those high‐resolution and high‐precision
observations used in this paper separately has been provided
by the German SPURT (Trace Gas Transport in the Tro-
popause Region) aircraft campaign [Engel et al., 2006]. The
campaign consisted of 8 deployments distributed seasonally
Table 1. Number, Name, Key References, Transport Scheme, Horizontal Resolution, and Number of Vertical Levels in the UTLS
Between 300 and 100 hPa of Participating CCMs
Number CCM Reference
Transport
Schemea
Horizontal
Resolution
Levels in
UTLS
1 AMTRAC3 Austin and Wilson [2010] FV ≈200 km 7
2 CAM3.5 Lamarque et al. [2008] FV 1.9° × 2.5° 7
3 CCSRNIES Akiyoshi et al. [2009] STFD T42 6
4 CMAM Scinocca et al. [2008] Spectral T31 7
de Grandpré et al. [2000]
5 CNRM‐ACM Déqué [2007] SL cubic T42 8
Teyssèdre et al. [2007]
6 E39CA Stenke et al. [2009] ATTILA T30 15
Garny et al. [2009]
7 EMAC Jöckel et al. [2006] FFSL T42 12
8 GEOSCCM Pawson et al. [2008] FV 2° × 3.75° 7
9 LMDZrepro Jourdain et al. [2008] FV 2.5° × 2.5° 8
10 MRI Shibata and Deushi [2008a, 2008b] FFSL T42 6
11 Niwa‐SOCOL Schraner et al. [2008] Hybrid T30 5
Egorova et al. [2005]
12 SOCOL Schraner et al. [2008] Hybrid T30 5
Egorova et al. [2005]
13 ULAQ Pitari et al. [2002] FFEE 11.5° × 22.5° 3
Eyring et al. [2006, 2007]
14 UMETRAC Austin and Butchart [2003] FV 2.5° × 3.75° 9
15 UMSLIMCAT Tian and Chipperfield [2005] FV 2.5° × 3.75° 9
Tian et al. [2006]
16 UMUKCA‐METO Morgenstern et al. [2009] SL, quasi‐cubic 2.5° × 3.75° 7
17 UMUKCA‐UCAM Morgenstern et al. [2009] SL, quasi‐cubic 2.5° × 3.75° 7
18 WACCM Garcia et al. [2007] FV 1.9° × 2.5° 7
aTransport scheme abbreviations: FV, finite volume; FFSL, flux‐form semi‐Lagrangian; SL, semi‐Lagrangian; STFD, spectral transform and finite
difference; FFEE, flux form Eulerian explicit; ATTILA, fully Lagrangian.
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over the course of three years (2001–2003), with a total of
36 flights, each yielding around 2–5 hours of observations.
The flights were carried out between around 35°N and 75°N
over Europe and reached potential temperature levels
between 370 K and 375 K. CO typically showed a total
uncertainty of 1.5% [Hoor et al., 2004].
[12] The other subset of high‐resolution data is from the
NASA POLARIS (Photochemistry of Ozone Loss in the
Arctic Region in Summer) campaign [Newman et al., 1999].
During the campaign, 35 flights using the NASA ER‐2
research aircraft were deployed from three locations at mid‐
to high‐latitudes with flights covering latitudes between
≈20°N and 70°N, a vertical range of 5 to 18 km, and March
to September 1997. A large suite of in‐situ measurements
was made on board the ER‐2. For the O3 and H2O data used
in this study, the estimated accuracies are ≈3% and 5%,
respectively [Hintsa et al., 1999]. The use of these data to
characterize the ExTL has been described by Pan et al.
[2004, 2007].
2.2.2. Satellite Data
[13] Satellite instruments have recently achieved the
technological maturity to measure the UTLS from space,
offering unprecedented temporal and spatial coverage of this
region. Investigating the accuracy and precision of these
measurements is the focus of intensive validation efforts.
We describe here the data from four different satellite in-
struments used in this paper.
2.2.2.1. ACE‐FTS on SCISAT‐1
[14] The Atmospheric Chemistry Experiment Fourier
Transform Spectrometer (ACE‐FTS) on Canada’s SCISAT‐
1 satellite features high resolution (0.02 cm−1) and broad
spectral coverage in the infrared (750 to 4400 cm−1) [Boone
et al., 2005; Bernath et al., 2005]. The instrument has
operated since February 2004 in solar occultation mode
providing seasonally varying coverage of the globe, with an
emphasis on mid‐latitudes and the polar regions. Up to 30
occultation events occur per calendar day. The very high
signal‐to‐noise ratio characterizing the ACE‐FTS infrared
spectra makes it possible to measure more than 30 chemical
trace gas species with high accuracy and precision throughout
the stratosphere and lowermesosphere [Clerbaux et al., 2008;
Dupuy et al., 2009], and also in the UTLS [Hegglin et al.,
2008]. This, together with vertical sampling ranging from
about 3 km to less than 1 km in the UTLS, provides the first
global view of tracer distributions in the extratropical tro-
popause region [Hegglin et al., 2009].
2.2.2.2. Aura MLS
[15] The Microwave Limb Sounder (MLS) on the EOS
Aura satellite measures millimeter‐ and submillimeter‐
wavelength thermal emission from the limb of Earth’s
atmosphere [Waters et al., 2006]. Aura MLS has data cov-
erage from 82°S to 82°N latitude on every orbit, providing
comprehensive information on UTLS tracer distributions.
Vertical profiles are measured every 165 km along the
suborbital track and have a horizontal resolution of ≈200–
300 km along‐track and ≈3–9 km across‐track. Vertical
resolution of the Aura MLS data is typically ≈3–4 km in the
lower and middle stratosphere [Livesey et al., 2007]. O3 has
been used successfully in studies to examine transport in the
UTLS, although some biases still exist in the version 2.2
which is used in the evaluations presented here. Validation
of UTLS O3 is discussed by Livesey et al. [2008].
2.2.2.3. MIPAS
[16] MIPAS is a limb‐viewing Fourier transform emission
spectrometer covering the mid‐infrared spectral region
between 685 and 2410 cm−1 [Fischer et al., 2008] on board
Envisat in a sun‐synchronous polar orbit. MIPAS has pro-
vided data since 2002 at about 1000 geo‐locations per day
from pole to pole during day and night. It covers the
atmosphere from the upper troposphere to the mesosphere
(6 to 70 km), thus MIPAS provides global distributions of a
large number of species. In its original observation set‐up
from July 2002 to March 2004 it measured one limb radi-
ance profile every 500 km along track with a vertical sam-
pling of 3 km and a spectral resolution of 0.035 cm−1.
Validation of these data products is provided by Milz et al.
[2005, 2009], Wang et al. [2007], and Steck et al. [2007].
Since January 2005, the observation set‐up has been changed
to slightly reduced spectral resolution (0.0625 cm−1), but
improved vertical (1.5 km) and horizontal along‐track
(400 km) sampling. Description of these data products is
given by von Clarmann et al. [2009]. In this study we use
MIPAS O3, H2O, and HNO3 observations which have been
processed at the Institute for Meteorology and Climate
Research (IMK) [von Clarmann et al., 2003].
2.2.2.4. Global Positioning System Radio Occultation
Data
[17] The Global Positioning System Radio Occultation
(GPS RO) data used in this study were obtained from the
COSMIC/FORMOSAT‐3 (Formosa Satellite Mission 3)
mission, which is a collaborative project between Taiwan
and the United States [Anthes et al., 2008]. The mission
placed six micro‐satellites in different orbits at 700–800 km
above the ground. These satellites form a low‐orbit con-
stellation that receives signals from US GPS satellites,
providing approximately 2500–3000 soundings per day
almost evenly distributed over the globe. The mission has a
relatively short data record since its mission launch was only
in 2006. In this study, we use GPS RO retrieved temperature
data between 2006 and 2009.
2.2.3. Meteorological Reanalyses
[18] For the comparisons of dynamical fields we use
meteorological reanalyses such as the ERA‐40 data set from
the European Centre for Medium Range Weather Forecasts
(ECMWF) and NCEP from the National Centers for Envi-
ronmental Prediction and National Center for Atmospheric
Research. ERA‐40 and NCEP both have a horizontal reso-
lution of 2.5° × 2.5°, and exhibit 8 and 6 vertical layers in
the UTLS between 300 and 100 hPa, respectively. For a
more detailed description of these data sets we refer to
Uppala et al. [2005], Kalnay et al. [1996], Randel et al.
[2003], and SPARC [2002].
3. Diagnostics and Performance Metrics
[19] Diagnostics and performance metrics are used to
evaluate model performance in the UTLS in a qualitative
and quantitative way, respectively.
3.1. Diagnostics
[20] The diagnostics are chosen to evaluate the main
characteristics of dynamics and transport in the UTLS in the
models. The main characteristics include the seasonality in
the background LMS tracer distributions and LMS mass
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determined by the seasonally varying strength of the
Brewer‐Dobson circulation, as well as the fine‐scale struc-
ture of the transition between the troposphere and the
stratosphere determined by synoptic and smaller scale
eddies. Both these classes of characteristics are important for
determining surface climate and stratosphere‐troposphere
coupling, and can be tested with different diagnostics. The
full list of diagnostics used for the validation of the
CCMVal‐2 models in the extratropical UTLS is given in
Table 2. The following sections provide in addition short
descriptions of each diagnostic:
3.1.1. Diagnostic 1
[21] The seasonal zonal mean zonal wind is used to test
the models’ realism in representing the meridional gradients
of the thermal structure.
3.1.2. Diagnostic 2
[22] The seasonal cycle of LMS mass [Appenzeller et al.,
1996] is a basic test of the response of the atmosphere to a
combination of direct radiative forcing through changes in
UTLS temperatures as well as of dynamical forcing through
the wave‐driven Brewer‐Dobson circulation. It can be seen
as a basic measure of the vertical structure in a model.
3.1.3. Diagnostic 3
[23] Interannual anomalies in extratropical tropopause
pressure are used as a measure of the response of the models
to different forcings such as volcanoes, ENSO, etc. They are
strongly related to the LMS mass.
3.1.4. Diagnostic 4
[24] The tropopause inversion layer (TIL) [Birner et al.,
2002; Birner, 2006] is a distinctive feature of the thermal
structure of the tropopause, which reflects the balance
between radiative and dynamical processes. The formation
of the TIL has been interpreted as a result of large‐scale
dynamics or convection, but also seems to be forced or
maintained through the distributions of the radiatively active
species O3 and H2O. This diagnostic extends diagnostic 6
from Gettelman et al. [2010] to the extratropics.
3.1.5. Diagnostic 5
[25] The seasonal cycles of O3, HNO3, and H2O at 100
and 200 hPa are used to test the models’ representation of
the seasonally varying strength in large‐scale transport
through the diabatic Brewer‐Dobson circulation, and in
quasi‐horizontal transport (and subsequent mixing) between
the tropics and the extratropics within the tropically con-
trolled transition region (380–420 K, or ≈100 hPa) or across
the subtropical jet (340–380 K, or ≈200 hPa).
3.1.6. Diagnostic 6
[26] The meridional gradient of O3 is a measure of the
chemical distinctiveness (i.e., different air masses can be
readily distinguished by their chemical composition) of
the UTLS in latitude, and therefore of the degree of
isolation of different regions such as the tropics and the
extratropics.
3.1.7. Diagnostic 7
[27] Vertical profiles of normalized CO in tropopause
coordinates (here potential temperature units relative to the
potential temperature at the 2 PVU tropopause) allow us to
separate transport into the LMS across the extratropical
tropopause on short time scales from transport from the
tropical and subtropical UT on longer time scales. It thereby
helps to determine the tropospheric influence on the low-
ermost stratospheric background. The CO is normalized
with respect to the mean tropospheric value, in order to
remove discrepancies between model and measurements
arising from the different tropospheric boundary specifica-
tion of CO used in the models.
3.1.8. Diagnostic 8
[28] Mean annual profiles of H2O and CO in tropopause
coordinates (here kilometers relative to the thermal tropo-
pause height) at mid‐latitudes and northern hemisphere
polar regions provide a critical diagnostic for testing the
degree of vertical distinctiveness of the UT and LS, as well
as to obtain information on chemical processes that deter-
mine the tracer profiles.
Table 2. Diagnostics Used for the Multimodel Assessmenta
Process Diagnostic Variables Observations Referenceb
Dynamics Zonal mean zonal
wind @200 hPac
U (Zonal Wind) ERA‐40, NCEP
Seasonal cycle
in LMS massc
M (Mass) ERA‐40 Appenzeller et al. [1996]
TP pressure anomalies P (Pressure) ERA‐40, NCEP
TP inversion layer T (Temperature) GPS Birner et al. [2002],
Birner [2006]
Randel et al. [2007]
Transport and mixing Seasonal cycle of tracers
@100 and 200 hPac
O3, HNO3, H2O MIPAS, MLS
ACE‐FTS
Logan et al. [1999]
Meridional tracer gradients
@200 hPac
O3 MLS Shepherd [2002]
Normalized CO
relative to TPc
CO SPURT Hoor et al. [2004, 2005]
Vertical profiles in
TP coordinatesc
H2O and CO Aircraft, ACE‐FTS Pan et al. [2004, 2007];
Hegglin et al. [2009]
ExTL depth from
tracer‐tracer
correlations
H2O/O3 Aircraft Pan et al. [2007];
Hegglin et al. [2009]
aTP denotes tropopause.
bAdditional literature with information on the data sets or the diagnostics.
cDiagnostics which are used for final grading of the CCMs.
HEGGLIN ET AL.: EXTRATROPICAL UTLS MULTIMODEL ASSESSMENT D00M09D00M09
5 of 24
3.1.9. Diagnostic 9
[29] The depth of the extratropical tropopause transition
layer (ExTL) based on the tracer‐tracer correlation method
using H2O‐O3 by Pan et al. [2007] and its location relative
to the thermal tropopause are used to diagnose the mixing
and transport characteristics of the models in the tropopause
region.
3.2. Performance Metrics and Grading
[30] Performance metrics provide statistical measures of
agreement between the model field and observational data
sets. The following metrics are used in this study to quan-
titatively assess the ability of the CCMs to reproduce pat-
terns and mean state of the extratropical UTLS. While errors
in the mean are simply defined (see Section 3.2.2), errors in
the patterns are more complicated since they can arise as a
result of errors in either phase or amplitude. How can we
visualize this information in a simple way?
3.2.1. Taylor Diagrams
[31] An answer to the above question is provided by
Taylor diagrams (Taylor [2001] and Figure 1). Taylor dia-
grams provide a statistical summary of how well two pat-
terns from a test (i.e. the model) field ( f ) and a reference (i.e.
the observational) field (r) of the same quantity match each
other in terms of their correlation (R), their pattern root‐
mean‐square (RMS) difference (E′), and the ratio of their
standard deviations (sf /sr). Taylor diagrams have been
widely used to test various aspects of model performance, as
for example in the IPCC TAR [Intergovernmental Panel on
Climate Change, 2001] or in chemistry transport model
inter‐comparisons [Brunner et al., 2003, 2005]. The Pear-
son’s correlation R used here as the first metric is given by
R ¼
1
N
PN
1 fn  f
 
rn  rð Þ
f r
ð1Þ
For seasonal cycles n denotes the month of the year and N
is 12, while for latitudinal structure n indexes the latitude
and N is the total number of latitude bins. For the calcu-
lation of the spatial correlation, the model data need to be
interpolated onto the latitude of the observations. In sta-
tistics the quantification of the difference between the two
fields r and f is most often given by the root‐mean‐square
(RMS) difference
E ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
XN
n¼1
fn  rnð Þ2
" #vuut ð2Þ
and the full‐mean square difference between f and r by
E2 ¼ E2 þ E02 ð3Þ
where
E ¼ f  r ð4Þ
is the mean bias and
E
0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
XN
n¼1
fn  f
  rn  rð Þ 2
vuut ð5Þ
quantifies the magnitude of the mismatch between the two
patterns (the pattern RMS difference). Normalizing E′ by sr,
i.e., E^0 = E′/sr, it is easily shown that
E^02 ¼ 2f þ 2r  2f rR
 
=2r ¼
2f
2r
þ 1 2 f
r
R ð6Þ
so that E^0 is determined once sf /sr and R are known. Smaller
E^0 (i.e. the closer f and r are to each other) represent a better fit
between the test field and the reference field. The Taylor
diagram uses sf /sr and R as radial and azimuthal coordinates,
respectively. By scaling R by its inverse cosine, it turns out
that E^0 exactly corresponds to the distance in the diagram
from the reference point [Taylor, 2001].
[32] An illustrative example of a Taylor diagram is pro-
vided in Figure 2. Different test fields (T1, T2, .. T5, in
color) are depicted together with a reference field (in black)
in Figure 2 (left). The pattern statistics between the test and
the reference field are then transferred into the Taylor dia-
gram on the right. T1 has the exact phase and amplitude as
the reference field, and therefore lies on top of the reference
field in the Taylor diagram, despite the fact that the test field
is offset by 2 units in the y‐direction. Taylor diagrams do
not provide information on the mean error, and we need
therefore to have an additional grading of the mean to get full
information on the model performance (see Section 3.3.2).
T2 and T3 have the exact phase (and therefore maximal
correlation R), but different amplitudes which correspond to
normalized standard deviations greater and less than unity,
Figure 1. Taylor diagram describing the pattern statistics
between a test (f) and a reference field (r, here denoted with
Ref.). The inverse cosine of the correlation R (indicated in
light blue) determines the location on the azimuthal axis.
The radial distance of f from the origin corresponds to the
standard deviation of the test field normalized by the stan-
dard deviation of the reference field (sf /sr, red line). The
normalized pattern RMS difference (E^
0
, dark blue line)
between test and reference field corresponds to the distance
between the two fields on the diagram. Gray thin lines indi-
cate the skill score (S) of the test field, here a value of 0.51.
HEGGLIN ET AL.: EXTRATROPICAL UTLS MULTIMODEL ASSESSMENT D00M09D00M09
6 of 24
moving them further away and closer to the origin, respec-
tively. It follows that E^0 increases. T4 and T5 have both dif-
ferent phases and different amplitudes, which decreases the
correlation R and increases E^0 even further.
[33] From Figures 1 and 2 it is clear that a certain value of
E^0 can be obtained by different combinations of R and sf /sr.
How do we gauge the relative skills of two models that
obtain the same E^0 but where one has a better phase and the
other a better amplitude? For this purpose, we can define a
skill score (S) following Taylor [2001] which ensures that at
a fixed phase or amplitude the skill increases monotonically
with improvements in amplitude or phase, respectively, and
with values between 0 and 1:
S ¼ 4 1þ Rð Þ
^þ 1=^ð Þ2 1þ R0ð Þ
ð7Þ
Here, ^ (st /sr) denotes the standard deviation of the test
field normalized by the standard deviation of the reference
field, and R0 is the maximum correlation that models can
achieve. Choosing R0 < 1 allows us to account for uncer-
tainty in the observations or model limitations such as
spatial and temporal resolution. The skill (S) approaches
unity as the model variance approaches the observed vari-
ance (i.e., as ^ → 1) and as R → R0. The skill score is
indicated with gray lines in Figures 1 and 2.
3.2.2. Climatological Mean State Metrics
[34] As mentioned in the previous section, Taylor dia-
grams do not yield information on how close the mean of a
given test field is to that of the reference field. We therefore
use in addition to the skill factor as defined in equation (7),
a grading for the mean values as introduced by Douglass et
al. [1999], which also has been applied within CCMVal‐1
[Waugh and Eyring, 2008] and by Gettelman et al. [2010]:
gm ¼ max 0; 1 1N
XN
i¼1
i;obs  i;mod
		 		
ngi;obs
 !
ð8Þ
Here, ng is a scaling factor (usually taken to be 3 if not
specified differently), m the monthly mean values from the
observations and the models at all latitudes or for all months
(N), and sobs the standard deviation of the measurements.
Note that ng and sobs are often not straightforwardly deter-
mined, and therefore involve subjective choices. This needs
to be taken into account when interpreting grades from this
metric, as emphasized by Waugh and Eyring [2008] and
Grewe and Sausen [2009].
3.2.3. Combining Pattern and Mean State Metrics
[35] The final grade (Gtot) of model performance for each
diagnostic is then defined by the linear combination of the
skill score (S; see equation (7)) and the grading of the mean
(gm; see equation (8)):
Gtot ¼ S þ gmð Þ=2: ð9Þ
[36] The Gtot of the different diagnostics are then listed in
a summary matrix (Figure 19). We will derive total grades
only for the diagnostics 1, 2, and 5 to 8 of Section 3.1, since
these diagnostics are easy to define or more established in
the literature than diagnostics 3, 4, and 9. The latter diag-
nostics therefore have to be seen as ‘experimental’ diag-
nostics.
4. Results
4.1. Dynamical Structure of the Extratropical UTLS
4.1.1. Zonal Mean Zonal Wind at 200 hPa
[37] The zonal mean zonal wind field is used to validate
the representation of the thermal structure of the models, and
therefore the basic dynamical state of the models’ atmo-
spheres. For this diagnostic, monthly zonal mean wind fields
averaged over the period 1979–1999 and for JJA (June–
July–August) and DJF (December–January–February) are
compared between the model simulations and ERA‐40 re-
analyses. NCEP reanalyses are also included for further
comparison with ERA‐40 and the models.
Figure 2. Illustrated are (left) examples of test (color coded) and reference fields (in black) and (right)
their pattern statistics in the Taylor diagram. See text for explanation.
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[38] Figures 3, 4, and 5 illustrate that the models represent
the strength and latitudinal behavior of the observed zonal
mean zonal wind in a realistic way. This is to be expected
since the zonal mean wind fields have been used extensively
as a diagnostic to help improve gravity wave para-
meterizations in model development. ULAQ is the only
model that shows clear deficiencies in resolving the latitu-
dinal structure, especially during JJA. This lack of realism is
also expressed in the Taylor diagrams by very low latitude‐
by‐latitude correlation and skill values. ULAQ also scores
very low in the climatological mean state metric, with 0.5
during DJF and 0.3 during JJA. The low performance of
ULAQ might be attributable to the very low resolution of
the model and the quasi‐geostrophic dynamical core char-
acterizing this model. In the mean state metric, the SOCOL‐
based models score slightly lower than the multimodel mean
during both DJF and JJA.
[39] The tight correspondence between NCEP and ERA‐40
(the skill of NCEP is 0.98), with the models lying much
farther away from the reference point, indicates that the
reanalyses are consistent with each other and that the models
may still have room for improvement. For example, several
models displace the tropospheric ‘eddy‐driven’ jet in the SH
summer (DJF) when compared to the observations.
[40] The total grading values (Gtot) obtained in Figures 4
and 5 for the two seasons are averaged and listed in the
summary matrix (Figure 19).
4.1.2. Seasonal Cycle of LMS Mass
[41] The seasonal cycle of the LMSmass is a basic test of the
response of the atmosphere to a combination of direct radiative
forcing through changes in UTLS temperatures as well as of
dynamical forcing through the wave‐driven Brewer‐Dobson
circulation, and represents an integrated measure for the
tropopause behavior. Stratospheric mass variations due to
seasonal tropopause height variations can contribute to strato-
sphere‐troposphere exchange [Appenzeller et al., 1996]. This
exchange transports ozone, reactive nitrogen, and other
species into the troposphere, where it affects the tropo-
spheric ozone budget and with it air quality. We test here the
realism of the seasonal variations of the total LMS mass by
comparing them to the NCEP reanalyses using a method
similar to that of Appenzeller et al. [1996]. The LMS mass is
defined as the mass of the stratospheric region that lies
between the thermal tropopause, calculated using the WMO
definition [World Meteorological Organization, 1957], and
the 100 hPa pressure surface. The thermal tropopause is
derived from monthly zonal mean temperature fields aver-
aged over a time period between 1990 and 1999. Note that
the 100 hPa pressure level, unlike the 380 K potential tem-
perature level, does not reflect the seasonal shifts in the upper
boundary of the LMS. The results are shown in Figure 6.
[42] In the NH, most models show a very high skill (with
values larger than 0.9) in reproducing amplitude and phase
of the seasonal cycle of the LMS mass from the NCEP
reanalyses. One exception is LMDZrepro which only scores
0.62. LMDZrepro’s variability is too low (with a standard
deviation of about 0.5), however the model captures the
seasonal evolution (correlation of 0.95). There are also quite a
few models that have difficulty in simulating accurate mean
values of the LMSmass as compiled in Figure 7. UMUKCA‐
METO and UMUKCA‐UCAM exhibit too large LMS mas-
ses, indicating an average tropopause pressure that is too
high. CCSRNIES, CNRM‐ACM, EMAC, Niwa‐SOCOL,
SOCOL, and ULAQ have smaller LMS mass values than
Figure 3. (top) Zonal mean zonal wind and (bottom) corresponding Taylor diagrams at 200 hPa for (left)
DJF and (right) JJA. Brown solid line represents ERA‐40 data, brown dashed line and brown dot repre-
sent NCEP data, and black solid line is the multimodel mean.
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NCEP, indicating generally too low tropopause pressures.
These findings are consistent with the evaluation of the
annual mean tropopause heights by Gettelman et al. [2010],
which show that the SOCOL‐based (UMUKCA‐based)
models exhibit too low (high) tropopause pressures in both
the tropics and the extratropics.
[43] In the SH, the models’ overall performance is worse
than in the NH. The skill based on the correlative metrics
lies around 20–40% lower than in the NH for all models,
with particular deficiencies for CAM3.5, CCSRNIES,
GEOSCCM, ULAQ, UMSLIMCAT, and WACCM. The
Taylor diagram reveals that almost all models exhibit stan-
dard deviations that are too large, which moves them further
away from the reference point (note the different radial axis
scale in the Taylor diagrams in Figure 6). The following
models have major deficiencies in representing the mean
values (see Figure 8): CNRM‐ACM, CCSRNIES, UMUKCA‐
METO, and UMUKCA‐UCAM. The differences between
SH and NH are likely due to the much less pronounced
seasonality seen in the SH, but may also stem from the fact
that the reanalyses the models are being compared to are less
consistent and therefore less reliable in the SH than in the
NH [Schoeberl, 2004].
[44] The total grading values (Gtot) obtained in Figures 7
(for the NH) and 8 (for the SH) are averaged and listed in
the summary matrix (Figure 19). The models that perform
the best (showing total scores [Gtot] larger than 0.8) are
AMTRAC3, CMAM, E39CA, GEOSCCM, and MRI, which
are the models that also reach the highest scores in the NH.
4.1.3. Tropopause Pressure Anomalies
[45] The extratropical tropopause pressure is a basic
measure of the vertical structure in a model. We focus here
on interannual anomalies in the monthly and zonal mean
tropopause pressure that yield insight into the models’
abilities to respond to forcing of the climate system. While
the use of this diagnostic has proven to be useful in the
tropics [Gettelman et al., 2010], we may not necessarily
expect the same strong connection between sea surface
temperatures and the tropopause pressure in the extratropics.
This diagnostic has therefore to be seen as more explorative,
for which reason we do not use it as a metric in the final
evaluation.
[46] The tropopause is calculated using theWMO‐definition
and averaged over 40°N–60°N and 40°S–60°S, respectively.
The analysis is based on monthly mean temperature fields.
The models are compared to five different analyses: ERA
Interim, NCEP, NCEP2, JRA25, and ERA‐40.
[47] Although the models seem to reproduce the seasonal
cycle of tropopause pressure well in the NH (based on the
diagnostic for the LMS mass in Section 4.1.2), they show
more problems in representing interannual variability. This
can be seen from Figure 9. CNRM‐ACM has an unrealis-
tically large interannual variability and a low tropopause
pressure, as also has been noted in the corresponding analysis
in the tropics [Gettelman et al., 2010]. The excessive vari-
ability is due to a large signal from volcanic aerosol heating
(note the correspondence of anomalies with recent major
volcanic events). CCSRNIES, EMAC, ULAQ and WACCM
Figure 4. Metric table for the zonal mean wind at 200 hPa (DJF). ‘MMM’ denotes the multimodel
mean. For convenience the colors are labeled by the lower limit of their range.
Figure 5. Same as Figure 4 but for JJA.
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perform worst among the models due to both too high or low
mean values and very small correlation with the observed
variability structure. The low correlation is most obvious
during years that show volcanic events, where these models
do not show the expected drops in pressure.
[48] In the SH, the models simulate the interannual
variability somewhat better, except for CNRM‐ACM which
exhibits a too large interannual variability and a too low
tropopause pressure as found also in the NH. CCSRNIES,
MRI, ULAQ, and WACCM have a negative bias in the
mean tropopause pressure, and ULAQ shows the worst
correlation with the reanalyses.
4.1.4. Tropopause Inversion Layer
[49] A strong temperature inversion with a depth of a few
kilometers and located just above the tropopause (also called
the tropopause inversion layer, TIL), has been extensively
investigated using high‐resolution radiosondes [Birner et
al., 2002; Birner, 2006; Bell and Geller, 2008] and Global
Positioning System (GPS) Radio Occultation (RO) data
[Randel et al., 2007; Grise et al., 2010]. The TIL is char-
acterized by a sharp and strong maximum in static stability
(N2 = g
d
dz). The presence of the TIL is believed to be
important for the impact of cross‐tropopause exchange on
chemical tracer distributions, wave‐breaking and wave‐
generation [Miyazaki et al., 2010a], and for the dynamical
coupling between the stratosphere and the troposphere.
[50] N2 has been calculated for 9 different models for
which the necessary instantaneous data fields (i.e. on model
levels) were available and compared to the COSMIC
(Constellation Observing System for Meteorology, Iono-
sphere, and Climate) GPS‐RO data. Three years of data
were used between 2006 and 2009, with up to 3000 profiles
per day. The analysis is performed in tropopause coordinates
using the tropopause pressure as reference (pTP) and with
height z = −H ln(p/pTP), where H is a scale height of 8 km.
The observed TIL is computed using both data at full ver-
tical resolution and data only at CCMVal‐2 standard levels,
so as to ensure a fair comparison between the high resolu-
tion observations and the lower resolution model fields. The
use of degraded observations reduces differences due to the
models’ low vertical resolution, and the remaining differ-
ences may then be attributed more likely to missing pro-
cesses in the models.
[51] Zonal mean cross‐sections and tropical profiles of N2
are discussed in detail by Gettelman et al. [2010]. Here, we
discuss in addition how models perform in simulating N2
profiles at two latitude bands, representing the Northern
Hemisphere TIL in winter and summer (Figure 10). In
general, the models seem to be capable of reproducing the
qualitative structure and seasonality of the TIL. The TIL has
a weaker maximum during winter and a stronger maximum
Figure 6. (top) Seasonal cycle of LMS mass following Appenzeller et al. [1996] and (bottom) corre-
sponding Taylor diagrams of model performance for (left) NH and (right) SH. Black line represents the
multimodel mean, and brown line and gray shading denote NCEP mean with 2s uncertainty. Note the
different scale on the radial axis in the SH.
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during summer, which increases also with latitude [Birner,
2006; Randel et al., 2007].
[52] It can also be seen that maximum values of simulated
N2 are comparable to or larger than those derived from
degraded GPS data. However, they are always weaker than
those computed from full‐level GPS data unless vertical
resolution is sufficiently high as seen for the high‐resolution
version of WACCM with a vertical resolution of 300 m in
the UTLS region. It is also evident that the location of
maximum N2 in the CCMVal‐2 models is found always at
somewhat greater distances from the tropopause and to be
broader than in the full GPS data, but closer to that seen
in the degraded GPS data. Again, the high‐resolution
WACCM version yields better results with a maximum N2
location closer to the observed one, although the maximum
is still too broad. Some of the shift in the N2 maximum can
therefore be explained by the limited resolution of the
CCMs, and does not necessarily mean that they misrepresent
the processes determining the TIL structure. Another more
detailed comparison between a high‐resolution (T213L256)
and a low‐resolution (T41L32) version of a global circulation
model (GCM), which supports this conclusion, is given by
Miyazaki et al. [2010b]. They show that the high‐resolution
version of their model (given all other model settings to be
equal) was capable of reproducing the fine‐scale structure and
seasonality of the TIL much better than the low‐resolution
version, with the maximum in N2 being more realistic and
located closer to the tropopause.
[53] The above comparisons indicate that the CCMs are
qualitatively reproducing the TIL, but underestimate the
strength of the TIL quantitatively, most likely due to their
limited vertical resolution. A too weak TIL is likely to result
in too weak potential vorticity gradients across the tropo-
pause, which in turn may lead to too strong transport across
the tropopause and may also alter wave‐propagation into the
stratosphere or wave‐generation in the tropopause region.
4.2. Transport and Mixing Within the Extratropical
UTLS
4.2.1. Seasonal Cycle of Tracers at 100 and 200 hPa
[54] The large‐scale Brewer‐Dobson circulation consists
of two main branches. The deeper branch is driven mainly
by planetary wave breaking in the stratosphere and trans-
ports aged stratospheric air into the LMS. The shallow
branch is driven by the breaking of both synoptic scale and
planetary waves above the subtropical jet and transports
(and ultimately mixes) younger tropical air masses to higher
latitudes. Both transport processes exhibit a seasonally
varying strength, and determine the chemical background
composition of the LMS. It is crucial for CCMs to capture
the relative strength and seasonality of these processes, since
they determine the distribution of O3 and H2O in the LMS
(which through radiative heating have a strong impact on the
temperature distribution and therefore on winds), and also the
monthly input of stratospheric ozone into the troposphere.
[55] The models’ representation of these large‐scale
transport and mixing processes, which take place on time‐
scales of weeks to a couple of months, is evaluated here
using the seasonal cycles in O3, HNO3, and H2O at 100 and
200 hPa averaged between 40° and 60°N and S, respec-
tively. While O3 and HNO3 are expected to exhibit similar
seasonal cycles since their sources in the UTLS are mostly
Figure 8. Same as Figure 4 but for LMS mass in the SH.
Figure 7. Same as Figure 4 but for LMS mass in the NH.
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stratospheric, H2O is a tropospheric tracer in the UTLS
(since the contribution of CH4‐oxidation to the H2O budget
is small) and gives insight into a possible tropospheric
influence. HNO3 is further affected by chemistry and
microphysics, which may cause some differences to the
structure seen in the O3 seasonal cycle. The monthly mean
zonal mean tracer fields from 2000–2006 are compared to
observations obtained by MIPAS between 2004 and 2008,
MLS during 2006, and the ACE‐FTS between 2004 and
2008.
[56] The top two rows in Figures 11 and 12 show the
results for the 100 hPa level with the corresponding Taylor
diagrams in the NH and SH, respectively. In the NH, O3 is
relatively well represented in all the models despite a ten-
dency to overestimate the mean (not shown) and the
amplitude (i.e. standard deviation) of the seasonal cycle
relative to MIPAS observations. The models’ variability is
also too strong when compared to MLS observations;
however the correlation improves slightly. The Taylor dia-
gram also reveals slightly lower correlation values than
average for CAM3.5, ULAQ, UMUKCA‐UCAM, and
WACCM. The seasonal cycle of HNO3 mostly confirms
this behavior, with the exception of UMUKCA‐METO,
which exhibits a very low correlation with MIPAS satellite
observations. The behavior in the seasonal cycle of H2O is
similar to the tropics [see Gettelman et al., 2010], pointing
toward a strong connection between the tropics and the
extratropics. The performance of the models therefore
strongly depends on their ability to represent tropical pro-
cesses such as dehydration and the seasonal strength in the
meridional mixing between the tropics and the extratropics.
Models that score low in the tropical H2O diagnostic
[Gettelman et al., 2010] indeed score low also in the diag-
nostic presented here. The too large amplitude in O3 may
also have its origin in the tropics, which is supported by the
finding ofGettelman et al. [2009] that most of the CCMVal‐1
models’ O3 in the tropics increases too quickly at and above
the tropopause. This bias is somewhat less pronounced in the
CCMVal‐2 models, but several outliers still exist. The sea-
sonal cycles in the SH show generally smaller amplitudes,
reflecting the weaker influence of the Brewer‐Dobson cir-
culation. The models generally show the same behavior,
however they tend to overestimate the mean O3 values.
[57] The results for the 200 hPa level are shown in the two
bottom rows in Figures 11 and 12. At 200 hPa in the NH,
the O3 seasonal cycle is well represented in almost all the
models. However, the mean values and amplitudes tend to
be rather low compared to those in the observations.
CNRM‐ACM, Niwa‐SOCOL, and SOCOL score worst;
these models show, apart from too low amplitudes, also
relatively low month‐by‐month correlations in comparison
with the MIPAS observations. HNO3 again shows a con-
sistent behavior in almost all the models. The low mean
values in both O3 and HNO3 can be explained by too much
Figure 10. Vertical profiles of N2 in models and observations at (a) 50°N during DJF and (b) 80°N
during JJA.
Figure 9. Extratropical tropopause pressure variability for (left) SH and (right) NH.
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Figure 11. Seasonal cycles in monthly mean (left) O3, (middle) HNO3, and (right) H2O between 40°N
and 60°N and corresponding Taylor diagrams at (top two rows) 100 hPa and (bottom two rows) 200 hPa
for different models (color code; see Figure 6 legend) and compared to MIPAS satellite data (brown solid
lines) ±1s (gray shading) over the years 2004–2008. In addition to the MIPAS data, MLS O3 data (brown
dashed line and brown dots) and ACE‐FTS H2O data (brown diamonds) are also shown. The multimodel
mean is denoted in black.
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transport across the subtropical and extratropical tropo-
pause. This is reflected also in too large amplitudes (standard
deviations) in the H2O seasonal cycle, the tropospheric tracer
which is most sensitive to mixing due to its exponential
decrease across the tropopause. Tropospheric influence
seems to be particularly high during late summer and
autumn. The lack of a sophisticated tropospheric chemistry
in most models may also contribute to some of the observed
differences. As the analysis is done on fixed pressure levels,
the model biases could in principle originate from biases in
the tropopause altitude. However, this does not seem to be
the case. MRI for example exhibits a too low tropopause,
Figure 12. Same as Figure 11 but for latitudes between 40°S and 60°S.
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but also too strong mixing, while UMSLIMCAT exhibits a
too high tropopause, but not enough mixing (inferred from
too high O3, since H2O is not available). SOCOL and
Niwa‐SOCOL both are too diffusive, possibly due to their
semi‐Lagrangian transport scheme. In the SH, the observed
seasonal cycles of all the three tracers at 200 hPa show
smaller amplitudes consistent with the finding on the 100 hPa
level. Again, the models’ means and amplitudes (standard
deviations) in O3 and HNO3 are shifted to values smaller than
expected from the observations with H2O indicating too
strong cross‐tropopause transport or too high tropopause
temperatures. Note that there is some evidence that the sea-
sonal cycle in MIPAS H2O at 200 hPa exhibits a smaller
amplitude than other satellite observations like HALOE and
MLS. Indeed, comparison with the ACE‐FTSmeasurements,
which yielded a good agreement with high‐resolution aircraft
measurements [Hegglin et al., 2008], indicates that MIPAS
H2O might be somewhat low especially during summer on
the 200 hPa level and in both hemispheres, a retrieval or
instrument issue which is currently under investigation.
However, the large noise and standard deviations in the
ACE‐FTS data imply that the sampling from the ACE‐FTS
is not sufficient to determine the seasonal cycle of H2O
accurately. The discrepancies between the two satellite
observations reveal how problematic H2O measurements in
the UTLS from space are, which is mainly due to the high
variability and large spatial and temporal gradients in H2O
found in the UTLS. At the moment, the metrics presented
here are therefore not defined accurately. Additional mea-
surements with higher (spatial and temporal) resolution and
higher accuracy will be needed to resolve this issue and to
gain more confidence in this metric in the future. Comparison
Figure 13. Meridional gradient in O3 at 200 hPa and corresponding Taylor diagrams for (top and bottom
left) JJA and (middle and bottom right) DJF. Brown thick lines and gray shading show MLS observations
averaged over 2006–2008 with 1s uncertainty.
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with MLS O3 on both pressure levels and for both hemi-
spheres however indicates good agreement between MLS
and MIPAS.
[58] For this diagnostic we derive two different grades for
each model. One grade is based on the O3 seasonal cycle,
and calculated as the average over all mean grades (gm) and
skill scores obtained for both pressure levels and hemi-
spheres. The other grade is based on the H2O seasonal cycle,
calculated as the average of all skill scores obtained for both
pressure levels and hemispheres. We do not include a grade
for the mean value of H2O, since it is already used as a
metric in the vertical profiles (see Section 4.2.4). The model
grades are then listed in the summary matrix (Figure 19).
4.2.2. Meridional Tracer Gradients at 200 hPa
[59] Useful information on mixing barriers and therefore
the degree of isolation and chemical distinctness of different
regions such as the tropics and the extratropics is provided
by the sharpness of meridional gradients of long‐lived spe-
cies. Here we use the meridional gradient in O3 at 200 hPa
(which is long‐lived compared to the transport time scales in
this region). We use seasonal means for JJA and DJF
derived from monthly mean zonal mean O3 fields from all
models and compare them to a multiyear seasonal clima-
tology derived from MLS data (averaged over 2004–2008).
Ideally one would examine the gradient of the mode of the
probability density function rather than the mean [Shepherd,
2002], as this provides a more robust representation of the
tracer gradient. However, this would require 3D instanta-
neous data which are not available for all the models.
[60] The models generally reproduce the meridional gra-
dients in both JJA and DJF well (Figure 13), which implies
that they can reproduce the separation between the tropical
UT and the extratropical LMS. In JJA (Figure 13, bottom
left), the correlations are mostly higher than 0.9 except for
CNRM‐ACM, ULAQ and UMETRAC, which show cor-
relations between 0.5 and 0.8. However, there is a sub-
stantial spread in the models in terms of standard deviations,
resulting in decreased skill scores (also see Figure 14). Too
low amplitudes in the meridional gradient are found in
CNRM‐ACM, EMAC, the SOCOL‐models, ULAQ and
UMETRAC, and too high amplitudes in UMSLIMCAT and
UMUKCA‐METO, diminishing their skill score to values
below 0.85. In DJF (Figure 13, bottom right, and Figure 15),
the models perform slightly worse, especially CNRM‐
ACM, ULAQ, UMETRAC and UMUKCA‐METO.
[61] A relation between this diagnostic and the zonal
mean zonal wind might be expected, however this seems to
be true only for ULAQ, which shows low grades for both
the zonal mean zonal wind and for the meridional gradient.
It is noteworthy that the multimodel mean produces in both
seasons the most realistic picture of the meridional ozone
gradient with skills reaching values of 0.94.
4.2.3. Normalized CO in Tropopause Coordinates
[62] To evaluate the representation of tropospheric influ-
ence on the background LMS in the models, and to distin-
guish between transport across the extratropical tropopause
on short time scales and transport from the tropics and
subtropics on longer time scales, we use CO which has an
approximate lifetime of 3 months in the LMS. In the middle
stratosphere above Q = 500 K, CO is nearly constant with
an observed background value of 10–15 ppbv [Flocke et al.,
1999], due to the chemical equilibrium between methane
Figure 14. Same as Figure 4 but for meridional gradient in O3 at 200 hPa for JJA.
Figure 15. Same as Figure 4 but for meridional gradient in O3 at 200 hPa for DJF.
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and CO oxidation. Any excess CO must then originate from
the troposphere.
[63] To examine the coupling between the LMS and the
extratropical troposphere, CO was evaluated in tropopause
coordinates, expressed in potential temperature units relative
to the potential temperature of the 2 PVU surface (dQ) as
applied to the SPURT data set [Hoor et al., 2004, 2005].
Key results from Hoor et al. [2004, 2005] are: (i) The
coupling to the local troposphere drops below 25% over the
lowest 30 K above the 2 PVU tropopause. (ii) Higher above
the tropopause (dQ > 30 K), influence of the subtropical
troposphere accounts for the background CO in the LMS,
which varies with season. (iii) The largest differences are
found between winter/spring and summer/autumn.
[64] In order to test if the CCMVal‐2 models represent
these characteristics in the CO distribution, instantaneous
model output for the year 1995 was sampled within the
SPURT measurement domain (30°N–80°N, 20°W–10°E).
The year 1995 has been chosen for comparison since more
models provided instantaneous data during the 90’s than
during the SPURT period. We assume that the choice of the
model year has a negligible impact on the results of this
evaluation. Data were analyzed in layers of 30 K relative to
the 2 PVU surface (represented by the centered layer means
at −15, 15, 45, and 75 K in Figure 16). The tropospheric
fraction of CO in the stratosphere (CO?) is determined by
CO? ¼ CO COstratð Þ= COtrop  COstrat
  ð10Þ
where COstrat is the stratospheric background value of each
individual model defined as the mean value within the 500–
600 K layer, and COtrop is the mean value for the layer
between −30 and 0 K below the tropopause. The normali-
zation using the factor 1/(COtrop‐COstrat) accounts for the
varying boundary specifications of CO in the models, which
we do not want to test here. Models that did not provide
instantaneous fields were not included in the comparison.
[65] Two properties were tested and graded as follows.
[66] 1. The abundance of CO? between 30 and 60 K above
the tropopause as a measure for tropospheric influence. A
model was given a grade W1 of 3, 2, 1, 0 if the difference
between the SPURT observations and the model was <1s,
<2s, <3s, and >3s of the observational standard deviation,
respectively.
[67] 2. The decreasing coupling to the local 2 PVU tro-
popause found in the layers 0–30 K and 30–90 K above the
tropopause as represented by the different gradients in CO?
in the respective layers. A model was given a grade W2
following the same scheme as in (1) but comparing the ratio
of the gradients in CO? at the 60 K and 0 K levels obtained
for the model and the observations.
[68] High values for both weights (Table 3) therefore
indicate a good separation from the extratropical tropo-
sphere and mainly weak influence from the subtropics (as
seen for UMUKCA‐METO and EMAC). Low values for
W1 (abundance), but high values for W2 (separation) reflect
too much tropospheric CO (CO?) in the LMS, but the tran-
sition from the local troposphere to the LMS occurs correctly
within dQ = 0–30 K (AMTRAC3 and CCSRNIES). Low
values for both W1 and W2 indicate that the coupling to the
extratropical tropopause extends too deep into the strato-
sphere (LMDZrepro and Niwa‐SOCOL during winter/
spring), leading to an unrealistic tropospheric contribution
Table 3. Grading for the Normalized CO Gradient in Tropopause
Coordinates
Winter/
Spring
Summer/
Autumn TOTAL
W1 W2 W1 W2 (∑W/12)
AMTRAC3 1 3 3 3 0.83
CAM3.5 2 3 3 3 0.92
CCSRNIES 0 3 2 3 0.67
CMAM 2 3 3 3 0.92
CNRM‐ACM 2 3 3 3 0.92
EMAC 3 3 3 3 1.00
LMDZrepro 0 1 2 3 0.50
Niwa‐SOCOL 0 1 1 3 0.42
SOCOL 0 2 2 3 0.58
ULAQ 0 2 3 3 0.67
UMUKCA‐METO 3 3 3 3 1.00
WACCM 2 3 3 3 0.92
Figure 16. Profiles of CO* (normalized CO) for winter/
spring and summer/autumn in layers of dQ = 30 K from
the dynamical tropopause. SPURT aircraft measurements
are denoted in brown with ±1s standard deviation indicating
interannual variability (gray shading). The different models
are given in color. Black is the multimodel mean.
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due to overestimation of transport across the extratropical
tropopause. In fact, the SOCOL‐models score low in W1 in
both seasons.
[69] In general models tend to transport too much of the
tropospheric tracer into the LMS in winter as indicated by
the low values of W1 in Table 3. However, most models
capture the separation (i.e. the change of gradient) around
dQ = 30 K indicated by W2. Thus most models are able to
separate between transport across the local tropopause in the
extratropics and processes involving other time scales and
source regions. During summer, the models are capable of
capturing the increase in tropospheric influence from the
subtropics. The high summer values of W2 are a result of
weaker differences in the vertical gradients in the two layers
due to the enhanced transport from the subtropics accom-
panied with larger variability found in the measurements.
[70] The best overall representation of transport and
coupling is seen in CAM3.5, CMAM, CNRM‐ACM,
EMAC, UMUKCA‐METO and WACCM, whereas
LMDZrepro and Niwa‐SOCOL seem to be too diffusive or
permeable across the tropopause, confirming the results of
the previous diagnostic using seasonal cycles. Most models
tend to get the separation between the different regimes in
the LMS (UT, transition layer, background LMS) right
within the measurements’ variability.
4.2.4. Vertical Profiles in Tropopause Coordinates
[71] The vertical structure of H2O and CO across the
tropopause is evaluated using profiles in tropopause coordinates
[Logan et al., 1999; Pan et al., 2004, 2007; Considine et al.,
2008; Hegglin et al., 2006, 2009]. Tropopause coordinates
have been shown to effectively decrease tracer variability due
to geophysical variability (i.e. day‐to‐day variations in tro-
popause height) in the region of ±3 km and 5 km from the
tropopause in summer/autumn and winter/spring, respec-
tively [Hegglin et al., 2008]. The diagnostic requires instan-
taneous model output. For consistency with the coverage of
the aircraft data [Tilmes et al., 2010], models are evaluated for
the years between 1995 and 2005.
[72] The region of analysis is chosen to be the part of the
extratropics that is not strongly influenced by the subtropical
tropopause break and double tropopauses. Selection criteria
were: a tropopause height of ≤325 K in winter and spring
and ≤335 K in summer and fall, the absence of double
tropopauses, and a latitude equatorward of 80°N. The pro-
files selected are largely within 40–80°N. The chemical
composition of the lower stratosphere, as already discussed
in the introduction, is largely controlled by the downward
transport of aged stratospheric air via the Brewer‐Dobson
circulation, with seasonally varying contribution from
isentropic mixing between tropical and high latitudes. The
region is therefore well suited for evaluating how well
models represent the two competing processes. The vertical
structure is examined using H2O and CO using annual mean
distributions. The CO evaluation can be seen as an extension
of the metric using normalized vertical profiles of CO (see
Section 4.2.3). A mean value is derived from observations
and models for both the UT (with data between 1 and 5 km
below the tropopause) and LS (with data between 1 and
5 km above the tropopause) and used to calculate grades
according to equation (8).
Figure 17. (left) CO and (right) H2O vertical profiles (top) in tropopause coordinates and (bottom) cor-
responding grading for the UT and LS. Models and their 1s‐uncertainty (error bars) are given in color,
and the multimodel mean is in black. Aircraft data are indicated with the brown solid line together with
their 1s‐uncertainty (brown thin dashed line). Also indicated are ACE‐FTS satellite data (brown thick
dashed line and brown triangles).
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[73] The CO and H2O vertical structures and the grading
values are shown in Figure 17. Most models are not yet
designed to simulate tropospheric chemistry and anthropo-
genic fuel or biomass burning sources of CO, resulting in a
significant underestimation of the simulated CO in the UT
compared to the observations (Figure 17, left), but good
agreement is generally found for the LS. This can be seen in
Figure 17 (bottom left) where grades are shown to be close
to zero for the UT, but generally higher than 0.5 for the LS.
However, even the models including tropospheric chemistry
(CAM3.5, EMAC, and ULAQ) underestimate the CO ver-
tical profiles substantially. H2O is well simulated by the
models in both the UT and LS, except for MRI which
shows too high values in the LS. The corresponding grades
(Figure 17, bottom right) are clustered at values of 0.7 for the
UT and 0.8 for the LS. The differences between observations
and models, although smaller than those observed in CO,
may have significant implications for the simulation of sur-
face climate [Forster and Shine, 1997; Solomon et al., 2010].
The comparison with the ACE‐FTS satellite data indicates a
good agreement between the two data sets, within their
uncertainties. Differences between satellite and aircraft
observations may be due to the coarser vertical resolution in
the satellite data and/or the smaller regional coverage of air-
craft observations. A final grade is calculated by averaging
the UT and LS H2O grades for each model and is listed in the
summary matrix.
4.2.5. ExTL Depth From Tracer‐Tracer Correlations
[74] The extratropical tropopause transition layer (ExTL)
exhibits air masses with a mixed composition of partly tro-
pospheric, partly stratospheric air [Fischer et al., 2000;
Haynes and Shepherd, 2001; Hoor et al., 2002; Pan et al.,
2004]. The representation of the ExTL characterizes how
well the models reproduce the tropopause as a transport
barrier and its sharpness. The transition layer depth and center
location is examined using the tracer‐tracer correlation
method applied to O3 and H2O [Pan et al., 2007; Hegglin
et al., 2009]. A stratospheric branch is identified using a fit
to a polynomial function of second order to all data points in
the LS (<20 km) with H2O < 10 ppmv. Similarly, a tropo-
spheric branch is represented by a linear function derived
by fitting all data points with O3 < 100 ppbv for both
observations and models. Mixed air masses are identified as
those points outside the 3s range of both the stratospheric
branch and the tropospheric branch. The fractional distri-
bution of the identified air parcels is then plotted as a
function of their distance from the thermal tropopause (in
Figure 18). The observed transition layer is derived using
POLARIS aircraft data in the NH, which include measure-
ments in spring, summer and fall [Pan et al., 2007]. The
model output was chosen for the same latitudes and from
the same seasons. Note that the ExTL depth derived from the
O3‐H2O pair is different from the one obtained using the
O3‐CO pair [Hegglin et al., 2009]. The different ExTL
depths are explained by the fact that H2O is strongly affected
by the minimum temperature an air parcel experiences
during its travel across the tropopause into the stratosphere,
and its longer life‐time compared to CO once it enters the
stratosphere.
[75] Two parameters are used to quantify the compar-
isons: a) the center of the ExTL, defined as the center point
of the distribution at the half maximum, and b) the ExTL
width, defined as the width at half maximum of the proba-
bility density function. These criteria are influenced by the
bin size, which was chosen as 0.5 km for the observations
and for the models adjusted to their vertical resolution (0.5
or 1 km). ExTL width and center are shown in Figure 18
(right). The ExTL is well manifested in most models.
However, in all cases the ExTL is broader, between 2 and
4 km, compared to 1 km derived from the observations.
Further, the models’ layer centers are shifted upward by
about 1 km in most cases. Observations from the ACE‐FTS
satellite are also shown (observations taken from Figure 3
of Hegglin et al. [2009]). ACE‐FTS has an effective res-
olution similar to the CCMs (around 1 km) and shows a
behavior similar to that of AMTRAC3, CAM3.5, CMAM,
Figure 18. (left) Fraction of air parcels within the ExTL plotted as a function of the distance relative to
the thermal tropopause (in arbitrary units, not normalized between models) for models from year 2000
(colors; see Figure 17 legend), for aircraft observations from 1997 and 40°N–80°N between spring
and fall (brown solid line), and for ACE‐FTS satellite data from 2004–2007 and 60°N–70°N (gray thick
line). Black line indicates the multimodel mean. (right) Scatterplot between center and width of the ExTL.
Brown square indicates aircraft observations, gray diamond denotes ACE‐FTS data, colored symbols are
the different models (see Figure 17 legend), and black diamond is the multimodel mean.
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GEOSCCM, and WACCM, exhibiting a layer width of 2 km
and a layer center at 1 km above the thermal tropopause. The
limited resolution of the models is therefore likely the pri-
mary cause for this shift. Indeed, a higher resolution model
by Miyazaki et al. [2010a] is capable of better resolving
the fine‐scale structure of the ExTL. Uncertainties in tro-
popause locations derived from the relatively coarse ver-
tical resolution of the models or lack of representativeness
of the aircraft observations may also have contributed to
the discrepancies.
5. Discussion of Model Performance
5.1. Quantitative Discussion
[76] The quantitative results of the metrics listed in
Section 3.2 and discussed in more detail in the main body of
this paper are compiled in the summary matrix (Figure 19).
Note that the grading often involves subjective choices and
is sensitive to observational errors. However, while the
models often reach very high scores, indicating a good
model performance in the extratropical UTLS, there are also
some obvious deficiencies. The models score better in me-
trics testing dynamics (zonal mean zonal wind and LMS
mass) rather than transport and mixing (seasonal cycle of O3
and H2O, meridional gradient in O3, normalized and abso-
lute vertical profiles), and better in metrics focusing on the
LS (seasonal cycle of O3 at 100 hPa, meridional gradient in
O3) rather than the transition between the troposphere and
the stratosphere (seasonal cycle of O3 and H2O at 200 hPa,
and normalized and absolute vertical profiles). This may be
simply due to the length‐scales of the chemical and
dynamical structures which are much smaller in the tropo-
pause region than in the stratosphere. At least for the dis-
tribution of O3, the lack of tropospheric chemistry or
limitations in its representation may also contribute to the
poorer performance of the models in the transition region.
Note, however, that models including a more comprehen-
sive tropospheric chemistry are not seen to perform better
than the others. The multimodel mean generally scores
higher than any individual model, except for the seasonal
cycle of H2O. In fact, most models seem to score lower in
this latter metric, which is likely due to the uncertainty in the
observations as discussed in Section 4.2.1. The fact that the
multimodel mean scores so well on all diagnostics suggests
that there are no significant missing processes in the models,
although particular models may have significant deficiencies
in their representation of the processes.
[77] Two models score consistently higher than 0.7
throughout the different extratropical UTLS metrics:
AMTRAC3 and CMAM. CMAM may deserve a special
note, since it has a relatively low horizontal resolution
(T31), which would usually be expected to limit model
performance. However, the ratio of vertical to horizontal
resolution may be more important [Fox‐Rabinovitz and
Lindzen, 1993]. Also the spectral transport scheme is
known not to be diffusive. Other models that perform well
are CAM3.5, E39CA, EMAC, GEOSCCM, the UMUKCA‐
models, and WACCM with the only grade lower than 0.7
being the metric of the seasonal cycle of H2O. Moderately
performing models are CCSRNIES, LMDZ‐repro, and MRI.
The lowest scoring models are CNRM‐ACM, the SOCOL‐
models, and ULAQ showing lower values than average for
most of the extratropical UTLSmetrics. The SOCOL‐models
may score low due to a combination of their hybrid transport
scheme and a relatively low horizontal (T30) and vertical
resolution (5 levels in the UTLS), and ULAQ due to its very
low horizontal (11.5° × 22.5°) and vertical resolution (3 levels
in the UTLS) and its quasi‐geostrophic dynamical core.
CNRM‐ACM also uses a cubic semi‐Lagrangian transport
Figure 19. Summary of metrics used to quantitatively evaluate the different models. ‘MMM’ denotes
the multimodel mean. The diagnostics used as metrics are: ‘U@200’ the zonal mean zonal wind at
200 hPa (Section 4.1.1), ‘SEAS CYC O3’ and ‘SEAS CYC H2O’ the seasonal cycle of the tracers
(Section 4.2.1), ‘GRAD@200’ the meridional gradient in O3 at 200 hPa (Section 4.2.2), ‘CO NORM’ the
normalized vertical CO profiles in tropopause coordinates (Section 4.2.3). and ‘H2O PROF’ H2O profiles
in tropopause coordinates (Section 4.2.4). Numbers indicate the lower bound of the color‐range. Models
with grades larger than 0.6 are considered to perform satisfactorily.
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scheme. UMETRAC and UMSLIMCAT are not rated here
since they lack grades for more than two diagnostics.
5.2. Qualitative Discussion
5.2.1. Seasonal Zonal Mean Zonal Wind
[78] Most models perform well in reproducing this quan-
tity, reflecting that the thermal structure and therefore the
basic dynamical state of the atmosphere is well represented in
the models. One exception to this is ULAQ. This might be
due to an insufficient horizontal and/or vertical resolution
and the quasi‐geostrophic dynamical core which introduces
errors in the thermal wind balance.
5.2.2. Seasonal Cycle of LMS Mass
[79] Most models represent well the phase and amplitude
of the seasonal cycle of LMS mass, but not so the annual
mean value in LMS mass. Overall scores are generally
higher for the NH than for the SH. Models scoring high are
AMTRAC3, CMAM, E39CA, and GEOSCCM. Models
that perform poorly are CCSRNIES, CNRM‐ACM, and
ULAQ. The diagnostic yields insight into the strength and
seasonality of the Brewer‐Dobson circulation which will
affect stratosphere‐troposphere exchange and therefore both
UT and LS tracer distributions.
5.2.3. Tropopause Pressure Anomalies
[80] Although the models seem to reproduce the seasonal
cycle of tropopause pressure well in the NH (which is
supported by the metric of LMS mass), they show more pro-
blems in representing interannual variability. CNRM‐ACM
has unrealistically large interannual variability and low tro-
popause pressure. CCSRNIES, EMAC,ULAQandWACCM
perform worst among the models, with both too high/low
mean values and very small correlation with the structure of
the observed variability.
5.2.4. Tropopause Inversion Layer
[81] Most models simulate a clear TIL with a strong
maximum in N2 just above the extratropical tropopause,
except CCSRNIES which shows a more monotonic increase
in N2 across the tropopause. The models also simulate
correctly the seasonal cycle of the TIL with stronger maxima
in summer than during winter. However, the maximum in
the TIL is shifted to slightly higher altitudes above the
tropopause than expected from full‐resolution observations.
Degrading the resolution of the observations shows a closer
match with the models and yields a more meaningful model‐
measurement comparison.
5.2.5. Seasonal Cycles in O3, HNO3, and H2O at 100
and 200 hPa
[82] Most models perform reasonably well for O3 in the
NH, however the amplitude is consistently too high at
100 hPa and too low at 200 hPa. The latter finding indicates
that the models exhibit too much transport from the tropics
at and above 100 hPa, and across the tropopause at 200 hPa.
The spread in skill in representing H2O is larger than for O3,
with models doing better at 100 hPa than at 200 hPa. At
200 hPa, strong tropospheric influence causes too large
amplitudes in the seasonal cycle. Note that there exist large
observational uncertainties in H2O at the 200 hPa level.
Better measurements are needed to gain more confidence in
this quantitative metric. The spread in skill at representing
HNO3 in the SH at 200 hPa is even larger. UMSLIMCAT
shows the highest score, but most other models have a low
correlation with observations and underestimate the annual
cycle amplitude. The CCSRNIES and the SOCOL‐models
seem to perform worst.
5.2.6. Sharpness of Meridional Gradients in O3
[83] The results of this metric are largely consistent with
those from the seasonal cycle of O3 at 200 hPa. Models
generally are capable of maintaining a clear distinction
between the tropical UT and the extratropical LS, as indi-
cated in strong maxima in the gradient at the location of
the subtropical jet. However, some models overestimate
(UMSLIMCAT and UMUKCA‐METO) and some under-
estimate (CNRM‐ACM and ULAQ) the maximum value in
the gradient.
5.2.7. Normalized CO in Potential Temperature
Relative to the Tropopause Height
[84] Most models perform reasonably well in this diag-
nostic, except LMDZrepro, SOCOL, and Niwa‐SOCOL,
which have too much transport across the extratropical
tropopause. The SOCOL‐models have a semi‐Lagrangian
transport scheme which together with a relatively low ver-
tical and horizontal resolution may contribute to the models
being too diffusive.
5.2.8. Vertical Profiles of H2O and CO in Tropopause
Coordinates
[85] The models show some difficulties simulating the
seasonal mean vertical profiles of the different tracers.
Models perform better for H2O, possibly because it is pri-
marily affected by the tropopause temperature and less
affected by chemistry and global‐scale transport than CO.
CO is represented poorly, primarily because most models do
not include tropospheric chemistry or treat it in a simplified
way. Note however that CAM3.5 which includes tropo-
spheric chemistry shows about the same CO profile as
WACCM which does not include tropospheric chemistry.
EMAC and ULAQ also have a comprehensive tropospheric
chemistry, however they do not perform remarkably better
than the other models. The lack of a more sophisticated tro-
pospheric chemistry will likely result in poor UT O3 dis-
tributions, which remains to be tested in a future assessment.
5.2.9. Depth of the Extratropical Tropopause
Transition Layer
[86] The models simulate an extratropical tropopause
transition layer (ExTL) that is deeper than observed in aircraft
observations, and shifted above the thermal tropopause. This
is likely due to the models’ limited vertical resolutions, as
comparisonwith theACE‐FTS satellite observations indicates,
which have a resolution more similar to that of the models.
On the other hand, the aircraft measurements may lack
representativeness. CMAM scores best in this metric, which
is noteworthy since CMAM has a relatively low horizontal
resolution compared to other models. The ratio between
vertical and horizontal resolution might matter more. Models
that show most difficulties in reproducing the ExTL are
SOCOL, UMUKCA‐METO, and CNRM‐ACM, whose
transport schemes may be too diffusive. Also rather poor
performance is seen for CCSRNIES, LMDZrepro, and MRI.
6. Conclusions
[87] We have presented here the first multimodel assessment
of chemistry‐climate models (CCMs) in the extratropical
HEGGLIN ET AL.: EXTRATROPICAL UTLS MULTIMODEL ASSESSMENT D00M09D00M09
21 of 24
upper troposphere/lower stratosphere (UTLS) – a region of
the atmosphere important to different aspects of chemistry‐
climate coupling. Different diagnostics have been used to
characterize model performance and the results are discussed
in more detail in Sections 5.1 and 5.2. A main finding of our
evaluations is that the CCMs represent the main dynamical
and chemical characteristics relatively well despite their
limited horizontal and vertical resolution.
[88] Why do the CCMs perform relatively well in the
UTLS despite resolution issues? The models get the basic
wave‐driven dynamics right of (a) the stratospheric Brewer‐
Dobson circulation, and (b) the tropospheric baroclinic
general circulation in the extratropics. The basic (strato-
spheric) chemistry for ozone and condensation of water
vapor is also captured. These abilities allow the models to
capture the basic dynamical climatology, and with appro-
priate transport schemes, can properly approximate trans-
port and thereby tracer distributions on a climatological
basis. For the tropopause inversion layer (TIL), it is the large
scale dynamics, a good representation of the distributions of
radiatively‐active tracers, and a proper representation of
radiative transfer, that allow themodels to represent a stability
inversion above the tropopause. However, as discussed
above, the low vertical resolution in CCMs biases the TIL
with respect to high resolution observations. The ExTL is a
product of the large scale dynamics and resulting transport
with basic tracer chemistry, and in the UTLS the combination
of large scale diabatic transport, quasi‐isentropic transport
and mixing with the tropics across seasonally variable sub-
tropical transport barriers, and cross‐isentropic transport and
mixing at the extratropical tropopause. In the models these
features are represented with sufficient fidelity to reproduce
tracer gradients in the ExTL.
[89] For a better representation of the UTLS in the future,
CCMs will need to improve in a few key areas. Increased
vertical resolution will help represent the fine‐scale struc-
tures of the TIL and ExTL. Tropospheric chemistry and
increased horizontal resolution are also important for
improving model representation of gradients across the
tropopause. As part of this development, CCMs should add
a range of very short‐lived species (VSLS) that represent
major reservoirs of source gases for stratospheric bromine.
VSLS can be used as process‐specific transport diagnostics.
These tracers provide a range of life times and can dis-
criminate transport frommarine and continental source regions
into the UTLS.
[90] Our results further demonstrate that the UTLS is still
relatively sparsely sampled by observations which unfortu-
nately limits confidence in the quantitative evaluation of
model performance in the UTLS (see Figures 11 and 12 and
related discussion). It will be necessary to compare the
metrics applied here with future measurements to reduce
uncertainty in the model comparison associated with
potential measurement errors. The observational data‐base
for the UTLS needs to be expanded by measurements with
both higher spatial and temporal resolution and sampling,
but also reasonable accuracy. New observations are needed
especially for O3 and H2O in the UTLS with a vertical
resolution better than 1 km and a horizontal resolution better
than 100 km, especially in the SH, the tropics, and the upper
troposphere.
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