Abstract-In this paper, we show that there is a dual effect with state-based scheduling. In general, this makes the optimal scheduler and controller hard to find. However, by removing past controls from the scheduling criterion, we find that certainty equivalence holds. This condition is related to the classical result of Bar-Shalom and Tse, and it leads to the design of a sub-optimal scheduler with a certainty equivalent controller. Furthermore, we show that a mapping of the statebased scheduler into one which fulfills this condition, and consequently has an optimal certainty equivalent controller, does not result in an equivalent class of design in the sense of Witsenhausen. Computing the estimate remains hard, but can be simplified by introducing a symmetry constraint on the scheduler.
for wireless networks, but they cannot provide a guarantee on performance measures in general. However, by utilizing all the information available to the scheduler, and using this information to determine a probability of channel access, it may be possible to provide performance guarantees with a simple, distributed implementation.
The approaches discussed above motivate the use of a state-based scheduler in the closed loop. Here, we use the term state-based scheduler in a generic sense, to mean that the arrival of a data packet is correlated to the plant state. We are interested in studying the effect of such a scheduler on the control design. Using a quadratic criterion for the cost of controlling a linear plant disturbed by Gaussian noise, we ask, in this paper, if the certainty equivalence principle holds. To answer this question, we examine if there is a dual effect due to the influence of the control action in the arrival of a data packet, as this determines the ease of designing a controller. The lack of a dual effect implies that the certainty equivalence principle holds [3] . Certainty Equivalence is a desirable trait, as the presence of the scheduler can then be ignored and the optimal controller designed with full state information. The lack of state information is compensated with an estimate of the state. However, the presence of a dual effect makes the design of an optimal controller a harder task. In this case, the scheduler cannot be neglected and there is a coupling between the controller, estimator and scheduler.
In this paper, we show that there is a dual effect of the control with state-based scheduling. The optimal controller, scheduler and estimator are coupled and hard to find. We illustrate, with a simple example, some of the computational difficulties in finding the optimal estimates and control signals for a given scheduler. As a suboptimal and simplified approach, we discuss the constraints to be placed on the scheduling criterion such that the resulting system has no dual effect. Consequently, the optimal controller becomes certainty equivalent and for symmetric scheduling criteria, the estimator becomes computationally simple. We note that it is possible to map any state-based scheduler into one which satisfies the constraints required to possess no dual effect. Such transformations or equivalent classes have been constructed, particularly in the problem of encoder design for control over limited data-rate communication channels [4] , [5] . In these problems, however, the resulting control actions are not affected by the equivalent design. We show that this is not true for the problem described in this paper. Thus, it is not easy to do away with the dual effect in state-based scheduling and the problem must be solved as such.
The results presented in this paper are built on the classical work on dual effect [6] and Certainty Equivalence (CE) [3] , [7] , as applied to, for instance, adaptive control [8] . In networked control, state-based scheduling has recently been discussed in [9] and [10] . It has not been made sufficiently clear in the recent literature that the CE controller obtained is with a possibly sub-optimal scheduler. In this paper, we highlight some of the difficulties in optimal controller design with a state-based scheduler in the closed loop. The rest of the paper is organized as follows. In section II, we discuss the system architecture and the notation used in the paper.
The main results are presented in the form of theorems and propositions in section III. The optimal controller and the CE controller for an equivalent scheduler are presented in section IV, followed by the conclusion.
II. PROBLEM SETUP We consider a single plant and controller, which communicate over a network with a state-based scheduler in the loop, as shown in Fig. 1 . The plant P has state dynamics given by
where A ∈ R n×n , B ∈ R n×m and w k is an i.i.d. zero-mean Gaussian noise with covariance matrix R w . The initial state x 0 is a zero-mean Gaussian with covariance matrix R 0 .
There is a scheduler S between the plant and the controller C, which decides if the state is to be sent to the controller or not. The measurement at the controller is denoted y k = δ k x k , where δ k ∈ {0, 1} is the scheduler output. It takes a value 1 when the state x k is sent and 0 otherwise.
The scheduling criterion f and the control law g denote admissible policies for the finite horizon N defined on the information patterns of the scheduler and the controller, I S k and I C k , respectively, as given by
where the history of a variable is denoted by the boldface notation, as in
The objective function, defined over a horizon N is given by
where Q 0 ,Q 1 and Q 2 are positive definite weighting matrices.
A. Dual Effect
Note that the control u k might affect the future state uncertainty, in addition to its direct effect on the state. This is called the dual effect of control [6] .
Definition 1: A control signal is said to have no dual effect of order r ≥ 2, if
where Note that M r k in (5) must specifically not be a function of the past control policies {g 0 , . . . , g k−1 } for the control signal to have no dual effect of order r. In other words, if there is no dual effect, the expected future uncertainty is not affected by the controls u k−1 0 . In the presence of a dual effect, the optimal control laws are hard to define [8] .
B. Certainty Equivalence
Definition 2: The Certainty Equivalence Principle is said to hold if the closed-loop optimal controller has the same form as the deterministic optimal controller with the state
In contrast, a certainty equivalent controller uses the deterministic optimal controller, with the state x k replaced by the estimatexk|k , as an ad hoc procedure [11] , [3] .
In the rest of the paper, we address the question of whether the control problem described in this section has a dual effect or not.
III. MAIN RESULTS
In this section, we show that the control signal has a dual effect in the presence of a state-based scheduler in the closed loop. We derive the conditions on the scheduling function f for which the system has no dual effect, and discuss how a transformation of the state-based scheduler into one without a dual effect results in another control system, not an equivalent one. Finally, we comment on the structure of the estimator.
A. Dual Effect
For the problem defined in section II, the following result on the dual effect can be stated.
Theorem 1: The control signal for the plant (1) with statebased scheduler (2), controller (3) and cost criterion (4) has a dual effect of order r = 2.
Proof: We examine the estimation error covariance Pk|k , and show that it is a function of the applied control signals u k−1 0 . The measurement y k contains the full state x k only when a packet arrives, or when δ k = 1. Thus, we have an expression for the estimatexk|k
The estimation error,xk|k x k −xk|k , can be written as
Then, the error covariance, Pk|k
The covariance Pk|k is zero if the scheduling criterion (2) is fulfilled, and non-zero otherwise. Clearly, Pk|k is a function of the past controls, as the scheduler outcome δ k is influenced by the applied control inputs u
. Since Pk|k does not satisfy the condition (5) required to have no dual effect, we see that the system (1)-(4) exhibits a dual effect of order r = 2.
In this setup, the control signal can probe the state, due to which it has influence over the scheduler outcome, and consequently over the estimation error. This provides an incentive to the control policy to modify the estimation error along with controlling the plant. Thus, the optimal controller is not certainty equivalent. This can also be noted from the classical result of Bar-Shalom and Tse [3] , which says that the certainty equivalence principle does not hold for a system, such as (1)-(4), which exhibits a dual effect.
Note that the above result implies that the dual effect is visible in any control signal applied to the plant, not just the optimal one, as the control signal will always influence the estimation error, irrespective of whether it has been designed to do so or not. Finally, in this context, the dual effect can be best explained as a coupling between the control and scheduling policies. The information at the scheduler contains all the information available to the controller. Despite this, the control policy can signal to the estimation error as the scheduler outcome is a function of the control design.
B. Conditions for Certainty Equivalence
A scheduling criterion independent of the past control actions results in no dual effect. This statement is formalized in the theorem below on certainty equivalence.
Theorem 2: The optimal controller for the system (1)- (4) is certainty equivalent if the scheduling decisions are not a function of the applied control actions, i.e. if
To minimize the quadratic cost J (4), we need to find a solution to the Bellman equation [11] , which is a one-step minimization of the form
In general, without defining a structure for the estimator, BarShalom and Tse [3] give us the solution to the functional, of the form
where S k is a positive semi-definite matrix and both S k and s k are not functions of the applied control signals u k−1 0
. We now prove that a solution of this form can be found for our problem with the scheduler (7) .
At time N , the functional has a trivial solution (9) with S N = Q 0 and s N = 0. This solution can be propagated backwards, in the absence of a dual effect. To show this, we use the principle of induction, and assume the solution to hold at time k + 1. Then, at time k, we have
The optimal control is then found to be
Substituting the expression for u k into V k gives us a solution of the form in (9), with
where the matrix S k is positive semi-definite and not a function of the applied controls u
. The scalar s k is not a function of the applied controls u k−1 0 if and only if Pk|k has no dual effect [3] . From the expression for the error covariance Pk|k (6), it is clear that a scheduling criterion that is not a function of the past control actions, such as (7), results in no dual effect. Under this condition, s k is not a function of the applied controls u k−1 0 and the proof by induction is complete. Since the optimal control signal (10) is a function of only the estimatexk|k , Certainty Equivalence holds. Theorem 2 gives a condition on the scheduler to guarantee certainty equivalence. Note that the resulting closed loop system is not optimal in general. A scheduler with a dual effect may result in a better design with lower cost.
C. Equivalent Classes for the Scheduler
We now examine the question of whether this dual effect can be removed by the construction of an equivalent scheduler. Following the results presented in subsections III-A and III-B, it is tempting to note that every state-based scheduler f (2) can be transformed into an equivalent schedulerf (7), as the applied controls u k−1 0 are known at time k [4] . This theoretical construct implies that f andf result in the same set of transmission instants for a given system. In particular, if the optimal control policy for the system with scheduling criterion f is denoted g * , and the optimal certainty equivalent control policy for the system with scheduling criterionf is denoted gCE, we show that the system {f , gCE} is not an equivalent replacement for the system with {f, g * }. We begin with a definition of an equivalent system. Equivalent System: In [7] , Witsenhausen notes that two designs g and galt are equivalent when they result in the same control signals for a given set of primitive random variables ω, as this implies that the joint distribution of all system variables is the same with either design.
In the context of our problem, we define equivalent systems, in the sense of Witsenhausen, as Definition 3: An equivalent control design geq for the optimal controller g * , which minimizes the cost criterion (4) for the system defined by (1)-(3) , satisfies the equivalence relationship given by u * = S(ω, g * ) = Seq (ω, geq ), where the relations S and Seq can be obtained by recursive substitution for the control policies g * and geq , respectively. Due to the dual effect, the optimal control action, given by the design g * , takes on two roles. One, to control the plant, and the other, to probe the plant state which could result in an improved estimate [8] , [12] and [13] . In the certainty equivalent setup, the probing action cannot be implemented due to the lack of a dual effect. The resulting control actions will not remain the same, i.e. gCE does not belong to the class of equivalent controllers such as geq . Let {P,f ,ḡ} denote the system (1)- (3), withf as the given scheduler andḡ as the optimal controller for the cost criterion (4) applied to this system. We now observe the following result.
Theorem 3: For two schedulers f , given by (2) andf , given by (7), which result in the same schedules for the system (1)-(3), {P,f , gCE} is not an equivalent system to {P, f, g * }. Proof: Definition 3 requires the resulting control signals from g * and gCE to be equal. We show that this is not possible. Solving the backward recursion as we did in the proof of theorem 2, we find that V N and V N −1 for both systems have a solution of the form (9), with S N = Q 0 and s N = 0, and S N −1 and s N −1 given by (11) with k = N − 1. However, at time N − 2, the cost-to-go V N −2 results in different minimization problems for the two systems because of the dual effect in {P, f, g * }. For the system {P,f , gCE }, due to its certainty equivalent property, the optimal control signal u CE N −2 is obtained by
However, the system {P, f, g * } is not certainty equivalent, and the optimal control signal u * N −2 can be obtained by solving
This is obtained by substituting the solution to the function V N −1 into the minimization problem at N − 2. From Theorem 1, we know that the additional term in (13) is not zero. Due to this term, the solutions u CE N −2 and u * N −2 need not be equal. From this point on, the cost-to-go for the optimal control policy g * does not have a solution of the form given by (9) . Hence, the control signals {u CE } N −3 0 and {u * } N −3 0 are not equal and the joint distribution of all system variables can be quite different for schedulers f andf . Thus, the described transformation of the scheduling criterion does not result in an equivalent class construction.
D. Estimator
In this section, we provide additional constraints on the scheduler that simplify the estimator considerably. Note that the estimation error is reset to zero with every successful transmission. Consider one such reset instant, a time k such that δ k = 1. The state is sent across the network, y k = x k , so the estimatexk|k = x k . A suitable control signal u k is found and applied to the plant, which results in the next state x k+1 . Now, the scheduler can generate one of two outcomes. We consider each in detail below: a) δ k+1 = 0: We need an estimate of w k . We use the scheduler output as a coarse quantized measurement to generate this, as follows:
where,
There is no estimation error asxk+1|k+1 = x k+1 and the estimator is reset. We use the transformation tof (14), as it does not affect the control law outcome u k 0 . This transformation is not intended to remove any dual effect, as the dual effect has resulted in the packet being sent or not, i.e., in the value of δ k+1 . Once δ k+1 is known, the transformation merely serves to remove the known variables from the expression.
To see this more clearly, we look at the next time instant. So, now a signal u k+1 is generated, and applied to the plant. We note that x k+2 = A 2 x k + ABu k + Bu k+1 + Aw k + w k+1 . The state x k+2 is either sent to the controller or not depending on the scheduler outcome δ k+2 . Again, we look at both cases: i) δ k+2 = 0: We now need to estimate Aw k + w k+1 , as the rest is completely known from x k+2 . We use both scheduler outputs δ k+1 and δ k+2 to generate an estimate of the unknown variables aŝ
ii) δ k+2 = 1: There is no estimation error asxk+2|k+2 = x k+2 and the estimator is reset. This process can be continued recursively through a nontransmission burst, until finally a measurement is received and the estimation error is reset to zero. Thus, the estimate at any time k is given bŷ
where τ k is the time index of the last received measurement at time k and t−τt s=1 A s−1 w t−s are the arguments off t . Note that the computation of the term
is non-trivial for a burst of non-transmissions of length greater than one, as the quantized noise is not Gaussian. As a sub-optimal, but simplified approach, the scheduling criterion at any time k can be chosen as a symmetric function of the argument
s−1 w k−s to obtain a zero mean term from the quantized noise when there is no transmission. Then, the estimate is easy to compute and a certainty equivalent control can be applied, as observed in the following proposition.
Proposition 4: For the system (1)- (4), choosing the scheduling criterion to be a symmetric function of the argument
s−1 w k−s results in a computationally simple estimator and an optimal CE controller.
IV. A 2-STEP HORIZON EXAMPLE
We now look at a simple example to see the computational difficulties in identifying optimal estimates and controls for a system with a state-based scheduler in the closed loop. We also show that for an equivalent scheduler such asf in Section III-C, which is free of a dual effect, the entire plant is altered, so the equivalence construction does not work.
For this example, we consider a scalar plant, given by x k+1 = ax k +bu k +w k , with a, b ∈ R and x 0 , w k ∼ N (0, 1). The packet is scheduled for transmission when x k ≥ 0.5. The controllers are designed to minimize the LQG cost (4), for a horizon of two steps, i.e., N = 2, and with Q 0 , Q 1 , Q 2 ∈ R. In the first subsection, we derive the optimal controller for the scheduler with dual effect. Then, for the same schedule, in the second subsection, we define the certainty equivalent controller, assuming that an equivalent scheduler has been designed without a dual effect. We do not discuss the design of the equivalent scheduler as it is a theoretical construct, which sometimes permits a simplification of the problem. We finally compare the resulting control actions and show that they are not the same, and thus, the equivalent scheduler does not simplify the controller design in our problem.
A. Optimal Controller
We first derive the estimation error covariances P 0|0 and P 1|1 , as these are used in the derivation of the optimal control signals u 0 and u 1 . From (15), we get
As x 0 ∼ N (0, 1), we can find the expected valuē
where φ x δ0 is the conditional probability distribution function (pdf) of x 0 , conditioned on x 0 < 0.5. Thus, φ x δ0 (x) = φ x0 (x)/P r(x 0 < 0.5), where φ x0 is the pdf of x 0 . The probability of a non-transmission is given by
The estimation errorx 0|0 is non-zero only when δ 0 = 0, and is given by x 0 −x δ0 . The corresponding estimation error covariance P 0|0 = Rx 0 , which is given by
where, the pdf ofx 0|0 is φx 0 (x) = φ x δ0 (x +x δ0 ). Let e 1 denote the unknown part of x 1 before y 1 is received:
where φ e is the pdf of e 1 . The variable e 1 is the sum of two random variables if δ 0 = 0, and its pdf is denoted φ e δ0 , and given by
where, t ∼ N (0, 1). Then, at the next time instant, we get
As w 0 ∼ N (0, 1), we can find the expected valuē
where φ w0 is the pdf of w 0 . Similarly, using the expression for φ e δ0 , we can derivē
where P r(e 1 < 0.5 − bu 0 ) is the probability of no transmission at time k = 1. We know that P r(e 1 < 0.5 − bu 0 ) =
We now defineẽ 1 as the error in estimating the term e 1 after y 1 arrives, with pdf φẽ, so that
Now, the estimation error variance P 1|1 = R e1 when δ 1 = 0, and zero otherwise. Here, R e1 = E[ẽ To solve for the optimal control signals, we use V 1 and V 0 from (8) . Using the principles of dynamic programming, we find the u 1 that minimizes V 1 to be
Substituting for u 1 in the above expression for V 1 , we get
To derive V 0 , we need to find the expected value
Then, we can find u 0 that minimizes V 0 , by solving
This can be simplified using the expression for R e1 , to get
2 φ e δ0 (e max ) when δ 0 = 0. In these expressions, w 0,max = 0.5−ax 0 −bu 0 and e max = 0.5−bu 0 . The final equation is obtained using Leibnitz rule. Solving these equations give the optimal u 0 .
B. CE Controller
For the same scheduler outcomes δ 0 , δ 1 obtained through an equivalent scheduler which has no dual effect, the certainty equivalent controller gives us the control signals
Note that u 1 is found by minimizing V 1 , which results in the same expression as for the optimal controller (16). However, u 0 for the CE controller is obtained by solving the equation
C. Discussion
A comparison of the control signals for the CE controller (18) with u 1 and u 0 obtained in (16) and (17), shows that the signal u 1 remains the same. However, u 0 is different, and displays a dual effect in the optimal controller. From (19), it is clear that the additional term in (17) alters the solution for the optimal controller. This observation can be explained as follows. In a controller with a dual effect, the control signal can be chosen to probe the plant state in order to improve the quality of the estimate. However, there is no motive in improving the estimate in a one-step optimization process. Thus, u 1 is the same for both controllers. When the optimization is performed over two steps, a probing effect in the first step can improve the estimate and the corresponding control applied in the next step. Thus, u 0 is different in the optimal controller for a state-based scheduler.
This example shows us that even the same schedule can result in a different control sequence for a system without a dual effect. Thus, an equivalent construction for the scheduler does not result in an equivalent system in our setup.
V. CONCLUSION We examined the design of an optimal controller with a state-based scheduler in the closed loop. The state dependent scheduler permits a probe of the state by the control signal to effect an improvement in the future estimation error, and thus the system exhibits a dual effect. This dual effect does not exist in a system where the arguments of the scheduling criterion are independent of the past control actions, but this system is not equivalent to the original system even if the resulting schedules are similar. Thus, certainty equivalence can be achieved at the cost of optimality in this problem. We also discussed a structure for the scheduler, and constraints on the scheduling criterion which simplified computations for this problem.
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