Mismatched crowdsourcing is a technique for acquiring automatic speech recognizer training data in under-resourced languages by decoding the transcriptions of workers who don't know the target language using a noisy-channel model of cross-language speech perception. All previous mismatched crowdsourcing studies have used English transcribers; this study is the first to recruit transcribers with a different native language, in this case, Mandarin Chinese. Using these data we are able to compute statistical models of cross-language perception of the tones and phonemes from transcribers based on phone distinctive features and tone features. By analyzing the phonetic and tonal variation mappings and coverages compared with the dictionary of the target language, we evaluate the different native languages' effect on the transcribers' performances.
Introduction
In many languages, it is hard to find training data for automatic speech recognition, because it is hard to hire native transcribers. Mismatched crowdsourcing 1, 2, 3 bypasses the need for native transcribers by recruiting transcribers who don't speak the language. Transcribers write what they hear as if it were nonsense speech in their own language; their transcriptions are then decoded using a noisy-channel model of second-language speech perception. All previous published studies of mismatched crowdsourcing used English-speaking transcribers, recruited on Amazon Mechanical Turk. By decoding their transcriptions using weighted finite state transducers, it has been demonstrated that ASR can be trained with reduced phone error rate compared with the multilingual and semi-supervised approaches for low-resourced languages 4 . Mismatched crowdsourcing, as proposed in 2 , requires a model of the misperception of phonemes because of mismatch between the speech language and the transcriber language. Previous studies have examined several different speech languages 4 , but have always assumed English to be the transcriber language. This paper generalizes mismatched crowdsourcing by requesting transcriptions from native speakers of a tonal language, specifically, Mandarin Chinese. Mandarin speakers create transcriptions of both the phonetic and tonal content of utterances, using Pinyin orthography. With the introduction of the transcriber's language as an additional variable, the Bayesian model used to decode mismatched transcription can be extended. Prior work has developed techniques to merge the manual transcripts T into a probabilistic distribution over cleaned representative transcripts 3, 4 . We focus on improving this distribution model by adding the new dependent factor of transcribers' native languages.
Mismatched Crowdsourcing Experiments
For our experiments, we choose Vietnamese and Cantonese to be our under-resourced languages and we employ two sets of crowd workers with different language backgrounds: 10 random English speakers for each sentence (employed on Amazon Mechanical Turk) and 6 consistent Mandarin speakers for all sentences (mainly employed on Upwork (www.upwork.com)). Each crowd worker listens to a short speech clip in Vietnamese or Cantonese and provides a transcription that is acoustically closest to what they think they heard. The transcriptions from the English speakers are in English (mostly in the form of nonsense syllables and not corresponding to valid English words) and the Mandarin speakers use the Pinyin alphabet. Vietnamese and Cantonese speech samples were downloaded from the Australian Special Broadcasting Service (http://www.sbs.com.au/podcasts/yourlanguage). Bumpers and nonspeech audio were discarded; the remaining speech was cut into overlapping one-second segments, without regard for word boundaries. Speech totalling 1 hour was transcribed in both Vietnamese and Cantonese. Native speakers of both Vietnamese and Cantonese were recruited to provide reference transcriptions in each of these two languages, so that the results of mismatched crowdsourcing can be evaluated with respect to native transcriptions 5 . With the considerations and normalization of the intra and inter worker agreement, we will look at phone variations and tone variations in the transcriptions.
Transcribers recruited for this study differ in two important ways. First, Mandarin transcribers may be able to transcribe Cantonese and Vietnamese more accurately than English transcribers, because the syllable structures of Cantonese and Vietnamese resemble that of Mandarin more than that of English. Second, however, there are two different crowdsourcing markets. English-speaking transcribers were recruited anonymously on Mechanical Turk, so our ability to apply quality control was quite limited. Most Mandarin-speaking transcribers (all but for 50 sentences, described in the next paragraph) were recruited on Upwork. Each of the six Mandarin transcribers was given the full hour of speech, in both Vietnamese and Cantonese, thus they are able to check for consistency of consecutive sections. Furthermore, Upwork transcribers were hired by name and their working history with profiles, therefore they have incentive to provide high-quality transcriptions so that they will be hired in the future.
Next we will describe a comparison of the Mandarin (Pinyin and tone) and English (nonsense words) mismatched crowdsourcing data collected from Upwork and Mechanical Turk. For this comparison purpose, we collected 50 additional sentences of testing data from Mechanical Turk transcribing Vietnamese and Cantonese in Mandarin. From the Mandarin data collected in both sources, the top three most common phone confusions between Upwork and MTurk data are listed in Table 1 . They are largely dependent on the transcribers for both cases while te common substitutions in MTurk data are more random and unpredictable according to the literature of language perceptions. In general, Mandarin Pinyin system helps limiting the free choice of the phonetic symbols. The Mandarin data from MTurk has more uncontrolled usage of the Pinyin symbols and varies much more in the word coverage. The English data from MTurk suffers from much more variations of the symbol usage, and even includes many cases of syllable insertion and deletion, the normalization and filtering of which require significant postprocessing 3 . 
Language Perception in Phones
Distinctive features represent abstract properties of speech sounds, modelled as binary feature values 7 . In this paper we use a standardized set of distinctive features that are anatomically grounded, in that they correspond to articulatory settings with relatively stable, distinctive acoustic properties. As segments are bundles of distinctive features, two speech sounds contrast if they differ by at least one distinctive feature. Recently a comprehensive database of cross-linguistic phonological inventory data, Phonetics Information Base and Lexicon (PHOIBLE), has been compiled from source documents and tertiary databases 10 . The 2014 edition of PHOIBLE, of which we use a subset in the sequel, includes 2155 inventories that contain 2160 segment types found in 1672 languages, as well as distinctive feature settings for each of the 2160 phonemes.
The phone sets used in Vietnamese, Cantonese, English, and Mandarin without tones are all mapped to IPA symbols in PHOIBLE each of which has used a total of 27 distinctive features: [ ]. All the diphthongs are broken into monophones for analysis as suggested in reference 6 . Table 2 lists all the distinctive features that are distinctive (used to distinguish phonemes) in at least one but at most three of the languages Cantonese, English, Mandarin, and Vietnamese. ] is not used in Mandarin. In the other three languages, our phoneme inventory specifies only one phoneme to be ], and that is the glottal stop; though glottal stop is perhaps phonemic in the other three languages (e.g., "uh-oh" in English, tone 2 in Vietnamese), there is no orthographic symbol for this phoneme in any of the languages under consideration. It is therefore possible to ignore this phoneme during decoding.
[
] is used in Vietnamese to distinguish the voiced implosives / / and / / from the nonimplosive stops /p/ and /t/. Though it is true that voiced stops are implosive in Vietnamese, the distinction between / , / and /p,t/ is adequately maintained by the feature [ ], therefore we can remove this feature from consideration by considering the phonemes / , / equivalent to their non-implosive counterparts /b,d/.
Normalization and merging step is performed across the transcribers for each native language. We use all six transcribers' data from Upwork and four best English transcribers' data from MTurk and then align graphemes in English and Mandarin Pinyin, and merge the transcriptions to form a separate confusion network for each transcriber language, using an adaptation of the software published by reference 3 . Dynamic programming is implemented to perform phonetic alignments between the transcription data pairs and the canonical pronunciations. The context dependent phone mapping frequencies are computed with phone distances based on distinctive features. The pairwise phone error rate (PER) is computed as:
where is the number of correct phone mappings and is the total number of phone mappings. Native speakers of Cantonese and Vietnamese were asked to transcribe the same audio, using standard Cantonese and Vietnamese orthography. Their orthographic transcriptions were converted to phonemic transcriptions using the BABEL Vietnamese and Cantonese pronunciation dictionaries 11 , then compared to phonemic transcriptions resulting from English transcribers and Mandarin transcribers. Tables 3 and 4 show the average string edit distance (phone error rate, in percent) between pairs of transcribers who are transcribing using Mandarin, English, or targetlanguage orthography (where the target language is either Vietnamese or Cantonese). Tables 3 and 4 show phone error rate, but phone error rate is not a very good measure of the accuracy of mismatched crowdsourcing. In many cases, two or three phonemes in a spoken language map to the same phoneme in the transcriber language; perhaps for this reason, reference 2 showed that the 4-best error rate of mismatched crowdsourcing is dramatically better than the 1-best error rate. As an alternative measure of inter-transcriber agreement, Tables 5 and 6 show the average pairwise distinctive feature error rate between pairs of transcribers. For each distinctive feature, we obtain the phones in the transcriber language that contain the feature and all the substitutions involving those phones. Then the percentage of the substituted phones that do not contain the corresponding distinctive feature is computed as the feature error rate. In Tables 3-6 , numbers on each main diagonal measure the average disagreement between pairs of transcribers with the same transcriber language: a measure of the variability among transcribers. In all cases, disagreement among dictionary based canonical transcriptions is zero. When English orthography is converted to a phonemic representation, the resulting phonemic transcriptions disagree about the phoneme label by about 55%, and they even disagree about distinctive features with an average error rate of about 30%; the numbers are similar for both Cantonese and Vietnamese speech. Mandarin transcribers, on the other hand, suffer far less disagreement when transcribing Cantonese than Vietnamese speech. Numbers above the diagonal in Tables 3-6 show disagreement between non-native and native transcribers, and between English-speaking and Mandarin-speaking transcribers. Though Mandarin-speaking transcribers perform better than English-speaking transcribers, their advantage is much higher for Cantonese than for Vietnamese speech. Improved transcriptions of Vietnamese and Cantonese can be obtained by merging the confusion networks 8 resulting from English-speaking and Mandarin-speaking transcribers 9 . Since Mandarin-speaking transcribers have lower average error rate, the one-best path through the Mandarin-speaking network is used as the reference to which all other paths are aligned. The one-best phoneme error rate of the merged transcription is 47.9% for transcription of Vietnamese, and 25.1% for the transcription of Cantonese as in Table 7 and 8. These error rates are slightly lower than the error-rate obtained from the Mandarin-speaking transcribers alone, though the difference is probably not statistically significant for a database with only one hour of speech. 
Language Perception in Tones
Generally for each syllable of Mandarin, Vietnamese and Cantonese, the tone levels on front, middle, and end positions can be categorized into five amplitude levels, using the standard notation of the IPA 11, 12 : level 5 = top, 4 = high, 3 = middle, 2 = low, 1 = bottom. The tone on each syllable can therefore be represented by a sequence of three tone targets, each of which has cardinality of five. Since pitch slope may be more salient than absolute pitch level, we add two more delta-target features, representing the change between consecutive tone targets; each of the deltatarget features takes integer values in the range [-4,4] . Thus, for example, the Mandarin low dipping tone (tone 3) has pitch targets [2, 1, 4] , and delta-targets of [-1,3] ; the targets and delta-targets of all tones in Mandarin, Vietnamese, and Cantonese are listed in Table 9 . In the same transcription experiments, when listening to Cantonese and Vietnamese speech, Mandarin-speaking transcribers attempted to label each syllable with one of the four Mandarin-language tones. It is possible to estimate the utility of these transcriptions by computing the average distance between the tone-target vector of the transcribed Mandarin tone (including delta-targets) and the tone-target vector of the spoken tone (in Vietnamese or Cantonese). Tone-target vectors were computed using the Manhattan ( ) vector distance, thus, where are the tone targets and delta-targets in Mandarin, and are the tone targets and delta-targets in the speech. Similar tonal substitution rules and mappings can be generated from the dynamic alignment of the tone sequences between Mandarin and Vietnamese or Cantonese. Average distances of the tone pairs are shown in Tables  10. Numbers in each table show the average pairwise distance between transcribers using the same language: nonnative transcribers disagree with each other with an average error of 0.09, and with native transcribers by 5.60 on average.
The average pairwise tone distance can be compared with two baselines. The "Best" baseline is the average Manhattan distance that would be achieved if, for each syllable of speech, transcribers chose the Mandarin tone that is closest to the actual Cantonese or Vietnamese tone. The "Random" baseline is the distance that would be achieved if, for each syllable, transcribers chose one of the four Mandarin tones uniformly at random. It is observed that the transcription based tone distance is between the random and best values and more towards the best performance. The pairwise distances based only on tone target features and delta target features are also calculated in the last two columns of Table 11 and Table 12 . They are added to give the total pairwise tone distance in the first columns for the transcription cases, but that, by looking at them separately, we can also estimate the degree to which transcribers judge tone similarity from static versus delta features. As expected, Mandarin tones can approximate Cantonese tones better than Vietnamese tones and the delta features contribute a significant part of the distances in both cases.
Conclusions
This paper shows the effectiveness and potential usage of cross language transcription for speech database construction. It generalizes the previous approach of mismatched crowdsourcing by employing transcribers with two native languages and analyzing the multilingual transcription data for the perception of the target language. The analysis is based on the distinctive feature distances and tone target feature distances between the transcribers' languages and the source language. The corresponding phone substitution error rates and tone distance measures demonstrate the noisy transcription channel effect dependent on the transcribers' language background.
