Abstract. Video summarization is a simplification of video content for compacting the video information. The video summarization problem can be transformed to a clustering problem, in which some frames are selected to saliently represent the video content. In this work, we use a graph-theoretic divisive clustering algorithm based on construction of a minimum spanning tree to select video frames without segmenting the video into shots or scenes. Experimental results provides a visually comparison between the new approach and other popular algorithms from the literature, showing that the new algorithm is robust and efficient.
Introduction
The increasing number of video files has become the task of searching a specific content very expensive, because it is necessary to index the video information. Usually, there are two approaches to cope with the index problem: (i) manual notation; and (ii) automatic notation. The former is expensive and subjective, since it depends on the experts to perfom this notation. The second one is objective and is directly related to the visual contents, however it depends on the features which are used to index. The cost to find a specific content related to a video depends on the size of the index, thus instead of considering all video content, we summarize it in order to reduce the search space. In literature, there are many approaches to simplify the video content [8, 9, 11, 7, 1, 6, 3, 2] . Thus, video summarization is a simplification of video content for compacting the video information, also the feature or similarity measure used to this simplification depends on the application. The video summarization problem can be transformed to a clustering problem, in which some frames are selected to saliently represent the video content, as illustrated in Fig. 1 . In [1] was proposed an approach to cope with the video summarization problem in which the clustering is achieved by a k-means algorithm, but it is necessary to know a priori the number of clusters. In [2] was proposed the use of graph-theoretic FCM algorithm for video summarization, however the graph creation is directly related to number of centers. In [6] it was used a Delaunay triangulation to automatically identify the frame clusters, however this approach is expensive and produces very compressed summaries. VISTO [3] is based on low-level video frames color feature extraction and on a modification of furtherest point-first algorithm to cluster the frames. This approach is fast but the summaries is big.
In this work, we use a graph-theoretic divisive clustering algorithm based on construction of a Minimum Spanning Tree (MST) to select video frames without segmenting the video into shots or scenes, i.e., our approach eliminates pre-processing steps. It is important to note that according to [4] the MST approach for clustering is hierarchical, and thanks to this property, it is easy to compute a video summary regarding the specified number of keyframes.
The paper is organized as follows. Section 2 describes the clustering problem using minimum spanning tree and, also, it is defined many concepts used in our work. Section 3 describes our methodology to solve the video summarization problem. Section 4 describes the performed experiments together to a comparative analysis between our approach and the others methods. Finally, we give some conclusions in Section 5.
Clustering by Minimum Spanning Tree Approach
, where H and W are the width and height of each frame, respectively, and, T ⊂ N, T = {0, . . . , N − 1}, in which N is number of frames of a video.
Definition 1 (Frame).
A frame f is a function from A to Z, where for each spatial position (x, y) in A, f (x, y) represents the color value at pixel location (x, y).
Definition 2 (Video).
A video V N , in domain A × T, can be seen as a sequence of frames f . It can be described by
where N is the number of frames contained in the video. 
Definition 3 (Frame similarity
There are several choices for global measures D(f t1 , f t2 ), i.e., the distance measure between two frames, e.g. histogram/frame difference, histogram intersection, difference of histograms means, and others. After selecting one, it is possible to construct a frame similarity graph based on a video V N and a distance measure as follows.
Definition 4 (Frame similarity graph -
There is an edge e ∈ E δ with weight D(f t1 , f t2 ) between two nodes v t1 and v t2 if frame similarity of associated frames is equal to 1: In order to perform the video summarization, without considering a video partitioning (or segmentation) step, we propose the use of a divisive clustering algorithm. According to [4] , the best-known graph-theoretic divisive clustering algorithm is based on construction of the minimum spanning tree of the data [10] . In this work, we define the minimum spanning tree of frames as a graph structure that preserves the video content and the relationship between all video scenes.
Definition 5 (Minimum spanning tree of frames -
is a subgraph of G δ that minimizes the sum of weights of the edges E δ .
According to [5] , a k-clustering divides the elements into k non-empty groups, in which the insertion of an element into a group depends on distance measure between this element and the elements already in the group. In order to compute the video summarization a k-clustering divides the video sequence into k video scenes, and consequently, it is necessary to eliminate k − 1 edges from the MST. To follow, the ordered edge sequence and the value transform are defined in order to simplify the frame clustering algorithm. 
Definition 6 (Ordered edge sequence -S
E δ 1 = (S E δ 1 i ) i∈[1,N ] in which S E δ 1 i ≤ S E δ 1 i+1 if c i ≤ c i+1 .
Definition 7 (Value transform -T(Δ)). Let f MST
in which w(S If all values in the ordered edge sequence are different, T(max{S
is equal to 2. Thus, to compute a 2-clustering is necessary to eliminate the edge in f MST G δ with the highest weight value. Finally, to identify the video scenes from minimum spanning tree of frames is necessary to delete some edges according to a specified criterium.
The edge deletion operation, when applied to a tree, produces two connected components. Here, each connected component is called frame cluster, as defined to follow. The process of edge deletion must be agreed to a specified criterium. In this work, we can use two different one: (i) deletion of largest weight edges; or (ii) deletion of edges with weight greater than or equal to a specified threshold. The former is useful when the number of clusters (defined before) is pre-determined. The second one can be considered when the minimum similarity measure between clusters is specified, and can be considered a special case of the first one when the weights are different. For example, the deletion in Fig. 2 of all edges with weight greater than or equal to a 49 produces the same result when we eliminate the 2 largest weight edges.
Definition 8 (Frame cluster -C
* ,k ). Let f MST G δ be a minimum spanning tree of frames. Let C * ,k denote the k connected components C * ,k
The number of clusters, and consequently, the number of video scenes is directly related to the number of edge deletion operations. Also, the process to compute the frame cluster is hierarchical in the sense that the edge deletion divides a cluster into two different groups. However, the saliency of a frame cluster component may depend on its size, since components with a small number of frames may represent noise. For example, a black frame or a flashlight frame are probably very dissimilar of all other frames and consequently, the adjacent edges will be the largest weight edges of the f MST G δ . The frame cluster produced by edge deletion will present a very small number of frames, and consequently, it could be ignored by our analysis.
Video Summarization Using Minimum Spanning Tree
In this work, we propose a new approach to video summarization in which the clustering of video frames are based on minimum spanning tree of frames. In Fig 3 is illustrated our method. Thanks to the minimum spanning tree approach, our method eliminates the preprocessing to compute the number of clusters, and also, eliminates the video segmentation step. Thus, we compute the minimum spanning tree of frames from the frame similarity graph that was computed from the video sequence. Afterwards, we delete edges until stability. The concept of stability is related to two approaches: (i) number of desired clusters; and (ii) frame similarity in a cluster. While the former can be related to compress factor of the video summary, the second approach to stability establishes maximum (dis)similarity into a cluster. In both cases, only a keyframe for each cluster is selected. For now, the keyframe selection is done by the frame in the middle time of the cluster. To present some examples, in Fig. 4(a 
Experiments
In our experiments, we use some video extracted from the repository Open Video 1 . To visually compare our approach with others, we consider the dataset used in [3] composed by 50 videos in different genres (documentary, lectures, ephemeral, historical, educational). With respect to a comparative analysis, we consider a similar approach to [6] in which we compare the methods according to the summary size and also, the (a) Open Video (b) Visto [3] (c) DT [6] (d) VSUMM1 [1] (e) AGM1
(f) AGM2 (c) DT [6] (d) VSUMM1 [1] (e) AGM1 (f) AGM2 number of mismatched frames, both related to OpenVideo summary. It is important to note that we consider the same approaches used in [1] . In order to illustrate the tuning of parameters for the proposed method, we consider two different sets of values (δ for clustering, α for connected component size and for sampling): (i) δ = 25, α = 10, = 1; and (ii) δ = 25, α = 10, = 10. Here, we consider a global measure in order to compute the similarity measure, we consider the histogram intersection from HSV color space, however for some applications, it is necessary to choice similarity measures that saliently represent the frame content like matching of interested points. To facilitate our description, AGM1 and AGM2 denote the proposed methods with the set of parameters described before, respectively. Also, to realize a visually comparative analysis, we consider the other methods: VSUMM [1] , DT [6] and VISTO [3] . In Table 1 we divide our results in four categories (same keyframes, fewer keyframes, more keyframes, mismatched keyframes).
As can be seen, the VSUMM [1] and our approach (AGM2) present similar results. The Fig. 5 and Fig. 6 illustrate examples of video summaries computed by different methods. It is important to note the summaries are compared to the OpenVideo approach. The Fig. 5 illustrated a video summary with more keyframes for both, however the VSUMM computed a redundant frame. The Fig. 6 illustrated a video summary with more keyframes in which the quality of the summary is the same.
Conclusion and Further Works
In this work, we propose a divisive and hierarchical method to compute a static video summary without considering segmentation step. Our method is based on computation of MST of the frames. It is well-know that the algorithm to generate the MST is efficient and fast. The analysis of the video summary quality is subjective, however there is no redundancy and only the most salient scenes are represented. From our approach, it is possible to indicate the degree of desired compression. The proposed method try to eliminate the redundancy and non representative scenes, however the tunning of parameters influences the quality of video summary. We expect, in future work, improve the selection of keyframe and also, to automatically tune the parameters.
