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Abstract
The flexibility of the Bayesian approach to account for covari-
ates with measurement error is combined with semiparametric re-
gression models for a class of continuous, discrete and mixed univari-
ate response distributions with potentially all parameters depending
on a structured additive predictor. Markov chain Monte Carlo en-
ables a modular and numerically efficient implementation of Bayesian
measurement error correction based on the imputation of unobserved
error-free covariate values. We allow for very general measurement
errors, including correlated replicates with heterogeneous variances.
The proposal is first assessed by a simulation trial, then it is applied
to the assessment of a soil-plant relationship crucial for implementing
efficient agricultural management practices. Observations on multi-
depth soil information forage ground-cover for a seven hectares Alfalfa
stand in South Italy were obtained using sensors with very refined spa-
tial resolution. Estimating a functional relation between ground-cover
and soil with these data involves addressing issues linked to the spa-
tial and temporal misalignment and the large data size. We propose
a preliminary spatial interpolation on a lattice covering the field and
subsequent analysis by a structured additive distributional regression
model accounting for measurement error in the soil covariate. Re-
sults are interpreted and commented in connection to possible Alfalfa
management strategies.
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1 Introduction
Standard regression theory assumes that explanatory variables are determin-
istic or error-free, but this assumption is quite unrealistic for many biologi-
cal processes and replicated observations of covariates are often obtained to
quantify the variability induced by the presence of measurement error (ME).
Indeed covariates measured with error are considered a serious danger for
inferences drawn from regression models. The most well known effect of
measurement error is the bias towards zero induced by additive i.i.d. mea-
surement error, but under more general measurement error specifications (as
considered in this paper), different types of misspecification errors are to be
expected (Carroll et al., 2006; Loken and Gelman, 2017). This is particu-
larly true for semiparametric additive models, where the functional shape
of the relation between responses and covariates is specified adaptively and
therefore is also more prone to disturbances induced by ME. Recent papers
advocate the hierarchical Bayesian modeling approach as a natural route
for accommodating ME uncertainty in regression models. In particular, in
the context of semiparametric additive models, Sarkar et al. (2014) provide
a Bayesian model based on B-spline mixtures and Dirichlet process mix-
tures relaxing some assumptions about the ME model, such as normality
and homoscedasticity of the underlying true covariate values. Indeed many
authors rely on almost flat normal priors for the true covariate, as Muff et al.
(2015) who frame ME adjustments into Bayesian inference for latent Gaus-
sian models with the integrated nested Laplace approximation (INLA). The
INLA framework allows to incorporate various types of random effects into
generalized linear mixed models, such as independent or conditional auto-
regressive models to account for continuous or discrete spatial structures.
Relatively few articles have explicitly addressed covariate ME in the context
of spatial modeling. A notable exception is given by the work of Arima et al.
(2017) who proposed a parametric spatial model for multivariate Bayesian
small area estimation, accounting for heteroscedastic ME in some of the co-
variates. Continuous spatial data are approached by Huque et al. (2016) to
assess the relationship between a covariate with ME and a spatially correlated
outcome in a non-Bayesian semiparametric regression context, assuming that
the true unobserved covariate can be modeled by a smooth function of the
spatial coordinates.
In this paper we introduce a functional ME modeling approach allowing for
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replicated covariates with ME within a flexible class of regression models
recently introduced by Klein et al. (2015a), namely structured additive dis-
tributional regression models. In this modeling framework, each parameter
of a class of potentially complex response distributions is modeled by an
additive composition of different types of covariate effects, e.g. non-linear
effects of continuous covariates, random effects, spatial effects or interaction
effects. Structured additive distributional regression models are therefore in
between the simplistic framework of exponential family mean regression and
distribution-free approaches as quantile regression. We allow for quite general
measurement error specifications including multiple replicates with heteroge-
neous dependence structure. From a computational point of view, based on
the seminal work by Berry et al. (2002) for Gaussian scatterplot smoothing
and Kneib et al. (2010) for general semiparametric exponential family and
hazard regression models, we develop a flexible fully Bayesian ME correction
procedure based on Markov chain Monte Carlo (MCMC) techniques to gen-
erate observations from the joint posterior distribution of structured additive
distributional regression models. ME correction is obtained by the imputa-
tion of unobserved error-free covariate values in an additional sampling step.
Our implementation is based on an efficient binning strategy that avoids re-
computing the complete design matrix after imputing true covariate values
and combines this with efficient storage and computation schemes for sparse
matrices.
The main motivation of our investigation comes from a case study on the use
of proximal soil-crop sensor technologies to analyze the within-field spatio-
temporal variation of soil-plant relationships in view of the implementation of
efficient agricultural management practices. More precisely, we analyze the
relationship between multi-depth soil information indirectly assessed through
the use of high resolution geophysical soil proximal sensing technology and
data of forage ground-cover variation measured by a multispectral radiome-
ter within a seven hectares Alfalfa stand in South Italy. Observations of
both quantities were made using sensors with very refined spatial resolution:
ground-cover data were obtained at four sampling occasions with point lo-
cations changing over time, while soil data were sampled only once for three
different depth layers. Estimating a functional relation between ground-cover
and soil with the data at hand involves addressing several issues, also linked
to the spatial and temporal misalignment and the large data size. The non-
linear relation between crop productivity and soil is estimated by additive
distributional regression models with structured additive predictor and mea-
surement error correction. While distributional regression allows to deal with
the heterogeneity of the response scale at the four sampling occasions, the ME
correction is motivated by observations of covariates being replicated along
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a depth gradient and extends the model proposed by Kneib et al. (2010),
accounting for heterogeneous variances and possibly dependent replicates of
the soil covariate.
The paper is structured as follows: in Section 2, we introduce the Bayesian
additive distributional regression model and the ME specification. Section 3
reports details of the MCMC estimation algorithm and different tools for
model choice and comparison. Simulation-based investigations of the model
performance are the contents of Section 4. Section 5 is dedicated to review
some issues of the sampling design, describe the spatial interpolation method,
report summary features of the data at hand, interpret estimation results
and comment on possible Alfalfa management strategies. The final Section 6
summarizes our main findings and includes comments on directions for future
research.
2 Measurement Error Correction in Distri-
butional Regression
The main motivation for our methodological developments comes from the
need to estimate the nonlinear dependence of ground-cover on soil informa-
tion by a smooth function, accounting for the heterogeneity in the position
and scale of the response due to the sampling time, for the repeated measure-
ments of the soil covariate and for the residual variation of unobserved spatial
features. A detailed discussion of the data collection and pre-processing is
given in Section 5. There we address ground-cover differences in both lo-
cation and scale by structured additive distributional regression models, in
which both parameters of the response distribution are related to additive re-
gression predictors (Klein et al., 2015a, and references therein). The explicit
consideration of replicated covariate observations avoids erroneous conclu-
sions about the precise functional form of the relationship between ground-
cover and soil variables or even about the presence of any association. In
this section, the distributional regression model is set up, structured addi-
tive predictors and the measurement error correction are introduced with the
relevant prior distributions.
2.1 Distributional Regression
Our treatment of Bayesian measurement error correction is embedded into
the general framework of structured additive distributional regression. As-
sume that independent observations (yi,νi) i = 1, . . . , n are available on
the response yi and covariates νi and that the conditional distribution of
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the responses belongs to a K-parametric family of distributions such that
yi|νi ∼ D(ϑ(νi)) and the K-dimensional parameter vector ϑ(νi) = (ϑ1(νi),
. . . , ϑK(νi))
′ is determined based on the covariate vector νi. More specif-
ically, we assume that each parameter is supplemented with a regression
specification
ϑk(νi) = hk(η
ϑk(νi))
where hk is a response function that ensures restrictions on the parameter
space and ηϑk(νi) is a regression predictor.
In our analyses, we will consider two specific special cases where yi ∼ N(µ(νi),
σ(νi)
2), i.e. the responses are conditionally normal with covariate-dependent
mean and variance and yi ∼ Beta(µ(νi), σ2(νi)), i.e. conditionally beta dis-
tributed responses with regression effects on location and scale. To ensure
σ(νi)
2 > 0 for the variance of the normal distribution, we use the exponential
link function, i.e. σ(νi)
2 = exp(ησ
2
(νi)) while for both parameters µ(νi) and
σ(νi)
2 of the beta distribution we employ a logit link since they are restricted
to the unit interval (Ferrari and Cribari-Neto, 2004).
2.2 Structured Additive Predictor
For each of the predictors, we assume an additive decomposition as
ηϑk(νi) = β
ϑk
0 + f
ϑk
1 (νi) + . . .+ f
ϑk
Jk
(νi)
i.e. each predictor consists of a total of Jk potentially nonlinear effects
fϑkj (νi), j = 1, . . . , Jk, and an additional overall intercept β
ϑk
0 . The non-
linear effects fϑkj (νi) are a generic representation for a variety of different
effect types (including nonlinear effects of continuous covariates, interaction
surfaces, spatial effects, etc., see below for some more details on examples
that are relevant in our application). Any of these effects can be approxi-
mated in terms of a linear combination of basis functions as
f(νi) =
L∑
l=1
βlBl(νi) = b
′
iβ
where we dropped both the function index j and the parameter index ϑk
for simplicity, Bl(νi) denotes the different basis functions with basis coef-
ficients βl and bi = (B1(νi), . . . , BL(νi))
′ and β = (β1, . . . , βl)′ denote the
corresponding vectors of basis function evaluations and basis coefficients, re-
spectively.
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Since in many cases the number of basis functions will be large, we assign
informative multivariate Gaussian priors
p(β|θ) ∝ exp
(
−1
2
β′K(θ)β
)
to the basis coefficients to enforce certain properties such as smoothness or
shrinkage. The specific properties are determined based on the prior precision
matrix K(θ) which itself depends on further hyperparameters θ.
To make things more concrete, we discuss some special cases that we will
also use later in our application:
• Linear effects: for parametric, linear effects, the basis functions are
only extracting certain covariate elements from the vector νi such that
Bl(νi) = νil. In case of no prior information, flat priors are obtained
by K(θ) = 0 which reduces the multivariate normal prior to a mul-
tivariate flat prior. In case of a rather large number of parametric
effects, a Bayesian ridge prior can be obtained by K(θ) = τ 2IL where
τ 2 is an additional prior variance parameter that can, for example, be
supplemented an inverse gamma prior.
• Penalised splines for nonlinear effects f(x) of continuous covariates x:
for nonlinear effects of continuous covariates, we follow the idea of
Bayesian penalized splines (Brezger and Lang, 2006) where B-spline
basis functions are combined with a random walk prior on the regression
coefficients. In this case, the prior precision matrix is of the form
K(θ) = τ 2D′D where again τ 2 is a prior variance parameter and D
is a difference matrix. To obtain a data-driven amount of smoothness,
we will assign an inverse gamma prior τ 2 ∼ IG(a, b) to τ 2 with a = b =
0.001 as a default choice.
• Tensor product splines for coordinate-based spatial effects f(sx, sy): for
modelling spatial surfaces based on coordinate information, we utilize
tensor product penalized splines where each of the basis functions is
constructed as Bl(sx, sy) = Bl,x(sx)Bl,y(sy) with univariate B-spline
bases Bx(·) and By(·). The penalty matrix is then given by
K(θ) =
1
τ 2
[ωKx ⊗ Iy + (1− ω)Ix ⊗Ky]
where Kx is a random walk penalty matrix for a univariate spline in
sx, Ky is a random walk penalty matrix for a univariate spline in sy
and Ix and Iy are identity matrices of appropriate dimension. In this
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case, the prior precision matrix comprises two hyperparameters: τ 2 is
again a prior variance parameter (and can therefore still be assumed to
follow an inverse gamma distribution) while ω ∈ (0, 1) is an anisotropy
parameter that allows for varying amounts of smoothness along the x
and y coordinates of the spatial effect. For the latter, we assume a
discrete prior following the approach discussed in Kneib et al. (2017).
For some alternative model components comprise spatial effects based on
regional data, random intercepts and random slopes or varying coefficient
terms, see Fahrmeir et al. (2013, Ch. 8)
2.3 Measurement Error
In our application, we are facing the situation that a continuous covariate
with potentially nonlinear effect modelled as a penalized spline has been
observed with measurement error. Hence, we are interested in estimating the
nonlinear effect f(x) in one of the predictors of a distributional regression
model where instead of the continuous covariate x we observe M replicates
x˜
(m)
i = xi + u
(m)
i , m = 1, . . . ,M,
contaminated with measurement error u
(m)
i . For the measurement error, we
consider a multivariate Gaussian model such that
ui ∼ NM(0,Σu,i)
where ui = (u
(1)
i , . . . , u
(M)
i )
′ and Σu,i is a known, pre-specified covariance ma-
trix. Independent replicates with constant variance were considered in Kneib
et al. (2010) for a mean regression model specification, with Σu;i = σ
2
uIM .
This assumption is here relaxed in the context of distributional regression,
considering correlated replicates with potentially heterogeneous variances
and covariances, leaving Σu;i unstructured. Of course, it would be concep-
tually straightforward to include priors on unknown parameters in Σu,i, but
this would require large amounts of data to obtain reliable estimates. We
therefore restrict ourselves to the case of a known covariance matrix.
The basic idea in Bayesian measurement error correction is now to include
the unknown, true covariate values xi as additional unknowns to be imputed
by MCMC simulations along with estimating the other parameters in the
model. This requires that we assign a prior distribution to xi as well and
rely on the simplest version
xi ∼ N(µx, τ 2x)
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where we achieve flexibility by adding a further level in the prior hierarchy
via
µx ∼ N(0, τ 2µ), τ 2x ∼ IG(ax, bx).
To obtain diffuse priors on these hyperparameters, we use τ 2µ = 1000
2 and
ax = bx = 0.001 as default settings.
3 Bayesian Inference
All inferences rely on MCMC simulations implemented within the free, open
source software BayesX (Belitz et al., 2015). As described in Lang et al.
(2014a), the software makes use of efficient storing even for large data sets and
sparse matrix algorithms for sampling from multivariate Gaussian proposal
distributions. In the following, we mostly focus on the required sampling
steps for the measurement error part, since the remaining parts are mostly
unchanged compared to standard distributional regression models (see Klein
et al., 2015b, for details).
3.1 Measurement Error Correction
For the general case of distributional regression models, no closed form full
conditional is obtained for the true covariate values xi such that we rely on
a Metropolis Hastings update. Proposals are generated based on a random
walk proposal
xpi = x
c
i + ei, ei ∼ N(0, f · tr(Σu,i)/M2) (1)
where xpi denotes the proposal, x
c
i is the current value and the variance of the
random walk is determined by the measurement error variability (quantified
by the trace of the covariance matrix Σu,i), the number of replicates M and
a user-defined scaling factor f that can be used to determine appropriate
acceptance rates. The proposed value is then accepted with probability
α(xpi |xci) =
p(yi|xpi )
p(yi|xci)
exp
(
− 1
2τ2x
(xpi − µx)2
)
exp
(
− 1
2τ2x
(xci − µx)2
) exp (−12(x˜i − xpi1M)′Σ−1u,i(x˜i − xpi1M))
exp
(−1
2
(x˜i − xci1M)′Σ−1u,i(x˜i − xci1M)
)
where the first term is the ratio of likelihood contributions given the pro-
posed and current values of the covariate, the second term is the ratio of
the measurement error priors and the third term is the ratio of the measure-
ment error likelihoods. The ratio of the proposal densities cancels due to the
symmetry of the random walk proposal.
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In contrast, the updates of the hyperparameters are standard due to the
conjugacy between the Gaussian prior for the true covariate values and the
hyperprior specifications. We therefore obtain
µx|· ∼ N
(
nx¯τ 2µ
nτ 2µ + τ
2
x
,
τ 2xτ
2
µ
nτ 2µ + τ
2
x
)
and
τ 2x |· ∼ IG
(
ax +
n
2
, bx +
1
2
n∑
i=1
(xi − µx)2
)
As mentioned before, priors could be assigned to incorporate uncertainty
about elements of the covariance matrices Σu;i of the measurement error
model. However, reliable estimation of Σu;i would typically require a large
number of repeated measurements on the covariates, therefore we will restrict
our attention to the case of known measurement error covariance matrices
Σu;i.
3.2 Updating the Structured Addditive Predictor
Updating the components of a structured additive predictor basically follows
the same steps as in any distributional regression model (see Klein et al.,
2015b; Kneib et al., 2017, for details). One additional difficulty arises from
the fact that the imputation of true covariate values in each iteration implies
that the associated spline design matrix would have to be recomputed in
each iteration which would considerably slow down the MCMC algorithm.
To avoid this, we utilize a binning approach (see Lang et al., 2014b) where we
assign each exact covariate value to a small interval. Using a large number of
intervals allows us to control for potential rounding errors. On the positive
side, the binning approach allows us to precompute the design matrix for all
potential intervals and to only re-assign the observations based on an index
vector in each iteration instead of recomputing the exact design matrix.
3.3 Model Evaluation
We combine different tools to determine a final model considering the quality
of estimation and the predictive ability in terms of probabilistic forecasts. We
rely on the deviance information criterion (DIC, Spiegelhalter et al., 2002),
the Watanabe-Akaike information criterion (WAIC, Watanabe, 2010), proper
scoring rules (Gneiting and Raftery, 2007) as well as normalized quantile
residuals (Dunn and Smyth, 1996).
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Measures of predictive accuracy are generally referred to as information cri-
teria and are defined based on the deviance (the log predictive density of the
data given a point estimate of the fitted model, multiplied by -2). Both DIC
and WAIC adjust the log predictive density of the observed data by sub-
tracting an approximate bias correction. However, while DIC conditions the
log predictive density of the data on the posterior mean E(θ|y) of all model
parameters θ given the data y, WAIC averages it over the posterior distri-
bution p(θ|y). Then, compared to DIC, WAIC has the desirable property
of averaging over the whole posterior distribution rather than conditioning
on a point estimate. This is especially relevant in a predictive Bayesian con-
text, as WAIC evaluates the predictions that are actually being used for new
data while DIC estimates the performance of the plug-in predictive density
(Gelman et al., 2014).
As measures of the out-of-sample predictive accuracy we consider three proper
scoring rules based on the logarithmic score S(fr, yr) = log(fr(yr)), the
spherical score S(fr, yr) = fr(yr)/‖fr(yr)‖2 and the quadratic score S(fr, yr) =
2fr(yr) − ‖fr(yr)‖22, with ‖fr(yr)‖22 =
∫
fr(ω)
2dω. Here yr is an element of
the hold out sample y1, . . . , yR and fr is the predictive distribution of yr
obtained in the current cross-validation fold. In practice the data set is
approximately divided into R non-overlapping subsets of equal size and pre-
dictions for one of the subsets are obtained from estimates based on all the
remaining subsets. The predictive ability of the models is then compared
by the aggregated average score SR = (1/R)
∑R
r=1 S(fr, yr). Higher logarith-
mic, spherical and quadratic scores deliver better forecasts when comparing
two competing models. With respect to the others, the logarithmic scoring
rule is usually more susceptible to extreme observations that introduce large
contributions in the log-likelihood (Klein et al., 2015a).
If F and yi are respectively the assumed cumulative distribution and a realiza-
tion of a continuous random variable and ϑˆ is an estimate of the distribution
parameters, quantile residuals are given by rˆi = Φ
−1(ui), where Φ−1 is the in-
verse cumulative distribution function of a standard normal distribution and
ui = F (yi|ϑˆi). If the estimated model is close to the true model, then quan-
tile residuals approximately follow a standard normal distribution. Quantile
residuals can be assessed graphically in terms of quantile-quantile-plots and
can be an effective tool for deciding between different distributional options
(Klein et al., 2013).
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4 Simulation experiment
In this section, we present a simulation trial designed to show some ad-
vantages in the performance of the proposed approach with respect to two
alternative specifications of structured additive distributional regression. As
a baseline, we consider Gaussian regression to describe the conditional dis-
tribution of the response, assuming that yi’s follow a Gaussian law. Like in
our case study, Beta regression is a useful tool to describe the conditional
distribution of responses that take values in a pre-specified interval such as
(0, 1). Thus, alternatively, we assume that yi’s follow a Beta law. With
both distributional assumptions, data are simulated from two scenarios cor-
responding to uncorrelated and correlated covariate repeated measurements.
For the two distributional assumptions and the two scenarios, we compare
three different structured additive distributional regression model settings:
(1) as a benchmark, we consider a model based on the “true” covariate val-
ues (i.e. those without measurement error), (2) a naive model that averages
upon repeated measurements and ignores ME and (3) a model implement-
ing the proposed ME adjustment. We expect that results from the latter
are closer to the true model while the naive approach makes distinct errors
(larger MSE, too narrow credible intervals).
4.1 Simulation settings
For 100 simulations, n = 500 samples of the “true” covariate xi (i = 1, . . . , n)
are generated from N(0, 5). Then 3 replicates with measurement error are
obtained for each xi as x˜i ∼ N3 (xi13,Σu;i) with
Σu;i = σ
2
u;i
 1 cu cucu 1 cu
cu cu 1
 (2)
We allow for ME heteroscedasticity setting σ2u;i=1,...,n/2 = 1 and σ
2
u;i=n/2+1,...,n =
2 and we consider two alternative ME scenarios: Scenario 1 with uncorrelated
replicates, i.e. cu = 0, and Scenario 2 where cu = 0.8.
For the Gaussian observation model, we simulate 500 values of the response
with yi ∼ N(µi, σ2i ), where µi = sin(xi) sets the nonlinear dependence with
the covariate and we introduce response heteroscedasticity by
Var(yi) = σ
2
i =
{
0.5 vi = 1
0.3 vi = 0
, with vi ∼ Bernoulli(0.5).
We proceed in like vein for the Beta observation model and generate n sam-
ples from Beta(pi, qi) with µi = pi/(pi + qi) and σ
2
i = 1/(pi + qi + 1) =
11
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Figure 1: Average estimates of the smooth effect (left) and width of 95%
credibility intervals (right) obtained with 100 simulations of the three model
settings and the two scenarios by the Gaussian distribution model.
Var(yi)/(µi(1 − µi)), where µi = exp(sin(xi))/(1 + exp(sin(xi)) and σ2i is
specified as in the Gaussian case.
4.2 Model settings
As for the estimation model, we consider Gaussian and Beta regression with
the following settings. Assuming yi’s are Gaussian with N(µi, σ
2
i ), model
parameters are linked to regression predictors by the identity and the log
link respectively: µi = η
µ(xi) and σ
2
i = exp(η
σ2(xi)). Alternatively, let yi’s
have Beta law Beta(pi, qi), then both model parameters µi and σ
2
i given in
Section 4.1 are linked to respective regression predictors ηµ(xi) and η
σ2(xi)
by the logit link, such that µi = exp(η
µ(xi))/(1 + exp(η
µ(xi))) and σ
2
i =
exp(ησ
2
(xi))/(1 + exp(η
σ2(xi))).
Under both distributional assumptions, we consider the two predictors as
simply given by ηµi (xi) = β
µ
0 + f(xi) and η
σ2
i (xi) = β
σ2
0 + β
σ2
1 vi, with f(·) a
penalized spline term and vi defined as in Section 4.1.
As for the measurement error, we consider the benchmark, naive and ME
models defined at the beginning of Section 4. For the latter we specify Σu;i
as in Equation 2, for the two ME scenarios. Finally, we set the scaling factor
f in Equation 1 to 1 in both distributional settings.
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Figure 2: Boxplots of DIC’s (left) and RMSE’s (right) of the Gaussian dis-
tribution model for 100 simulations of the three model settings and the two
scenarios.
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Figure 3: Average estimates of the smooth effect (left) and width of 95%
credibility intervals (right) obtained with 100 simulations of the three model
settings and the two scenarios by the Beta distribution model.
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Figure 4: Boxplots of DIC’s (left) and RMSE’s (right) of the Beta distribution
model for 100 simulations of the three model settings and the two scenarios.
4.3 Simulation results
In Fig. 1 we show the averages and quantile ranges of smooth effect estimates
obtained with 100 simulated samples for the three Gaussian model settings
and the two scenarios. While the benchmark model setting obviously outper-
forms the other two, the ME correction provides a sharper fit with respect to
the naive consideration of replicate averages. In general, severe smoothing
is indeed only found with the naive model in the case of correlated mea-
surement errors (Scenario 2). Notice that the naive model setting provides
credible intervals as narrow as those obtained when the ME is not present
(Fig. 1, right panel), thus underestimating the smooth effect variability in
the presence of ME. Preference for the ME corrected model setting is also
accorded by DIC’s and RMSE’s, as shown in Fig. 2. The Beta distribution
model obtains very similar results, with even stronger evidence for underesti-
mation of the smooth effect variability by the naive model in Fig. 3 (right).
With the ME proposal, the considerable gain in terms of fit and reliability of
smooth effects variability does not fully overcome the increased complexity
register by DIC’s in the Beta distribution case. In this case the improvement
attained in terms of RMSE’s justifies the use of this type of model compared
to the naive approach.
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5 Analysis of Sensor Data on Soil-Plant Vari-
ability
Alfalfa (Medicago sativa L.) plays a key role in forage production systems
all over the world and increasing its competitiveness is one of the European
Union’s agricultural priorities (Schreuder and de Visser, 2014). Optimiz-
ing the use of crop inputs by applying site-specific management strategies
can be a cost-effective way to increase crop profitability and stabilize yield.
To achieve this goal, precise management activities such as precision irri-
gation, variable-rate N targeting, etc. are required. Precision Agriculture
(PA) strategies in deep root perennials like alfalfa require information on
deep soil variability. This is due to the higher dependence of these crops,
compared to annuals, on deep water reserves often influenced by deep soil
resources (Dardanelli et al., 1997). Soil texture and structure are among the
most important soil properties affecting plant growth, since they are both
strongly related to soil-nutrients and soil-water relationships (Saxton et al.,
1986). On-the-go geophysical soil sensing has been successfully used to map
the soil spatial variability at high resolution, covering hectares in a day of
work and simultaneously investigating multiple soil depths (Dabas and Tab-
bagh, 2003; Rossi et al., 2013). The non-destructive measurement of soil
electrical resistivity (ER), or its inverse soil electrical conductivity, (Doolit-
tle and Brevik, 2014) is correlated to many crop-relevant soil characteristics
(Samoue¨lian et al., 2005), such as the texture (Banton et al., 1997; Tetegan
et al., 2012) and structure (Besson et al., 2004). We focus on the relation
between plant growth and soil features as measured by two sensors within
a seven hectares Alfalfa stand in Palomonte, South Italy, with average ele-
vation of 210 m a.s.l.. The optical sensor GreenSeekerTM (NTech Industries
Inc., Ukiah, California, USA) measures the normalized density vegetation in-
dex (NDVI), while Automatic Resistivity Profiling (ARP c©, Geocarta, Paris,
F) provides multi-depth readings of the soil electrical resistivity. NDVI field
measurements were taken at four time points in different seasons, while ER
measurements were taken only once at three depth layers: 0.5m, 1m and
2m. Ground-truth calibration (Rossi et al., 2015) showed that the resistitiv-
ity distribution was linked to permanent soil features such as texture, gravel
content and the presence of hardpans. As shown in Table 1 and Figure 5,
NDVI point locations change with time and are not aligned with ER samples.
Hence NDVI and ER samples are misaligned in both space and time. Other
data issues include response space-time dependence with spatially dense data
(big n problem, Jona Lasinio et al., 2013) and repeated covariate measure-
ments.
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NDVI ER
month/year 9/2013 11/2013 10/2014 6/2015 6/2013
# points 186667 202172 91438 222278 120261
Table 1: Sampling time and number of sampled locations for NDVI and ER.
Figure 5: Sampled NDVI, ER and grid point locations.
5.1 Data pre-processing
Big n and spatial misalignment suggest to change the support of both NDVI
and ER samples. The change of support problem (COSP, see Gelfand et al.,
2010, and references therein) for continuous spatial phenomena, commonly
observed at the point and/or area level, involves a change of the spatial scale
that can be required for any of several reasons, such as predicting the process
of interest at a new resolution or to fuse data coming from several sources and
characterized by different spatial resolutions. Bayesian inference with COSP
may be a computationally demanding task, as it usually involves stochastic
integration of the continuous spatial process over the new support. For this
reason, in case of highly complex models or huge data sets, some adjustments
and model simplifications have been proposed to make MCMC sampling fea-
sible (see Gelfand et al., 2010; Cameletti, 2013). Although relatively efficient,
these proposals don’t seem to fully adapt to our setting, mostly because of
the need to overcome the linear paradigm. The most commonly used block
average approach (see for example Banerjee et al., 2014; Cressie, 2015) would
become computationally infeasible with a semi-parametric definition of the
relation between NDVI and ER.
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Given the aim of this work and the data size, COSP is here addressed by a
non-standard approach: the spatial resolution was downscaled by interpolat-
ing samples to a 2574 cells square lattice overlaying the study area. Given
the different number of sampled points corresponding to each sampling oc-
casion (NDVI) and survey (ER), we used a proportional nearest neighbors
neighborhood structure to compute the downscaled values. More precisely,
27 neighbors were just enough to obtain non-empty cells at all grid points
with the least numerous NDVI series (at the 3rd time point). We then mod-
ified this number proportionally to the samples sizes, obtaining 55, 59, and
65 neighbors respectively for NDVI at the 1st , 2nd and 4th time points and
35 neighbors for ER. At each grid point we calculated the neighbors’ means
for both NDVI and ER, while neighbors’ variances and covariances between
depth layers were obtained for ER. Summary measures of the scale and cor-
relation of ER repeated measures at each of the 2574 grid points provide
valuable information that enables us to increase the model complexity with
no additional costs in terms of parameters, i.e. degrees of freedom (see the
prior specification later in this section). Such a by-product of the downscaling
of the original data is plugged into the model likelihood.
Exploratory analysis of the interpolated data shows some interesting features
that we assume to drive the specification of the distributional regression
model: NDVI has much higher position and smaller variability at the second
time point, when it approached saturation (Figure 6, left); ER does not show
a strong systematic variation along depth (Figure 6, right); the functional
shape of the nonlinear relation between NDVI and ER is common to all
NDVI sampling occasions and ER depth layers (Figure 7).
5.2 Additive distributional regression models for loca-
tion and scale
For available NDVI recordings, we consider Gaussian and Beta distributional
regression models as those defined in Section 4 and specify the two predictors
as follows. For s = 1, . . . , 2574 grid points and t = 1, . . . , 4 time points, the
structured additive predictor of the location parameter ηµ(νst) is determined
as an additive combination of three linear and functional effects, such as a
linear seasonal effect, a spatial effect and a nonlinear effect of the continuous
covariate ER:
ηµst(νst) = β
µ
0 + i
′
tβ
µ
1 + f
µ
1 (xs) + f
µ
2 (lons, lats) (3)
where it is a vector of seasonal indicator variables with cornerpoint parametriza-
tion corresponding to the first sampling time, f(xs) is a nonlinear smooth
17
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Figure 6: NDVI distributions along time (left) and ER distributions along
depth (right).
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Figure 7: Dependence of NDVI on ER at different time points (rows) and
depth layers (columns). Lowess curves in green.
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function of latent replicate-free ER recordings xs (as in Section 2.3) and
g(lons, lats) is a bivariate nonlinear smooth function of geographical coor-
dinates lons, lats. The linear predictor of the scale parameter η
σ2(νst) is
assumed to depend only on the effect of time, thus allowing heteroscedastic-
ity of seasonal NDVI recordings:
ησ
2
(νst) = β
σ2
0 + i
′
tβ
σ2
1 (4)
for t = 1, . . . , 4 time points where βσ
2
0 and β
σ2
1 represent the overall level
of the predictor and the vector of seasonal effects on the transformed scale
parameter. Fixed effects βµ1 and β
σ2
1 in (3) and (4) respectively account for
mean effects and heteroscedasticity of NDVI seasonal recordings. While con-
jugacy allowed to use Gibbs sampling to simulate from the full conditionals
of the Gaussian models for the location parameter, the Metropolis-Hastings
algorithm was required to sample the posteriors of the Gaussian models for
the scale parameter and those of the Beta models. A different simulation
setup was then adopted in the two cases: for Gaussian models we obtained
10000 simulations with 5000 burnin and thinning by 5, while Beta models re-
quired longer runs of 50000 iterations with 35000 burnin and thinning by 15.
In all cases, convergence was reached and checked by visual inspection of the
trace plots and standard diagnostic tools. Fine tuning of hyperparameters
lead us to 10 and 8 equidistant knots for each of the two components of the
tensor product spatial smooth in the Gaussian and Beta case, respectively.
The additive distributional regression model was compared to standard ad-
ditive mean regression with the same mean predictor, applying the proposed
measurement error correction to both models, under the Gaussian and Beta
assumptions. By this comparison we show that adding a structured predictor
for the scale parameter improves both the in-sample and out-of-sample pre-
dictive accuracy. In the following, M1 is an additive regression model with
mean predictor as in (3), while M2 is an additive distributional regression
model with the same mean predictor and scale predictor given by (4).
5.3 Results
Model comparison shows some interesting features of the proposed alterna-
tive model specifications. Concerning the distributional assumption, DIC,
WAIC and the three proper scoring rules clearly favor the Beta models (Tab.
2), showing a better compliance with in-sample and out-of-sample predictive
accuracy. As far as additive distributional regression is concerned, informa-
tion criteria and scoring rules agree in assessing the proposed model (M2) as
performing better than a simple additive mean regression (M1).
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Model DIC WAIC LS SS QS
GM1 -21333.3 -21331.2 1.0340 1.8427 3.3947
GM2 -27088.4 -27076.2 1.1234 1.8986 3.6935
BM1 -22841.0 -22835.9 1.1085 1.9298 3.7893
BM2 -27131.4 -27126.4 1.2140 2.0182 4.2902
Table 2: Model fit statistics for Gaussian (G) and Beta (B) distribution
additive mean (M1) and distributional (M2) regression models: deviance
information criterion, Watanabe-Akaike information criterion, logarithmic
score, spherical score and quadratic score.
Quantile residuals of model M2 under the two distributional assumptions
show a generally good behavior, with a substantial reduction in scale in the
Beta case and only a slightly better compliance with the latter distributional
shape (Figure 8). When comparing the two distributional assumptions, it
should be recalled that Gaussian models are by far much more convenient
from the computational point of view.
Values of the fixed time effects estimates of the mean (3) and variance (4)
predictors and their 95% credibility intervals for the two models (Tab. 3)
are expressed in the scale of the linear predictor and cannot be compared,
due to different link functions being implied. However, in both the Gaussian
and Beta case their relative variation clearly reproduces the NDVI behavior
in Figure 6, left.
Model Parameter 9/13 11/13 10/14 6/15
GM2
µ
0.6037 0.8224 0.5215 0.5410
0.5964, 0.6113 0.8157, 0.8295 0.5127 0.5294 0.5318 0.5503
log(σ2)
-5.0995 -8.3773 -4.5524 -3.8718
-5.1588,-5.0401 -8.4321, -8.3190 -4.6071, -4.4992 -3.9287 -3.8171
BM2
logit(µ)
0.3943 1.5231 0.0528 0.1365
0.3528, 0.4329 1.4825, 1.5636 0.0104 , 0.0940 0.0919, 0.1799
logit(σ2)
-3.7627 -6.2897 -3.2067 -2.4696
3.8204 ,-3.7062 -6.3542 ,-6.2249 -3.2591, -3.1520 -2.5245, -2.4175
Table 3: Fixed time effects estimates of mean and variance predictors with
95% credibility intervals. To facilitate interpretation, estimates were trans-
formed avoiding the cornerpoint parametrization.
Estimates of smooth effects of ER and of the nonlinear trend surface (Fig-
ure 9) have again different scale and common shapes for the two distributional
assumptions. The inclusion of the nonlinear trend surface (Figure 9, right),
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Figure 8: Quantile residuals for models M1 (left) and M2 (right) under the
Gaussian (top panel) and Beta (bottom panel) assumptions: boxplots at
different time points (left panel) and Normal q-q plots (right panel).
besides accounting for the spatial pattern and lack of independence between
nearby observations, allows to separate the effect of ER from any other source
of NDVI spatial variability including erratic and deterministic components
(such as slope and/or elevation). The estimated nonlinear effect of ER on
NDVI shows a monotonically increasing relation up to approximately 10 Ohm
m with a subsequent steep decline up to approximately 20 Ohm m. After
dropping to lower values, the smooth function declines more slowly. Based
on the resulting estimated smooth functions (Figure 9, left), two ER cut-offs
(at 10 and 20 Ohm m) are proposed that can be used to split the field in
three areas characterized by a different monotonic soil-plant relationship:
• Zone i: ER < 10 Ohm m , where NDVI grows with ER and very
low ER readings correspond to intermediate to high NDVI values (the
former correspond to the presence of poorly drained soils and the conse-
quent risk of waterlogging; crop management needs to take into account
in-season rain patterns to minimize the risks of waterlogging damages
in wet years);
• Zone ii: 10 Ohm m < ER < 20 Ohm m , where ER is negatively
related to NDVI and soil factors affecting ER act almost linearly and
consistently on plant performance (precision management can be ap-
plied as a function of ER, i.e. the resistivity map itself can be used as
a prescription map in the corresponding areas);
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Figure 9: Smooth estimates of ER effects (left) and residual spatial effects
(right) for models GM2 (top), and BM2 (bottom). Notice that while GM2
effects are on the scale of the response (NDVI), BM2 effects are estimated
on the logit scale. Dotted red vertical lines locate ER cut-offs corresponding
to different monotonic soil-plant relationships.
• Zone iii: ER > 20 Ohm m , where despite the large variation in ER
there is a limited NDVI-soil responsiveness and NDVI is constantly low
(corresponds to the presence of the hardpans and management criteria
should differ accordingly).
Each zone conveys information on the shape and strength of the association
between soil and crop variability, thus the proposed field zonation helps dis-
cerning areas where even a little change in soil properties can affect plant
productivity (zone ii) from areas where soil environment is not practically
alterable (zone iii) or in-season evaluations are possibly needed (zone i).
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6 Concluding remarks and directions of fu-
ture work
The work described in this paper was motivated by the analysis of a database
characterized by some complex features: response space-time dependence
with spatially dense data, data misalignment in both space and time and
repeated covariate measurements. These data features were addressed by
first changing the spatial support of the data, then proposing an extension
of structured additive distributional regression models by the introduction of
a replicated covariate measured with error. Within a fully Bayesian imple-
mentation, measurement error is dealt with in the context of the functional
modeling approach, accounting for possibly heteroscedastic and correlated
covariate replicates. In the paper we only allow for Gaussian and Beta dis-
tributed responses, but the proposed correction is implemented to accommo-
date for potentially any K-parametric family of response distributions. With
a simulation experiment we show some advantages in the performance of the
proposed ME correction with respect to two alternative less ambitious ME
specifications. The proposed extension of the of the ME correction in Kneib
et al. (2010) to structured additive regression models proves to be essential
for the case study on soil-plant sensor data, where both mean and variability
effects have to be modeled. Indeed in this case the proposed approach out-
performs the simpler use of the ME correction with a mean regression model
with the same (mean) predictor.
In the Bayesian framework, a straightforward extension would be the consid-
eration of other types of (potentially non-normal) measurement error struc-
tures, as in Sarkar et al. (2014) under a structural ME approach. Given that
a fully specified measurement error is given, this will only lead to a minor
adaptation of the acceptance probability in our MCMC algorithm. A more
demanding extension would be to include inference on the unknown parame-
ters in the measurement error model, such as the covariance structure in our
approach based on multivariate normal measurement error. Such parameters
will typically be hard to identify empirically unless the number of replicates
and/or the sample size is large. In the case of big spatial data, the compu-
tational burden induced by spatial correlation could be reduced integrating
the ME correction with a low rank approach (see for instance Banerjee et al.,
2014; Datta et al., 2016, and references therein). While in this paper we
have considered measurement error in a covariate that enters the predictor
of interest via a univariate penalized spline, other situations are also easily
conceivable. One option would be to develop a Bayesian alternative to the
simulation and extrapolation algorithm developed in Ku¨chenhoff et al. (2006)
23
to correct for misclassification in discrete covariates. Another route could be
the consideration of measurement error in one or both covariates entering an
interaction surface modeled as a bivariate tensor product spline.
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