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ABSTRACT

High dynamic range (HDR) imaging is a rapidly growing field in computer graphics and image
processing. It allows capture, storage, processing, and display of photographic information within
a scene-referred framework. The HDR imaging pipeline consists of the major steps an HDR image
is expected to go through from capture to display. It involves various techniques to create HDR
images, pixel encodings and file formats for storage, tone mapping for display on conventional display devices and direct display on HDR capable screens. Each of these stages have important open
problems, which need to be addressed for a smoother transition to an HDR imaging pipeline. We
addressed some of these important problems such as noise reduction in HDR imagery, preservation
of color appearance, validation of tone mapping operators, and image display on HDR monitors.
The aim of this thesis is thus, to present our findings and describe the research we have conducted
within the framework of optimizing the HDR imaging pipeline.
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CHAPTER 1
INTRODUCTION
High dynamic range imaging (HDRI) is a rapidly growing field in computer graphics. It allows
capture, storage, manipulation, and display of real world scenes by using their original scene luminances. Therefore it is considered as a scene-referred way of image processing, rather than the
display-referred methods of traditional image processing. As a natural consequence, it does not
have the limitations of the latter (i.e. low dynamic range imaging — LDR) such as under- or overexposure and quantization problems. By using HDR imaging techniques, it is not only possible to
capture very dark and very light objects in the same picture, but also preserve this information until
it is displayed in such a way that the original scene luminances are reproduced. With the wealth of
opportunities it opens up in digital imaging, it is expected to replace classical 8-bit imagery in the
near future [94].
To understand how HDR imaging differs from LDR imaging, let’s start with what is usually
meant by the term dynamic range. The dynamic range, in digital imaging, refers to the ratio
of the maximum to the minimum luminance in a given image or a scene1 . For instance, if the
maximum and minimum luminances are about 103 cd/m2 and 10−2 cd/m2 respectively, we say
that the scene has a dynamic range of 105 which is also expressed as five orders of magnitude or
denoted as 100000:1. However, since maximum and minimum values are by definition outliers, it
1

In this thesis, a scene refers to a real-world environment, whereas an image is its digital representation.
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Figure 1.1: Typical luminance levels found in natural environments.
is customary to exclude some percentage of values from either end before computing the dynamic
range.
Figure 1.1 shows typical luminance values found in natural environments together with three
adaptation states of the human eye. Although the eye cannot perceive this entire range simultaneously, it can adapt to ten orders of magnitudes at different times [36]. Even so, the human eye is
capable of functioning over a range of five orders of magnitude simultaneously.
Most cathode-ray-tube (CRT) monitors have dynamic ranges between two and three orders of
magnitudes, but usually closer to two. What this means is that they can display only a fraction of
the full range of luminances that exist in nature. Their limitation lies in the fact that phosphors
cannot be excited beyond a certain level in the operating range of the human visual system [94].
In fact, it is possible to excite phosphors at many different levels which are too dim to be visible
by the human eye. Although liquid crystal displays (LCD) can achieve higher dynamic ranges, the
difference is usually not orders of magnitude more.
Digital images have been created in low dynamic range formats mainly because of the limitations entailed by display technology. It was seen as redundant to capture a higher dynamic range
than can be displayed. However, the advent of HDR display devices [99] lifts most of these limi-
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tations. Even when an HDR image is displayed on an LDR medium, the visual appeal it creates is
better than that of an LDR image. In Figure 1.2 the first two images are LDR images of the same
scene taken with different exposure times. In that the scene is high dynamic range, some areas are
either under- or over-exposed in both images. The third image is an HDR representation of the
same scene. Its dynamic range is reduced to be displayed on a standard monitor (and printed on
paper). It is seen that most of the problematic areas in the first two images are properly exposed in
this image.
For illustrative purposes, a second example is shown in Figure 1.3. The upper image is an LDR
image, and the lower image is an HDR image. Even though the LDR version is darker, the sky
seen through the small openings is still burned out. Another noticeable problem in the LDR image
is the noise, which we will discuss in detail in Chapter 3. The lower image does not have either of
these problems, and it looks visually more pleasing.

1.1 A Glance at the HDRI Pipeline

From creation to display, HDR images undergo a sequence of operations, which is called the high
dynamic range imaging pipeline. In the broadest sense, the HDR imaging pipeline may be divided
into four stages. These are creation, storage, processing, and display. The HDRI pipeline is shown
in Figure 1.4, where the important stages in each stage are spelled out. The steps shown in red

3

Figure 1.2: The top two images are low dynamic range, whereas the bottom image is high dynamic
range. The dynamic range of the bottom image is reduced to be displayed on a standard monitor.
4

Figure 1.3: The top image is an LDR image and the bottom image is an HDR representation of the
same scene.
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Figure 1.4: The high dynamic range imaging pipeline.
are those which I have addressed within my Ph.D. work, and the details of which are given in the
subsequent chapters.
Photographic HDR images and video can be created by two general approaches. The first one
involves combining multiple exposures of the same scene each taken with a different exposure
time. In that each exposure contains useful information only for some parts of the scene, the
combination contains useful information for the entire scene. These methods are generally called
multiple exposure techniques [64, 65, 20, 70].
As a second approach, HDR images and video can be directly captured with dedicated capture
equipment. In the near future, this technique is likely to replace multiple exposures techniques,
but currently these cameras are rare and expensive. Direct capture of HDR images is discussed in
Section 2.1.4.
HDR images can also be generated through rendering applications. Two of the commonly used
physically based ray tracers that are capable of producing HDR data are presented in Section 2.1.5.
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Efficient storage is an important consideration for HDR images, and more important for HDR
video, mainly because they contain more information and tend to occupy more space than LDR
images and video. We explain the currently available file formats, HDR encodings, and their tradeoffs in Section 2.2.
Processing of HDR imagery can be similar to that of legacy imagery, however the implications
of using floating point data instead of 8-bit integers have to be considered. For instance, although
the histogram of an LDR image has well-defined bins between 0 and 255, the same does not hold of
an HDR image. Similarly, despite an HDR image contains more information than an LDR image
of the same scene, the added precision may become a source of noise if not dealt with properly.
The use of HDR data enables many applications that are not possible with LDR images, however.
The two typical examples are image based lighting [19] and image based material editing [51].
The final part of the HDR imaging pipeline is display. HDR images can be displayed on
conventional display devices after tone mapping2. Tone mapping, in short, may be defined as
matching the dynamic range of an HDR image to that of a display device by preserving significant
details and appearance of the image. For this purpose, various tone mapping algorithms have been
devised [116, 107, 27, 35, 92, 31]. These algorithms are reviewed in Section 2.3.
Recently, better display devices with higher dynamic ranges are being manufactured. They
have dynamic ranges of about 200000:1, with a peak luminance of 3000 cd/m2 [99]. They can directly display HDR images, although processing might still be needed for reasons explained below.
An HDR image viewed on an HDR display simply looks “stunning”. The main drawback asso2

Tone mapping and tone reproduction are used interchangeably in this thesis.
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ciated with HDR displays is their cost, and even more importantly the lack of true HDR content.
HDR displays is discussed in detail in Section 2.4.

1.2 Applications of HDRI

Some of the applications that may benefit from using high dynamic range images are:

Physically based rendering Physically based renderers and lighting simulation programs produce absolute radiometric quantities rather than 8-bit pixel values to be physically correct [57].
Image based lighting By illuminating computer generated models with radiance maps (HDR images) of real scenes, it is possible to give the impression that models are in a particular
environment [19].
Entertainment Dependent on the type of entertainment, images should look realistic, impressive,
emotive, etc. The use of HDR imagery maybe more effective in achieving these compared
to traditional imagery.
Special effects Certain special effects such as motion blur applied on HDR images produce more
realistic impressions [20].
Digital photography In many situations, the dynamic range of a scene exceeds that of a camera,
an issue which can be alleviated with HDR imaging [65].
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Digital archives To create digital image archives with accurate lighting information, use of HDR
images is essential [22].
Medical imaging The images used in this field should have sufficient dynamic range to allow
proper diagnosis.
Visualization Scientific and data visualization can produce images of arbitrary dynamic ranges.
Virtual reality The use of HDR data to model virtual environments may make these environments
more immersive.
Mixed reality Artificial and real objects (or environments) could blend more realistically by using
HDR data for both [89].
Military Training and simulation applications will benefit from HDR images, as they accurately
represent real environments.

Additionally, it is very likely that classical image processing and computer vision algorithms will
benefit from HDR imaging. It is generally recognized that image processing and computer vision
algorithms rely on accurate image data to perform their tasks. As an example, the results of Canny
edge detection algorithm [11], applied to the images in Figure 1.2 are shown in Figure 1.5. A
better edge map is obtained from the HDR image (bottom image) than both LDR images (top
two images). This is despite the fact that edge detection is applied to the tone-mapped version of
the HDR image, thus even better results could be obtained if edge detection were applied to the
original HDR data.

9

Figure 1.5: The top two images are the edge maps of the low dynamic range images shown in
Figure 1.2. The bottom image is the edge map of the high dynamic range image shown in the same
figure.
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1.3 A Summary of My Work

As discussed above, one of the most commonly used methods to create HDR images is the multiple exposures technique (see also Section 2.1.1). When an HDR image is created by using this
technique, the resultant image tends to be very noisy under low-light conditions (including typical
room lighting) and especially at high sensitivity (ISO) settings of the camera. These conditions
usually result in an excess amount of noise in short exposures, only to be amplified by the multiple
exposures technique. We developed a simple yet effective algorithm to overcome this problem,
which is presented in Chapter 3.
One of the main purposes to capture in high dynamic range is to store the appearance of a scene
as it is seen by a human observer. However, in most cases HDR images are viewed in completely
different environments than the environments they are captured in. As a result, our perception
of these images depends directly on the environment in which they are displayed. Therefore, to
prepare an image for display, tone mapping alone is not sufficient. The disconnect between scene
and display environments must also be accounted for. We discuss this problem together with an
effective solution we developed in Chapter 4.
Tone reproduction is one of the most significant stages of the HDR imaging pipeline. Currently,
a large set of tone reproduction operators is available. However, it is unclear which operator is
most suitable for any given task. For example, many tone reproduction algorithms try to preserve
contrast, which is undoubtfully a significant attribute of visual perception. However, it is unclear
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which operator performs best in this task. We, therefore, conducted a validation study to evaluate
tone-mapping operators as explained in Chapter 5.
Some of the challenges in HDR imagery are due to the lack of hardware required for direct
capture and display of HDR images. They might be alleviated as HDR capture and display devices become more widely available. Yet, it is most likely that these devices will introduce their
own challenges. For instance, although HDR display devices are capable of displaying images
and videos at very high qualities and dynamic ranges, their capacity is often not fully exploited
owing to the lack of real HDR content. It is therefore important to develop algorithms to scale
the luminances of legacy low dynamic range content in a proper fashion to be displayed on HDR
monitors. This operation is generally termed inverse tone mapping, the feasibility of which we
evaluated through a series of rigorous psychophysical experiments. Our findings, in general, are
affirmative, that is the visual quality of LDR content can be improved by inverse tone mapping.
These experiments and their results are discussed in detail in Chapter 6.
High dynamic range imaging has many more challenges that will need to be addressed. Essentially, the entire conventional imaging pipeline will have to be re-thought for a smooth transition
to a HDRI pipeline. We discuss this issue in Chapter 7, together with several other open problems
and future directions in the field of high dynamic range imaging.
In all, the aim of this dissertation is to give an overview of the high dynamic range imaging
pipeline, introduce the opportunities and challenges of high dynamic range imaging, explain the
challenges that I have worked on, and discuss some of the other open problems and future directions that we think are important.
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CHAPTER 2
THE HDRI PIPELINE
From creation to display, high dynamic range images pass through a sequence of steps, which is
called the high dynamic range imaging pipeline. The first stage is thus creation, which can be accomplished by either multiple exposure techniques or direct capture1 . The former can be achieved
by off-the-shelf components such as a standard prosumer level digital camera and a tripod. In
contrast, the latter requires dedicated capture equipment and therefore is a more costly alternative.
Once captured, HDR images are stored in special file formats that can either accommodate floating
point data or integers in a special arrangement that allows recovery of the floating point data. To
this end, various file formats and pixel encodings are developed that compete in terms of file size,
precision, efficient access, etc. The stored HDR images can be processed for any purpose, much
like conventional LDR images. However, they can additionally be used for several other purposes
such as image based lighting, special effects, or image based material editing, which cannot be
achieved using LDR data. After processing, HDR images can be displayed on conventional monitors through tone mapping or directly on HDR display devices. This chapter gives an overview of
all of these steps, which together can be thought of as the HDRI pipeline. It is intended to provide
the necessary background for the following chapters.
1

It may also be possible to create HDR images through non-photographic (e.g. medical, astronomical) image
acquisition, scientific simulations, etc. These types of image generation techniques are beyond the scope of this thesis.

13

2.1 HDR Image Creation

Photographic HDR images can be created from a sequence of exposures taken with standard digital
cameras or can be directly captured using sophisticated capture equipment. Both of these methods
are discussed next, together with the important challenges for each.

2.1.1 Multiple Exposures Technique

Dependent on the scene and the settings of the camera, a digital photograph may have image areas
that are over- and under-exposed, as well as properly exposed areas. If we make the exposure time
longer, previously under-exposed regions may become properly exposed. Similarly, by making the
exposure time shorter, previously over-exposed regions may become well exposed. Thus, with a
sequence of differently exposed images of the same scene, all image areas are properly exposed
in at least one image. We can create a high dynamic range image by combining these exposures,
thereby exploiting the fact that each image area is well exposed in one exposure or the other. An
example is shown in Figure 2.1, where the HDR image is created from the separate exposures
underneath it.
To create an HDR image one would ideally bring the low dynamic range images into the same
domain by dividing each image by its exposure time and then summing the corresponding pixels
of normalized images. These steps, however, cannot be directly performed because most cameras
apply non-linear processing to the incident light as it passes through camera circuitry. The net
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Figure 2.1: The HDR image is created from the separate exposures shown underneath.
effect of this non-linear processing is called the camera response and it should be inverted before
creating an HDR image.
The non-linearity of a camera can be inverted if its response function is known. Response
functions are usually proprietary and not disclosed by camera manufacturers. However, in recent
years algorithms were developed to recover the response function of a camera by using only a
set of images of the same scene taken at different exposures [65, 20, 70, 96]. Once the response
function is recovered from an image sequence, it can be used to linearize other images taken with
the same camera2 . Recovery of camera response is explained in the next section.
2

Changing some essential property of a camera, such as the lens, may require the camera response to be recomputed.
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After linearization, corresponding pixels from the image sequence are summed up to compute
final irradiances3 . However, in each exposure some pixels will be under or over-exposed, which
contain no useful information. Therefore these pixels should be excluded from the summation.
Also not all the pixels are equally reliable due to the non-linear processing of cameras4 . These
issues can be addressed by applying a weight function to the pixels in each individual frame during
the summation.
Several methods have been proposed to select a proper weight function. Mann and Picard [65]
and Robertson et al. [96] propose to use the derivative of the camera response function as their
weighting function by arguing that the reliability of pixel values is correlated with the camera’s
sensitivity to light changes.
Debevec and Malik [20] use a simple hat shaped function by assuming that the pixels that are in
the middle of the range are more reliable. Mitsunaga and Nayar [70] multiply Mann and Picard’s
weighting function by the linearized camera output since the signal-to-noise ratio (SNR) increases
with signal intensity. Ward suggests to multiply Mitsunaga and Nayar’s weighting function with
x
a broad hat filter, h(x) = 1 − ( 127.5
− 1)12 , to exclude unreliable pixels near extremes [94]. The

weighting functions discussed above are given in Table 2.1 and plotted in Figure 2.3.
Although the weighting function proposed by Ward eliminates unreliable pixels near extremes,
it is sensitive to fluctuations in pixel values. For instance, it is not uncommon to have a pixel attain
a value of 255 in a shorter exposure and drop to 254 or 253 in a longer exposure. Note that such
3

Irradiance is a radiometric quantity commonly used throughout this chapter. For a review of radiometric and
photometric quantities, please refer to Appendix B.
4
For instance, some pixels can be more prone to noise than others.
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Figure 2.2: The left image is created by using pixel values as input to the broad hat function. For
the right image, the luminance of each pixel is used instead, which prevents the green color cast
and reduces noise.
Table 2.1: Several weighting functions used in HDR image generation. Here, f (x) is the recovered
camera response function.
Mann and Picard
Debevecand Malik
x
x ≤ 127
′
w(x) = f (x)
w(x) =
255 − x x > 127
Mitsunaga and Nayar Ward
x
′
′
w(x) = f −1 (x)f (x)
w(x) = f −1 (x)f (x)[1 − (
− 1)12 ]
127.5
Our weighting function
L
′
− 1)12 ]
w(x, L) = f −1 (x)f (x)[1 − (
127.5
a small fluctuation may influence weighting drastically due to the steep descent of this weighting
function. Moreover this fluctuation may occur in each color channel independently causing a color
cast in the final HDR image. For this reason we suggest to use the luminance of the pixel as the
input to the broad hat function. In Figure 2.2, a comparison of the channel-based solution (left)
with luminance solution (right) is given.
Having computed the camera response f and the weight function w, the final (relative) irradiance value5 Ip of pixel p is then computed as a weighted average of the corresponding pixel values
5

We call this quantity relative irradiance because to talk about absolute irradiance the camera response should be
calibrated in SI units. The subsequent uses of this term should be understood similarly.
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Figure 2.3: Several weighting functions used in HDR creation. Debevec and Malik’s (DM) function is independent of the camera response whereas Mitsunaga and Nayar’s (MN), and (MN) times
broad hat function are derived from the camera response. These weighting functions are derived
from the red channel response of a Nikon D2H camera.
in its N constituent frames:

Ip =

N
N
X
f −1 (pa )w(pa ) . X
a=1

ta

w(pa )

(2.1)

a=1

where f −1 is the inverse camera response, pa is the value of pixel p in image a and ta is the
exposure time of image a.
For color images the red, the green, and the blue components of a pixel should be linearized
by using their respective response curves. Also, the weighting function w may be modified to take
the luminance of pixels as the second parameter as discussed above.
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2.1.2 Camera Response

The output of a camera is usually non-linearly related to input irradiances. This is due to non-linear
processing of camera elements behind the sensor together with the possible non-linearities in the
sensor itself. De-linearizing the sensor output serves multiple purposes, but essentially, it allows
to use more bits for dark regions where the human eye is more sensitive, and would otherwise
distinguish quantization artifacts. De-linearizing the input also helps store a a higher dynamic
range: For example, the 12-bit raw output of most image sensors is compressed to 8 bits for final
output by using a non-linear curve. Finally, a non-linear image can be directly displayed on a
conventional display device such as a CRT, which itself has the opposite type of non-linearity (i.e.
gamma) cancelling the non-linearity of the image.
To create an HDR image from multiple exposures the response curve of the camera should be
recovered. Among several algorithms that accomplish this [65, 20, 70, 96], we explain Mitsunaga
and Nayar’s [70] algorithm in detail here.
Mitsunaga and Nayar argue that the inverse of any camera response f −1 (M) can be modeled
using a high-order polynomial
I =f

−1

(M) =

N
X

cn M n ,

(2.2)

n=0

where I is the original irradiance and M is the corresponding pixel value. The authors directly
recover the inverse response, rather than the actual response, because to go from the pixel value to
the input irradiance only the inverse response is needed (see Appendix B for a brief discussion of
the terms used in the following).
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If we consider two images taken with exposures eq and eq+1 , the ratio of the scaled irradiances
at each pixel position p is equal to (unless the pixels are under- or over-exposed):

Ip,q
Ip,q+1

=

f −1 (Mp,q )
eq
=
= Rq,q+1 ,
−1
f (Mp,q+1 )
eq+1

(2.3)

where Rq,q+1 denotes the exposure ratio. By using Equation 2.2, the previous equation can be
rewritten as:
PN

n
n=0 cn Mp,q
PN
n
n=0 cn Mp,q+1

= Rq,q+1 .

(2.4)

To find the unknown polynomial coefficients (cn ) the authors reformulate this equation as a minimization problem. Repeating it for all adjacent image pairs and all pixels one obtains:

ε=

Q
P
N
X
X
X
q=1 p=1

n=0

n
− Rq,q+1
cn Mp,q

N
X

n
cn Mp,q+1

n=0

!2

,

(2.5)

where Q is the total number of images and P is the number of pixels in each image.
Ward suggests to use all possible exposure combinations rather than just the adjacent pairs for
better stability [94]. Then, the final expression to be minimized becomes:
Q
P
N
X
X X
X

Q−1

ε=

q=1 k=q+1 p=1

n=0

n
cn Mp,q
− Rq,k
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N
X
n=0

n
cn Mp,k

!2

.

(2.6)

Mitsunaga and Nayar normalize all measurements such that 0 ≤ M ≤ 1, and fix the domain of the
response curve using f −1 (1) = 1 to get an additional constraint:

cN = 1 −

N
−1
X

cn .

(2.7)

n=0

Note that the response curve is recovered up to a scale factor, which can only be found if the actual
luminance of a pixel is measured with a photometer.
The function attains its minimum value when the partial derivative of ε with respect to each cn
is 0. Thus, the value of each polynomial coefficient can be found by solving the linear system of
equations resulting from:
∂ε
= 0.
∂cn

(2.8)

The linear system to be solved can be written in matrix form as:
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with the following substitutions

n
n
dp,q,k,n = Mp,q
− Rq,k Mp,k
,

Dp,q,k,n,a = dp,q,k,n (dp,q,k,a − dp,q,k,N ) ,
Fp,q,k,n = dp,q,k,n dp,q,k,N ,
Q−1 Q

Q−1,Q,P

X

q,k,p

=

P
XXX
q

k

.

p

Although Mitsunaga and Nayar use all pixels in all exposures to recover the camera response, Ward
suggests to use a subset of pixels coming from uniform regions for efficiency and to avoid potential
problems due to possible misalignment at non-uniform regions. Ward’s suggestions have been very
useful in our implementation [94], and we therefore list them here together with parameter settings
from our own experience.
1. Sort the exposures from lightest to darkest.
2. Select an appropriate sample patch size and an optimal number of patches, and initialize
(clear) the patch list.
3. Determine how many patches from the previous exposure are still valid for this one.
4. Compute how many more patches are needed for this exposure. If none, go to the next
exposure (Step 3).
5. Search for valid patches using randomized rejection sampling. A valid patch is brighter than
any of the previous exposures patches, does not overlap any other patch, and possesses a low
internal variance. It is also within the valid range for this exposure.
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6. Once we have found enough patches or given up due to an excess of rejected samples, we
continue to the next exposure (Step 3).
We observed that 50 patches of 12 × 12 pixels each works well. We regard a patch valid if
all its pixels are in the range [5, 250]. Also an internal variance below 20 (for the scale [0, 255]),
and the maximum rejection count of 100000 produces satisfactory results. For very light and very
dark exposures, it might not be possible to sample 50 patches satisfying these criteria, but this does
not affect the results significantly. To find the optimal degree of the fitting polynomial, we test
polynomials between degree 2 and 10 and choose the one giving the minimum error. Note that,
the minimum error is not always given by the highest degree polynomial since it is influenced by
outliers most (i.e. it may overfit to the noise).
Figure 2.4 shows the application of the algorithm on an image sequence. The red marks show
the sample points, which are enlarged in Figure 2.5. The response curve recovered from this
sequence is shown in Figure 2.6.

2.1.3 Extensions of Multiple Exposure Techniques

Although the multiple exposures technique is a practical method to obtain HDR images, the images
generated by this method may suffer from several artifacts. If the objects in the captured scene are
moving ghosting artifacts may occur. If the camera is not held stationary alignment artifacts in the
final HDR image may be present. If some of the exposures in the exposure sequence are noisy, the

23

Figure 2.4: An example image sequence taken with a Nikon D2H camera. The red squares show
the sample regions used to recover the camera response.

Figure 2.5: Close-up view of sample regions.
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Figure 2.6: The recovered response curve, plotted together with a linear response and a gamma
curve (γ = 2.2) for comparison.
process of recombining the exposures amplifies the noise in the resultant HDR image. Of these
three problems, we discuss ghosting and alignment problems in this section, and return back to the
noise problem in more detail in Chapter 3.

2.1.3.1 Ghost Removal

An HDR image may contain ghosts, if the same object is seen at multiple locations in different
exposures. Typical examples of ghosts are moving people, clouds, and tree branches and leaves. In
theory, ghosts can be perfectly removed if the moving object can be tracked across exposures. This
is the domain of optical flow algorithms and used in HDR video capture discussed in Section 2.1.6.
However, determining the optical flow at all pixel positions across all exposures is a slow process,
and may still yield inaccurate results if the moving objects are occluded in some of the exposures.
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Alternative to optical flow methods, one can exploit the variance of pixels as an indicator to
object movement. After normalizing each image by its exposure time, a pixel not belonging to a
moving object should have a similar value in all exposures except those where the pixel is under- or
over-exposed. That is the pixel will have a low variance across the exposure sequence. Conversely,
the value of a pixel which belongs to some part of a moving object may change significantly across
exposures, and therefore has a high variance. Therefore by detecting the pixels with high variance,
one can estimate the potential locations of ghosting artifacts [90].
The question, then, is how to remove these artifacts. The simplest solution would be to pick a
single exposure and use the corresponding pixels in this exposure to replace the problem pixels of
the HDR image. The problem here is that, the dynamic range of the replaced pixels will be limited
to that of the selected exposure, and thus will be low. Another solution is to search for the most
suitable exposure for each problem pixel, and copy the pixel data from that exposure. Although
this will solve the dynamic range issue, a moving object may be broken up since the most suitable
pixels representing it may come from different exposures.
An alternative solution is to group the potential ghost regions into segments and retrieve information for each segment from a single exposure. Note that different segments may still catch
information from different exposures. This method ensures the integrity of moving objects. However, segmentation may also encapsulate pixels that are ghost-free but are close to moving objects.
For instance, the gap between the arms and the body of a person may be included in the same
segment as the person itself, although this gap could essentially be ghost-free. To account for this,
the final value of a pixel is computed by interpolating its value in the HDR image and the selected
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exposure, the variance of the pixel being the interpolation coefficient. Low variance gives more
weight to the HDR image and high variance to the selected exposure.
In the alternative method explained above, each segment will inherently be low dynamic range
since the information for that segment comes from a single exposure. This could be problematic
for moving objects of high contrast, such as a candle flame. An alternative method proposed by
Khan et al. [50] does not have this limitation since it does not rely on segmentation.
Khan et al. argue that if a pixel belongs to a moving object it should be given low weight during
HDR assembly (see Equation 2.1). In other words, the weights should not solely depend on the
pixel value but also on the probability that the pixel belongs to a static or moving object. This way,
the objects moving across an exposure sequence will essentially be eliminated from the final HDR
image.
In this approach, the probability of a pixel belonging to a static region (i.e. background) may
be computed using:

P (x|F ) =

P

w(y)KH (x − y)
P
,
y∈F w(y)

y∈F

(2.9)

where x is the pixel of interest, F denotes a neighborhood around x, y takes on the value of each
pixel in this neighborhood, w gives the probability of y to be a part of the background and KH is
the kernel function with a bandwidth specified by H [97, 78]. In this computation, both x and y are
represented by their color values in Lαβ color space and their spatial distance to each other [50].
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If the probability of x belonging to the distribution F is high (i.e. if P (x|F ) has a value close to
1), the pixel most likely belongs to the background, and thus it should be given a high weight during
HDR assembly. However, one should also consider the reliability of the pixel, the probability of it
being under- or over-exposed. Thus the final weight of a pixel x is computed by:

w1 (x) = w0 (x)P (x|F ),

(2.10)

where w0 is the initial weight that only depends on the pixel being under- or over-exposed. Note
that, w1 can now be used instead of w in Equation 2.9, which allows for an iterative refinement of
the weights.
A comparison of the ghost removal algorithms discussed in this section is shown in Figure 2.7.
In reading order, the first two images depict two of the nine exposures used to create the HDR
image shown in the top right corner (no ghost removal applied). The bottom left image shows the
results of the variance based technique, and the following two images show the kernel method with
two and ten iterations, respectively. Note that the variance based technique fails in this example,
possibly because the ghosting occurs in a high contrast region.

2.1.3.2 Image Alignment

When taking multiple exposures, especially if a tripod is not used, the individual exposures will
often be misaligned. If these exposures are used to create an HDR image, it will contain signifi-
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Figure 2.7: A comparison of ghost removal algorithms. Top left and middle images are two of
the exposures used to create the top right HDR image (tone-mapped for illustration). The bottom
left is the results obtained by variance based method, whereas the bottom middle and right are the
results obtained by kernel density estimation method with two and ten iterations, respectively.
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cant blurring artifacts due to misalignment. Ward proposed an efficient algorithm to compute the
amount of misalignment and compensate for it, before assembling the exposures into an HDR image [115]. This algorithm is designed to correct for only translational misalignments with integer
offsets, leaving rotational and subpixel level corrections as future work. The main steps of this
algorithm are as follows.

1. Designate one of the exposures as reference. The remaining exposures will be aligned relative to this exposure.
2. Convert each exposure to grayscale using either gray = (54∗red+183∗green+19∗blue)/256
or gray = green.6
3. Determine the median grayscale value of each exposure from a low resolution histogram.
4. For each pixel, if the grayscale pixel value is smaller than or equal to the median value,
set it to 0. Otherwise set it to 1. This step converts the image into a bitmap using the
median value as a threshold. Hence, the bitmaps are called mean threshold bitmaps (MTBs).
An advantage of MTBs, for instance over edge maps, is that they are more stable against
exposure differences.
5. Compute the exclusive-or (XOR) of pairs of subsequent MTBs. The XOR operation returns
1 when the corresponding bits of MTBs are different. Therefore if the XOR result contains
a large number of ones, this indicates a large misalignment.
6

The first equations assumes that the image is in sRGB space. Ward found no difference between either approaches
for the purpose of alignment, so he suggests to use the second equation for efficiency.
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Figure 2.8: Mean threshold bitmap (MTB) algorithm for HDR image alignment. On the top and
bottom rows, the results without and with using this algorithm are shown.
6. Shift one of the exposures by a small offset and recompute the XOR result. Repeat this
process until the minimum number of ones in the XOR result is obtained.7
7. We now have (x, y) offset values for each image relative to the reference. This information
can be used to shift the images prior to HDR assembly.

An example result obtained by Ward’s algorithm is shown in Figure 2.8. The HDR image at the
top is created without alignment, and contains significant blurring artifacts as shown in the inset.
The image at the bottom is corrected with the MTB algorithm. The blurring artifacts are reduced
as shown in the bottom right inset.
7

Ward uses an image pyramid to increase the efficiency of this step. For details please refer to his Journal of
Graphics Tools article [115].
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2.1.4 Direct Capture of HDR Data

There is a trend towards digital cameras which can directly capture in HDR, avoiding the complications of the multiple exposures technique. Although these cameras are expected to replace
today’s digital cameras in the near future [94], currently they are costly. We provide an outline of
the most prominent of these cameras here:

Viper Filmstream 8 A top-end film camera predominantly used by the movie industry. It can capture a dynamic range of about three orders of magnitude with a resolution of 9.2 megapixels
at a rate of 444 megabytes per second.
SMaL 9 SMaL cameras come in two different variants, one is a credit-card sized still camera
and the other is a video camera which is commonly used for surveillance. They can record a
dynamic range of about four orders of magnitude, but their resolution is limited to 640×480.
PIXIM 10 PIXIM uses a special sensor which is made of pixels with their own electronic shutter
and exposure system. Thus, each pixel works as an independent camera. By using long exposures for pixels corresponding to dark areas and short exposures for pixels corresponding
to light areas, it can capture a dynamic range of about three orders of magnitude.
SpheroCAM HDR 11 SpheroCAM has by far the highest dynamic range, which is nearly eight
orders of magnitude. It captures a spherical image by rotating around its vertical axis. Since
8

http://www.thomsongrassvalley.com/products/cameras/viper
http://www.smalcamera.com
10
http://www.pixim.com
11
http://www.spheron.com
9
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Figure 2.9: A tone-mapped output of an HDR image captured using the Spheron camera. Image
taken by Narantuja Bujantogtoch from the rooftop of the Max Planck Institute in Tuebingen. Tone
mapping courtesy of Erik Reinhard.
the rotation is mechanical, it may take between 30 seconds to several minutes to complete
the exposure.The resolution of this camera is about 50 megapixels. A spherical HDR image
(projected on a rectangle) captured by the SpheroCAM is shown in Figure 2.9.
Ladybug 12 Ladybug can capture spherical HDR images with its six imaging sensors. Five of the
sensors are located on the horizontal circumference and the sixth one is located at the top of
the camera. The shutter speed and the gain of each sensor can be set to switch between four
different values during a single shot. The final HDR should be created in an offline process
using the multiple exposures technique.
12

http://www.ptgrey.com
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2.1.5 HDR Generation by Rendering

HDR images or animations can also be created through rendering. In fact, any rendering package
that claims to be physically accurate should be able to process and produce high dynamic range
data. Two of such open source (physically based) renderers are the Radiance [57] and PBRT [84]
packages.
The need to deal with HDR data in rendering is due to the representation of light emission in
real-world units, rather than arbitrarily normalized units. As was illustrated in Figure 1.1, typical
light sources in real world may encompass a dynamic range greater than 10 orders of magnitude.
Physically based renderers usually use floating point numbers to store and process this information.
Once the rendering is complete, the final image may therefore contain pixel values that cannot
be represented using 8 bit integers. This requires the use of an HDR output format. The radiance
format (i.e. RGBE; see Section 2.2.1) was originally developed to accommodate the large range of
floating point numbers produced by the Radiance package [57].
When an image is created through rendering, it should be kept in mind that the pixel values
will most likely be linear, unless the renderer is simulating a camera with a non-linear response.
To accurately display such an image, one should apply the proper color space conversion (e.g.
CIEXYZ to sRGB) and gamma correction commensurate with the target display device parameters.
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2.1.6 HDR Video Capture

An HDR video can be created using the multiple exposures technique explained in Section 2.1.1.
The extra challenges of video acquisition are changing the exposure time per frame, registration of
subsequent frames, and temporally coherent tone-mapping. A framework addressing these issues
is presented by Kang et al. [48], and to our knowledge it is the only attempt to solve this problem.
In this section, we outline their technique and discuss its drawbacks and possible improvements.
Kang et al. use a Ladybug video camera (see Section 2.1.4) that allows to change the exposure time per frame. In their work, they alternate between two different exposure times in every
subsequent frame, and the exposure times are continuously updated to reflect scene changes. To
compute the most appropriate exposure time for each frame they compute real time scene statistics
on sub-sampled frames using a computer tethered to the camera.
To compute the HDR frames, each frame is first registered to the two frames immediately
preceding and following it. Registration is composed of a global affine transform between the two
adjacent frames, followed by a variant of the Lucas and Kanade optical flow algorithm [63, 6] to
account for local shifts.
After registration, the multiple exposures technique can be applied directly. However, to compensate for uncertainties during registration Kang et al. modify the weighting function (see Table 2.1). The new weighting function gives less weight to pixels coming from adjacent frames if
their values are too different from the pixels in the center frame. This provides an additional point
of security to prevent mis-registration problems.
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Table 2.2: HDR file formats and pixel encodings.
Format Encoding(s) Bits per pixel Dynamic range Relative error*
HDR
RGBE
32
76 orders
0.5%
XYZE
32
76 orders
0.5%
TIFF
IEEE RGB
96
79 orders
0.0000015%
LogLuv24
24
4.8 orders
0.55%
LogLuv32
32
38 orders
0.15%
EXR
Half RGB
48
10.7 orders
0.05%
*

Relative error is the error associated with quantization.

To display an HDR image on an LDR display device, it has to be tone-mapped first. The same
is true for an HDR video, but a new problem is faced in that, each frame should be tone-mapped
coherently. Otherwise, a disturbing flickering effect might be induced. To maintain temporal coherence the authors modify the global photographic tone-mapping operator [92] (see Section 2.3.1).

2.2 Storage

Since HDR images contain more information than conventional images, efficient storage is an
important consideration. There are several file formats and pixel encodings that can be used to
store HDR data.
An encoding is the raw bit representation of each pixel. For instance, the number of bits per
pixel and the order of color channels both relate to encoding. A format is the general wrapper
around the pixels, including a header, which makes it a complete image. For instance, different
formats may insert different headers around identically encoded pixels. The most commonly used
HDR file formats and pixel encodings are given in Table 2.2, and are discussed next.
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2.2.1 The RGBE format

The RGBE format13 consists of a short ASCII header, followed by the resolution and orientation
information and (run-length encoded) pixel data [57]. Pixels are encoded as camera specific RGB
or CIE XYZ values.
Each pixel is represented with a 4-byte float. The first three bytes store the red (R), green (G),
and blue (B) channels and the last byte stores the shared exponent (E).
An arbitrary color triplet (Rw , Gw , Bw ) is encoded as

E = ⌊log2 (max(Rw , Gw , Bw ) + 128⌋


255.9999Rw
R=
2E−128


255.9999Gw
G=
2E−128


255.9999Bw
B=
2E−128

(2.11)

and decoded as

R + 0.5 E−128
2
256
G + 0.5 E−128
Gw =
2
256
B + 0.5 E−128
Bw =
2
256
Rw =

13

Typical extensions are .hdr, .pic, or .rgbe.
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Figure 2.10: The bit breakdown of the 24-bit and 32-bit LogLuv formats.
The range of luminances that can be stored in the RGBE format is [2−128 , 2127 ] which approximately corresponds to [10−38 , 1037 ]. The RGBE format supports run-length encoding of pixel data.
On average, it provides a compression of 25% [94].

2.2.2 The TIFF format

The tagged image file format supports three different HDR encodings. The most straightforward
encoding is representing each color channel with an IEEE floating point number. Although this
results in the least relative error, the file sizes tend to be too large for practical use.
The other pixel encodings are the 24-bit LogLuv and the 32-bit LogLuv. As shown in Figure 2.10, the luminance component is encoded with 10-bits in the 24-bit encoding and with 15-bits
in the 32-bit encoding. The u and v components occupy a space of 14-bits and 16-bits respectively
in each encoding.
To encode a color triplet (Rw , Gw , Bw ), it is first converted to the perceptually uniform Luv
space [120]. If we denote each converted component as Lw , uw , and vw , then the luminance Lw is
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encoded and decoded as
L10 + 0.5
− 12
64
Lw = 2

L10 = ⌊64(log2 (Lw ) + 12)⌋

L15 + 0.5
− 64
Lw = 2 256

L15 = ⌊256(log2 (Lw ) + 64)⌋

(2.13)

respectively for the 24-bit and the 32-bit encodings.
In the 24-bit LogLuv encoding, the visible gamut is quantized into a linear array of 214 bins,
and the remaining 14 bits (the first 10 is used by the luminance) are used as a look-up index to this
array. Whereas, in the 32-bit LogLuv one of the remaining 17 bits is used as a sign bit14 , and the
other 16 bits are equally shared between uw and vw components. These are encoded and decoded
as

u + 0.5
410
v + 0.5
vw =
410

u = ⌊410uw ⌋

uw =

v = ⌊410vw ⌋

(2.14)

The 32-bit LogLuv encoding is usually compressed with run-length encoding, resulting in an average compression of 40%.
14

In some image processing operations allowing a negative luminance is useful.
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2.2.3 The OpenEXR format

The OpenEXR15 format developed by Industrial Light and Magic16 stores high dynamic range
data in custom defined 16-bit/channel floating point numbers (also called half ). Alternative pixel
encodings are 24-bit and 32-bit per channel.
A half is composed of 1 sign bit (S), 5 exponent bits (E) and 10 mantissa bits (M). An encoded
half value is decoded as


M


(−1)S 2−14
1024
h=



(−1)S 2E−15 (1 + M )
1024

if E = 0,
(2.15)
if 1 ≤ E ≤ 30.

If the exponent E = 31 the value is equal to infinity if M = 0 and not-a-number (NaN) otherwise.
The OpenEXR format supports direct storage of a color triplet (Rw , Gw , Bw ), or it can be first
converted to a luminance/chroma color space. In the latter case, smaller files are achieved with
only a small reduction in image quality [1].
Both lossy and lossless compression can be applied to the pixel data. Alternatively, it is possible
to store uncompressed data. The following compression schemes are used

PIZ Lossless wavelet compression followed by Huffman encoding. The reduction in file size is
between 35% to 55%.
15
16

http://www.openexr.com
http://www.ilm.com
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ZIP Lossless compression with ZIP deflate library. Image size tends to shrink between 45% to
55%.
RLE Pixel data is run-length encoded (lossless). The approximate compression amount is between 60% to 75%.
PXR A lossy compression achieved by rounding 32-bit/channel pixel data to 24-bit/channel followed by the ZIP compression.

2.2.4 JPEG-HDR

JPEG-HDR is a lossy high dynamic range file format compatible with both HDR aware and HDR
naı̈ve applications. Because of this property, JPEG-HDR is recognized as a backward compatible
HDR file format [117, 118].
The creation of a JPEG-HDR image starts with tone mapping the original HDR image to a
one byte per color channel standard LDR image (see Section 2.3). The tone-mapped image is
then stored in a JPEG file, benefiting from any compression available for the JPEG file17 . The
original HDR image is then divided by the tone-mapped image to obtain a ratio image. However,
the division is performed on the luminance maps only to obtain a single channel ratio image (RI):

RI(x, y) =
17

L(HDR(x, y))
,
L(TM(x, y))

For instance, discrete cosine transform for traditional JPEG and wavelet compression for JPEG 2000.
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(2.16)

where HDR is the original image, TM is the tone-mapped image, and L is a luminance computation
function.
If the ratio image can be stored together with the tone-mapped image, the original HDR image
can easily be recovered by their multiplication. JPEG files provide sixteen 64-Kbyte applications
markers to store extra information, and the ratio image can be stored in one of them. However
to ensure that the ratio image fits into a single marker, it is first transformed into log domain
and quantized into 8-bits. Then the standard JPEG compression is applied to further reduce its
size. If necessary, the ratio image is also downsampled and stored at a lower resolution than the
tone-mapped image. In that case, during the decoding phase, the ratio image is upsampled before
multiplying it with the tone-mapped image.
For a JPEG-HDR file created in this manner, a naı̈ve image viewer will only display the tonemapped image ignoring the ratio image. However, an HDR aware viewer will know how to reconstruct the HDR data by also taking the ratio image into account. Note that, a JPEG-HDR image
occupies only a slight larger space (extra 64-Kbyte) than a standard JPEG file. It gives by far the
greatest file compression compared to other HDR file formats discussed above [94].

2.2.5 HDR Video Formats

Efficient storage of HDR videos is also an important problem, given the potentially enormous video
file sizes that otherwise would occur. To this end, Mantiuk et al. [67] proposed an HDR extension
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to the MPEG-4 standard which allows efficient storage of HDR content, without introducing perceivable artifacts. The central component of this compression scheme is to quantize floating point
HDR luminances to only 10-11 bits, while still ensuring that 12 orders of dynamic range is covered without visual artifacts. The color information is stored separately from luminance in two
chrominance channels of eight bits each.
More recently, Mantiuk et al. [66] proposed a backward compatible HDR video encoding which
also utilizes the MPEG-4 standard. This approach is similar to JPEG HDR in that, an HDR unaware
video player will only play the LDR version ignoring the residual stream which can be used to
reconstruct the original HDR signal. The LDR version is created by tone mapping the original
HDR frames as a preprocess to encoding. Any tone mapping operator can be used for this purpose.
By comparing the LDR data with the HDR data18 , a residual stream is created, quantized, and
stored separately in the MPEG file. An HDR aware video player, possibly driving an HDR monitor,
decodes the residual data together with the LDR data to approximate the original HDR signal. In
terms of storage efficiency, the backward compatible HDR video increases the file size by only
30% of a comparable LDR video [66].
18

The luminance differences in the logarithmic domain are computed. Therefore this operation resembles the computation of the ratio image in JPEG HDR scheme.
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2.3 Tone Mapping

In general, the dynamic range of an HDR image well exceeds the dynamic range of a conventional display device. Therefore, to display an HDR image on a conventional monitor its dynamic
range should be reduced. The algorithms that serve this purpose are called tone mapping or tone
reproduction operators.
For illustration, Figure 2.11 shows three HDR images; the first one is displayed without tone
mapping, the second one is displayed by reducing the dynamic range through linear scaling, and
the third one is tone-mapped with the photographic tone mapping operator [92]. As seen from the
figure, if an HDR image is displayed without tone mapping, most of its pixels become burned out.
Linear scaling is a naı̈ve approach to tone mapping, and it cannot produce plausible results unless
the dynamic range of the image is relatively low. In most cases, linear scaling makes the image too
dark. A more plausible tone-mapping operator, on the other hand, reduces the dynamic range in a
controlled fashion preserving details in both dark and light regions of the image.
Another example is shown in Figure 2.12, where an HDR image of a street scene at night is
linearly scaled to fit into the display range. Because no burnout was allowed, the image turned
out predominantly dark. If we allowed some burnout, a better rendering could be obtained since
the midtones would become brighter. However, the details would be lost in the burnt-out regions.
In Figure 2.13, we show the same HDR image tone-mapped with various tone mapping operators
which will be discussed below. Note that, the appearance of the image is improved compared to
the linearly scaled version. However, there are now significant differences between the outputs
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Figure 2.11: From top to bottom: no tone-mapping, linear scaling, tone-mapping with the photographic tone-mapping operator[92].
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Linear Scaling

Figure 2.12: A night scene linearly scaled to the display range.
of different algorithms19. This raises the question of, which result is better, more natural, more
realistic, etc. — a question which we discuss in depth in Chapter 5.
Most tone mapping operators process only luminance information; chromatic information is
left unaltered. This brings along a problem, however, namely reproducing the original color appearance of a scene in a display environment. The problem arises due to the fact that several
environmental parameters change between the capture and display environments. The adaptation
luminance, color of the dominant light source, overall illumination level are some of these parameters. Therefore, only compressing luminances to prepare an image for display is unlikely to be
sufficient to reproduce the original appearance of an HDR image. We present a solution to this
problem, in which we exploit the wealth of knowledge in color appearance modeling in Chapter 4.
Because of the significance of tone reproduction, numerous tone reproduction algorithms were
developed. This gave rise to the question of which algorithm is the best. It is now generally
19

Not all differences can be attributed to the qualitative differences between algorithms. Most operators have a set
of user parameters, and changing them can alter the result of tone mapping markedly. In Figure 2.13, we used the
default parameters for each operator.
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Bilateral Filtering

Gradient Domain Compression

Histogram Adjustment

iCAM

Photographic Operator

Tumblin & Rushmeier

Figure 2.13: A comparison of various tone mapping operators.
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accepted that, there is no globally best operator, that is some operators are superior in some tasks
and inferior in others. Therefore the question is rephrased: which operator should one choose for
use in a particular task?
Some example tasks for which tone mapping is essential are, for instance, medical diagnosis,
entertainment, and surveillance. Each task may require one or more of the various image attributes
to be preserved during tone mapping such as contrast, visibility, color appearance, brightness, etc.
Several validation studies have emerged to evaluate the performance of tone mapping operators of
tone mapping operators [26, 54, 33, 59, 122]. However, more work is needed to find conclusive answers to the questions of which operator is better in a given task, or which operator better preserves
a given attribute. We conducted a novel psychophysical experiment to validate tone-mapping operators in the context of contrast preservation. We survey the previous validation studies together
with our evaluation in Chapter 5.
Tone reproduction operators are usually classified as local and global operators. Local operators compress the luminance of each pixel by also considering its neighborhood. As such, two
pixels with the same luminance can be compressed differently if their neighborhoods are different. On the other hand, global operators regard the entire image as the neighborhood of all pixels,
thus compress two pixels with the same luminance equally regardless of their spatial location. In
general, local operators handle larger dynamic ranges better, albeit at an increased computational
expense.
In this section, the details of some of the most commonly used and referred tone reproduction
operators are given. These, at the same time, are the operators that we included in our validation
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study explained in Chapter 5. A comprehensive review of tone mapping operators is given by
Devlin [21], and a more recent survey is provided by Reinhard et al. [94].

2.3.1 Photographic Tone Reproduction

The photographic tone reproduction operator by Reinhard et al. [92] comes in two variants: a
simple global operator and a local operator for images with higher dynamic range.

2.3.1.1 Initial Luminance Mapping: Global Operator

The global operator works by computing the key of the image, which pertains to the overall brightness of the captured scene. Reinhard et al. view the log-average luminance of the image a useful
approximation to the key:

L̄w = exp(

1 X
log(δ + Lw (x, y)),
N x,y

(2.17)

where Lw (x, y) is the real world luminance (luminance of the pixel in the HDR image), N is the
total number of pixels in the image, and δ is a small constant to avoid the singularity occurring for
black pixels.
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Real world luminances are then scaled such that log-average luminance of the image maps to
a:
L(x, y) =

a
Lw (x, y).
L̄w

(2.18)

Here a is the user-defined key of the image, which is typically set to 0.18. However, it can be set to
another value between 0 and 1. The typical values suggested in the original paper are 0.36 and 0.72
for high-key (bright) scenes, and 0.09 and 0.045 for low-key (dim) scenes. Increasing a results in
a lighter image; decreasing results in a darker image.
Up to this point only a linear scaling is applied. Tone reproduction is accomplished by:

Ld (x, y) =

L(x, y)
,
1 + L(x, y)

(2.19)

where Ld denotes the display luminance.
Sometimes to create a more realistic image, luminance values higher than a certain threshold
may be allowed to burn out in a controllable fashion:

Ld (x, y) =


L(x, y) 1 +

L(x,y)
L2white

1 + L(x, y)



.

(2.20)

Note that all the luminance values greater than Lwhite will map to 1, and thus will burn out. Lwhite
is typically set to the maximum luminance value of the scene so that no burn out will occur.
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This global tone reproduction is sufficient for most high dynamic range images. However, for
very high dynamic range images a local tone reproduction algorithm that applies a well known
photographic technique, dodging-and-burning, is used.

2.3.1.2 Automatic Dodging-and-burning: Local Operator

Dodging and burning is a traditional photographic technique, where some light is withheld (dodging) from or extra light is added (burning) to a region of the image during the development process.
This changes the contrast of those regions with respect to its surround. This technique is applied
to the local regions which are separated from their surrounds with large contrast boundaries.
Reinhard et al. simulate this process during tone-mapping. To select a local region around
a pixel that is isolated from its surround with a contrast boundary, they calculate a difference of
Gaussians centered around that pixel.
A 2D Gaussian can be written as:

 2

1
x + y2
Ri (x, y, s) =
exp −
,
π(αi s)2
(αi s)2

(2.21)

where the filter size increases with the value of αi s. The value obtained by convolving the image
with this filter is given by:
Vi (x, y, s) = L(x, y) ⊗ Ri (x, y, s).
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(2.22)

The difference of two such convolutions with different filter sizes is computed. This difference
will be an estimate of the center-surround difference around a pixel. Therefore the center-surround
function is defined by:
V (x, y, s) =

V1 (x, y, s) − V2 (x, y, s)
,
2φ a/s2 + V1 (x, y, s)

(2.23)

where V1 is the center and V2 is the surround. The V1 term in the denominator is used to normalize
the difference to make it independent of the absolute luminance level. The 2φ a/s2 term prevents
V from becoming too large when V1 approaches zero.
To choose the largest neighborhood around a pixel with fairly even luminances, V is thresholded to select the corresponding scale sm . Starting at the lowest scale, the first scale sm is selected
such that:
|V (x, y, sm )| < ǫ.

(2.24)

Then tone-mapping is performed by:

Ld (x, y) =

L(x, y)
.
1 + V1 (x, y, sm(x, y))

(2.25)

This equation ensures that the pixel’s contrast relative to the surrounding area is increased. When
sm is too small this operator reduces to the global operator given in Equation 2.19. Choosing sm
too large causes haloing to occur around bright areas. The value of ǫ is typically set to 0.05, and
decreasing it forces the appropriate scale sm to be larger. φ is typically set to 8, and increasing it
also tends to select a slightly larger scale.
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2.3.2 Gradient Domain Compression

Gradient domain compression computes a gradient map of the luminance image and attenuates
high gradients more than low gradients. Gradient domain compression can be summarized as:

G(x, y) = ∇H(x, y)Φ(x, y),

(2.26)

where H(x, y) is the log luminance of a pixel in the HDR image, ∇ is the gradient operator, and
Φ(x, y) is the attenuation factor. In order to obtain the compressed HDR image G(x, y) needs to be
integrated afterwards. However, after attenuation G is not necessarily integrable. The integration
can be numerically approximated by solving a Poisson equation [35].
Real world images contain edges at multiple scales. Therefore 2.26 is applied at different
scales. The Gaussian pyramid of the image is created such that the scaled images are H0 , H1 , · · · , Hd .
H0 is the original image and Hd is the coarsest scale image. The gradient map of each scale is computed by using central differences:

∇Hk =




Hk (x + 1, y) − Hk (x − 1, y) Hk (x, y + 1) − Hk (x, y − 1)
,
.
2k+1
2k+1

(2.27)

At each level, a scaling factor φk (x, y) is calculated based on the magnitude of the gradient there:

α
φk (x, y) =
∇Hk (x, y)
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∇Hk (x, y)
α

β

.

(2.28)

Here, α is a user parameter which is set to 0.1 times the average gradient magnitude of the corresponding scale and β is set between 0.8 and 0.9.
Attenuation of gradients is not performed in the scale in which they are detected. All the
attenuation factors are propagated to the finest scale (H0 ) by using linear interpolation and pointwise multiplication:

Φd (x, y) = φd (x, y),

(2.29)

Φk (x, y) = U(Φk+1 )(x, y) φk (x, y),

(2.30)

Φ(x, y) = Φ0 (x, y),

(2.31)

where d denotes the coarsest scale and U is an upsampling operator with linear interpolation.
The attenuation factor Φ is then applied at the finest scale using Equation 2.26. Performing this
operation only at the finest scale prevents haloing artifacts.

2.3.3 Fast Bilateral Filtering for HDR Compression

By using bilateral filtering an image can be decomposed into base and detail layers, where largescale variations are encoded in the base layer and small-scale variations are encoded in the detail
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layer [105]. The bilateral filter is given by:
X
p∈Ω

f (p − c)g(Ip − Ic )Ip

Ic′ = X
p∈Ω

f (p − c)g(Ip − Ic )

,

(2.32)

where I is a pixel intensity, Ω is the neighborhood of a pixel, f is a Gaussian kernel, and g is an
intensity influence function, which reduces weights given to pixels with large intensity differences
from the center pixel c. Bilateral filtering can be considered as an edge-preserving smoothing
operation.
Durand and Dorsey [27] propose to separate the luminance channel of an HDR image into the
base and detail layers using the bilateral filter. For an HDR image, we can think of the base layer
as having a higher dynamic range but fewer details, and the detail layer vice versa. The base layer
is also sometimes considered to contain the lighting information, whereas the detail layer contains
reflectance information. The base layer is transformed into the log domain and compressed, after
which it is recombined with the detail layer to obtain the final tone-mapped image.
Compression of the base layer is global. The contrast to which the base layer is scaled, the
base contrast, is a user parameter which is typically set to 5. Another parameter is the intensity
influence, σr , in the bilateral filter. It is typically set to 0.4.
The authors also show how to accelerate bilateral filtering by using a piecewise linear approximation. Normally, convolution can be performed in the Fourier domain for efficiency. But
bilateral filtering is not a convolution operation due to its signal dependency. The authors observe
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that bilateral filtering can be reformulated as a convolution if the luminances of an HDR image are
discretized into a sample set of values. A further acceleration is obtained by applying the bilateral
filter on a downsampled version of the input image.

2.3.4 Revised Tumblin and Rushmeier Operator

This operator attempts to match the brightness of an image with the brightness of its original
scene [107]. Brightness is the subjective visual sensation of luminance, according to which we
regard objects as emitting (or reflecting) more or less light [121].
Based on the results of experiments by Stevens and Stevens [104, 103], the brightness B can
be estimated from luminance L by:

B = C0



L
LA

γ

,

(2.33)

where LA is the background luminance (also called the adapting luminance), the constant scalar is
equal to C0 = 0.3698, and γ models the non-linearity of the human visual system.
The display brightness Bd is matched to the scene brightness Bw by equating these quantities:

Bd = Bw ,

γ
γ

Lw w
Ld d
= C0
,
C0
Lda
Lwa
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(2.34)
(2.35)

where Lda and Lwa are the adapting luminances of the display and the scene. The display luminance Ld is then given by:
Ld = Lda



Lw
Lwa

 γγw
d

.

(2.36)

The authors observe that this equation reveals an anomaly due to the cancellation of the C0 terms.
All mid-range scene luminances map to mid-range display luminances, causing dim scenes to
appear as uniform gray. To correct this, Tumblin and Rushmeier append an additional term leading
to the final tone mapping equation:

Ld = m(Lwa )Lda



Lw
Lwa

 γγw
d

,

(2.37)

where Lda is the display adaptation luminance, typically between 10 − 30cd/m2 , Lwa is the scene
adaptation luminance, found from scene luminances Lw using:

log(Lwa ) = mean{log(Lw + 2.3 · 10−5 cd/m2 }.

(2.38)

γd and γw are equal to γ(Lda ) and γ(Lwa ), respectively. The γ function is given by:

γ(La ) =




 2.655

La > 100cd/m2,



 1.855 + 0.4 log10 (La + 2.3 · 10−5)
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otherwise.

(2.39)

Lwa is the adaptation dependent scaling term to prevent anomalous gray night images:

m(Lwa ) =

p

Cmax

(γwd −1)

,

(2.40)

where Cmax is the maximum available display contrast, typically 30 to 100. γwd is computed by:

γwd =



γw
1.855 + 0.4 log(Lda )



.

(2.41)

There are several user parameters in this model but all of them are set to the typical values as shown
above.

2.3.5 Image Color Appearance Model (iCAM)

The iCAM is not designed solely for tone-mapping. It is a simplified color appearance model
which also performs dynamic range reduction. In the original paper [47], a framework is given for
using iCAM as a tone-mapping operator for rendering HDR images.

2.3.5.1 Chromatic Adaptation

An HDR image is first converted to XYZ color space by using the sRGB transformation matrix.
This transformation is followed by a chromatic or luminance adaptation transform in the sharpened
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cone response domain. A low pass version of the image is used as the scene white point and D65
is used as the reference white point. Based on these, the chromatic adaption transform is given by:
 

 

X 
R
 
 
 
 
G = MCAT02  Y  ,
 
 
 
 
 
 
Z
B


D
Rc = (YW
) + (1 − D) R,
RW


D
) + (1 − D) G,
Gc = (YW
GW


D
Bc = (YW
) + (1 − D) B.
BW

(2.42)

(2.43)
(2.44)
(2.45)

Here D denotes the degree of adaptation and is typically set to between 0.1 and 0.4. The values
for the reference white (subscripted by W ) are computed from a low pass filtered version of the
input HDR image. The filter size is usually set to a quarter of the width of the image. Having a
large filter avoids abrupt changes in the white point, and therefore prevents haloing artifacts. The
MCAT02 matrix used to transform the tristimulus values into the sharpened cone response domain
is equal to:




MCAT02

 0.7328


=
−0.7036


0.0030

0.4296 −0.1624


1.6975
0.0061
.


0.0136
0.9834
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(2.46)

If chromatic adaptation is not desired, one can apply only luminance adaptation transform by
replacing Equation 2.42 with the following:
 

 

Y 
R
 
 
 
 
G = MCAT02 Y  .
 
 
 
 
 
 
Y
B

(2.47)

After the adaptation transform, cone responses are converted back to XYZ space with respect to
D65 white point.

2.3.5.2 Local Contrast and Surround Effect

The average adapting luminance, LA , is calculated in a neighborhood of each pixel. A reasonable
neighborhood size is found to be between 1/2 and 1/4 of the image size. Using the average
adapting luminance, FL is calculated which in turn will be used in compressing the dynamic range:



1
FL = 0.2
5LA + 1

4

"

(5LA ) + 0.1 1 −



1
5LA + 1

4 #2

(5LA )1/3 .

(2.48)

FL can be scaled to achieve different compression functions. In general, increasing FL increases
the visibility of details in the shadow regions at the cost of desaturating the bright regions. The
suggested scaling value for FL is between 1/1.5 and 1/1.7.

60

FL will have a different value for each pixel in the image based on the luminance of the neighborhood of the pixels. It can be thought as a tone-mapping curve for each pixel.
To apply dynamic range compression, first XYZ (D65 ) values are transformed into LMS cone
response space. Then the cone responses are compressed by:

′

L =






LFL

L ≥ 0,

(2.49)



 −|L|FL L < 0.

M and S responses are compressed similarly, and then they are converted back to XYZ tristimulus
values.
To display the images first XYZ (D65 ) tristimulus values are converted to XYZ (monitor white
point) values using the chromatic adaptation transform described above. Final XYZ values are
converted back to RGB values using the inverse of the initial sRGB transformation.
The linear RGB values are clipped to the 99th percentile of the image data:

RGB =




 RGB RGB < 99%,


 99%

RGB > 99%.

Finally RGB values are normalized to [0, 1] range, a gamma value of 1/1.7 is applied, and scaled
by 255 to obtain the final low dynamic range image.
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The input parameters of this model are the size of the neighborhood to calculate the scene
white point, the D parameter used in chromatic adaptation, and the size of the neighborhood used
to calculate the adapting luminance LA during dynamic range compression.

2.3.6 Histogram Adjustment

Modifying the histogram of an image to maximize the visibility or contrast is a standard technique
in conventional image processing. Ward et al. extend this technique to reduce the dynamic range
of HDR images [116].
The algorithm starts with computing a density map (i.e. logarithm) of the HDR image luminances where each pixel represents 1-degree of visual angle, simulated through downsampling.
The logarithm is used to approximate brightness values. The histogram of the density map is
computed from which the normalized cumulative histogram is obtained using:

P (b) =

X

f (bi )/T,

(2.50)

T =

X

f (bi ).

(2.51)

bi <b

bi

Note that, T denotes the total number of pixels, bi ’s are bin ids, and f (bi ) gives the number of
pixels in bi .
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With the cumulative histogram computed, a naı̈ve histogram equalization would be given by:

log(Ld (x, y)) = log(Ld,min ) + [log(Ld,max ) − log(Ld,min )]P (log(Lw (x, y))).

(2.52)

However, the problem with 2.52 is that for values corresponding to the peaks in the histogram,
contrasts may be expanded rather than compressed. To prevent the exaggeration of contrast, the
authors limit the tone mapping curve to have no larger slope than that for linear scaling:

dLd
Ld
≤
.
dLw
Lw

(2.53)

The derivative of the cumulative histogram can be approximated by the histogram itself, since the
cumulative histogram is computed from the histogram through numerical integration:

dP (b)
f (b)
=
,
db
T ∆b
log(Lw,max ) − log(Lw,min)
∆b =
.
N

(2.54)
(2.55)

Equation 2.54 can now be substituted into 2.53 to compute a ceiling on f (b):

Ld

f (log(Lw )) log(Ld,max ) − log(Ld,min )
Ld
≤
,
T ∆b
Lw
Lw
T ∆b
≥ f (b).
log(Ld,max ) − log(Ld,min )
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(2.56)
(2.57)

This gives threshold pixel count per bin, which indicates whether the contrasts will be exaggerated
or not. As long as f (b) is smaller, contrast exaggeration will not occur. Otherwise f (b) can be
truncated to the ceiling. In that case, care must be taken since truncating f (b) changes the total
pixel count T which itself affects the ceiling. This can be solved using an iterative scheme, for
which the details can be found in [116].
The histogram adjustment method has been extended to simulate several visual phenomena
such as glare, color sensitivity, and visual acuity. However, in that case the input HDR image
should be calibrated in physical units.

2.4 Display

To display an HDR image on a conventional monitor, the image needs to be tone-mapped and
quantized into an 8-bit per channel format. On the other hand, to display an HDR image on an
HDR monitor tone mapping may or may not be necessary depending on the dynamic range of the
image. If it exceeds the dynamic range of the monitor to a large extent, tone mapping may still
be necessary to reproduce the details in dark and light regions. However, as explained below, the
dynamic range of HDR displays is high enough to display a large body of HDR images without
tone mapping, if not all. In either case, the image need not be quantized into 8-bits, as HDR display
accept floating point input.
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In addition to this advantage on the input side, HDR displays can also emit much higher luminances compared to LDR displays. For instance, a state-of-the-art BrightSide DR37-P display has
a peak luminance in excess of 3000 cd/m2. This is approximately a ten fold increase compared to
the peak luminance of conventional displays.
However, merely boosting the peak luminance would not be sufficient to increase the dynamic
range if the black level were also to increase proportionally. To actually increase the dynamic
range, the black level should stay constant, or increase at a slower rate than the peak luminance,
as the peak luminance is increased. Alternatively lowering the black level at a faster rate than the
peak luminance will also result in an enhanced dynamic range. However, this may make a large
range of display intensities too dark to be discernible by the human eye, and therefore still limit
the useful dynamic range of the display device.
However, one may wonder whether the peak luminance or the dynamic range is more important
in displaying an impressive, emotive, realistic, or in general a pleasant image. Although it may be
expected that an increase in both would be better than an increase in either, it is still important to
understand the relative contribution of each to image quality. This may help designers invest engineering resources to wherever they are needed the most. To explore this question, we conducted a
psychophysical experiment which is described in detail in Chapter 6. In the rest of this section, we
briefly discuss the fundamentals of both LDR and HDR display technologies.
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2.4.1 LDR Display Devices

There are numerous types of LDR display devices, and a comprehensive discussion is beyond the
scope of this thesis. Nonetheless, it is useful to illustrate the two basic types of displays, namely
cathode ray tubes (CRT) and liquid crystal displays (LCD).

2.4.1.1 CRT Displays

CRT display systems are typically made up of the following four components [119]:
1. An electron beam forming system
2. An electron beam deflecting system
3. A phosphor screen
4. A neutral-gray faceplate
A beam of focused electrons is emitted from the electron beam forming system. This beam sweeps
the screen from left to right and top to bottom, after which it resumes to the top left corner following
the diagonal. Such a sweeping pattern is called a raster, and it is repeated multiple times each
second. The intensity of the beam directed at a pixel position (hence the intensity of the pixel
itself) is determined by the voltage applied to the electron forming system.
The phosphors on the screen emit light when they are bombarded by electrons. This phenomenon is called cathodoluminescence. There are three different types of phosphors each emit-
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ting at a different wavelength. Each phosphor is a broadband emitter, with peak wavelengths
located in the red, green and blue parts of the spectrum. The emission spectra of each phosphor
can be denoted by one of the three functions R(λ), G(λ), and B(λ) which are called the primaries
of the monitor. A desired color is obtained by exciting the phosphors by different amounts [10]:

C(λ) = rR(λ) + gG(λ) + bB(λ) + A(λ),

(2.58)

where r, g, and b, are the relative excitation amounts of each primary, and A(λ) is the emission
due to the reflected ambient light off the monitor screen. The white point of the monitor is found
when r = g = b = 1 and A(λ) = 0.
The maximum luminance that can be produced by a CRT display is limited by the maximum
sensitivity of the phosphors. Increasing the intensity of electrons does not produce higher luminance beyond the saturation point of the phosphors.
The minimum luminance is usually governed by the black level of the monitor together with
the reflection off the screen due to ambient illumination20. To keep this as low as possible, neutralgray tinted faceplates are placed in front of the phosphor screen. It also absorbs some of the light
emitted from the phosphors, but it attenuates the ambient light twice (during both incidence and
exitance). The maximum dynamic range of most CRTs is about 300:1.
20

Although the black level of a CRT display is in general much lower than that of an LCD display, it is not equal to
zero [85].
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Polarizing filters

Liquid crystals

Glass substrate

Light

Figure 2.14: The gradual change in the orientation of the liquid crystal molecules between two
brushed glass plates.
2.4.1.2 LCD Displays

Liquid crystals are substances whose optical properties can be changed by the application of an
electrical field. The electrical field changes the orientation of the molecules in the liquid crystal
resulting in a change in its optical properties.
Without an electrical field, the molecular orientation can be controlled by using solid substances brushed in a particular direction [7]. Figure 2.14 shows a liquid crystal squeezed between
two glass plates which are perpendicularly brushed. In this case, the liquid crystal molecules gradually change their orientation between these two perpendicular directions.
If this structure is placed between two vertical polarizers21 light entering from the first polarizer is rotated by the liquid crystal after which it exits through the second polarizer. If, however, an
electrical field is applied to the liquid crystals which distorts their molecular orientation, the incident light will not be properly rotated, thus cannot pass through the second polarizer. By changing
21

A polarizer is a material which only transmits light having a particular electrical field direction. Along a light
beam, only those sections whose electrical field is aligned with the direction of the polarizer can pass through.
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the intensity of the electrical field, it is possible to control the amount of transmitted light. If a
color filter is placed after the second polarizer, it is also possible to obtain colored light [60].
The two main types of LCD displays, reflective and transmissive, work on the same principle,
but differ in lighting configuration. In reflective LCDs, it is the ambient light that is incident on
the monitor screen that undergoes the process explained above, and is reflected back by a mirror
behind the second polarizer. Thus, light passes through the polarizers and the liquid crystal twice.
In transmissive LCDs, the screen is back-lit usually with a fluorescent light and light passes only
once through the liquid crystal layer.

2.4.2 HDR Display Devices

The pioneering work on HDR display technology by Seetzen et al. resulted in two types of HDR
display designs [99]. The first design is a combination of a digital light (DLP) projector backlight
and an LCD panel. The projector is replaced with an array of ultra bright LEDs in the second
design. Both designs work on the same principle explained below, but the LED based design
is advantageous due to its significantly smaller form factor and lower power consumption. This
makes it a viable choice for commercial applications (see Figure 2.15).
The operating principle of an HDR display is as follows. Suppose that the backlight (DLP or
LED) has a dynamic range of C1 : 1 and the LCD panel has a dynamic range of C2 : 1 22 . Then,
the combined dynamic range of the whole system becomes C1 × C2 : 1. That is by stacking two
22

This is the ratio of the maximum to the minimum transparency of the LCD panel.
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Figure 2.15: A photograph of the BrightSide HDR display (DR37-P) in the Max Planck Institute
for Biological Cybernetics, Tübingen.
individually modulatable layers, one can achieve a composite dynamic range which is equal to the
product of the dynamic ranges of both layers.
The coordination between the backlight and the LCD panel is sustained by driving each component concurrently with a dual connection video card. If both components were linear and their
resolutions were perfectly matching, then it would be possible to send the square root

√

I of an

image signal I to both layers. This would be desirable to a scenario where one layers receives a
greater signal than the other, since quantization artifacts are relatively larger for small signals [99].
However, neither of the components are linear and their resolutions are not the same.
√
To address these problems, the input sent to the backlight is set to R1−1 ( I) where R1−1 is
the inverse response function of the backlight (the DLP or the LEDs). Then, the output of the
√
√
backlight will be equal to R1 (R1−1 ( I)) ⊗ p1 = I ⊗ p1 , where p1 is its point spread function.
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To compensate for the blurring, the LCD input is set to R2−1 ( p

I√

1⊗

I

), where R2−1 is the inverse

response of the LCD. With these settings, the desired image is accurately reproduced on the LCD
screen.
The fact that the LCD panel compensates the blurring of the backlight array has important
implications. It causes the dynamic range in local regions to be limited to the dynamic range of
the LCD panel. But due to the limitations of the human visual system, humans cannot perceive
local contrast differences greater than 150 : 1 [110]. This should not be confused with the fact that
humans can perceive 5 orders of dynamic range in the global scale. Therefore, by using an LCD
panel with a dynamic range greater than 150 : 1 this problem can be remedied.
The dynamic ranges of either of the systems were measured to be of about 50000 : 1. The peak
luminances were 2700 cd/m2 and 8500 cd/m2 for the projector based and the LED based designs,
respectively [99].
We had an hands-on experience with a recent version of the LED based HDR display shown
in Figure 2.15. This is a 37” flat panel display with 1380 individually controllable LED sources,
and a 1920 by 1080 pixels TFT active matrix LCD screen. Note the large difference between
the resolutions of the LED and LCD layers. This difference is compensated for by using the
de-blurring technique explained above. We measured the peak luminance to be approximately
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3000 cd/m2 and the black level of the first addressable step as 0.015cd/m2.23 This gives a contrast
ratio of 200000 : 1, significantly higher than the contrast ratio of any conventional display device.

2.5 Summary

In this chapter we reviewed the HDR imaging pipeline. We started with several methods of creating HDR images, placing a greater emphasis on the multiple exposure techniques. We discussed
various file formats and pixel encodings that are available to store HDR images and videos. We
then moved on to display of HDR images on both low and high dynamic range display devices.
To this end, we surveyed several prominent tone mapping operators that are used to prepare HDR
images for display on LDR monitors. Finally, we explained the fundamentals and operating principles of both LDR and HDR display devices. This chapter is intended to serve as a background on
the HDR imaging pipeline. The following chapters present the research we have done and assume
familiarity with the material presented in this chapter.

23

The black level of this display can be theoretically zero since all LEDs can be turned off. This would give an
infinite contrast ratio. However, in a practical setting there will always be some noise due to flare and light leakage
within the display itself, effectively increasing the black level. We approximate the total effect of these by using the
luminance of the first addressable step. However, if the display is viewed in a bright environment, 0.015 cd/m2 can
be an under-estimation.
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CHAPTER 3
NOISE IN HDR IMAGING
A common method to create HDR images is to combine several different exposures of the same
scene (Section 2.1.1). In this method, the use of higher ISO settings will reduce exposure times,
and thereby the total capture time. This is advantageous in certain environments where it may help
minimize ghosting artifacts. However, exposures taken at high sensitivity settings tend to be noisy,
which is further amplified by the HDR creation algorithm. In this section, we present a robust and
efficient technique to significantly reduce noise in an HDR image even when its constituent exposures are taken at very high ISO settings. The method does not introduce blur or other artifacts, and
leverages the wealth of information available in a sequence of aligned exposures. Our technique
allows the use of high ISO settings in low light conditions without producing noisy HDR images.
In our method, we process the constituent frames of an HDR image, to minimize noise. The
resultant HDR image will have a significantly higher signal-to-noise ratio as shown in Figure 3.1.
The ability to remove noise allows photographers to capture at higher speeds thus mitigating
the inherent limitations of the multiple exposure technique such as the occurrence of ghosting. For
instance, doubling the ISO value requires halving the exposure time to record the same image.
Thus, a camera can capture the same scene 128 times faster at ISO 6400 than at ISO 50. This gain
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Figure 3.1: A standard multiple-exposure technique was applied to create the left image, whereas
the right image shows a result obtained with our noise reduction technique.
could be crucial in eliminating ghosting artifacts. It would also allow HDR videos to be captured
at higher frame rates [48] (Section 2.1.6).
We first briefly review noise and its characteristics in Section 3.1, and discuss why the multiple
exposures technique (see Section 2.1.1) to create an HDR image may amplify noise in Section 3.2.
We present our novel HDR noise reduction algorithm in Section 3.3. Results are given in Section 3.4, followed by a comparison with the current state-of-the-art in Section 3.5. We provide a
formal analysis of our method in Section 3.6 followed by conclusions in Section 3.7.

3.1 Sources of Noise

Noise can be defined as undesired random degradations in images which may occur during capture,
transmission, and processing. There are three primary sources of noise in digital cameras, namely
photon shot noise, dark current noise, and read noise. Photons arrive at random intervals at any
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detector, and impose a hard limit on the noise performance of digital cameras. The time between
arrival of photons may be modeled with Poisson statistics. Thus, the uncertainty of the number of
photons collected over a given period of time is linear in the square root of the signal amplitude.
This type of noise is called photon shot noise, and cannot be reduced via better camera design.
Dark current noise, which is also governed by a Poisson distribution, is caused by the statistical variation of the number of thermally generated electrons due to the heating of the camera
sensors. It may be reduced by cooling the sensors. Other types of noise that may occur during the
amplification and quantization of signals are collectively referred to as read noise, which may be
minimized by careful design of camera circuitry.
Noise removal methods are usually classified as linear and non-linear methods. Linear methods, such as Gaussian or (weighted) mean filters, are based on blurring the image and thus trade
noise for visible artifacts [8].
Non-linear methods preserve the details of the image better although artifacts may still occur.
These methods include order statistic filters, such as the median filter [37], morphological filters
[102], the bilateral filter [105], anisotropic diffusion based techniques [82], and wavelet based
noise reduction techniques [23].
If multiple images of the same scene are available, then these may be “frame averaged” [8].
Frame averaging is a blur free method if the frames are registered and there is no object movement
in the captured scene. These requirements may make frame averaging difficult to apply in standard
image processing, so linear or non-linear methods that require only one photograph of the captured
scene may be preferred. However these requirements should already be met to create an HDR
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Figure 3.2: The top row shows a selection of exposures used to create the left image in Figure 3.1.
The bottom row shows the corrected versions of these images with our technique, which resulted
in the right image in Figure 3.1.
image, thus making frame averaging a sensible choice to be used in HDR imagery. We show how
to adopt frame averaging to remove noise before it amplifies during HDR creation.

3.2 Noise in HDR Images

The HDR generation process explained in Section 2.1.1 may produce noisy images if the exposures
used to create an HDR image are noisy (see Figure 3.2). Although a weighted average is applied
to the pixels during HDR creation (see Equation 2.1) in many cases this is not sufficient and the
output images are rendered unusable (Figures 3.1, 3.11, and 3.12).
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At low light conditions (including standard room lighting) and high sensitivity settings, short
exposures are more vulnerable to fluctuations in the number of photons that impinge on the camera
sensors than long exposures. Thus, their signal-to-noise ratio is lower. During HDR creation when
a short exposure is divided by its exposure time its noise gets amplified. For instance, if the darkest
frame is captured in 1/8000th of a second, division by the exposure time amplifies its noise 8000
times.
Combining such a noisy amplified exposure with longer (less noisy) exposures will result in
noise in the final HDR. This is not sufficiently mitigated by the noise averaging that naturally
occurs by combining exposures.
On the other hand, removing such exposures from consideration would result in a less noisy
HDR. However, such short exposures tend to carry useful information in a small number of pixels,
usually depicting highlights or light sources. Ignoring these exposures will therefore reduce the
overall dynamic range, and result in dull highlights and light sources. To reduce noise while
maintaining a high dynamic range, we outline our noise removal algorithm in the following section.

3.3 Algorithm

We preprocess the constituent frames of an HDR image prior to HDR creation to reduce noise and
prevent it from being further amplified during HDR creation.
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To correct a noisy frame, we first order the frames by exposure time and linearize all the
frames using the inverse response function f −1 . We then bring each frame into the same domain
by dividing by its exposure time tj . Each frame is then corrected by applying a weighted average
to it and several successive longer exposures in the same sequence. Finally each frame is converted
back to its original domain by multiplying it with its exposure time and un-linearizing using the
response function f so that the output of our algorithm can be used in the subsequent HDR creation
algorithm without any modifications. This yields the following equations:

g(pj , a) =

ca =




 νj

j = a,
(3.1)



 τ (pj )νj j 6= a,

a+s −1
a+s
X
f (pj )g(pj , a) . X
j=a

tj

g(pj , a),

(3.2)

j=a

p′a = f (ta ca ),

(3.3)

where g is a weighting function, and s is the number of subsequent exposures used during averaging; which we call the cluster size. For instance, if s is 4, the first frame is averaged with the
second, the third, and the fourth frames. The second frame is averaged with the third, the fourth,
and the fifth frames and so on. This process is depicted in Figure 3.3, and a formal analysis is
given in Section 3.6.
The function g, shown in Figure 3.4, is the product of the weights v given to each exposure and
another function τ used to exclude over-exposed and unreliable pixels from averaging. We first
explain how τ is designed and then proceed with setting the weights v and the cluster size s.
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Cluster 1
Cluster 2

Figure 3.3: Cluster separation in the case of using 4 frames per cluster. The first frame is updated
with the average of the first cluster, the second frame is updated with the average of the second
cluster and so on.
In digital images fluctuations may occur for pixels close to the extremes due to noise and compression artifacts. Such fluctuations may have a negative effect on our algorithm mainly because
they will be emphasized by the weights v used during averaging. In addition, averaging with overexposed pixels may cause a loss in the dynamic range giving a “washed out” appearance to the final
HDR image. To avoid such scenarios we design τ such that pixels larger than 249 are excluded
from the averaging. The averaging amount is smoothly increased for pixels between 250 and 200
using Hermite interpolation. All the pixels smaller that 200 are fully averaged. In principle these
constants can be made user parameters. They serve as a gauge between the amount of noise reduction desired and how acceptable it is to use over exposed and uncertain pixels in averaging. Hence,
τ is defined by the following equation and its influence on the final weight is shown in Figure 3.4.

250 − x
h(x) = 1 −
,
50




1
0 ≤ x < 200,




τ (x) =
1 − 3h(x)2 + 2h(x)3 200 ≤ x < 250,







0
200 ≤ x ≤ 255.

79

(3.4)

(3.5)

Figure 3.4: Our weighting function g for noise reduction. Note that g depends on both exposure
time and pixel value: we give more weight to pixels captured with longer exposure times, but at
the same time prevent averaging with over-exposed (i.e. unreliable) pixels. The pixel values and
exposure times are normalized.
When averaging within a cluster it is possible that some pixels will be greater than 250 in all the
images in the cluster. If τ is applied to all the images in that cluster, those pixels will be black
in the final rendering. To address this problem τ is applied to all the images other than the image
being corrected. For example, if we are correcting the 1st image using the 2nd and the 3rd images
(i.e. the cluster size is 3), τ prevents leaking of over-exposed and unreliable pixels from the 2nd
and the 3rd images to the 1st image. This condition is encoded in Equation 3.1.
Weights and the cluster size. νj is the weight given to exposure j during the averaging. To
set ν appropriately, we should consider the effect of the exposure time on noise, which is the sole
varying factor across exposures.
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Theoretically a change in the exposure time may have both negative and positive effects on
the amount of noise in a photograph. For instance, dark current noise which is due to heating of
camera sensors is expected to occur more in longer exposures than for shorter ones. In contrast,
photon shot noise which is due to randomness in the behavior of photons tends to occur more in
shorter exposures than longer ones.
We analyzed numerous exposure sequences and observed that short exposures have smaller
signal-to-noise ratio than long exposures; which indicates that in our image sequences photon shot
noise is more dominant than dark current noise. This may be due to using the cameras at high
ISO values. At high ISO values fluctuations in pixel values are further emphasized while shorter
capture times mitigate heating problems. The image sequence in Figure 3.2 is in accord with this
observation; the shorter exposures have a smaller SNR than longer ones.
Photon shot noise is modeled by the Poisson distribution for which the mean is equal to the
variance. Assume that an area of the image receives N photons per unit time. Then a frame with
a unit exposure will catch N photons on average with a variance of also N. The second frame
exposed for t units of time (where t > 1) will catch tN photons on the average with a variance
of tN. Dividing by the exposure time, the expected value of photons in the second image will be
tN/t = N, however its variance will be tN/t2 = N/t [8]. Thus the frame exposed t times longer
will have t times less variance. We exploit this fact by setting the weighting coefficients equal to
the exposure times, νj = tj .
Instead of averaging the entire sequence in one pass, we separate the frames into clusters of
size s and average each cluster separately. Using bigger cluster sizes provides better noise reduc-
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tion. However after a certain cluster size using more images does not give better noise reduction
due to thresholding with τ . For the same reason bigger clusters do not cause any artifacts (such
as decreasing the dynamic range, banding or haloing). For example, the noise of the image in
Figure 3.1 is reduced by using a cluster size of 6 (out of 16 frames). Using a bigger cluster size for
this image produces the same result. Smaller cluster sizes produce noisier images as shown in the
next section.
Equation 3.2 is repeated for all the pixels in each exposure and all the exposures that will be
used in HDR creation. The only exceptions to this rule are the exposures at the bright end of the
sequence. The cluster size is automatically decreased to fit to the number of remaining frames. For
instance, if we are correcting for the 14th image of a 16 image sequence, only the last 3 images are
used for averaging even if the cluster size is bigger. Averaging with fewer images at the end of the
sequence theoretically affects noise reduction for those images. However, in practice it does not
compromise noise reduction since noise is mostly due to short exposures.
Once all the frames are corrected, the resulting frames can be used to create an HDR image.
However some of the operations in HDR generation, such as linearization and division by exposure
time, can be eliminated since these are already performed during noise reduction. Consequently
the following equations may be used for noise removal and HDR creation respectively:

ca =

a+s −1
a+s
X
f (pj )g(pj , a) . X
j=a

Ip =

N
X

tj

g(pj , a),

(3.6)

j=a

ca w(f (ta ca ), Lca )

a=1

N
.X
a=1
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w(f (ta ca ), Lca ).

(3.7)

Normalized irradiance

1.0
0.9
0.8

Red channel
Green channel
Blue channel

0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7 0.8 0.9 1.0
Normalized pixel value

Figure 3.5: Response curves of the Minolta DiMAGE A1 camera created by Mitsunaga and Nayar’s algorithm from the image sequence shown in Figure 3.8.
Note that the weighting function w used during HDR generation is the one defined in Table 2.1. Its
two parameters are the pixel value and the luminance of the pixel respectively. These two equations
comprise the full noise reduction and HDR creation algorithms described in this thesis.

3.4 Results

We conducted our experiments using two different cameras. The first camera, a Minolta DiMAGE
A1, is a prosumer camera which allows to change the shutter speed, aperture size, and ISO settings
separately. The second is a professional Nikon D2H which allows its ISO value to be increased
up to 6400, which is 8 times more than the maximum sensitivity of the Minolta DiMAGE A1. We
used a tripod to minimize camera movement during image capture. The response functions of both
cameras (Figures 3.5 and 3.6) are created from the image sequence shown in Figure 3.8 by using
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Figure 3.6: Response curves of the Nikon D2H camera created by Mitsunaga and Nayar’s algorithm from the image sequence shown in Figure 3.8.
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Figure 3.7: Green channel response curves of the Minolta and the Nikon camera in comparison
with a linear and the sRGB response curve.
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Figure 3.8: Image sequence used to create the response curve of the Minolta camera. The same
scene is captured also with the Nikon camera to recover its response. The sequence is captured
by using a tripod to minimize alignment problems. The exposure times from darkest to brightest
1
exposure vary from 16000
to 14 seconds, with doubling at each exposure.
Mitsunaga and Nayar’s algorithm [70]. Note that these response functions are recovered only once
for each camera and are used for the other images taken with the same camera.
We compare the response curves of our cameras with a linear response and the sRGB gamma
curve in Figure 3.7. As seen from the figure, response curves of both cameras deviate significantly
from the standard sRGB curve. However the response curve of the professional Nikon camera is
closer to the sRGB curve. This figure exemplifies why in most cases assuming a linear or sRGB
response is not good enough and response curve recovery may be necessary.
The image in Figure 3.1 is created from 16 exposures using the Minolta camera with an ISO
setting of 800. As expected the resultant HDR image at the top of the figure is more noisy than
any of its constituent frames. The bottom image in the same figure is corrected with our algorithm
with a cluster size of s = 6 frames. To display the HDR images we reduced the dynamic range
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of both of them with the Photographic tone reproduction operator using identical parameters [92].
Note that the bottom image is essentially noise free and it also has a significantly higher dynamic
range than the top image.
Since noise mainly occurs in the darker exposures, one might consider excluding some of the
frames from the dark end of the image sequence. However as Figures 3.9 and 3.10 demonstrate,
excluding frames from the dark end of the sequence causes a severe loss of dynamic range and
the noise reduction achieved is substantially less than the reduction achieved by averaging. For
instance as the close-up views show in Figure 3.9, excluding frames does not reduce noise as
effectively as our algorithm does and it causes loss of details in the highlights.
In addition to being visually distracting, noise may also cause tone reproduction operators to
yield unexpected results. For instance, the average luminance of HDR images might be affected,
and this may result in an over or under compression of the irradiance values. Figure 3.11 shows
this effect on three different tone reproduction operators. The top left image is tone mapped with
the Tumblin and Rushmeier operator [108] without noise reduction. The bottom left image is
tone mapped with the same operator and the same parameters after reducing the noise with our
algorithm. The reduction of the noise prevents over compression of the radiance values. The
images in the middle are tone mapped using a Bilateral filter [27] which produces a brighter scene
for the noisy image than for the corrected image. The right most images are tone mapped with
the Photographic tone reproduction operator [92], which produces a similar overall appearance for
both the noisy image in the top right corner and the corrected image below it.
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Figure 3.9: Comparison of our algorithm with excluding frames from the dark end of an image
sequence. Our results are shown in the first two rows. The cluster size from left to right and top
to bottom is 2, 3, 4, 5, and 6. The last image of the second row shows a close-up view of the
marked regions. For the last two rows, results in case of excluding 2, 3, 4, 5, and 6 images from
the dark end of the sequence are shown. The dynamic ranges of all the images are reduced with
the Photographic tone reproduction operator [92]. The graph in Figure 3.10 depicts the change in
the dynamic range for each approach.
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Figure 3.10: The dynamic range in log10 units of the final HDR images in Figure 3.9 in the case of
applying our algorithm and excluding frames from the dark end of the sequence.
The images at the top row of Figure 3.12 are created from 20 frames captured by the Minolta
camera at an ISO value of 800. The top right image is corrected with our algorithm by using a
cluster size of 6 images. At the bottom row of the same figure images of a bull statue are created
from 9 frames captured by the Nikon camera at an ISO value of 6400. Due to the quality of the
camera and better lighting conditions this image is considerably less noisy than the previous one.
However as the close up shows it still contains a fair amount of noise, which is successfully reduced
by averaging with a cluster size of 5 frames.
Our algorithm does not degrade an HDR image if we run it on an initially noise free sequence.
Figure 3.13 demonstrates two images created from a noise free sequence of 9 images captured by
the Nikon camera at ISO value 200. The left image is created without application of our algorithm
and the right image is created after applying our algorithm with a cluster size of 5. Both images
are tone mapped with the Photographic tone-mapping operator.
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Figure 3.11: Effect of noise on different tone-mapping operators. The images on the top row are
tone-mapped without application of our algorithm. The images on the bottom row are corrected
with our algorithm prior to the tone-mapping. For both rows, the operators used for tone-mapping
from left to right are Tumblin and Rushmeier operator [108], the bilateral filter [27], and the photographic tone-mapping operator [92] respectively. The constituent frames of this HDR image are
captured with Nikon D2H with an ISO setting of 6400.
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Figure 3.12: The images on the first and the second rows are created from the exposures taken by
Minolta DiMAGE A1, and Nikon D2H respectively. The images on the right are corrected with
our algorithm. The close-ups show the amount of noise reduction achieved in both of the HDR
images. The HDR images are tone mapped with the Photographic tone reproduction operator [92].
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Figure 3.13: Application of our algorithm to an originally noise free sequence. The left image is
created without applying our algorithm and the right image is created after applying our algorithm.
Note that application of our algorithm to a noise free sequence does not cause any side effects.

3.5 Comparison

Robertson et al. [96] proposed an algorithm for both recovering the response curve of a camera
and creating HDR images with reduced noise. To our knowledge Robertson et al.’s algorithm is
the current state-of-the-art for noise reduction in HDR imagery. In this section we briefly explain
this algorithm, and discuss its differences from our algorithm.
For HDR creation, Robertson et al. propose to weigh pixels coming from longer exposures
more than pixels from shorter ones since longer exposures have a higher signal-to-noise ratio. The
authors define HDR assembly as follows:

Ip =

N
X
f −1 (pa )
a=1

=

N
X

ta

w(pa ) t2a

N
.X

w(pa ) t2a ,

(3.8)

w(pa ) t2a .

(3.9)

a=1

f −1 (pa ) w(pa) ta

a=1

N
.X
a=1

Thus each pixel is weighted with the squared exposure time of its image.
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Robertson et al. also propose a new method to recover the camera response for use in the
previous equation. To recover the camera response they minimize the following objective function
O:

O=

X
i,j

w̄(pij ) f −1 (pij ) − ti Ij



(x − 127.5)2
,
w̄(x) = exp −4
127.52

2

,

(3.10)

(3.11)

where i and j are indices over images and pixels respectively and w̄ is a Gaussian shaped weight
function which is used only during the recovery of the camera response. Once the camera response
is recovered a cubic spline is fitted to it and the derivative of the spline is used as the weight
function for HDR recovery (in Equation 3.9).
The cubic spline is generated such that its derivative is 0 at both ends of the pixel range. This
feature is important in Robertson’s algorithm, because the derivative, which is later used as a
weight function, then tends to zero at either end of the scale. Giving zero weight to under- and
over-exposed pixels is necessary to obtain correct results.
However with this approach the camera response is forced to have an S-shape even though the
actual shape of the camera response may be different. In fact most cameras do not have an S-shaped
response function [39]. The mean response of a collection of 201 different film, digital, and video
cameras is shown in Figure 3.14, together with the sRGB gamma curve and the response curves
of the Minolta camera created by Robertson et al.’s and Mitsunaga and Nayar’s algorithms. We
can see that Mitsunaga and Nayar’s response curve is qualitatively similar to the average response
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Figure 3.14: The mean response of the 201 cameras created by Grossberg et al. [39], the sRGB
gamma curve, and the response curve of the Minolta camera created by Robertson et al.’s algorithm.
curve. However, Robertson’s algorithm yields a response curve that is fundamentally different
from the actual response of the camera.
In Figure 3.15, we present a side-by-side comparison of our best result with the best result we
obtained with Robertson et al.’s algorithm. Note that our algorithm preserves the highlight on the
mug correctly and does not cause banding artifacts.

3.6 Analysis

Here, we provide a more formal analysis of our noise reduction algorithm. Assume that an image
region has irradiance I. In each image capture j, the camera records the irradiance together with
an additive noise term nj associated with the capture process. If the photon shot noise is dominant,
its variance decreases with increasing capture time, thus nj ∼ σj /tj where σj denotes the variance
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Figure 3.15: Both HDR images are created from the sequence shown in Figure 3.8; whereas the
left image is created by using the algorithm described in Robertson et al. [96], and the right image
is created by using our algorithm. The dynamic ranges of both images are reduced by using the
photographic tone reproduction operator [92].
for unit time. Therefore, the irradiance recorded in exposure j is equal to:

Ij = (I + σj /tj )tj .

(3.12)

In our algorithm, we first normalize these terms by the exposure time and then calculate their
weighted average,

Ij′

=

P

(I + σj /tj )w
P
,
w

(3.13)

where the weight term is shown by w for brevity. We can rearrange the above equation as:

Ij′

=I+

P
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(σj /tj )w
P
.
w

(3.14)

Setting w = tj as we do in our algorithm we obtain:

Ij′

P
σj
=I+ P ,
tj

(3.15)

which approaches to I as tj goes to infinity. Although in practice we cannot use infinite exposure times, this analysis shows that the processed irradiance approximates the true irradiance as
the number of averaged images grows. Furthermore it also demonstrates that, if applied on an
originally noise-free sequence (i.e. σj = 0), the process does not introduce any side effects.

3.7 Conclusions

We outlined an efficient, effective, and simple noise reduction technique for high dynamic range
images. Our algorithm requires only the response curve of the camera to be known or recovered
from an image sequence. Response curves may be recovered with any existing recovery algorithm.
Using our technique photographers can increase the camera sensitivity without introducing
noise problems, thus capturing the same dynamic range in a shorter amount of time. This especially
holds true if auto-bracketing is used. Modern high-end digital cameras are able to take seven
(Canon) or nine (Nikon) auto-bracketed exposures, each spaced 1 EV apart. Data acquisition is
therefore directly related to the choice of exposure time. Shorter exposure times can be achieved
by increasing the ISO setting on the camera. This normally yields noisier images, which may be
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corrected with our algorithm. The advantage of this approach is that important problems such as
ghosting and motion blur occur to a lesser extent.
We believe that high dynamic range video applications may also benefit from this work (see
Section 2.1.6). By increasing the sensitivity of the video camera higher frame rates may be
achieved. The noise can then be removed by using our algorithm as a post process on the recorded
frames.
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CHAPTER 4
COLOR APPEARANCE IN HDR IMAGING
When viewing images on a monitor, we are adapted to the lighting conditions of our viewing
environment as well as the monitor itself, which can be very different from the lighting conditions
in which the images were taken. As a result, our perception of these photographs depends directly
on the environment in which they are displayed. For high dynamic range images, the disconnect in
the perception of scene and viewing environments is potentially much larger than in conventional
film and photography. To prepare an image for display, luminance compression alone is therefore
not sufficient.
As a solution, we propose to augment current tone reproduction operators with application
of color appearance models as an independent preprocessing step in order to preserve chromatic
appearance across scene and display environments. The method is independent of any specific
tone reproduction operator and color appearance model (CAM) so that for each application the
most suitable tone reproduction operator and CAM can be selected.
An inherent problem with dynamic range reduction is that the disconnect between the illumination conditions of the photographed environment and the illumination conditions of the viewing
environment is not accounted for. Ignoring this disconnect may render tone-mapped images unnatural and imprecise in terms of their color appearance.
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Chromatic adaptation is a mechanism of the human visual system which allows us to adapt to
the dominant colors of illumination [30]. For example, if we are in an environment which has blue
illumination, such as sky light at noon, we adapt to this blue color. Therefore, when observing an
outdoors image under fluorescent office lighting, the image will have a bluish appearance unless
chromatic adaptation effects are considered. However most chromatic adaptation models only
account for the changes in the color of adapting illuminants (i.e. sun and fluorescent light), ignoring
other factors that affect adaptation such as the absolute luminance level of the environment, the
level of ambient illumination, and the presence of light sources.
Color appearance models describe the environment with a small number of key parameters
to predict how colors will appear to the observer. These models consist of two steps. The first
step is a chromatic adaptation transform, which accounts for the state of chromatic adaption of the
observer in a given environment. The second step predicts relative and absolute color appearance
attributes such as lightness, chroma, hue, brightness and colorfulness [30]. Reproducing colors
for a particular viewing environment can be achieved by running the full color appearance model
in reverse, while inserting parameters that describe the viewing environment. Color appearance
models are significant improvements over chromatic adaptation models, since they incorporate a
more complete description of the environment, and thus allow a more precise reproduction of color.
In our method, we show how to adapt color appearance models such that they may act as
preprocessors to any current tone reproduction operator. The only constraint on tone reproduction
operators is that the ratios between the three color channels need to be preserved. Many tone
reproduction operators to date satisfy this constraint [108, 116, 27, 35, 92]. The color appearance
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model then only adjusts the image’s chromatic channels, while the subsequent tone reproduction
operator will compress the luminance channel. We believe that this method is attractive because it
allows us to mix-and-match CAMs with tone reproduction operators to suit any specific task.
Figure 4.1 depicts a sample result, with and without appearance modeling prior to tone-mapping.
The top image is created without using a color appearance model and it has a blue color cast. The
blue color cast of the bottom image is correctly removed by applying the CIECAM02 color appearance model. The bottom image is prepared to be viewed on an sRGB monitor under fluorescent
lighting.
In the following section, we give an overview of color appearance phenomena, and explain its
importance to high dynamic range imaging. In Section 4.2, we introduce color appearance models,
and discuss their applicability to our approach. In Section 4.3, we provide a brief overview of tone
reproduction techniques. We show how to prepare high dynamic range data to make it compliant
with color appearance modeling in Section 4.4, and the application of the models in Section 4.5.
We show results in Section 4.6, and conclude with an overall discussion in Section 4.7.

4.1 Color Appearance Phenomena

The human visual system (HVS) is a highly sensitive and adaptable device for registering and interpreting images. However, it does not operate as a linear light meter, but due to various chemical,
electrical and physical principles it has evolved to employ multiple adaptation mechanisms [77].
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Figure 4.1: The bottom image is pre-processed using our approach, and is optimized for viewing
under fluorescent light. Note that the top image has a bluish color cast, whereas this is removed
in the bottom image. If an observer were present in the original scene, her visual system would
be adapted to the blue sky light and would not perceive the blue color cast, which is simulated in
our method as shown in the bottom image. Both images had their luminance range reduced with
identical parameters using photographic tone-mapping [92].
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Before application of color appearance model

After application of color appearance model

Figure 4.2: The RGB values of the red patches in the upper image are same. But the patch on the
lighter background appears darker due to the simultaneous contrast effect. In the bottom image
appearance of the red patches are preserved by using CIECAM97s color appearance model.
For a linear light measuring device one may expect that a change in illumination intensity
would yield a similar change in the output of the device. To some extent this is true for the
HVS also, especially if this change is small. However, for large differences in illumination, the
human visual system will also register chromatic changes - even if they are not present in the input.
Several color appearance phenomena are known to exist, such as simultaneous contrast, crispening,
spreading, the Bezold-Brücke hue shift, and the Abney, Hunt, Helson-Judd, Stevens, HelmholtzKohlrausch, and Bartleson-Breneman effects. An exhaustive description of these phenomena is
given by Fairchild [30]. In the remainder of this section we highlight some of them to illustrate
the nature of color appearance. We focus on effects that are modeled by current color appearance
models, and are therefore relevant to our work.
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Color appearance phenomena are caused by the specific ways in which the human visual system
operates. For instance, the L-, M- and S-cones in the retina exhibit a peak response roughly to the
red, green and blue wavelengths of spectrum. These responses are converted to opponent signals
by the neurons of the retina before being transmitted to the brain. According to the opponent
colors theory proposed by Hering [41], light-dark, red-green and blue-yellow are opponent pairs.
Conversion of colors into their opponent pairs induces significant perceptual effects in our visual
system. Simultaneous contrast is one of these effects, as shown in Figure 4.2. According to
the simultaneous contrast effect, appearance of a patch of color changes when its background is
changed [30].
The luminance of the environment surrounding us has significant impact on the appearance of
colors. For instance a photograph will appear significantly more colorful and vivid if it is viewed
under bright sunlight compared to viewing the same photograph indoors. This effect, called the
Hunt effect, shows that colorfulness increases with adapting luminance [43].
The brightness of colors also affects their saturation and colorfulness. That is, light and dark
colors appear less saturated than average colors with the same chromaticity [44]. This may be
explained through the non-linear response of our photo-receptors to linear changes in light reaching
the retina. In particular, a hyperbolic function is often used to model photo-receptor output [74]. As
this function is S-shaped, more compression to the signal is applied to small and large intensities
than to intermediate intensities. Moreover, this hyperbolic function is independently applicable to
the L-, M- and S-cones. For a series of colors which only differ in luminance but have the same
chromatic content, the combined result of the three different cone types will yield a less saturated
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impression of this color for high and low luminance levels than for intermediate luminance levels.
This effect will be observable for HDR images where the luminance levels of the objects in the
captured scene can be arbitrarily high.
With high dynamic range imaging it is possible to photograph very bright or very dim objects
without causing over- or under-exposed regions in the final HDR image. Therefore the difference
in illumination of the original scene and the viewing environment can potentially be much larger
than in conventional digital imaging. Hence, the perceptual effects mentioned above play a more
significant role. We therefore argue that color appearance should be accounted for in applications
that require the display of high dynamic range data on low dynamic range devices.

4.2 Color Appearance Models

To predict the appearance of a colored patch, color appearance models normally require the tristimulus values describing the color of the patch as well as parameters to characterize the environment.
The latter may for instance consist of the relative background luminance, i.e. the ratio of the background luminance to the luminance of the white point, the adapting field luminance, the white
point of the scene, the degree of adaptation, and the ambient illumination of the surround.
These inputs are then used to compute appearance correlates, as listed in Table 4.1. These
correlates characterize the perception of the tristimulus values. Hence color appearance models
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Table 4.1: Overview of appearance correlates.
Brightness (Q)
Lightness (J)

Colorfulness
(M )
Chroma (C)

Saturation (s)
Hue (h and e)

The perceived quantity of light emanating from a stimulus.
The brightness of a stimulus relative to
the brightness of a stimulus that appears
white under similar viewing situations.
The perceived quantity of hue content
(difference from gray) in a stimulus. Colorfulness increases with luminance.
The colorfulness of a stimulus relative to
the brightness of a stimulus that appears
white under similar viewing conditions.
The colorfulness of a stimulus relative to
its own brightness.
The degree to which a stimulus can be
described as similar to or different from
stimuli that are described as red, green,
blue, and yellow.

provide a quantitative description of how a given color will appear in its environment. If the
environment is altered, the same tristimulus values may thus be perceived differently.
Color appearance models may be grouped into two classes, namely those that model spatial
interactions between neighboring patches or pixels, and those that do not. The former category
is arguably capable of modeling more complex phenomena of color vision. Two examples of
spatial color appearance models are the Multi-Scale Observer Model [79], and iCAM [31] (see
Section 2.3.5), which also perform dynamic range reduction. Due to their spatially variant nature,
these models may show haloing and ringing artifacts [73], a feature also observed in spatially
variant tone reproduction operators [12]. In our approach, we do not prefer the use of spatially
variant color appearance models because their interplay with spatially variant tone reproduction
operators is not well understood and considered an issue for further research.
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The class of non-spatial color appearance models includes Hunt’s model [44], RLAB [30],
CIECAM97s [14], ZLAB [29], and CIECAM02 [72]. Many of these models are logical extensions and further developments of each other with CIECAM02 being the most recent incarnation.
This model is relatively simple, invertible and non-spatial, and is considered an improvement over
the CIECAM97 family of color appearance models [61]. For these reasons we have adopted the
CIECAM02 model for our experiments, although we also show results obtained with other color
appearance models. A summary of this model is provided in Appendix A. For a more detailed
description, and implementation related issues we refer to Moroney et al. [72], Li et al. [61],
Fairchild [30], and Hunt [44].

4.3 Color in Tone Reproduction

Many tone reproduction operators extract and compress luminance values only and leave chromaticities unaffected, which is achieved by keeping the color ratios between color channels constant [98].
Preserving chromatic content under luminance compression may be achieved in several different ways. For instance, the input may be converted to a color space which features a separate
luminance channel. Range compression may then be applied to this channel only while leaving
the chromatic channels unaffected. For instance the Yxy color space is suitable and was used by
Reinhard et al. [92]. A second approach is to compute luminance L for each pixel as a linear
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combination of the red, green and blue channels: L = 0.2126R + 0.7152G + 0.0722B [46]. The
resulting L channel is then compressed with some tone reproduction operator, yielding compressed
luminances L′ . From this data a color image may be reconstructed by preserving the ratio between
the red, green and blue channels (shown here for the red channel):

R′ =

L′ R
L

Further, the amount of saturation may be controlled in an ad-hoc manner by including an exponent
s [81]:
 s
R
R =L
L
′

′

This exponent should be set to 1 if the tone reproduction operator is to be used in combination with
a color appearance model.

4.4 Image Preparation

To successfully separate color appearance issues from luminance compression, we propose to adjust for color appearance prior to tone reproduction. First, the environment parameters are estimated, then the color appearance model of choice is applied, and then the inverse model is invoked
with viewing environment parameters. Because these steps are likely to alter the dynamic range of
the image, we reset the luminance values prior to tone reproduction. An outline of our algorithm
is given in Figure 4.3. The implications of the luminance reset is discussed in Section 4.7. The
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Output LDR image

Original HDR image
Luminance reset

CAM with the scene
parameters

Inverse CAM with the
viewing environment
parameters

Dynamic range
compression

Figure 4.3: The high level visualization depicting the main steps of our algorithm.
result is an image with chromatic content commensurate with the display environment, but with a
retained high dynamic range.
Color appearance models tend to be calibrated in SI units. In particular, the input needs to
be specified in candela per square meter (cd/m2 ). If a specific image is given in the right units,
then any of the models may be directly applied to this image. However, in most practical cases, the
image is given in arbitrary units. It is therefore necessary to transform the input from arbitrary units
to SI units. In the following we discuss such transforms for both calibrated as well as uncalibrated
images.

4.4.1 Calibrated Input Data

A calibrated HDR image can be created from a sequence of exposures taken with a digital camera
by changing the exposure time at each image. We used raw exposures because they are linear and
they are not modified by the white balancing of the camera; both of which are desirable properties
to obtain an accurate calibration. They are stored in a camera specific color space, which can
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be converted to XYZ tristimulus space by using the metadata stored with the images [2]. From
such a sequence an HDR image can be created by dividing each image with its exposure time and
summing up all images afterwards [20, 93].
Although these operations result in a linear HDR image, its values are still in relative units.
The luminance of a uniform patch in the scene needs to be known in order to find the scale factor
that will map the HDR image to absolute units. The scale factor can be calculated by placing a
calibrated gray card in the scene, measuring its luminance with a photometer, and taking the ratio
of the measured luminance with the luminance recorded in the image. By multiplying all pixels
with this scale factor, the HDR image can be converted to absolute units, suitable to serve as input
to color appearance models.
By measuring the luminance and the chromaticity of the gray card, one can also acquire the
environment parameters such as the adapting luminance and the reference white. These parameters
are also used in the forward color appearance model.

4.4.2 Uncalibrated Input Data

Estimation of absolute luminances of an uncalibrated HDR image is composed of two steps. First
the image is converted to XYZ tristimulus space, and second a scaling factor is found such that
when the image pixels are multiplied with it, they approximate real world luminances. The order-
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ing of these steps is not important since HDR images are linear1 . Obviously estimating absolute
luminances of an uncalibrated input data is an under-constrained problem which cannot be solved
without additional information or assumptions. However, in many cases it is possible to infer an
approximate range of values in cd/m2 .
We first convert the linear RGB values of the HDR image to XYZ color space using the sRGB
conversion matrix. Our motivation is that most modern digital cameras use sRGB output standard.
The forward and inverse conversion matrices are:


MsRGB→XYZ

MXYZ→sRGB

 0.4124


= 
 0.2126


0.0193


0.3576
0.7152
0.1192



0.1805


0.0722



0.9505


 3.2406 −1.5372 −0.4986





= 
−0.9689
1.8758
0.0415






0.0557 −0.2040
1.0570

If the original color space of the HDR image was not sRGB, this conversion could introduce bias.
However, as long as the original color space of the image was in RGB space, this conversion
approximates the relative tristimulus values.
For many images the shape of the histogram provides a clue as to its absolute luminance values.
We thus estimate the absolute luminance values of an image by computing its key. The key of
an image indicates whether the scene was subjectively light, normal, or dark. Since brightness
1

A properly created HDR image is linear, since the non-linearities of the camera are inverted during HDR recovery
using the inverse of the camera response curve.
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can be crudely modeled with log-luminance [108, 114, 92], we view the normalized log-average
luminance of an image to be a useful approximation of its key

log Lav =
k =

1 X
log (δ + L(x, y))
N x, y
log Lav − log Lmin
log Lmax − log Lmin

Here, N is the number of pixels in the image and L is the relative luminance for pixel (x, y) and
δ is a small offset to avoid the singularity occurring for black pixels. In the second equation, the
log-average luminance is normalized by the dynamic range of the image to compute its key. Lmin
and Lmax are the minimum and maximum relative luminances of the image. They are computed
after excluding a fraction of lightest and darkest pixels from consideration to make the method
robust against outliers. In most cases, excluding 5% of the total number pixels both from the dark
and light ends is sufficient.
In many cases, the key k correlates well with the overall dark or light appearance of an image.
Hence, we may use k to estimate the overall luminance and compute a scale factor f by which we
multiply each pixel. Because k is computed in the log domain, a reasonable approach is to linearly
relate f to k:
f = 104 k/Lmax
The constant 104 cd/m2 is based on typical maximum luminance values found for different types
of scenes [113]. By multiplying the input with f , we approximate the real world luminance values
of an uncalibrated input image.
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Table 4.2: The input parameters of the CIECAM02 model.
XY Z
Xw Yw Zw
LA
Yb
Surround

:
:
:
:
:

Absolute tristimulus values of the stimulus.
Relative tristimulus values of the white point.
Adapting field luminance in cd/m2 .
Relative luminance of the background.
Relative luminance level of the surround specified as dim, dark or average

4.5 Algorithm

In this section, we show the application of the CIECAM02 model. Since the input parameters of
RLAB and CIECAM97s are slightly different, the other models may be used with minor modifications.
The CIECAM02 model requires five parameters as shown in Table 4.2 (see also Appendix A).
These parameters may be given as user parameters, or may be estimated from the data. The background is the immediate surrounding area of the stimulus. In an image, this corresponds to a
neighborhood around each pixel. The adapting field is considered to be outside of the background
in the visual field. The surround is defined to be the entire area outside of the background. In practice, it can be considered to be the entire room or the environment in which an image (or scene) is
observed.
We set the adapting field luminance to the 20% of the luminance of the white point [44, 30, 71].
This assumes that scenes integrate to a gray with a reflectance factor of 0.2 [30]. Yb is the ratio
of the background luminance to the luminance of the white point. For a stimulus surrounded by a
uniform background it may be possible to measure Yb directly. However, in imaging applications
the background of every pixel is composed of surrounding pixels which are likely to change from
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Original

No detection

Light source detection

Figure 4.4: Discounting the light source (right) correctly preserves its yellow appearance. Ignoring
light source detection (middle) over-corrects compared with the uncorrected image (left).
pixel to pixel. This might require recalculation of the background for every pixel and is deemed
to be impractical [30]. Therefore, in imaging applications the relative background luminance is
typically set to 20% of the luminance of the white point by making a gray world assumption [71,
30].
The relative tristimulus values of the white point may be computed in various ways. For our
calibrated images we use the XYZ values measured on the gray card. For many other images
we have found that the gray world assumption holds, which means any systematic deviation from
neutral gray is due to the color of the illuminant. Hence, the image’s white point may be estimated
from the average X, Y , and Z values. However, for some images the dominant hue shift is not
due to the illuminant, in which case the gray world assumption is violated. In such cases, we use
Table 4.3 to estimate an appropriate white point.
For an outside scene or a normally lit office using an sRGB specified monitor the surround can
be set to average [71]. However if the lights of the room are turned off so that the illumination is
only due to the monitor, the surround can be set to dim or dark.
Based on these settings, the CIECAM02 model specifies a set of parameters, including F , the
factor for degree of adaptation (see Appendix A). The degree of adaptation D is then determined
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Table 4.3: Relative white points (XY Z) for common scene types and a selection of CIE luminaries.
We also show their associated correlated color temperatures T . The values in this table are derived
from data in [120].
Scene
candle flame
sunrise / sunset
100 W incandescent
tungsten (TV / film)
summer sunlight at noon
summer sun + sky
CIE A (incandescent)
CIE B (direct sunlight)
CIE C (indirect sunlight)
CIE D50 (noon skylight)
CIE D65 (average daylight)
CIE E (normalized reference)
CIE F2 (office fluorescent)

T (in K)
1850
2000
2865
3200
5400
6504
2854
4874
6774
5000
6504
5500
4150

Xw
132.614
127.432
109.840
105.975
97.584
95.047
109.840
109.215
98.071
96.396
95.047
100.000
99.187

Yw
100.000
100.000
100.000
100.000
100.000
100.000
100.000
100.000
100.000
100.000
100.000
100.000
100.000

Zw
11.511
14.517
35.558
45.347
94.252
108.883
35.558
75.199
118.185
82.414
108.883
100.000
67.395

as a function of both F and LA . The degree of adaptation is crucial because the adaptation level
changes with the luminance level of the surround. Also the degree of chromatic adaptation is less
for self-emitting objects. To account for this, we set D to 0 for the lightest pixels and smoothly
interpolate it for darker pixels. This improves the appearance of light sources, which are usually
the lightest pixels in an HDR image. Note that varying D per pixel does not create a spatial model
because D is adjusted according to each pixel’s luminance value, not according to each pixels’
neighborhood.
We base our estimate for light source detection (and for objects with high luminance) on the
key k of the image. We compute a threshold LT , above which pixels will be counted as possible
light sources:
LT = Lmin + [0.6 + 0.4(1 − k)] (Lmax − Lmin )
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This approximation serves to detect the objects whose appearance will be preserved independent
of the chromatic adaptation of the observer. It will typically detect light sources, as well as strong
reflections and other image areas which are likely to drive an observer’s adaptation.
We use Hermite interpolation to smoothly vary D between 10% below and 10% above this
threshold, which corresponds to a range of luminance values between LT ± 0.1(Lmax − Lmin ).
This range is clamped if either boundary exceeds the luminance range of the image:

LT 0 = max(Lmin , LT − 0.1(Lmax − Lmin ))
LT 1 = min(Lmax , LT + 0.1(Lmax − Lmin ))

If the luminance of a pixel is below LT 0 we do not change the D value computed by the color
appearance model. If it is greater than LT 1 we set D to 0 for that pixel. For a pixel with luminance
L where LT 0 ≤ L ≤ LT 1 , the degree of adaptation D is then computed with the aid of interpolation
value s:

s =

L − LT + 0.1(Lmax − Lmin )
LT 1 − LT 0

D ′ = D(1 − 3s2 + 2s3 )

By using Hermite interpolation, as shown in Figure 4.5, we gradually drop the degree of adaptation
from D to 0. Since we detect light sources according to their luminance, some low-intensity
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1.0
D' = D(1 - 3s 2+ 2s 3)
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s

Figure 4.5: The degree of adaptation as the value of s changes.
illuminants will not be detected as light sources. This is appropriate treatment, as these sources do
not affect human visual adaptation.
The effect of varying D ′ is demonstrated in Figure 4.4. The left image is created without
applying a color appearance model and therefore shows a yellow color cast in the background.
The middle image is obtained by using the CIECAM02 model with chromatic adaptation applied
to all pixels. Note that the color cast in the background is removed but the appearance of the light
source is also changed. Finally, the interpolation scheme is shown in the right image, which depicts
an appropriately corrected background as well as a properly discounted light source.
With the XY Z tristimulus values and all environment parameters now available, appearance
correlates are computed using the CIECAM02 model. These are then transformed back into XY Z
tristimulus space by applying the inverse CIECAM02 model using viewing environment’s parameters. In our experiments we used an sRGB monitor in a room lit by fluorescent light to view the
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images. In this type of mixed chromatic adaptation environments (i.e. light of the monitor, and the
fluorescent light) adaptation shifts occur from the monitor’s white to the color of the ambient light.
In a series of experiments performed by Brainard et al. [9], Choh et al. [13], Katoh et al [49] the
amount of this shift was found to be as small as 10% to 20% if the observers’ eyes were fixated at
the monitor, and as big as 40% to 50% if the observers were allowed to let their eyes wander off
the monitor. However, even in the latter case when the eye focuses back on the monitor it quickly
restores its adaption back to the monitor’s white point [49]. For this reason we primarily used
the white point of an sRGB monitor as the reference white of the inverse model, unless otherwise
indicated.
We set the adapting luminance LA = 16cd/m2 since the images are prepared to be viewed in a
normally lit office [30]. Yb is set to 20 since the background of any pixel is not uniform [71]. The
surround parameter is set to average since the ratio of the ambient light to the monitor white is
greater than 20% in a normally lit office. However, in certain conditions such as viewing a monitor
at home, the surround may be considered as dim [30].
The inverse model yields XY Z tristimulus values that could in principle be converted back to
RGB values. However, it should be noted that one of the steps in the forward CIECAM02 model
involves range compression using a hyperbolic (sigmoidal) curve. With a different adapting field
luminance LA the range expansion in the reverse model is incomplete. Hence the dynamic range on
output is smaller than on input. Since we aim to separate range compression from color appearance,
we therefore convert the output of the inverse model to Y xy color space, and reset the Y values for
each pixel to the Y values read on input. This approach only affects the luminance of each pixel
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but retains the chromaticities computed by the color appearance model. If luminance values are
not reset to their original values after chromatic correction, reduction of the dynamic range will be
shared between both the color appearance model and the tone reproduction operator, potentially
causing uncontrollable results. The luminance reset is the final step before tone reproduction can
be applied.
In our algorithm, we assure that chromatic effects and range compression are cleanly separated
into different algorithms. The CIECAM02 model is now responsible for applying chromatic adaptation and color appearance related effects, whereas any subsequent tone reproduction operator
will be responsible for reducing the dynamic range of the image and preserve all luminance-related
appearance effects.

4.6 Results

We performed our experiments on one calibrated HDR image and several uncalibrated HDR images. The calibrated image is created from a sequence of raw exposures captured by a Nikon
Coolpix 5400 camera (Figure 4.6). An 18% gray card and a SpectraScan P R650 spectrometer were used to measure the adapting luminance, white point, and the color temperature of the
photographed scene (Table 4.4).
Our results for the calibrated HDR image are shown in Figure 4.7. The image in the upper
left corner is tone-mapped by the photographic tone-mapping operator [92] without application
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Figure 4.6: The separate exposures used to create the calibrated HDR image. Each exposure is
1 f-stop apart, ranging from 1/4000th of a second to 1/8th of a second. Although these images
are converted to sRGB space for display purposes, their raw originals are used to recover the HDR
image.
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Table 4.4:
The environment parameters of the calibrated HDR image as measured by a
SpectraScanP R650 spectrometer aimed at a 18% gray card. Although color temperature is not
directly used by CIECAM02 it is given for illustration.
LA
Xw Yw Zw
Surround
T(K)

:
:
:
:

240cd/m2
95.45 100.00 129.22
average
7969K

Table 4.5: The viewing environment parameters used for producing images in Figure 4.7.
LA
Xw Yw Zw
Surround

:
:
:

Upper right
16 cd/m2
95.05 100.00 108.88
average

Lower left
16 cd/m2
96.71 100.00 92.29
average

Lower right
16 cd/m2
100.97 100.00 79.55
average

of our algorithm. We applied our algorithm to the other three images with the same scene but
different display parameters prior to tone-mapping. The scene and display parameters are listed in
Tables 4.4 and 4.5 respectively. For the image in the upper right corner we set the display white
point to D65 and the surround to average, thus assuming an sRGB monitor under neutral lighting.
The display white for the image in the lower left corner was set to a weighted average of D65
(60%) and fluorescent light F 2 (40%) to represent a mixed state of adaptation between the monitor
white and fluorescent office lighting. The surround was set to average. The lower right image is
similar identical, except now incandescent illumination is assumed. Therefore its white point was
set to 60% D65 and 40% incandescent A. The surround parameter was set to average.
In comparison the blue color cast in the upper left image does not exist in the other three images.
Also as the display environment changes from neutral to fluorescent and incandescent, the colors
in the image shift towards the color of the white point. With a simple white balance applied on the
camera this effect cannot be achieved. White balancing models the chromatic adaptation that takes
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Figure 4.7: The upper left image is only tone-mapped with the photographic tone-mapping
operator[92]. We applied our algorithm on the other images prior to tone-mapping with different display white points. The display white point of the upper right image was set to D65, and the
display white points of the lower images were set to a weighted average of D65 and F 2 (lower-left
image) and D65 and A (lower-right image). The surround for all three images was set to average.
place in the original scene of the image, but it does not consider the adaptation of the observer in
the display environment. Also white balancing in the camera does not distinguish between light
sources and reflective objects to adjust the degree of chromatic adaptation accordingly.
The effect of choosing different values for the surround parameter is demonstrated in Figure 4.8. The display white for all the images was set to D65, and the surround is set to average,
dim, and dark from left to right. The contrast and the colorfulness of the images are increased by
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Figure 4.8: The effect of changing the surround of the display environment. The surround is set
to average, dim, and dark from left to right. It may be observed that as the relative luminance of
the surround decreases, the contrast and the colorfulness of the images are increased by the color
appearance model. This is performed to counter the actual decrease in contrast and colorfulness.
the color appearance model with the darkening surround. This is explained by the Hunt effect and
Bartleson-Breneman equations which suggest that colorfulness and image contrast decrease with a
decrease in illumination level. CIECAM02 model counters this change by increasing colorfulness
and contrast [30].
In Figure 4.9, we demonstrate the accuracy of our light source detection heuristic. The image
on the left is just a tone-mapped version of the HDR image. The light sources detected by our
algorithm are marked as white pixels on the right image. Although the sky is correctly detected,
some small highlights are also detected as light sources. If desired these highlights can easily be
excluded by using a minimum area threshold.
The overall effect of our approach to separate range compression from color appearance issues
for uncalibrated high dynamic range images is illustrated in Figure 4.10. In this figure we compare
our results with the results of the iCAM (second image) and Multi-scale Observer Model (third
image), which aim to accomplish tone reproduction and color appearance preservation simultaneously. To create our result (rightmost image) we have chosen CIECAM02 as the color appearance
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Figure 4.9: The right image depicts the detected light sources in the left image as white pixels.
model and photographic tone-mapping as the tone reproduction operator [92]. Our result is prepared for viewing under fluorescent light. We estimated the desk lamp in this figure to be close to
a CIE A incandescent light source, and therefore chose the corresponding white point (Table 4.3)
as one of the CIECAM02 forward model surround parameters.
For some scenes, dominant hue shift may not be due to the color of the illuminant. In such
cases, we estimate the white point using Table 4.3. For the sunrise image shown in Figure 4.11
(right), we estimated the correlated color temperature to be around 3300K — higher than the table
would indicate because half the image contains blue sky, which increases the color temperature.
The result looks more plausible than the result produced under the gray world assumption, shown
in Figure 4.11 (left).
In Figure 4.12, we show results created with and without our approach to color appearance
for different tone reproduction operators. In each case, the luminance compression was achieved
by applying an operator which does not alter the ratios between the red, green and blue channels,
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Without preserving color appearance

iCAM Model

Multiscale Observer Model

Our approach

Figure 4.10: Top row: tone-mapped image, output of iCAM model [31]. Bottom row: the Multi-scale Observer Model [79], tone-mapped image with appearance preserving pre-processing (our
approach).
such that there is no unwanted interaction between the color appearance model and luminance
compression algorithms.
To demonstrate that our algorithm is not bound to a specific color appearance model and tone
reproduction operator we display further results created with different color appearance models
and tone reproduction operators in Figure 4.13.
Using the CIECAM02 model and the photographic-based tone-mapping in Reinhard et al. [92]
we show the effectiveness of our approach on a further selection of images in Figure 4.14.
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Image white point: grey world

Image white point: 3300K

Figure 4.11: Comparison of different estimated image white points. The viewing environment is
assumed to be lit by fluorescent light.

4.7 Discussion

After the application of the forward and backward color appearance model we reset the luminances
of an HDR image to their original values. This step is performed to undo any luminance compression that may be performed by color appearance models. For instance in the forward CIECAM02
model, there is a non-linear response compression step which is not fully inverted in the backward
model unless the same adapting luminance as the forward model is used. Thus, without resetting
luminances to their originals, luminance compression will be shared between the color appearance
model and the tone reproduction algorithm, which might yield uncontrollable results. Resetting
luminances prior to tone-mapping leaves the chromaticities intact, and does not introduce side effects since most tone-mapping algorithms already scale or normalize HDR images prior to tone
reproduction.
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Photographic tone reproduction
Ashikhmin s operator
Bilateral filtering
Histogram adjustment

No colour appearance

With color appearance

Figure 4.12: Parking garage without (left) and with our preprocessing (right) is compressed with
photographic tone reproduction [92], Ashikhmin’s operator [3], bilateral filtering [27], and histogram adjustment [116] from top to bottom. The right row is best viewed under fluorescent light.
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Tone reproduction only

CIECAM97s model + tone reproduction

Tone reproduction only

RLAB model + tone reproduction

Figure 4.13: Top row: the tone-mapped image with the photographic tone reproduction operator [92], the CIECAM97s model applied to high dynamic range data and tone-mapped with the
photographic tone reproduction operator. Bottom row: the tone-mapped image with Tumblin
and Rushmeier’s operator [108], the RLAB model applied to the high dynamic range data and
tone-mapped with Tumblin and Rushmeier’s operator.
Chromatic adaptation models, on the other hand, take into account both the scene and display
white points. By using these models, one can compute corresponding colors across two environments which differ only in white point. Simple von Kries type chromatic adaption models are
independent of luminance, which make them unusable to predict color appearance in case of luminance differences [30]. Some chromatic adaptation models extend von Kries type of adaptation
to include additional factors such as adapting luminance and background. Nayatani et al.’s and
Fairchild’s model are examples of this type [30].
In high dynamic range imaging, the differences between scene and display environments can
potentially be much larger than in conventional digital imaging applications, since there is no limit
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Without preserving color appearance

Color appearance preserved

Figure 4.14: Further results with and without appearance preserving pre-processing (for viewing
under fluorescent light).
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on the luminance values that can be captured. We therefore argue that using color appearance
models is essential to preserve appearance of high dynamic range scenes.
We note that any spatially invariant color appearance model may be used, as long as it is capable
to process high dynamic range data. For instance the ZLAB model [29] is restricted to intermediate
values of adapting luminance, and is therefore not suitable for high dynamic range data.
Research in tone reproduction is currently very active. New tone reproduction operators become available on a regular basis. We believe that no single operator will be suitable for all possible tasks such as film, photography, computer graphics and scientific and medical visualization.
A more likely scenario is that some operators will be more applicable for certain specific tasks,
whereas other operators will be more suitable for other tasks.
These developments make it impractical to target one specific tone reproduction operator for
enhancement with techniques borrowed from the field of color appearance. Our technique decouples color appearance issues from tone reproduction. Therefore, a key advantage of our technique
is that it operates as a pre-process to any subsequent tone reproduction operator as long as the
operator compresses the luminance channel only. We believe this method is particularly attractive
because high dynamic range imaging will benefit from improvements in both color appearance
modeling and tone reproduction operators.
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CHAPTER 5
VALIDATION OF TONE REPRODUCTION OPERATORS
High dynamic range images cannot be directly displayed on conventional display devices, but have
to be tone-mapped first. For this purpose, a large set of tone reproduction operators is currently
available. However, it is unclear which operator is most suitable for any given task. In addition,
different tasks may place different requirements upon each operator.
We evaluated several tone reproduction operators using a paradigm that does not require the
construction of a real high dynamic range scene, nor does it require the availability of a high
dynamic range display device. This user study involves a task that relates to the evaluation of
contrast, which is an important attribute that needs to be preserved under tone reproduction.
Although the main purpose of tone mapping is usually to produce visually pleasing representations, this purpose depends on the application at hand. For some application areas, such as
medical imaging and visualization, visibility preserving tone mapping could be preferred as it may
ease diagnosis and help identification. For entertainment or special effects, contrast and brightness
preservation could be given more emphasis in order to increase the visual appeal of the reproduced
image. In color reproduction, preserving brightness or color appearance could be desired to convey
the appearance of the original scene as accurately as possible.
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It is therefore essential to know which operators preserve which of these key attributes. Such
knowledge may lead us to make educated choices when choosing an operator to be used in a given
application.
We may evaluate tone mapping operators based on people’s preference, the criteria being realism or visual appeal. Although this may reveal people’s preference in general, it does not help
discover the underlying reasons for these preferences. Another approach would be to rank each
operator for each desired attribute, such as contrast, brightness, visibility, visual appearance and
color appearance. A collection of such studies may help explain people’s preferences derived from
the former type of validation studies. In our work, we adopt the latter approach and evaluate tone
reproduction operators based on preservation of contrast. In that, the human eye is very sensitive to
differences rather than absolute values, contrast is an important attribute that needs to be preserved
under tone mapping.
Specifically, the input to our experiment is a single high dynamic range image, where each
scanline contains the Cornsweet-Craik-O’Brien illusion. This image is tone-mapped with several
commonly used operators and scanlines of interest are chosen for psychophysical evaluation. In
the psychophysical evaluation, we determine the perceived contrasts in these scanlines with a 2AFC procedure and compare them against a reference. As a result, we categorize operators in
terms of how well they preserve the Cornsweet illusion.
In the following section, we review previous validation studies of tone mapping operators. We
motivate our design choices in Section 5.2. Background information pertaining to the tone reproduction operators evaluated in our experiment is given in Section 5.3. The experimental design
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is detailed in Section 5.4, and results are presented in Section 5.5 followed by their discussion in
Section 5.6. The relation of our results to the previous validation studies is given in Section 5.7
and conclusions are drawn in Section 5.8.

5.1 Previous Work

Validation studies of tone mapping operators may be divided into two categories. In the first category, images tone-mapped by various operators are compared against each other, the criterion
being visual appeal or realism. Since the original HDR images are not used in the comparison,
these studies only reveal the relative rankings of tone mapping algorithms. In the second category,
tone-mapped images are compared against either their HDR originals displayed on an HDR monitor or real world scenes. Although the latter type of studies may arguably yield more realistic
rankings, they also have important limitations. For instance, studies involving real world scenes
are limited to indoor scenes for reproducibility purposes. On the other hand, current HDR displays are still rare and costly at the same time notoriously difficult to calibrate. Furthermore, the
peak luminance of current HDR displays are about 3000 cd/m2, which is still much lower than
luminances found in many real world scenes [99].
Drago et al. [26] conducted a psychophysical experiment in order to evaluate tone mapping
operators with regard to similarity and preference. In their experiment, participants were shown
tone-mapped images in pairs and were asked to rate them in terms of similarity to each other as
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well as naturalness and participants’ preference in a global sense. The resulting ranking therefore
is most meaningful if the general application area is entertainment, where the operator producing
the most preferred images is arguably the most desirable one.
Another pairwise comparison-based validation study was performed by Kuang et al. [54] (also
summarized by Fairchild et al.[33]). In this study, participants were asked to indicate their preference on both color and grayscale (luminance channel only) images produced by several different
operators. This study shows that the ranking of operators for grayscale and color images are
strongly correlated. Thus, the dominant factor determining participants’ preference is the quality
of the luminance remapping, rather than color fidelity.
One of the advantages of the pairwise comparison paradigm is that no real scene is required
for the assessment. Any HDR image may be tone-mapped with any number of operators, and their
comparative preference may be recorded in a relatively straightforward user study. The results may
depend on the content of the images, an effect which may be counter-balanced by incorporating a
large- and varied-enough set of images. At the same time, this presents a disadvantage, because
comparison-based evaluations are not able to assess how perceptually close the tone-mapped image
is to its original, unless the original is also used in the comparison.
The advent of HDR display devices made it possible to carry out comparison based experiments by also using the original HDR images in the comparison [99]. Ledda et al. conducted
such a psychophysical experiment to determine which tone reproduction operators render good
representations of real world scenes [58, 59]. By using an HDR display device, the authors test the
closeness of the tone mapped images to linearly scaled images on the HDR monitor. Images that
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are most closely related to a direct rendition on an HDR monitor could be termed most accurate
— a distinctly desirable property. This work is therefore complementary to the above preferencebased user studies.
Yoshida et al. [122] performed a user study by comparing tone-mapped images with actual
scenes. The participants were asked to rate naturalness, contrast, brightness, and detail reproduction in images tone-mapped with different operators with respect to the corresponding real world
scenes. Although this could be the ultimate test to determine how accurate the actual scene is
reproduced on a display device, the necessity to set-up a controlled scene would limit the imagery
that may be evaluated.
In a more recent study, Ashikhmin and Goyal [4] investigate whether purely low dynamic
range comparison based studies are sufficient to determine operator performance. The authors
compare results of their two experiments, where only one of them involves real world scenes. The
study indicates that results may differ significantly when original real world scenes are used in the
comparison.
An evaluation study with somewhat contradictory results to Ashikhmin and Goyal’s study is
performed by Cǎdı́k et al. [18]. The authors use image attributes such as brightness, contrast, detail
reproduction, and color appearance to define an image quality metric, and evaluate tone mapping
operators by this metric. Here, one group of subjects rank tone-mapped images without seeing
the original scene, while a second group performs the same task while they are allowed to see
the actual scene. The results of these two experiments are highly-correlated, a finding contrary to
Ashikhmin and Goyal’s results.
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Based on these previous validation studies, an overall picture has not yet emerged. Sometimes
we find the results of a validation study in contradiction with a previous one. For instance, gradient
domain tone mapping [35] which performed worst in Kuang et al. [54] performs best in Ashikhmin
and Goyal [4]. This suggests that differences between images in the test set and the experimental methodologies used may be larger than the differences between tone reproduction operators.
Given this scenario, the field of tone mapping needs a more systematic approach to validating tone
mapping operators. One possibility is to individually study how well different image attributes are
preserved under tone mapping. In our study we pursue this possibility by focusing on a single
attribute, namely contrast, which needs to be preserved under tone mapping.

5.2 Motivation

Tone reproduction operators prepare HDR images for display on low dynamic range display devices. Most operators aim to preserve one or more of the key attributes of HDR images, such as
brightness, contrast, visibility or appearance, during dynamic range compression.
Since the human eye is very sensitive to differences rather than absolute values, it is mainly
contrast that makes objects and colors in an image discernible from each other. As such, preservation of contrast is an important task for tone mapping operators. In this study we therefore evaluate
how well tone reproduction operators preserve contrast.
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Our evaluation relies on the existence of a 2-D functional form, which may be reproduced
at any dynamic range—both high and low—and may therefore be directly displayed in its low
dynamic range form. The high dynamic range version may be tone-mapped with any number of
tone reproduction operators, and then displayed on the same display device. The low dynamic
range image then can be used to compare the tone-mapped images against it; i.e. it acts as a
reference.
The functional form from which we derive our HDR image should exhibit the following three
properties. First, it should allow parameterization to yield both high and low dynamic range variants. Second, it should be simple enough to allow measurement of a specific attribute — in our case
contrast. Third, it should contain a large and continuous set of luminance values, so that the operators are evaluated for a large range of luminances rather than a few discrete luminance levels. An
HDR image satisfying all three requirements can be created using the Cornsweet-Craik-O’Brien
visual illusion [76, 17, 16].
This illusion consists of two identical gray patches separated by two non-linear ramps of opposite polarity as shown in Figure 5.1(a). A sharp gradient is present between the two ramps. This
luminance profile induces the perception of a step function. Hence, its brightness profile is as
shown in Figure 5.1(b). Note that although the luminance is identical on the left and right quarters,
the entire patch looks like a bi-partite field due to a smooth variation followed by a sharp gradient
in the middle. In fact, if the sharp gradient and the ramps are occluded by a small piece of paper,
the left and right quarters are correctly interpreted as being of the same luminance. For brevity,
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(a) The Cornsweet illusion
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Brightness profile 2
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(b) The luminance profile and two possible brightness
interpretations of the Cornsweet illusion

Figure 5.1: The top figure demonstrates the illusion in a rectangular patch, and the bottom figures
shows its luminance and two possible brightness profiles.
we will refer to this illusion as the Cornsweet illusion and its luminance profile as the Cornsweet
profile in the remainder of this chapter.
The Cornsweet illusion is characterized by its ramp width and physical contrast (Figure 5.2).
The physical contrast C associated with the Cornsweet illusion is defined by [24, 52]:

C=

Lmax − Lmin
Lmax + Lmin

(5.1)

Both contrast and ramp width affect the strength of the illusion. As a general rule, it is found that
low contrast (< 20%) and wide ramps yield an apparent contrast equal to a real step having the
same physical contrast [24]. As the contrast is increased (around 30% − 40%), the illusion reduces
relative to a real step. Also, the strength of the illusion remains constant if the ramp width and
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Amplitude
Ramp width

Figure 5.2: The parameters of the Cornsweet illusion.
the total width is increased together such that their ratio remains the same [111]. Figure 5.1(b)
demonstrates two possible brightness interpretations of the Cornsweet profile. Depending on its
functional form and parameters, either of the profiles could be perceived.
The Cornsweet ramp can be created with different functional forms such as linear [111],
parabolic [24], sinusoidal and exponential [52] ramps. The C1 continuity between the ramps and
the constant sections ensures that the ramps cannot be differentiated from the constant-luminance
sections. It may be argued that low level center-surround processes, such as those found in the
retina [55, 68, 25, 77], are the cause for this failure to detect the ramps. These processes are tuned
to sharp discontinuities rather than slow gradients. The sharp discontinuity in the middle is therefore the only feature that is detected by low level visual processing. Center-surround processing of
an actual step function would produce a similar signal. Hence, the Cornsweet illusion and a step
function are perceived similarly.
It is believed that later visual processing receives edge information from the retina and then
reconstructs the original signal by filling in [112, 53, 56, 40, 83, 28]. One possible reason for this
encoding and decoding procedure is to overcome the communication bottleneck presented by the
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optic nerve. However, filling-in problems are ill-posed and therefore need to be guided by making
assumptions on the scene being viewed.
One of the assumptions made by the filling-in procedure may be that the areas between edges
are of more or less constant luminance. Although the luminance profile shown in Figure 5.1(b)
violates this assumption, the human visual system only detects the sharp gradient in the middle,
and therefore reconstructs a step function with the left half being brighter than the right half. That
is, it propagates the sharp discontinuity to both left and right halves. Since there is a mismatch
between the actual luminance profile and the perceived luminance profile (i.e. brightness profile),
a visual illusion results.
We use the Cornsweet illusion in the following way. An HDR image is created where each
scanline is a rendition of a low dynamic range Cornsweet profile. The luminance of each scanline
is increased from top to bottom to give the image high dynamic range content1 . This image is
tone-mapped with several operators, and scanlines of particular interest are chosen for subsequent
evaluation. We hypothesize that tone reproduction operators will alter the shape of the luminance
profile and therefore alter the strength of the Cornsweet illusion. Thus, by measuring the strength
of this illusion in a 2AFC design, we are able to determine how well contrast is preserved by each
tone reproduction operator.
In addition, a low dynamic range image is created where every scanline follows the same
Cornsweet profile as the corresponding scanlines in the HDR image. In other words, the parameters
1

For clarity, we define the dynamic range of our input image as the quotient of its maximum and minimum luminances. Therefore, the dynamic range may take values between one and (theoretically) infinity. On the other hand,
(horizontal) contrast is defined by Equation 5.1 and it only takes values between zero and one.

138

discussed above — ramp width and physical contrast — are identical for corresponding scanlines
of each image, although the absolute luminances are different. As such, this image represents an
ideal (but hypothetical) tone mapping, which can serve as a reference for the task at hand.
In the evaluation, we ask subjects to compare the tone-mapped scanlines against real steps to
assess the contrast after tone mapping. Similarly, we determine the perceived contrasts induced by
the scanlines coming from the reference image. Finally, we compare the contrasts induced by tonemapped profiles against reference profiles, in order to estimate how well the Cornsweet illusion is
preserved.

5.3 Tone Reproduction Operators

Our selection of operators to include in the evaluation is based on two criteria. First, the selection
should cover a representative range of different approaches to tone reproduction, including both
local and global operators. Second, the operators should either be parameter-free or provide a
sensible set of default parameters to enable the evaluation to depend less on the choice of parameter
settings.
The seven tone mapping operators evaluated in our experiment are the histogram adjustment
technique [116], the revised Tumblin and Rushmeier operator [107], bilateral filtering [27], gradient domain compression [35], photographic tone reproduction (both global and local versions) [92],
and iCAM [31, 32]. A review of these operators is given in Section 2.3, and here we only provide
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a brief reminder. For a detailed discussion of each of these operators, including their implementation, the reader is referred to Reinhard et al. [94]. In addition to these operators, we include a
linearly scaled version of the input image as well as a reference image (see Section 5.4.2) which is
created directly in low dynamic range.
The histogram adjustment operator uses a modified cumulative histogram to provide a global
mapping between input and output luminances. The technique is similar to histogram equalization,
but the cumulative histogram is modified such that local contrasts cannot be exaggerated. Thus,
for each image a curve is derived based on the luminance histogram which is identically applied to
all pixels. It may therefore be seen as a global operator.
Tumblin and Rushmeier’s operator is a global operator designed to preserve brightness. An
estimate of the brightness is computed from the HDR image using a power law which is derived
from Stevens’ human contrast sensitivity. Then a mapping is applied such that the tone-mapped
image elicits the same brightness as the original HDR image under display conditions.
The global photographic tone reproduction operator is an example of sigmoidal compression.
Therefore, it is representative of several other operators which are functionally similar [98, 79,
107, 80, 91]. The local photographic tone reproduction employs a local scale selection mechanism
based on a Gaussian pyramid to compute a local adaptation value for each pixel, which is then
applied in a sigmoidal compression function. Ashikhmin’s operator is functionally similar to the
local photographic operator [3].
The iCAM model is a spatially variant descendant of a sequence of color appearance models [30], which include CIECAM97 and CIECAM02. It is aimed at both compressing luminances
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as well as matching color appearance. It is the first operator which can be viewed as both a tone
reproduction operator as well as a color appearance model.
Bilateral tone reproduction is a local operator which splits the input into base and detail layers [27]. The base layer is constructed by applying a bilateral filter [105], which smoothes over
small details while preserving sharp contrasts. It is therefore an edge-preserving smoothing operator. The detail layer is constructed by dividing the input image by the base layer. The base layer is
then compressed in the log domain, before it is recombined with the detail layer to yield the final
displayable image.
Gradient domain compression computes a gradient field of the luminance image and attenuates high gradients more than low gradients. The resulting gradient field is integrated to form a
displayable image. The integration is accomplished by solving a Poisson equation using the Full
Multigrid Method [35].
Linear scaling is a naı̈ve approach to tone mapping, although it performs well in images with
moderate dynamic range [116]. It is included in the experiment to observe where it stands among
other operators in preserving the Cornsweet illusion.
The reference image has the same width and height as the original HDR image, and is directly
created in low dynamic range (i.e. no tone mapping is performed to create the reference image). In
that, it has the same Cornsweet illusion parameters (i.e. ramp width and physical contrast) it may
serve as a reference (see Section 5.4.2).
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Table 5.1: The input parameters of each tone mapping operator evaluated in the experiment.
Operator
Parameter
Value
Histogram adjustment
Mimic human vision
off
The revised Tumblin
Display adaptation luminance
25 cd/m2
and Rushmeier
Maximum display contrast
50
operator
Down sampling factor
1
Fast bilateral filtering
Base contrast
2
Gradient domain
Gradient magnitude threshold (α)
0.80
compression
Gradient magnitude exponent (β)
0.85
Photographic
Key
0.55
tone reproduction
Luminance of white (Lwhite )
3340.80 cd/m2
(global)
Photographic
Key
0.55
tone reproduction
Luminance of white (Lwhite )
3340.80 cd/m2
(local)
Filter size
0.25 image size
iCAM
The degree of image white to D65 transformation (D1 )
0.1
The degree of D65 to monitor white transformation (D2 ) 0.0
We used default parameters of the selected operators in our experiments. For the photographic
operator, we applied its associated automatic parameter estimation algorithm [87]. The full list of
input parameters and their settings for each tone mapping operator is given in Table 5.1.

5.4 Experimental Design

Our experimental design is based on an HDR input image which contains the Cornsweet illusion
in every scanline. That is, each scanline itself is low dynamic range and follows a Cornsweet
profile, but the image has a high dynamic range as a result of luminance variation from the top
to the bottom of the image. This image is tone-mapped with the tested operators and scanlines of
particular interest are chosen for the subsequent evaluation. In the evaluation, a stimulus is derived
from each selected scanline and compared against an actual step stimulus in a 2AFC design to
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quantify the strength of the illusion for that scanline. The details of each part are explained in the
following sections.

5.4.1 The HDR Input Image

We have created a 512 by 1024 HDR image in which each scanline follows a low dynamic range
Cornsweet profile, but neighboring scanlines have increasingly larger values, so that the whole
image has a high dynamic range. This difference increases exponentially to create a perceptually
linear stimulus from top to bottom as shown in Figure 5.3 (red lines are not part of the image and
indicate the scanlines selected for psychophysical evaluation).
In addition, we have added dark and light horizontal bands to the image, to enable us to assess
the behavior of tone reproduction operators near sharp contrasts.
The luminances of the black and white stripes are set to 10−1 and 106 cd/m2 , which are the
minimum and the maximum values in the image2. The Cornsweet scanlines range from approximately 103 to 106 cd/m2 . The purpose of this mapping is to create an HDR image which has a
moderate dynamic range (i.e. 103 : 1) in most regions, but has a high dynamic range (i.e. 107 : 1)
in total. In fact, HDR images of many scenes possess a similar distribution, in that they also have
a moderate dynamic range in most parts of the image, but their dynamic range is high due to the
concomitant presence of highlights and darks shadows in smaller regions.
2

These values are roughly equivalent to the reflection of white paper under moonlight to the reflection of white
paper under sunlight.
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214
310
407

622
718
815

Figure 5.3: The high dynamic range input image (linearly scaled for display purposes). The red
lines are the scanlines selected for the psychophysical evaluation; the red color is not part of the
stimulus. The scanlines 310 and 718 are from smooth regions whereas the other scanlines are just
next to black and white stripes (high-contrast regions). The resolution of the image is 512 × 1024
and each stripe is 10 pixels high.
We followed Kingdom and Moulden [52], and based our Cornsweet profile on an exponential
form. We set the physical contrast, C, to 20% and the ramp width to 25% of the entire profile. For
these parameter settings, the Cornsweet illusion is found to be indistinguishable from a real step
of equal physical contrast [24].
In addition, we have found that increasing the amplitude of the discontinuity in the middle in
lock-step with intensity (from top to bottom of the image), produces a similar strength Cornsweet
illusion for all scanlines. Thus, lighter scanlines will also have a larger amplitude. This induces a
Cornsweet illusion that is of approximately equal strength for all luminance values.
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As such, the functional form of our HDR input is defined on a unit square image as follows:

1 − ey
1−e
2
1 − e−x
H(x) = 0.176
1 − e−1





H(4 (x − 0.25)) (0.5 + G(y)) x ∈ [0.25, 0.50)





R(x, y) = −H(4 (0.75 − x)) (0.5 + G(y)) x ∈ [0.50, 0.75)








 0
otherwise
G(y) = 0.70

L(x, y) = 10−1 + 106 (G(y) + R(x, y) + 0.414)

(5.2)

The constants in this equation ensure that the stimulus remains within the desired dynamic range
while still allowing headroom to let the ramp on each scanline drop below and rise above the base
level. They were chosen for practical purposes and could possibly be defined differently without
harming the experiment.
The red lines in this figure indicate which scanlines were selected for the subsequent psychophysical evaluation. These were scanlines 214, 310, 407, 622, 718, and 815, comprising both
light and dark scanlines in smooth regions, dark scanlines near dark and light stripes, and light
scanlines near dark and light stripes. The minimum, maximum, and average luminance values for
these scanlines are listed in Table 5.2.
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Table 5.2: The minimum, maximum, and average luminance values of the selected scanlines. All
values are in cd/m2 .
Scanline Minimum Maximum Average
214
89,435
187,389
138,412
310
136,044
253,752
194,898
407
187,793
327,435
257,614
622
321,566
517,904
419,735
718
390,990
616,753
503,871
815
468,070
726,502
597,286

5.4.2 The LDR Reference Image

The reference image is created by replacing the multiplier 106 with 256 in Equation 5.2, yielding:

L′ (x, y) = 10−1 + 256 (G(y) + R(x, y) + 0.414)

(5.3)

Note that only the global scale is altered, and the two parameters (i.e. the physical contrast and the
ramp width) that affect the strength of the Cornsweet illusion are kept intact.

5.4.3 Tone-mapped Images

The HDR image is then tone-mapped with the results shown in Figure 5.4. From each of the tonemapped images and as well as the reference image, we select 6 scanlines and evaluate the strength
of the Cornsweet illusion. The individual profiles of the selected scanlines are shown in Figure 5.5.
For most scanlines the typical shape of the Cornsweet profile is preserved, although the amplitude of the discontinuity in the middle is changed. However, some of the scanlines tone-mapped
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by bilateral filtering and gradient domain compression have unusual profiles as shown in the figure.
These correspond to the scanlines adjacent to the black stripes. We explain the reasons for these
distortions in Section 5.6.

5.4.4 Stimuli

The stimuli are created from the test scanlines of the tone-mapped images. Since one single scanline is too thin to be used as a stimulus, we replicate each scanline to form a stimulus of 204 pixels
high. The full width of the scanlines is used, which is equal to 512 pixels. As there are 9 images
and 6 stimuli from each image, we obtained a total of 54 stimuli.
A step stimulus of equal dimensions is created for each Cornsweet stimulus. The purpose of
this step stimulus is to quantify the strength of the Cornsweet illusion. The initial step size of
each stimulus is set by the authors such that it produces a contrast similar to its corresponding
Cornsweet stimulus. During the experiment, the magnitude of this step was varied in response
to the participants’ input. When a step stimulus becomes indistinguishable from its corresponding
Cornsweet stimulus, the pixel difference between the left and right halves (i.e. step size) represents
the strength of the Cornsweet illusion.
We normalize each test scanline to have an average pixel value of 100. Normalization is performed to control for the overall luminance level. Otherwise operators that produce brighter images
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Figure 5.4: The tone-mapped images with each operator and the reference image.
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Figure 5.5: The profiles of the test scanlines after tone mapping. Dotted, solid, and dashed lines
represent scanlines next to black stripes, coming from smooth regions, and next to white stripes
respectively.
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Figure 5.6: The original luminance profile (red solid line) shown at the top is tone-mapped by two
operator to two values that only differ by a global scaling factor. This affects the resulting strength
of the illusion (shown by dashed green lines), which we avoid by normalization.
would produce a stronger illusion. Normalization also makes it possible to compare the scanlines
coming from dark and light regions of the input image.
Consider the example shown in Figure 5.6, where the top scanline with luminance profile
shown with a solid red line is tone-mapped by two different operators. Although, the only difference between the two tone-mapped profiles is a global scaling factor c, the scanline output of the
first operator has higher strength of illusion than the second one (the step size shown with a dashed
green line shows the strength of the illusion). However, this should not be a distinguishing factor
between tone mapping operators since the output of any operator can be scaled with any arbitrary
constant to change the overall luminance.
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5.4.5 Experimental set-up

The stimuli were presented on a Sony Trinitron GDM-500PS monitor with a resolution of 1024 ×
768 and driven by an S3 video adapter. The monitor was calibrated to a correlated color temperature of 6500K and 50 cd/m2 maximum luminance using a GretagMacbeth Eye-One Display 2
calibration device. The stimuli were displayed on a background emitting 0.89 cd/m2 (the display
has a black level of 0.27 cd/m2 ). The stimuli were viewed at a distance of approximately 150 cm
to the monitor. At this distance, the width and the height of the stimuli spanned 7.5 and 2.3 visual
degrees respectively. The environment was illuminated by a GretagMacbeth D65 daylight simulator aimed at a white surface behind the monitor. There were no other sources of light in the room
which was an office environment. A photograph of the experimental set-up is shown in Figure 5.7.

5.4.6 Procedure

The experiment was conducted using a temporally interleaved 2AFC procedure. Each trial consisted of a brief display of a tone-mapped (and replicated) scanline followed by a step stimulus (or
vice-versa). The order of presentation was randomized. Trials for each of the 54 scanlines were
interleaved in random order.
The start of each trial was indicated with a short beep, the duration of which was adjusted to
render the beep audible but unobtrusive. The stimulus exposure duration was 0.5 seconds with
an inter-stimulus interval of 0.1 seconds. The interval time between trials was 1.0 second during
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Figure 5.7: A photograph of the experimental set-up, taken from the view of the participants. The
fluorescent lights of the room were off during the experiment, and the only lighting was provided
by the GretagMacbeth D65 daylight simulator, which illuminated the white surface behind the
monitor, as shown.
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which the participant was given the opportunity to select one of the stimuli by hitting either the 1
or the 2 key on the keyboard.
The observers’ task was to indicate which of the two stimuli elicited a bigger contrast (see
Section 5.9 for a verbatim copy of the instructions given to the participants). The same pair was
repeatedly shown (in randomized order) until the observer indicated a response. Participants were
encouraged to give a response after every trial without letting a pair of stimuli repeat. The reason to
repeat a trial if no response was given, was to allow the experiment to be interrupted if a participant
needed a break. In addition, every 150 trials the participant was forced to pause for a few minutes.
If the observer indicates for a particular trial that the step stimulus has a higher contrast its contrast is reduced; otherwise its contrast is increased. The schematic representation of this procedure
is illustrated in Figure 5.8.
A typical set of responses is shown in Figure 5.9. In this figure, each local minimum and
maximum is called a reversal, and the experiment stops after 14 reversals. All trials prior to the
first 3 reversals are considered as warm-ups, and are excluded from the subsequent analysis. With
this configuration all the participants finished the experiment between 45 to 60 minutes.
The amount by which a step size is incremented or decremented after each trial is an important
factor that affects both the accuracy and the rate of convergence. After a pilot study which involved
both authors, we settled upon the following relation between the step size Sk for trial k and the
new step size Sk+1 for trial k + 1:

Sk+1 = Sk ± Sk (0.45 + ζ1 0.1) + ζ2 0.01

153

(5.4)
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Figure 5.8: The schematic representation of the experiment.
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Figure 5.9: The plot of measured step size for three arbitrary stimuli that were used in the experiment.
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Here, ζ1 and ζ2 are uniformly distributed random variables between 0 and 1. Note that a change
in the step size depends on the magnitude of the step itself. This follows from Weber’s law which
suggests that the amount of a noticeable change in a signal is directly proportional to the value of
the signal.

5.5 Results

We collected data from 13 participants, 12 of which were naı̈ve to the purpose of the experiment.
There were 5 females and 8 males in the group, who were between 21 and 39 years old. All
participants had normal or corrected to normal vision.
The data were analyzed with a repeated measures analysis of variance (ANOVA) procedure.
The two within-subjects variables were the tone mapping algorithm and the scanline. We did
find statistically significant differences between the average step sizes of different tone mapping
operators (F (1.89, 22.62) = 53.50 p < 0.001). We show average step sizes together with their
95% confidence intervals in Figure 5.10.
To determine which operators are significantly different from others we conducted pairwise
comparisons with Bonferonni correction against type-I errors3 . All analyses were carried out with
an alpha value of 0.05. The similarity groups are depicted in Figure 5.11. In this figure, statistically
3
Here, type-I error is the probability of finding a difference among operators where there is not. A type-II error
would be not discovering a difference despite there actually being a difference.
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Figure 5.10: Average step sizes of the tone reproduction operators. The error bars represent 95%
confidence intervals.
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Figure 5.11: The statistical similarity groups of the tested operators.
similar operators are shown in the same set. Note that sets are not mutually exclusive, that is an
operator can belong to more than one set.
As Figure 5.11 shows, the operators that are in the same group as the reference image are: the
local photographic operator, histogram adjustment, linear scaling, Tumblin and Rushmeier, and
iCAM. The other three operators: gradient domain compression, bilateral filtering, and the global
photographic operator are outside this group.
This classification is based on the aggregate result of all of the 6 test scanlines. However, bilateral filtering and gradient domain compression operators suffer from haloing artifacts for scanlines
next to the black stripes. As such, it is not surprising for these two operators to yield the lowest
contrast when aggregate results are considered.
Deeper insight can be gained by separately analyzing the three types of scanlines. Figure 5.12
demonstrates the average step size elicited by each operator for scanlines next to the dark and light
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Figure 5.12: The 95% confidence intervals of the step size for three different types of scanlines:
scanlines from dark and light high-contrast regions, and from smooth regions. Each line represents
the average of two scanlines in each type.
stripes as well the scanlines coming from the smooth regions. This figure shows that operators
behave differently in different regions of the input image.
Bilateral filtering, iCAM, linear scaling, the reference, and Tumblin and Rushmeier’s operator
elicit a consistent step size for all three types of scanlines. However, the other operators induce
significantly different step sizes for different scanlines as shown in Figure 5.13. These results
are enumerated in Table 5.3. In the remainder of this section we analyze each type of scanline
separately.
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Figure 5.13: The operators that produced consistent step size for each type of scanline is shown in
the green set (right) whereas the inconsistent operators is shown in the blue set (left).

Table 5.3: The results for the tone mapping consistency of the operators across different regions of
the input HDR image.
Operator
F-number
p-value
iCAM
F (2, 50) = 0.876
0.423
Histogram adjustment
F (2, 50) = 12.420 < 0.001
Tumblin-Rushmeier
F (2, 50) = 0.916
0.407
Linear scaling
F (2, 50) = 0.868
0.426
Reference
F (2, 50) = 1.887
0.162
Local photographic operator
F (2, 50) = 7.680
0.001
Global photographic operator F (2, 50) = 17.130 < 0.001
Bilateral filter
F (2, 50) = 0.868
0.426
Gradient domain compression F (2, 50) = 49.993 < 0.001
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5.5.1 Scanlines next to black stripes

Figure 5.14 shows the 95% confidence intervals of step size for scanlines next to the black stripes.
Significant differences are found between operators (F (8, 96) = 46.227 p < 0.001). As we can see
from Figure 5.15, the similarity groups are almost identical to those of the aggregate results with
the exception that both photographic operators fall into the same group. This is a surprising result
as these scanlines are from high-contrast regions. We would expect the local operator to create a
significantly higher contrast. In fact, by examining Figure 5.5, we can see that the physical contrast
is exaggerated more by the local operator (especially for the cyan line). However, we know that as
the physical contrast of the Cornsweet profile is increased the apparent contrast stops increasing
beyond a certain level [24]. This could be the reason for having a similar apparent contrast for both
operators.
Figure 5.14 reveals a trend, which is that the step size of the brighter scanline (622) is smaller
than that of the darker scanline (214) for all operators. This shows most operators tend to compress
high luminance regions in an HDR image more significantly, resulting in less detail for those
regions. This behavior is expected from operators which use a sigmoidal compression curve.
For this type of scanline the gradient domain compression produces a very low contrast. Figure 5.5 shows that these scanlines are mapped to a very high value, and the Cornsweet profile
is severely distorted. Another operator which severely distorts the Cornsweet profile is bilateral
filtering (see Figure 5.5).
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Figure 5.14: The 95% confidence intervals of the step size for scanlines next to the black stripes.
Black dots show the mean step size for the two scanlines.
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Figure 5.15: The statistical similarity groups for the scanlines next to the black stripes.
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When the Cornsweet profile is significantly distorted it may cease to elicit a step profile. However since the sharp discontinuity in the middle is preserved, the left and right halves of the stimulus

5.5.2 Scanlines next to white stripes

Significant differences exist between operators for this type of scanline (F (2.665, 31.981) =
32.101 p < 0.001). The confidence intervals and the statistical similarity groups are shown in
Figures 5.16 and 5.17. The global photographic operator produces the lowest step size, but it is
not statistically different from gradient domain compression. Also bilateral filtering is in the same
group as the gradient domain compression. These three operators are statistically different from
the other operators, all of which are in the same set as the reference.
These scanlines give insight into the behavior of the local photographic operator. Inspection of
Figure 5.5 shows that scanlines that are next to the white stripes are more severely compressed than
the other types of scanlines. On the other hand, scanlines next to dark stripes are least compressed.
Thus, the contrast is increased for both of these regions. This behavior shows itself in real images
with better preservation of details around highlights and in dark regions.
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Figure 5.16: The 95% confidence intervals of the step size for scanlines next to the white stripes.
Black dots show the mean step size for the two scanlines.
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Figure 5.17: The statistical similarity groups for the scanlines next to the white stripes.

5.5.3 Scanlines from smooth regions

As Figure 5.18 shows, the step size is more uniformly distributed although significant differences
exist between operators (F (2.892, 34.710) = 21.011 p < 0.001). All the operators are in the same
group as the reference with the exception of the bilateral filter and the global photographic operator
as shown in Figure 5.19.
In this figure the presence of iCAM and the global photographic operator in the same group
seems surprising as the difference between their average step sizes is high. However, what makes
them indistinguishable is their high variance. Also note that for smooth scanlines the operators
behave more similarly to each other as opposed a more varied behavior near high-contrast regions.
Gradient domain compression and bilateral filtering operators yield higher contrast in smooth
regions than in contrast-rich regions. This naturally follows from the fact that these scanlines do
not have haloing artifacts. However, these two operators still yield the lowest contrast among all
operators with the exception of the global photographic operator for scanline 718.
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Figure 5.18: The 95% confidence intervals of the step size for scanlines coming from the smooth
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5.6 Discussion

Some of the results given in the previous section can be related to the functional form of each
operator, while others have less clear explanations. For instance gradient domain compression
attenuates high gradients more than low gradients. For the test HDR image, the highest gradient
along a scanline is the sharp transition point in the middle, and therefore it is attenuated the most.
We view this as the main cause of low contrast produced by this operator.
Another cause of low-contrast for gradient domain compression is the occurrence of halo artifacts for scanlines adjacent to the black bands. This operator recovers the tone-mapped image
by integrating a compressed gradient field. Integration is performed numerically using the Full
Multigrid Method [86]. This operation essentially involves searching the space of all 2D potential
functions whose gradient is closest to the attenuated gradients in the least squared sense. In that
a solution minimizing the global least square error is searched, some pixel values may be misassigned causing gradient reversals. The HDR image we use could be a more challenging input for
this operator, since its gradient field is fairly uniform, except significant peaks next to the black
and white stripes.
In our experiment bilateral filtering based operator also yields low contrast. For some scanlines
this may be attributed to halo artifacts. While edge-preserving contrast reduction methods significantly reduce halos, they do not completely eliminate them [109, 106]. Durand and Dorsey [27]
propose an explanation in terms of signal to noise ratio and argue that halos correspond to pixels
where there is not enough information to decouple large scale and small scale features. These
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pixels, called uncertain pixels, are typically found in high-contrast boundaries where fewer pixels
are averaged due to influence of an edge stopping function. For those pixels a statistical estimator
is computed with very little data, potentially causing the halo artifacts.
To circumvent this problem, Durand and Dorsey [27] suggest to apply an extra step of smoothing for uncertain pixels using a 2 by 2 Gaussian kernel. The final values of these pixels are obtained
as a linear combination of the Gaussian smoothed image and the output of the bilateral filter. The
higher the uncertainty of a pixel the more weight it gets from the Gaussian smoothed image. This
causes some blurring around sharp edges, which results in halos in the tone-mapped image. Due
to the small Gaussian kernel, these artifacts may be masked in real images.
The second reason of the low contrast by bilateral filtering is that it smoothes slowly varying
gradients. Such gradients exist in the ramps of the Cornsweet scanlines, and smoothing them
results in shorter ramp widths. However, shorter ramps are known to induce smaller contrasts [24].
In our experiment, the iCAM produces highest overall contrast, although it is not statistically
different from the reference image. While this algorithm uses a sigmoidal compression, the main
cause of high contrast is most likely clipping performed in the last stage of the algorithm [47].
During clipping a small percentage of pixels are allowed to burn out leaving headroom for higher
dynamic range for darker pixels.
For the last two scanlines (i.e. 718 and 815), the global photographic tone mapping operator
produces the smallest contrast. This may be attributed to the sigmoidal compression employed in
the algorithm. Although a true sigmoidal compression compresses both high and low luminances,
this operator uses a compression scheme which compresses mainly the high luminances [92].
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For the two scanlines that are next to the light intensity bands, the local photographic operator
produces significantly higher contrast than the global operator. This is an expected result since
the local operator is designed to preserve contrast by altering the sigmoidal compression curve
according to the neighborhood of the pixel of interest. The local operator produces higher contrast
also for the scanlines next to the dark bands, however for those scanlines the contrast difference
with the global operator is not significant.
Tumblin and Rushmeier’s operator is a global tone mapping operator which aims to match the
brightness of the original scene with the brightness of the displayed image. In doing so, input
luminances are mapped to output luminances via a nonlinear function akin to a gamma curve. Due
to its nonlinearity, pixels with different luminances are compressed differently. Thus, we do not
expect to find significant differences between scanlines selected from high contrast and smooth
regions. This is indeed the case for this operator, where there is a monotonic decrease in contrast
as we move from dark to light regions in the image.
The histogram adjustment operator is found to be similar to the reference image in all types of
scanlines. This result is despite the fact the input HDR image has a very sparse histogram, with
two peaks corresponding to black and white stripes. Such an histogram constitutes a more difficult
case for this operator because its cumulative histogram contains a large region of luminance values
which will be mapped to the same output. As such, this operator could potentially perform better
for HDR images with more highly populated histograms.
When a tone mapping algorithm alters the shape of the Cornsweet profile significantly, such a
profile may cease to induce a perfect step edge. In this case, luminance variations may be detected
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in either half of the profile. In our study, this occurs only for the two scanlines next to the black
bands for bilateral filtering and gradient domain compression algorithms. As shown in Figure 5.5,
the luminance profiles of these two scanlines are significantly distorted, and as such they do not
induce perfect steps. However, due to the persistence of the sharp discontinuity in the middle
an overall contrast between the left and right halves is still perceived. In these cases, we expect
the subjects to base their decisions on the overall contrast between the left and right halves of a
stimulus.
The LDR reference approach we use in our study has several benefits as well as potential
limitations. Its chief benefit is that it allows to compare tone mapping operators against a reference
without using an HDR display device or a real scene. In addition to being rare and expensive,
current HDR display devices are not well suited for psychophysical studies that use simple stimuli
such as the one in this experiment4. On the other hand, real scenes contain a multitude of factors
which need to be meticulously accounted for. The comparison of a 3-D world against 2-D images
is itself a challenging task for participants. The LDR reference approach utilizes a well understood
and calibrated CRT monitor, and therefore bypasses the problems associated with both approaches.
One challenge of the LDR reference approach is that the reference image should represent
an ideal tone mapping of its HDR original. Given the difficulties in determining an ideal tone
mapping for a natural HDR image, this may limit us to the use of only abstract stimuli generated
from functions whose parameters can be adjusted as in our experiment.
4

Since the current HDR displays are composed of a low resolution LED layer behind a high resolution LCD panel,
displaying dots, lines, or simple stimuli such as the one we use in this experiment cause halo artifacts. These artifacts
are due to light leakage from LCD pixels and may go unnoticed when natural images are displayed.
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5.7 Comparison with Previous Work

Using pairwise comparisons, Drago et al. [26] evaluated operators’ performance with regard to
naturalness and subjects’ preference. The results show that the photographic tone mapping operator [92] produces the most natural looking images, and also it is also preferred the most by the
subjects. In our study, we found this operator to preserve contrast very well and this may be one of
the reasons behind subjects’ preference in Drago et al.’s experiment. Drago et al. also found that
the histogram adjustment technique [116] enhances contrast, but perhaps for this reason, its resulting images are not considered very natural. We have also found histogram adjustment to produce
high contrast. However, in our experiment this operator does not enhance contrast but accurately
reproduce it. Therefore, we may argue that the histogram adjustment technique may be used where
high-contrast is desired.
In another pairwise comparison study, Kuang et al. [54] found bilateral filtering [27] and photographic tone mapping [92] the most preferred, and gradient domain compression [35] the least
preferred operators. This result is only in partial agreement with our study. In our study, the gradient domain operator produces the lowest contrast, and this may explain why it is not preferred
by observers in Kuang et al.’s study. However, we have also found bilateral filtering to yield low
contrast although this operator is preferred the most in Kuang et al.’s experiment.
Yoshida et al. evaluated tone mapping operators using real world scenes [122], with results
similar to ours. The authors found global operators to generate more overall contrast than local
operators. This trend is also seen in Figure 5.4 of our study, where global operators show a larger
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variation of luminance in the vertical direction. One exception is iCAM, which although being
a local operator yields high overall contrast. This is most likely due to its large kernel size, i.e.
one quarter of the image, which makes iCAM behave similar to the global operators. The authors
also found histogram adjustment [116] and photographic tone mapping [92] to produce the most
natural looking images. This result is partially contradicted by Drago et al.’s study where the
histogram adjustment operator was not considered natural. However, the good performance of the
photographic tone mapping operator is also supported by this study.
Ledda et al. [59] performed an evaluation study where tone-mapped images are compared
against linearly scaled images displayed on an HDR monitor. The authors found the iCAM [31]
and the photographic tone reproduction operator [92] to be the most similar to the reference images
displayed on the HDR monitor. Conversely, bilateral filtering is found to be the least similar to the
reference. These results are largely in parallel to ours where we also found that iCAM and the
photographic operator are in the same statistical group as the reference. Bilateral filtering is not in
this group.
In a recent study, Ashikhmin and Goyal investigate whether subjects’ awareness of real world
scenes play a role in their interpretation of naturalness [4]. The authors conclude that if subjects
can see the original scenes while evaluating tone-mapped images, the final rankings may change
significantly compared to participants not knowing the original scenes. When subjects are allowed
to see the actual scenes, the gradient domain compression is systematically chosen as the most
natural, although there is no clear winner in the absence of actual scene information. This result is
in contradiction with our study where this operator poorly reproduces contrast.
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In another evaluation study, Cǎdı́k et al. [18] also asked subjects to express the overall image
quality with and without seeing the real world scene5 . The results show that the knowledge of the
original scene plays only a minor role in subjects’ preference, a finding in conflict with Ashikhmin
and Goyal’s evaluation. In this study, the photographic tone mapping and histogram adjustment operators produced the best overall quality, while gradient domain compression and bilateral filtering
based operators were low in ranking. These results are in agreement with our contrast preservation
findings.

5.8 Conclusions

In this study, we present an evaluation study of tone reproduction operators using the Cornsweet
illusion. We focus on a single task, related to contrast perception, in an artificially created high
dynamic range image. This provides straightforward control over many factors, and therefore
affords a robust experimental design.
The human visual system is very sensitive to contrast, and we therefore argue that tone reproduction operators should preserve contrast as one of their primary goals. Our experimental set-up
is chosen such that we are able to assess contrast reproduction after tone mapping. The use of the
Cornsweet illusion allows us to evaluate the operators for a continuous range of luminances while
still affording a simple task. This would have been very difficult to achieve if either natural images
5

Only one indoor scene is used in this study, although the authors evaluate 14 different operators, the highest
number of operators evaluated in a single study so far.
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or pure step stimuli were used. Natural images, in general, are too complex to single out and evaluate a specific attribute. On the other hand, pure step stimuli would be too simple to hold meaning,
since any anomalous tone mapping of luminance values between steps would go unnoticed.
Our study has two immediate conclusions. First, tone mapping operators do not preserve the
Cornsweet illusion found in an high dynamic range image equally well. Some of them accentuate
the illusion, while others make it less pronounced. Second, most tone mapping operators alter
the strength of the Cornsweet illusion differently for different regions of the input HDR image.
This is partially due to gradient reversals that may occur in high-contrast regions, particularly for
local operators. For global operators, the shape of the compression curve they use seem to have a
profound effect on their consistency for different regions of the input image.
The HDR image we use is low dynamic range in every scanline, but covers a wide range of
luminances from top to bottom. Therefore, we argue that an ideal operator should preserve the
horizontal contrast and only compress the vertical contrast. Such a hypothetical tone mapping is
represented by our reference image. As such, we regard operators that induce statistically similar
contrasts to the reference image as optimal in terms of preserving the Cornsweet illusion. The
possibility to compare tone mapping operators against a reference without requiring the use of an
HDR display device is a novel idea that we introduce in this study.
Tone mapping operators are designed to work on real images, rather than artificial images
such as the one used in this study. However, there are two benefits to using artificial stimuli to
evaluate tone reproduction operators. First, the luminance distribution of the image can be steered
to represent various types of scenes. For instance, the image we use has a histogram that resembles
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a predominantly bright scene with some very bright and very dark regions. An outdoor scene
with dark shadows and highlights would have a similar histogram. Second, artificial images may
help discover artifacts and anomalies that could be introduced by some operators. Many artifacts
would go unnoticed in natural images as a result of masking effects. For example, we noticed that
bilateral filtering based tone mapping may cause halos of 1 pixel wide around sharp edges due to
its uncertainty computation. Gradient domain compression may also cause halos, as the numerical
solution it employs does not guarantee to preserve gradient directions.
We believe validation studies involving natural images and abstract patterns are both worthwhile and important. While studies based on natural images reveal people’s preference for some
operators over others, studies involving abstract patterns reveal the underlying causes of these preferences. While the former type of studies come up with subjective rankings meaningful only for
humans, the latter type should explain the objective grounds behind those rankings.
To a large extent, our results are in agreement with those of the previous validation studies.
Therefore, we may speculate that there exist a correlation between the reproduction of contrast and
naturalness as well as people’s subjective preference. Despite similarities, some differences also
exist among previous validation studies including ours. The most notable as we see is the fluctuating performances of the bilateral filtering and gradient domain based tone mapping operators.
While they perform very good in some studies, their performance drops in others. This suggest
that subtle implementation details and parameter settings of these operators maybe playing a major
role in the quality of their outputs.
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In this study we focused on contrast preservation. Nevertheless, contrast is not the only factor
that determines suitability for different tasks. As such, other validation studies would be required
to fully characterize tone reproduction operators. Such validation studies may for instance focus
on operators’ ability to preserve visibility or brightness.

5.9 Participants’ Instructions

The following instructions were given to the participants prior to the start of the experiment:

“You will hear a beep and then you will see two displays in short succession. The left and
right half of each display will have a different grey value. Please indicate if the first or the second
display showed the biggest difference in grey value by hitting the ‘1’ or the ‘2’ key. Guess if you
can’t decide, but always give an answer (1 or 2). A new trial starts when you hear the next beep. If
you feel you have made a mistake, do not worry, but just continue with the next trial.
You may take a break at any time if you want; this will not harm the experiment. In addition,
there will be regular breaks scheduled during the experiment. If for whatever reason you wish to
terminate the experiment you may do so as well without consequence to you.”
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CHAPTER 6
IMAGE DISPLAY ON HDR MONITORS
The development of high dynamic range (HDR) imagery has brought us to the verge of arguably
the largest change in image display technologies since the transition from black-and-white to color
television. Novel capture and display hardware will soon enable consumers to enjoy the HDR
experience in their own homes. The question remains, however, of what to do with existing images
and movies, which are intrinsically low dynamic range (LDR). Can this enormous volume of legacy
content also be displayed effectively on HDR displays? We have carried out a series of rigorous
psychophysical investigations to determine how LDR images are best displayed on a state-of-theart HDR monitor, and to identify which stages of the HDR imaging pipeline are perceptually
most critical. Our main findings are: (1) As expected, HDR displays outperform LDR ones. (2)
Surprisingly, HDR images that are tone-mapped for display on standard monitors are often no
better than the best single LDR exposure from a bracketed sequence. (3) Most importantly of
all, LDR data does not necessarily require sophisticated treatment to produce a compelling HDR
experience. Simply boosting the range of an LDR image linearly to fit the HDR display can equal
or even surpass the appearance of a true HDR image. Thus the potentially tricky process of inverse
tone mapping can be largely circumvented.
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6.1 Introduction

High dynamic range imaging (HDRI) is currently receiving considerable attention from both academia
and industry. For instance, the movie and games industries are rapidly switching to an HDR rendering pipeline, aided by floating point support on graphics cards, while Hollywood routinely
employs HDR cameras and image based lighting for special effects. It seems reasonable to assume
that end-users will be able to afford HDR-enabled technologies within just a few years.
What makes HDRI attractive to such a diverse set of groups in both industry and academia is
that it allows capture, storage, and processing of photometrically correct information, independent
of artificial limits imposed by traditional imaging and display devices. This brings about the notion
of scene referred data capture, closing the gap between the camera and the photometer.
Despite its advantages, there remain several open problems in the field of HDR imaging. One
of the most important of these is the question of how to display HDR content directly. Conventional
monitors are not tailored to display floating point data, let alone provide the necessary luminance
range to convey a true HDR experience. Therefore, dynamic range reduction (i.e. tone mapping)
is commonly employed to prepare HDR imagery for display on conventional screens.
This problem is significantly reduced with the recent advent of HDR display devices [99].
In the near future, we anticipate that the price of high dynamic range display devices will reach
consumer levels. The implication would be that HDRI will find wide-spread use. During this short
transition time, there will be a significant need to display conventional images on HDR display
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devices. Although this need may reduce over time, eight-bit photography will be with us for a
considerable length of time.
This means that an enormous body of existing images will need to be displayed on HDR display
hardware. Display algorithms will typically have to scale up the luminance range, rather than
compress it. Thus, we are faced with the problem of inverse tone reproduction, to which currently
only few solutions exist [5, 69, 95].
Before a good inverse tone reproduction operator can be developed, though, it is desirable to
determine the boundaries and limitations to which such an algorithm should adhere. As currently
very little is known about HDR display hardware, and even less about inverse tone mapping, we
have carried out several studies to determine the circumstances under which conventional images
may be displayed on HDR displays. We first determine whether the visual experience offered by
such displays is indeed superior to conventional displays. In a second experiment, we test whether
the visual experience can be predominantly attributed to their improved contrast, or to their higher
absolute luminance levels. Finally, we present an experiment designed to test whether LDR images
can be displayed on an HDR display, after having been appropriately inverse tone-mapped, and
whether this procedure matches the visual quality afforded by the direct display of HDR images.
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6.2 Previous Studies

In industry and academia, many groups are addressing a range of problems associated with capture,
storage, and display of HDR images. An overview of the software developments in these areas is
given by Reinhard et al. [94], whereas HDRI hardware is discussed in detail by Hoefflinger [42].
High dynamic range display devices are a relatively new development. The models currently
known are all based on an LCD screen where the uniform backlight is replaced by a spatially
varying backlight. Early prototypes used a projector and Fresnel lens assembly to backlight the
LCD screen [101]. The intensity range of a high dynamic range image is then split into two,
yielding separate data driving the LCD and the back-projector. Difficulties aligning the projector
with the LCD display, as well as limitations in the black-level that can be achieved with this set-up,
make this approach commercially impractical.
Second generation high dynamic range display devices are therefore constructed by placing an
LCD screen in front of a 2D array of ultra-bright LEDs, which can be individually modulated [99].
Such an assembly overcomes the disadvantages of a projector-based system, but the cost of LEDs,
as well as current limitations in the manufacturing process, place practical limitations on the resolution of the backlight array. For instance, 18” displays were manufactured containing 760 LEDs
placed behind an LCD screen with a resolution of 1280 by 1024 pixels. The black level of this
system is 0.03 cd/m2 and its peak luminance is 8500 cd/m2 .
The latest model is the BrightSide DR37-P, which is the one used for our experiments. Its
display area measures 32.26” by 18.15” with a resolution of 1920 by 1080 pixels for the TFT
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active matrix LCD screen, which is illuminated by 1380 LEDs. This configuration is capable of a
contrast ratio in excess of 200,000:1, with a black level of 0.015 cd/m2 . The peak luminance is
rated to be higher than 3000 cd/m2 .
The progress in HDR display technology led to various experiments aimed at understanding
how to best utilize the emerging HDR display devices. To this end two main types of studies
have appeared. The first type investigates the advantages of HDR displays in conveying enhanced
realism and visual quality. In a set of experiments carried out on the aforementioned 18” HDR
displays, Seetzen et al. [100] investigated the effects of peak luminance, contrast, and amplitude
resolution on user preference for the purpose of arriving at appropriate design criteria for HDR
display devices. These experiments revealed that for a given contrast ratio, the perceived image
quality increases with peak luminance up to a certain value, after which it decreases again. Thus,
there exists an optimal peak luminance level, which depends on the chosen contrast ratio.
In another perceptual evaluation, Yoshida et al. [123] used an HDR display to simulate several
displays of different dynamic ranges. Participants were asked to adjust the parameters of a simple
tone mapping operator based on their preference and the fidelity of the renderings with respect to
real scenes. The main focus of this study was to discover the desired properties of a tone mapping
operator. However, the experiments also revealed that participants had a tendency toward brighter
images. Boosting contrast by lowering the black level was found to be of secondary importance.
The second type of study focuses on what to do with the enormous volume of existing LDR
material. The problem here is to discover what sort of image processing best prepares LDR content for display on an HDR display device. Algorithms solving this general problem are known as
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inverse tone reproduction operators. As an example, one may invert the photographic tone reproduction operator and combine its output with a density map of the light sources estimated from the
input image [5]. The density map allows for a greater increase of dynamic range, as naı̈ve inversion
of the tone mapping operator can only yield a moderate dynamic range without causing blocking
artifacts. Although this approach is found to work well for static images, the density map gives
rise to flickering artifacts for video sequences limiting the amount of dynamic range enhancement.
Alternatively, one may focus on highlights, and vary the display range allocated to specular
highlights separately from the remaining diffuse image content [69]. For each image, a pixel
intensity is selected manually which serves as a threshold between the diffuse regions and the
specular highlights. These two regions are then linearly scaled using functions of different slopes.
In a sense, this approach is justified by theories of lightness perception [38] which require an
anchor point between the luminance values in an image and the lightness values they represent.
This approach is found to outperform simple linear scaling for dark images, although the naı̈ve
linear scaling works just as well for brighter images.
Real-time inverse tone mapping is desirable, especially if it can be included in the control
hardware built into HDR display devices [95]. Such an algorithm may be constructed by first
linearizing the image using a gamma function followed by a linear expansion of the luminance
range. If necessary, the output is “cleaned-up” to reduce noise and quantization artifacts. The final
HDR image is obtained by further smoothly amplifying the contrast of the brightest regions to
prevent discontinuity artifacts.
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Previous psychophysical studies were intended to establish criteria either for the design of
HDR displays or for determining the parameters of an inverse tone mapping operator. In contrast,
our work is designed to establish criteria for the display of both LDR and HDR images, given a
specific HDR display device. Hence, we approach the problem from the viewpoint of a user of
HDR display devices, rather than a designer of such devices. In addition, we investigate how LDR,
HDR, and mixed imaging pipelines compare with respect to each other.

6.3 Experiment One: HDR vs. LDR

It is generally taken for granted that HDR images look better than LDR ones. We put this to the
test. In particular, we investigated the relative ordering of the following three imaging pipelines in
terms of subjective preference of the observer:

1. HDR capture, HDR display (full HDR pipeline)
2. HDR capture, LDR display (tone mapping pipeline)
3. LDR capture, LDR display (conventional pipeline)

Although it is generally assumed that visual preference is given to the full HDR pipeline,
with the tone mapping pipeline rated as second-best and the conventional imagining pipeline least
desirable, we are not aware of any validation study that upholds this ordering. In fact, our results
show that this ordering does not necessarily hold in reality.
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Figure 6.1: The test scenes used in our experiment.

6.3.1 Stimuli

We used images taken from 10 different scenes that represent a broad range of typical environments
including outdoors day and night, landscapes, indoors, and close-up objects (Figure 6.1). All
images were captured at a resolution of 2592 by 1944 and then down-sampled to 1296 by 972 to
fit to the display resolution. This corresponds to 90% of the available display resolution; the extra
space is left black due to the power consumption limits of the HDR display.
For each scene, we generated an HDR image to represent the first pipeline using the multiple
exposures technique [20]. This involves capturing a bracketed exposure sequence where each
exposure is separated by one f-stop, linearizing the exposures using the inverse of the camera
response, and combining them into a single radiance map [20, 70]. All exposures were captured
by a Nikon E5400 digital camera. The scene luminances were measured by using an 18% gray card
and a Photo Research PR-650 colorimeter. This data was used to reproduce the original scenes with
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Table 6.1: The dynamic ranges (DR) of the HDR images (see Figure 6.1) used in our experiments.
All images are carefully selected to have a dynamic range around 5 orders of magnitude, as this
corresponds to the dynamic range of the HDR display device.
Scene
DR (log10 ) Scene
DR (log10 )
Apple
4.64
Shop
5.78
Mexican mug 5.36
Neckar island 4.84
Rooftop
3.61
Rooftop2
3.62
Room
4.06
Room2
5.64
Street lamp
6.83
Valley
3.61
physically correct luminances. All HDR images were created from 10 exposures and distributed
around 5 orders of dynamic range (Table 6.1).
Images that represent the second pipeline were obtained by tone mapping the HDR images. To
ensure our results generalize beyond the specific features of any single algorithm, we compared
three different algorithms that performed well in previous tone mapping validation studies [26, 54,
59, 122]. Specifically, we used the histogram adjustment technique [116], bilateral filtering [27],
and the photographic tone mapping operator [92].
For the third pipeline, we used two individual exposures from the original bracketed sequences.
One was the objective best exposure, in the sense that it contained the smallest number of underand over-exposed pixels. The other was the subjective best exposure as indicated by 20 participants
in a pilot study. Specifically, the participants were asked to choose which image they preferred
from the middle 5 exposures (out of 10; the other exposures were clearly under- or over-exposed).
When the objective-best and the subjective-best were the same image, we included the subjective
second-best to maintain the same number of images for all scenes.
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6.3.2 Experimental Design

The experimental design consisted of a ranking study where the participants’ task was to order
the following six images for each scene according to their preference (the instructions given were
“Please indicate which image looks best to you”):

• The HDR image
• The images tone-mapped with the histogram adjustment technique (referred to as hist), the
bilateral filter (bila), and the photographic tone mapping operator (phot)
• Objective- (obje) and subjective-best (subj) exposures
The HDR image was reproduced with physically correct luminances by matching the gray card
values measured in the original scene to that of the displayed image. Our choice of scenes was
to a large extent motivated by this requirement. However, some highlights still exceeded the peak
luminance of the HDR display, and thus were clipped around 3000 cd/m2 (e.g. the highlights on
the apple and mexican mug images). Also, three of the scenes (rooftop, rooftop2, and valley) were
too light and could not be reproduced with physical accuracy. These scenes were displayed with
the highest possible average luminance without causing burnout in large image areas.
The LDR images were displayed such that their appearance on the HDR display is matched
to their appearance on a Dell UltraSharp 2007FP 20.1” LCD monitor. To this end, the calibration
properties such as peak luminance, black level, gamma, primaries and the white point of the Dell
monitor were measured and simulated on the HDR monitor. In this process, we have not set the
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LEDs to a constant value but compressed their luminance range. This allows us to accurately
simulate the Dell display, even though the characteristics of the LCD panels may be different. The
simulation ensured that the same monitor is used to display all stimuli to eliminate negative effects
that may occur by switching between different displays.
Each trial started with a consecutive presentation of all six images in random order, where each
image was shown for 2 seconds. This was followed by a simultaneous presentation of all images
on a 2 × 3 montage grid, which remained on the screen until the ranking of the six images was
completed. The ranking was indicated by pressing the corresponding keys on the keyboard; the
participants first chose the image they preferred the most, and then proceeded in order of descending preference. Selected images were grayed out for clarity. In case of a mistake, participants
could reset their decisions for the current trial.
When the montage view was active the participants could recall any image and observe it
in isolation at a higher resolution. This helped to identify some details which may be lost in the
montage view due to down-sampling. It was also possible to rapidly switch back and forth between
any two images to compare them more easily. The participants could return to the montage view
at any time and continue ranking. Although there was no time limit, a trial usually did not exceed
two minutes. A gender-balanced group of 22 naı̈ve participants between 20 and 40 years old took
part in the experiment.
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Figure 6.2: Mean rankings from Experiment One. hdr represents the physically correct HDR
image; bila, phot, hist represent the bilateral filtering, photographic, and histogram adjustment
operators respectively, and obje and subj represent the objective- and subjective-best images. Left:
rankings for the individual scenes. Right: Aggregate result across all scenes. Note that a lower
ranking indicates a higher preference. Error bars denote ±1 standard error.

6.3.3 Results

The mean rankings of all participants are shown in Figure 6.2. Note that a lower ranking indicates
a higher preference.
There were significant overall differences between the 6 image processing pipelines, as revealed by a two-way repeated measures analysis of variance (ANOVA)1 : F (5, 105) = 20.132, p <
0.001. To determine which algorithms are statistically different from each other, we performed
post-hoc tests using Tukey’s HSD. The resulting similarity groups at the 95% significance level are
shown in Figure 6.3.
1
The dependent variable was ranking, with presentation type (6 levels) and the scene (10 levels) as two withinsubject independent variables.
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Figure 6.3: The similarity groups of the first experiment as revealed by Tukey’s HSD. Items in the
same set are statistically indistinguishable.
These tests show that participants generally preferred the true HDR presentation (see also Figure 6.2), although there are exceptions. For instance, for two of the scenes (neckar island and
rooftop) the subjective-best single exposure performed at least as well as the full HDR image (and
outperformed all the tone-mapped images). Also for the apple and street lamp scenes the tonemapped images rival the HDR image.
In our experiment we found that bilateral filtering in general performed significantly better than
the photographic tone mapping operator (see Figure 6.3). However, perhaps surprisingly, there is
no clear advantage of tone-mapped HDR images over the best single exposures.

6.4 Experiment Two: Dynamic Range vs. Luminance

The results of the first experiment suggest that HDR presentation is preferred to LDR presentation
in general. It also indicates that the source of LDR data, be it a tone-mapped image or a carefully
selected exposure, plays a minor role in participants’ preference.
One of the important questions that naturally follows is, what makes the HDR experience superior? Is it the higher dynamic range or the higher peak luminance that is simultaneously achievable
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by the HDR display? The answers are crucial to the design of future algorithms and display technologies because they indicate which factors are most worth investing research resources in.
Another important question is, can we rival the visual experience afforded by HDR images
displayed on an HDR monitor by using LDR images? In other words, can amplifying the dynamic
range of a conventional image rival the visual sensation associated with a real HDR image? Our
second experiment targets these questions.

6.4.1 Stimuli

To evaluate the effect of dynamic range and luminance, and understand which of them plays a
more important role in our appreciation of an image we used three stimuli for each scene:

1. The HDR image with physically correct luminances (referred to as HDR)
2. The subjective-best exposure with the same average luminance2 (SUBJ AVG)
3. The subjective-best exposure with a greater average luminance3 (SUBJ BRI)

Note that SUBJ AVG and SUBJ BRI maintain their input dynamic range. This set allows various
comparisons between the effects of dynamic range and luminance as shown in Figure 6.4. For
instance, we can compare HDR and SUBJ AVG to examine the effect of dynamic range; SUBJ AVG
2

Created by matching its gray card luminance to that of the HDR image.
We use four times the average luminance of the HDR image because it corresponds approximately to doubled
brightness. A smaller factor induces a subtle change in brightness and a larger factor goes beyond the luminance range
of the HDR display.
3
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arrows. SUBJ AVG and SUBJ BRI have the same dynamic range, SUBJ AVG and HDR have
the same mean luminance, HDR has higher dynamic range than SUBJ BRI but has lower mean
luminance.
and SUBJ BRI to examine the effect of luminance; HDR and SUBJ BRI to examine the effect of
dynamic range versus luminance.
To evaluate the feasibility of inverse tone mapping, we expanded the dynamic range of the
subjective-best exposure to the dynamic range of the HDR display using:

′

L =k



L − Lmin
Lmax − Lmin

γ

where L is the luminance of the pixel being scaled, Lmin and Lmax are the minimum and maximum
luminances of the image, k is the maximum input intensity of the HDR display, and γ determines
the non-linearity of the scaling. This operation was applied to all pixels individually. Note that this
operation was performed in the Y xy color space and therefore leaved the chromaticities intact.
The exponent γ determines how the mean luminance of the image will change relative to other
pixels. For γ = 1 all pixels will be scaled equally, whereas for γ > 1 the mean luminance will be
relatively darker and for γ < 1 it will be relatively lighter. As we did not have a-priori knowledge
on what the correct value should be we included three natural alternatives:
4. γ = 1, i.e. linear scaling (referred to as SUBJ LIN)
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Figure 6.5: Three alternatives for expanding the dynamic range of an LDR image. Each method
sets the mean luminance to a different value in relation to the other pixel values.
5. γ = 0.45, i.e. non-linear scaling with γ < 1 (SUBJ 0.45)
6. γ = 2.2, i.e. non-linear scaling with γ > 1 (SUBJ 2.2)

Figure 6.5 illustrates how the mean luminance is mapped by each method. In total, we had 6
stimuli per each scene.

6.4.2 Experimental Design

The overall design of the experiment was identical to the first experiment; a ranking procedure
with 6 stimuli per scene was used. However, in addition to evaluating general preferences, we
also evaluated several important visual attributes such as naturalness, visual appeal, spaciousness,
and visibility. This gives us more in-depth information as to how each attribute is affected by the
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different presentation types. It also helps discover the relative significance of each attribute in
participants’ overall preference.
Thus, the second experiment was composed of five independent ranking tasks. First the individual attributes were tested in the order mentioned above, followed by an overall preference test.
The experiment involved 16 participants who did not take part in Experiment 1. Gender was evenly
distributed.

6.4.3 Results

The mean rankings for each attribute aggregated over all scenes are shown in Figure 6.6. The
standard error of the mean is depicted by the error bars. Similar to the first experiment a shorter
bar indicates a higher ranking for the corresponding display condition. As shown in the figure,
the subjective-best exposure linearly scaled to the display range (SUBJ LIN) is the most favored
(or visually more appealing) for all attributes except naturalness. On the other hand, both of the
non-linearly expanded images are favored the least for all attributes.
A two-way repeated measures ANOVA confirms that significant differences exist between different presentation types (see Table 6.2). The post-hoc analysis carried out with Tukey’s HSD
reveals the 95% statistical similarity groups as shown in Figure 6.7. The items enclosed in the
same set are statistically indistinguishable.
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Figure 6.6: Experiment Two: mean rankings for each image class, separated by visual attribute.
Error bars denote standard errors.

Table 6.2: The analysis results for the second experiment. The F-statistics show that different
presentation types induce significantly different rankings.
Attribute
F-Number
Naturalness
F (5, 75) = 40.208, p < 0.001
Visual Appeal F (5, 75) = 12.246, p < 0.001
Spaciousness F (5, 75) = 21.467, p < 0.001
Visibility
F (5, 75) = 18.201, p < 0.001
Overall
F (5, 75) = 13.717, p < 0.001
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Figure 6.7: The 95% statistical similarity groups for each attribute.
Comparing the first three bars in each plot (Figure 6.6) shows the effect of dynamic range
and luminance on visual preference. The general pattern indicates that the brighter subjective-best
exposure is preferred to the HDR image, and the HDR image in turn is preferred to the subjectivebest exposure with the same mean luminance. This result suggests that brightness comes first for
most participants, and only when two images have the same brightness the higher dynamic range
one is preferred.
In the same figure, the results of different ways of inverse tone mapping are shown by the three
right-most bars in each plot. For all attributes, simple linear scaling produces a more favorable
image compared to either of the non-linear approaches.
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6.5 Discussion

Our first experiment confirms the general consensus that HDR monitors produce more appealing
displays than conventional monitors. This may be attributed to their enhanced dynamic range and
peak luminance. However, this general result is not observed for all scenes: for the apple, rooftop,
and street lamp the LDR versions challenge and even surpass the HDR images in participants’
preference (see Figure 6.2).
The rooftop represents a particularly bright outdoors scene, whereas the street lamp represents
a night image with some artificial lights. As such, it is possible that the HDR versions of these
images were seen as outliers by most participants and were therefore not preferred. This is important for designers of HDR content, as it suggests that the context in which a bright image or movie
sequence occurs can affect its appeal.
Another interesting result of the first experiment is that tone-mapped HDR images are not found
to be better than the best exposure of a bracketed sequence. It seems that although tone mapping
operators preserve details and visibility in general, the overall visual quality may be compromised
in the process. Some of this effect could also be due to familiarity: observers are used to seeing
standard images with under- and over-exposed regions. The fact that tone mapping reduces their
range significantly may cause tone-mapped images to look less natural than individual exposures.
If this is true, general preference may change as HDR images become more widely experienced.
An issue that emerged in pilot work was that participants found it difficult to select the best exposure for scenes that contain several large regions of interest with very clearly different intensity
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levels4. For example, with the rooftop2 scene, participants tended to try to optimize the appearance
of either the shadowed table, or the sky and sunlit deck, even at the expense of quite unsatisfactory reproduction of the complementary region. By contrast, traditional tone mapping operators
generally try to find a compromise that improves the overall visibility without favoring one region
in particular. This observation could have consequences for the design of superior tone mapping
algorithms.
The second experiment suggests that mean luminance generally plays a more important role
than contrast in the quality of various visual attributes. This is extremely important for the design
of novel displays as it means that brighter backlights may be sufficient to create a (literally) dazzling impression on consumers. However, it is clear that for many applications a combination of
improved dynamic range and peak luminance is required. Further, our experiments were carried
out over short exposure times. It is not clear if preference will alter over prolonged periods of
exposure. This issue would require a separate set of experiments.
However, probably the most important finding from Experiment Two is how surprisingly simple it is to achieve perceptually acceptable inverse tone mapping. Despite the enormous engineering challenge posed by the problem, participants rate a trivial linear amplification of LDR pixel
data as comparable with true HDR data, at least for the images we presented. This is particularly
important for future HDR display designs, in that such an algorithm may be implemented in the
display firmware and all LDR content is automatically enhanced in real time. Despite the advantages of linear scaling, however, we expect that different types of images may still require more
4

These regions are sometimes referred to as ‘frameworks’ in the psychophysics literature [38].
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sophisticated treatment; perhaps methods tuned to specific image content may yield superior results. It is also important to note that the LDR data used as input were high quality images: not
only were they the best exposures from the bracketed sequence, they also contained no compression or visible quantization artifacts. It is likely that naı̈vely scaling would be less effective for
highly compressed or non-optimal content, such as partially under- or over-exposed imagery.
Why do observers tolerate physically inaccurate inverse tone reproduction? One important
factor that probably contributes is the fact that we are extremely insensitive to absolute units of
intensity or contrast. Although we are exquisitely sensitive to intensity gradients, the overall scale
of visual brightness changes by orders of magnitude depending on the prevailing illumination.
Although HDR data is scene-referred, the human visual system is not. Thus, judgements of visual
appeal are based on low-level attributes of an image, rather than the fidelity with which it recreates
the original scene intensities.

6.6 Conclusions

When HDR displays reach the consumer market, two questions that will be asked are: “Do they
really look any better than conventional displays?” and “What do I do with all my old (LDR)
photos?” We performed two psychophysical experiments to address these pertinent questions. Our
first experiment confirms that participants really do prefer HDR displays to LDR displays. We
also find, perhaps surprisingly, that tone-mapped HDR images are often no better than the best
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single LDR exposure from a bracketed sequence. In other words, to truly benefit from the new
technology you will probably need an HDR display, and not just an HDR camera.
From an engineering point of view, inverse tone mapping LDR images to recreate HDR images
in scene-referred units is a difficult problem. However, our second experiment suggests that from
a perceptual point of view, LDR data does not necessarily require sophisticated treatment to yield
a compelling HDR experience. In fact, simple linear transformations seem to outperform other
non-linear scalings that are not specifically tuned to the image content.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
The first part of this thesis provides an overview of the HDR imaging pipeline. We first discuss
several methods of creating HDR images and videos. A greater emphasis is put on multiple exposure techniques because they have been the most commonly used method to create HDR images
both in academia and industry. We survey various problems pertaining to this technique, such as
camera response recovery, image alignment, ghost and noise removal, and present the state-ofthe-art algorithms designed to overcome these. We also summarize developments in the dedicated
HDR capture equipments, which make direct capture of HDR data possible.
Following HDR image creation, we focus on storage, that is how to store HDR images and
videos efficiently. The most prominent HDR file formats and pixel encodings are described, accompanied by equations for encoding and decoding each of these. We compare the HDR file
formats in terms of the dynamic range they encompass without causing visible quantization artifacts. We also introduce the backward compatible HDR image and video formats such as JPEG
HDR and MPEG HDR.
Our discussion continues with tone mapping, which is a crucial technique to prepare HDR images for display on LDR display devices. We survey six prominent tone mapping operators which
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are commonly referred to in the literature, and have been subject to various validation studies.
These operators are also those that we have used in our psychophysical evaluation (Chapter 5).
Our background discussion of the HDR imaging pipeline concludes with a summary of the
conventional (LDR) and HDR display technologies. For conventional displays we focus on CRTs
and LCDs, as they have been the most predominant types of LDR display devices. For HDR
displays, we explain the basic principles behind the projector based and LED based systems. Since
Chapter 6 presents an experiment whereby LDR and HDR display devices are compared, this last
part of our summary provides the required background material for that chapter.
In summary, the second chapter of this thesis provides the general background important for
the ensuing chapters. The third, fourth, fifth, and sixth chapters focus on the specific problems that
we addressed within the framework of optimizing the HDR imaging pipeline.
In Chapter 3, we introduce the noise problem in HDR imagery. After surveying various types of
noise, we explain which of them are most likely to affect HDR images — especially those created
by the multiple exposure techniques. We present an effective yet simple algorithm to create an
almost noise free HDR image, even when its constituent exposures are very noisy. Our technique
allows a photographer to capture at high speeds (i.e. high ISO or sensitivity settings) and in low
light conditions without degrading the final HDR image. The ability to capture at high speeds also
mitigates various multiple exposure technique problems such as ghosting and image alignment.
In Chapter 4, we argue why it is important to address color appearance issues during dynamic
range compression, i.e. tone mapping. We present a flexible framework, in which the most suitable
color appearance models and tone mapping operators can be mixed and matched to obtain superior
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results. We compare our framework with various dynamic range reduction techniques which both
incorporate and ignore color appearance issues.
In the following chapter, we describe our psychophysical experiment aimed to evaluate tone
mapping operators in the context of contrast preservation. The importance of contrast lies in the
nature of the human eye, which is exceedingly sensitive to differences rather than absolute values.
Hence, we argue that contrast is an important attribute that needs to be preserved during tone
mapping. Our experiment is based on the Cornsweet-Craik-O’Brien illusion, which can be created
in both low and high dynamic range. This allows us to compare the tone mapping operators against
a ground truth, without requiring an HDR display device1 .
Finally, Chapter 6 focuses on a series of rigorous psychophysical investigations we conducted,
to determine how LDR images are best displayed on a state-of-the-art HDR monitor, and to identify
which stages of the HDR imaging pipeline are perceptually most critical. We seek answers to the
questions such as, whether HDR actually offer a superior viewing experience, and whether inverse
tone mapping to prepare LDR content for display on HDR display devices is feasible.
HDR imagery is used in many applications as discussed in the preceding sections. In addition,
it is generally recognized that the use of HDR imagery will become more widespread in the near
future [94]. The main reason for this is the rapid development in hardware technology that allows
direct capture and display of HDR images and video.
The developments in display technology have given rise to major transitions in the display
devices that were commonly used. The transition from black and white to color, and currently to
1

At the time, it was important to do our validation without the user of an HDR display, because we didn’t have one.
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high-definition televisions are some examples. Another example is the rapid replacement of CRTs
with LCD monitors. We believe that the next step will be the transition to high dynamic range
display devices. This trend is also supported by ever-increasing contrast ratios reported by major
display manufacturers.
To make this transition as smooth as possible, there are challenges that need to be addressed at
each stage of the HDR imaging pipeline. We discussed some of them in the preceding chapters.
Here, we discuss some of the remaining ones that we think are important and would like to see
addressed in the future. These include:
• Capture
Direct capture of HDR images with standard digital cameras
• Processing
Accurate characterization of dynamic range
Extending classical image processing algorithms to HDR images
• Tone mapping
Color in tone reproduction
Further validation studies of tone reproduction operators
• Display
Content preparation for HDR display devices
• Applications
Future applications of HDR imagery
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Each of these challenges are discussed in the last section of this thesis, following the conclusions.

7.1 Conclusions

While conclusions were drawn at the end of each chapter, the main conclusions of this thesis can
be summarized as follows.
Noise is an important problem for HDR images as much as it is for LDR images. The general
assumption has been that multiple exposure techniques commonly used to create HDR images
come with a built-in noise averaging mechanism. However, we have shown that under certain
situations combining multiple exposures itself may amplify the noise in the final HDR image. This
is a result of the normalization step, whereby each exposure is divided by its exposure time. Since
shorter exposures are usually noisier than longer exposures, normalization exaggerates the noise
coming from the shorter exposures. We showed that this could be prevented by preprocessing the
exposure sequence with a technique similar to “frame averaging” prior to HDR assembly. As a
result, photographers can increase their camera sensitivity to capture a scene in a shorter time,
without introducing noise to the final HDR image. This in turn may mitigate common artifacts
of HDR imaging such as ghosting and motion blur, because the same scene can be captured in a
shorter amount of time.
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HDR images are prepared for display on LDR monitors through a process termed tone mapping. This usually involves compressing the luminance channel of an HDR image to bring it to the
reduced range of an LDR display device. We have argued that this process is essentially incomplete without a proper treatment of the color information as well. To this end we proposed to use
color appearance models which are designed to predict the appearance of colors across changing
viewing environments. This results in a flexible framework whereby color appearance models and
tone mapping operators can be mixed and matched, to obtain the most suitable combination for
any given task. A key advantage of this framework is that, the reproduction quality will benefit
from improvements in both color appearance modeling and tone mapping.
Due to the availability of a large number of tone mapping operators, it is often difficult to
choose which operator to use for a given task. For this reason evaluation of tone mapping operators is an important activity in HDR imaging. Tone mapping operators can be evaluated in several
ways, for instance in terms of people’s preference or the closeness of the visual results to the original scenes. We have argued that these types of validation studies should be supplemented with
others, where the luminance profiles of the test images can be better controlled. This would allow a
better understanding of how each operator affects the visual attributes concerned such as contrast,
brightness, or visibility. In this light we performed a validation study related to contrast reproduction. We used an abstract stimulus consisting of the Cornsweet-Craik-O’Brien illusion, and with a
luminance profile that can be precisely controlled. We found that tone mapping operators do not
preserve contrast equally well. Furthermore, the amount of reproduced contrast depends on which
region of the test image we are concerned with. Another finding of this study was that global op-
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erators tend to reproduce a higher overall contrast, but lower visibility in the smaller scale details.
This scenario is reversed for local operators, which seem to trade off overall contrast with better
visibility in local regions.
Finally, with HDR displays entering the mainstream several important questions are coming
to the fore. We focused on two such questions, namely whether the visual quality offered by
these displays is better than conventional displays and, if so, how to display legacy LDR content
to benefit from this enhanced display quality. We carried out a series of rigorous psychophysical
investigations to answer these questions. Our main findings are: (1) As expected HDR displays
outperform conventional displays in terms of people’s preference. (2) Surprisingly, tone-mapped
HDR images are not considered to offer a significantly better quality than best single LDR exposures selected from bracketed sequences. (3) Most importantly of all, LDR data does not seem to
require a sophisticated treatment to produce a compelling HDR experience. Simply boosting the
range of an LDR image linearly to fit to the HDR display can equal or even surpass the appearance
of a true HDR image.
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7.2 Future Work

7.2.1 Direct Capture of HDR Images with Standard Digital Cameras

As discussed in Section 2.1.1, an HDR image can be created by combining multiple exposures of
the same scene. Ideally, each exposure should contain information absent in the other exposures.
This prevents redundancy and accelerates image capture time, which in turn mitigates ghosting
and camera movement problems.
We observed that in most cases photographers, including ourselves, take more images than
necessary. This is due to the lack of an automated approach that determines the optimum number
of exposures.
Considering that today’s most mid-level digital cameras can compute the histogram of a scene
in real time, it ought to be possible to use this information to determine the optimum number of
exposures for each scene. For instance, the peaks of a histogram can be used to find the optimum
exposure times. Such an algorithm implemented in the camera firmware would provide tremendous
advantages to HDR photographers; taking an HDR image would no longer be more difficult than
taking a standard photograph. As such, we see this as a future research direction with promising
benefits.
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7.2.2 Accurate Characterization of Dynamic Range

The meaning of dynamic range is used and interpreted differently in different disciplines. For
instance, while photographers view it as the ratio of the highest to the lowest luminance where
detail is visible, in computer graphics it is simply defined as the ratio of the highest to the lowest
luminance. But, it is common practice to exclude some percentage of pixels from both the dark
and light ends since they are regarded as outliers. In other engineering disciplines, dynamic range
is usually expressed in terms of a particular form of a signal to noise ratio.
A similar story holds for display devices. Although most monitors are well characterized by
their white points, primaries, gamma, and display environments, an accurate characterization based
on their dynamic range is not available. Although certain standards, such as ANSI contrast ratio,
exists there will be a greater need to define dynamic range more accurately as HDR displays
become more widely used. For instance, a truly useful definition of dynamic range should include
a measure for quantization as well. A monitor which emits only two luminance levels, e.g. 1 and
1000 cd/m2, should clearly not be considered to have three orders of dynamic range.

7.2.3 Extending Conventional Image Processing Operations to HDR Images

Combining the well-established theories of image processing and computer vision with the fidelity
offered by HDR imaging can be beneficial to both fields. HDR images possess three main proper-
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ties that may prove useful in image processing operations: linearity, lack of quantization, and lack
of under- and over-exposed regions.
Since an HDR image differs from an LDR image by the range and precision of the values
it represents, direct application of an algorithm designed for an 8-bit/channel image to an HDR
image may not be sufficient to obtain optimum results.
Rather, algorithms should be adjusted to exploit the abundance of data present in an HDR
image, and to prevent them from failing due to the large range of values contained in an HDR
image.

7.2.4 Color in Tone Reproduction

As discussed in Chapter 4, most tone reproduction operators ignore how to deal with colors during
tone mapping. They only compress luminances leaving the ratios between the color channels
intact. However, a proper treatment of color is crucial in high dynamic range imaging. To address
this problem, we proposed to use color appearance models as a preprocess to tone reproduction
(see Chapter 4).
Although separating color correction from tone mapping may work in practice, the human
visual system solves these problems simultaneously. Therefore, color appearance and tone reproduction issues ought to be solved in one single tightly integrated algorithm.
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7.2.5 Further Validation Tone Reproduction Operators

We surveyed the present validation studies of tone reproduction operators in Chapter 5. As we also
emphasized in that chapter, more validation studies are required to reach conclusive results. The
main need for more studies is due to the numerous tasks for which tone reproduction operators are
used. For instance, we are still yet to discover which operators are most suitable for entertainment,
for medical imaging, or for military applications.
Further validation studies will greatly benefit from accurate characterization of dynamic range
discussed above. Some operators may perform better up to a given dynamic range, but beyond
that their performance might deteriorate. Thus, it may be necessary to choose operators not only
according to a particular task but also according to the dynamic range that need to be dealt with.
The current studies are very useful in the sense that they will form the basis for future validation
studies. However, as the formation of the CIE technical committee 8 (TC-08) to validate tone
mapping operators indicates, there will be more work to do in this respect.

7.2.6 Content Preparation for HDR Display Devices

Although HDR display devices are capable of displaying images and videos at very high qualities
and dynamic ranges, their capacity is often not fully exploited owing to the lack of real HDR
content.
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A solution to this is to linearly scale legacy low dynamic range content. However, the mean
luminances of images may become too high and therefore induce eye fatigue with longer exposure
times. A better approach would be to estimate the gamma of images, linearize them, normalize
and gamma correct for the HDR display, and then scale to fit to the range of the HDR display (see
Chapter 6). This would create an overall darker display with some bright parts standing out more,
thereby affording a more realistic display of 8-bit images.
To adequately solve this problem, one needs to estimate the gamma of existing low dynamic
range images, preferably in real-time. While gamma estimation of single images is possible [34,
62], these methods are not expected to offer real-time performance. Several groups are already
addressing this problem, that is how to display LDR images on HDR displays, which is also known
as the inverse tone mapping problem [5, 69, 95].
Tone reproduction operators have been used to prepare HDR images to be displayed on standard monitors [108, 116, 27, 35, 92]. However, as HDR display devices are entering the mainstream, tone reproduction will also be necessary to prepare HDR images to be displayed on such
devices. This may seem to be an unnecessary operation since both images and display devices
are HDR. However, in most cases their dynamic ranges will not match one-to-one due to the large
range of luminances in the real world.
To solve this problem, it may be possible to invert the existing tone mapping operators to map
compressed HDR images back to the range of an HDR display. Alternatively, it may be necessary
to develop new tone mapping algorithms.
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7.2.7 Future Applications of HDR Imaging

High dynamic range imaging opened up several applications such as image-based lighting [94] and
image-based material editing [88]. Many other applications are yet to be developed.
For instance, a promising application of HDR imaging could be the detection of light sources in
images and video. HDR images are very suitable for such an application since most light sources
are distinctly different from other regions in the image. In an LDR image most light sources are
already burned out, and therefore are less distinct from other bright regions. We discussed a naı̈ve
method for detecting light sources in Section 4.4.2, but this method can be improved.
Light source detection could be extended to find the position, direction, and the color of the
sources outside the viewing field. Although these sources are not directly visible, they influence
the color and appearance of objects in the viewing field. Such an algorithm may be very useful
in the movie industry and mixed reality applications where the aim is to blend artificial and real
objects in a natural way. Artificial objects may be illuminated with the light sources detected from
real footage, which will make them appear as if they belong to the environment.
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APPENDIX A
THE CIECAM02 COLOR APPEARANCE MODEL
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This review of the CIECAM02 color appearance model is based on the technical report by
CIE [15]. The model requires as input the stimulus, and the parameters of the viewing environment
as shown in Table 4.2.
The stimulus is a uniform patch subtending 2◦ of visual angle and its color is represented by the
tristimulus values XY Z. The background is the area adjacent to the stimulus and subtends 10◦ of
visual angle. Its relative luminance Yb is input to the model. The surround is the remainder of the
visual field and is normally described as average, dim or dark. Based on the viewing condition
determined by the surround parameter, three parameters may be set according to Table A.1. These
parameters are:

c
Nc
F

Impact of surround
Chromatic induction factor
Factor for degree of adaptation

The input parameter D determines the degree of chromatic adaptation and it is calculated by the
following equation.


1
D =F 1−
exp
3.6



−LA − 42
92



The model then proceeds by calculating a number of intermediary parameters which in turn will
be used for the calculation of appearance correlates.
First, sharpened cone responses RGB are computed from the tristimulus values XY Z through
the chromatic adaptation transform (CAT02). This is a linear transformation which achieves von
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Table A.1: Parameters associated with the viewing condition of the surround.
Viewing condition c
Nc F
Average surround 0.69 1.0 1.0
Dim surround
0.59 0.9 0.9
Dark Surround
0.525 0.8 0.8
Kries normalization. The computation, the matrix and its inverse are given by:








 X 
 R 








 G  = MCAT 02  Y 












Z
B

MCAT 02

−1
MCAT
02



 0.7328 0.4286 −0.1624 





=  −0.7036 1.6975
0.0061 





0.0030 0.0136
0.9834






= 




1.0961 −0.2789 0.1827 


0.4544
0.4735 0.0721 



−0.0096 −0.0057 1.0153

The sharpened cone responses are then used in the adaptation transform to produce post adaptation
cone responses:

Rc = [YW (D/Rw ) + (1 − D)] R
Gc = [YW (D/Gw ) + (1 − D)] G
Bc = [YW (D/Bw ) + (1 − D)] B
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A further set of five intermediate parameters are required for the computation of appearance correlates. These parameters are:

FL
n

Luminance level adaptation factor
Background induction factor

Nbb

Brightness background factor

Ncb

Chromatic background factor

z

Base exponential nonlinearity

Their computation is given by the following equations:

k = 1/(5LA + 1)
FL = 0.2k 4 (5LA ) + 0.1(1 − k 4 )2 (5LA )1/3
n = Yb /YW
Nbb = 0.725(1/n)0.2
Ncb = Nbb
z = 1.48 + n1/2

The next step is the post adaptation nonlinear response compression. It is performed in HuntPointer-Estevez space [45]:
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MH

MH−1

 0.3897


= 
−0.2298


0.0000




0.6890 −0.0787


1.1834
0.0464



0.0000
1.0000


 1.9102 −1.1121


= 
0.6291
 0.3710


0.0000 −0.0000

0.2019


0.0000



1.0000

The computation of compressed cone responses Ra′ G′a Ba′ is given by:
400(FLR′ /100)0.42
+ 0.1
(FL R′ /100)0.42 + 27.13
400(FLG′ /100)0.42
=
+ 0.1
(FL G′ /100)0.42 + 27.13
400(FLB ′ /100)0.42
=
+ 0.1
(FL B ′ /100)0.42 + 27.13

Ra′ =
G′a
Ba′

The compressed cone responses are then used to compute opponent responses:

A = [2Ra′ + G′a + (1/20)Ba′ − 0.305] Nbb
a = Ra′ − 12G′a /11 + Ba′ /11
b = [Ra′ + G′a − 2Ba′ ] /9
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This gives us all the intermediary parameters necessary to compute the aforementioned appearance
correlates. The equations that follow then compute the appearance correlates that characterize the
XY Z tristimulus values given the specified viewing conditions.
The hue h, e as well as lightness J, brightness Q, chroma C, colorfulness M, and saturation s
of the stimulus may be computed by:

h = tan−1 (b/a)
 


hπ
e = 0.25 cos
+ 2 + 3.8
180
J = 100(A/AW )cz
Q = (4/c)(J/100)0.5(AW + 4)FL0.25
t =

(50000/13)NcNcb e(a2 + b2 )0.5
Ra′ + G′a + (21/20)Ba′

C = t0.9 (J/100)0.5(1.64 − 0.29n )0.73
M = CFL0.25
p
s = 100 M/Q
For the prediction of color matches across different viewing conditions, lightness-chroma matches
are not identical to brightness-colorfulness matches [75]. In practice, lightness and chroma are the
appearance correlates of choice.
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APPENDIX B
RADIOMETRIC AND PHOTOMETRIC QUANTITIES
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Radiometric and photometric quantities such as radiance, irradiance, and luminance are commonly used in HDR imaging literature. It is therefore important to remember their meanings to
ease understanding of the topic under discussion. This chapter provides a brief review of these
quantities.
Radiometric quantities express the purely physical characteristics of optical radiation. Photometric quantities are derived from radiometric quantities by weighting them with the sensitivity of
the human eye (i.e. the V (λ) curve) and then integrating over the visible spectrum.
All the radiometric and photometric quantities have wavelength dependence, and most of them
have positional and directional dependence as well. When referring to a quantity Q that depends
on all these factors it is written as Q(x, y, θ, φ, λ), where (x, y) denotes the position, (θ, φ) denotes
the direction, and λ denotes the wavelength. However when some of the dependences are not
significant for the discussion, they may be dropped to simplify the notation.
Any given photometric quantity Qv (λ) may be derived from its radiometric counterpart Qe (λ)
by using
Qv = Km

Z

830

Qe (λ)V (λ)dλ

(B.1)

360

where e or no subscript is used for the radiometric quantities, and v subscript is used for the
photometric quantities. These subscripts may be dropped when it does not lead to ambiguity. The
integration result is multiplied by a normalization constant Km = 683 lm/W to convert from
relative units to absolute units.
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Table B.1: Basic radiometric and photometric quantities.
Radiometric quantity

Unit

Photometric quantity

Unit

Radiant energy (Qe )
Radiant flux (Pe )
Radiant exitance (Me )
Irradiance (Ee )
Radiant intensity (Ie )
Radiance (Le )

J (joule)
J.s−1 = W (watt)
W.m−2
W.m−2
W.sr −1
W.m−2 .sr −1

Luminous energy (Qv )
Luminous flux(Pv or Fv )
Luminous exitance(Mv )
Illuminance(Ev )
Luminous intensity(Iv )
Luminance(Lv )

lm.s
lm (lumen)
lm.m−2
lm.m−2 (lux)
lm.sr −1 = cd (candela)
lm.m−2 .sr −1 = cd.m−2 (nit)
′

To compute the photometric quantities for scotopic vision V (λ) may be replaced with V (λ)
′
and Km may be replaced with Km
= 1700 lm/W resulting in

Q′v

=

′
Km

Z

830

Qe (λ)V ′ (λ)dλ

(B.2)
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When we are interested in calculating the value of a photometric quantity only for a single wavelength λ0 , integration is not needed and it can be computed from its radiometric counterpart via

Qv (λ0 ) = Km Qe (λ0 )V (λ0 )

(B.3)

The most commonly used radiometric and photometric quantities are listed in Table B.1, and they
are explained in the following sections.

220

B.1 Radiant and Luminous Energy

Radiant energy is the total energy in a beam of optical radiation. It is denoted by Qe and measured
in joules (J). Luminous energy is computed from radiant energy using Equation B.1. The unit of
luminous energy is lumen seconds (lm s). The lumen is explained in the next section.
Radiant and luminous energy, by themselves, are rarely used in practice. Usually the time rate
of optical energy, the radiant and luminous flux are used.

B.2 Radiant Flux and Luminous Flux

The radiant flux Pe (x, y, θ, φ, λ) is defined as the time rate of radiant energy

Pe (x, y, θ, φ, λ) =

dQe (x, y, θ, φ, λ)
dt

(B.4)

If Qe is expressed in joules and t is expressed in seconds then Pe is expressed in watts (1 watt = 1
joule / second).
Luminous flux may similarly be defined as the time rate of luminous energy

Pv (x, y, θ, φ, λ) =

dQv (x, y, θ, φ, λ)
dt
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(B.5)

or it may be derived from the radiant flux

P v = Km

Z

830

Pe (λ)V (λ)dλ

(B.6)
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The unit of luminous flux is lumens (lm), which is the base unit of photometry. The luminous flux
expresses the capacity of the radiant flux to invoke visual sensations.

B.3 Radiant Intensity and Luminous Intensity

The radiant flux is not necessarily uniform in all directions. To quantify the amount of flux in
different directions the radiant intensity is used. The radiant intensity in a given direction is defined
as the quotient of the radiant flux emitted from a point source or an element of a source in an
infinitesimally small cone surrounding this direction by its infinitesimally small solid angle

Ie (x, y, θ, φ, λ) =

dPe (x, y, θ, φ, λ)
dw

(B.7)

When the flux is expressed in watts and the solid angle is in steradians, the radiant intensity is
expressed in watts per steradian (W/sr).
The luminous intensity is computed from the luminous flux

Iv (x, y, θ, φ, λ) =

dPv (x, y, θ, φ, λ)
dw
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(B.8)

or derived from the radiant intensity

Iv = Km

Z

830

Ie (λ)V (λ)dλ

(B.9)
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The unit of luminous intensity is lumens per steradian (lm/sr) which is usually called candela cd.

B.4 Irradiance and Illuminance

When flux reaches a surface, that surface is said to be irradiated or illuminated. The irradiance and
the illuminance are measures of how intensely irradiated a point on a surface is.
The irradiance at a point on a surface is defined as the ratio of the radiant flux impinging on
an infinitesimally small surface element containing the point of interest to the area of this surface
element
Ee (x, y, λ) =

dPe (x, y, λ)
ds

(B.10)

where ds is the elemental area containing the point of interest. It follows that the unit of irradiance
is watts per square meter (lm/m2 ). Note that the irradiance does not have directional dependence,
which means that radiation incident from all directions (usually the upper hemisphere above the
surface element) is included in the computation of the irradiance.
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The illuminance at a point is defined as the quotient of the luminous flux by the elemental area
containing the point
Ev (x, y, λ) =

dPv (x, y, λ)
ds

(B.11)

It may also be derived from its radiometric counterpart, irradiance

Ev = Km

Z

830

Ee (λ)V (λ)dλ

(B.12)
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The unit of illuminance is lumens per meter square (lm/m2 ), which is also called lux.
To describe the density of radiation emanating from a point, rather than impinging on it, the
quantities called radiant exitance and luminous exitance are used. They have the same units as
irradiance and illuminance, they only differ from the latter by the direction of the propagation.

B.5 Radiance and Luminance

For extended surfaces the incoming and the outgoing radiation may change as a function of both
position and direction. Radiance is a radiometric quantity used to measure the flux at a given point
and in a given direction on the surface of a source or a receiver, or along the path of a beam.
The radiance in a given direction of a point on a surface, or at a point on the path of a beam is
defined as the quotient of the radiant flux in an infinitesimally small cone of light passing through,
incident upon, or emitted from an elemental area containing the point by the product of the solid
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L(x,y,θ,φ,λ)

dω
N
θ

dAcos(θ)
φ

dA
(x,y)

Figure B.1: The definition of radiance.
angle of this cone and the elemental area orthogonally projected in the direction of propagation

Le (x, y, θ, φ, λ) =

d2 Pe (x, y, θ, φ, λ)
dwds cos(θ)

(B.13)

where θ is the incident or exitent angle. Figure B.1 illustrates the definition of radiance. The
radiance is measured in W m−2 sr −1 .
Since radiance is a measure of both incoming and outgoing radiation it can be derived from the
radiant intensity or irradiance. The outgoing radiance at a point in a given direction is equal to

Le (x, y, θ, φ, λ) =

Ie (x, y, θ, φ, λ)
ds cos(θ)

(B.14)

where θ is the exitent angle, and the incoming radiance at a point from a particular direction is
equal to
Le (x, y, θ, φ, λ) =
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Ee (x, y, λ)
w cos(θ)

(B.15)

where θ is the incident angle.
Luminance is the photometric counterpart of radiance. It is defined from luminous flux as

Lv (x, y, θ, φ, λ) =

d2 Pv (x, y, θ, λ, φ)
dwds cos(θ)

(B.16)

Le (λ)V (λ)dλ

(B.17)

or derived from the radiance
Lv = Km

Z

830
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The unit of luminance is lm.m−2 sr −1 = cdm−2 which is also known as nit.
Luminance is the only photometric quantity that can be directly perceived by the human eye. It
is closely related to the subjective quantity brightness, although their interaction is a complex one.
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[89] E. Reinhard, A. O. Akyüz, M. Colbert, C. E. Hughes, and M. O’Connor. Real-time color
blending of rendered and captured video. In Interservice/Industry Training, Simulation, and
Education Conference (I/ITSEC), 2004. Paper No. 1502.
[90] E. Reinhard, P. Debevec, G. Ward, K. Myszkowski, H. Seetzen, D. Hess, G. McTaggart,
and H. Zargarpour. High dynamic range imaging: Theory and practice, 2006. SIGGRAPH
2006 Course.
[91] E. Reinhard and K. Devlin. Dynamic range reduction inspired by photoreceptor physiology. IEEE Transactions on Visualization and Computer Graphics, 11(1):13–24, January/February 2005.
[92] E. Reinhard, M. Stark, P. Shirley, and J. Ferwerda. Photographic tone reproduction for
digital images. ACM Transactions on Graphics, 21(3):267–276, 2002.
[93] E. Reinhard, G. Ward, P. Debevec, and S. Pattanaik. High Dynamic Range Imaging: Acquisition, Display, and Image Based Lighting. Morgan Kaufmann, San Francisco, CA, 2005.
[94] E. Reinhard, G. Ward, S. Pattanaik, and P. Debevec. High Dynamic Range Imaging: Acquisition, Display and Image-Based Lighting. Morgan Kaufmann, San Francisco, 2005.
[95] A. Rempel, M. Trentacoste, H. Seetzen, D. Young, W. Heidrich, L. Whitehead, and G. Ward.
Ldr2hdr: On-the-fly reverse tone mapping of legacy video and photographs. ACM Trans.
Graph., 26(3), 2007.
[96] M. Robertson, S. Borman, and R. Stevenson. Estimation-theoretic approach to dynamic
range enhancement using multiple exposures. Journal of Electronic Imaging 12(2), 219
228 (April 2003)., 12(2):219–228, 2003.
[97] M. Rosenblatt. Remarks on some nonparametric estimates of density functions. In Annals
of Mathematical Statistics, 1956.
[98] C. Schlick. Quantization techniques for the visualization of high dynamic range pictures.
In P. Shirley, G. Sakas, and S. Müller, editors, Photorealistic Rendering Techniques, pages
7–20. Springer-Verlag Berlin Heidelberg New York, 1994.

233

[99] H. Seetzen, W. Heidrich, W. Stuerzlinger, G. Ward, L. Whitehead, M. Trentacoste,
A. Ghosh, and A. Vorozcovs. High dynamic range display systems. ACM Transactions
on Graphics, 23(3):760–768, 2004.
[100] H. Seetzen, H. Li, L. Ye, W. Heidrich, L. Whitehead, and G. Ward. Observations of luminance, contrast, and amplitude resolution of displays. In Society for Information Display
(SID), pages 1229 – 1233, 2006.
[101] H. Seetzen and L. Whitehead. A high dynamic range display using low and high resolution
modulators. SID Digest, pages 1450–1453, 2003.
[102] N. D. Sidiropoulos, J. S. Baras, and C. A. Berenstein. Optimal filtering of digital binary
images corrupted by union/intersection noise. IEEE Transactions on Image Processing,
78:382–403, 1994.
[103] J. C. Stevens and S. S. Stevens. Brightness function: Effects of adaptation. Journal of the
Optical Society of America, 53(3):375–385, 1963.
[104] S. S. Stevens and J. C. Stevens. Brightness function: Parametric effects of adaptation and
contrast. Journal of the Optical Society of America, 50(11):1139, 1960.
[105] C. Tomasi and R. Manduchi. Bilateral filtering for gray and color images. In Proc. of the
1998 IEEE International Conference on Computer Vision, pages 839–846. IEEE, 1998.
[106] J. Tumblin. Three Methods of Detail-Preserving Contrast Reduction for Displayed Images.
PhD thesis, College of Computing Georgia Inst. of Technology, 1999.
[107] J. Tumblin, J. K. Hodgins, and B. K. Guenter. Two methods for display of high contrast
images. ACM Transactions on Graphics, 18 (1):56–94, 1999.
[108] J. Tumblin and H. Rushmeier. Tone reproduction for computer generated images. IEEE
Computer Graphics and Applications, 13(6):42–48, November 1993.
[109] J. Tumblin and G. Turk. LCIS: A boundary hierarchy for detail-preserving contrast reduction. In A. Rockwood, editor, Siggraph 1999, Computer Graphics Proceedings, Annual
Conference Series, pages 83–90, Los Angeles, 1999. Addison Wesley Longman.
[110] J. Vos. Disability glare — a state of the art report. CIE Journal, 3(2):39–53, 1984.
[111] T. Wachtler and C. Wehrhahn. The craik - o’brien - cornsweet illusion in colour: Quantitative characterisation and comparison with luminance. Perception, 26:1423 – 1430, 1997.
[112] G. Walls. The filling-in process. American Journal of Optometry, 31:329–340, 1954.
[113] B. A. Wandell. Foundations of Vision. Sinauer, 1995.

234

[114] G. Ward. A contrast-based scalefactor for luminance display. In P. Heckbert, editor, Graphics Gems IV, pages 415–421. Academic Press, Boston, 1994.
[115] G. Ward. Fast, robust image registration for compositing high dynamic range photographs
from hand-held exposures. Journal of Graphics Tools, 8(2):17–30, 2003.
[116] G. Ward, H. Rushmeier, and C. Piatko. A visibility matching tone reproduction operator for
high dynamic range scenes. IEEE Trans. on Visualization and Comp. Graphics, 3(4), 1997.
[117] G. Ward and M. Simmons. Subband encoding of high dynamic range imagery. In APGV
’04: Proceedings of the 1st Symposium on Applied perception in graphics and visualization,
pages 83–90, New York, NY, USA, 2004. ACM Press.
[118] G. Ward and M. Simmons. Jpeg-hdr: a backwards-compatible, high dynamic range extension to jpeg. In SIGGRAPH ’05: ACM SIGGRAPH 2005 Courses, page 2, New York, NY,
USA, 2005. ACM Press.
[119] J. Whitaker. Video Display Systems. McGraw-Hill, 2001.
[120] G. Wyszecki and W. S. Stiles. Color science: Concepts and methods, quantitative data and
formulae. John Wiley and Sons, New York, 2nd edition, 2000.
[121] G. Wyszecki and W. S. Stiles. Color Science: Concepts and Methods, Quantitative Data
and Formulae. John Wiley & Sons, Ltd., 2nd edition, 2000.
[122] A. Yoshida, V. Blanz, K. Myszkowski, and H. Seidel. Perceptual evaluation of tone mapping
operators with real-world scenes. In Stereoscopic Displays and Virtual Reality Systems
XII. Edited by Woods, Andrew J.; Bolas, Mark T.; Merritt, John O.; McDowall, Ian E.
Proceedings of the SPIE, Volume 5666, pp. 192-203 (2005)., pages 192–203, March 2005.
[123] A. Yoshida, R. Mantiuk, K. Myszkowski, and H.-P. Seidel. Analysis of reproducing realworld appearance on displays of varying dynamic range. Computer Graphics Forum,
25(3):415–426, 2006.

235

