A DC motor widely uses for sensitive speed and position in industry. Stability and productivity of a system are important for controlling of a DC motor speed. Stable of speed which affected from load fluctuation and environmental factors. Therefore, it is important for the speed value which is required as constant and to keep it as its value. In this study, it is aimed that the speed value which is achieved as required value and keeping it as constant using Proportional, Integral and Derivative (PID) controller for tuning parameters. Firstly, Ziegler-Nichols (ZN) is one of a traditional method used. PID parameters are determined with responses of open-loop under running system. Later, parameters of the PID are estimated using two metaheuristic algorithms such as Particle Swarm Optimization (PSO) and Genetic Algorithm (GA). As a result, three algorithms' results are compared based on five criteria. The PSO algorithm produces better results than Genetic Algorithm for each criteria.
INTRODUCTION
The main aim of the Control theory is, analysing and designing of controller/monitor which provides running of the system as required property. Different structure and characteristic of controllers have been developed. One of them is a basic Proportional-Integral-Derivative (PID) controller which is mostly used for industrial purposes [1] . Because of robustness and basic structure, the PID controller is mostly used for controlling speed and position of a DC motor in industry [2] . In addition this, the PID become more popular because of integrating easily both in terms of hardware and also software of the system. 1 Sakarya University, Department of Industrial Engineering, Sakarya, Turkey"Adaptation in natural and artificial systems". He is the first researcher who is used evaluation rules to solve optimization problems [22] .
PSO was developed by Kennedy and Ebarhart who observed social behaviours that inspired movement of organism of a bird flock or fish school in 1995. This algorithm is applied on many different problems. At the same time, It is also used to solve the nonlinear problem that consists of more than one variables are multipies [23] .
In this study, ZN, PSO and GA algorithms are used for tuning PID controller on DC motor and the solutions are compared. For this comparison, values of overshoot, rise time, settling time and steady state error from response of a unit step are used. Different criterias are used when the fitness functions of PSO and GA are determined.
Rest of the study is designed as follow. A DC motor model, fundamentals of a PID and a mathematical model are explained in section 2. Tuning methods such as ZN, PSO and GA are explained in section 3. At section 4, an application part of the study is given. Fitness criterias are discussed at section 5. At last, results and discussions are presented in section 6.
MODELS
In this part, General information related with both PID controller and DC motor is given in this section in addition to be discussed mathematical equations of PID controller on frequency domain.
DC Motor Model
The DC motor system is a type of motor is generally preferred to control speed and tuning position which is an armature control of DC motor. An Armature controlled DC motor is controlled with arranging armature for keeping constant of static field current. Equivalent circuit of the armature controlled on the DC motor is illustrated in Figure 1 [1] . 
Laplace transformations of equations based on a time domain are completed as follows;
The block diagram using and determing a Laplace transformation based on equations from 7 to 11 on the armature controlled DC motor system is given in Figure 2 . 
PID Controller
Proportional, Integral and Derivative (PID) controller used extensively in the industry means that a control signal u(t) is determined to consider with a power applied to a system with taking into consideration of an input error signal (differences of a reference signal and a feedback) and e(t) signal [17] , [22] . The PID controller block diagram is given in Figure 3 . The PID means that Proportional is "P" keeping proportional reference level, Integral parameter is "I" summation of previous errors, Derivative is "D" trend of error. The PID control belong with the structure that continuous and discrete of the mathematical equatiations are given as follows [19] , [24] .
Having used equations of 13 and 14, equations of 15 and 16 are found.
Transfer function of the PID controller on frequency domain is as follow.
Having used equations 16 and 17, equation 18 is determined. In others way, the PID controller is formed as a unique controller with collecting three fundamental controllers of P, I and D. A system response time is improved with a derivative structure for minimizing continuous steady-state error that affect from an integrator in the system. 
SOLUTION METHODS
In this section, a traditional ZN and two metaheuristic algorithms PSO and GA that are used for tuning the PID controller parameters, are explained shortly.
Ziegler-Nichols Method
There are different methods which can be used for tuning in a starting position with being considered with open loop response of the system. Although all methods have the same aim, having used model parameters are the response of the system and appropriate the values because of the model parameters are different.
Although their objectives and input model parameters (K, L, T) are same, obtaining PID parameters' approaches are different [24] . ZieglerNichols is a one of traditional method which defines as the first time delay order system. It consists of two parameters of lead time (L) and time constant (T) [1] . Formulation of the method is given in equation 19 .
Being controlled open loop transfer function Gp(s) for the system is illustrated how determined the way of an open loop response in Figure 5 . The example of the response curve for the ZN is presented in Figure 6 . Controller parameters are found with using response curve Y(t), L and T. 
Particle Swarm Optimization Algorithm
Firstly, Particle Swarm algorithm are proposed by Kennedy and Eberhart (1995) , is an evolutionary metaheuristic algorithm which bases on swarm base for using an observation of social behaviour of moving organisms in a bird flock or fish school.
The algorithm is related with the computational method that optimizes the problem which bird flocks aim of finding food behaviours is used iterative steps starting with a candidate solution to reach best solution.
This means that, candidate solutions are particles and moving these particles in the search-space based on a formulation over the particle's position. Each particle's movement is affected by its local value, and its objective is to reach best known positions in the search-space with updating better positions found by other particles.
The algorithm is begun with establishing starting position and velocity vectors. And each iteration is tryed to find best value by evaluating position and velocity vectors. Each particle has a dimension whose variables are our problems. If the problem consists of five different variables, the particles' dimension should be chosen as five.
Each particle's best value is called as local best value and recorded into the Pbest matrix. The best value of each particle is updated after each iteration if a new best value is found for controlling each particle current and previous positions. In addition, the position is recorded as global best (Gbest) after controlling best values of the matrix in each iteration. So the iteration is repeated till the specified number of iteration, and last updated best position value is assumed as an optimum value. The algorithm is fundamentally based on finding each particle own position of local best value and a swarm' general best position in each iteration. Each particle's velocity and position are updated according to equation of 20 and 21 in each iteration [25] . best best best best best best best best best best best best best P P P P P P P P P
The particles in the PSO, position values are updated until the number of iteration is reached to specified value. The particles' changing positions are illustrated in Figure 7 [9]. Vmin and Vmax are found with using equations 26-28 as follows:
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At the beginning; each particle is assigned to the position value that based on specified constraints. After the evolution of each particles, if a particle position is over than constraints, the particle is omitted and a new particle is created within position constraints otherwise this particle position can be adapted by arranging suitable particles position. Different range can be used as a position constraint [15] .
Genetic Algorithm
The GA is a metaheuristic algorithm which based on a random search technique with using a parametric coded. The GA is proposed firstly by John Holland (1975) whose student Goldberd applied first time controlling gasoline pipeline problem [26] .
The GA can be preferred to solve the control problem if the problem is not easy to solve with using an analytical approach because the search space is huge. The algorithm bases on a principle of living organism which is the best of them will survive, but others will disappear. A child character is a mixed characters of parents. It can survive when it achieves adaptation of new conditions. A new child may carry a better or a worst character from parents. In that case, a child will not survive if its characters are worse than its parents. In the problem solving strategy, a new solution is generated with using parents (previous solutions). A new child (a new solution) is found used operators such as mutation and crossover.
One of the advantages of the GA is that a new solution is continuously searched among previous better solutions. Finally, the best solution is selected among better solutions. The performance of GA is affected from parameters of mutation and crossover rates. Flow diagram of the GA is illustrated in Figure 8 . 
AN APPLICATION
In this section, an example is given to illustrate effectiveness of these algorithms. Two DC motors are chosen for a comparison. Parameters of DC motors are given in Table 2 . Testing of the system is done with being used the SIMULINK and all computers codes are generated on the MATLAB platform [28] . 
Ziegler-Nichols Method
Starting parameter values, application steps of Ziegler-Nichols method and first step response of closed loop for trialling are shown in Table 3 . 
Particle Swarm Optimization Algorithm
The PID controller parameters are found using PSO [29] . Closed loop DC motor step response, are found using previously founded parameters in MATLAB. The pseudocode of the PSO is given in Table 4 . 
Genetic Algorithm
The PID controller parameters which are closed loop DC motor step response, are found using previously founded parameters in MATLAB. The pseudocode of the GA is given in Table 5 .
The GA parameters are chosen as follows:  Many articles are examined in terms of how to determined GA parameters in the literature.

Total 45 different results are examined for five different error functions with combinations of three different mutation and crossover operators. As a result, the best crossover rate and mutation operators are chosen as 0,5 and 0,03 respectively. Compute cumulative selection probability for each chromosomes Select n chromosomes according to a cumulative selection probability Crossover Crossover operator = p_c Select chromosomes from selected 100 chromosomes according to crossover operator and Cumulative selection probability and Group them double randomly Crossover these groups in themselves from random bits Change these crossovered chromosomes with previous chromosomes Mutation Mutation operator: p_m Generate as total bits as random numbers between 0 to 1 Save them in the p(i) For i = 1 to total_bits if (p(i)<=P_m) if (bit == 1) bit = 0 else bit = 1 end end end Comparison of performances of the PSO and the GA for the DC motor 1 and 2 are given in Table  7 and 8. The graphs of results for DC motor 1 and 2 are given in appendix A.
FITNESS CRITERIA
Some fitness functions are determined to evaluate the PSO and GA performances [30] , [31] . 
In this study, in addition, fitness function defined in equation between 29-32, a special fitness function based on a time domain is also used [6] . The fitness function consists of an overshoot a rise time, a settling time and a steady-state error. The fitness function is defined as follows: Different results of W(K) are obtained while a weight factor β is changed. If β is greater than 0.7, an overshoot and continue to steady-state errors are reduced. Therefore, β is less than 0.7, rising time and saturation time are reduced [8] . In this study, β value is chosen as 0.7 to assign equal importance for performance of criteria. 
RESULT
In this study, a comparison of performances of the PSO and the GA for optimizing the PID controller being used for the DC motor speed control was done. An output signal was obtained for tuning the PID controller with parameters which based on some criterias and a unit step signals were applied as an input reference signal of the DC motor. An overshoot, a rise time, a settling time and a steady-state error were found by using MATLAB platform while being analysed output signals at the same time. So the manual tuning was done by being used MATLAB and SIMULINK.
First of all, origin parameters of DC motor 1 and 2 was shown in Table 7 Consequently, W(K) special fitness function produced more satisfactory values than other fitness function in terms of overshoot, saturation time, rise time and produced a better optimal value in a case of manual tuning process. For stationary error value was less than "4", it was conveniented to assume as "0". The PSO produced better results than GA in terms of fitness function value for each criteria.
Different equations can be used for the fitness function in the special function criteria [32] , [33] for future study. However, a certain limit value of the error signal e(t) was, namely the creation of a new control signal u(t) can be provided for being over the threshold. The error value of the system under the certain threshold value will not be a difference in the control signal u(t) when it is applied to the system [34] . All these extra cases are gathered and under the same function can be collected for all fitness criterias. Multi-criteria decision-making problems [12] , [35] , with new results can be reconsidered. 
