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OPTIMAL REGULARITY IN TIME AND SPACE
FOR THE POROUS MEDIUM EQUATION
BENJAMIN GESS, JONAS SAUER, AND EITAN TADMOR
ABSTRACT. Regularity estimates in time and space for solutions to the porous medium equation
are shown in the scale of Sobolev spaces. In addition, higher spatial regularity for powers of the
solutions is obtained. Scaling arguments indicate that these estimates are optimal. In the linear
limit, the proven regularity estimates are consistent with the optimal regularity of the linear case.
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1. INTRODUCTION
We prove estimates on the time and space regularity of solutions to porous medium equations{
∂tu−∆u
[m] = S in (0,T )×Rd,
u(0) = u0 in R
d
(1.1)
where u[m] := |u|m−1u with m > 1, u0 ∈ L1(Rd) and S ∈ L1((0,T )×Rd). Solutions to porous
medium equations are known to exhibit nonlinear phenomena like slow diffusion or filling up of
holes at finite rate: if the initial data is compactly supported, then the support of the solution evolves
with a free boundary that has finite speed of propagation. The solution close to the boundary is not
smooth even for smooth initial data and zero forcing.
Despite many works on the problem of regularity of solutions to porous medium equations,
until recently established regularity results in the literature in terms of Hölder or Sobolev spaces
were restricted to spatial differentiability of order less than one (cf. Ebmeyer [10], Tadmor and Tao
[17]). For mց 1 this is in stark contrast to the limiting case m= 1, where u is up to twice weakly
differentiable in space. Very recently, the first author has proven optimal spatial regularity for (1.1)
in [11] for initial data u0 ∈ (L1∩L1+ε)(Rd) for some ε > 0. This leaves open three main aspects
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addressed in the present work: First, the derivation of optimal1 space-time regularity. Second, the
limit case u0 ∈ L1(Rd), which is of particular importance since it covers the case of the Barenblatt
solution for which the estimates are shown to be optimal, cf. Section 3 below. Third, higher order
integrability. The solution of these three open problems is the purpose of the present paper.
The first main result provides optimal space-time regularity for L1 data.
Theorem 1.1. Let u0 ∈ L1(Rd), S ∈ L1((0,T )×Rd) and m ∈ (1,∞). Let u be the unique entropy
solution to (1.1) on [0,T ]×Rd .
(i) Let p ∈ (1,m] and define
κt :=
m− p
p
1
m−1
, κx :=
p−1
p
2
m−1
.
Then, for all σt ∈ [0,κt)∪{0} and σx ∈ [0,κx) we have
u ∈Wσt ,p(0,T ;Wσx,p(Rd)).
Moreover, we have the estimate
‖u‖Wσt ,p(0,T ;Wσx ,p(Rd)) . ‖u0‖
m
L1x
+‖S‖mL1t,x
+1.(1.2)
(ii) Suppose O ⊂⊂ Rd . Let s ∈ [0,1] and define
p := s(m−1)+1, κt :=
1− s
s(m−1)+1
, κx :=
2s
s(m−1)+1
.
Then for all σt ∈ [0,κt)∪{0}, σx ∈ [0,κx)∪{0} and q ∈ [1, p] we have
u ∈Wσt ,q(0,T ;Wσx,q(O)).
Moreover, we have the estimate
‖u‖Wσt ,q(0,T ;Wσx,q(O)) . ‖u0‖
m
L1x
+‖S‖mL1t,x
+1.(1.3)
In the previous works by Tadmor and Tao [17] and Ebmeyer [10], initial data in L1∩L∞ has been
considered. However, the methods employed in these works did not allow a systematic analysis
of the order of integrability of the solutions. For example, the results of [10] are restricted to the
particular order of integrability p = 2m+1 , while [17] is restricted to p = 1. In the second main
result we provide a systematic treatment of higher order integrability. In particular, this includes
and generalizes the corresponding results of [10] in terms of regularity in Sobolev spaces.
Noting that the regularity of u[m] contains information on the time regularity of u in virtue of
the equation (1.1), in addition, we analyze the spatial regularity of powers of the solution uµ for
µ ∈ [1,m].
Theorem 1.2. Let u0 ∈ L1(Rd)∩Lρ(Rd), S∈ L1([0,T ]×Rd)∩Lρ ([0,T ]×Rd) for some ρ ∈ (1,∞)
and assume m ∈ (1,∞). Let u be the unique entropy solution to (1.1) on [0,T ]×Rd .
(i) Let µ ∈ [1,m]. Then, for all p ∈ (1, m−1+ρµ ) and σx ∈ [0,
µ p−1
p
2
m−2+ρ ) we have
u[µ] ∈ Lp(0,T ;Wσx,p(Rd)),
and we have the estimate
‖u[µ]‖Lp(0,T ;Wσx ,p(Rd)) . ‖u0‖
µρ
L1x∩L
ρ
x
+‖S‖µρ
L1t,x∩L
ρ
t,x
+1.(1.4)
1Optimality is indicated by scaling arguments in Section 3 below, and the derived estimates are consistent with the
optimal space-time regularity in the linear case m= 1.
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(ii) Let p ∈ (ρ ,m−1+ρ) and define
κt :=
m−1+ρ− p
p
1
m−1
, κx :=
p−ρ
p
2
m−1
.
Then, for all σt ∈ [0,κt) and σx ∈ [0,κx) we have
u ∈Wσt ,p(0,T ;Wσx,p(Rd)).
Moreover, we have the estimate
‖u‖Wσt ,p(0,T ;Wσx,p(Rd)) . ‖u0‖
ρ
L1x∩L
ρ
x
+‖S‖ρ
L1t,x∩L
ρ
t,x
+1.(1.5)
Similarly as in Theorem 1.1, if one restricts to estimates that are localized in space, the rigid
interdependency of the coefficients in Theorem 1.2 can be relaxed.
Corollary 1.1. Under the assumptions of Theorem 1.2, suppose O ⊂⊂ Rd .
(i) Let µ ∈ [1,m]. Then, for all σx ∈ [0,
2µ
m ) and q ∈ [1,
m
µ ] we have
u[µ] ∈ Lq(0,T ;Wσx,q(O)),
and we have the estimate
‖u[µ]‖Lq(0,T ;Wσx,q(O)) . ‖u0‖
µρ
L1x∩L
ρ
x
+‖S‖µρ
L1t,x∩L
ρ
t,x
+1.(1.6)
(ii) Let s ∈ [0,1] and define
p := s(m−1)+1, κt :=
1− s
s(m−1)+1
, κx :=
2s
s(m−1)+1
.
Then for all σt ∈ [0,κt)∪{0}, σx ∈ [0,κx)∪{0} and q ∈ [1, p] we have
u ∈Wσt ,q(0,T ;Wσx,q(O)).
Moreover, we have the estimate
‖u‖Wσt ,q(0,T ;Wσx,q(O)) . ‖u0‖
ρ
L1x∩L
ρ
x
+‖S‖ρ
L1t,x∩L
ρ
t,x
+1.(1.7)
The methods employed in this work are inspired by Tadmor and Tao [17] and rely on the kinetic
form of (1.1), that is, with f (t,x,v) := 1v<u(t,x)−1v<0,
∂t f −m|v|
m−1∆x f = ∂vq+S(t,x)δu(t,x)(v),(1.8)
for a non-negative measure q, which allows the usage of averaging lemmata and real interpolation.
An essential difference to purely spatial regularity consists in the necessity to work with anisotropic
fractional Sobolev spaces, which only in their homogeneous form are nicely adapted to the Fourier
analytic methods of this work, much in contrast to the purely spatial case in [11]. This leads to
the so-called dominating mixed anisotropic Besov spaces introduced by Schmeisser and Triebel
[16]. Passing from these homogeneous anisotropic spaces to standard inhomogeneous fractional
Sobolev spaces is delicate and treated in detail below. A main ingredient in the proof of optimal
regularity in [11] was the existence of singular moments
∫
t,x,v |v|
−γq for γ ∈ (0,1). This ceases
to be true for general L1-initial data. This difficulty is overcome in the present work by treating
separately the degeneracy at |v| = 0 and the singularity at |v| = ∞ as they appear in (1.8). This
also necessitates to make use of the equation (1.8) in the case of small spatial modes ξ in order to
obtain optimal time regularity, see Corollary 4.7 below.
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Comments on the literature: The (spatial) regularity of solutions to porous medium equations
in Sobolev spaces has previously been considered in [10, 11, 17]. Since our main focus is on
time-space regularity, we refer to [11] for a more detailed account on the available literature in this
regard.
In the case of non-negative solutions the spatial regularity of special types of powers of solutions
has been investigated in the literature. For example, much work is devoted to the pressure defined
by v := mm−1u
m−1 (cf. e.g. Vázquez [20] and the references therein). In the recent work [12],
Gianazza and Schwarzacher proved higher integrability for nonnegative, local weak solutions to
forced porous medium equations in the sense that u
m+1
2 ∈ L2+εloc ((0,T );W
1,2+ε
loc ) for all ε > 0 small
enough. In [5], this result was generalized by Bögelein, Duzaar, Korte, and Scheven.
The analysis of regularity in time of solutions to porous medium equations (without forcing) has
a long history initiated by Aronson and Bénilan in [1] and continued by Crandall, Pazy, Tartar in
[7] and Bénilan, Crandall in [3], where it has been shown that
(1.9) ∂tu ∈ L
1
loc((0,∞);L
1(Rd))
for u0 ∈ L1(Rd). Subsequently, in [8, 9], Crandall and Pierre have devoted considerable effort to
relax the required assumptions on the nonlinearity ψ in the case of generalized porous medium
equations
∂tu−∆ψ(u) = 0 in (0,T )×R
d .(1.10)
More precisely, in [8] assuming the global generalized homogeneity condition
(1.11) ν
ψ(r)ψ ′′(r)
(ψ ′(r))2
∈ [m,M],
for some 0< m<M, ν ∈ {±1} and all r ∈ R, (1.9) was recovered.
It should be noted that the methods developed in these works are restricted to the non-forced case
S≡ 0. In fact, for S 6≡ 0, the linear case m= 1 demonstrates that (1.9) should not be expected. We
are not aware of results proving regularity in time in Sobolev spaces for porous medium equations
with non-vanishing forcing. In this sense, restricting to regularity in time alone, the results of
the present work can be regarded as the (partial) extension of the results of [1, 3, 7, 8, 9] to non-
vanishing forcing.
We are not aware of previous results on mixed time and space regularity in Sobolev spaces for
solutions to porous medium equations.
For simplicity of the presentation we restrict to the nonlinearity ψ(u) = u[m] in this work. How-
ever, the methods that we present are not restricted to this case, as long as ψ satisfies a non-linearity
condition as in [11]. In addition, by means of a velocity decomposition, i.e. writing
u(t,x) =
K
∑
i=1
ui(t,x) :=
K
∑
i=1
∫
v
ϕ i(v) f (t,x,v)dv,
where ϕ i, i= 1, . . . ,K is a smooth decomposition of the unity, such a non-linearity condition only
needs to be supposed locally at points of degeneracy. This is in contrast to the assumptions, such
as (1.11), supposed in the series of works [1, 3, 7, 8, 9] mentioned above, which can be regarded
as global generalized homogeneity conditions.
Structure of this work: In Section 2 we collect information on the class of homogeneous and
inhomogeneous anisotropic, dominating mixed derivative spaces employed in this work. The op-
timality of the obtained estimates is indicated in Section 3 by scaling arguments and by explicit
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computations in case of the Barenblatt solution. In Section 4 we provide general averaging lem-
mata (Lemma 4.2 and Lemma 4.4) in the framework of homogeneous dominating mixed derivative
spaces and translate them to more standard inhomogeneous anisotropic fractional Sobolev spaces
(Corollary 4.5, Corollary 4.6 and Corollary 4.7). In this formulation, they imply the main result by
their application to the porous medium equation in Section 5.
2. PRELIMINARIES, NOTATION AND FUNCTION SPACES
We use the notation a. b if there is a universal constant C > 0 such that a6Cb. We introduce
a & b in a similar manner, and write a ∼ b if a . b and a & b. For a Banach space X and I ⊂ R
we denote by C(I;X) the space of bounded and continuous X -valued functions endowed with the
norm ‖ f‖C(I;X) := supt∈I ‖ f (t)‖X . If X = R we write C(I). For k ∈ N∪{∞}, the space of k-times
continuously differentiable functions is denoted by Ck(I;X). The subspace of Ck(I;X) consisting
of compactly supported functions is denoted by Ckc(I;X). Moreover, we write MTV for the space
of all measures with finite total variation. Throughout this article we use several types of Lp-based
function spaces. For a Banach space X and p ∈ [1,∞], we endow the Bochner-Lebesgue space
Lp(R;X) with the usual norm
‖ f‖Lp(R;X) :=
(∫
R
‖ f (t)‖pX dt
) 1
p
,
with the standard modification in the case of p = ∞. For k ∈ N0 := N∪{0}, the corresponding
X -valued Sobolev space is denoted by W k,p(R;X). If σ ∈ (0,∞) is non-integer (say σ = k+ r,
with k ∈ N0 and r ∈ (0,1)), then we define the X -valued Sobolev-Slobodeckiı˘ space Wσ ,p(R;X)
as the space of functions inW k,p(R;X) with
‖ f‖W˙σ ,p(R;X) :=
(∫
R×R
‖Dk f (t)−Dk f (s)‖pX
|t− s|rp+1
dsdt
) 1
p
< ∞,(2.1)
again with the usual modification in the case of p= ∞. Further, let W˙σ ,p(R;X) be the space of all
locally integrable X -valued functions f for which (2.1) is finite. If we factor out the equivalence
relation ∼, where f ∼ g if ‖ f − g‖W˙σ ,p(R;X) = 0, the space W˙
σ ,p(R;X) equipped with the norm
‖·‖W˙σ ,p(R;X) is a Banach space.
Moreover, in order to treat regularity results in both time and space efficiently, we introduce
spaces with dominating mixed derivatives set in the framework of Fourier analysis, that is, cor-
responding Besov spaces. These spaces have a long history in the literature, beginning with the
works of S. M. Nikol’skiı˘ [13, 14, 15]. We refer the reader to the monograph of Schmeisser and
Triebel [16] and the references therein. We adopt the notation of [16] for the non-homogeneous
spaces. Corresponding homogeneous Besov spaces are treated in [18, 19]; we adapt the nota-
tion to be consistent with the one in [16]. We recall from [18] the definition of the spaces Z
and Z ′ replacing the standard Schwartz space S = S (Rd+1) and the space of tempered dis-
tributions S ′ = S ′(Rd+1) in the definition of homogeneous spaces. As we are concerned with
function spaces in the time variable t ∈ R and the spatial variable x ∈ Rd , we introduce besides
Rd+1 = Rt ×R
d
x also the subset
R˙
d+1 := {(t,x) ∈ Rd+1 | t|x| 6= 0}.
Note that in [18], the notation
+
R
2 is used, which gives a better geometrical intuition of the set taken
out of R2. However, for typesetting reasons, we have decided for the notation R˙d+1. Then we let
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D˙ be the subset of the standard space of test functions D , consisting of functions with compact
support in R˙d+1 and view it as a locally convex space equipped with the canonical topology. Its
dual space is denoted by D˙ ′, and is referred to as distributions over R˙d+1. We define Z as the
image of D˙ ⊂ S under the Fourier transform F in time and space, equipped with the inherited
topology from D˙ . The corresponding dual space is denoted by Z ′. Since F : D˙ → Z , we can
define by duality the Fourier transform F : Z ′→ D˙ ′.
It holds Z ⊂S with a continuous embedding, but the fact that Z is not densely embedded in
S prevents one from stating S ′ ⊂Z ′. However, we note that for p ∈ (1,∞), the space Lp(Rd+1)
can be viewed both as subspace of S ′ and as a subspace of Z ′, cf. Theorem 3.3 in [18].
Let ϕ be a smooth function supported in the annulus {ξ ∈ Rd : 12 6 |ξ |6 2} and such that
∑
j∈Z
ϕ j(ξ ) := ∑
j∈Z
ϕ(2− jξ ) = 1, ∀ξ ∈ Rd \{0}.
Similarly, let η be a smooth function supported in
(
−2,−12
)
∪
(
1
2 ,2
)
with
∑
l∈Z
ηl(τ) := ∑
l∈Z
η(2−lτ) = 1, ∀τ ∈ R\{0}.
Moreover, define φ j := ϕ j for j > 1 and φ0 := 1−∑ j>1φ j as well as ψl := ηl for l > 1 and
ψ0 := 1−∑l>1ηl . We will use the shorthand notation ηlϕ j for the function (τ,ξ ) 7→ ηl(τ)ϕ j(ξ ),
and similarly for combinations of ψl and φ j.
Definition 2.1. Let σi ∈ (−∞,∞), i= t,x, and p ∈ [1,∞]. Set σ := (σt ,σx).
(i) The homogeneous Besov space with dominating mixed derivatives Sσp,∞B˙(R
d+1) is given
by
Sσp,∞B˙ := S
σ
p,∞B˙(R
d+1) := { f ∈Z ′ | ‖ f‖Sσp,∞B˙ < ∞},
with the norm
‖ f‖Sσp,∞B˙ := sup
l, j∈Z
2σt l2σx j‖F−1t,x ηlϕ jFt,x f‖Lp(Rd+1).
Similarly, the space Sσp,∞,(∞)B˙(R
d+1) is given via the norm
‖ f‖Sσp,∞,(∞)B˙
:= sup
l, j∈Z
2σt l2σx j‖F−1t,x ηlϕ jFt,x f‖Lp,∞(Rd+1).
(ii) The homogeneous Chemin-Lerner spaces L˜pt B˙
σx
p,∞(R
d+1) and L˜px B˙σtp,∞(R
d+1) are given by
L˜pt B˙
σx
p,∞ := L˜
p
t B˙
σx
p,∞(R
d+1) := { f ∈S ′ | ‖ f‖L˜pt B˙σxp,∞ < ∞},
L˜px B˙
σt
p,∞ := L˜
p
x B˙
σt
p,∞(R
d+1) := { f ∈S ′ | ‖ f‖L˜px B˙σtp,∞ < ∞},
with the norms
‖ f‖L˜pt B˙σxp,∞ := sup
j∈Z
2σx j‖F−1x ϕ jFx f‖Lp(Rd+1),
‖ f‖L˜px B˙σtp,∞ := sup
l∈Z
2σt l‖F−1t ηlFt f‖Lp(Rd+1),
respectively.
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(iii) The non-homogeneous Besov space with dominating mixed derivatives Sσp,∞B(R
d+1) is
given by
Sσp,∞B := S
σ
p,∞B(R
d+1) := { f ∈S ′(Rd+1) | ‖ f‖Sσp,∞B < ∞},
with the norm
‖ f‖Sσp,∞B := sup
l, j>0
2σt l2σx j‖F−1t,x ψlφ jFt,x f‖Lp(Rd+1).
(iv) The non-homogeneous Chemin-Lerner space L˜pt B
σx
p,∞(R
d+1) is given by
L˜pt B
σx
p,∞ := L˜
p
t B
σx
p,∞(R
d+1) := { f ∈S ′ | ‖ f‖L˜pt Bσxp,∞ < ∞},
with the norm ‖ f‖L˜pt Bσxp,∞ := sup
j>0
2σx j‖F−1x φ jFx f‖Lp(Rd+1).
Remark 2.2. All spaces considered in Definition 2.1 are Banach spaces, cf. [18]. Note that for
ϑ ∈ R, we use the notation ϑσ = (ϑσt ,ϑσx). In this note, we restrict ourselves to the third
index of the Besov-type space being infinity, in which case the spaces Sσp,∞B are sometimes called
Nikol’skiı˘ spaces of dominating mixed derivatives in the literature. However, there is no conceptual
limitation to consider also third indices q ∈ [1,∞]. On the same token, one could also consider
spaces with different indices p and q in different directions. We refer the reader to the monograph
[16] for more details concerning such spaces.
Lemma 2.3. Let κx > 0 and p ∈ [1,∞]. Then
L˜pt B
κx+ε
p,∞ (R
d+1)⊂ Lp(R;Wκx,p(Rd))⊂ L˜pt B
κx−δ
p,∞ (R
d+1),
whenever ε > 0 and δ ∈ (0,κx].
Proof. Follows from [2, p. 98]. 
Lemma 2.4. Let κt ,κx > 0 and p ∈ [1,∞). Then Sκp,∞B ⊂W
σt ,p(R;Wσx,p(Rd)) whenever σt ∈
[0,κt) and σx ∈ [0,κx).
Proof. The proof is a combination of results in [16], which are written for R×R but also true for
R×Rd by an inspection of their respective proofs: Without loss of generality, we can assume that
σt and σx are non-integer. By [16, Remark 2.3.4/4], we have Wσt ,p(R;Wσx,p(Rd)) = SBσp,p (see
[16, Definition 2.2.1/2] for a definition of the latter space). Since by [16, Proposition 2.2.3/2] we
have Sκp,∞B⊂ SB
σ
p,p, this yields the claim. 
Lemma 2.5. Let σt ,σx > 0 and p ∈ [1,∞]. Then(
Lp(Rd+1)∩ L˜px B˙
σt
p,∞∩ L˜
p
t B˙
σx
p,∞∩S
σ
p,∞B˙
)
= Sσp,∞B
with equivalent norms.
Proof. As smooth and compactly supported functions, ψ0 and φ0 extend to Lp multipliers for all
p ∈ [1,∞], see e.g. [4].
8 BENJAMIN GESS, JONAS SAUER, AND EITAN TADMOR
For f ∈
(
Lp(Rd+1)∩ L˜px B˙σtp,∞∩ L˜
p
t B˙
σx
p,∞∩S
σ
p,∞B˙
)
⊂S ′(Rd+1) we obtain
‖ f‖Sσp,∞B 6 ‖F
−1
t,x ψ0φ0Ft,x f‖Lpt,x + sup
l>0
2σt l‖F−1t,x ηlφ0Ft,x f‖Lpt,x
+ sup
j>0
2σx j‖F−1t,x ψ0ϕ jFt,x f‖Lpt,x + sup
l, j>0
2σt l2σx j‖F−1t,x ηlϕ jFt,x f‖Lpt,x
. ‖ f‖Lpt,x + sup
l>0
2σt l‖F−1t ηlFt f‖Lpt,x
+ sup
j>0
2σx j‖F−1x ϕ jFx f‖Lpt,x + sup
l, j>0
2σt l2σx j‖F−1t,x ηlϕ jFt,x f‖Lpt,x
. ‖ f‖Lpt,x +‖ f‖L˜px B˙σtp,∞ +‖ f‖L˜
p
t B˙
σx
p,∞
+‖ f‖Sσp,∞B˙.
Conversely, for f ∈ Sσp,∞B, we estimate the four contributions corresponding to L
p(Rd+1), L˜px B˙σtp,∞,
L˜pt B˙
σx
p,∞, and S
σ
p,∞B˙ separately. We start by noting that due to σt ,σx > 0, the invariance of multiplier
norms with respect to dilation, ηl = ηlψ˜0 for l 6 0 and ϕ j = ϕ jφ˜0 for j 6 0, where ψ˜0 := ψ0+ψ1
and φ˜0 := φ0+φ1, we have
sup
l60
2σt l‖F−1t ηlFt f‖Lpt,x . ‖F
−1
t ψ˜0Ft f‖Lpt,x,
sup
j60
2σx j‖F−1x ϕ jFx f‖Lpt,x . ‖F
−1
x φ˜0Fx f‖Lpt,x.
Furthermore we use the fact that for σ > 0 one has the estimate ∑n>0 |an|. supn>0 2
σn|an| for any
sequence (an)⊂ R with a constant depending on σ . With this, we obtain
‖ f‖Lpt,x 6 ∑
l, j>0
‖F−1t,x ψlφ jFt,x f‖Lpt,x . sup
l, j>0
2σt l2σx j‖F−1t,x ψlφ jFt,x f‖Lpt,x 6 ‖ f‖Sσp,∞B.
Next, we compute
‖ f‖L˜px B˙σtp,∞ 6 sup
l60
2σt l‖F−1t ηlFt f‖Lpt,x + sup
l>0
2σt l‖F−1t ψlFt f‖Lpt,x
. ‖F−1t ψ˜0Ft f‖Lpt,x + sup
l>0
2σt l‖F−1t ψlFt f‖Lpt,x
6 ∑
j>0
‖F−1t,x ψ˜0φ jFt,x f‖Lpt,x + sup
l>0
∑
j>0
2σt l‖F−1t,x ψlφ jFt,x f‖Lpt,x
. sup
j>0
2σx j‖F−1t,x ψ˜0φ jFt,x f‖Lpt,x + sup
l>0, j>0
2σt l2σx j‖F−1t,x ψlφ jFt,x f‖Lpt,x . ‖ f‖Sσp,∞B.
By analogy, ‖ f‖L˜pt B˙σxp,∞ . ‖ f‖Sσp,∞B. Hence, it remains to control ‖ f‖Sσp,∞B˙. We split this term into
the four contributions
‖ f‖Sσp,∞B˙ = sup
l, j>0
2σt l2σx j‖F−1t,x ψlφ jFt,x f‖Lpt,x + sup
l>0, j60
2σt l2σx j‖F−1t,x ψlϕ jFt,x f‖Lpt,x
+ sup
l60, j>0
2σt l2σx j‖F−1t,x ηlφ jFt,x f‖Lpt,x + sup
l, j60
2σt l2σx j‖F−1t,x ηlϕ jFt,x f‖Lpt,x.
The first contribution is immediately estimated by ‖ f‖Sσp,∞B. For the second contribution, we have
sup
l>0, j60
2σt l2σx j‖F−1t,x ψlϕ jFt,x f‖Lpt,x . sup
l>0
2σt l‖F−1t,x ψl φ˜0Ft,x f‖Lpt,x 6 ‖ f‖Sσp,∞B,
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and a similar estimate holds for the third contribution. For the fourth contribution, we have
sup
l, j60
2σt l2σx j‖F−1t,x ηlϕ jFt,x f‖Lpt,x . ‖F
−1
t,x ψ˜0φ˜0Ft,x f‖Lpt,x.
This concludes the proof. 
3. OPTIMALITY OF ESTIMATES VIA SCALING
It is well known that in the linear case m= 1 one has estimates of the form
‖u‖
L1t W˙
σx,1
x
6 c(σx)
(
‖u0‖L1x +‖S‖L1t,x
)
,(3.1)
for all σx < 2. In the case m > 1, such an estimate cannot be true for any σx > 0 anymore.
Intuitively, this is due to the linear nature of (3.1) (observe that the integrability exponent is equal
on both sides of the inequality), which is not compatible with the nonlinear equation (1.1). We will
make this intuition more precise by the following lemma based on a scaling argument.
Lemma 3.1. Let T > 0, m> 1, µ ∈ [1,m], p∈ [1,∞) and σt ,σx> 0. Assume that there is a constant
c= c(m,µ, p,σt ,σx)> 0 such that
‖u[µ]‖p
W˙σt ,p(0,T ;W˙σx,p(Rd))
6 c
(
‖u0‖L1(Rd)+‖S‖L1(0,T ;L1(Rd))
)
(3.2)
for all solutions u to (1.1). Then
p6
m
µ +(m−1)σt
6
m
µ
,
σt 6
m−µp
p(m−1)
6
m−µ
m−1
, and
σx =
µp−1
p
2
m−1
6
2(µ −σt)
m
6
2µ
m
.
(3.3)
In particular, if σt =
m−µ
m−1 , then p= 1 and σx =
2(µ−1)
m−1 .
Proof. For positive constants η,γ > 1 with ηm−1= γ and a fixed triple (u,u0,S) such that u satisfies
(1.1) with initial condition u0 and forcing S we consider the rescaled quantities (u˜, u˜0, S˜) defined
via
u˜(t,x) := ηu(γt,x), u˜0(x) := ηu0(x), S˜(t,x) := η
mS(γt,x),
where we have tacitly extended S on (T,γT ) by 0. Then u˜ satisfies (1.1) with u˜0 ∈ L1(Rd) and
S˜ ∈ L1(0,T ;L1(Rd)), so that (3.2) gives
‖u˜[µ]‖p
W˙σt ,p(0,T ;W˙σx,p(Rd))
6 c
(
‖u˜0‖L1(Rd)+‖S˜‖L1(0,T ;L1(Rd))
)
.(3.4)
We observe
‖u˜[µ]‖p
W˙σt ,p(0,T ;W˙σx ,p(Rd))
= ηµ pγσt p−1‖u[µ]‖p
W˙σt ,p(0,γT ;W˙σx,p(Rd))
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as well as ‖u˜0‖L1(Rd) = η‖u0‖L1(Rd) and ‖S˜‖L1(0,T ;L1(Rd)) = η‖S‖L1(0,γT ;L1(Rd)). Thus, it follows
from (3.4) that
‖u[µ]‖p
W˙σt ,p(0,T ;W˙σx,p(Rd))
6 cη1−µ pγ1−σt p
(
‖u0‖L1(Rd)+‖S‖L1(0,γT ;L1(Rd))
)
= cη(m−1)(1−σt p)+1−µ p
(
‖u0‖L1(Rd)+‖S‖L1(0,T ;L1(Rd))
)
.
(3.5)
As long as u0 or S are non-trivial and unless
(m−1)(1−σt p)+1−µp> 0,(3.6)
this gives the contradiction u= 0 by sending η →∞ (and consequently also γ →∞). Since σt > 0,
(3.6) gives p6 mµ+(m−1)σt 6
m
µ . On the same token, since p> 1, (3.6) gives σt 6
m−µ p
p(m−1) 6
m−µ
m−1 .
Next, we rescale in space. More precisely, for positive constants η,γ > 0 with η1−m = γ2 and a
fixed triple (u,u0,S) as above we consider the rescaled quantities (u˜, u˜0, S˜) defined via
u˜(t,x) := ηu(t,γx), u˜0(x) := ηu0(γx), S˜(t,x) := ηS(t,γx).
Then u˜ satisfies (1.1) with u˜0 ∈ L1(Rd) and S˜ ∈ L1(0,T ;L1(Rd)), so that (3.2) gives
‖u˜[µ]‖p
W˙σt ,p(0,T ;W˙σx,p(Rd))
6 c
(
‖u˜0‖L1(Rd)+‖S˜‖L1(0,T ;L1(Rd))
)
.(3.7)
We have
‖u˜[µ]‖p
W˙σt ,p(0,T ;W˙σx,p(Rd))
= ηµ pγσxp−d‖u[µ]‖p
W˙σt ,p(0,T ;W˙σx ,p(Rd))
as well as ‖u˜0‖L1(Rd) = ηγ
−d‖u0‖L1(Rd) and ‖S˜‖L1(0,T ;L1(Rd)) = ηγ
−d‖S‖L1(0,T ;L1(Rd)). Thus, it
follows from (3.7) and the relation η1−m = γ2 that
‖u[µ]‖p
W˙σt ,p(0,T ;W˙σx,p(Rd))
6 cη1−µ pγ−σxp
(
‖u0‖L1(Rd)+‖S‖L1(0,T ;L1(Rd))
)
= cη
σxp(m−1)
2 +1−µ p
(
‖u0‖L1(Rd)+‖S‖L1(0,T ;L1(Rd))
)
.
(3.8)
As long as u0 or S are non-trivial and unless
σxp(m−1)
2
+1−µp = 0⇔ σx =
µp−1
p
2
m−1
,(3.9)
this gives the contradiction u= 0 by sending η → 0 or η → ∞ (and consequently γ → ∞ or γ → 0,
respectively). Plugging into (3.9) the restrictions on p and σt , we obtain the result. 
Remark 3.2. If one sets µ = 1, p = 1 and σt = 0, Lemma 3.1 tells us that σx cannot be posi-
tive, which is what we claimed following (3.1). Moreover, we emphasize that Lemma 3.1 shows
that in the case of the whole space, the regularity exponent σx ∈ [
2(µ−1)
m−1 ,
2µ
m ] is in a one-to-one
correspondence to the integrability exponent p ∈ [1, mµ ] via
σx =
µp−1
p
2
m−1
, and p=
2
2µ −σx(m−1)
.
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3.1. The Barenblatt Solution. Consider the Barenblatt solution
uBB(t,x) := t
−α(C− k|xt−β |2)
1
m−1
+ ,
where m> 1, α := dd(m−1)+2 , k=
α(m−1)
2md , β =
α
d , andC> 0 is a free constant. Then, for µ ∈ [1,m],
u[µ]BB ∈ L
m
µ (0,T ;W˙ s,
m
µ (Rd)) implies s< 2µm .
Proof. With F(x) := (C− k|x|2)
µ
m−1
+ we have u
[µ]
BB(t,x) = t
−αµF(xt−β ). We next observe that, for
s ∈ (0,1) and each t > 0,
‖u[µ]BB(t, ·)‖
m
µ
W˙
s,mµ (Rd)
=
∫
Rd×Rd
|u[µ]BB(t,x)−u
[µ]
BB(t,y)|
m
µ
|x− y|
sm
µ +d
dxdy
= t−αm−β (
sm
µ +d)+2dβ ‖F‖
m
µ
W˙
s,mµ (Rd)
.
Hence,
‖u[µ]BB‖
m
µ
L
m
µ (0,T ;W˙ s,
µ
m (Rd))
= ‖t−αm−β (
sm
µ +d)+2dβ ‖L1(0,T )‖F‖
m
µ
W˙
s,mµ (Rd)
,
which is finite if and only if
−αm−β (
sm
µ
+d)+2dβ >−1 and F ∈ W˙ s,
m
µ (Rd).
Hence, necessarily
m+
1
d
(
sm
µ
+d)−2<
1
α
=
d(m−1)+2
d
,
which is equivalent to s < 2µm . In the case s ∈ (1,2) we observe that it holds ∂xiu
[µ]
BB(t,x) =
t−αµ+β ∂xiF(xt
−β ), so that analogous arguments may be applied. 
4. AVERAGING LEMMA APPROACH
In [11], an Averaging Lemma has been introduced that can be applied directly to the porous
medium equations (1.1) to obtain estimates on the spatial regularity of u, but so far, no correspond-
ing estimates for powers of the solution uµ or its time regularity could be obtained. In this section,
we provide an Averaging Lemma that gives a comprehensive answer to both of these questions. To
this end, we recall the definition of the anisotropic and isotropic truncation properties from [11],
which extend the truncation property introduced in [17, Definition 2.1].
Definition 4.1.
(i) Let m be a complex-valued Fourier multiplier. We say that m has the truncation property
if, for any locally supported bump function ψ on C and any 16 p<∞, the multiplier with
symbol ψ(m(ξ )δ ) is an L
p-multiplier as well as an MTV -multiplier uniformly in δ > 0, that
is, its Lp-multiplier norm (MTV -multiplier norm resp.) depends only on the support and
Cl size of ψ (for some large l that may depend on m) but otherwise is independent of δ .
(ii) Let m : Rdξ ×Rv → C be a Carathéodory function such that m(·,v) is radial for all v ∈ R.
Then m is said to satisfy the isotropic truncation property if for every bump function ψ
12 BENJAMIN GESS, JONAS SAUER, AND EITAN TADMOR
supported on a ball in C, every bump function ϕ supported in {ξ ∈ C : 12 6 |ξ |6 2} and
every 1< p< ∞
Mψ,J f (x,v) := F
−1
x ϕ
(
|ξ |2
J2
)
ψ
(
m(ξ ,v)
δ
)
Fx f (x)
is an Lpx -multiplier for all v ∈ R, J = 2 j, j ∈ Z and, for all r > 1,∥∥∥‖Mψ,J‖M p∥∥∥
Lrv
. |Ωm(J,δ )|
1
r ,
where Ωm(J,δ ) := {v ∈ R : |
m(J,v)
δ
| ∈ suppψ}. Here we use an abuse of notation
|m(J,v)δ | := sup{|
m(ξ ,v)
δ | |
|ξ |2
J2
∈ suppϕ}.
We recall that for m(ξ ,v) := |ξ |2|v|, the anisotropic truncation property is satisfied uniformly in
v by Example A.2 and the isotropic truncation property is satisfied by Example 3.2 in [11], albeit
only in the case J > 1. However, the proof given there can be used without any changes to obtain
the full assertion for general J ∈ Z.
Lemma 4.2. Assume m ∈ (1,∞), γ ∈ (−∞,m), µ ∈ [1,m+1− γ) and let f ∈ Lβt,x,v, where β
′ = 1ρ
with ρ ∈ (0,1), be a solution to
L (∂t ,∇x,v) f (t,x,v) = g0(t,x,v)+∂vg1(t,x,v) on Rt ×R
d
x ×Rv.(4.1)
Here, the differential operator L (∂t ,∇x,v) that is given in terms of its symbol
L (iτ, iξ ,v) := iτ + |v|m−1|ξ |2,(4.2)
and gi are Radon measures satisfying
|g0|(t,x,v)|v|
1−γ + |g1|(t,x,v)|v|
−γ ∈MTV (Rt ×R
d
x ×Rv).
Suppose s ∈ (µ−2+γm−1 ,1]∩ [0,1]. Then f ∈ S
κ
p,∞,(∞)B˙, where
f (t,x) :=
∫
f (t,x,v)|v|µ−1dv, κ := (κt,κx) and
p :=
s(m−1)+1− γ +ρ
ρµ +(1−ρ)(s(m−1)+1− γ)
,
κt :=
(1− s)(µ−1+ρ)
s(m−1)+1− γ +ρ
, κx :=
2s(µ−1+ρ)
s(m−1)+1− γ +ρ
.
(4.3)
Moreover, we have the estimate
‖ f‖Sκp,∞,(∞)B˙
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
.(4.4)
If additionally f ∈ Lrt,x, p 6= r ∈ [1,∞], then for all q ∈ (min{p,r},max{p,r}) it holds f ∈ S
ϑκ
q,∞B˙,
where ϑ ∈ (0,1) is such that
1
q
=
1−ϑ
r
+
ϑ
p
.
In this case we have
‖ f‖Sϑ κq,∞B˙ . ‖|v|
1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
+‖ f‖Lrt,x.(4.5)
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Finally, if s = 1 and consequently κt = 0, then (4.5) remains true if we replace the space Sϑκq,∞B˙=
S(0,ϑκx)q,∞ B˙ by L˜
q
t B˙
ϑκx
q,∞ .
Remark 4.3. Observe that for ρ ∈ (m+1−γ−µm+1−γ ,1) one may prescribe a specific integrability expo-
nent. More precisely, given
p˜ ∈ [
1− γ +ρ
ρµ +(1−ρ)(1− γ)
,
m+1− γ
µ
]∩ (1,
m+1− γ
µ
]
choose
s :=
µ p˜ρ + p˜(1−ρ)(1− γ)−1+ γ +ρ
(m−1)(1− p˜(1−ρ))
∈ (
µ −2+ γ
m−1
,1]∩ [0,1].
Then (4.3) reads p= p˜ as well as
κt :=
m+ρ− γ−µpρ + p(1−ρ)(γ−m)
pρ
1
m−1
,
κx :=
µpρ + p(1−ρ)(1− γ)−1+ γ−ρ
pρ
2
m−1
.
Observe that in the limiting case ρ → 1 and γ → 1, these orders of differentiability correspond to
the ones found in (3.3).
Proof of Lemma 4.2. We first assume that f is compactly supported with respect to the variable v.
This condition will enter only qualitatively, and never appears in quantitative form. Therefore, at
the end of the proof, we can again remove this additional assumption.
Since we are interested in regularity in terms of homogeneous Besov spaces, we decompose f
into Littlewood-Paley blocks with respect to the t-variable and the x-variable. Let {ηl}l∈Z be a
partition of unity on R\{0} and {ϕ j} j∈Z a partition of unity on R
d \{0} as in Section 2. Then we
define for l, j ∈ Z
fl, j := F
−1
t,x [ηlϕ jFt,x f ],
where Ft,x fl, j(τ,ξ ,v) is supported on frequencies |ξ | ∼ 2 j, |τ| ∼ 2l for l, j ∈ Z. Similarly, we
define the decompositions g0,l, j and g1,l, j of g0 and g1, respectively. We consider a micro-local
decomposition of fl, j connected to the degeneracy of the operator L (∂t ,∇x,v). Let ψ0 ∈C∞c (R)
be a smooth function supported in B2(0) and set ψ1 := 1−ψ0. For δ > 0 to be specified later we
write
fl, j = F
−1
x ψ0
(
|v||ξ |2
δ
)
Fx fl, j+F
−1
x ψ1
(
|v||ξ |2
δ
)
Fx fl, j =: f
0
l, j+ f
1
l, j.
Since f is a solution to (4.1), we have
F
−1
t,x L (iτ, iξ ,v)Ft,x f
1
l, j(t,x,v)
= F−1x ψ1
(
|v||ξ |2
δ
)
Fx
(
g0,l, j(t,x,v)+∂vg1,l, j(t,x,v)
)(4.6)
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and thus
f 1l, j(t,x,v) =F
−1
t,x ψ1
(
|v||ξ |2
δ
)
1
L (iτ, iξ ,v)
Ft,xg0,l, j(t,x,v)(4.7)
+F−1t,x ψ1
(
|v||ξ |2
δ
)
1
L (iτ, iξ ,v)
Ft,x∂vg1,l, j(t,x,v)
=: f 2l, j(t,x,v)+ f
3
l, j(t,x,v).
In conclusion, we have arrived at the decomposition
f¯l, j :=
∫
fl, j|v|
µ−1dv
=
∫
f 0l, j|v|
µ−1 dv+
∫
f 2l, j|v|
µ−1dv+
∫
f 3l, j|v|
µ−1dv=: f¯ 0l, j+ f¯
2
l, j+ f¯
3
l, j.
We aim to estimate the regularity of of these three contributions separately.
Step 1: f 0. We note that we have the estimate ‖F−1t ηlF f‖Lβt,x
. ‖ f‖
Lβt,x
with a constant indepen-
dent of l, since ‖ηl‖M β = ‖η0‖M β < ∞. Let l, j ∈ Z be arbitrary, fixed. Then, we have that |v| 6
2 · 2−2 jδ on the support of ϕ(2− jξ )ψ0
(
|v||ξ |2
δ
)
, so that |Ωm(2 j,δ )| . |[−2 · 2−2 jδ ,2 · 2−2 jδ ]| .
2−2 jδ . Hence, by the isotropic truncation property and Minkowski’s and Hölder’s inequality it
holds
‖
∫
f 0l, j|v|
µ−1dv‖
Lβt,x
= ‖
∫
F
−1
x ψ0
(
|v||ξ |2
δ
)
|v|µ−1Fx fl, j dv‖Lβt,x
.
∫
‖F−1x ψ0
(
|v||ξ |2
δ
)
|v|µ−1Fx fl, j‖Lβt,x
dv
.
(
δ
22 j
)µ−1 ∫
‖F−1x ψ0
(
|v||ξ |2
δ
)
Fx fl, j‖Lβt,x
dv
.
(
δ
22 j
)µ−1 ∫
‖Mψ0,2− j‖M β ‖ f‖Lβt,x
dv
6
(
δ
22 j
)µ−1∥∥∥‖Mψ0,2− j‖M β
∥∥∥
Lβ
′
v
‖ f‖
Lβt,x,v
.
(
δ
22 j
)µ−1
|Ωm(2
j,δ )|
1
β ′ ‖ f‖
Lβt,x,v
.
(
δ
22 j
)µ−1+ρ
‖ f‖
Lβt,x,v
,
where we have used β ′ = 1ρ .
Step 2: f 2. Let l, j ∈ Z be arbitrary, fixed. Since s ∈ [0,1], we clearly have
|τ|1−s|v|s(m−1)|ξ |2s 6 |L (iτ, iξ ,v)|.
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Moreover, in virtue of s > µ−2+γm−1 we have on the support of ηlϕ jψ1
(
|v||ξ |2
δ
)
(so that |τ| ∼ 2l,
|ξ | ∼ 2 j, and |v|& 2−2 jδ )
|v|µ−2+γ
|L (iτ, iξ ,v)|
.
|v|µ−2+γ
|τ|1−s|v|s(m−1)|ξ |2s
.
(
2−2 jδ
)µ−2+γ−s(m−1)
2l(1−s)22 js
=
22 j(s(m−2)−µ+2−γ)
δ s(m−1)−µ+2−γ2l(1−s)
.
Hence, by Theorem B.1 and Lemma B.3, |v|
µ−2+γ
L (iτ,iξ ,v) acts on the support of ηlϕ jψ1
(
|v||ξ |2
δ
)
as a con-
stant multiplier of order 2
2 j(s(m−2)−µ+2−γ)
δ s(m−1)−µ+2−γ2l(1−s)
. Consequently, by the anisotropic truncation property
‖
∫
f 2l, j|v|
µ−1dv‖L1t,x
= ‖
∫
F
−1
t,x ψ1
(
|v||ξ |2
δ
)
|v|µ−2+γ
L (iτ, iξ ,v)
Ft,x|v|
1−γg0,l, j dv‖L1t,x
.
22 j(s(m−2)−µ+2−γ)
δ s(m−1)−µ+2−γ2l(1−s)
‖|v|1−γg0‖MTV .
Here, we have used that with ψ0
(
|v||ξ |2
δ
)
also ψ1
(
|v||ξ |2
δ
)
= 1−ψ0
(
|v||ξ |2
δ
)
is a bounded MTV -
multiplier independent of δ > 0.
Step 3: f 3. Let l, j ∈ Z arbitrary, fixed. We observe (recall L (iτ, iξ ,v) = iτ + |v|m−1|ξ |2)∫
f 3l, j|v|
µ−1dv
=−
∫
F
−1
t,x ψ
′
1
(
|v||ξ |2
δ
)
sgn(v)|ξ |2
δ
|v|µ−1
L (iτ, iξ ,v)
Ft,xg1,l, j dv
− (µ −1)
∫
F
−1
t,x ψ1
(
|v||ξ |2
δ
)
sgn(v)|v|µ−2
L (iτ, iξ ,v)
Ft,xg1,l, j dv
+
∫
F
−1
t,x ψ1
(
|v||ξ |2
δ
)
|v|µ−1∂vL (iτ, iξ ,v)
L (iτ, iξ ,v)2
Ft,xg1,l, j dv
=−
∫
F
−1
t,x ψ
′
1
(
|v||ξ |2
δ
)
|v||ξ |2
δ
sgn(v)|v|µ−2+γ
L (iτ, iξ ,v)
Ft,x|v|
−γg1,l, j dv
− (µ −1)
∫
F
−1
t,x ψ1
(
|v||ξ |2
δ
)
sgn(v)|v|µ−2+γ
L (iτ, iξ ,v)
Ft,x|v|
−γg1,l, j dv
+(m−1)
∫
F
−1
t,x ψ1
(
|v||ξ |2
δ
)
|v|µ+m−3+γ |ξ |2
L (iτ, iξ ,v)2
Ft,x|v|
−γg1,l, j dv.
Observe that ψ ′1 is supported on an annulus. Therefore, we have as before |τ| ∼ 2
l , |ξ | ∼ 2 j and
|v|& 2−2 jδ on the support of ηlϕ jψ1
(
|v||ξ |2
δ
)
, and additionally also |v| ∼ 2−2 jδ on the support of
ηlϕ jψ
′
1
(
|v||ξ |2
δ
)
. This last observation allows us to estimate the expression |v||ξ |
2
δ appearing in the
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first integral on the right hand side by
|v||ξ |2
δ
. 1.
As in Step 2, we obtain
|v|µ−2+γ
|L (iτ, iξ ,v)|
.
22 j(s(m−2)−µ+2−γ)
δ s(m−1)−µ+2−γ2l(1−s)
,
and, similarly,
|v|µ+m−3+γ |ξ |2
|L (iτ, iξ ,v)|2
=
|v|µ−2+γ
|L (iτ, iξ ,v)|
|v|m−1|ξ |2
|L (iτ, iξ ,v)|
.
|v|µ−2+γ
|L (iτ, iξ ,v)|
.
22 j(s(m−2)−µ+2−γ)
δ s(m−1)−µ+2−γ2l(1−s)
.
In virtue of these estimates, the expressions
|v||ξ |2
δ
sgn(v)|v|µ−2+γ
L (iτ, iξ ,v)
,
sgn(v)|v|µ−2+γ
L (iτ, iξ ,v)
,
|v|µ+m−3+γ |ξ |2
L (iτ, iξ ,v)2
extend by Theorem B.1 and Lemma B.3 to constant multipliers of order 2
2 j(s(m−2)−µ+2−γ)
δ s(m−1)−µ+2−γ2l(1−s)
on sup-
ports of ηlϕ jψ
′
1
(
|v||ξ |2
δ
)
and ηlϕ jψ1
(
|v||ξ |2
δ
)
, respectively. Hence, by the anisotropic truncation
property, we obtain
‖
∫
f 3l, j|v|
µ−1dv‖L1t,x .
22 j(s(m−2)−µ+2−γ)
δ s(m−1)−µ+2−γ2l(1−s)
‖|v|−γg1, j‖MTV .
Step 4: Conclusion. We aim to conclude by real interpolation. We set, for z> 0,
K(z, f l, j) := inf{‖ f
1
l, j‖L1t,x + z‖ f
0
l, j‖Lβt,x
: f
0
l, j ∈ L
β
t,x, f
1
l, j ∈ L
1
t,x, f l, j = f
0
l, j+ f
1
l, j}.
By the above estimates we obtain
K(z, f l, j).
22 j(s(m−2)−µ+2−γ)
δ s(m−1)−µ+2−γ2l(1−s)
(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV )
+ z
(
δ
22 j
)µ−1+ρ
‖ f‖
Lβt,x,v
.
We now equilibrate the first and the second term on the right hand side, that is, we choose δ > 0
such that
22 j(s(m−2)−µ+2−γ)
δ s(m−1)−µ+2−γ2l(1−s)
= z
(
δ
22 j
)µ−1+ρ
,
that is,
δ−ac1−sd−a+s = zδ bdb
with a := s(m−1)−µ +2− γ , b := µ −1+ρ , c := 2−l and d := 2−2 j. This yields
δ = z−
1
a+b c
1−s
a+bd
s−a−b
a+b ,
and further
δ−ac1−sd−a+s = z
a
a+b c
(1−s)b
a+b d
sb
a+b .
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Hence, with
θ :=
a
a+b
=
s(m−1)−µ +2− γ
s(m−1)+1− γ +ρ
we obtain
z−θK(z, f l, j)
. 2
−l (1−s)(µ−1+ρ)s(m−1)+1−γ+ρ 2
−2 j s(µ−1+ρ)s(m−1)+1−γ+ρ (‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
)
= 2−lκt2− jκx(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
).
Observe that 1−θ + θβ = 1−θ +θ(1−ρ) = 1−θρ , so that (L
1
t,x,L
β
t,x)θ ,∞ = L
p,∞
t,x with p=
1
1−θρ =
a+b
a(1−ρ)+b =
s(m−1)+1−γ+ρ
ρµ+(1−ρ)(s(m−1)+1−γ) . Hence, we may take the supremum over z> 0 to obtain
(4.8) ‖ f l, j‖Lp,∞t,x . 2
−lκt2− jκx(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
).
Multiplying by 2lκt2 jκx and taking the supremum over j, l ∈ Z yields (4.4).
If we assume additionally f ∈ Lrt,x, r 6= p, we choose for q ∈ (min{p,r},max{p,r}) a corre-
sponding ϑ ∈ (0,1) subject to 1/q= (1−ϑ)/r+ϑ/p. Then using (Lrt,x,L
p,∞
t,x )ϑ ,q = L
q
t,x, together
with (4.8), we obtain
‖ f l, j‖Lqt,x . ‖ f l, j‖
1−ϑ
Lrt,x
‖ f l, j‖
ϑ
Lp,∞t,x
. ‖ f‖1−ϑLrt,x 2
−lϑκt2− jϑκx(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L∞t,x,v)
ϑ
6 2−lϑκt2− jϑκx(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
+‖ f‖Lrt,x).
Multiplying by 2lϑκt2 jϑκx and taking the supremum over j, l ∈ Z yields (4.5).
Finally we note that if s = 1 and consequently κt = 0, then the partition of unity {ηl}l∈Z in the
Fourier space connected to the time variable t is not necessary. Hence, if we set ατ = 0 whenever
Lemma B.3 is invoked and replace Theorem B.1 by its isotropic variant (cf. Remark B.2), we
obtain
‖ f j‖Lqt,x . 2
− jϑκx(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
+‖ f ‖Lrt,x),
which shows f ∈ L˜qB˙ϑκxq,∞ .
It remains to consider the case when f is not localized in v. We observe that for a smooth cut-off
function ψ ∈C∞c (R), the function (t,x,v)→ f (t,x,v)ψ(v) =: f
ψ(t,x,v) is a solution to
L (∂t ,∇x,v) f
ψ(t,x,v) = gψ0 (t,x,v)+g
ψ ′
1 (t,x,v)+∂vg
ψ
1 (t,x,v) on Rt ×R
d
x ×Rv,
where gψ0 , g
ψ ′
1 and g
ψ
1 are defined analogously. Hence, estimate (4.8) reads in this case
‖ fψl, j‖Lp,∞t,x 6 2
−lϑκt2− jϑκx(‖|v|1−γ(gψ0 +g
ψ ′
1 )‖MTV +‖|v|
−γgψ1 ‖MTV +‖ f
ψ‖
Lβt,x,v
).
Since |v|−γg1 ∈MTV by assumption, there exists to εn ↓ 0 a sequence rn ↑ ∞ such that∫
Rt×Rdx×Rv
χ{rn6|v|}|v|
−γg1dvdxdt 6 εn
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for all n ∈ N. For n ∈ N and a smooth cut-off function ψ ∈ C∞c (R) with ψ = 1 on B1(0) and
suppψ ∈ B2(0), we define ψn via ψn(v) := ψ(v/n). Hence ψ ′n is supported on rn 6 |v|6 2rn and
takes values in [0,1/rn], so that we may estimate
‖|v|1−γgψ
′
n
1 ‖MTV =
∫
Rt×Rdx×Rv
|ψ ′n(v)||v|(|v|
−γg1)dvdxdt
=
∫
Rt×Rdx×Rv
χ{rn6|v|62rn}|ψ
′
n(v)||v|(|v|
−γg1)dvdxdt
.
∫
χrn6|v|62rn|v|
−γg1dv6 εn.
Thus, taking the limit n→ ∞ and using Fatou’s lemma, we obtain (4.8) also for general f . Multi-
plying by 2lϑκt2 jϑκx and taking the supremum over j, l ∈ Z, we may conclude as before. 
Lemma 4.4. Assume γ ∈ (−∞,1), m ∈ (1,∞), µ ∈ [1,2− γ), ρ ∈ (0,1], β ′ = 1ρ , and let f , g0, g1,
and f be as in Lemma 4.2. Define
p :=
1− γ +ρ
ρµ +(1−ρ)(1− γ)
, κt :=
µ −1+ρ
1− γ +ρ
.(4.9)
If f ∈ Lrt,x, p 6= r ∈ [1,∞], then for all q ∈ (min{p,r},max{p,r}) we have f ∈ L˜
q
xB˙ϑκtq,∞ , where
ϑ ∈ (0,1) is such that
1
q
=
1−ϑ
r
+
ϑ
p
.
Moreover,
‖ f‖
L˜qxB˙
ϑ κt
q,∞
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
+‖ f‖Lrt,x.(4.10)
Proof. By the same arguments as in the proof of Lemma 4.2, we may assume that f is localized in
v. In fact, the whole proof of Lemma 4.4 is similar to the one of Lemma 4.2, with the modification
that here we consider a micro-local decomposition of f depending on the size of v only and do not
localize in the Fourier space connected to the spatial variable x. More precisely, let {ηl}l∈Z be a
partition of unity on R\{0} as in Section 2. Then we define for l ∈ Z
fl := F
−1
x [ηlFt f ],
where Ft fl(τ,x,v) is supported on frequencies |τ| ∼ 2l for l ∈ Z. Similarly, we define the decom-
positions g0,l and g1,l of g0 and g1, respectively. Moreover, we again consider a smooth function
ψ0 ∈C∞c (R) supported in B2(0) and set ψ1 := 1−ψ0. For δ > 0 to be specified later we write
fl = ψ0
(
|v|
δ
)
fl+ψ1
(
|v|
δ
)
fl =: f
0
l + f
1
l .
Since f is a solution to (4.1), we have
F
−1
t,x L (iτ, iξ ,v)Ft,x f
1
l (t,x,v) = ψ1
(
|v|
δ
)(
g0,l(t,x,v)+∂vg1,l(t,x,v)
)
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and thus
f 1l (t,x,v) =F
−1
t,x ψ1
(
|v|
δ
)
1
L (iτ, iξ ,v)
Ft,xg0,l(t,x,v)
+F−1t,x ψ1
(
|v|
δ
)
1
L (iτ, iξ ,v)
Ft,x∂vg1,l(t,x,v)
=: f 2l (t,x,v)+ f
3
l (t,x,v),
so that we arrive at the decomposition
f¯l :=
∫
fl|v|
µ−1dv=
∫
f 0l |v|
µ−1dv+
∫
f 2l |v|
µ−1dv+
∫
f 3l |v|
µ−1dv
=: f¯ 0l + f¯
2
l + f¯
3
l .
Again, we treat the three contributions separately.
Step 1: f 0. Let l ∈ Z be arbitrary, fixed. Since |v| . δ on the support of ψ0
(
|v|
δ
)
, using
Minkowski’s and Hölder’s inequality, we have
‖
∫
f 0l |v|
µ−1dv‖
Lβt,x
= ‖
∫
ψ0
(
|v|
δ
)
|v|µ−1 fl dv‖Lβt,x
6
∫
|ψ0|
(
|v|
δ
)
|v|µ−1‖ fl‖Lβt,x
dv
. δ µ−1
∫
|ψ0|
(
|v|
δ
)
‖ fl‖Lβt,x
dv
. δ µ−1‖ f‖
Lβt,x,v
(∫
|ψ0|
(
|v|
δ
)β ′
dv
) 1
β ′
. δ µ−1+ρ‖ f‖
Lβt,x,v
.
Step 2: f 2. Let l ∈ Z be arbitrary, fixed. Since µ 6 2−γ , we have on the support of ηlψ1
(
|v|
δ
)
(so
that |τ| ∼ 2l and |v|> δ )
|v|µ−2+γ
|L (iτ, iξ ,v)|
.
|v|µ−2+γ
|τ|
.
δ µ−2+γ
2l
.
By Lemma B.3 applied with αξ = 0 and the isotropic variant of Theorem B.1 (cf. Remark B.2),
|v|µ−2+γ
|L (iτ,iξ ,v)| acts as a constant multiplier of order
δ µ−2+γ
2l
on the support of ηlψ1
(
|v|
δ
)
. Consequently
‖
∫
f 2l |v|
µ−1dv‖L1t,x = ‖
∫
F
−1
t,x ψ1
(
|v|
δ
)
|v|µ−2+γ
L (iτ, iξ ,v)
Ft,x|v|
1−γg0,l dv‖L1t,x
.
δ µ−2+γ
2l
‖|v|1−γg0‖MTV .
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Step 3: f 3. Let l ∈ Z arbitrary, fixed. We observe (recall L (iτ, iξ ,v) = iτ + |v|m−1|ξ |2)∫
f 3l |v|
µ−1dv=−
∫
F
−1
t,x ψ
′
1
(
|v|
δ
)
sgn(v)
δ
|v|µ−1
L (iτ, iξ ,v)
Ft,xg1,l dv
− (µ −1)
∫
F
−1
t,x ψ1
(
|v|
δ
)
sgn(v)|v|µ−2
L (iτ, iξ ,v)
Ft,xg1,l dv
+
∫
F
−1
t,x ψ1
(
|v|
δ
)
|v|µ−1∂vL (iτ, iξ ,v)
L (iτ, iξ ,v)2
Ft,xg1,l dv
=−
∫
F
−1
t,x ψ
′
1
(
|v|
δ
)
|v|
δ
sgn(v)|v|µ−2+γ
L (iτ, iξ ,v)
Ft,x|v|
−γg1,l dv
− (µ −1)
∫
F
−1
t,x ψ1
(
|v|
δ
)
sgn(v)|v|µ−2+γ
L (iτ, iξ ,v)
Ft,x|v|
−γg1,l dv
+(m−1)
∫
F
−1
t,x ψ1
(
|v|
δ
)
|v|µ+m−3+γ |ξ |2
L (iτ, iξ ,v)2
Ft,x|v|
−γg1,l dv
Observe that ψ ′1 is supported on an annulus. Therefore, we have as before |τ| ∼ 2
l and |v| > δ
on the support of ηlψ1
(
|v|
δ
)
, and additionally also |v| ∼ δ on the support of ηlψ ′1
(
|v|
δ
)
. This last
observation allows us to estimate the expression |v|δ appearing in the first integral on the right hand
side by |v|δ . 1. As in Step 2, we obtain
|v|µ−2+γ
|L (iτ, iξ ,v)|
.
δ µ−2+γ
2l
,
and, similarly,
|v|µ+m−3+γ |ξ |2
|L (iτ, iξ ,v)|2
=
|v|µ−2+γ
|L (iτ, iξ ,v)|
|v|m−1|ξ |2
|L (iτ, iξ ,v)|
.
|v|µ−2+γ
|L (iτ, iξ ,v)|
.
δ µ−2+γ
2l
.
In virtue of these estimates, Lemma B.3 applied with αξ = 0 and the isotropic variant of Theorem
B.1 (cf. Remark B.2) show that the expressions
|v|
δ
sgn(v)|v|µ−2+γ
L (iτ, iξ ,v)
,
sgn(v)|v|µ−2+γ
L (iτ, iξ ,v)
,
|v|µ+m−3+γ |ξ |2
L (iτ, iξ ,v)2
extend to constant multipliers of order δ
µ−2+γ
2l
on the supports of ηlψ
′
1
(
|v|
δ
)
and ηlψ1
(
|v|
δ
)
, re-
spectively. Hence, we obtain
‖
∫
f 3l |v|
µ−1dv‖L1t,x .
δ µ−2+γ
2l
‖|v|−γg1, j‖MTV .
Step 4: Conclusion. We aim to conclude by real interpolation. We set, for z> 0,
K(z, f l) := inf{‖ f
1
l ‖L1t,x + z‖ f
0
l ‖Lβt,x
: f
0
l ∈ L
β
t,x, f
1
l ∈ L
1
t,x, f l = f
0
l + f
1
l }.
By the above estimates we obtain
K(z, f l).
δ µ−2+γ
2l
(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV )+ zδ
µ−1+ρ‖ f‖
Lβt,x,v
.
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We now equilibrate the first and the second term on the right hand side, that is, we choose δ > 0
such that
δ µ−2+γ
2l
= zδ µ−1+ρ ,
that is,
δ := z−
1
1−γ+ρ 2−
l
1−γ+ρ .
Hence, with θ := −µ+2−γ1−γ+ρ we obtain
z−θK(z, f l). 2
−l µ−1+ρ1−γ+ρ (‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
)
= 2−lκt(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
).
As in Step 4 of the proof of Lemma 4.2 we use (L1t,x,L
β
t,x)θ ,∞ =L
p,∞
t,x with p=
1
1−θρ =
1−γ+ρ
ρµ+(1−ρ)(1−γ)
to obtain
‖ f l‖Lp,∞t,x . 2
−lκt(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
).(4.11)
For q∈ (min{p,r},max{p,r})we choose a corresponding ϑ ∈ (0,1) subject to 1/q= (1−ϑ)/r+
ϑ/p. Then using (Lrt,x,L
p,∞
t,x )ϑ ,q = L
q
t,x, together with (4.11), we obtain
‖ f l‖Lqt,x . ‖ f l‖
1−ϑ
Lrt,x
‖ f l‖
ϑ
Lp,∞t,x
. ‖ f‖1−ϑLrt,x 2
−lϑκt(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L∞t,x,v)
ϑ
6 2−lϑκt(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L∞t,x,v +‖ f ‖Lrt,x).
Multiplying by 2lϑκt and taking the supremum over l ∈ Z yields (4.10). 
Corollary 4.5. Let m ∈ (1,∞), γ ∈ (−∞,m), µ ∈ [1,m+1− γ), f ∈ L1t,x,v∩L
∞
t,x,v be a solution to
(4.1), and let g0, g1 and f be as in Lemma 4.2. Let q ∈ (1,
m+1−γ
µ ) and define
κ˜x :=
µq−1
q
2
m− γ
.
If f ∈ L1(Rd+1)∩Lq(R;L1(Rd)), then f ∈ Lq(R;Wσx,q(Rd)) for all σx ∈ [0, κ˜x). Furthermore,
‖ f‖Lqt (W
σx ,q
x )
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v +‖ f‖L1t,x∩L
q
t L1x
.(4.12)
Proof. We recall the decomposition f j = F−1x ϕ jFx f introduced in the proof of Lemma 4.2. We
argue that it suffices to consider the case when f j = 0 for all j < 0. Indeed, the part f< := ∑ j<0 f j
can be estimated in view of Bernstein’s Lemma (cf. [2, Lemma 2.1]) via
‖ f<‖Lqt (W
σx ,q
x )
. ‖ f‖Lqt L1x .
We aim to control f in L˜qt B˙
ϑκx
q,∞ where ϑ ∈ (0,1) is sufficiently large such that σx < ϑκx, and then
use Lemma 2.3 to the effect of
‖ f‖Lqt (W
σx,q
x )
. ‖ f‖L˜qt Bϑ κxq,∞
= ‖ f‖L˜qt B˙ϑ κxq,∞
,
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where the last equality is apparent from the definition of the homogeneous and non-homogeneous
Lebesgue-Besov spaces and the fact that the low frequencies of f vanish. Thus, it remains to
establish
‖ f‖
L˜qB˙ϑ κxq,∞
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v +‖ f‖L1t,x.(4.13)
For p˜ ∈ (1, m+1−γµ ), choose
ρ :=
(p˜−1)(m− γ)
1+ p˜(m−µ − γ)
.
We claim that ρ is positive and well-defined: Since the nominator is positive due to p˜ > 1 and
m > γ , it remains to check that the denominator is positive. This is obvious for µ 6 m− γ . For
µ > m− γ , we observe that due to µ < m+1− γ we have
p˜<
m+1− γ
µ
<
1
µ + γ −m
,
which implies 1+ p˜(m−µ − γ) > 0. Moreover, p˜< m+1−γµ can be rewritten as (p˜−1)(m− γ) <
1+ p˜(m−µ − γ), so that ρ ∈ (0,1). Hence, we may apply Lemma 4.2 with this choice of ρ and
with s = 1. One checks that in this case the integrability and differentiability exponents in (4.3)
read p= p˜, κt = 0, and κx =
µ p˜−1
p˜
2
m−γ .
Choose p˜ ∈ (q, m+1−γµ ) so that κ˜x < κx and define ϑ ∈ (0,1) through
1
q
= 1−ϑ +
ϑ
p˜
.
Wemay choose p˜∈ (q, m+1−γµ ) sufficiently small so that ϑ ∈ (0,1) is so large that σx <ϑκ˜x <ϑκx.
In view of (4.5) (with the space Sϑκq,∞B˙= S
(0,ϑκx)
q,∞ B˙ replaced by L˜
q
t B˙
ϑκx
q,∞ ) we obtain
‖ f j‖Lqt,x . 2
− jϑκx(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
+‖ f ‖L1t,x),
where we recall the notation f j :=
∫
F−1x [ϕ jFx f ]|v|
µ−1dv. If we multiply by 2 jϑκx and take the
supremum over j ∈ Z, this yields
‖ f‖
L˜qt B˙
ϑ κx
q,∞
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
+‖ f‖L1t,x.
By the estimate ‖ f‖
Lβt,x,v
. ‖ f‖L1t,x,v +‖ f‖L
∞
t,x,v
, this gives (4.13). 
Corollary 4.6. Let m ∈ (1,∞), γ ∈ (−∞,1), f ∈ L1t,x,v∩L
∞
t,x,v be a solution to (4.1), and let g0 and
g1 be as in Lemma 4.2. Assume f ∈ Lrt,x for all r ∈ [1,m+1− γ), where f (t,x) :=
∫
f (t,x,v)dv.
Let p˜ ∈ (2− γ,m+1− γ) and define
κ˜t :=
m+1− γ− p˜
p˜
1
m−1
, κ˜x :=
p˜−2+ γ
p˜
2
m−1
.
Then f ∈Wσt , p˜(R;Wσx, p˜(Rd)) for all σt ∈ [0, κ˜t) and σx ∈ [0, κ˜x). Furthermore, there is an r ∈
(p˜,m+1− γ), such that
‖ f‖Wσt ,p˜(Wσx,p˜) . ‖|v|
1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v +‖ f‖L
r
t,x
.(4.14)
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Proof. As we need to pass from homogeneous spaces (the output of Lemma 4.2 and Lemma 4.4)
to a non-homogeneous space, our strategy is to invoke Lemma 2.5 and Lemma 2.4. The input
to Lemma 2.5 requires four pieces of information, namely control of f in L p˜(Rd+1), L˜ p˜x B˙
σt
p˜,∞,
L˜ p˜t B˙
σx
p˜,∞ and S
σ
p˜,∞B˙. Since the control of f in L
p˜(Rd+1) is ensured by assumption, we concentrate
on the other three contributions. Note that the main difficulty lies in the condition that both the
integrability exponent and the orders of differentiability have to match exactly.
Step 1: f ∈ Sσp˜,∞B˙. Let r ∈ (p˜,m+1−γ) to be chosen in Step 3. We claim that there exist functions
kt ,kx : (0,∞)→ (0,∞) with kt(ε),kx(ε)→ 0 as ε → 0, such that it holds for all ε ≪ 1
‖ f‖Sσp˜,∞B˙
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v +‖ f‖L
r
t,x
,(4.15)
where we have used the notation σt := κ˜t − kt(ε) and σx := κ˜x− kx(ε).
We apply Lemma 4.2 with µ = 1, ρ = 1− ε , and s := sε ∈ (0,1), where sε is chosen so that
the integrability assertion in (4.3) reads p = p˜; this is possible for ρ close to 1 in view of Remark
4.3. Moreover, we may choose ϑ ∈ (0,1) such that for κt and κx defined through (4.3) satisfy
ϑκt = κ˜t − kt(ε) and ϑκx = κ˜x− kx(ε) for some functions kt and kx as above. Then for 1< q0 <
p˜< q1 < m+1− γ so that
1
q0
= 1−ϑ +
ϑ
p˜
,
1
q1
=
1−ϑ
r
+
ϑ
p˜
,
in view of (4.5) we obtain that
‖ f l, j‖Lqit,x . 2
−lϑκt2− jϑκx(‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
+‖ f‖L1t,x∩Lrt,x),
for i = 0,1, where we recall the notation f l, j :=
∫
F
−1
t,x [ηlϕ jFt,x f ]dv. Since (L
q0
t,x,L
q1
t,x)θ , p˜ = L
p˜
t,x
for an appropriate θ ∈ (0,1), we thus obtain
‖ f l, j‖L p˜t,x
. 2−lϑκt2− jϑκx
(
‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV
+‖ f‖
Lβt,x,v
+‖ f ‖L1t,x +‖ f‖L
r
t,x
)
,
which after multiplying by 2lϑκt2 jϑκx and taking the supremum over l, j ∈ Z yields
‖ f‖
Sϑ (κt ,κx)p˜,∞ B˙
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖Lβt,x,v
+‖ f ‖L1t,x +‖ f‖L
r
t,x
.(4.16)
By the estimate ‖ f‖
Lβt,x,v
+‖ f‖L1t,x . ‖ f‖L1t,x,v +‖ f‖L
∞
t,x,v
, this gives (4.15).
Step 2: f ∈ L˜ p˜t B˙
σx
p˜,∞. In this step we establish
‖ f‖L˜ p˜B˙σxp˜,∞ . ‖|v|
1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v +‖ f‖L
r
t,x
.(4.17)
Choose
ρ :=
(p˜−1)(m− γ)
1+ p˜(m−1− γ)
.
We claim that ρ is positive and well-defined: Since the nominator is positive due to p˜ > 1 and
m > γ , it remains to check that the denominator is positive. This is obvious for γ 6 m− 1. For
γ > m−1, we observe that
p˜< m+1− γ <
1
1+ γ−m
,
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which implies 1+ p˜(m−1−γ)> 0. Moreover, p˜<m+1−γ can be rewritten as (p˜−1)(m−γ)<
1+ p˜(m−1− γ), so that ρ ∈ (0,1). Hence, we may apply Lemma 4.2 with this choice of ρ and
with s = 1. One checks that in this case the integrability and differentiability exponents in (4.3)
read p= p˜, κt = 0, and κx =
p−1
p
2
m−γ . We observe that κx > κ˜x and hence we find ϑ ∈ (0,1) such
that ϑκx = κ˜x−kx(ε). The same interpolation argument as in Step 1 gives now the estimate (4.17).
Step 3: f ∈ L˜ p˜x B˙
σt
p˜,∞. In this step we show that there is some r ∈ (p˜,m+1− γ) such that
‖ f‖L˜ p˜x B˙σtp˜,∞
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L∞t,x,v +‖ f‖Lrt,x.(4.18)
We apply Lemma 4.4 with µ = 1 and ρ = 1. In this case, (4.9) reads p = 2− γ and κt =
1
2−γ .
Since p˜> 2− γ , we have κ˜t < κt . Hence, we can choose ϑ ∈ (0,1), such that ϑκt = κ˜t−kt(ε). In
particular,
ϑ <
κ˜t
κt
=
m+1− γ− p˜
p˜
2− γ
m−1
<
2− γ
p˜
,
so that r = p˜(2−γ)(1−ϑ )2−γ−ϑ p˜ is well defined. Since r is increasing in ϑ due to p˜ > 2− γ , we see that
r ∈ (p˜,m+1− γ). We have 1p˜ =
1−ϑ
r +
ϑ
p , and hence Lemma (4.4) gives estimate (4.18).
Step 4: Conclusion. Since f ∈ L p˜t,x by assumption, Lemma 2.5 combined with Lemma 2.4 yields
the result. 
Corollary 4.7. Let m ∈ (1,∞), γ ∈ (−∞,m), and let f ∈ L1t,x,v∩L
∞
t,x,v be a solution to (4.1). Let g0
and g1 be as in Lemma 4.2 and assume additionally
|g0|(t,x,v) ∈MTV (Rt ×R
d
x ×Rv).
Assume p˜ ∈ (2− γ,m+1− γ)∩ (1,m+1− γ) and define
κ˜t :=
m+1− γ− p˜
p˜
1
m−1
, κ˜x :=
p˜−2+ γ
p˜
2
m−1
.
If f ∈ Lr(Rd+1)∩ L1(R;L p˜(Rd)) for all r ∈ [1,m+ 1− γ), where f (t,x) :=
∫
f (t,x,v)dv, and
if
∫
|v|m−1 f dv ∈ L1(Rd+1), then f ∈Wσt , p˜(R;Wσx, p˜(Rd)) for all σt ∈ [0, κ˜t) and σx ∈ [0, κ˜x).
Furthermore, there is an r ∈ (p˜,m+1− γ), such that
‖ f‖Wσt ,p˜(Wσx,p˜) . ‖g0‖MTV +‖|v|
1−γg0‖MTV +‖|v|
−γg1‖MTV
+‖ f‖L1t,x,v∩L∞t,x,v +‖ f‖L1t L
p˜
x∩Lrt,x
+‖
∫
|v|m−1 f dv‖L1t,x.
(4.19)
Proof. It suffices to adapt Step 3 of the proof of Corollary 4.6, that is the control of f in L˜ p˜x B˙
σt
p˜,∞.
Step 3. f ∈ L˜ p˜x B˙
σt
p˜,∞. In this step we show that there is some r ∈ (p˜,m+1− γ) such that
‖ f‖L˜ p˜x B˙σtp˜,∞
. ‖g0‖MTV +‖|v|
1−γg0‖MTV +‖|v|
−γg1‖MTV
+‖ f‖L1t,x,v∩L∞t,x,v +‖ f ‖L1t L
p˜
x∩Lrt,x
+‖
∫
|v|m−1 f dv‖L1t,x.
(4.20)
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We split f into three contributions
f = F−1t ψ0(τ)Ft f +F
−1
t,x (1−ψ0(τ))(1−φ0(ξ ))Ft,x f
+F−1t,x (1−ψ0(τ))φ0(ξ )Ft,x f
=: f 1+ f 2+ f 3.
The low time-frequency part f 1 can be estimated in view of Lemma 2.3 and Bernstein’s Lemma
(cf. [2, Lemma 2.1]) via
‖ f
1
‖L˜ p˜x B˙
σt
p˜,∞
. ‖ f
1
‖L˜ p˜xB
σt
p˜,∞
. ‖ f
1
‖Wσt+ε ,p˜(L p˜x )
. ‖ f‖L1t L
p˜
x
.(4.21)
Next, we apply Lemma 4.2 with µ = 1, sufficiently large ρ ∈ (0,1) and sufficiently small s ∈
( γ−1m−1 ,1] so that (4.3) implies p < p˜ and κt > κ˜t . Hence, we can choose ϑ ∈ (0,1), such that
κ˜t > ϑκt > κ˜t − kt(ε). In particular, in light of Remark 4.3
ϑ <
κ˜t
κt
=
m+1− γ− p˜
m+ρ− γ − pρ + p(1−ρ)(γ−m)
pρ
p˜
<
p
p˜
, if 1−ρ ≪ 1,
so that r = p˜p(1−ϑ )p−ϑ p˜ is well defined. Since r is increasing in ϑ due to p˜ > p, we see that r ∈
(p˜,m+1− γ). We have 1p˜ =
1−ϑ
r +
ϑ
p , and hence Lemma 4.2 gives
‖ f‖Sϑ κp˜,∞B˙
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v +‖ f‖L
r
t,x
.
Thus, since f 2 is supported only on ηlϕ j for non-negative l, j ∈ Z, Lemma 2.3 and Lemma 2.4
show in view of the definition of the homogeneous and non-homogeneous Besov spaces and σt <
ϑκt as well as 0< ϑκx
‖ f
2
‖L˜ p˜x B˙
σt
p˜,∞
= ‖ f
2
‖L˜ p˜xB
σt
p˜,∞
. ‖ f
2
‖Sϑ κp˜,∞B
= ‖ f‖Sϑ κp˜,∞B˙
.
Thus,
(4.22) ‖ f
2
‖
L˜ p˜x B˙
σt
p˜,∞
. ‖|v|1−γg0‖MTV+‖|v|
−γg1‖MTV+‖ f‖L1t,x,v∩L∞t,x,v+‖ f ‖L
r
t,x
.
It remains to estimate the contribution of f 3. For l ∈ Z, we introduce f 3l :=F
−1
t ηl(τ)Ft f
3. Since
f 3l = 0 for l < 0, we may concentrate on the case l > 0. Observe that f
3
l solves the equation
f 3l =−m|v|
m−1
F
−1
t,x
|ξ |2
iτ
ηl(τ)φ0(ξ )Ft,x f +F
−1
t,x
φ0(ξ )
iτ
Ft,xg0,l
+F−1t,x
φ0(ξ )
iτ
Ft,x∂vg1,l.
Integrating in v, we obtain
f
3
l =−m
∫
|v|m−1F−1t,x
|ξ |2
iτ
ηl(τ)φ0(ξ )Ft,x f dv+F
−1
t,x
1
iτ
φ0(ξ )Ft,x
∫
g0,l, j dv.
Since |ξ |2 acts as a constant multiplier on the support of φ0 and τ−1 acts as a constant multiplier
of order 2−l on the support of ηl , it follows by Bernstein’s Lemma
‖ f
3
l ‖L p˜t,x
. 2l(1−
1
p˜ )‖ f
3
l ‖L1t,x . 2
−l 1p˜ (‖
∫
|v|m−1 f dv‖L1t,x +‖g0‖MTV ).
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Since p˜> 2− γ , we have
σt < κ˜t =
m+1− γ− p˜
p˜
1
m−1
<
1
p˜
.
In view of l > 0 this yields
‖ f
3
l ‖L p˜t,x
. 2−lσt(‖
∫
|v|m−1 f dv‖L1t,x +‖g0‖MTV ).
Multiplying by 2lσt and taking the supremum over l ∈ Z, we conclude
‖ f
3
‖L˜ p˜x B˙σtp˜,∞
. ‖
∫
|v|m−1 f dv‖L1t,x +‖g0‖MTV .(4.23)
Collecting (4.21), (4.22) and (4.23), we arrive at (4.20). 
5. APPLICATION TO POROUS MEDIUM EQUATIONS
In this section, we provide proofs of our main results by applying the averaging lemmata ob-
tained in the previous section to entropy solutions to (1.1).
Proof of Theorem 1.2. We first argue that we have u ∈ Lst,x for all s ∈ [1,m−1+ρ). Since T < ∞,
Theorem A.1 gives
‖u‖L1t,x . sup
t∈[0,T ]
‖u(t)‖L1x . ‖u0‖L1x +‖S‖L1t,x,(5.1)
so that we may concentrate on s> 1. Let f be the kinetic function corresponding to u and solving
(1.8). In order to apply Corollary 4.5 with µ = 1 and σx = 0, we need to extend (1.8) to all
times t ∈ R, which can be achieved by multiplication with a smooth cut-off function ϕ ∈C∞c (0,T )
with 0 6 ϕ 6 1. Hence, we set g0 := δv=u(t,x)S+ ∂tϕ f and g1 := q. Let γ := 2− ρ , so that
s ∈ (1,m+1− γ). From (4.12) we obtain
‖ϕu‖Lst,x . ‖|v|
ρ−1g0‖MTV +‖|v|
ρ−2g1‖MTV +‖ϕ f‖L1t,x,v∩L∞t,x,v +‖ϕu‖L1t,x∩LstL1x
. ‖|v|ρ−1g0‖MTV +‖|v|
ρ−2g1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v + sup
t∈[0,T ]
‖u(t)‖L1x .
We note that since trivially f ∈ L∞t,x,v with norm bounded by 1, estimate (5.1) gives
‖ f‖L1t,x,v∩L∞t,x,v + sup
t∈[0,T ]
‖u(t)‖L1x
. ‖u‖L1t,x +1+ sup
t∈[0,T ]
‖u(t)‖L1x . ‖u0‖L1x +‖S‖L1t,x +1.
Next, we check that |v|ρ−1g0 ∈MTV . Indeed, we observe that (ρ−1)ρ ′ := ρ , and hence, applying
Lemma A.2,
‖|v|ρ−1g0‖MTV = ‖|v|
ρ−1(δv=u(t,x)S+∂tϕ f )‖MTV . ‖|u|
ρ−1S‖L1t,x +‖∂tϕ|u|
ρ‖L1t,x
. ‖|u|(ρ−1)ρ
′
‖L1t,x +‖|S|
ρ‖L1t,x +‖∂tϕ|u|
ρ‖L1t,x
. ‖u0‖
ρ
Lρx
+‖S‖ρ
Lρt,x
+‖∂tϕ|u|
ρ‖L1t,x.
Utilizing Lemma A.2 once more to the effect of
‖|v|ρ−2g1‖MTV = ‖|v|
ρ−2q‖MTV . ‖u0‖
ρ
Lρx
+‖S‖ρ
Lρt,x
,
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we obtain
‖ϕu‖Lst,x . ‖u0‖
ρ
L1x∩L
ρ
x
+‖S‖ρ
L1t,x∩L
ρ
t,x
+‖∂tϕ|u|
ρ‖L1t,x +1.
We may set ϕn(t) = ψ(nt)−ψ(nt−T/2), where ψ ∈ C∞(R) with 0 6 ψ 6 1, suppψ ⊂ (0,∞),
ψ(t) = 1 for t > T/2 and ‖∂tψ‖L1 = 1. For n→ ∞, ϕn converges to 1[0,T ] in the supremum norm,
while ∂tϕn is a smooth approximation of δ{t=0}− δ{t=T}. Therefore, ‖ϕnu‖Lst,x → ‖u‖Lst,x and by
an application of Lemma A.2 ‖∂tϕn|u|ρ‖L1t,x → ‖|u|(0)
ρ −|u|(T )ρ‖L1x . ‖u0‖
ρ
Lρx
+ ‖S‖ρ
Lρt,x
, so that
u ∈ Ls([0,T ]×Rd) and
‖u‖Lst,x . ‖u0‖
ρ
L1x∩L
ρ
x
+‖S‖ρ
L1t,x∩L
ρ
t,x
+1.(5.2)
(1). We apply Corollary 4.5 once more. Let f , ϕ , g0, g1 and γ be as above. Then, in particular
p ∈ (1, m+1−γµ ). From (4.12) we obtain
‖ϕu[µ]‖Lpt (Wσx ,p)
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v +‖u
[µ]‖L1t,x∩L
p
t L1x
.
The first three contributions on the right hand side are estimated as above. For the last contribution,
we note 16 µ < pµ and thus
‖u[µ]‖L1t,x∩L
p
t L1x
. ‖u[µ]‖Lpt L1x = ‖u‖
µ
Lpµt L
µ
x
. (‖u‖Lpµt L1x +‖u‖L
pµ
t,x
)µ
. ( sup
t∈[0,T ]
‖u(t)‖L1x +‖u‖Lpµt,x )
µ . sup
t∈[0,T ]
‖u(t)‖µ
L1x
+‖u‖µ
Lpµt,x
+1.
Furthermore, (5.1) together with (5.2) applied with s= pµ ∈ (1,m−1+ρ) shows
sup
t∈[0,T ]
‖u(t)‖µ
L1x
+‖u‖µ
Lpµt,x
+1. ‖u0‖
µρ
L1x∩L
ρ
x
+‖S‖µρ
L1t,x∩L
ρ
t,x
+1.
Hence, arguing as above by taking the limit ϕn → 1[0,T ], we obtain u
[µ] ∈ Lp(R;Wσx,p(Rd)) and
(1.4).
(2). The proof is similar to the first part, but we use Corollary 4.6 instead of Corollary 4.5. Again
we localize in time by multiplying with a smooth cut-off function ϕ ∈ C∞c (0,T ) with 0 6 ϕ 6 1
and set g0 and g1 as before. Choose γ := 2− ρ , so that p ∈ (2− γ,m+ 1− γ). From (4.14) in
Corollary 4.6 we obtain
‖ϕu‖Wσt ,p(Wσx,p) . ‖|v|
1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v +‖u‖L
r
t,x
,
where r ∈ (ρ ,m−1+ρ). The terms involving g0, g1 and f can be estimated as above, while the
Lrt,x-norm of u can be estimated by (5.2). Choosing ϕn as above, we hence infer that ϕnu is bounded
inWσt ,p(0,T ;Wσx,p(Rd)) and
sup
n∈N
‖ϕnu‖Wσt ,p(Wσx,p) . ‖u0‖
ρ
L1x∩L
ρ
x
+‖S‖ρ
L1t,x∩L
ρ
t,x
+1.
Since ϕnu→ u1[0,T ] in the sense of distributions, we obtain the result by the weak lower semi-
continuity of the norm inWσt ,p(0,T ;Wσx,p(Rd)). 
28 BENJAMIN GESS, JONAS SAUER, AND EITAN TADMOR
Proof of Corollary 1.1.
(1). Let σx ∈ [0,
2µ
m ). We apply Theorem 1.2 (i) with p =
m
µ for sufficiently small η ∈ (1,ρ ]
so that σx <
µ p−1
p
2
m−2+η =
2µ
m
m−1
m−2+η and observe that for all q ∈ [1, p] we have the embedding
Lp(0,T ;Wσx,p(Rd))⊂ Lq(0,T ;Wσx,q(O)).
(2). For s> 0 we have, with p= s(m−1)+1 ∈ (1,m],
κt =
1− s
s(m−1)+1
=
m− p
p
1
m−1
, κx =
2s
s(m−1)+1
=
p−1
p
2
m−1
.
Hence, in this case the assertion follows by an application of Theorem 1.2 (ii) with sufficiently
small η ∈ (1,ρ ] such that p> ρ and σx <
p−ρ
p
2
m−1 combined with the embedding
Wσt ,p(0,T ;Wσx,p(Rd))⊂Wσt ,q(0,T ;Wσx,q(O)).
If s= 0 and σt ∈ [0,1), we may choose s0 > 0 such that σt <
1−s0
s0(m−1)+1
=: κt(s0), and the result
follows by the embedding
Wκt(s0),s0(m−1)+1(0,T ;Ls0(m−1)+1(O))⊂Wσt ,1(0,T ;L1(O)). 
Proof of Theorem 1.1. The proof is similar to the one of Theorem 1.2 (2), but we discriminate
between small and large velocity contributions to the kinetic function. Let f be the kinetic function
corresponding to u and solving (1.8). We extend again to all times t ∈ R by multiplying with
a smooth cut-off function ϕ ∈ C∞c (0,T ) with 0 6 ϕ 6 1. Further, we split f =: f
< + f> and
q=: q<+q> into a small-velocity and a large-velocity part by multiplying with a smooth cut-off
function ψ0 respectively ψ1 := 1−ψ0 in v. This gives rise to the two equations
∂t(ϕ f
<)−m|v|m−1∆x(ϕ f
<) = ϕψ0δv=u(t,x)S+∂v(ϕq
<)−ϕq∂vψ0+∂tϕ f
<,
∂t(ϕ f
>)−m|v|m−1∆x(ϕ f
>) = ϕψ1δv=u(t,x)S+∂v(ϕq
>)+ϕq∂vψ0+∂tϕ f
>,
Integrating f< and f> in v, we obtain a decomposition of u= u<+u>.
The proof proceeds in several steps: In first the three steps, we argue that u ∈ Ls(0,T ;Ls(Rd))
for all s ∈ [1,m+ 2d ) if d > 2 and s ∈ [1,m+ 1) if d = 1. With this additional bound, we can
conclude the higher-order estimates in the last three steps of the proof. We only detail the proof
for d > 2, the case d = 1 being similar.
Step 1. In this step we establish for ρ ∈ (m, mdd−2) the bound
‖u<‖Lmt L
ρ
x
. ‖u0‖L1x +‖S‖L1t,x +1.(5.3)
Set g0 := ϕψ0δv=u(t,x)S+∂tϕ f
<−ϕq∂vψ0, g1 := ϕq<, and
σx :=
d
m
−
d
ρ
∈
(
0,
2
m
)
.
Consequently, wemay choose γ ∈ (0,1) so large that σx ∈ [0,
m−1
m
2
m−γ ). From Corollary 4.5 applied
with µ = 1 and q= m we obtain
‖ϕu<‖Lmt W
σx,m
x
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ϕ f
<‖L1t,x,v∩L∞t,x,v +‖ϕu
<‖L1t,x∩Lmt L1x
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v + sup
t∈[0,T ]
‖u(t)‖L1x .
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We note that since trivially f< ∈ L∞t,x,v with norm bounded by 1 we have by Theorem A.1
‖ f‖L1t,x,v∩L∞t,x,v + sup
t∈[0,T ]
‖u(t)‖L1x . ‖u‖L1t,x +1+ sup
t∈[0,T ]
‖u(t)‖L1x . ‖u0‖L1x +‖S‖L1t,x +1.
Next, we check that |v|1−γg0 ∈ MTV . Indeed, since |v|1−γ can be estimated by a constant on the
supports of ψ0 and ∂vψ0, we may apply Lemma A.3 to the effect of
‖|v|1−γg0‖MTV = ‖|v|
1−γ(ϕψ0δv=u(t,x)S+∂tϕ f
<−ϕq∂vψ0)‖MTV
. ‖S‖L1t,x +‖∂tϕ|u|‖L1t,x +‖q∂vψ0‖MTV
. ‖∂tϕ|u|‖L1t,x +‖u0‖L1x +‖S‖L1t,x.
Utilizing Lemma A.3 once more to the effect of
‖|v|−γg1‖MTV . ‖|v|
−γq<‖MTV . ‖u0‖L1x +‖S‖L1t,x,
we obtain by Sobolev embedding
‖ϕu<‖Lmt L
ρ
x
. ‖ϕu<‖Lmt W
σx,m
x
. ‖u0‖L1x +‖∂tϕ|u|‖L1t,x +‖S‖L1t,x +1.(5.4)
With the same construction ϕn → 1[0,T ] as in the proof of Theorem 1.2, this gives (5.3).
Step 2. Next, we investigate u> and establish for η ∈ (1,m) and η∗ = ηd(m−1)d(m−1)−2(η−1) the bound
‖u>‖
Lηt L
η∗
x
. ‖u0‖L1x +‖S‖L1t,x +1.(5.5)
Set g0 := ϕψ1δv=u(t,x)S+∂tϕ f
>+ϕq∂vψ0 and g1 := ϕq>. Choose γ ∈ (1,m) sufficiently small,
so that η ∈ (1,m+1− γ), and define
σx :=
η −1
η
2
m−1
∈
(
0,
η−1
η
2
m− γ
)
.
We apply Corollary 4.5 with µ = 1 and q= η , which gives
‖ϕu>‖Lηt W
σx ,η
x
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ϕ f
>‖L1t,x,v∩L∞t,x,v +‖ϕu
>‖L1t,x∩L
η
t L1x
. ‖|v|1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v + sup
t∈[0,T ]
‖u(t)‖L1x .
The terms involving f and u are estimated as in Step 1. Further, since |v|1−γ can be estimated by a
constant on the support of ψ1 and ∂vψ0, we have by Lemma A.3
‖|v|1−γg0‖MTV = ‖|v|
1−γ(ϕψ1δv=u(t,x)S+∂tϕ f
>+ϕq∂vψ0)‖MTV
. ‖S‖L1t,x +‖∂tϕ|u|‖L1t,x +‖q∂vψ0‖MTV
. ‖∂tϕ|u|‖L1t,x +‖u0‖L1x +‖S‖L1t,x,
and, again due to Lemma A.3,
‖|v|−γg1‖MTV . ‖|v|
−γq>‖MTV . ‖u0‖L1x +‖S‖L1t,x.
Since η∗ = ηdd−σxη , we have by Sobolev embeddingW
σx,η
x ⊂ L
η∗
x , and hence
‖ϕu>‖
Lηt L
η∗
x
. ‖ϕu>‖Lηt W
σx ,η
x
. ‖u0‖L1x +‖∂tϕ|u|‖L1t,x +‖S‖L1t,x +1.
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With the same construction ϕn → 1[0,T ] as before, this yields (5.5).
Step 3. In this step, we show that for s ∈ [1,m+ 2d ) we have
‖u‖Lst,x . ‖u0‖L1x +‖S‖L1t,x +1.(5.6)
Observe that it suffices to show the assertion for s > m, since u ∈ L1(0,T ;L1(Rd)) is already
established by Theorem A.1.
Define ρ := mm+1−s ∈ (m,
md
d−2). For ϑ ∈ (0,1), it holds [L
∞
t L
1
x ,L
m
t L
ρ
x ]ϑ = L
pϑ
t L
qϑ
x with
1
pϑ
=
ϑ
m
and
1
qϑ
= 1−ϑ +
ϑ
ρ
.
Choosing ϑ := mρmρ+ρ−m ∈ (0,1), we obtain pϑ = qϑ = s, and hence by (5.3) and Theorem A.1
‖u<‖Lst,x . ‖u
<‖L∞t L1x +‖u
<‖Lmt L
ρ
x
. ‖u0‖L1x +1.(5.7)
Next, we define
η :=
sd(m−1)+2
d(m−1)+2
∈ (1,m) and η∗ =
ηd
d−2η−1m−1
and observe that for ϑ ∈ (0,1), it holds [L∞t L
1
x ,L
η
t L
η∗
x ]ϑ = L
pϑ
t L
qϑ
x with
1
pϑ
=
ϑ
η
and
1
qϑ
= 1−ϑ +
ϑ
η∗
.
Choosing ϑ := ηd(m−1)ηd(m−1)+2(η−1) ∈ (0,1), we obtain pϑ = qϑ = s, and hence by (5.5) and Theorem
A.1
‖u>‖Lst,x . ‖u
>‖L∞t L1x +‖u
>‖
Lηt L
η∗
x
. ‖u0‖L1x +‖S‖L1t,x +1.(5.8)
Combining (5.7) and (5.8), we obtain (5.6).
Step 4. In this step we argue that
‖ϕu<‖Wσt ,p(Wσx,p) . ‖∂tϕ|u|‖L1t,x +‖u0‖
m
L1x
+‖S‖mL1t,x
+1.
Indeed, we choose γ ∈ (0,1) so large that σx <
p−2+γ
p
2
m−1 and m+1− γ < m+
2
d . Then we apply
Corollary 4.7 with g0 := ϕψ0δv=u(t,x)S+ ∂tϕ f
<−ϕq∂vψ0, g1 := ϕq< and p˜ = p. We obtain by
(4.19) some r ∈ (p,m+1− γ) such that
‖ϕu<‖Wσt ,p(Wσx,p) . ‖g0‖MTV +‖|v|
1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v
+‖u‖L1t L
p
x∩Lrt,x
+‖|u|m‖L1t,x.
The first four terms on the right-hand side can be estimated as in Step 1 (indeed, we did not use the
coefficient |v|1−γ in the estimate of g0) via
‖g0‖MTV +‖|v|
1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v
. ‖∂tϕ|u|‖L1t,x +‖u0‖L1x +‖S‖L1t,x +1,
while the last two terms are estimated in virtue of r < m+1− γ < m+ 2d through (5.6) as
‖u‖L1t L
p
x∩Lrt,x
+‖|u|m‖L1t,x . ‖u‖L
p
t,x∩L
r
t,x
+‖u‖mLmt,x . ‖u0‖
m
L1x
+‖S‖mL1t,x
+1.
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Step 5. In this step we establish
‖ϕu>‖Wσt ,p(Wσx,p) . ‖∂tϕ|u|‖L1t,x +‖u0‖
m
L1x
+‖S‖mL1t,x
+1.(5.9)
Assume first p< m. Choose γ ∈ (1,m) so small that p ∈ (1,m+1− γ) and σt <
m+1−γ−p
p
1
m−1 and
apply Corollary 4.7 with g0 := ϕψ1δv=u(t,x)S+∂tϕ f
>+ϕq∂vψ0, g1 := ϕq> and p˜= p. Estimate
(4.19) gives
‖ϕu>‖Wσt ,p(Wσx ,p) . ‖g0‖MTV +‖|v|
1−γg0‖MTV +‖|v|
−γg1‖MTV
+‖ f‖L1t,x,v∩L∞t,x,v +‖u‖L1t L
p
x∩Lrt,x
+‖|u|m‖L1t,x.
The first four terms on the right-hand side are estimated as in Step 2 via
‖g0‖MTV +‖|v|
1−γg0‖MTV +‖|v|
−γg1‖MTV +‖ f‖L1t,x,v∩L∞t,x,v
. ‖∂tϕ|u|‖L1t,x +‖u0‖L1x +‖S‖L1t,x +1,
while the last two terms are estimated through (5.6) as
‖u‖L1t L
p
x∩Lrt,x
+‖|u|m‖L1t,x . ‖u‖L
p
t,x∩L
r
t,x
+‖u‖mLmt,x . ‖u0‖
m
L1x
+‖S‖mL1t,x
+1.
Hence, we have shown (5.9) in the case p ∈ (1,m). If p = m, we choose p0 ∈ (1,m) suffi-
ciently large such that for κx(p0) :=
p0−1
p0
2
m−1 it holds κx(p0)−
d
p0
> σx−
d
m . We observe that
for κt(p0) :=
m−p0
p0
1
m−1 it holds κt(p0)−
1
p0
> σt −
1
m due to p0 < m (indeed, we have necessar-
ily σt = 0). Choosing sufficiently large σx(p0) < κx(p0) and σt(p0) < κt(p0), we conclude by
Sobolev embedding
‖ϕu>‖Lmt (W
σx,m
x )
. ‖ϕu>‖Wσt (p0),p0(Wσx(p0),p0 )
. ‖∂tϕ|u|‖L1t,x +‖u0‖
m
L1x
+‖S‖m
L1t,x
+1,
which is (5.9) in the case p= m.
Step 6. Conclusion. With the same construction ϕn → 1[0,T ] as in the proof of Theorem 1.2,
Steps 4 and 5 combine to
sup
n∈N
‖ϕnu‖Wσt ,p(Wσx ,p) . sup
n∈N
‖ϕnu
<‖Wσt ,p(Wσx ,p)+ sup
n∈N
‖ϕnu
>‖Wσt ,p(Wσx,p)
. ‖u0‖
m
L1x
+‖S‖mL1t,x
+1.
Since ϕnu→ u1[0,T ] in the sense of distributions, we obtain (1.2) by the weak lower semi-continuity
of the norm inWσt ,p(0,T ;Wσx,p(Rd)). Estimate (1.3) follows analogously to the proof of Corollary
1.1 (2). 
APPENDIX A. KINETIC SOLUTIONS
In this section we recall some details on the concept of entropy / kinetic solutions and their
well-posedness for partial differential equations of the type
∂tu+divA(u) = div(b(u)∇u)+S(t,x) on (0,T )×R
d
x(A.1)
u(0) = u0 on R
d
x ,
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where
u0 ∈ L
1(Rdx ), S ∈ L
1([0,T ]×Rdx ), T > 0,
a := A′ ∈C(R;Rd)∩C1(R\{0};Rd),(A.2)
b= (b jk) j,k=1...d ∈C(R;S
d×d
+ )∩C
1(R\{0};Sd×d+ ).
Here, Sd×d+ denote the space of symmetric, non-negative definite matrices. For b = (b)i, j=1...d ∈
Sd×d+ we set σ = b
1
2 , that is, bi, j = ∑dk=1σi,kσk, j. For a locally bounded function b : R→ S
d×d
+ we
let βi,k be such that β
′
i,k(v) = σi,k(v). Similarly, for ψ ∈C
∞
c (Rv) we let β
ψ
i, j be such that (β
ψ
i,k)
′(v) =
ψ(v)σi,k(v). The corresponding kinetic form of (A.1) reads (cf. [6])
L (∂t ,∇x,v) f (t,x,v) = ∂t f +a(v) ·∇x f −div(b(v)∇x f )(A.3)
= ∂vq+S(t,x)δu(t,x)=v(v),
where q ∈M+ and L is identified with the symbol
(A.4) L (iτ, iξ ,v) := iτ +a(v) · iξ − (b(v)ξ ,ξ ).
We will use the terms kinetic and entropy solution synonymously. From [6] we recall the definition
of entropy/kinetic solutions to (A.1).
Definition A.1. We say that u∈C([0,T ];L1(Rd)) is an entropy solution to (A.1) if the correspond-
ing kinetic function f satisfies
(i) For any non-negative ψ ∈D(R), k = 1, . . . ,d,
d
∑
i=1
∂xiβ
ψ
ik (u) ∈ L
2([0,T ]×Rd).
(ii) For any two non-negative functions ψ1,ψ2 ∈D(R), k = 1, . . . ,d,
√
ψ1(u(t,x))
d
∑
i=1
∂xiβ
ψ2
ik (u(t,x)) =
d
∑
i=1
∂xiβ
ψ1ψ2
ik (u(t,x)) a.e..
(iii) There are non-negative measures m,n ∈M+ such that, in the sense of distributions,
∂t f +a(v) ·∇x f −div(b(v)∇x f ) = ∂v(m+n)+δv=u(t,x)S on (0,T )×R
d
x ×Rv
where n is defined by
∫
ψ(v)n(t,x,v)dv=
d
∑
k=1
(
d
∑
i=1
∂xiβ
ψ
ik (u(t,x))
)2
for any ψ ∈D(R) with ψ > 0.
(iv) We have ∫
(m+n)dxdt 6 µ(v) ∈ L∞0 (R),
where L∞0 is the space of L
∞-functions vanishing for |v| → ∞.
The well-posedness of entropy solutions to (A.1) follows along the same lines of [6]. In this
form, it can be found in [11].
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Theorem A.1. Let u0 ∈ L1(Rd), S ∈ L1([0,T ]×Rd). Then there is a unique entropy solution u
to (A.1) satisfying u ∈ C([0,T ];L1(Rd)). For two entropy solutions u1, u2 with initial conditions
u10,u
2
0 and forcing S
1,S2 we have
sup
t∈[0,T ]
‖u1(t)−u2(t)‖L1(Rd) 6 ‖u
1
0−u
2
0‖L1(Rd)+‖S
1−S2‖L1([0,T ]×Rd).
Furthermore, the following a priori estimate was given in Lemma 2.3 in [11].
Lemma A.2. Let u be the unique entropy solution to (A.1) with u0 ∈ (L1∩L2−γ)(Rdx ), S ∈ (L
1∩
L2−γ)([0,T ]×Rdx ) for some γ ∈ (−∞,1). Then, there is a constant C =C(T,g)> 0 such that
sup
t∈[0,T ]
‖u(t)‖2−γ
L2−γx
+(1− γ)
∫ T
0
∫
Rd+1
|v|−γq dvdxdr 6C
(
‖u0‖
2−γ
L2−γx
+‖S‖2−γ
L2−γt,x
)
.
In the case of L1 initial data a different proof for the existence of singular moments of the kinetic
measure q is needed.
Lemma A.3. Let u be the unique entropy solution to (A.1) with u0 ∈ L1(Rdx ), S ∈ L
1([0,T ]×Rdx ).
Then, the map v→
∫ T
0
∫
Rdx
q(r,x,v) dxdr is continuous and, for all v0 ∈ Rv, we have∫ T
0
∫
Rdx
q(r,x,v0) dxdr 6
∫
Rdx
(sgn(v0)(u0− v0))+ dx
+
∫ T
0
∫
Rdx
sgn+(sgn(v0)(u− v0))S dxdr
6
∫
Rdx
|u0| dx+
∫ T
0
∫
Rdx
|S| dxdr.
(A.5)
Proof. After a standard cut-off argument, the kinetic formulation yields, for every η ∈C∞c (Rv),
(A.6)
∫ T
0
∫
Rd+1
∂vηq dvdxdr =−
∫
Rv
η
(∫
Rdx
f dx|T0
)
dv+
∫ T
0
∫
Rdx
η(u)S dxdr.
This first implies that v→
∫ T
0
∫
Rdx
q(r,x,v) dxdr has left and right limits, which, again due to (A.6)
have to coincide. Let now v0 ∈ R+. The claim then follows by choosing ψn to be smooth, non-
negative, convex approximations of (v− v0)+, and ηn := (ψn)′, which, taking the limit n→ ∞,
yields ∫ T
0
∫
Rdx
q(t,x,v0) dxdr =−
∫
Rdx
(u− v0)+ dx|
T
0 +
∫ T
0
∫
Rdx
sgn+(u− v0)S dxdr
6
∫
Rdx
(u0− v0)+ dx+
∫ T
0
∫
Rdx
sgn+(u− v0)S dxdr.
The case v0 ∈ R− is treated analogously replacing (v− v0)+ by (v− v0)−. 
APPENDIX B. FOURIER MULTIPLIERS
In this section, we provide some Fourier multiplier results well-adapted to our Averaging Lemma
4.2. We recall the definition of R˙d+1 and of the functions ηl and ϕ j given in Section 2, and define
η˜l := ηl−1+ηl +ηl+1 and ϕ˜ j := ϕ j−1+ϕ j +ϕ j+1. We observe η˜l(2
l·) = η˜0 and ϕ˜(2 j·) = ϕ˜0.
Moreover, η˜l and ϕ˜ j are identically unity on the support of ηl and ϕ j, respectively.
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Theorem B.1. Let k = 2+2[1+d/2]. Let m : R˙d+1 → C be k-times differentiable and such that
for all α = (ατ ,αξ ) ∈ N0×N
d
0 with |α|6 k there is a constant Cα such that for all (τ,ξ ) ∈ R˙
d+1
|∂ αττ ∂
αξ
ξ
m(τ,ξ )|6Cα |τ|
−ατ |ξ |−|αξ |.(B.1)
Then there is a constant C > 0, depending only on the constants Cα , such that for any p ∈ [1,∞]
and all l, j ∈ Z, we have
‖η˜lϕ˜ jm‖M p 6C,(B.2)
i.e., η˜lϕ˜ jm (more precisely the mapping (τ,ξ ) 7→ η˜l(τ)ϕ˜ j(ξ )m(τ,ξ )) extends to an L
p
t,x-multiplier
with a norm independent of l and j. Furthermore, this mapping extends to an MTV -multiplier with
the same norm bound.
Proof. Since ‖·‖M p 6 ‖·‖M 1, it suffices to estimate the L
1 multiplier norm of η˜lϕ˜ jm in order to
obtain (B.2). Since multiplier norms are invariant under dilation and since ‖m‖M 1 is equal to the
total mass of F−1m, see [4, Theorem 6.1.2], we have
‖η˜lϕ˜ jm‖M 1 = ‖η˜0ϕ˜0ml, j‖M 1 = ‖F
−1
t,x η˜0ϕ˜0ml, j‖L1t,x,
where ml, j(τ,ξ ) := m(2
lτ,2 jξ ). Let M := [1+d/2]. We observe
(1+ t2)(1+ |x|2)MF−1t,x [η˜0ϕ˜0ml, j](t,x)
= cd
∫
Rt×Rdx
(id−∂ 2τ )(id−∆ξ )
M
(
eitτ+ix·ξ
)
η˜0(τ)ϕ˜0(ξ )m(2
lτ,2 jξ )dξ dτ
= cd
∫
Rt×Rdx
eitτ+ix·ξ (id−∂ 2τ )(id−∆ξ )
M
(
η˜0(τ)ϕ˜0(ξ )m(2
lτ,2 jξ )
)
dξ dτ
= ∑
ατ+βτ62
|αξ |+|βξ |62M
cd,α,β2
lβτ2 j|βξ |
∫
Rt×Rdx
eitτ+ix·ξ ∂ αττ η˜0(τ)∂
αξ
ξ
ϕ˜0(ξ )∂
βτ
τ ∂
βξ
ξ
m(2lτ,2 jξ )dξ dτ,
where cd and cd,α,β are constants that do not depend on l and j. On supp η˜0× supp ϕ˜0 we have
|∂
βτ
τ ∂
βξ
ξ
m(2lτ,2 jξ )|6Cβ2
−lβτ2− j|βξ |, and hence we obtain
(1+ t2)(1+ |x|2)M|F−1t,x [η˜0ϕ˜0ml, j](t,x)|6 c.
Since 2M > d, it follows ‖F−1t,x [η˜0ϕ˜0ml, j]‖L1t,x 6C, which yields (B.2). In particular, η˜lϕ˜ jm is an
L1-multiplier with a norm bound independent of l and j, and as such extends to a multiplier on
MTV with the same norm bound. 
Remark B.1. In Theorem B.1, the assumptions on the differentiability ofmmay be relaxed: Indeed,
the proof shows that it suffices to assume that m is a continuous function such that ∂ αττ m, ∂
αx
ξ
m
and ∂ αττ ∂
αx
ξ
m exist for all α = (ατ ,αξ ) with ατ 6 2 and |αξ |6 2[1+d/2], and that (B.1) holds for
these choices of α .
Remark B.2. Clearly, Theorem B.1 has an isotropic variant, cf. [2, Lemma 2.2]. More precisely, a
simple adaptation of the proof shows the following: Let k = 2[1+d/2]. Let m : Rd \ {0}→ C be
k-times differentiable and such that for all α ∈ Nd0 with |α|6 k there is a constantCα such that for
all ξ ∈ Rd \ {0} we have |∂ αm(ξ )|6Cα |ξ |−|α|. Then there is a constant C > 0, depending only
on the constantsCα , such that for any p ∈ [1,∞] and all j ∈Z, we have ‖ϕ˜ jm‖M p 6C. Again, ϕ˜ jm
extends to an MTV -multiplier (in ξ ) with the same norm bound.
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Lemma B.3. Let L be defined as in (4.2) and fix α = (ατ ,αξ ) ∈ N0×N
d
0 . Then we have for all
(τ,ξ ,v) ∈ R˙d+1×R the estimate∣∣∣∣∂ αττ ∂ αξξ 1L (iτ, iξ ,v)
∣∣∣∣. 1|L (iτ, iξ ,v)| |τ|−ατ |ξ |−|αξ |.
Proof. The proof rests on the identity
∂
αξ
ξ
1
L (iτ, iξ ,v)
= ∑
β
cβ
ξ β |v|(m−1)Nβ
L (iτ, iξ ,v)1+Nβ
,
where cβ are constants, Nβ :=
|αξ |+|β |
2 , and the sum runs over those β ∈ N
d
0 with |β |6 |αξ | such
that |αξ |+ |β | is even. The identity can be proven easily by induction on the order of αξ . From
this and ∂τL (iτ, iξ ,v) = i, it immediately follows∣∣∣∣∂ αττ ∂ αξξ 1L (iτ, iξ ,v)
∣∣∣∣.∑
β
∣∣∣∣∣ ξ
β |v|(m−1)Nβ
L (iτ, iξ ,v)1+ατ+Nβ
∣∣∣∣∣ ,
which in view of
|ξ ||β ||v|(m−1)Nβ
|L (iτ, iξ ,v)|Nβ
6
|ξ ||β ||v|(m−1)Nβ
(|v|m−1|ξ |2)Nβ
= |ξ |−(2Nβ−|β |) = |ξ |−|αξ |
and
1
|L (iτ, iξ ,v)|ατ
6 |τ|−ατ
yields the assertion. 
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