INTRODUCTION
Duplicate patient records occur when multiple electronic health records (EHR) are associated with the same patient. In such a case, the patient may have isolated packets of information in each record (eg, history of medical care, allergies, diagnostic test results and billing information). Clinicians may miss information spread over multiple records. This is associated with operational inefficiencies, patient harm, and legal liability. [1] [2] [3] The problem of duplicate records has been studied extensively in various fields of database research. [4] [5] [6] Yet it remains unclear whether certain approaches are better suited for specific tasks, and in particular for entity resolution (ER) in EHR databases (ie, databases used for routine patient care). 5 Entity resolution in such operational databases is challenging because both false positives (ie, incorrectly matching two different individuals) and false negatives (ie, failing to identify a duplicate record) are problematic. Consider the case of two records for the same patient, one of which indicates a severe drug allergy. Failing to merge true duplicate records may result in the administration of a fatal drug. On the other hand, mistakenly merging records of two different patients (ie, co-mingling records), one of whom has an allergy, may cause an important treatment to be withheld. 7 To achieve optimal accuracy an ER algorithm can be implemented to identify two thresholds that differentiate definite matches from possible matches (ie, questionable matches) from definite non-matches (bottom of figure 1 ). The possible matches must then be manually reviewed. However, in the majority of recent studies manual review of possible matches is assumed to be too costly to be practical. 5 Therefore, the classification problem becomes binary, with record-pairs being classified as matches or non-matches (figure 1). For patient records, the consequences of a single error can be considerably greater than the cost of manual review. 8 Therefore, we compared the performance of common ER algorithms for the task of identifying possible matches for manual review (ie, two thresholds).
Previous benchmark comparisons of ER algorithms have been limited by a lack of objective methods for setting algorithmic parameters. 9 Parameters, such as thresholds for match/nonmatch status of field similarity scores, and thresholds for match/non-match for the final record classification have usually been set manually via 'trial and error'. It is thus impossible to conclude whether one approach outperformed another due to intrinsic merit, or better parameter selection. This is further complicated by the fact that parameter tuning has not been well documented. 9 Comparing the reported performance of algorithms from different studies is also problematic. Studied datasets varied in the frequency and complexity of duplicates, in the identifiers available for comparison, and in data quality factors such as missing values and error rates. 10 11 In addition, most studies have focused on record linking between clinical databases and registries (eg, child immunization or death registry) as opposed to ER in a single EHR database. The latter task may face different rates of 'challenging' cases. For example, one would expect a higher rate of 'challenging' twins (eg, twins with similar first names sharing the same demographic data who are mistaken for the same entity) in a child immunization registry. 12 13 Finally, studies reported a variety of evaluation metrics, making it hard to compare results. 5 This study aimed to: (1) provide a standardized comparative evaluation of common ER algorithms within an operational EHR database; (2) use automated optimization (as opposed to manual tuning) to define parameter sets objectively for each Figure 1 Study design. FIE, fuzzy inference engine; FN, false negative; FP, false positive; NPV, negative predictive value; PPV, positive predictive value; SSN, social security number. algorithm; (3) evaluate performance for both single threshold (matched/unmatched) and dual-threshold (matched/manual review/unmatched) ER methods. We focused on two deterministic approaches-the simple deterministic (threshold) and the rule-based, fuzzy inference engine (FIE), and the probabilistic expectation maximization (EM) approach.
METHODS Overview
Data were cleaned and standardized (see supplementary appendix A, available online only) (figure 1). We used blocking to limit the search space of potential duplicates and generate a set of potentially duplicate record-pairs. We reviewed 20 000 randomly selected record-pairs from the set of potential duplicates generated by blocking (10 000 training and 10 000 test set). For each algorithm, we defined a baseline set of parameters based on previous literature and preliminary review of the data (see supplementary appendix B, available online only). 14 We then ran particle swarm optimization to identify the optimal set of parameters. Algorithms were first tuned for a single threshold (matched/unmatched) aiming to minimize the rate of false classification (ie, high positive predictive values (PPV) and negative predictive values (NPV)). Then the algorithms were tuned for two thresholds (matched/manual review/unmatched) aiming to minimize the size of manual review set, under the constraint that there would be no false classification (ie, PPV=NPV=1). Algorithm performance was evaluated against the test set.
Data preparation and block search
We retrieved data from the University of Texas Health Science Center at Houston's clinical data warehouse, which contained 2.61 million distinct medical record numbers (MRN) (including potentially duplicate patient records). We retrieved eight fields that were most often present in patient records: first name, middle name, last name, date of birth, social security number, gender, primary address and primary phone number.
As a search for duplicates in a single database would require n×(n−1)/2 comparisons, we used a block search for potential duplicates to limit the search space. We identified potentially duplicate record-pairs if they matched on: first and last names; first name and date of birth; last name and date of birth; or social security number (SSN) (to increase recall of the blocking search we encoded names using Soundex). 15 This generated approximately 10 million distinct potential duplicates.
Manual review
We randomly selected two sets of 10 000 record-pairs for manual review. We used the review framework described in Campbell et al. 16 Two reviewers reviewed each record-pair, assigning a match score between 1 and 5 representing their subjective confidence in the classification: (1) definite mismatch; (2) probable mismatch; (3) uncertain; (4) probable match; and (5) definite match. Reviewers were instructed to assign a match (4) (5) or non-match (1-2) status only if they would have been comfortable with a computer making the same assertion automatically based on the available data. If there was any disagreement between the reviewers, meaning one reviewer thought the records matched (4) (5) while the other did not (1-2), or if one of the reviewers thought it was impossible to assert match status (3) with the available data, the records were forwarded to an evaluation by four reviewers (separately). In this stage, pairs that were not assigned a match/non-match status unanimously (or by three reviewers when the fourth reviewer was uncertain (3)), went to further review by open discussion of the entire review panel (six reviewers). Only 48 record-pairs could not be assigned by the four reviewers. These were assigned by consensus (10 matched, 38 non-matched). In all but 48 cases (0.24%) the reviewers felt that the eight demographic data fields were sufficient to assign match status without requiring additional data.
Calculating similarity measures
To compare single fields within two records, we used the Levenshtein edit distance, which is defined as the smallest number of edits (eg, insertions, deletions, substitutions) necessary to make one string equal to another (for a detailed description see supplementary appendix A, available online only). 15 16
Matching algorithms
The simple deterministic algorithm (threshold)
The simple deterministic algorithm was based on a summation of weights of similarity measures ð P n i¼0 vÞ. 15 For each similarity measure we defined an interval between an upper bound (u) and a lower bound (l). We assigned each comparison its weight (ω i ) by linearly mapping the similarity scores onto the interval [l, u] . In the baseline implementation u and l were set to 1 and (−1), respectively. Therefore, a similarity score of 0.9 (always on a scale of 0-1) was mapped to a weight of 0.8 and a similarity score of 0.1 was mapped onto (−0.8). Comparisons with a blank field were mapped to zero. By assigning negative weights to highly dissimilar fields we were able to penalize for considerable differences between fields. Finally, we defined a single threshold (t s ) separating record-pairs into matched and unmatched (without manual review). We repeated the analysis for two thresholds for the summed weights (ω) so that a recordpair was considered a match if ω was greater than the upper threshold (t u ), a non-match if ω was lower than the lower threshold (t l ), and requiring manual review if t l ≤ω≤t u . In the optimization phase, the l and u boundaries (for the various similarity scores), t l , t u , and t s were used as optimization parameters. The l and u parameters were optimized on the intervals of l [−1,0] and u [0,1], respectively. For example, an interval could be optimized to [−0.2, 0.6] meaning a high similarity score of the field supports a match more strongly than a low similarity score supports a non-match (eg, phone number match is moderately indicative of a match status and phone number non-match is not indicative of non-match because it is common for a person to change phone numbers).
The fuzzy inference engine
A FIE is a set of functions and rules that map similarity measures onto weights. In contrast to the other two methods, FIE allows for a combination of several similarity measures in calculating a weight, and is, in essence, a functional representation of a rule-based system that employs complex rules. 17 We defined four functions (X 1 , X 2 , Y 1 , Y 2 ) and 15 rules (figure 2) based on previous literature and preliminary experiments with the data. 17 Each function takes as independent variables a similarity score and outputs a weight (ω i ). Functions are generic procedures with two thresholds (t 1 and t 2 ) and a slope. Scores below the lower threshold or above the upper threshold are mapped to a single weight. Scores that correspond to the slope are mapped linearly to their weight (figure 2). A rule assigns similarity scores to one or more functions. If a rule maps multiple similarity scores with an OR condition, the maximum mapped weight is returned. Similarly, if an AND condition is used, the minimum mapped weight is returned. The result of the rule is then multiplied by the rule's position score ( p), which reflects whether a rule supports or negates a match status, and a weighted average is calculated using the equation
For example, rule 2 will give a high score to cases in which both the first name and the date of birth (DOB) match (figure 2). Rule 5, on the other hand, will penalize the total score if either the name (first plus last) or DOB are very dissimilar (because the 0.021 position score will decrease the nominator of the averaged weight). For the baseline implementation we set t 1 values to 0.05, t 2 values to 0.95, position scores for rules strongly supporting a match status to 1 and 0 for rules with a weak support (see supplementary appendix B, available online only). In the optimization phase, the thresholds t 1 and t 2 of each function, the position scores p of each rule and the final matching thresholds were optimized.
The probabilistic algorithm
We implemented the EM extension of the probabilistic algorithm. 18 For each similarity measure we defined a threshold ( p i ) that maps it to either 0 or 1. Then, for each field, we calculated the probability that the field has the same value given that the record-pair represents two different patients (the 'u' probability) and estimated the probability that the field has the same value in two records given that the record-pair represents the same person (the 'm' probability). Values for 'u' were determined by performing an N by N search (where N=10 000) on a subset of the data and counting chance matches between all random record-pairs for each field. Preliminary values for 'm' were determined based on previous literature and experimentation with the data. 14 19 We then ran the EM method-an iterative process designed to find the maximum-likelihood estimate of the m probability, where the model depends on the unobserved actual match status (for a detailed description of the method see Do and Batzoglou). 20 A weight for each similarity comparison was calculated as ω i =ln(m i /u i ) for a match score (ie, 1) and ω i =ln(1 − m i /1 − u i ) for an unmatched score (ie, 0). As before, we evaluated the algorithm for one and two thresholds for the summed weights (ω). For the baseline implementation we set various thresholds p i for mapping similarity measures (see supplementary appendix B, available online only). In the optimization phase p i , t l , t u , t s were used as optimization parameters. In particular, we did not optimize the m and u probabilities, which were handled by the EM algorithm (ie, we only optimized those parameters that would have otherwise been set manually). EM was performed on the training set and the algorithm evaluated on the test set (a similar approach is described in Elfeky et al).
21 Figure 2 Fuzzy inference engine.
Optimization
Optimization algorithms have been shown to outperform manual selection of parameters. 9 22 We chose the particle swarm optimization because it does not require an initial parameter estimation (all particles initialize randomly within the parameter space). 23 We used a standard implementation of particle swarm as described in Eberhart and Kennedy. 23 The parameters used in the optimization were 20 particles, a particle neighbor size of 2, and an acceleration constant of 2 for 5000 iterations. We used the same parameters for optimizing all algorithms. Optimization was performed against two error functions. The first optimization was designed to identify a single threshold (t s ), that best separates matches from non-matches, by minimizing the sum of false positives and false negatives. The second optimization was set to minimize the number of records requiring manual review under the constraint that the algorithm will have a precision of one (ie, minimize the number of record-pairs that fall between two thresholds, while maintaining PPV=NPV=1).
Evaluation
We optimized the algorithms on a training set of 10 000 recordpairs and evaluated on a test set of 10 000 different recordpairs. Evaluation with baseline parameters was preformed once. We repeated the process of optimizing over the training set, and then testing on the test set, 10 times and averaged the results. For the two-threshold evaluation we report the PPV for the matched group; the NPV for the unmatched groups; the pooled accuracy for both groups; and the percentage of records assigned to manual review. 
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Statistical analysis
We compared the performance of algorithms using a multivariate repeated measures analysis of variance with Fisher's Least Significant Difference (LSD) post-hoc testing implemented in SPSS V.20. Table 1 presents characteristics of the data before the blocking. Of the 10 M potential duplicates 13 400 (0.05%) matched exactly on all fields and 48 200 (0.17%) matched on all but one field. Based on a manual review of a random sample of 20 000 record-pairs 1215 (6.08%) pairs were found to match (602 and 613 matched pairs in the training and test sets, respectively).
RESULTS
Data characteristics
Algorithm performance-single threshold
For the baseline implementation using a single threshold the FIE algorithm had the highest PPV and the simple deterministic algorithm had the highest sensitivity (table 2) . Optimization resulted in a considerable improvement in the performance of all algorithms and attenuation of the performance differences. Still, FIE remained the most precise algorithm and the simple deterministic algorithm remained with the highest sensitivity (table 2).
Algorithm performance-dual threshold (manual review)
To perform under the constraint of no false matches/nonmatches the baseline algorithms would assign 10-50% of the record-pairs to manual review (worst performance for FIE). Optimization improved the performance of all the algorithms considerably, reducing the manual review set by 79%, 66% and 96% for the simple deterministic, probabilistic and FIE algorithms, respectively. After optimization FIE had the best performance in both the size of manual review set and the PPV for matches (table 3) .
DISCUSSION
This study aimed to provide an objective comparison of common ER algorithms by using automated optimization for parameter setting. The two deterministic approaches (ie, simple and FIE) outperformed the probabilistic method in particular for the task of separating a dataset into matched, unmatched and manual review. Using FIE resulted in correctly classifying 98.1% of the record-pairs (one error per 10 000), while assigning the remaining 1.9% to manual review. The probabilistic method was less accurate and resulted in a manual review set almost twice as large (3.6% of the blocked dataset). Furthermore, this observation was based on an optimized set of parameters. In reality, as our baseline implementation of the algorithms indicates, the results of manually setting the parameters could be far inferior (manual review sets >10%). Therefore, a priori investment in the generation of a training set for optimization may be very cost effective.
Our study has several limitations. First, the gold standard was based on the same data elements available to the algorithm. It is possible that our review processes resulted in misclassifications, in particular for 'challenging' records (eg, infant twins with very similar demographics who were considered the same person, or a woman who remarried, had changes and errors in all of her demographic data, and thus was considered two different entities). We estimate that the probability of such events is extremely low (eg, it would be the product of the probabilities of errors in seven to eight data fields for the remarried woman scenario, or the product of the probability of twins and the probability of twins having almost identical first names and SSN). Gold standard creation could be done with additional information (eg, independent genealogical data, immunization records, physical identity verification, etc.). 24 25 However, in our study, in all but 48 cases (0.24%), reviewers felt that the demographic data alone were enough to assert match status. These possible inaccuracies in the gold standard are too small to affect the comparison between the three ER approaches.
A second limitation is that training and evaluation of the studied algorithms were performed at a single urban center. Performance may be different on a dataset from a different population. 5 26 Third, we used a narrow set of methods for the ER task (ie, a lenient blocking search, a limited set of similarity measures, specific implementations of the studied algorithms and a single optimization method). It is possible that other similarity measures, not included in our study, could have improved the performance. For example, gender imputation of names, or comparison weights calculated based on the frequency of names in a given population have been demonstrated to improve the performance of ER algorithms. 16 26 It is also possible that other ER algorithms would have outperformed the studied ones. In particular, other extensions of the probabilistic algorithm have performed well; for example, use of similarity measures as continuous rather than binary variables, 27 and weight scaling based on the frequency of different values in the identifier field. 10 In addition, considering the existence of a training set, a supervised implementation of the probabilistic algorithm might have outperformed the EM implementation. Finally, the optimization algorithm itself required setting parameters that might have influenced the results. We used a single set of parameters for all algorithms based on the standard settings described in the literature without any further tuning. 23 Conversely, other parameters as well as other optimization methods (eg, genetic programing or lenient gradient descent) might have performed better. 9 22 Notably, our objective was not to study optimization but rather use it as a tool to compare common ER algorithms with optimal parameter settings. Fourth, there is always a concern that the blocking procedure might have missed duplicates, particularly 'challenging' records that were not identified (eg, a woman who remarried and changed all of her demographic data, ie, considered two different entities). To mitigate this we have used a lenient blocking schema based on comparison of a Soundex transformation of names.
Finally, our results suggest a considerable advantage for optimizing on a manually generated training set (most notably when using a dual threshold approach). However, it does not provide any information about the minimal dataset size required to achieve optimal results. The size of such a dataset may be considerably smaller than the dataset we have used and it could be reduced further by various methods, particularly using active learning. 12 
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Benchmark comparison of algorithms
The need for a comparative evaluation of ER algorithms has been stressed by recent reviews. 4 5 We used optimization to standardize this comparison. A similar approach was taken by Kopcke et al, 9 who found that optimized machine learning algorithms outperformed optimized unsupervised probabilistic methods. As opposed to our study, optimization was used only to set the final match threshold, without considering manual review, and without optimizing individual parameters. While the performance of the probabilistic algorithm (after optimization) in our study was comparable to that described by previous studies, the deterministic approaches (simple deterministic, FIE) in our implementation had a considerably better performance. 16 17 29 30 One reason for the discrepancy between our results and previous studies is that in the latter rules were based on exact matching of fields producing high PPV but lower sensitivity (ie, a rule that looks for an exact match on all fields will clearly identify only matched records but will miss many matches with partial similarity). Another reason for the better performance could be our use of optimization.
As opposed to a single threshold ER, the literature on two thresholds with manual review is limited. Most studies have considered manual review too costly and focused on automatic classification using a single threshold. 5 31 Furthermore, manual review assignment has mainly been studied for the probabilistic method and newer machine learning techniques, but not for deterministic approaches. Gu and Baxter 31 compared the probabilistic EM method to clustering algorithms on several synthetic datasets. Similar to our results, they found that for the probabilistic method manual review sets ranged from 3.9% to 10% with a pooled accuracy of 0.96-0.99 depending on the rate and complexity of duplicate records. Elfaky et al 21 compared the performance of a probabilistic algorithm and several machine learning techniques over a synthetic dataset. The probabilistic algorithm resulted in a manual review set of over 5% in the presence of an accuracy of 0.98. To the best of our knowledge this is the first study to compare the deterministic and probabilistic approaches for two threshold ER on real patient records using optimized parameters.
Manual review of 20 000 record-pairs took six reviewers 7 days (using a dedicated user interface). Our research clinical data warehouse uses these methods and we felt that the manual effort was reasonable to improve the reliability of our research results. Manual review of 1.9% of a blocked dataset (based on the performance of the FIE algorithm) would translate to approximately 190 000 record-pairs in our institution (a large tertiary urban center). The cost of such a review would be significant, but arguably much cheaper than a single settlement for a malpractice lawsuit originating in fragmented information in duplicate records. 8 Moreover, several interventions can be implemented in order to reduce the size of the manual review set. First, other sources of data (eg, clinical data or external registries) can be used in order to improve the accuracy of the algorithms. 24 25 Second, we found that a small number of 'challenging' record-pairs greatly increased the number of manual reviews required. The non-matching record-pair at the upper end of the manual review interval represented mostly twins with similar first names. The lower end was represented by record-pairs with mislabeled gender or completely different but valid SSN. Identifying and removing such 'challenging' recordpairs before the training and execution of the algorithms may reduce the size of the manual review set, and improve the rule base, if a rule base system is used. 14 32 33 Alternatively, identifying 'challenging' records during manual review and using them to enrich the training set could also improve performance. 15 Finally, the cost of erring in classifying a record-pair is not the same for all pairs. For example, in many cases one of the records is completely empty or holds only negligible information. For such pairs the cost of erring in classification is very low and there is no need to review them manually.
CONCLUSIONS
Optimized deterministic algorithms outperform the probabilistic EM method. Using FIE for ER would classify 98.1% of the record-pairs to the correct match status, while the remaining 1.9% would be assigned to manual review. When considering these approaches, there is a strong case for using optimized FIE.
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