Abstract-In this paper, the performance assessment of the hybrid Archive-based Micro Genetic Algorithm (AMGA) on a set of bound-constrained synthetic test problems is reported. The hybrid AMGA proposed in this paper is a combination of a classical gradient based single-objective optimization algorithm and an evolutionary multi-objective optimization algorithm. The gradient based optimizer is used for a fast local search and is a variant of the sequential quadratic programming method. The Matlab implementation of the SQP (provided by the fmincon optimization function) is used in this paper. The evolutionary multi-objective optimization algorithm AMGA is used as the global optimizer. A scalarization scheme based on the weighted objectives is proposed which is designed to facilitate the simultaneous improvement of all the objectives. The scalarization scheme proposed in this paper also utilizes reference points as constraints to enable the algorithm to solve non-convex optimization problems. The gradient based optimizer is used as the mutation operator of the evolutionary algorithm and a suitable scheme to switch between the genetic mutation and the gradient based mutation is proposed. The hybrid AMGA is designed to balance local versus global search strategies so as to obtain a set of diverse non-dominated solutions as quickly as possible. The simulation results of the hybrid AMGA are reported on the bound-constrained test problems described in the CEC09 benchmark suite.
I. INTRODUCTION
Multi-objective optimization has become mainstream in recent years and many algorithms to solve multi-objective optimization problems have been suggested. The use of multi-objective optimization in the industry has been accelerated by the availability of faster processing units and computational analysis tools for various engineering problems and disciplines. The ever increasing popularity of multi-objective optimization in industry and the need for faster optimization algorithms has led to the development of several multi-objective optimization algorithms (MOEAs) in the recent past [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . Whenever, a new multi-objective optimization algorithm is proposed, a performance comparison of the proposed algorithm with the current state-of-the-art optimization algorithms is performed, and generally the new algorithm is shown to be faster than the existing algorithms on a set of carefully chosen synthetic benchmark problems. A special session on the performance assessment of different MOEAs thus provides an opportunity for a fair and unbiased comparison of different multi-objective optimizers. In this report, the performance of the hybrid Archive-based Micro Genetic Algorithm (AMGA) on the unconstrained test problems described in the CEC09 technical report [9] is reported.
The AMGA [10] is a constrained multi-objective evolutionary optimization algorithm. It is a generational genetic algorithm since during a particular iteration (generation), only solutions created before that iteration take part in the selection process. AMGA uses genetic variation operators such as crossover and mutation to create new solutions. For the purpose of selection, AMGA uses a two tier fitness assignment mechanism; the primary fitness is the rank which is based on the domination level and the secondary fitness is based on the diversity of the solutions in the entire population. This is in contrast to NSGA-II, where the diversity is computed only among the solutions belonging to the same rank. The AMGA generates a very small number of new solutions at every iteration and can therefore be classified as a micro genetic algorithm. Generation of a very small number of solutions at every iteration helps in reducing the number of function evaluations by minimizing exploration of less promising search regions and directions. The AMGA maintains an external archive of good solutions obtained. Use of the external archive helps AMGA in reporting a large number of non-dominated solutions at the end of the simulation and also provides information about its search history which is exploited by the algorithm during the selection operation. At every iteration, the parent population is created from the archive and binary tournament selection is performed on the parent population to create the mating population. The offspring population is created from the mating pool, and is used to update the archive. The size of the archive determines the computational complexity of the AMGA, however for computationally expensive optimization problems, the actual time taken by the algorithm is negligible as compared to the time taken by the analysis routines. The design of the algorithm is independent of the encoding of the variables and thus the proposed algorithm can work with almost any kind of encoding (so long as suitable genetic variation operators are provided to the algorithm). The algorithm uses the concept of Pareto ranking borrowed from NSGA-II [3] and includes improved diversity computation and preservation techniques. The diversity measure is based on efficient nearest neighbor search [11] and modified crowding distance formulation [10] . A more detailed description of the AMGA can be found in the original study [10] . In this paper, only the modifications done to AMGA to couple a gradient based optimizer are discussed.
The gradient-based local optimizer used with AMGA is the Sequential Quadratic Programming (SQP) algorithm [12] . SQP is one of the most popular and robust algorithms for constrained nonlinear single-objective optimization. Although, the SQP is capable of solving constrained test problems, we report the simulation results only on the unconstrained problems because the scalarization scheme proposed in this paper works only with the unconstrained problems. The SQP algorithm attempts to approximate the objective function using a quadratic model and the constraint functions using a linear model of the optimization variables. The SQP algorithm requires the computation of the Hessian of the objective vector which is approximated using the BFGS method [12] . SQP has excellent local convergence properties and is shown to be faster than most other gradient based optimizers on a large set of test problems [13] . The application of SQP for multi-objective optimization requires scalarization of the objective vector. In order to ensure that the SQP works with non-convex problems, artificial constraints are added to ensure that improvement in all the objectives is observed. The additional constraints ensure that the solution obtained using SQP always dominates the initial (starting) solution. In the worst case (when the starting solutions happens to be the local optimum), no improvement is observed. It should be noted that the addition of SQP to the AMGA does not directly affect its global search capability. It however speeds up the local search process thereby allowing more function evaluations to be used for the global search.
It should be noted that hybridizing evolutionary algorithms with mathematical programming techniques has been attempted in the past [14] , [15] , [16] , [17] . Hybrid evolutionary algorithms are also often referred to as memetic algorithms owing to their use of local search techniques which are traditionally faster than a typical evolutionary algorithm. The novel concept proposed in this paper is the use of a starting reference point to enable the local optimizer to attempt to simultaneously improve all the objectives and also work with non-convex problems. The reference point is used to formulate the additional constraints such that only the region dominated by the starting point is feasible. The scalarization scheme employed in this paper and the modification done to the AMGA to incorporate the SQP algorithm are discussed in the next section.
II. HYBRIDIZATION OF THE AMGA

A. The Scalarization Scheme
The scalarization scheme to convert the multi-objective optimization problem to a single-objective optimization problem is discussed first. The scalarization scheme also includes the reference-point method to ensure its applicability to nonconvex problems. The specific way in which the referencepoint method is used here limits its applicability to unconstrained problems or constrained problems for which the starting (initial) solution is feasible. The general problem statement for the unconstrained (unconstrained in this case refers to bound-constrained) multi-objective optimization is given by Equation 1.
Let the starting (initial) solution for the optimization be x initial . Let the value of the objective vector at the starting point x initial be f initial . We want to use SQP with the initial guess solution as x initial , and obtain a new solution x final such that the corresponding objective vector f final dominates f initial . We use f initial as the reference point in the scalarization scheme. The corresponding single-objective optimization problem is given by Equation 2.
The feasible search region for the scalarized test problem is shown in Figure 1 . One inequality constraint is added for each objective function. The additional of inequality constraints ensures that the final obtained solution dominates the starting solution when using SQP. If the constraints are not introduced, and the problem is non-convex, application of SQP may result in a solution which is non-dominated with respect to the starting solution. This scenario is not desirable, since it would not speed-up the convergence towards the Pareto-optimal frontier. It should be noted that there exist several other scalarization schemes such as Epsilonconstraint method [18] and Normal-constraint method [18] . These scalarization schemes are designed to obtain a uniform distribution of points on the Pareto-optimal front. In this case however, the uniformity of distribution of the points on the Pareto-optimal front is taken care-of by the global optimizer AMGA. The SQP is used to speed-up the search process and obtain an improvement in the objective function value as quickly as possible. It is also possible to use other weighting schemes such as Tchebycheff metric [19] for scalarizing the optimization problem. No noticeable change in performance was observed by using different weighting schemes. For the scalarization scheme to work efficiently, it is important that the objectives be normalized before computing the weighted objective vector. The normalization of the objectives is done by linearly scaling the objectives for every solution in the current population in the range zero to one. The minimum and maximum value of every objective function in the current population is used for the scaling operation.
B. Incorporating SQP into AMGA
The application of SQP to the scalarized single-objective optimization problem described in the previous subsection is akin to starting from an initial solution and obtaining a final solution such that it is a local optimum. It should be noted that if the starting point does not correspond to a local optimum, then there always exists a feasible search direction which will improve all the objectives simultaneously. This feasible search direction will guide the optimization process towards the nearest local optimum. Further, SQP is one of the fastest known methods [13] to find the local optimum of constrained nonlinear single-objective optimization problems. Thus, if this step is incorporated as the mutation step of an evolutionary optimization algorithm, mutating the offspring solution will drive that solution towards to nearest local optimum. A potential drawback of this approach is that every time a solution is mutated, it will hit its nearest local optimum. Also, all the solutions in the offspring population will get accumulated at their respective local optima. For highly multi-modal problems, it is desired that a disruptive genetic mutation operator is also incorporated such that a robust search for the global optimum is facilitated. Further, once the SQP is applied to a few selected solutions from the archive, a set of good solutions are obtained. It is then desired to explore the search space around those solutions and improve the diversity near the obtained solutions. Based on empirical investigation and experimentation with different schemes, it was observed that switching between the genetic polynomial mutation [20] operator and the SQP algorithm at regular intervals (after every few generations) resulted in a search strategy which balanced diversity of the obtained solutions, the convergence rate, and the global search capability of the optimization algorithm. The generation scheme of the AMGA was modified to incorporate the SQP algorithm.
The optimization process starts with an initial population generated randomly using Latin Hypercube [21] sampling. Selection, simulated binary crossover [22] , and polynomial mutation [20] are then performed for a fixed number of generations. Selection operation creates the parent population from the archive and the genetic variation operators create the offspring population from the parent population. At every generation, the offspring population is used to update the archive. After a fixed number of generations has been completed, the genetic mutation operator is replaced by the SQP method and the multi-objective problem is scalarized. The maximum number of function evaluations allowed for SQP is also specified. This modification is applied for a single generation. SQP is then applied to every solution in the offspring population. Once the iteration of SQP has finished and new solutions are obtained, the archive is updated using the obtained solutions. The mutation operator is switched back to the polynomial mutation. Again, a fixed number of generations is performed, and the process is repeated until the allowed number of function evaluations is exhausted. If at any instant, the limit on number of function evaluations is reached, the optimization process is terminated, and the nondominated solutions in the archive are reported as the final obtained solutions. The total number of function evaluations includes the function evaluations performed by AMGA and the SQP. The pseudo-code of the hybridized AMGA is as follows.
The hybrid AMGA pseudo-code: 1 Begin 2 Initialize optimization parameters. 3
Generate initial population. 4 Evaluate initial population. 5
Update the archive (using the initial population). 6 repeat 7
Create parent population from the archive. 8 Create mating pool from the parent population. 9
If generation count a multiple of switch frequency 10 Create offspring population from the mating pool by crossover. 11
Mutate the offspring population. 12
Evaluate offspring population. 13 Else 14 Use SQP on every individual in the offspring population. 15 Update the number of function evaluations. 16 Update the archive (using the off-spring population). 17 until (termination) 18 Report desired number of solutions from the archive.
End
From the above pseudo-code, it is evident that the basic flowchart of the AMGA remains unchanged except an IF statement at step 9. Hence, the addition of SQP does not change the generational scheme employed by the AMGA. From an algorithm design perspective, any local search strategy can be used in step 14 of AMGA so long as it facilitates relatively faster convergence towards to nearest local optimum.
III. SIMULATION RESULTS
The simulation results of the hybrid AMGA applied to bound-constrained multi-objective test problems are presented in this section. The following optimization tuning parameters are used to report the simulation results.
• Size of the initial population for 2 objectives = 100
• Size of the initial population for 3 objectives = 150
• Size of the parent population for 2 objectives = 32
• Size of the parent population for 3 objectives = 24
• Size of the archive = size of the initial population • Number of solutions reported at the end of the simulation = size of the initial population • Number of function evaluations = T = 300,000 • Probability of crossover = 1.0 • Probability of mutation = 1/N , where N is the number of optimization variables • Distribution index for crossover = 0.5 • Distribution index for mutation = 0.5 • Number of generations for switching the mutation operator = T /100 • Number of function evaluations allowed for each SQP iteration = T /100 The typical value of the crossover and mutation indices used with a genetic algorithm is in the range 5 to 50. The smaller the value of indices, the larger is the perturbation in the design variables. The indices are chosen so as to balance the disruptiveness (required for fast and robust search) of the genetic variation operators whilst attempting to find a fine-grained value for the objective functions. Since SQP is used with the AMGA, a fine-grained (accurate) value for the objective functions is ensured. Hence, in the present case, a small value (0.5) for the crossover and mutation index is used because it facilitates robust search and increases the resilience to premature convergence. It thus reduces the probability of getting stuck at a local optimum. The other simulation related parameters are as follows.
• • Execution time for single simulation for 3-objective test problems: 6 minutes approx. The execution time for the problems with three objectives is higher because of the larger size of the archive. The CEC09 test problem suite also includes three 5-objective test problems. The simulation with 5-objective test problems could not be performed because of software related issues encountered when linking Matlab, C++, and JAVA. The performance indicator used to quantify the quality of the obtained results is the IGD metric [9] . The IGD metric measures "how well is the Pareto-optimal front represented by the obtained solution set". To quantify this information, a large set of evenly spaced points on the Pareto-optimal front is generated. Let the size of this set be H. The minimum Euclidean distance of each point in this set from the obtained solution set is computed. Let this distance be l i for the i th element of the Pareto-optimal set. Then the IGD metric is given by
The IGD metric for the case of two objectives is pictorially depicted in Figure 2 . The IGD metric measures both the convergence and the spread of the obtained solutions. Smaller the value of the IGD metric, better is the obtained solution set. Table I . The plots of the Pareto-optimal front for all the test problems are shown in Figures 3 to 12 .
The plots of the mean of the IGD metric with the number of function evaluations for all the test problems are shown in Figures 13 to 22 .
IV. DISCUSSION, CONCLUSION, AND FUTURE WORK
As is evident from Table I, the hybrid AMGA is able to find an approximate solution set near the the global Paretooptimal front for most problems. In most test problems, global convergence is obtained but the complete Paretooptimal frontier is not discovered by the hybrid AMGA. The primary cause of this behavior is the objective function profile which is multi-modal near the global Pareto-optimal frontier, and a slight perturbation in the optimization variables causes the solutions to become dominated. Also, the phenomenon of genetic drift causes the population to follow the good solutions which get discovered early in the search process. This genetic drift results in the clustering of the solutions around these points.
With the hybrid AMGA proposed in this paper, it is not possible to get the IGD metric at every function evaluation. It is therefore not possible to get the mean of the IGD metric at every function evaluation. Further, due to the inclusion of the SQP algorithm in the AMGA, the number of function evaluations exhausted at any generation is different, and therefore the IGD metric cannot be computed at the same number of function evaluations for different simulations starting with different random seeds. Hence, cubic spline interpolation was used to generate the plots of the mean value of the IGD metric. The cubic spline interpolates all the data points, and does not have overshoots. It thus gives an accurate interpolation of the data points. It is also evident from the convergence plots that the IGD metric does not always monotonically decrease with the increase in the number of function evaluations. This is due to way the AMGA algorithm works. The parent population is created from the archive using only the diversity in the variable space. Hence, instead of picking the best solutions, it picks the most diverse solutions. Such a strategy helps in the case of multi-modal problems, but does not always improve the convergence measure. The plot of the mean of the IGD metric for the case of UF5 (Figure 17) shows that the smallest (best) value of the mean of the IGD metric is 0.12, however in the Table I , the mean value of the IGD metric is 0.094. This apparent discrepancy is due to the fact that, the smallest value of the IGD metric need not be obtained at the end of the simulation, nor is its behavior monotonic with the number of function evaluations for the case of hybrid AMGA. For every simulation, the best value of the IGD metric obtained at any stage of the simulation is reported as the IGD metric for that simulation. The mean value in the Table I represents the mean of the reported IGD metrics for each simulation. For generating the plots of the mean of the IGD metric, the mean is computed by using the IGD metric at that function evaluation. Hence, the apparent discrepancy is due to the fact that different simulations starting with different random seeds do not achieve their respective best value of the IGD metric simultaneously.
It was also observed in many simulations, that a reasonably good convergence was obtained in under 100,000 function evaluations. And, the additional 200,000 function evaluations did not result in any significant improvement in the obtained solution set. This behavior is evident in test problems UF1, UF3, UF5, UF6, UF7, UF8, and UF9. Also, faster reduction in the value of the IGD metric can be observed at certain stages for different test problems. This behavior can be attributed to the SQP algorithm. The SQP in certain cases results in significantly improved objective function values which causes a sudden decrease in the value of the IGD metric.
Overall, the proposed hybrid AMGA performs reasonably well on the test problems used for this study. The inclusion of SQP speeds-up the search process and also helps in obtaining a fine-grained value for the objective functions. Some limitations of the proposed hybrid AMGA also became evident during the simulation process which are mentioned below.
• In most cases, the global Pareto-optimal front was found, and the extreme solutions were discovered, however the diversity of the obtained solutions was not good. Better diversity preservation operators are needed to approximate and represent the entire Pareto-optimal front.
• The scalarization scheme proposed to convert the multiobjective problem to a single-objective problem cannot handle constrained test problems.
• In highly multi-modal problems, the search process often gets stuck in a locally optimal basin, and further improvement is not observed.
These limitations provide an opportunity for the further improvement of the proposed hybrid AMGA which shall be the focus of the future research.
The hybridized AMGA algorithm and related resources can be downloaded from http://people.clemson.edu/∼stiwari/amga.html
