Kitaev Honeycomb Model: Majorana Fermion Representation and Disorder by Zschocke, Fabian
Kitaev Honeycomb Model:
Majorana Fermion Representation
and Disorder
Dissertation
zur Erlangung des wissenschaftlichen Grades
Doctor rerum naturalium
(Dr. rer. nat.)
vorgelegt von
M. Sc. Fabian Zschocke
geboren am 25. März 1987 in Buchholz i.d.N.
Eingereicht am 04.03.2016
Verteidigt am 14.06.2016
Fakultät Mathematik und Naturwissenschaften
der Technischen Universität Dresden
1. Gutachter: Prof. Dr. Matthias Vojta
2. Gutachter: Prof. Dr. Piet Brouwer
Kurzfassung
Eine Vielzahl von interessanten Phänomenen entsteht durch die quantenmechanische Wech-
selwirkung einer großen Zahl von Teilchen. In den meisten Fällen ist die Beschreibung
der relevanten physikalischen Eigenschaften extrem schwierig, da die Komplexität des Sys-
tems exponentiell mit der Anzahl der wechselwirkenden Teilchen anwächst und das Lösen
der zugrunde liegenden Schrödingergleichung unmöglich macht. Trotzdem gab es in der
Geschichte der Festkörperphysik eine Reihe von bahnbrechenden Entdeckungen, die unser
Verständnis von komplexen Phänomenen deutlich voran gebracht haben. Dazu zählt die
Entwicklung der Landau’schen Theorie der Fermiflüssigkeit, der BCS-Theorie der Supra-
leitung, der Theorie der Supraflüssigkeit und der Theorie des fraktionalen Quanten-Hall-
Effekts. In all diesen Fällen ist ein theoretisches Verständnis mithilfe sogenannter Qua-
siteilchen gelungen. Anstatt ein komplexes Phänomen durch das Verhalten von fundamen-
talen Teilchen wie der Elektronen zu erklären, ist es möglich, die entsprechenden Eigen-
schaften durch das simple Verhalten von Quasiteilchen zu beschreiben, die allein auf Grund
der komplexen kollektiven Wechselwirkung entstehen.
Eines der seltenen Beispiele, bei dem ein stark korreliertes quantenmagnetisches Prob-
lem analytisch lösbar ist, ist das Kitaev Modell. Es beschreibt wechselwirkende Spins auf
einem Sechseck-Gitter und zeichnet sich durch einen Spinflüssigkeits-Grundzustand aus.
Auch hier gelang die Lösung mittels spezieller Quasiteilchen, den Majorana Fermionen. Ex-
perimentell ist es jedoch noch nicht gelungen eine Spinflüssigkeit eindeutig nachzuweisen,
da diese sich gerade durch das Fehlen jeglicher klassischer Ordnung und üblicher experi-
menteller Kenngrößen auszeichnet. Dagegen kann die Beobachtung von Quasiteilchenan-
regungen einen Hinweis auf den zugrunde liegenden Zustand liefern. Aber auch der defini-
tive Nachweis von Majorana Fermionen in jeglicher Art System, bleibt ein ausstehendes Ziel
in der modernen Festkörperphysik. Diese Arbeit befasst sich daher mit der Frage, wie solche
Quasiteilchen experimentell sichtbar gemacht werden könnten. Dazu untersuchen wir den
Einfluss von Unordnung auf die Zustände und Messgrößen des Kitaev Modells. Dies ist in
zweierlei Hinsicht relevant. Einerseits ist Unordnung in der Natur allgegenwärtig, anderer-
seits kann sie auch strategisch herbeigeführt werden, um die Reaktion eines System gezielt
zu testen. Das zentrale Ergebnis dieser Arbeit ist, dass den Majorana Fermionen dabei in
der Tat eine physikalische, messbare Bedeutung zukommt.
Die Arbeit beginnt mit einer Einführung in frustrierte quantenmagnetische Systeme und
Spinflüssigkeiten und diskutiert einige Effekte, die durch Gitterverzerrungen oder Verunreini-
gungen entstehen können. Anschließend zeigen wir, wie sich durch die frustrierte Wech-
selwirkung im Kitaev Modell ein Spinflüssigkeits-Grundzustand herausbildet. Die analytis-
che Lösung des Modells gelingt mit Hilfe von Majorana Fermionen, jedoch verdoppelt sich
der Hilbertraum pro Spin durch die Einführung dieser Quasiteilchen. Ein zentraler Aspekt
dieser Arbeit ist daher die richtige Auswahl der „physikalischen“ Zustände, also solcher,
die einem Zustand im ursprünglichen Spin Modell entsprechen. Dabei unterscheiden wir
zwischen offenen und periodischen Randbedingungen. Wir konnten beweisen, dass sich,
in der Phase ohne Bandlücke und für periodische Systeme, stets ein angeregtes Fermion
befindet. Dies führt zu großen Effekten in endlichen Systemen, wie wir anhand der Suszep-
tibilität und der Anregungslücke für magnetische Flüsse zeigen. Außerdem berechnen wir
numerisch die statische und dynamische Suszeptibilität abhängig von der Unordnung in
der Wechselwirkungsstärke. Diese Art der Unordnung entsteht beispielsweise durch un-
regelmäßige Gitterstrukturen oder chemische Verunreinigungen auf den nicht-magnetischen
Gitterplätzen. Insbesondere ergibt die Verteilung der lokalen Suszeptibilitäten das Linien-
spektrum, welches sich in Kernspinresonanz Experimenten messen lässt. Für große Un-
ordnung postulieren wir einen Übergang zu einem Zustand mit einer zufälligen Verteilung
magnetischer Flüsse.
Ein weiterer Kern der Dissertation ist die Untersuchung eines magnetischen Defekts im
Kitaev Modell. Diese Situation beschreibt den ungewöhnlichen Fall eines Kondoeffekts in
einer Spinflüssigkeit. In der Majorana Fermionen Darstellung gelingt es uns, das Problem
in eine Form zu bringen, die mit Hilfe von Wilson’s numerischer Renormalisierungsgruppe
untersucht werden kann. Es zeigt sich, dass dadurch eine Nullpunktsentropie des Defekts
entsteht, die durch lokalisierte Majorana Fermionen erklärt werden kann.
Durch die Darstellung des Kitaev Modells mithilfe von Quasiteilchen ist es möglich eine
elegante Beschreibung eines komplexen, stark wechselwirkenden Systems zu finden. Die
Ergebnisse dieser Arbeit zeigen, dass den Majorana Fermionen dabei durchaus eine physika-
lische Bedeutung zukommt. Gelingt es sie z.B. durch magnetische Störstellen zu lokalisieren,
wäre ein direkter experimenteller Nachweis möglich.
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Abstract
Many interesting phenomena in quantum physics arise through the quantum mechanical
interaction of a large number of particles. In most cases describing the relevant physical
properties is extremely difficult, because the complexity of the system increases exponen-
tially with the number of interacting particles and solving the underlying Schrödinger equa-
tion becomes impossible. Nevertheless, our understanding of complex phenomena has
progressed through some groundbreaking discoveries in the history of condensed matter
physics. Examples include the development of Landau’s theory of Fermi liquids, the BCS-
theory of superconductivity, the theory of superfluidity and the theory of the fractional quan-
tum Hall effect. In all these cases a theoretical understanding was achieved with so-called
quasi-particles. Instead of explaining a phenomenon through the behavior of fundamental
particles, such as electrons, the corresponding properties can be described by the simple
behavior of quasi-particles, which are themselves a result of the complex collective interac-
tion.
One of the rare examples, where a strongly correlated quantum mechanical problem can
be solved analytical, is the Kitaev model. It describes interacting spins on a honeycomb
lattice and exhibits a spin liquid ground state. Here the solution was achieved by means
of certain quasi-particles, called Majorana fermions. However, it has not been possible to
clearly identify such a spin liquid experimentally, because its defining feature is the absence
of any conventional order, in particular magnetic order. In contrast, the observation of quasi-
particle excitations may hint at the nature of the ground state. But also a definite detection of
Majorana fermions in any kind of system remains one of the outstanding issues in modern
condensed matter physics. Therefore this thesis is devoted to the question how such quasi-
particles may be found experimentally. For this reason we study the influence of disorder
on the states and observables of the Kitaev model. This is relevant in two respects: Firstly,
disorder is ubiquitous in nature and secondly, it may be used strategically to probe the re-
sponse of a system. The central result of this work is that Majorana fermions hereby indeed
obtain a true physical and observable significance.
The thesis starts with an introduction of frustrated quantum mechanical systems and spin
liquids, and discusses some of the effects that arise through lattice distortions or impurities.
Afterwards we show how the frustrated interactions in the Kitaev model lead to a spin liquid
ground state. The analytical solution of the model is achieved through the introduction of
Majorana fermions. However, resulting from the introduction of these quasi-particles the
Hilbert space per spin doubles. A central aspect of this thesis is therefore the right selection
of the “physical” states, which correspond to a state of the original spin Hamiltonian. To
v
do this, we distinguish between periodic and open boundary conditions explicitly. We were
able to prove that there is always one excited fermion in the gapless phase of the periodic
system. This leads to large finite-size effects, as we will illustrate for the susceptibility and
the magnetic flux gap. Moreover we compute the static and dynamic spin susceptibilities for
finite-size systems subject to disorder in the exchange couplings. In a possible experimental
realization, this kind of disorder arises from lattice distortions or chemical disorder on non-
magnetic sites. Specifically, we calculate the distribution of local susceptibilities and extract
the lineshape, which can be measured in nuclear-magnetic-resonance experiments. Further,
for increasing disorder we predict a transition to a random-flux state.
Another core of this dissertation is the investigation of a magnetic impurity in the Kitaev
model. This setup represents the unusual case of a Kondo effect in a quantum spin liquid.
Utilizing the Majorana representation we are able to formulate the problem in a way that
can be analyzed using Wilson’s numerical renormalization group. The numerics reveal an
impurity entropy which can be explained by localized Majorana fermions.
Through the representation of the Kitaev model in terms of quasi-particles an elegant
description of a complex, strongly correlated system is possible. The results of this thesis
indicate that these Majorana acquire a relevant physical meaning. If one can localize them,
for example with the help of magnetic impurities, a direct experimental observation would be
feasible.
vi
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1. Introduction
1.1. Motivation
Quantum particles can be compared to musical instruments in an orchestra. On the ba-
sis there is a zoo of fundamental instruments and particles, each individual one exhibiting
its own beautiful spectrum. If strung together they provide even more degrees of freedom
and generate a wide range of tunes and a whole new blend of sounds. However, only if
the orchestra is filled, the music can develop in all its facets. Through the complex inter-
action between all these instruments with their unique characters and scales the spectrum
becomes almost infinitely richer and, if combined correctly, the true beauty reveals.
A great number of interesting physical phenomena arise solely through the mutual inter-
action of a large number of particles. Describing, understanding and measuring aspects of
this vast spectrum of properties and discovering new and unusual symphonies of particles is
the great challenge physics strive to achieve. In fact, the so called many-body physics, that
studies the collective behavior of such ensembles of interacting particles, is one of the most
active branches of modern physics.
The most important manifestation of collective behavior is the existence of phases and
phase transitions. It results in the existence of different macroscopic properties for different
phases. Water can for example be in a solid, liquid or gaseous phase; for the transport
of electronic charges, one distinguishes between conducting and insulating phases. Such
distinct macroscopic properties can be accounted for by differences in their inner structure.
At large enough temperatures matter is usually gaseous. All atoms or molecules move
randomly and mostly independently from each other. Therefore a gas is a highly disordered
and uncorrelated state of matter. If one cools down the system, the movement of the atoms
becomes increasingly correlated, which means, the motion of individual particles depends
on the surrounding ones. This characterizes a liquid. Finally if we go to even lower temper-
atures a solid with regularly ordered particles emerges: a crystal structure is formed.
A crucial step in order to develop a general theory that allows for a deeper understanding
of the interplay between different phases and their inner structure, was the insight that or-
der and symmetry (or more precisely symmetry breaking) are mutually interconnected. For
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example the symmetry changes during a phase transition from a liquid to a solid phase.
Viewed from an arbitrary point, the liquid looks the same in any direction. This means it ex-
hibits a continuous translational and rotational symmetry. A crystal on the other hand has a
precise lattice structure. Atoms are ordered in regular patterns in relation to their neighbors.
A crystal therefore remains the same only if it is shifted by the lattice constant. It thus has a
reduced symmetry, namely a discrete translational symmetry.
Starting from this connection of symmetry and order, Landau was able to develop a very
successful theory, the Landau theory of phase transitions [1]. It allowed to develop a fun-
damental understanding of what characterizes phase and their transitions. According to
Landau’s concept, one can quantify a symmetry breaking with a local order parameter, e.g.
the magnetization M for a magnet.
Magnetism in solids arises through the magnetic moments of its constituting electrons and
their mutual interactions. The magnetic moments are described by spins, discrete quantum
mechanical degrees of freedom that transform like an angular momentum under rotations.
Here magnetic order corresponds to a collective order of all spins. In a ferromagnet for
example all magnetic moments are orientated in the same direction and thereby brake the
rotational symmetry of the spins. This is characterized by a finite magnetization. If the
system is heated, the spins start to thermally fluctuate and the net magnetization reduces.
Above some critical temperature Tc the spin orientation finally becomes completely disor-
dered and the magnetization vanishes. This marks a phase transition from a ferromagnetic
to a paramagnetic state.
Fascinatingly, recent experiments have demonstrated phenomena, that can no be de-
scribed by Landau’s concept of symmetry breaking and that there are phase transitions
without the appearance of a local order parameter. The most well know example is the
integer quantum Hall effect (IQHE), discovered in 1980 [2]. In this experiment an electron
gas is cooled to low temperatures around (≈ 1◦K). The electrons in this gas are confined
to an effective two dimensional plane at the interface between two semiconductors and can
thus only move in two spatial dimensions. Subject to a strong magnetic field perpendicular
to the direction of propagation, the electrons create, due to the Lorentz force, a potential
perpendicular to the electron current. However unlike the ordinary Hall effect in three dimen-
sions, where the Hall resistivity is a linear function of the magnetic field strength, here one
observes discrete plateaus that are quantized in units of RH = hne2 , where n is an integer,
e the electronic charge and h Plack’s constant. The integers that appear in the Hall effect
are associated with topological quantum numbers, which means that each one is related to
some non-local order that depends on the topology of the system. In contrast to Landau’s
concept different topological classes or phases have the same underlying symmetry.
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Even more surprisingly, at very high magnetic fields the system can no longer be under-
stood on the basis of the behavior of individual electrons in a magnetic field. Instead it was
observed by the fractional quantum Hall effect (FQHE) [3], that the Hall resistivity RH = 1ν
h
e2
is exactly quantized with rational prefactors ν. The origin of this effect is the strong Coulomb
repulsion between electrons which leads to a collective behavior that cannot be described
by a simple independent particle picture. Instead, the electrons strongly correlate with each
other and therefore have a dynamical influence on their neighbors. These many-body effects
are usually extremely challenging to address theoretically. Remarkably though, it turns out
that the FQHE is best described by introducing quasi-particles with a rational fraction of an
electronic charge [4], seemingly breaking up a fundamental electron. This concept will prove
to be very helpful in the remainder of this thesis. Instead of describing a complex behavior
in terms of simple particles, such as electrons, the same phenomenon my be explained by
a simple behavior of quasi-particles arising from complex interactions. Different properties
of these fractional particles that depend on the geometry of the system led to the concept of
topological order [5].
Apart form the FQHE these quasi-particles prove to be very elusive and challenging to
convincingly detect experimentally. A fundamental theoretical understanding of their behav-
ior is therefore crucial to devise innovative experimental setups. In this thesis we study the
properties of fractional particles in a well known and analytically solvable model, the Kitaev
model, describing magnetic moments on a hexagonal lattice. Moreover we focus on how
experimental signatures change under the influence of disorder.
In the following section we introduce frustrated magnetic materials, which in some cases
can lead to disordered states that exhibit fractional excitations of strongly correlated quantum
states and give an example of how fractionalization leads to different topological sectors. We
also explain why quantum fluctuations are extremely important for such a state to remain
disordered even at very low temperatures. Finally we discuss some of the effects that can
arise due to lattice distortions and impurities.
1.2. Frustration
Exotic properties can already be found in the simple case of isolating magnets. These are
solids where all magnetically relevant electrons are immobile since they are firmly bound to
their atoms. In a model, this can be captured by individual spins on a lattice. Its structure is
equivalent to the crystal structure of the atoms. Unlike itinerant and conducting materials, the
quantum mechanical description of these systems tend to be much simpler. Therefore those
models provide the ideal hunting ground in search for complex macroscopic quantum effects
3
(a) Geometric frustration (b) Exchange frustration
Figure 1.2.1.: (a) The geometrically frustrated triangular lattice with antiferromagnetic in-
teraction (J > 0). The arrows indicates the spin direction. If two neighboring
spins are antiferromagnetically ordered, the exchange energy between the
third spin and both its neighbors can not be simultaneously minimized. This
spin, indicated by a question mark, is then frustrated. (b) The spins couple
with a ferromagnetic Ising type interaction in x, y, z-direction with its neigh-
bors. Since the central spin can not be parallel to the x, y, z-axis simultane-
ously, it is frustrated due to its exchange interaction. Figure taken from Ref.
[6].
and exotic phenomena with fundamental theoretical implications. Nevertheless generations
of physicist have not yet succeeded in solving seemingly simple models.
So how do we find fractional excitations and other exotic behavior? As mentioned, mag-
netic interaction often lead to an ordered ground state and only when thermal fluctuations
are strong enough the order is broken and a paramagnetic state emerges. This happens
above a critical temperature Tc. However there can be fluctuations of a completely different
origin, that lead to the suppression or destruction of order. This is the case when different
forces compete with each other. If they cannot be minimized simultaneously, the system is
called frustrated.
A simple example is the geometrically frustrated triangular lattice, see Fig. 1.1(a). J > 0
indicates antiferromagnetic interaction, which means neighboring spins favor anti-parallel
alignment. If, however, two spins on the edges of the triangle are already orientated in this
manner, there is no possibility to place the third one in such a way, that it is anti-parallel to
both its neighbors. For the small triangle this already leads to six degenerate ground states.
In this example the spins are strongly correlated, but the competing interactions prevent
the formation of a stable structure. They remain disordered and do not shown any symmetry
breaking.
4
Apart from geometric frustration, there can also be sophisticated exchange interactions
that frustrate a quantum magnet. One example is the compass type interaction shown in
Fig. 1.1(b). Here a quantum spin interacts with ferromagnetic Ising exchange. Depend-
ing on the spatial direction neighboring spins favor an orientation along different orthogonal
quantization axes x, y and z. This can not be realized for all spins simultaneously, thus the
system is frustrated. The most famous model that exhibits this kind of exchange frustration
is the Kitaev honeycomb model, which is at the heart of this thesis. It will be introduced in
great detail in the next chapter.
As we have seen frustration tends to suppress “classical” order. In general it induces
small corrections to the state, where the magnetic moments on each lattice site tend to align
in a particular direction. In some cases frustration can be so strong that even at very low
temperatures quantum fluctuations play a significant role in the low-temperature physics.
Therefore the ground states may exhibit subtle correlations and can lead to new kinds of
order that, unlike ordering of local spin moments, do not break the translation symmetry of
the original lattice. As we will see, this is very similar to the afore mentioned exotic fractional
quantum Hall effect, where the interaction of particles in highly degenerate Landau levels
led to emergent quasi-particles and new kinds of order. Moreover there are some interesting
consequences and a surprisingly rich spectrum of phases for strongly frustrated systems.
One signature for such systems with local degrees of freedom and a large ground state
degeneracy is a finite residual entropy. For example on the triangular lattice a spin can be
flipped without energy cost.
Since there are strong correlations and fluctuations on top of a degenerate ground state,
all perturbations are comparatively strong and there are many instabilities. This is the reason
why these systems are usually extremely hard to study experimentally but also why interest-
ing (quantum) phases and unconventional phase transitions between them may occur. As
a result magnetic systems remain among the most intensively studied systems in modern
condensed matter physics.
An unusual signature in the plot of the inverse susceptibility can be used as indicator for
frustration. This widely used measure introduced by Ramirez [8] determines the amount of
frustration present in a system. At high temperatures away from the critical point Tc where
fluctuations are less important, the behavior of the magnetic susceptibility can be obtained
from a simple mean-field calculation. It follows Curie-Weiss law χ = C
T−ΘCW
, where T is
temperature and C is the Curie constant. This allows to extract the Curie-Weiss temper-
ature |ΘCW | from the plot of the inverse susceptibility 1/χ, see Fig. 1.2.2. Above |ΘCW |
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Figure 1.2.2.: Temperature dependence of the inverse susceptibility for a frustrated sys-
tem. Unfrustrated systems order below a critical temperature Tc ≈ |ΘCW |.
For an unfrustrated system order is strongly suppressed by fluctuations such
that Tc  |ΘCW |. Figure taken from Ref. [7].
we have a paramagnetic regime due to thermal fluctuations. The magnetic moments are
susceptible to an external magnetic field. The regime below |ΘCW | is characterized by or-
dered magnetic moments. For unfrustrated systems Tc ≈ |ΘCW | is the temperature below
which the material starts to order. Thus ΘCW provides a natural estimate for the strength
of magnetic interactions (ΘCW < 0 for an antiferromagnet and ΘCW >0 for a ferromagnet)
and sets the scale for magnetic ordering in an unfrustrated material. If frustration is present,
fluctuations are enhanced and ordering is suppressed. The ordering occurs a temperatures
lower than |ΘCW |. This gives a window Tc < T < |ΘCW | for a cooperative paramagnetic
regime, where no magnetic order is present. By comparing the Curie-Weiss temperature
with the critical temperature Tc at which order sets in, the frustration parameter, f , is ob-
tained: f = |ΘCW |/Tc.
1.3. Spin Liquids
Under particular conditions strongly frustrated magnets can form so called spin liquids [9],
where interacting spins evade any symmetry breaking order even down to absolute zero
temperature. This means that permanent magnetic moments don’t have any preferred ori-
entation due to strong quantum fluctuations. This results in a non-magnetic ground state.
There is no general definition of a quantum spin liquid (QSL), so for our purpose we will use
the following stringent working definition: Quantum spin liquids are zero-temperature states
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of local-moment systems with half-odd-integer spin per crystallographic unit cell which are
characterized by the absence of any spontaneous symmetry breaking. The term liquid is
hereby in analogy ordinary liquids, where molecules form a dense, highly correlated state
that has no static order [9]. As we will demonstrate, typically, the low-energy description of
such states involves nontrivial elementary excitations with fractional quantum numbers. It
exhibits decaying spin correlations but long range entanglement.
The existence of a spin liquid was first proposed by Anderson in 1973 [10]. Much of the
current interest is related to the existence of magnetically disordered states and quantum
phase transitions between them and the antiferromagnetically ordered Néel state. In partic-
ular, a potential link to high temperature superconductors has created a lot of interest, after
Manousakis [11] showed that the high-Tc materials are antiferromagnetic insulators, where
doping destroys the Néel long range order.
A common way to represent the spin degrees of freedom is to use the basis of SZ eigen-
states, where each spin S = 1/2 state can be pictured as either ”up” or ”down”. If two spins
are combined, either three S = 1 triplets or one S = 0 singlet configuration can be formed.
In the former case, the spins and hence the magnetic moments add constructively. The sin-
glet or valence bond (VB), on the other hand, is a destructive superposition of anti-parallel
spins and corresponds to an antiferromagnetic arrangement
[i, j] =
1√
2
(|↑i↓j〉 − |↓i↑j〉) . (1.3.1)
In the so-called valence bond basis all spins are paired to form local singlets [12, 13], where
the two spins are maximally entangled. Consisting of all possible pairings of two spins into
S = 0 singlets, the VB basis spans the singlet sector of the Hilbert space and is thus a
natural choice to describe the low energy sector of a non-magnetic state. Correspondingly
a valence bond state is a product of such singlets, where each lattice site (spin) belongs to
exactly one singlet or valence bond
|v〉 =
∏
ij
[i, j]. (1.3.2)
Such a state, where all spins are paired into a state of static and localized valence bonds,
is known as a valence bond solid (VBS) state. This state, however, is not a true spin liquid
because the valence bonds themselves typically have some kind of order and thus break
translational symmetry. Moreover there is no long range entanglement, since there is no
entanglement between bonds and every spin singlet pairs with exactly one other spin. Is is
however a good example for a quantum ordered state without classical analog.
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If quantum mechanical fluctuations are taken into account each spin must couple with
more than one other spin, resulting in fluctuating singlets. So instead of static bonds, the
ground state becomes a superposition of different partitionings of singlet bonds. As long as
this singlet distribution doesn’t favor any particular singlet order, this state can be viewed
as a liquid of singlet pairs rather then a solid. It is called resonating valence bond (RVB)
state and is a reasonable candidate for the ground state of a spin liquid. Such a state
indeed supports exotic excitations, in especially spinons, that are charge neutral but carry
spin S = 1/2. They are fractional quasi-particles, because they cannot be constructed as
composite particles from elementary excitations, such as electron like (spin S = 1/2 and
charge ±e) or magnon like (S = 1 and charge neutral) excitations. Spinons appear to be a
fraction of an electron, as they carry spin, but no charge [7].
These spinons occur in a RVB state as unpaired spins. If two spins in a valence bond are
far apart, they are only weakly bound into the singlet state. The bond can be broken with
little energy cost and two free spins are formed. Therefore a RVB state with a large number
of long range valence bonds supports additional low energy spin excitations. Spinons can
move through the liquid without energy cost by locally adjusting the valence bonds that are
superposed in the ground state. Though generally, excitations can also be generated by re-
arranging the valence bonds in a particular way, instead of breaking them. An RVB state can
thus indeed describe different classes of QSLs, which differ in the weights of their valence
bond partitionings. However, finding the correct ground state among all the possible RVB
phases, where many have similar energies, is very challenging [9].
It can be shown for periodic boundary conditions that one may find four topologically dis-
tinct sectors [14, 15]. Let’s consider a RVB state with only nearest neighbor bonds for a
simpler picture. We can now introduced two loops that wind around each hole of the torus.
The winding number then counts the number of bonds that cross each loop and the parity
is determined by whether this number is odd or even. Depending on the parity for each
loop, four different sectors can be obtained. The parity can be changed by breaking up a
bond and moving one of the fractional particles once around the torus before combining both
again into a singlet. This is a non-local operations which involves the rearrangement ofO(L)
bonds. It can not be undone by any local operation. The number of distinct sectors therefore
depends on the topology of the system and consist of all bond coverings in particular topo-
logical sector.
Experimentally it is very difficult to detect a spin liquid state, since they are precisely
characterized by the absence of an symmetry breaking order. Hence there are also no
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internal fields, that could be measured. Moreover in most cases there is no thermal phase
transition, because thermal fluctuations also lead to a disordered phase. An indication of a
spin liquid ground state may be given by nuclear-magnetic-resonance (NMR) experiments,
which can be used to proof the absence of static moments. Another negative test can be
done by inelastic neutron scattering (INS). It measures the dynamical spin structure factor,
which would show a continuous spectrum instead of a sharp peak.
These measurements, however, only indicate a possible spin liquid but don’t rule out other
types of disordered states. Otherwise one has to rely on additional measurements of indirect
signatures. For example most properties of the system are governed by the low-energy
excitations. These excitations contribute to a low-T thermal conductivity, despite the fact
that we have an in insulating state. The large number of low-energy fluctuations can be
observed as an unusually large specific heat at low temperatures [16]. Another important
route is to test the response of the system to various external perturbations. However, in
order to interpret these responses correctly, a fundamental theoretical understanding of the
underlying physics is essential. In this thesis we will point out the effects on a quantum
spin liquid state for several types of defects, starting with bond disorder and continuing with
magnetic defects and impurities.
1.4. Disorder and impurities
Defects are inevitable in real physical systems. Every crystal structure has a number of
impurity atoms or distortions in the lattice. These can fundamentally change the physical
behavior of the whole system and in extreme cases lead to new phases and induce novel
phenomena. For example there can be a disorder induced metal insulator transition [17] or
impurities lead to magnetically ordered states in otherwise disordered materials [18, 19].
On the other hand, investigating local responses of a strongly interacting electronic system
to isolated impurities (clean sample with a small number of impurities) can provide funda-
mental insights about the system itself and can help to distinguish between possible phases
depending on their characteristic behavior. These local responses can be experimentally
measured.
Disorder thus provides a tool to test predictions of responses in potential quantum spin liq-
uid phases. Moreover the stability of the liquid phase subject to perturbations is essential in
order to be detectable in real materials where defects occur naturally.
An interesting counter example is the Heisenberg chain with random antiferromagnetic cou-
plings. Here an arbitrarily small disorder leads weakly coupled spins that dominate the low
energy behavior introducing strong effective randomness. As a result, the system supports
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macroscopically large fluctuations and becomes unstable. This effect is known as infinite
randomness behavior [20].
Apart from studying system with random-magnitude exchange interactions one can intro-
duce lattice vacancies or an impurity atom.
1.4.1. Scattering theory
In its simplest form an impurity can be modeled as a potential scatterer. Take for example
a metallic system described by the momentum space Hamiltonian H0 =
∑
k εkc
†
kck with
energy levels εk, and include an impurity potential V at site r0. The Hamiltonian then reads
H =
∑
k
εkc
†
kck +
∑
i
V (ri − r0)c†ici ≡ H0 + V. (1.4.1)
We use the Lippmann-Schwinger equation [21] that describes this scattering process and
relates the eigenstate |Ψs〉 of H with the scattering potential and the unperturbed eigenstate
|Ψ〉 of H0
|Ψ〉 = |Ψ0〉+G0V |Ψ〉 , (1.4.2)
where we used a compact notation by introducing the unperturbed Green’s function defined
as
G0 = lim
ε→0
(ω −H0 + iε)−1. (1.4.3)
The term iε is added to enforce causality ensuring that the scattered state
|Ψs〉 = G0V |Ψ〉 (1.4.4)
has no incoming probability current associated with it [22]. Typically the eigenstates |Ψ〉 are
found by solving Eq. (1.4.2) iteratively. After an infinite number of iterations, this process
leads to the Born series [23]
|Ψ〉 = (1 +G0V +G0V G0V +G0V G0V G0V + . . .) |Ψ0〉 . (1.4.5)
From the Born series we see that the sum
T = V + V G0V + V G0V G0V + . . . (1.4.6)
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can be understood as scattering events of all orders for a single impurity. If summed up
using the geometric series, the T -matrix can be expressed as
T = V (1−G0V )−1, (1.4.7)
such that
|Ψ〉 = |Ψ0〉+G0T |Ψ0〉 (1.4.8)
The same can be done to find the Green’s function G for the impurity Hamiltonian. Using the
T-matrix it is given by
G = G0 +G0TG0. (1.4.9)
1.4.2. Quantum impurity Hamiltonians
In other contexts more elaborate quantum impurity models are used to describe a large
number of systems of current experimental and theoretical interest. For example transport
through quantum dots [24], local properties of heavy fermion systems [25] or tunneling be-
tween edge states in the ν = 1/3 fractional quantum Hall effect [26] have been successfully
explained by Anderson or Kondo like models. These models describe systems where usu-
ally a Coulomb or exchange interaction acts at a single site, the ”impurity”, and the impurity
is coupled to a large system, the bath, consisting of a macroscopically large number of
non-interacting particles.
The Anderson model
The Anderson impurity model [27] is the prototype model of strongly correlated impurity
systems. Its Hamiltonian has been introduced as a microscopic model to describe the local
moment formation in non-magnetic metals and is given by
HAM = −
∑
〈ij〉,σ
(
tijc
†
iσcjσ + h.c
)
+ εf
∑
σ
f †σfσ + Unf↑nf↓ + V
∑
σ
(
c†0σfσ + h.c
)
. (1.4.10)
It describes the coupling of an added atom or orbital impurity to an electron band. The
impurity part is represented here by a single localized "f " level of energy εf . Electrons in the
local level are subject to a Coulomb repulsion U , while the level itself and the band states
hybridizes via the interaction V . In the limit of large interaction U , empty and doubly occupied
states in the impurity are energetically unfavorable, provided that εf < 0 and |U | > |εf |.
Instead, local moments with the electron spin either pointing up or down are formed.
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Figure 1.4.1.: The characteristic change of electrical resistivity in metal with temperature.
The resistance minimum at the Kondo temperature TK is a result of the
scattering of conduction electrons due to magnetic impurities. Figure taken
from Ref. [28].
The Kondo model
After eliminating the charge fluctuations introduced by the hybridization term, the situation
of local moments coupled to a conduction band of electrons can be described by the Kondo
Hamiltonian. Formally the Kondo model arises as the low-energy effective model out of
the Anderson model in the strong correlation regime, as can be shown by Schrieffer-Wolff
transformation [29].
HKM =
∑
kσ
εkc
†
kσckσ +KSs0, K = 2V
2
(
1
|εf |
+
1
|εf + U |
)
, (1.4.11)
where the spin S of an unpaired electron in a localized impurity couples with strength K to
the electron spin density s0 of the itinerant electrons at the impurity site 0. In the simplest
case of a single spin-degenerate band coupled antiferromagnetically to a single local spin
S = 1/2, the system transitions from a weakly coupled high temperature state to a non-
magnetic state at low temperatures as the local moment is screened and a singlet ground
state emerges [23]. The Kondo temperature TK defines the crossover scale between the
two regimes. Using this model, Kondo was able to explain the observed resistance minimum
in metal samples containing magnetic impurities as temperature is lowered (Fig. 1.4.1).
However, the model was only fully solved when Wilson applied the numerical renormaliza-
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tion group, which is a numerically exact method for impurity Hamiltonians, showing that the
resistivity goes to a finite value as temperature goes to zero [30].
1.5. Thesis outline
The goal of this thesis is to study the effects of disorder and impurities in a quantum spin
liquid. Therefore we first introduce a suitable, non-trivial model which supports such an ex-
otic ground state. For this the Kitaev model [31] is the ideal candidate. It describes strongly
interacting magnetic moments and has the remarkable property to be exactly solvable an-
alytically. We will introduced the model in the following chapter 2 in detail and outline its
solution in terms of Majorana fermions.
This solution, however, comes at the price of an artificially enlarged Hilbert space. So in
chapter 3 we discuss related issued and provide an extensive analysis of the proper selection
of the “physical” states, which corresponds to states of the original Hamiltonian. Hereto we
separately consider the case of periodic and open boundary conditions.
In chapter 4 we calculate both the physical and unphysical matrix elements required for
the evaluation of the static and dynamic spin susceptibility, while 5 shows the relevance of
this for numerical calculations. First we compare the energy of selected Majorana states
to those obtained by exact diagonalization of the original model for a small lattice. Af-
terwards we show the finite-size behavior of the statical and dynamical susceptibility and
connect a change in the Majorana parity to a finite size energy gap closing of the matter
fermions. Moreover we simulate bond disorder by choosing random exchange couplings to
study a number of observables as function of disorder strength. Specifically, we calculate the
distribution of local susceptibilities, extract the lineshape that can be measured in nuclear-
magnetic-resonance experiments, and make contact with known results on the problem of
disordered Dirac fermions. Some of the results have already been published in Ref. [32]
A different kind of disorder is discussed in chapter 6. Here we analyze a magnetic impurity
in the Kitaev spin liquid. This highly unusual Kondo effect describes the coupling of a local
spin impurity to a non-magnetic spin liquid. Using the solvability of the unperturbed model
and known results in the case of a vacancy defect, the problem is formulated in a way that
can be treated by Wilson’s numerical renormalization group (NRG). Results for the impurity
entropy are shown. Chapter 7 finally summarizes the results and provides an outlook into
areas that might be interesting for further research.
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2. Kitaev’s honeycomb lattice model
This chapter is concerned with the introduction and exact solution of Kitaev’s honeycomb
model. The model was introduced in a seminal paper by Alexei Kitaev [31]. It is one of the
rare examples where a complex system is described by an exactly solvable, two dimensional
spin Hamiltonian. Its quantum mechanical ground state is a quantum spin liquid and sup-
ports exotic excitations. Potential experimental realizations have been proposed in oxides of
the family A2IrO3 (A = Na, Li), with magnetic iridium ions subject to strong spin-orbit cou-
pling [33, 34] to realize an exchange Hamiltonian of Kitaev type, supplemented by additional
spin-symmetric Heisenberg interactions.
From a theoretical point the model can be solved for example using Jordan-Wigner trans-
formation [35]. The importance of this transformation is that it does not enlarge the Hilbert
space dimension of a given site. However it assumes translation invariance and is incon-
venient to study defects. We therefore follow Kitaev’s original paper [31] and solve it by
introducing four Majorana fermions per site.
2.1. The model
The Kitaev model describes ferromagnetically coupled spin 1/2 degrees of freedom localized
at the sites of a two-dimensional honeycomb lattice. The spins interact via Ising-like nearest-
neighbor exchange interactions Jα between sites i and j. The special feature of the model
is that the spin components α = x, y, z are coupled by an exchange that depends on the
bond direction. Setting ~ = 1 for convenience throughout this thesis, the Hamiltonian reads
[31]
HK = −Jx
∑
〈ij〉x
σ̂xi σ̂
x
j − Jy
∑
〈ij〉y
σ̂yi σ̂
y
j − Jz
∑
〈ij〉z
σ̂zi σ̂
z
j (2.1.1)
where σ̂αj are Pauli matrices, and 〈ij〉α denotes an α = x, y, z bond as shown in Fig. 2.1.1.
The preferred orientation of neighboring spins along different orthogonal quantization axes
x, y and z leads to strong exchange frustration, see also figure 1.1(b).
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Figure 2.1.1.: Left: Direction dependence of exchange interactions Jα with α = x, y, z.
Center: Plaquette operator W̃p. Right: Unit cell and unit vectors of the hon-
eycomb lattice. Figure taken from Ref. [36].
2.2. Conservation laws
The analytical solution of this Hamiltonian is only possible because of an extensive number
of conserved quantities. Kitaev showed that for every closed loop C of the lattice, the Kitaev
model (2.1.1) features a constant of motion ŴC [31, 37]. For a loop C containing L sites
labeled {1, 2, ..., L}, the corresponding operator is
ŴC = σ̂
α1,2
1 σ̂
α1,2
2 σ̂
α2,3
2 σ̂
α2,3
3 . . . σ̂
αL,1
L σ̂
αL,1
1 (2.2.1)
where αi,j = x, y, or z corresponds to the type of the bond connecting sites i and j. It is
convenient to introduce loop operators for each elementary plaquette of the lattice,
Ŵp = σ̂
x
1 σ̂
y
2 σ̂
z
3σ̂
x
4 σ̂
y
5 σ̂
z
6 (2.2.2)
with 1, . . . , 6 labeling the sites of the plaquette under consideration, as shown in the center
of Fig. 2.1.1. Here, using the identity relation σ̂xσ̂y = iσ̂z, a pair of Pauli matrices for each
site was replaced by a third that now corresponds to the spin component of the outwards
pointing bond direction. Since Ŵ 2C = 1 the eigenvalues of the ŴC are WC = ±1. The loop
operators commute with each other [ŴC , Ŵ ′C ] = 0 and the Hamiltonian [HK, ŴC ] = 0. Thus
there exist a set of non-dynamical, commuting observables defined on each plaquette and
the problem can be greatly simplified. The total Hilbert space L can now be divided into
sectors L{W1,...,WN} for different sets of eigenvalues {W1, . . . ,WN} for each plaquette, with
N being the total number of plaquettes. Each sector is hereby an invariant subspace of HK
L =
⊕
{W1,...,WN}
L{W1,...,WN}. (2.2.3)
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This allows the Hamiltonian to be brought into block-diagonal form and to be diagonalized
within each subspace L{W1,...,WN}. The problem turns out to be solvable upon the introduc-
tion of fractionalized quasi-particles. We will follow Kitaev’s solution [31], and introduce four
Majorana fermions per spin to allow for an analytical treatment of the Hamiltonian.
In a system with N unit cells and periodic boundary conditions there are 2N sites and N
plaquettes. The dimension of the physical Hilbert space of HK is 22N . Since there are ∼ 2N
different flux sectors this gives a dimension of ∼ 22N/2N = 2N for each sector. A detailed
analysis follows in chapter 3. Using fractionalized quasi-particles the remaining problem may
be mapped onto non-interacting fermions.
2.3. Majorana representation
Majorana fermions introduced into theoretical physics by Ettore Majorana in 1937 [38] are
particles that are, unlike for example electrons, their own anti-particles. Majorana fermion
operators ĉ are therefore there own complex conjugate ĉ = ĉ† and ĉ2 = 1 [39]. A Majorana
fermion can be thought of as real or imaginary part of a complex fermion
ĉ1 = â
† + â,
ĉ2 = i(â
† − â).
(2.3.1)
They anticommute for different indices
{ĉi, ĉj} = 2δij. (2.3.2)
It is, however, not possible to define a vacuum state for Majorana fermions. Therefore ĉ
should rather be viewed as a fractionalized mode comprising half of a regular fermion. In
fact a pair of (real) Majorana fermions ĉ1 and ĉ2 must always be combined to form an ordinary
(complex) fermion
â =
ĉ1 + iĉ2
2
,
â† =
ĉ1 − iĉ2
2
,
(2.3.3)
in order to describe a state with a well-defined occupation number. Interesting properties,
however, arise from the fact, that ĉ1 and ĉ2 may localize arbitrarily far apart, where â encodes
a highly non-local entanglement. Moreover if the non-local state described by â is a zero en-
ergy state that can be emptied or filled with no energy cost, the ground state is degenerate.
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Figure 2.3.1.: Graphical representation of Majorana fermions and spins. There are four
independent Majorana fermions (represented by the black dots) describing
a spin. Figure adapted from Ref. [31].
This results in non-Abelian exchange statistics which may be exploited for topological quan-
tum computation [39].
We now introduce four (real) Majorana fermions b̂x, b̂y, b̂z and ĉ to represent a spin as
depicted in figure 2.3.1. Defining σ̂αi = ib̂
α
i ĉi, correctly reproduces the spin commutation
relations {σ̂αi , σ̂
β
i } = 2δαβ and
[
σ̂αi , σ̂
β
j
]
for i 6= j.
2.4. The model in Majorana representation
With the help of these new operators the original Hamiltonian in Eq. (2.1.1) can be mapped
to [31]
Hû = i
∑
〈ij〉
Jαijûij ĉiĉj, (2.4.1)
where ûij ≡ ib̂
αij
i b̂
αij
j and ûij = −ûji and the summation is over all nearest-neighbor bonds.
We follow the convention that, when specifying ûij , i is located on sublattice A. The oper-
ators ûij , with eigenvalues uij = ±1, commute with each other and with the Hamiltonian
Hû, i.e., the {uij} are constants of motion. A given set {uij} reduces the Hamiltonian to a
bilinear in the ĉ Majorana operators:
Hu =
i
2
(
ĉTA ĉ
T
B
)( 0 M
−MT 0
)(
ĉA
ĉB
)
. (2.4.2)
Here M is an N ×N matrix with elements Mij = Jαijuij , and ĉA(B) is a vector of N Majorana
operators on the A(B) sublattice.
In the Majorana representation, the loop (or flux) operators Ŵ can be expressed through
the bond variables ûij ; the same holds for their eigenvalues. For instance, the eigenvalues
17
of the plaquette operator takes the form
Wp = u21u23u43u45u65u61. (2.4.3)
Each plaquette therefore has a so called flux degree of freedom. These fluxes can be viewed
as artificial magnetic field through the plaquette. A particle that moves in a loop around the
plaquette picks up a phase ±1 similar to an Aharonov-Bohm like flux of either 0 or π. For
Wp = +1 the plaquette is called flux free and for Wp = −1 it has a flux.
There are many distinct sets {uij} that give rise to the same flux sector. For example
flipping all bonds emanating from the same site doesn’t change the flux sector. In especially
transforming the coupling of all bonds Jα → −Jα is equivalent to changing each bond
variable form uij → −uij , which does not affect the flux sector. The gauge redundancy is a
consequence of the transformation to Majorana operators, which has increased the size of
the Hilbert space and led to the emergence of a Z2 gauge field. Hence the problem takes
the form of non-interacting Majorana fermions coupled to a static Z2 gauge field, where the
physical properties of the system depend on the flux sector only. A detailed analysis of
the Hilbert space dimensions, the gauge degrees of freedom and the different flux sectors
follows in chapter 3.
The eigenmodes ofHu can be found via singular-value decomposition of M , M = USV T ,
where U and V areN×N orthogonal matrices, and S is anN×N diagonal matrix containing
the non-negative singular values of M . We define new Majorana operators according to
(ĉ′A,1, . . . , ĉ
′
A,N) = (ĉA,1, . . . , ĉA,N)U ,
(ĉ′B,1, . . . , ĉ
′
B,N) = (ĉB,1, . . . , ĉB,N)V .
(2.4.4)
For a given set of {uij} the Hamiltonian can be decomposed into the form
Hu =
i
2
(
ĉTAĉ
T
B
)(U 0
0 V
)(
0 S
−S 0
)(
UT 0
0 V T
)(
ĉA
ĉB
)
=
i
2
(
ĉ
′T
A ĉ
′T
B
)( 0 S
−S 0
)(
ĉ′A
ĉ′B
)
= i
N∑
m=1
εmĉ
′
A,mĉ
′
B,m,
(2.4.5)
where εm ≥ 0 are the singular values Sm of M . It is convenient to combine the Majorana
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operators ĉ′A, ĉ
′
B into canonical fermions according to
â′m =
1
2
(ĉ′A,m + iĉ
′
B,m) . (2.4.6)
This eventually gives
Hu =
N∑
m=1
εm(2â
′†
mâ
′
m − 1) (2.4.7)
with the ground-state energy E0 = −
∑N
m εm. Eigenstates of the Hamiltonian (2.4.1) can
thus be understood as a direct product of “gauge” (u) and “matter” (a) degrees of freedom.
An alternative way of finding the ground state and excitation spectrum is by solving the
tight-binding model of complex fermions d on the hexagonal lattice with nearest-neighbor
hopping, i.e. the tight-binding model for graphene. Diagonalizing the Hamiltonian Htb
Htb =
((
d̂†A
)T (
d̂†B
)T)( 0 M
MT 0
)(
d̂A
d̂B
)
(2.4.8)
gives a particle-hole-symmetric spectrum with eigenvalues ±Sm. Note also the difference
in the excitations. Here we find eigenmodes of energy εm, while excitations in the Majorana
model have energy 2εm. Moreover the tight-binding model exhibits hole like excitations, thus
its ground state is not fermion free dm
∣∣Atb0 〉 6= 0. Nevertheless, one can obtain the singular
values Sm by taking only one set of eigenvalues with Sm ≥ 0. The transformation matrix X
that diagonalizes the tight-binding Hamiltonian is related to the matrices of the singular-value
decomposition U, V by
X =
1√
2
(
U −U
V V
)
. (2.4.9)
The Kitaev model, however, is a spin Hamiltonian and the similarity to graphene is lost if we
would for example consider the Kitaev model in a magnetic field [36].
2.5. Ground state and phases
A theorem of Lieb [40] being concerned with free-particle hopping Hamiltonians, guarantees
that the ground state of the Kitaev model in the thermodynamic limit, is located in the flux-
free sector. We choose the flux free state by setting all uij = 1. In this sector, the system is
translation-invariant and the excitation spectrum of the hopping HamiltonianHu can be found
using a Fourier transformation. We define complex fermion operators âr = 12 ĉA,r + iĉB,r,
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Figure 2.5.1.: Phase diagram of the Kitaev model. Depending on the coupling constants
Jx, Jy, Jz the matter fermion excitations are either gapped (A phase) or
gapless (B phase). Figure adapted from Ref. [31].
where r labels the unit cell r = n1e1 + n2e2 with lattice vectors e1, e2 as shown on the right
of figure 2.1.1. These operators are then transformed into momentum space [31, 36]
âq =
1
2
√
N
∑
r
eiqr (ĉA,r + iĉB,r)
â†q =
1
2
√
N
∑
r
e−iqr (ĉA,r − iĉB,r) ,
(2.5.1)
with
ĉA,r =
1√
N
∑
q
e−iqrâq + e
iqrâ†q
ĉB,r =
−i√
N
∑
q
e−iqrâq − eiqrâ†q,
(2.5.2)
which leads to the momentum space Hamiltonian
Hu =
∑
q
(
a†qa−q
)( ξq −∆q
−∆∗q −ξq
)(
âq
â†−q.
)
(2.5.3)
This Hamiltonian is similar to the one introduced by Bardeen, Cooper and Schrieffer, the BCS
mean-field Hamiltonian describing superconductivity with a momentum dependent gap ∆q =
−i ImS(q) and the normal state dispersion ξq = ReS(q). Here S(q) = Jxeiqe1+Jyeiqe2+Jz
with lattice vectors e1 = (
√
3/2, 1/2) and e2 = (
√
3/2,−1/2), where we set the lattice
constant d = 1.
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To diagonalizeHu we introduce new fermionic operators, which are linear combinations of
electron creation and annihilation operators [31]. This mapping is called Bogoliubov trans-
formation. Since ∆q is purely imaginary, we can use the simplified transformation(
âq
â†−q
)
=
(
cos(θq) i sin(θq)
i sin(θq) cos(θq)
)(
â′q
â′†−q,
)
(2.5.4)
with tan(2θq) = − ImS(q)ReS(q) . This diagonalizes the Hamiltonian and we arrive at
Hu =
∑
q
|S(q)|
(
2a
′†
qa
′
q − 1
)
. (2.5.5)
The ground state of this Hamiltonian is fermion free aq |M0〉 = 0 with the ground-state
energy E0 = −
∑
q |S(q)|. Excitations are matter fermions (a†q) with energy E(q) = 2|S(q)|.
Depending on the anisotropy of the couplings, the system is either gapped or gapless, with
the latter case including the isotropic point, Jx = Jy = Jz. The phase diagram is summa-
rized in figure 2.5.1, where we set Jx + Jy + Jz = 1. We find the zero energy momenta Q
through the conditions ReS(Q) = ImS(Q) = 0, which gives
Qe1 = ± cos−1
[
−(jx)2 + (jy)2 − 1
2jx
]
,
Qe2 = ∓ cos−1
[
(jx)2 − (jy)2 − 1
2jy
]
,
(2.5.6)
where we defined jx ≡ Jx/J and jy ≡ Jy/J . If the Hamiltonian is in the parameter space
for the gapless phase B there are two real, inequivalent momenta with zero energy. At the
isotropic point, they are found at K = (2π/
√
3, 2π/3) and K′ = (2π/
√
3,−2π/3). It can be
easily seen by expanding at a small momentum δk away from K and K′ that the energy
has a linear dispersion relation |S(K′ + δk)| = |S(K + δk)| ≈
√
3
2
√
δk2x + δk
2
y .These points
are therefore known as the Dirac points. Once the exchange constants become anisotropic
the Dirac points start to move in the Brillouin zone until they merge and annihilate and the
spectrum becomes gapped. In this gapped phase labeled Ax, Ay and Az the couplings obey
|Jx| > |Jy|+ |Jz| (or permutations).
The second kind of excitations are fluxes, which have an finite energy gap that we de-
note by ∆F . It is the energy difference of a state with and without a flux pair. Deep in the
A phase, however, the lowest possible excitations are the fluxes because the gap in the
matter fermion spectrum quickly exceeds the flux gap. A perturbative result for the strong
coupling limit Jx, Jy  Jz shows that the energy of the flux excitation in this limit vanishes
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as ∆F ∝ (J
x)2(Jy)2
|Jz |3 [31].
Moreover the ground state is topologically degenerate. These ground states can be sep-
arated into different flux sectors which are not connected by any local bond flips (changes of
the bond variable form uij → −uij). Instead, for a lattice with periodic boundary conditions
one can flip a chain of bonds around the torus and along the direction of the lattice vectors
e1 or e2. This global operation amounts to the creation of a pair of fluxes, where one of the
fluxes is moved around the torus before being annihilated again with its partner. Due to this
process, however, there is now flux through one the torus holes, which can be measured
by one of two (“topological”) loop operators Ŵ1,2 wrapping around the torus. The energy
difference between the two states is expected to be of the order ∆E ∝ e−L/c and depends
on the size of the system L. The constant 1/c is related to the finite energy gap ∆F of the
flux [41].
Finally it is important to note that Lieb’s theorem can not be applied to certain small sys-
tems. Therefore the ground state is not always in the flux-free sector and the situation is
more complex. This will be further discussed in the following chapter 3.
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3. Physical many-body states in the
Majorana description
We now discuss the differences between the Kitaev model in Majorana and spin representa-
tion, which are due to the fact that there are two independent Majorana fermions per complex
fermion, each with a notional Hilbert space dimension
√
2. Therefore the Majorana repre-
sentation of spins 1/2 is overcomplete. As a result the four Majorana fermions per spin have
a total Hilbert space dimension of
√
2
4
= 4 doubling the size of the Hilbert space per spin.
The consequence is that the possible fermion+flux states can be grouped into “physical” and
“unphysical” states. This result is well known and has already been pointed out in the original
work by A. Kitaev [31]. In a more recent paper F. L. Pedrocchi, S. Chesi, and D. Loss [42]
made an effort to analyze the proper selection rules for a given system and studied some
consequences, in particular regarding ground state energy and flux gap.
However, to our knowledge no general statement for the gapless phase and the connec-
tion between small systems and the thermodynamic limit has been made so far. In the
following we present a more comprehensive analysis of both selection rules and implica-
tions for observable quantities. More precisely, we will address the misunderstanding that
gauge constraints may be imposed in order to obtain only the physical states. Instead not all
fermion+flux states correspond to an actual spin state of the original model (2.1.1). In fact,
we are able to prove specifically that the flux-free state is not fermion-free, which generally
applies to systems in the gapless phase with periodic boundary condition.
The following chapter is organized as follows: In the beginning we review the defining
property of a physical state and show how a projection scheme can be used to eliminate
unwanted eigenstates. This has already been done for example in Refs. [31, 42, 43]. In
Sec. 3.3 we show that matrix elements can be calculated using an arbitrary gauge [36, 44]. In
the following sections we then start with our analysis. At first Sec. 3.4 is intended as a guide
in order to keep track of the various degrees of freedom. Based on this we are able to prove
in section 3.5 that the flux-free state of the gapless phase is not fermion-free for periodic
boundary conditions. Afterwards we point out differences in the case of open boundary
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conditions (Sec. 3.6) and conclude by extending the analysis to a three-dimensional version
of the honeycomb lattice (Sec. 3.7). Since the number of fermions in the ground state also
governs the excitation spectrum, our result has important consequences for quantities like
the magnetic susceptibility and spin correlations. This is demonstrated in the next chapter,
where these observables are calculated. Moreover in chapter 5 we will explain that, although
significant, these finite-size effects vanish in the thermodynamic limit.
3.1. Physical states
To find the allowed eigenstates that have a representation in spin space a constraint must
be introduced [31]. An eigenstate of the spin Hamiltonian HK, |ξ〉, satisfies the condition
D̂j|ξ〉 = |ξ〉, where
D̂j ≡ −iσ̂xj σ̂
y
j σ̂
z
j = 1, (3.1.1)
whereas when written in terms of Majorana operators, the operator
D̂j = b̂
x
j b̂
y
j b̂
z
j ĉj (3.1.2)
has eigenvalues±1. Therefore a physical Majorana eigenstate |ξ̃〉must satisfy D̂j|ξ̃〉 = +|ξ̃〉
for all j. Using this property we can define a projection P̂ to the physical subspace of the
Majorana Hilbert space according to
P̂ =
2N∏
j=1
(
1 + D̂j
2
)
, (3.1.3)
projecting out all unphysical eigenstates [31]. If a state can be obtained from a Majorana
eigenstate by |ξ̃P 〉 = P̂|ξ̃〉 and is not projected out, it satisfies the condition on a physical
state D̂jP̂|ξ̃〉 = P̂|ξ̃〉 for all j, since
[
P̂ , D̂j
]
= 0.
As we will show the artificially enlarged Hilbert space, due to the transformation to Majo-
rana fermions, leads to the emergence of a Z2 gauge degree of freedom at each lattice site
in the Hamiltonian Hû. Although [
D̂j,Hu
]
6= 0 (3.1.4)
does not commute, it can be easily checked that[
D̂j,Hû
]
= 0. (3.1.5)
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There are 2N different operators D̂j , one for each lattice site. Eigenstates of Hû are there-
fore 22N -fold degenerate. The degenerate states are related by the action of the operators
D̂j . Acting on some physical reference state |ξ〉 with any set of operators {D1, D2, . . . Dn}
|ξ′〉 =
 ∏
{D1,D2,...Dn}
D̂j
 |ξ〉 (3.1.6)
results in equivalent states after projection
P̂ |ξ〉 = P̂ |ξ′〉 . (3.1.7)
Taking the commutation relation
[
P̂ , D̂j
]
= 0 into account, we see that related states are
projected onto the same physical subspace [36].
The operators D̂j can hereby be thought of Z2 gauge transformations, which are imple-
mented using the variable θj = ±1 on each lattice site. It transforms the Majorana fermions
as ĉj → θj ĉj and ûij → θiûijθj . This gauge transformation does not change the flux sectors
and leaves the energy spectrum invariant. Since there are 22N different choices for the sets
{θ1, . . . θ2N} we again see the 22N -fold degeneracy of states of Hû.
In the following section, we aim for a more intuitive representation of the projection opera-
tor in order to gain a better understanding of its effect. This will help us to address some
aspects, that we have neglected so far.
At first we will show how to find an easy scheme in order to discern between physical and
unphysical states. This in turn allows us to calculate matrix elements of an projected state
without having to perform the projection explicitly. In this context it will then become evident,
that there are eigenstates of Hû that can not be projected onto a physical state with the
same energy even after performing any gauge transformations on it.
Finally we will elaborate on the subtle consequences of the enlarged Hilbert space in
particular for finite-size systems.
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3.2. Projection
The effect of the projection (3.1.3) is more easily seen by splitting the operator into two parts
[42, 43]. We expand the product
2N∏
j=1
(
1 + D̂j
2
)
=
1
22N
(
1 +
∑
j
D̂j +
∑
j<k,k
D̂jD̂k + . . .+
∏
j
D̂j
)
=
1
22N
∑
{j}
∏
j∈{j}
D̂j,
(3.2.1)
where the last summation runs over all possible subsets of the lattice indices Γ = {1, . . . 2N}.
The terms corresponding to a subset {j} and its complementary set Γ\{j} differ by the fac-
tor
∏2N
j D̂j , since D̂
2
j = 1. This allows us to rewrite the operator as
P̂ = Ŝ
(
1 +
∏2N
j=1 D̂j
2
)
= ŜP̂0, (3.2.2)
with
Ŝ = 1
22N−1
′∑
{j}
∏
j∈{j}
D̂j. (3.2.3)
The prime indicates the restriction to half of all possible subsets of indices. If the set {j} is
included, then {j} \ Γ is not. Ŝ symmetrizes over all gauge-equivalent subspaces while P̂0
now projects out the unphysical states. The normalization factor 1/22N−1 reveals that there
are 22N−1 terms in Ŝ.
Once the operator D̂ =
∏
j D̂j is expressed in the Majorana representation, re-ordering the
Majorana fermion operators brings it into the form:
D̂ = (−1)θ
∏
j
ĉj
∏
〈ij〉α
b̂αi b̂
α
j = (−1)θπ̂c
∏
〈ij〉
uij. (3.2.4)
Here, π̂c = iN
∏
j ĉj is the parity of the c (matter) Majorana fermions, and we followed the
convention that sites labeled with odd (even) numbers belong to the A(B) sublattice. The
exponent θ is a consequence of the anticommutation relation of the Majorana fermions and
depends on the lattice geometry, which we will determine later on in Sec 3.5.3.
An alternative representation of the Majorana states uses local complex fermions [36]. For
each unit cell r one can construct one complex matter fermion
f̂r =
1
2
[ĉA,r − iĉB,r] (3.2.5)
26
and three complex gauge fermions defined on the bonds emanating from site i on sublattice
A:
χ̂αr =
1
2
[
b̂
αij
i − ib̂
αij
j
]
. (3.2.6)
Then we have iĉA,rĉB,r = 1− 2f̂ †r f̂r such that we can express the parity πc as
πc = (−1)Nf (3.2.7)
with Nf =
∑
r f̂
†
r f̂r. Similarly, ib̂
α
i b̂
α
j = ûij = 1− 2 (χ̂αr )
† χ̂αr which yields∏
〈ij〉
uij = (−1)Nχ . (3.2.8)
This allows one to rewrite the operator D̂ (3.2.4) using the fermion numbers Nf and Nχ:
D̂ = (−1)θ
∏
r
(1− 2f̂ †r f̂r)(1− 2 (χ̂xr)
† χ̂xr)(1− 2 (χ̂yr)
† χ̂yr)(1− 2 (χ̂zr)
† χ̂zr)
= (−1)θ(−1)Nf (−1)Nχ .
(3.2.9)
The condition for a state being physical, D̂ = 2P̂0 − 1
!
= 1, selects states with either
even or odd total fermion number, depending on the geometry factor (−1)θ. For fixed {uij}
this eliminates half of the many-body states from the Hilbert space of Hu and implies that
fermions can only be excited pairwise. We note that the factor (−1)θ, derived below and
in Ref. [42], does not seem to appear in earlier works. Ref. [45] for example quotes the
equation D = (−1)Nf (−1)Nχ which apparently misses the factor (−1)θ from Eq. (3.2.9).
To convert Eq. (3.2.9) into a more useful form, it is important to distinguish the matter
fermion parity π̂c from the parity π̂ =
∏N
m(1− 2â′†mâ′m) of the eigenmodes â′m of Eq. (2.4.7).
The ĉ and â′ fermions are related via the transformation matrices U and V , see Eqs. (2.4.4)
and (2.4.6). One finds
π̂c = det(Q
u)π̂ . (3.2.10)
For this equation the transformation matrices U and V were combined into a matrix Qu,
Qu =
(
0 U
V 0
)
, (3.2.11)
which is equivalent to Qu defined in Eq.(4) of Ref. [42] after re-ordering of both rows and
columns. The superscript u indicates a given set of bond variables.
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Eq. (3.2.10) is obtained by rewriting π̂c in terms of Majorana operators ĉ′
π̂c = i
N
∏
j
ĉj = i
N
∏
j
∑
n
Qujnĉ
′
n = det(Q
u)π̂ . (3.2.12)
A detailed proof of this equation can be found in Ref. [42]. Using Eqs. (3.2.9) and (3.2.10)
the operator D̂ reads
D̂ = (−1)θ det(Qu)(−1)Na(−1)Nχ (3.2.13)
with Na =
∑
m â
′†
mâ
′
m being the number of matter fermion excitations. Looking at Eq. (3.2.9),
now one could argue, that the condition for a physical state can always be ensured by simply
changing the gauge in a given flux sector [36, 46]. For example changing all three bonds on
one site (which does not change the flux sector) without changing the matter fermion number
Nf could be used to transform an unphysical state into a physical one. While this is true,
imposing the constraint on the fermion number actually effects the occupation of the eigen-
modes a′. This usually changes the eigenenergy of the state. A true gauge transformation
changes both, bond and matter fermion number. One therefore has to check explicitly, if a
state is physical or not.
3.3. Matrix elements
Having analyzed the effects of the the projection operator, a general statement can be de-
duced for expectation values. We see from Eq. (3.2.9) that if an operator changes the num-
ber of bond fermions in a way that can not be undone by a term in Ŝ, then its expectation
value is zero. This is the case for example for a single spin operator [36]
σ̂αA,r = ib̂
α
A,rĉA,r = i
(
(χ̂αr )
† + χ̂αr
)(
f̂ †r + f̂r
)
, (3.3.1)
which changes the number of bond fermions by one. Similarly, any two spin operator that is
not nearest neighbor and in the direction of the bond also has zero expectation value. Only
for nearest neighbors j and k with β = γ = αjk the expectation of the two spin operator
Ô = σ̂βj σ̂
γ
k is 〈Ô〉 6= 0 [36]. The Kitaev honeycomb model has therefore strictly nearest
neighbor spin correlations. In other words, the operator σ̂αj changes the α-bond, which
induces a change in the flux sector. If this change is not undone by other spin operators the
matrix element is zero.
Since the spin operators are gauge-invariant, their matrix elements in any gauge-fixed
sector are identical to those in the physical gauge-invariant subspace [44]. Eigenvalues can
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Figure 3.3.1.: Graphical representation of the final state after the action of the spin operator
Ô = σ̂x1 σ̂
y
2 σ̂
z
3 . Red lines indicate bonds that are flipped by the operator. It
changes the bond fermion number, but leaves the flux sector invariant. The
operator D̂4 can undo its action on the matter sector. Figure adapted from
Ref. [36].
thus be conveniently calculated using an eigenstate ofHû without having to symmetrize over
all gauge-equivalent subspaces. Using the commutation relation [Ŝ, Ô] = 0 for an operator
Ô which can be any arbitrary product of spin operators, eigenvalues are calculate via
〈ξ| ŜÔŜ |ξ〉
〈ξ| ŜŜ |ξ〉
=
〈ξ| ÔŜ |ξ〉
〈ξ| Ŝ |ξ〉
. (3.3.2)
In Ŝ all terms except the identity change the bond fermion number. As a consequence, for
operators that do not change the bond fermion number, we can calculate matrix elements
using an unprojected eigenstate
〈ξ| ŜÔŜ |ξ〉
〈ξ| ŜŜ |ξ〉
=
〈ξ| Ô |ξ〉
〈ξ|ξ〉
. (3.3.3)
There are, however, operators, that do change bond fermion number, but in such a way, that
they preserve the flux sector. An example of this type is given by Ô = σ̂x1 σ̂
y
2 σ̂
z
3 with site
labeling as shown in Fig. 3.3.1. The change in bond fermion number in this way can be
undone by part of Ŝ. In the here mentioned example it is undone by D̂4 and we find [36]
〈ξ| ŜÔŜ |ξ〉
〈ξ| ŜŜ |ξ〉
=
〈ξ| ÔD̂4 |ξ〉
〈ξ|ξ〉
. (3.3.4)
Though operators of this type will not be considered in this thesis.
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3.4. Degrees of freedom
Due to the transformation to Majorana fermions the total Hilbert space per site doubles.
Therefore Hû has 42N states, as compared to 22N states forming the Hilbert space of HK. It
will be instructive to count the various degrees of freedom confirming the correct total Hilbert
space dimension.
As discussed previously, the Hamiltonian separates into two different kinds of degrees of
freedom, namely flux and matter degrees. Moreover, as pointed out, the 2N flux sectors are
represented by 23N link variables uij , such that different configurations of {uij} correspond to
the same flux sector. As explained above, this leads to the emergence of Z2 gauge degrees
of freedom at each lattice site in the Hamiltonian Hû.
To be able to perform an accurate counting of the degrees of freedom, it is necessary to
distinguish between periodic and open boundary conditions.
3.4.1. Periodic boundary conditions
In periodic systems fluxes can only be created and annihilated in pairs. Flipping a bond
variable uij → −uij effects the bond configuration of the plaquettes on either side. This im-
poses the constraint
∏
pWp = 1 on the plaquette fluxes Wp [31]. A system with N unit cells
and periodic boundary conditions is thus characterized by 2(N−1) independent plaquette flux
configurations. In addition there are two (“topological”) loop operators Ŵ1,2 that wrap around
the torus in the direction of the unit vectors e1,2 and are related to the flux through the torus
holes. In total the number of flux degrees of freedom is (N + 1) giving 2N+1 different flux
configurations. We also have a total of 2N matter states.
Moreover, as we can see from Eq. (3.2.3), there are 22N−1 independent gauge transforma-
tions. In its derivation the fact that acting with D̂j on every site D̂ =
∏
j D̂j does not change
the gauge (see Eq. (3.2.9)), was taken into account.
The direct product of gauge |U〉, flux |χ〉 and matter |Ã
〉
degrees of freedom spans the full
Hilbert space of the Majorana Hamiltonian Hû
22N−1︸ ︷︷ ︸
|U〉
2N+1︸︷︷︸
|χ〉
2N︸︷︷︸
|Ã〉
= 24N , (3.4.1)
while for the physical spin space of HK half of the matter states have to be projected out.
Moreover, there are no more gauge degrees of freedom, since the gauge operator Dj is the
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identity in spin space. The number of physical states is therefore given by
2N+1︸︷︷︸
|χ〉
2N−1︸︷︷︸
|A〉
= 22N . (3.4.2)
In this notation we indicate the matter states with |Ã
〉
, while |A〉 denotes the physical subset
of these states. To sum it up, within each flux sector there are 2N states of the ĉ-Majorana
fermions, to be compared to 2N−1 physical states. Depending on the flux configuration the
latter consist of states with either odd or even fermion number Na.
3.4.2. Open boundary conditions: dangling gauge fermions
Although not the main focus of this work, it is interesting to repeat the analysis with open
boundary conditions. More generally, we may consider a lattice with formally periodic bound-
ary conditions, but allow for an arbitrary number of “missing” bonds with zero bond strength
Jij ; this includes the cases of both open and cylindric boundary conditions.
A missing or broken α-bond, connecting sites i and j, induces two dangling gauge Ma-
jorana fermions, b̂αi and b̂
α
j . These can be combined into a canonical fermion, Eq. (3.2.6),
which is decoupled (for zero external field), hence represents a zero-energy mode. Remov-
ing a bond of a plaquette also reduces the number of plaquettes by one. It follows that the
counting of the degrees of freedom of the Majorana Hilbert space has to be modified:
22N−1︸ ︷︷ ︸
|U〉
2N+1−b︸ ︷︷ ︸
|χ〉
2N︸︷︷︸
|Ã〉
2b︸︷︷︸
|Z〉
= 24N , (3.4.3)
where b is the number of broken bonds and |Z〉 the resulting zero-modes. Again for the
number of physical states we find
2N+1−b︸ ︷︷ ︸
|χ〉
2N−1︸︷︷︸
|A〉
2b︸︷︷︸
|Z〉
= 22N , (3.4.4)
with 2N+1−b flux degrees of freedom and 2N−1 physical states.
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3.5. Fermion parity for periodic boundary conditions
3.5.1. Gapless phase
We will now focus again on the distinction between physical and unphysical states, based
on the projection established in section 3.2. In general, the value of D̂ (3.2.13) depends in a
combined fashion on the flux configuration, the boundary conditions, and the distribution of
the coupling constants. In the subsequent section we will demonstrate, however, that bond
configuration, the parity of the Majorana fermions and properties of the underlying lattice are
not independent, but rather subtly related. For a system in the gapless B phase (Fig. 2.5.1)
we are able to prove that in the flux-free sector (−1)θ(−1)Nχ det(Qu) = −1 is independent
of the system geometry.
3.5.2. Periodic lattice
First, we will consider a finite-size systems with periodic boundary conditions. As in Ref. [42],
we will restrict our attention to “rectangular” clusters of size N = L1 × L2 unit cells with
2N spins, but allow for a geometric “twist” characterized by an integer M when imposing
periodicity. Here, the torus is defined through the basis vectors L1e1 and L2e2 + Me1, see
Fig. 3.5.1. In the isotropic case this represents the most general set of periodic boundary
conditions for rectangular clusters.
3.5.3. Geometric factor
The exponent θ in Eq. (3.2.4) is a consequence of the anticommutation relation of the
Majorana operators and can be calculated for every lattice explicitly. It appears as a result
of the re-ordering of the operators of
D̂ =
2N∏
n=1
D̂n = b̂
x
1 b̂
y
1b̂
z
1ĉ1 . . . b̂
x
2N b̂
y
2N b̂
z
2N ĉ2N (3.5.1)
in order to bring it into the form of Eq. (3.2.4). We adapt the steps outlined in Ref. [42] to
obtain a slightly different final ordering. Moving all ĉ to the left gives a phase factor (−1)φ1
due to φ1 = 3
∑2N
n n = 3N(2N + 1) commutations with with the b̂ operators. The b̂x
operators are now separated by pairs of fermionic operators and can be grouped without
introducing a phase factor. Another φ2 =
∑2N−1
n n = N(2N − 1) commutations brings the
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Figure 3.5.1.: Honeycomb lattice with basis vectors e1,2 and an illustration of the periodic
boundary conditions, characterized by the cluster size L1,2 and the twist
parameter M . The figure corresponds to L1 = L2 = 3 and M = 2.
b̂y operators together. Since (−1)φ1+φ2 = 1 we find
D̂ =
2N∏
n=1
ĉn
2N∏
n=1
b̂xn
2N∏
n=1
b̂yn
2N∏
n=1
b̂zj . (3.5.2)
Next we want to sort the b̂ operators into neighboring pairs. We therefore have to index the
sites of each unit cell at r = n1e1 + n2e2 and choose the A sites to be labeled with an odd
index i = 1 + 2(n1 + L1n2). The B sites are even with j = i + 1. If we use the bond
direction as shown in Fig. 3.5.1 we find that the b̂z ’s are already in the correct order. Due
to the periodicity in e1 direction the operator for the y-link between site i = (m − 1)2L1 + 1
(with m ∈ 1, . . . L2) must be paired with the one of j = m2L1. Moving b̂ym2L1 to the left of
b̂y(m−1)2L1+1 gives a phase factor (−1). This has to be done L2 times. Now all y-operators
are correctly paired, however, in reversed order b̂yj b̂
y
i . The one of the B sublattice is prior
to the one of the A sublattice. Reversing the order for all pairs introduces an extra factor of
(−1)N , such that
2N∏
n=1
b̂yn = (−1)L2+N
2N∏
〈ij〉y
b̂yi b̂
y
j . (3.5.3)
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Lastly, we will do the same for the b̂x operators and follow the straight forward solution given
in [42]. To start with we decompose
∏2N
n b̂
x
n in L2 products of 2L1 terms
2N∏
n=1
b̂xn =
2N∏
m=1
τ̂m, (3.5.4)
where τ̂m =
∏L2
n=1 b̂
x
2L1(n−1)+m. After that we rewrite each τ̂m by moving all b̂
x
i with odd i to
the left, while keeping them in increasing order. Now the b̂xj with even index are sorted in
decreasing order. These operations do not introduce an addition phase factor. Using the
labeling given in Fig. 3.5.1 we find for example τ̂1 = b̂x1 b̂
x
3 b̂
x
5 b̂
x
6 b̂
x
4 b̂
x
2 . In this form it is now easy
to pair operators of nearest neighbors, like b̂x2 b̂
x
7 , b̂
x
4 b̂
x
9 . . . of Fig. 3.5.1. Only the operators(
b̂x1 b̂
x
3 . . . b̂
x
2L1−1
)(
b̂x2N−2L1+2b̂
x
2N−2L1+4 . . . b̂
x
2N
)
(3.5.5)
remain unpaired and require some extra care, due to the lattice twist parameterized by
M . Therefore we permute the product of the right bracket clockwise so that we start with
b̂x2N−2L1+2M+2 and finish with b̂
x
2N−2L1+2M . This is done by commuting (L1−M) operators on
the right with the other M which produces the phase factor (−1)M(L1−M). Given this order,
pairs can again be easily constructed, b̂x2L1−1 with b̂
x
2N−2L1+2M+2, b̂
x
2L1−3 with b̂
x
2N−2L1+4 and
so on. Finally, reversing the order of these pairs such that we have the same BA order as
for the rest, introduces a phase factor of (−1)L1 . Again taking care of the reversed sublattice
order of all pairs introduces another factor (−1)N , which cancels with the other one form Eq.
(3.5.3), and we and up with the desired equation (3.2.4)
D̂ = (−1)θ
∏
j
ĉj
∏
〈ij〉α
b̂αi b̂
α
j , (3.5.6)
where
θ = L1 + L2 +M(L1 −M). (3.5.7)
3.5.4. Parity of matter fermion excitations
The purpose of this section is to prove that all flux-free physical states in the gapless phase
of a translation-invariant Kitaev model with periodic boundary conditions contain an odd
number of âm fermion excitations. This supersedes the results of Ref. [42], but is consistent
with their Fig. 3.
The proof is based on insights from Ref. [42] which we lay out first. As we have seen in
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Figure 3.5.2.: Reciprocal lattice with lattice vectors b1,2 The Dirac points K and K′ are
indicated. Equivalent wavevectors ±q are marked by the red squares.
Sec. 2.5, the flux-free sector characterized by all uij = 1, diagonalized in momentum space:
Hu =
∑
q
|S(q)|
(
2a
′†
qa
′
q − 1
)
. (3.5.8)
with S(q) = Jxeiq·e1 + Jyeiq·e2 + Jz. The reciprocal lattice with the lattice vectors b1,2 is
shown in Fig. 3.5.2.
For any finite lattice the Brillouin zone is reduced to a finite set of wavevectors q, which
can be partitioned into two sets Ω and Ω′. We assign q ∈ Ω if ±q are equivalent (up to
reciprocal lattice vectors); there are at most four wavevectors in Ω, namely 0,b1/2,b2/2,
and (b1 + b2)/2. The remaining q belong to the set Ω′. One can then derive the explicit
formula for the determinant of the transformation matrix [42], which we will remark upon in
appendix A.1. It is
det(Qu) = −1γ+N2 , (3.5.9)
valid for the flux-free sector, where all uij = 1. Here N = L1L2, and γ is the number of
reciprocal vectors q ∈ Ω with S(q) < 0. Together with the geometric factor (3.5.7), we can
now rewrite
(−1)θ det(Qu) = (−1)γ+L1+L2+L21L22+L1M−M2 ≡ (−1)µ . (3.5.10)
Although γ depends in a non-trivial way on the boundary conditions L1,2 and M as well
as on the couplings Jx,y,z, we can calculate it for any given choice of L1,2, M . Since biej =
2πδij , it is easy to see that in the gapless phase only f
(
b1+b2
2
)
= Jz − Jx − Jy is less then
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L1 L2 M γ (L1L2)
2 L1M (−1)µ
+ + + 1 + + −1
+ − − 1 + + −1
+ + − 0 + + −1
+ − + 0 + + −1
− + + 0 + + −1
− − − 0 − − −1
− + − 0 + − −1
− − + 0 − + −1
Table 3.5.1.: This table shows (−1)θ det(Qu) ≡ (−1)µ for the gapless phase in relation
to the boundary conditions L1,2,M (where + and − refer to even and odd
values, respectively) and the resulting γ, see text.
0. Therefore γ = 1 if (b1 + b2)/2 ∈ Ω and γ = 0 otherwise. The allowed q vectors are
determined by the conditions
eiqL1e1 = 1,
eiq(L2e2+Me1) = 1,
(3.5.11)
with q = q1b1+q2b2. Therefore γ = 1 if L1 = 2n1 and L2+M = 2n2 (n1,2 ∈ Z). Enumerating
all eight combinations of parities of L1,2 and M yields the results in table 3.5.1, showing that
−1µ = −1 in all cases. Since the flux-free sector is characterized by Nχ = 0, the condition
D̂
!
= 1 for Eq. (3.2.13) translates into
π̂ = (−1)Na != −1. (3.5.12)
I.e., all physical states in the flux-free sector must have an odd number of â fermion excita-
tions. Hence, the naive fermion-free state is not a physical state. This has consequences for
the calculation of observables, as will be discussed below.
From this result one can further deduce Na for states in the two-flux sector where Nχ = 1.
Unfortunately the analytical expression det(Qu) = −1γ+N2 is only valid in the flux-free case.
However, as long as the signs of det(Qu) in the zero-flux and two-flux sectors are identical
(−1)θ det(Qu)(−1)Nχ(−1)Na != 1 (3.5.13)
implies that Na must be even. This is usually the case for most system sizes, but not in the
entire gapless phase. This will be further discussed in Sec. 5.2.3. If the sign of det(Qu)
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changes between the two flux sector the excitation spectrum is governed by an odd number
of â fermion excitations.
On general grounds, we expect that a single fermion in an extended system of size N
can cause only 1/N effects on observables. Hence, the proper selection of physical states
discussed here, albeit important for finite-size systems, is not expected to influence typical
observables in the thermodynamic limit. Indeed, in our calculations presented in chapter 5
we find large differences in the finite-size behavior of observables calculated with either
physical or unphysical states, but these differences diminish with increasing system size.
3.5.5. Gapped phase
In principle the same analysis can be performed for the gapped phase. However, there are
now two reciprocal vectors q with S(q) < 0. Now γ(L1, L2,M) can be either 0, 1 or 2, and
it turns out that different combinations of L1,2 and M come with different signs for (−1)µ.
Hence, no definite rule for the parity of the eigenmodes can be found. As a result, a unique
conclusion similar to the gapless phase cannot be reached. Moreover, the small flux gap in
combination with the large fermionic gap can lead to the physical ground state having excited
flux pairs but no fermions, see also Fig. 5 of Ref. [42]. Nevertheless the correct parity can
be calculated explicitly for any given set of of lattice vectors L1, L2 and M .
3.6. Fermion parity for open boundary conditions
The considerations in Ref. [42] and the present chapter show that, for a Kitaev model, half of
the Majorana many-body states are unphysical. Formally, the unphysical states do not obey
the condition on total fermion parity imposed by the projector.
In the analysis in section 3.4.2 for open boundary conditions we explained that a missing
bond leaves two dangling gauge Majorana fermions, which can be combined to represent a
zero-energy mode. Occupying this zero-mode obviously changes the Fermion parity without
changing observable properties of the many-body state.
As a result, a given Majorana many-body state can always be turned from physical to un-
physical or vice versa by changing the zero-mode occupation. Phrased differently, all matter
Majorana states in any flux sector are physical if there is at least one missing bond which
can “absorb” the fermion-parity condition. In section 5.1 we demonstrate this for a small 2×2
system. A consequence is that the number of fermion zero-modes of a Kitaev model with
missing bonds is smaller by one compared to the number of zero-modes suggested by its
Majorana representation.
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Figure 3.7.1.: Hyper-honeycomb lattice with Kitaev interactions along three inequivalent
bond types x, y, z indicated by the blue red and green bonds. Lattice vectors
ei are shown.
3.7. 3D lattice
Variants of the Kitaev model also exist for three-dimensional lattices [47, 48, 49], where
a spin liquid ground state is found using exactly the same procedure as outlined above.
Motivated by the recent synthesis of β-Li2IrO3 [50] we calculate the parity condition of the
corresponding 3D Kitaev quantum spin liquid. It was confirmed that this material exhibits
dominant Kitaev-type interactions between Jeff = 1/2 moments, which realizes a hyper-
honeycomb lattice structure as shown in Fig. 3.7.1. In contrast to the 2D version, the gap in
gapless phase of the Kitaev model on the hyper-honeycomb lattice vanishes on a contour in
momentum space [48].
Using the expression (3.2.13)
D̂ = (−1)θ det(Qu)(−1)Na(−1)Nχ (3.7.1)
the number of excited matter fermions Na in the physical subspace is found by calculating
the lattice dependent geometric factor θ and the determinant of the transformation matrix
Qu. The analytical expression for det(Qu), however, should be different to the one given in
Eq. (3.5.9) and must be carefully derived. We calculated det(Qu) and θ for the flux-free
sector of the Kitaev hyper-honeycomb model with periodic boundary conditions numerically.
Unfortunately, we found that there are different parities for different lattice sizes, indicating
that no general rule for the number of occupied eigenmodes in the flux-free sector can be
established here. This should be checked analytically. Moreover it would be interesting
to extended the analysis to further generalizations of Kitaev model for other tri-coordinated
lattices in both two and three spacial dimensions.
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4. Spin correlations and magnetic
susceptibility
After the introduction of a theoretical model that provides an ideal hunting ground to study
properties of a spin liquid, we now want to calculate observable quantities for the Kitaev
model. This allows us to identify signatures of the described finite-size effects and make
predictions for experimental measurements. The chapter comes in two parts. First we review
in sections 4.1 to 4.3 the required formalism to calculate spin correlations and susceptibilities
that can be found for example in Refs. [44, 46]. Afterwards in sections 4.4 to 4.7 we extend
it in order to correctly apply it to the physical states of finite-size systems, as discussed in
the previous chapter. This allows a comparison between the relevant matrix elements for
the physical and unphysical structure factor and the static susceptibility, which has not been
done so far.
4.1. Spin correlation
Consider the zero-temperature spin correlation function
Sαβij (t) =
1
2π
〈0| σ̂αi (t)σ̂
β
j (0) |0〉 , (4.1.1)
where |0〉 is the many-body ground state. Note that the defining factor 1/2π is missing in
Ref. [32]. The expression for the time dependence of the spin correlation function of the
Kitaev model was first derived in Ref. [44]. Since the fluxes are constants of motion, we
demonstrated in the last chapter that the Hilbert space of Hû, Eq. (2.4.1), can be decom-
posed as a direct product of “flux” and “matter” degrees of freedom |ξ〉 = |χ〉 ⊗ |Ã
〉
. Of
course there are also gauge degrees of freedom, but since observables are the same for all
gauge equivalent states (see Sec. 3.3), we do not need to take them into account explicitly.
Instead, we choose to work in a fixed gauge. The correlator is now calculated using the
ground state |0〉 written in factorized form of the ground states in the flux and matter sector
|0〉 = |χ0〉 ⊗ |Ã0
〉
. For the flux free ground state we choose the standard gauge with all
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eigenvalues for the bond variables u〈ij〉α = +1.
Using the bond fermions defined in Eq. (3.2.6) the spin operator can be brought into the
form
σ̂αi = ib̂
α
i ĉi = i
((
χ̂α〈ij〉
)†
+ χ̂α〈ij〉
)
ĉi
σ̂αj = ib̂
α
j ĉj =
((
χ̂α〈ij〉
)† − χ̂α〈ij〉) ĉj, (4.1.2)
where i is a site on sublattice A and j on sublattice B. Note that the given gauge translates
to the occupation number of bond fermions Nχ = 0 and χ̂α〈ij〉 |χ0〉 = 0. In this notation it
becomes clear, that the application of a σ̂αi operator changes the bond fermion number of
the α-bond emanating from site i by one. For the given gauge this leads to u〈ij〉α = −1. As
a result the two flux variables next to this bond also change. Inserting the spin operators into
the correlation function then gives
Sαβij (t) =
1
2π
〈χ0|
〈
Ã0|iχ̂α〈ik〉(t)ĉi(t)
(
χ̂β〈lj〉
)†
(0)ĉj(0) |χ0〉 |Ã0
〉
, (4.1.3)
where 〈ik〉 is the α-bond originating from site i and 〈lj〉 the β-bond originating from site l. If
we write the time dependence in Heisenberg representation, one gets
Sαβij (t) =
1
2π
〈χ0|
〈
Ã0|ieiHtχ̂α〈ik〉(0)ĉi(0)e−iHt
(
χ̂β〈lj〉
)†
(0)ĉj(0) |χ0〉 |Ã0
〉
, (4.1.4)
with the Kitaev Majorana HamiltonianH = Hu for a given gauge field configuration {u}. This
equation can be interpreted as follows. Applying
(
χ̂β〈lj〉
)†
as discussed above, changes the
configuration of fluxes on the plaquettes sharing the bond 〈lj〉. This leads to the dynamical
rearrangement of the Majorana matter fermions (c) in the modified gauge field [44, 46].
Since the fluxes are static, it is clear that the overlap 〈χ0| χ̂α〈ik〉
(
χ̂β〈lj〉
)†
|χ0〉 = δilδkj ≡
δαβδ〈ij〉α is zero unless the spins are on neighboring sites and flip the same bond (see also
Sec. 3.3). Therefore site-off-diagonal contributions vanish beyond nearest-neighbor pairs in-
dicated by δ〈ij〉α . Using the standard gauge, the change in the gauge field can be expressed
by adding a local potential V̂α = −2iJαcicj to the Hamiltonian for the bond that has been
flipped. The spin correlator can therefore be expressed purely in terms of non-interacting
matter fermions in the ground-state flux sector, subject to the perturbation V̂α = −2iJαcicj ,
which represents a mapping to a quantum quench [44, 51]
Sαβij (t) =
−i
2π
〈
Ã0|eiH0tĉie−i(H0+V̂α)tĉj|Ã0
〉
δαβδ〈ij〉α . (4.1.5)
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Here H0 is the Majorana hopping Hamiltonian in the zero-flux sector. H0 + V̂α and H0 differ
in the sign of the Majorana hopping on the α-bond, representing the insertion of the flux pair.
It is thus the Hamiltonian of the two-flux sector.
The expression (4.1.5) can also be treated as an X-ray edge problem [44] that describes the
singularities of X-ray absorption after the sudden switching on of a local potential impurity in
a Fermi liquid [52]. It is exactly solvable and by using this approach the spin correlation for
the Kitaev model in the thermodynamic was first calculated in Ref. [51].
4.2. Structure factor
In the following we will focus on finite-size systems and calculate the dynamic structure
factor, which is a useful quantity, because it is proportional to the cross section of neutron
scattering experiments. It is the Fourier transform of the correlation function given by
Sαα(q, ω) =
1
N
∑
ri,rj
e−iq(ri−rj)
∫ ∞
−∞
dteiωtSααij (t). (4.2.1)
Having seen that the spin correlation function is strictly zero beyond nearest-neighbor corre-
lations, only a few real-space components are needed to calculate the structure factor. Due
to the translation invariance, for the isotropic case, there are only four different correlators,
the two site-diagonal Sααii/jj and the two nearest-neighbor S
αα
ij/ji terms contributing:
Sαβij (t) =
−i
2π
〈
Ã0|eiH0tĉie−i(H0+V̂α)tĉj|Ã0
〉
δαβδ〈ij〉α
Sαβji (t) =
i
2π
〈
Ã0|eiH0tĉje−i(H0+V̂α)tĉi|Ã0
〉
δαβδ〈ij〉α
Sαβii (t) =
1
2π
〈
Ã0|eiH0tĉie−i(H0+V̂α)tĉi|Ã0
〉
δαβδ〈ij〉α
Sαβjj (t) =
1
2π
〈
Ã0|eiH0tĉje−i(H0+V̂α)tĉj|Ã0
〉
δαβδ〈ij〉α ,
(4.2.2)
This is in contrast to the case of disordered interaction strengths, where all onsite and
nearest-neighbor correlators must be taken into account. We will consider this case later
on as well.
A suitable Lehmann representation of Eq. (4.2.2) is in terms of the matter Majorana eigen-
states of the Hamiltonian H0 + V̂α, denoted by |λ〉:
Sαβij (t) =
−i
2π
∑
λ
ei(E0−Eλ)t
〈
Ã0|ĉi |λ〉 〈λ| ĉj|Ã0
〉
δαβδ〈ij〉α . (4.2.3)
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Here, E0 and Eλ are the energies of the initial and intermediate states. A transformation to
Fourier space gives
Sαβij (ω) = −i
∑
λ
〈
Ã0|ĉi |λ〉 〈λ| ĉj|Ã0
〉
δ[ω − (Eλ − E0)]δαβδ〈ij〉α . (4.2.4)
In the following we denote the operators for matter eigenmodes in the zero-flux and two-flux
sectors with â and b̂, respectively. The complete sum runs over all multi-particle eigen-
states of H0 + V̂α given by |λ〉 = b̂†λn . . . b̂
†
λ1
|λ0〉. The state |λ0〉 with energy E(2)0 the
ground state energy of the two-flux sector, has zero excitations. Further contributions come
from single-particle excitations |λ1〉 = b†λ1 |λ0〉 with energy E
(2)
0 + ε
(2)
λ1
, which adds the
single-particle energy of the two-flux sector ε(2)λ . Moreover there are two-particle excitations
|λ2λ1〉 = b†λ2b
†
λ1
|λ0〉 with energy E(2)0 + ε
(2)
λ2
+ ε
(2)
λ1
and so on. Their individual contribution to
the full dynamical correlation function is given by
Sαβij,(0)(ω) = −i
〈
Ã0|ĉi |λ0〉 〈λ0| ĉj|Ã0
〉
δ[ω − (E(2)0 − E0)]δαβδ〈ij〉α
Sαβij,(1)(ω) = −i
∑
λ1
〈
Ã0|ĉi |λ1〉 〈λ1| ĉj|Ã0
〉
δ[ω − (E(2)0 + ε
(2)
λ1
− E0)]δαβδ〈ij〉α
Sαβij,(2)(ω) = −i
∑
λ1,λ2
〈
Ã0|ĉi |λ2, λ1〉 〈λ2, λ1| ĉj|Ã0
〉
δ[ω − (E(2)0 + ε
(2)
λ2
+ ε
(2)
λ1
− E0)]δαβδ〈ij〉α
. . .
(4.2.5)
In the following, the complete sum over excited states |λ〉 will be approximately evaluated
using states with a fixed (small) number of matter excitations ofH0 +V̂α. This can be justified
by considering the sum rule of the spin correlation function [53]
2πSααij (t = 0) =
∫ ∞
−∞
Sααij (ω)dω. (4.2.6)
It connects the equal time correlation function to the full frequency integral of the dynamic
structure factor. For t = 0 the nearest-neighbor correlation function Eq. (4.2.2) simplifies to
2πSααij (t = 0) = −i
〈
Ã0|ĉiĉj|Ã0
〉
δ〈ij〉α , (4.2.7)
which can be calculated using the Bogoliubov transformation described in section 2.5. Using
the translation invariance we find
2πSαα〈ij〉α(t = 0) =
1
N
∑
q
〈
Ã0|(âq + â†q)(â†q − âq)|Ã0
〉
=
1
N
∑
q
cos 2θq (4.2.8)
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with the Bogoliubov angle θq giving
cos(2θq) =
ReS(q)
|S(q)|
. (4.2.9)
In the thermodynamic limit (N → ∞) and at the isotropic point we find for the integral over
the Brillouin zone
2πSαα〈ij〉α(t = 0) =
√
3
16π2
∫
BZ
cos(2θq)dq = 0.52486. (4.2.10)
By comparing the exact result of the equal time correlation function to the frequency integral
(4.2.6) of the dynamic structure factor it was shown that only 2.5% of the spectrum is due to
multi-particle contributions with more than two particles [51]. This tells us, that only a small
number of fermionic excitations is generated by the quench V̂α.
4.3. Conversion of operators
The calculation of the matrix elements
〈
Ã0|ĉi |λ〉 involves eigenstates of both H0 + V̂α and
H0. We thus need a conversion for the excitation operators. As in Eq. (2.4.4), these are
constructed from the matter Majorana operators according to
(â1, . . . , âN) =
1
2
[
(ĉTA)U + i(ĉ
T
B)V
]
,
(b̂1, . . . , b̂N) =
1
2
[
(ĉTA)U
′ + i(ĉTB)V
′] . (4.3.1)
Using a canonical transformation, one can express the one kind of operators in terms of the
other
b̂λ =
∑
m
X∗λmâm + Y
∗
λmâ
†
m (4.3.2)
where X, Y are the transformation matrices
X∗ =
1
2
(U ′†U + V ′†V ),
Y ∗ =
1
2
(U ′†U − V ′†V )
(4.3.3)
which obey the conditions [54]
XX† + Y Y † = 1, XY T + Y XT = 0,
X†X + Y TY ∗ = 1, XTY ∗ + Y †X = 0.
(4.3.4)
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This allows one to rewrite the fermion-free state of the two-flux sector, |λ0〉, in terms of â
fermions and the fermion-free state in the zero-flux sector, |Ã0
〉
:
|λ0〉 =
[
X†X
]1/4
e−
1
2
â†X∗−1Y ∗â†|Ã0
〉
, (4.3.5)
with the overlap |
〈
Ã0|λ0〉| =
√
|detX| [51]. These matrices can be obtained via singular
value decomposition as outlined in section 2.4.
4.4. Physical structure factor
However, in order to evaluate the matrix elements we must restrict ourselves to the physical
subspace. We therefore use the physical ground state |A0〉 of H0 and only the physical
many-body states in |λ〉. As we have pointed out in Ch. 3, in the gapless phase the physical
states in the flux-free sector must have an odd number of â fermions. Hence, |A0〉 = â†1|Ã0
〉
and E0 = E
(0)
0 + 2ε
(0)
1 where E
(0)
0 and ε
(0)
1 are the energies of the ground state and the
lowest excitation of Hu in the flux-free sector. First we assume that the sign of det(Qu) in
the two-flux sector does not change. According to the analysis from section 3.5.4 we then
find that |λ〉 must contain an even number of matter fermion excitations around the isotropic
point. Therefore only terms from equation (4.2.5) with even number of excitations in |λ〉
contribute. The case where the sign of det(Qu) changes is discussed in Sec. 4.7. The
simplest calculation is the zero-particle contribution 〈A0| ĉA,i |λ0〉:〈
Ã0|â1ĉA,i |λ0〉 =
[
X†X
]1/4 〈
Ã0|â1
∑
n
Uin(a
†
n + an)e
− 1
2
â†X∗−1Y ∗â†|Ã0
〉
(4.4.1)
written for a site on sublattice A of the unit cell with index i. After expanding the exponential
function this leads to
〈
Ã0|â1
∑
n
Uin(a
†
n + an) |λ0〉 =
√
|detX|
[
Ui1 −
(
UX−1Y
)
i1
]
. (4.4.2)
Similarly for ĉB,j on sublattice B of unit cell j one finds
i
〈
Ã0|â1
∑
n
Vjn(a
†
n − an) |λ0〉 = i
√
|detX|
[
Vj1 +
(
V X−1Y
)
j1
]
. (4.4.3)
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In the same way the two-particle contributions are obtained by straightforward algebra.〈
Ã0|â1ĉA,ib̂†λ2 b̂
†
λ1
|λ0〉 =〈
Ã0|â1
∑
n
Uin(a
†
n + an)b̂
†
λ2
b̂†λ1e
− 1
2
â†X∗−1Y ∗â†|Ã0
〉 (4.4.4)
gives 〈
Ã0|â1
∑
n
Uin(a
†
n + an)b̂
†
λ2
b̂†λ1e
− 1
2
â†X∗−1Y ∗â†|Ã0
〉
=√
|detX|
[
Ui1
(
Y X−1
)
λ1λ2
+
(
UX−1
)
iλ1
Xλ21−(
UX−1
)
iλ2
Xλ11 +
(
UXT
)
iλ1
[
X−11λ2 −Xλ21
]
−(
UXT
)
iλ2
[
X−11λ1 −Xλ11
]
−
(
UX−1Y
)
i1
(
Y XT
)
λ1λ2
]
.
(4.4.5)
Similarly matrix elements for ĉB,j are
i
〈
Ã0|â1
∑
n
Vjn(a
†
n − an)b̂
†
λ2
b̂†λ1e
− 1
2
â†X∗−1Y ∗â†|Ã0
〉
=
i
√
|detX|
[
Vj1
(
Y X−1
)
λ1λ2
−
(
V X−1
)
jλ1
Xλ21+(
V X−1
)
jλ2
Xλ11 −
(
V XT
)
jλ1
[
X−11λ2 −Xλ21
]
+(
V XT
)
jλ2
[
X−11λ1 −Xλ11
]
+
(
V X−1Y
)
j1
(
Y XT
)
λ1λ2
]
.
(4.4.6)
4.5. Unphysical structure factor
In the naive approach, upon ignoring considerations about the fermion parity condition one
may start with the fermion-free state |Ã0
〉
in the zero-flux sector. Then, the spin correlation
function contains only odd numbers of matter fermion excitations. This unphysical structure
factor starts with the one-particle contribution [55]:
〈
Ã0|ĉA,ib̂†λ1 |λ0〉 =
√
|detX|
(
UX−1
)
iλ
(4.5.1)
and 〈
Ã0|ĉB,j b̂†λ1 |λ0〉 = −i
√
|detX|
(
V X−1
)
jλ
, (4.5.2)
where the energy E0 appearing in Eq. (4.2.4) is given by E
(0)
0 . Again it turns out to be
sufficient to include the one-particle contribution only, in oder to take approximately 98% of
the spectrum into account [51]. Below in Sec. 5.2.2 we will show results for the dynamic
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structure factor at momentum q = 0
Sαα(q = 0, ω) =
1
N
∑
ij
Sααij (ω) (4.5.3)
4.6. Susceptibility
Next we calculate the static susceptibility which can be measured experimentally using nu-
clear magnetic resonance (NMR). The experiment exploits the fact that a probe, subject to a
magnetic field, will absorb electromagnetic waves of an specific resonance frequency. Within
linear response theory the absorption intensity is proportional to the imaginary part of the
dynamic susceptibility.
The spatially resolved static susceptibility χij is defined via local fields hi,
Hh = −
∑
iα
hαi σ̂
α
i (4.6.1)
such that
χαβij = −
∂2E
∂hαi ∂h
β
j
(4.6.2)
at zero temperature, where E denotes the ground state energy in the presence of the local
fields. In the case of a general Hamiltonian describing the Kitaev Model with local magnetic
fields
H = HK +Hh (4.6.3)
the Z2 fluxes Ŵ no longer commute with the Hamiltonian and the Kitaev model is no longer
exactly solvable [31]. We can obtain the static susceptibility via the Kramers-Kronig relation
χαβij (ω = 0) = −P
∫
dω′
Sαβij (ω
′)
ω − ω′
= i
∑
λ
〈
Ã0|ĉi |λ〉 〈λ| ĉj|Ã0
〉
E0 − Eλ
, (4.6.4)
where P denotes the Cauchy principal value. To calculate the physical matrix elements we
again need to use the physical ground state given by |A0〉 = â†1|Ã0
〉
in the same way as
before.
4.7. Parity and gauge transformation
As a subtlety of the model, the Majorana parity π̂c depends on the chosen gauge. In Sec.
3.1 we pointed out that a gauge transformation is implemented using the variable θj = ±1
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on each lattice site. Majorana fermions are transformed as ĉj → θj ĉj and ûij → θiûijθj .
According to Eq. (3.2.7) and (3.2.8), therefore both, the number of bond Nχ and matter
fermions Nf changes. Only the total fermion number N = Nχ + Nf is conserved. This
may lead to a situation where one faces a technical problem when calculating the overlap〈
Ã0|λ0〉. From Eq. (4.3.5) we find the expression of the ground state of the two-flux sector
|λ0〉 =
[
X†X
]1/4
e−
1
2
â†X∗−1Y ∗â†|Ã0
〉
. But since fermions are always created in pairs, in this
way |λ0〉 and |Ã0
〉
are constructed to always have the same parity.
As also discussed in Ref. [56] using the above consideration we can restore the neces-
sary relative parity by making use of the gauge structure. If the overlap
〈
Ã0|λ0〉 vanishes,
because both ground states have opposite matter fermion parity π̂c, a gauge transformation
can be used to change the parity of bond and matter sector while keeping the parity of total
fermion number intact. Remember that the number of matter fermion excitations Na remains
unaffected, because this does not transform an unphysical state into a physical one. More-
over, according to equation (3.2.10) π̂c = det(Qu)π̂, we can make two observations. Firstly,
opposite matter fermion parity in the ground state of the flux-free and two-flux sector (without
any matter fermion excitations, π̂ = 1) also implies an opposite sign of det(Qu) in the two
sectors. And secondly, the gauge transformation is therefore associated with a change of
sign of det(Qu).
Since Majorana fermions are their own adjoints with ĉiĉi = 1, we can introduce a new
identity operator ĉi
∑
λ′ |λ′〉 〈λ′| ĉi into the Lehman representation Eq. (4.2.2)
Sαβij (t) =
−i
2π
∑
λ′
eiE0t
〈
Ã0|ĉie−i(H0+V̂α)tĉi |λ′〉 〈λ′| ĉiĉj|Ã0
〉
δαβδ〈ij〉α . (4.7.1)
We now use ĉie−i(H0+V̂α)tĉi = e−iĉi(H0+V̂α)ĉit. If say V̂α ≡ V̂z we find that ĉi(H0 + V̂z)ĉi =
H0 + V̂x + V̂y defines a gauge transformation within the same flux sector. The many-body
eigenstates |λ′〉 are taken to be eigenstates of the a new Hamilton operator where all bonds
emanating from site i have been flipped. Note that this also leaves the state’s energy Eλ
unchanged. Now the new matrix elements, which need to be calculated are
〈
Ã0|λ′〉 and
〈λ′|ĉA,iĉB,j|Ã0
〉
. Moreover the state |λ′0〉 has now the opposite fermion parity as |λ0〉 and the
overlap
〈
Ã0|λ′0〉 becomes finite [46].
In the following notation matrices are obtained by using the new eigenstates |λ′〉, so they
are actually different than the ones introduced before, though we will omit a special labeling,
if it is clear from the context. For the zero-particle contribution we find
〈
Ã0|λ′0〉 =
√
|detX| (4.7.2)
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and
〈λ′0|ĉA,iĉB,j|Ã0
〉
= i
√
|detX|
[(
UV T
)
ij
+
(
V X−1Y UT
)
ij
]
. (4.7.3)
The two-particle contributions are given by
〈
Ã0|b̂†λ2 b̂
†
λ1
|λ′0〉 =
√
|detX|
(
Y X−1
)
λ2λ1
(4.7.4)
and
〈λ′0|b̂λ1 b̂λ2 ĉA,iĉB,j|Ã0
〉
=− i
√
|detX|[ (
V XT
)
jλ2
(
UXT
)
iλ1
−
(
V XT
)
jλ1
(
UXT
)
iλ2
+
(
UX−1Y V T
)
ij
(
XY T
)
λ1λ2
+
(
V X−1Y Y T
)
jλ2
(
UXT
)
iλ1
+
(
Y X−1Y UT
)
λ2i
(
V XT
)
jλ1
+
(
Y X−1Y V T
)
λ1j
(
UXT
)
iλ2
+
(
UX−1Y Y T
)
iλ1
(
V XT
)
jλ2
+
(
UV T
)
ij
(
Y X−1Y Y T
)
λ1λ2
+3
(
Y X−1Y UT
)
λ1i
(
Y X−1Y UT
)
λ2j
−3
(
Y X−1Y UT
)
λ2i
(
Y X−1Y UT
)
λ1j
−2
(
Y X−1Y Y T
)
λ1λ2
(
UX−1Y V T
)
ij
]
.
(4.7.5)
However, these are the unphysical contributions to the structure factor. We know that the
physical ground state is given by |A0〉 = â†1|Ã0
〉
, while equation (3.5.13) implies that |λ′〉
must contain an odd number of excitations. A more detailed discussion follows in Sec. 5.2.3.
Therefore relevant physical matrix elements must be calculated by adding an extra fermion
to the ground states. They are given by
〈
Ã0|â1b̂†λ |λ
′
0〉 =
√
|detX|
(
X−1
)
1λ
(4.7.6)
and
〈λ′0|b̂λĉA,iĉB,j â
†
1|Ã0
〉
=− i
√
|detX|[ (
V XT
)
jλ
(
UX−1Y
)
i1
−
(
V X−1
)
j1
(
UXT
)
iλ
+
(
UV T
)
ij
(
X−1
)
1λ
−
(
UX−1Y V T
)
ij
(X)λ1
−
(
V X−1
)
jλ
(U)i1 −
(
UX−1
)
iλ
(V )j1
]
.
(4.7.7)
The next relevant multi-particle excitations are given by
〈
Ã0|â1b̂†λ3 b̂
†
λ2
b̂†λ1 |λ
′〉 (4.7.8)
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and
〈λ′0|b̂λ1 b̂λ2 b̂λ3 ĉA,iĉB,j â
†
1|Ã0
〉
. (4.7.9)
Though this expression becomes rather long and we did not evaluate these matrix elements.
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5. Numerical results
In the following chapter we present the results of our numerical calculation of the dynamic
structure factor and spin susceptibility. They are obtained via singular-value decomposition
of the matrix M in Eq. (2.4.2) for finite-size systems of length up L1,2 ≤ 160. Particular
attention is paid to the differences between physical and unphysical states as discussed
previously in this thesis. This chapter comes in three parts. In Sec. 5.1 the spectrum of a
system with L1L2 = 4 unit cells is discussed. For a small system all eigenstates may be cal-
culated by exact diagonalization of the original spin model. This allows a direct comparison
between the eigenstates of the Hamiltonian in spin and Majorana fermion representation.The
analysis is performed for system with periodic boundary conditions as well as for the case
with a single bond varied or missing. The latter situation allows us to extend the discussion
to the case of open boundary conditions which are accompanied by dangling gauge Majo-
rana fermions. Afterwards in Sec. 5.2 we consider the unperturbed Kitaev model for larger
system sizes and perform a finite-size analysis of the flux gap energy and the dynamic sus-
ceptibility. The susceptibility has been calculated independently in Ref. [51]. However as we
pointed out, there is a difference between the physical and unphysical one and we explicitly
distinguish between the two of them. Lastly, in Sec. 5.3 bond disorder is introduced into the
model and the flux gap and susceptibility distributions are calculated. Finally we will show
that disorder might result in a ground state which is no longer flux free. We published most
of these results in Ref. [32].
5.1. Spectrum for L1 = L2 = 2
In this section we verify the analysis of Chapter 3 by comparing the eigenenergies of HK,
obtained by exact diagonalization of the spin Hamiltonian, with the energies of the many-
body Majorana states, both physical and unphysical.
We choose a small “rectangular” cluster with periodic boundary conditions as defined in
section 3.5 with L1 × L2 = 4 unit cells and 8 spins. We choose to set L1 = L2 ≡ L and
use a cluster without any geometric “twist” (M = 0). Therefore the torus is defined through
the vectors L1e1 and L2e2 where we use the set of basis vectors e1 = (
√
3/2, 1/2) and
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Figure 5.1.1.: Lower half of the many-body spectrum of an anisotropic 2× 2 Kitaev model
with Jx = Jy ≤ Jz as function of Jx/Jz, and the system geometry shown
in the inset. Lines: Eigenenergies obtained by exact diagonalization of the
spin Hamiltonian. Symbols: Eigenenergies of the Majorana Hamiltonian in
the flux-free sector, uij = 1. Na is the number of matter fermion excitations.
At (and near) the isotropic point, Na = 0, 2 states are unphysical (red) while
Na = 1 states are physical (blue). The vertical dashed line indicates the
boundary between the gapped and gapless phases [31].
e2 = (
√
3/2,−1/2). The magnetic couplings are varied anisotropically. Here the Dirac point
does not belong to the discrete partitioning of the Brillouin zone, such that all excitation
energies of matter fermions, εm, are non-zero.
5.1.1. Periodic boundary conditions and varying anisotropy
To illustrate the unphysical character of the zero-flux fermion-free state, we show in Fig. 5.1.1
the many-body Majorana energies in the zero-flux sector, together with all 28 = 256 eigenen-
ergies of the spin Hamiltonian, for varying spin anisotropy.
In the entire gapless phase, 1/2 ≤ Jx,y/Jz ≤ 1, the Majorana states with even number
Na of matter fermion excitations do not correspond to any of the physical states, whereas
the Majorana states with odd Na match the physical spectrum. Interestingly, this behavior is
reversed in the gapped phase, 0 ≤ Jx,y/Jz < 1/2, where now the states with even Na are
physical. Unlike in the gapless phase, there is no general rule for the parity of the gapped
phase. Nevertheless for every situation the parity can be calculated explicitly. Here the
difference to the gapless phase is, that there is no longer any reciprocal vector q ∈ Ω with
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Figure 5.1.2.: Same as Fig. 5.1.1, but for the four-flux sector with W1 = W2 = −1. The
bonds with uij = −1 are shown in light (red) color in the inset. Here, Na =
0, 2 states are physical (blue) while Na = 1 states are unphysical (red) near
the isotropic point.
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Figure 5.1.3.: The points show eigenenergies of the Majorana Hamiltonian for the (plaque-
tte) flux-free state with one torus flux w1 = −1 and w2 = 1. uij for the red
bonds are set to −1. Due to the lattice periodicity, the red bond on the right
is equivalent to the red bond on the left.
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Figure 5.1.4.: Same as Fig. 5.1.1, but now for an isotropic model where a single bond has
a different exchange strength J0 6= J . Full (open) symbols correspond to the
Majorana eigenenergies in the sectors with zero flux (two fluxes, with a flux
pair adjacent to the J0 bond), respectively. As before, blue (red) symbols
denote physical (unphysical) states.
S(q) = Jxeiq·e1 + Jyeiq·e2 + Jz < 0. This is because S(b1+b2
2
) = Jz − Jx − Jy > 0 in
the entire gapless phase. Consequently γ(L1, L2,M) = 0, as discussed in Sec. 3.5.5. We
can now look at our table 3.5.1 and find for L1, L2,M even, a change of the prefactor (−1)µ
and therefore an even number of occupied eigenmodes. However, there are other boundary
conditions set by L1, L2 and M where this is not the case.
We have repeated this analysis in all flux sectors. As an example, we show the flux
sector containing the ground state, here with fluxes through all plaquettes, in Fig. 5.1.2. The
physical states in this sector have an even number of excited matter fermions in both phases.
Interestingly, in the three flux sectors without plaquette fluxes but with a flux through at
least one of the torus holes, i.e., W1 = −1, W2 = 1, W1 = 1, W2 = −1, and W1 = W2 = −1,
the even-Na states are found to be physical, see Fig. 5.1.3.
Varying a single bond
To underline the arguments concerning missing bonds and open boundary conditions in sec-
tion 3.4.2 we now consider an isotropic L1 = L2 = 2 system where we vary the exchange
strength J0 on one bond keeping the other couplings fixed at J . Fig. 5.1.4 shows the Majo-
rana energies both in the zero-flux and two-flux sectors, in the latter case with the flux pair
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located adjacent to the J0 bond, together with the exact spectrum.
For any non-zero J0, the states with odd (even) Na are physical in the zero-flux (two-flux)
sector, respectively, consistent with our reasoning above. However, for J0 = 0, all matter
Majorana states become physical: This is a consequence of the zero-mode constructed from
gauge Majorana fermions in the presence of a missing bond, see section 3.4.2. Consistent
with this, the energy difference between the zero-flux and two-flux states vanishes as the
flux pair has no observable impact if it surrounds the J0 = 0 bond.
5.2. Isotropic Kitaev model
In this section we consider the clean Kitaev model with isotropic magnetic couplings Jx =
Jy = Jz ≡ J for larger systems. We use again a “rectangular” cluster with periodic boundary
conditions and without geometric “twist” (M = 0). Setting L1 = L2 ≡ L, the system has
L× L = N unit cells and 2N spins.
5.2.1. Finite-size behavior of the flux gap
We will start off by a finite-size scaling of the flux gap energy. It is the energy difference
between the flux-free ground state and the first exited state in the flux sector. As discussed
earlier, for periodic boundary conditions fluxes are always created in pairs. In this case we
consider fluxes on neighboring plaquettes. This quantity also enters in the calculation of the
magnetic susceptibility and spin structure factor.
In Fig. 5.2.1 we show the finite-size scaling of the energy necessary to create such a
flux pair. Since the physical flux-free ground state contains one matter fermion excitation,
whereas the lowest two-flux state does not, the physical energy gap is given by
∆Ep = E
(2)
0 − E0 = E
(2)
0 − (E
(0)
0 + 2ε
(0)
1 ) (5.2.1)
where E(0)0 and E
(2)
0 are the ground-state energies of Hu in the zero-flux and two-flux sec-
tors, respectively, and ε(0)1 refers to the lowest singular value of M in the flux-free sector.
Alternatively, one may consider an unphysical gap,
∆Eu = (E
(2)
0 + 2ε
(2)
1 )− E
(0)
0 (5.2.2)
which involves states with incorrect parity π in both flux sectors.
As the L = ∞ matter fermion spectrum is gapless, we have ε(0)1 = ε
(2)
1 = 0 and thus
∆Ep = ∆Eu whenever the Dirac point is included in the discrete set of momenta. For the
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isotropic model the Dirac points are found at wavevectors
K = (2π/
√
3, 2π/3)
K′ = (2π/
√
3,−2π/3).
(5.2.3)
Written in terms of the reciprocal lattice vectors
b1 = 2π/
√
3(1,
√
3)
b2 = 2π/
√
3(1,−
√
3)
(5.2.4)
they are located at
K =
2
3
b1 +
1
3
b2
K′ =
1
3
b1 +
2
3
b2.
(5.2.5)
Whether the momentum q is included into the partitioning of the reciprocal lattice, is deter-
mined by the periodicity condition (3.5.11). For M = 0 the set of momenta is given by
q =
n1
L
b1 +
n2
L
b2 (5.2.6)
with n1,2 ∈ Z. Therefore whenever L mod 3 = 0 the Dirac points are included and the data
points L mod 3 = 0 display weak L dependence in Fig. 5.2.1. In contrast, the data points
for L mod 3 6= 0 are influenced by the strong L dependence of ε(0)1 or ε
(2)
1 and the difference
between the physical and unphysical flux gap energy is large.
Fig. 5.2.1 demonstrates that observables calculated for physical and unphysical states
have rather different finite-size behavior; in particular the finite-size convergence appears
significantly slower in the physical case. Knowing that both ∆Ep and ∆Eu have to converge
to the same value as L→∞, one may choose the most suitable set of states and boundary
conditions for fast convergence.
The negative values of the flux gap for small L, Fig. 5.2.1, imply that the ground state is
not flux free. As we have mentioned in Ch. 2 a theorem of Lieb [40], guarantees that the
ground state of the Kitaev model in the thermodynamic limit is always in the flux-free sec-
tor. This assertion is apparently incorrect for small lattices, Fig. 5.2.1, and the reasons are
threefold: (i) The theorem of Lieb applies to ground states of hopping Hamiltonians, but as
established here, the flux-free state of the Kitaev model contains an excited matter fermion
which changes the energetics (and in particular lowers the energy of the lowest many-body
state in the two-flux sector relative to that in the flux-free sector). (ii) Only systems with
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Figure 5.2.1.: Flux gap ∆E of the isotropic Kitaev model as function of inverse system size,
with L1 = L2 ≡ L, periodic boundary conditions, and M = 0. T he solid line
shows the physical result, Eq. (5.2.1), taking into account the presence of
an excited matter fermion in the flux-free sector. In contrast, the dashed line
shows the result (5.2.2) where both the states in the flux-free and two-flux
sectors are unphysical. ∆Ep = ∆Eu is realized for L mod 3 = 0 where the
Dirac point is an allowed wavevector. The arrow indicates the infinite-system
result [31] ∆E ≈ 0.27J .
M = L2/2 obey the particular periodicity requirement needed for Lieb’s theorem to apply.
(Note that the factor 1/2 is missing in Ref. [32].) (iii) Loops with 0(mod 4) bonds contain a
flux. This means, that whenever Lieb’s theorem applies, there is at least one torus flux in the
ground state. Taken together, the theorem of Lieb ensures that the ground state of the Kitaev
model is in the flux-free sector in the limit of large system size (where the restrictions (i), (ii)
become irrelevant and the ground state is topologically degenerate), and is only decisive for
small systems if M = L2/2.
5.2.2. Finite-size behavior of the dynamic structure factor
Next we calculate the dynamic structure factor Sαα(q = 0, ω) using the expressions and
methodology outlined in the previous chapter. Due to the translation invariance, for the
isotropic case, Sααii = S
αα
i′i′ = S
αα
jj and S
αα
ij = S
αα
i′j′ = S
αα
ji , where i, i
′ denotes a site on
sublattice A and j, j′ a site on sublattice B. Moreover, since the correlations vanish be-
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Figure 5.2.2.: Dynamic structure factor for the isotropic Kitaev model, calculated from
Eq. (4.5.3) for systems with L1,2 = 40 and a broadening of γ/J = 0.04
(top) and L1,2 = 140 and γ/J = 0.02 (bottom), both with M = 0. The “phys-
ical” (solid) result takes into account the presence of a matter fermion in
the ground state; it consists of two-particle contributions, Eq. (4.4.4), and
an isolated low-energy peak corresponding to the zero-particle contribu-
tion, Eq. (4.4.1). In contrast, the “unphysical” result (dashed) contains one-
particle contributions, Eq. (4.5.1), only. The exact result [51] for L = ∞ is
shown for comparison.
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yond nearest neighbors, there are only two inequivalent terms contributing in the Fourier
transformation
Sαα(q = 0, ω) =
1
N
∑
ij
Sααij (ω) = S
αα
ii (ω) + S
αα
ij (ω) (5.2.7)
with
Sααij (ω) = −i
∑
λ
〈
Ã0|ĉi |λ〉 〈λ| ĉj|Ã0
〉
δ[ω − (Eλ − E0)]δ〈ij〉α (5.2.8)
as derived in the previous chapter. Fig. 5.2.2 and Fig. 5.4(b) show the dynamic structure
factor calculated for different system sizes. For the graphical representation a Lorentz broad-
ening to plot the delta peaks
δγ(x) =
1
π
γ
γ2 + x2
(5.2.9)
is applied. We compare our results with the correlation function in the thermodynamic limit
taken from Ref. [51], which were calculated using an X-ray edge approach. Reasonable
finite-size convergence is apparent and the results for L = 140 are very close to the infinite-
system result [51]. The gap in the structure factor is due to the thermodynamic flux gap of
size ∆E/J ≈ 0.27, which was discussed above.
Here, the physical and unphysical results not only depend on the different physical and
unphysical flux gap energies but also result in different matrix elements. As explained in
Ch. 4, the physical flux-free ground state comes with one matter fermion excitation, such
that (at the isotropic point) the excited intermediate states in the two-flux sector have an
even number of matter fermions. In particular, there is a contribution from the zero-fermion
intermediate state – this produces an isolated δ-peak in S(ω) at the physical flux gap ∆Ep =
E
(2)
0 − (E
(0)
0 + 2ε
(0)
1 ) (clearly visible in the L = 40 data at ω/J ≈ 0.08). At L = 60 and
systems of size L mod 3 = 0, where the fermion energy ε(0)1 vanishes the δ-peak is found at
the thermodynamic flux gap ∆Ep ≈ 0.27, see Fig. 5.4(b). The rest of the signal comes from
two-fermion intermediate states; higher excited states are ignored in our calculation because
they only carry spectral weight of about 2.5% [51], as discussed in chapter 4. In contrast,
the unphysical signal is obtained by starting from a fermion-free ground state in the flux-free
sector. Then, the signal at the isotropic point arises from single-fermion intermediate states,
and the low-energy δ-peak is absent.
However, a complication arises if L mod 3 = 0, due to the degeneracy of the state with
and without the zero energy fermion. Since there is no unique way to choose a basis of
eigenstates, the determinant |detX| which is a measure for the overlap of the two ground
states |
〈
Ã0|λ0〉|, is not well defined. To avoid a superposition of degenerate states in the
numerical calculation, the dynamic structure factor for L = 60 in Fig. 5.4(b) was therefore
calculate slightly away from the isotropic point at Jx = Jy = 1.001Jz.
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Figure 5.2.3.: Lowest matter fermion energy of the flux-free state ε(0)1 (blue dashed line)
and of the two-flux state ε(2)1 (red solid line) as a function of the coupling
constants Jx,y for a lattice of size L = 15. In the gray (white) regions the
physical states in the two-flux sector have an even (odd) number of fermionic
excitations.
Remarkably, the differences between the physical and unphysical signal diminish with in-
creasing system size, in accordance with the general argument from Section 3.4.1. Here,
the reason for this can be understood in detail: Although the two-fermion intermediate
states |λ〉 in the physical case can have two arbitrary fermions excited, the matrix element〈
Ã0|â1ĉA,ib̂†λ2 b̂
†
λ1
|λ0〉 will only be sizable if one of the b̂-fermions is the lowest energy one,
simply to match the lowest energy fermion occupied in |A0〉. Due to the Dirac spectrum, the
low energy eigenstates are the same in the systems with and without flux, which is asymp-
totically exact as ω → 0 and L → ∞ [57]. All other matrix elements are suppressed at
least with N−1/2, which effectively reduces the two-particle continuum to the single-particle
continuum of the unphysical case. This can be understood as follows: Since there are N
unit cells in the translation invariant system, the elements of the matrix of eigenvalues are
Uij ∝ O(N−1/2). If â1 is not matched by a b̂-fermion, the matrix element is suppressed due
to
〈
Ã0|â1ĉA,i |λ0〉 ≈
〈
Ã0|â1ĉA,i|Ã0
〉
= Ui1 ∝ O(N−1/2). Equivalently, the matrix element〈
Ã0|â1ĉA,i |λ0〉, determining the weight on the low-energy δ peak in the physical response,
scales as N−1/2. Hence, the dynamic structure factor in the thermodynamic limit is indepen-
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dent of the ground-state parity π. In fact the correct parity condition for the eigenmodes was
not taken into account in Ref. [51], but their results are correct in the thermodynamic limit.
5.2.3. Relative fermion parity of different flux sectors
Since all observables are gauge invariant, we choose to work in the standard gauge u0,
where all bond variables u〈ij〉α = +1. This is convenient because in this case we know
the analytical expression for the determinant det(Qu0) = −1γ+N2 . The two-flux state that is
created by applying a single spin operator on this flux-free state has then one flipped bond
and we denote this bond configuration u1. So far we discussed the case where the signs
of det(Qu0) in the zero-flux and det(Qu1) in the two-flux sectors are identical. Knowing that
physical states in the flux-free sector contain an odd numberNa of matter fermion excitations,
Eq. (3.5.13)
(−1)Θ det(Qu)(−1)Nχ(−1)Na != 1 (5.2.10)
then implies that there must be an even number of matter fermions in the physical excitation
spectrum of the two-flux sector. However, the relative sign of these determinants are not
always identical. According to Eq. 3.2.10, for states without matter fermion excitations
(π̂ = 1), it is given by the relation of the fermion parities of two ground states with two fluxes,
π̂
(2)
c , and without flux, π̂
(0)
c . We define
s ≡ π̂
(2)
c
π̂
(0)
c
=
det(Qu1)
det(Qu0)
. (5.2.11)
Note s is not gauge invariant. Nevertheless this quantity will turn out to be very helpful for the
discussion. We explore the phase space for a fixed lattice size by setting 0.4 ≤ Jx,y/Jz ≤ 1.3
and track the evolution of s. The gray regions in figures 5.2.3 and 5.2.5 corresponds to s = 1,
while the white regions indicate s = −1. As we can see, a change in sign of s coincides with
the points where the lowest excitation energy ε(2)1 in the two-flux sector vanishes. The lowest
excitation energy in flux-free sector ε(0)1 is plotted for comparison.
The oscillation of the energy is due to the finite-size discretization of the momentum space.
For these lattices of size L mod 3 = 0 the Dirac points are included in the discretization at
the isotropic point Jx = Jy = Jz and the matter fermion energy vanishes (ε(0)1 = 0). If
we move slightly away from the isotropic point, ε(0)1 acquires a finite energy until it becomes
zero again, when the Dirac points are once more included in the discretization. For finite
system sizes the vanishing of ε(2)1 occurs at two nearby points, giving a finite parameter
range, where the two ground states in standard gauge have opposite fermion parity. In an
equivalent tight-binding model these points would mark crossing points of the energy levels
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Figure 5.2.4.: Physical (blue solid line) and unphysical (red dashed line) structure factor for
L = 60. We used a Lorentz broadening of γ/J = 0.03. The exact result [51]
for L =∞ is shown for comparison. The number Na of fermionic excitations
in the physical two-flux sector changes at Jx = Jy = Jz. (a) Na odd for
physical states. Structure factor calculated using eigenstates of the gauge
transformed operator ĉi(H0 + V̂z)ĉi = H0 + V̂x+ V̂y. (b) Na even for physical
states. Structure factor calculated using eigenstates of H0 + V̂z.
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Figure 5.2.5.: Same as Fig. 5.2.3, but for a lattice of size L = 60.
with energy E−1 = −ε(2)1 and E1 = ε
(2)
1 . However, in the Majorana model all excitation
energies are positive and the level crossing is accompanied by a change in the number of
matter fermions Nf . This becomes visible by a change of sign of the determinant of the
transformation matrix det(Qu1). Knowing that physical states in the flux-free sector (Nχ = 0)
contain an odd number of fermionic excitations Na, we can then deduce from Eq. (5.2.10)
that Na for a physical state in the two-flux sector (Nχ = 1) is odd as well. This statement is
now valid for all gauge choices. According to the analysis of Sec. 4.7 there is a technical
problem if we want to calculate the overlap of two states with opposite parity. But as also
explained, we can make use of the gauge structure to restore equal parity.
Fig. 5.4(a) shows the structure factor for L = 60 at Jx = Jy = 0.999Jz. This point is
in a region where s = −1. To calculate the structure factor we therefore need to perform
a gauge transformation such that ĉi(H0 + V̂z)ĉi = H0 + V̂x + V̂y, as outlined in Sec. 4.7.
We find that it is apparently insufficient to calculate only the single-particle contribution.
As discussed above, this is because the corresponding matrix elements
〈
Ã0|â1b̂†λ |λ′0〉 and
〈λ′0|b̂λĉA,iĉB,j â
†
1|Ã0
〉
are only sizable if the b̂-fermion is the lowest energy one, to match the
lowest energy fermion â1 of |Ã0
〉
. The only sizable contribution is therefore at the (physical)
flux gap ∆Ep = (E
(2)
0 + 2ε
(2)
1 ) − (E
(0)
0 + 2ε
(0)
1 ) ≈ E
(2)
0 − E
(0)
0 . Apart from this finite-weight
δ-function component, signal comes from three-fermion intermediate states. Again as one
62
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0.4  0.5  0.6  0.7  0.8  0.9  1  1.1  1.2  1.3
E
 [
J
z
]
Jx,Jy [Jz]
L = 60
ε1
(0)
ε1
(2)
Figure 5.2.6.: Same as Fig. 5.2.3, but for a lattice of size L = 60 and with a torus flux
included in the system.
of these fermions has to match the lowest energy fermion of |Ã0
〉
, this should effectively
reduce the three-particle continuum to the two-particle one. However, the calculation of the
corresponding matrix elements turns out to be rather lengthy and needs to be done in future
work.
The unphysical structure factor now also has a finite weight δ-function component at the
(unphysical) flux gap ∆Eu = E
(2)
0 − E
(0)
0 due to the zero-particle contribution given in Eq.
(4.7.2) and (4.7.3). Fig. 5.4(b) shows the structure at Jx = Jy = 1.001Jz for comparison. In
this case we have s = 1 (the same as before for L = 40 and L = 140).
Since the structure factor is gauge independent, the results do not depend on the chosen
gauge. For finite-size system we therefore conclude that there is a phase transition whenever
the energy of ε(2)1 vanishes. These transitions, however, only occur if we can distinguish
between states with an even and odd number of excitations. So in the thermodynamic limit,
where these states are degenerate there is no difference between physical and unphysical
observables as discussed above.
As we go to larger system sizes, the narrow regions in parameter space where s changes
sign, tend to become almost point like. See for example the region between the points
Jx = Jy ≈ 0.93Jz and Jx = Jy = Jz in Fig. 5.2.3 compared to Jx = Jy ≈ 0.998Jz and
Jx = Jy = Jz for the larger system in Fig. 5.2.5. Also the excitation energies ε(2)1 are similar
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ε
(0)
1 indicating that there is no longer a band crossing between ε
(2)
1 and−ε
(2)
1 in the equivalent
tight-binding model, but rather a band touching.
Only the phase transition at Jx = Jy ≈ 0.7Jz (or Jx = Jy ≈ 0.62Jz for L = 15) is
stable, even in the thermodynamic limit. It corresponds to the dynamical phase transition
that was discussed in Ref. [51], where the dynamic structure factor acquires a delta function
contribution. Interestingly, if we include a torus flux into the system, ε(0)1 and ε
(2)
1 generally
appear to remain finite, except at the dynamical transition point. See Fig. 5.2.6 with L = 60
as an example.
We are now also in a position to understand what happens at the transition point to the
gapped phase, where Jz > Jx + Jy. Here it depends on the lattice geometry whether the
flux-free fermion-free ground state is physical or not. However, since we know this state is
unphysical in the entire gapless phase, it can only become physical if the sign of det(Qu0)
changes at the phase boundary. Since theres is a one-to-one correspondence between a
level crossing of its tight-binding energy modes and change of sign of the determinant, this
can only occur if the energy ε(0)1 vanishes at the transition point. For a lattice of size L = 15,
shown in Fig. 5.2.3, the energy does not vanish at Jx = Jy = 0.5Jz. So we know the
physical states in the gapped phase also contain an odd number Na of excitations. On the
other hand for L = 60 we find the energy ε(0)1 = 0 at the boundary. Here the determinant
does change sign and consequently physical states in the gapped phase contain an even
number of excitations. At the phase boundary the two Dirac nodes merge at the point K0 =
b1/2 + b2/2 in the Brillouin zone and annihilate. So the spectrum becomes gapped. In
order to find an energy ε(0)1 = 0 exactly at the boundary this point must be included in the
discretization of the momentum space. This is the case for L = 60, while for L = 15 it is not.
5.3. Random bond Kitaev model
We generalize the model to spatially varying, i.e., random, couplings, such that the Hamilto-
nian now reads
HK = −
∑
〈ij〉x
Jxijσ̂
x
i σ̂
x
j −
∑
〈ij〉y
Jyijσ̂
y
i σ̂
y
j −
∑
〈ij〉z
Jzijσ̂
z
i σ̂
z
j . (5.3.1)
In our simulations of bond disorder, the exchange couplings Jαij will be drawn from uncor-
related box distributions with mean value Jα > 0, Jαij ∈ [Jα − ∆α, Jα + ∆α]. In a possible
experimental realization in an insulating solid, disorder in the Jij arises from random lat-
tice distortions and/or chemical disorder on non-magnetic sites, both of which locally modify
individual exchange paths.
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5.3.1. General considerations
Before showing numerical results for the Kitaev model with bond disorder, we quickly sum-
marize a few general aspects, some of which have been discussed in Refs. [58, 45, 59].
Provided that the ground state in the presence of disorder remains in the flux-free sec-
tor, the low-energy behavior in the presence of bond disorder is equivalent to that of Dirac
fermions with random-hopping on the honeycomb lattice. This is a special case of a bipar-
tite random-hopping problem, belonging to the symmetry class BDI in the Altland-Zirnbauer
classification [60]. The single-particle properties of such systems have been analyzed using
various techniques [61, 62, 63, 64, 65, 66]: All single-particle states at non-zero energies
are exponentially localized, and the resulting density of states at low energies follows the
form [64, 65]
ρ(ω) ∝ 1
ω
exp
(
−c| lnω|1/x
)
(5.3.2)
with x = 3/2. This immediately implies a corresponding singular behavior for the specific-
heat coefficient C/T . However, the asymptotic form (5.3.2) is only realized below an ex-
tremely small energy scale which depends on the disorder strength [64] and is typically not
accessible in numerical simulations.
In the application to the Kitaev model, two further aspects are important: (i) For strong
disorder, the ground state may not be located in the flux-free sector – this will be discussed
in Section 5.3.5. (ii) Even if the ground state is in the flux-free sector, the flux gap ∆ may
become small, and many-body states in excited flux sectors become important for tempera-
tures T & ∆.
5.3.2. Flux gap
Figure 5.3.1 shows histograms of the local flux gap, ∆Eij , for Kitaev models with bond
disorder. This local gap is defined as in Eqs. (5.2.1) and (5.2.2), with the specific two-flux
state obtained by flipping the (ij) bond. We note that the selection rules for physical states
continue to apply for the moderate disorder considered here. Comparing the L = 40 and
L = 80 data, strong finite-size effects are apparent which are inherited from the disorder-free
situation, see the results in Fig. 5.2.1. The following discussion thus mainly applies to the
L = 80 data.
For weak disorder, ∆α/J = 0.1, the gap distribution is essentially symmetric, with a rel-
ative width which roughly matches that of the coupling-constant distribution. For strong
disorder, ∆α/J = 0.5, the gap distribution widens and becomes slightly asymmetric. Its
mean value is shifted downwards relative to the clean case (there ∆Ep/J = 0.173 and
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Figure 5.3.1.: Distribution of the local flux gap for the isotropic Kitaev model with bond dis-
order, calculated for L = 40 (top) and L = 80 (bottom) and two different
values of the disorder strength ∆α. Shown are the results for both the “phys-
ical” (closed symbols) and the “unphysical” (open symbols) gap, calculated
according to Eqs. (5.2.1) and (5.2.2), respectively.
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∆Eu/J = 0.345 for L = 80). Furthermore, cases with ∆E < 0 appear, i.e., the ground state
is not in the flux-free sector. The significance of this finding will be discussed in Section 5.3.5.
5.3.3. Static susceptibility
With an eye towards nuclear-magnetic-resonance experiments, we consider the local sus-
ceptibility
χNMR(i) =
∑
j
χααij (5.3.3)
which is proportional to the resonance frequency in NMR experiments. We recall that, in
the Kitaev model, χij = 0 beyond nearest-neighbor distance, i.e, there are only on-site and
nearest-neighbor contributions to χNMR.
Results for the distribution of χNMR(i) are displayed in Fig. 5.3.2. While weak disorder
again produces an essentially symmetric distribution with a relative width corresponding to
that of the coupling-constant distribution, strong disorder produces a distinctly asymmetric
shape with a tail at large values of χ. The reason is in the strong fluctuations of the flux gap,
Fig. 5.3.1, considering that χ ∝ 1/∆E. We note that in evaluating χ we have assumed the
ground state to be flux free, and consequently have discarded the rare events with ∆E < 0.
Interestingly, and in striking contrast to the results for the flux gap in Fig. 5.3.1, we find
that the physical and unphysical results for the χ distribution are almost identical at L = 80.
The explanation is similar to that given in Section 5.2.2: Although the physical and unphysi-
cal cases have contributions to χ with rather different excitation energies, the corresponding
matrix elements are small for large L. For instance, the zero-particle contribution to the phys-
ical susceptibility, with the excitation energy being the flux gap ∆Ep according to Eq. (5.2.1),
has a weight scaling as N−1.
5.3.4. Dynamic susceptibility
As a further example, we plot the dynamic structure factor in the presence of bond disorder
in Fig. 5.3.3. As disorder tends to smear the flux gap, the gap in the structure factor is filled.
This is accompanied by a shift of weight to lower energies, as expected from Fig. 5.3.1.
Disorder-induced changes at higher energies are minimal. Consistent with the above dis-
cussion, there is essentially no difference between the physical and unphysical results at
L = 80 in Fig. 5.3.3.
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Figure 5.3.2.: Distribution of the local (NMR) susceptibility, Eq. (5.3.3), for the isotropic
Kitaev model with bond disorder, calculated for L = 40 (top) and L = 80
(bottom) and two values of the disorder strength ∆α. As before, “physical”
(“unphysical”) represent the results obtained for one (zero) matter fermions
in the flux-free ground state.
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Figure 5.3.3.: Dynamic structure factor as in Fig. 5.2.2, but now for the Kitaev model of
size L1 = L2 = 80 with box-type bond disorder of strength ∆α/J = 0.5.
The artificial broadening is smaller than in Fig. 5.2.2: γ/J = 0.01. The
clean-system result [51] is shown for comparison.
5.3.5. Transition out of flux-free state
Our numerical results show that, with increasing bond disorder, the ground state of a finite-
size Kitaev model is no longer located in the flux-free sector. Instead, the ground state
displays a finite flux density, where fluxes occur in the system at random positions which
depend on the disorder realization. We note that such a state is trivially realized for box
disorder with ∆α/J > 1, as this implies the existence of bonds with flipped sign which
can be compensated by placing flux pairs adjacent to these bonds (equivalent to choosing
u = −1 on the respective bonds). More interesting is the possible occurrence of such a
random-flux state for ∆α/J < 1 where all bond strengths are positive. Notably, the numerics
also indicates that the tendency towards ground-state fluxes diminishes with increasing L
(see e.g. Fig. 5.3.1), such that definite conclusions about the thermodynamic limit cannot be
drawn.
However, we are able to provide a general argument in favor of a non-trivial transition
to a random-flux state which applies to the thermodynamic limit. A key ingredient is the
observation of Refs. [45, 58] that a vacancy site gains a finite amount of energy by binding
a flux. Consider now the more general situation where a single defect site is surrounded
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Figure 5.3.4.: Flux energy Eflux for an isotropic Kitaev model with a single defect site which
has three weak bonds of strength J ′ to its neighbors. Eflux < 0 implies that
the defect binds a flux. E1flux(J ′) is the flux binding energy of a single flux in
a plaquette next to the defect site and E3flux(J ′) of fluxes in all three defect
plaquettes.
by three bonds of strength J ′ and embedded in an otherwise homogeneous Kitaev model
with couplings J . While J ′ = 0 corresponds to the vacancy case, this site will also bind
a flux for finite small J ′. Fig. 5.3.4 shows the binding energy E1flux(J ′) of a single flux
in a plaquette next to the defect site and E3flux(J ′) of three fluxes through all three defect
plaquettes. The system has N = 80 × 80 unit cells. Since we use periodic boundary
conditions, fluxes must be created in pairs. Note that for periodic boundary conditions, it is
energetically unfavorable for a single vacancy to bind a flux, since the energy of a second
flux on a hexagonal plaquette ≈ 0.1536 (in the thermodynamic limit) [31] is larger than the
maximal energy gain Eflux(0) ≈ −0.027 for a vacancy flux. However for open boundary
conditions or an even number of vacancies, vacancies will bind a flux.
To calculate Eflux(J ′) we created a single vacancy, place the extra flux at a maximum
distance away from the defect and subtract half the energy necessary to create a pair of
fluxes separated by the same distance in the clean model (with the same L). In the case of
J ′ = 0 the energies E1flux(0) = E3flux(0) naturally coincide, because the vacancy plaquette
does not have any internal plaquettes. In the case of L = 80 only if J ′/J . 0.044 it is
favorable for the defect to bind a single flux.
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Figure 5.3.5.: Flux energy Eflux(J ′) for an isotropic Kitaev model with a single defect site
which has three weak bonds of strength J ′ to its neighbors. Eflux < 0 implies
that the defect binds a flux; Eflux(0)/J = −0.027 is the known result for a
vacancy from Ref. [58]. Eflux(J ′) has been calculated as the flux binding
energy of a single flux in a plaquette next to the defect site. The inset shows
the finite-size scaling of Eflux, the error bars in the main panel arise from
uncertainties in the L→∞ extrapolation. The dashed line is a linear fit.
The inset of Fig. 5.3.5 shows the result of the L→∞ extrapolation for different couplings
J ′. Using a linear fit in Fig. 5.3.5, we find that for all 0 < J ′ < Jmin with Jmin/J ≈ 0.04 the
energy of the state with a flux bound in one of the three plaquettes adjacent to the defect
is lower than that of the flux-free state. More generally, a defect site surrounded by three
bonds of a strength in the interval [0, Jmin] will bind a flux.
Now, for box disorder with strength ∆α the minimum coupling strength is J − ∆α, thus
that for any J̄ > J − ∆α there is a finite probability to find local configurations which have
(i) three bonds emanating from one site with strength smaller than J̄ and (ii) all surrounding
bond strengths arbitrarily close to J . This is exactly the condition for locally binding a flux,
provided that J̄ < Jmin. We conclude that a random-flux state must be realized for disorder
strengths with ∆α > J − Jmin. This proves the existence of a transition – from zero flux to
random flux – somewhere in the interval 0 < ∆α/J < 1− Jmin/J ≈ 0.96.
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6. Impurities in the Kitaev model
As mentioned before, spin liquids are characterized by the absence of any symmetry break-
ing order. Consequently we rely on indirect measurements in order to detect characteristic
spin liquid behavior. A promising route is to test the response of the system to various ex-
ternal perturbations. In particular local impurities may be used as probes of the otherwise
featureless spin liquid states as they may induce observable distortions or unconventional
properties and transitions. Moreover, as defects are inherent in any real material, a theoret-
ical understanding of their effects is essential in order to explain experimental observations.
The Kitaev model is hereby an ideal candidate for this task since it is a solvable example of
a 2D spin liquid.
Given the huge interest in the general properties of the Kitaev model, surprisingly little
work has been devoted to the study of local defects in it. So far it was shown that a vacancy
has a dramatic effect on local properties of the Kitaev model. In correspondence with our
analysis in section 5.3.5 it was demonstrated in Refs. [45, 58] that it binds a flux of the emer-
gent Z2 gauge field. Moreover, the removal of a site reduces the number of “constraints”
on the spins adjacent to it and leads to the formation of a local magnetic moment. For an
isolated vacancy this leads to a logarithmically divergent susceptibility in the gapless phase,
which can in principle be detected by NMR experiments. Mobile holes and their exchange
statistics were studied in Ref. [37]. Moreover an attempt to study magnetic impurities in the
Kitaev model has been made in Refs. [67, 68].
After having pointed out the effects on a quantum spin liquid state with bond disorder,
this chapter is devoted to the theoretical understanding and analysis of the responses of the
fractionalized Kitaev spin liquid subject to a magnetic impurity. For the first time the problem
is formulate in a way, so that it can be treated by Wilson’s numerical renormalization group
technique (NRG). The present chapter is organized as follows. At first in Sec 6.1 we apply
the T-matrix formalism to calculate the corresponding Green’s functions for the model with
a vacancy and bond defect. The vacancy Green’s functions will be an essential tool to
calculate the effect of a magnetic impurity in the Kitaev model. Special attention is also
paid to the emerging zero-mode that is quasi-localized on the sites neighboring the vacancy.
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Afterwards, in Sec. 6.2 we formulate the problem with magnetic impurity in terms of a Kondo
problem. We will argue that the prediction from the renormalization group (RG) approach
[67, 68] is apparently incorrect, and bring the impurity Hamiltonian into a form suitable for
NRG calculations. This technique is numerically exact for impurity Hamiltonians and serves
as extension to the RG to study a magnetic impurity in the Kitaev model. Finally, in Sec. 6.3
we present some results of the NRG calculation.
6.1. Defects in the Kitaev spin liquid
To begin with, we will look at two different kinds of defects. First we consider the case of the
unperturbed lattice with isotropic couplings and one site removed. This system now has an
isolated vacancy, which is exactly the situation that was also studied in [45, 58]. Afterwards
instead of removing a site we only remove a single bond simulating a bond defect. Both
cases may be modeled by introducing a potential, which allows us to calculate the T-matrix
for the relevant scattering processes. This in turn also gives us the associated density of
states, which will be an important input parameter for NRG calculation. While the result of
the vacancy scenario will be relevant later on, the T-matrix calculation for the bond defect
here only serves as an example of how this kind of defect can be modeled with a local
potential.
Although we already know that a vacancy binds a flux, we first investigate the scattering
in the absence of a flux, since we can find some analytical solutions in this case. In contrast
to a vacancy, a bond defect does not bind a flux.
6.1.1. T-matrix for a defect
Since it is not possible to introduce a potential for Majorana fermions, we calculate the the
T-matrix for the Kitaev model using the Green’s functions obtained from the equivalent tight
binding model defined in Eq. (2.4.8) and show how they can be used to find the Green’s
functions of the Majorana Kitaev model. This is a valid approach as long as the tight binding
model leads to a particle-hole symmetric spectrum. For the tight binding model the particle-
hole symmetry survives even in the presence of disorder.
According to Eq. (1.4.7) the effect of an impurity potential V can be calculated using a
T-matrix given by
T = V (1−G0V )−1, (6.1.1)
where G0 is the free Green’s function associated with the equivalent tight binding Hamilto-
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nian for the unperturbed lattice.
The effect of a vacancy may be modeled by including a local potential v on the the vacancy
site r0 and taking the limit V →∞. With v →∞ we find the simple form of the T-matrix
T = lim
v→∞
v(1−G0(r0, r0)v)−1 =
−1
G0(r0, r0)
, (6.1.2)
where again G0(r0, r0) is the free on-site Green’s function of the unperturbed hexagonal
lattice. The corresponding Green’s function for the lattice with vacancy is then given by
G(r, r′) = G0(r, r
′)− G0(r, r0)(r0, r
′)
G0(r0, r0)
. (6.1.3)
In the case of a missing bond, we have to include a local potential between two neighbor-
ing sites on sublattice A and B of unit cell r0. The potential V for this two-site scatterer now
has matrix form with
V (r0) =
(
0 V AB
V BA 0
)
, (6.1.4)
where V AB = V BA ≡ v is the potential for a particle hopping from the A to the B site of r0
or vice versa. Equivalently the matrix elements of the Green’s function are Gαβ0 , where α, β
indicate the sublattice indices
G0(r, r
′) =
(
GAA0 (r, r
′) GAB0 (r, r
′)
GBA0 (r, r
′) GBB0 (r, r
′)
)
. (6.1.5)
Due to the sublattice symmetry, GAA0 (r, r) = G
BB
0 (r, r) ≡ g0 and GAB0 (r, r) = GBA0 (r, r) ≡
g1. After inverting the matrix (1−G0V ), we arrive at
T =
1
(1− g1v)2 − (g0v)2
(
g0v
2 v − g1v2
v − g1v2 g0v2
)
. (6.1.6)
According to equation (1.4.9) this allows us to find an expression for the associated Green’s
function G of the model including the site defect
G(r, r′) = G0(r, r
′) +G0(r, r0)TG0(r0, r
′). (6.1.7)
The local on-site Green’s function Gαα(r0, r0) for example is now found after combining
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Eq. (6.1.5) and (6.1.6), which gives
GAA(r0, r0) =
g0
(g21 − g20)v2 − 2g1v + 1
. (6.1.8)
The bond impurity must now be modeled by adding a potential v = −tij , which cancels the
hopping amplitude tij for the respective bond.
6.1.2. Density of states
The low energy behavior of the Green’s function for the equivalent tight binding model can
be calculated analytically. A derivation for the on-site GAA(r, r) = g0, the site diagonal
GAB(r, r) = g1 and the next nearest neighbor Green’s function GAA(r, r + e1) is given in
appendix A.2. These Green’s functions will be important for the later analysis. Again e1 is
the lattice vector as introduced before.
The derivation above was aimed to find the local density of states ρ(r, ω), which is related
to the retarded Green’s function via
ρ(r, ω) = − 1
π
lim
ε→0
ImG(r, r, ω + iε). (6.1.9)
This allows us to calculate the density of states not only for the defect free situation, but also
for the impurity Hamiltonians in the low energy limit analytically, whereas the full Green’s
functions can be found numerically. They are obtained using the transformation matrix X
introduced in Eq. (2.4.9) of the tight binding model (2.4.8). The Lehmann representation of
the Green’s function is given by
GAA0 (r, r, ω) =
2N∑
m
〈
Atb0
∣∣ dA,r |m〉 〈m| d†A,r ∣∣Atb0 〉
ω − εm
=
2N∑
m
XimXim
ω − εm
=
N∑
m
[
1
2
UimUim
w − εm
+
1
2
UimUim
w + εm
]
,
(6.1.10)
where the fact, that the eigenenergies come in pairs of ±εm, was taken into account. Here
|m〉 are the eigenstates and i(j) is the lattice index of the A(B) site of unit cell at r and
∣∣Atb0 〉
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the ground state. Similarly we find
GBB0 (r, r, ω) =
N∑
m
[
1
2
VjmVjm
w − εm
+
1
2
VjmVjm
w + εm
]
GAB0 (r, r, ω) =
N∑
m
[
1
2
UimVjm
w − εm
− 1
2
UimVjm
w + εm
]
.
(6.1.11)
For the later analysis it will be necessary to evaluate the density of states using the Majorana
Hamiltonian, which has weights at energies ω ≥ 0 only. To calculate this quantity, we again
use the Lehmann representation
G̃AA0 (r, r, ω) =
N∑
m
〈A0| ar |m〉 〈m| a†A,r |A0〉
ω − 2εm
, (6.1.12)
where |A0〉 is the ground state and |m〉 are now states of the Majorana Hamiltonian with
eigenenergies 2εm. Using the transformation outlined in Sec. 2, these Greens functions are
thus found to be
G̃AA0 (r, r, ω) =
N∑
m
UimUim
w − 2εm
G̃BB0 (r, r, ω) =
N∑
m
VjmVjm
w − 2εm
G̃AB0 (r, r, ω) =
N∑
m
[
UimVjm
w − 2εm
]
.
(6.1.13)
It demonstrates that for positive energies the Green’s functions of the Majorana Kitaev model
and the equivalent tight binding model are closely related but differ by a factor of two in weight
and energy eigenvalues. This allows us to perform the T-matrix calculation for the equivalent
tight binding model in order to obtain the density of states of the Majorana model.
6.1.3. Zero-mode
It has first been observed in graphene with only nearest neighbor hopping, that a vacancy
creates a zero-energy mode which only lives on the sublattice opposite to the vacancy
[69]. There it was found that the amplitude of this state decays ∝ 1/r with the distance
to the vacancy. Strictly speaking this state is not normalizable because its normalization
constant 1/
√
lnL depends logarithmically on system size. Therefore this state is termed
quasi-localized.
The situation for a vacancy in the Kitaev model is similar. This becomes most transpar-
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Figure 6.1.1.: Amplitude |Vr0| of vacancy induced zero-mode (red solid line) is proportional
to 1/r, where r is the distance to the vacancy site. Results are shown for
a lattice of size L = 160. Deviations from the function 1/r (black dashed
line) are due to periodic boundary conditions. The flux induced zero-mode
(blue dashed line) decays slower than 1/r, where r is the distance to the flux
plaquette in the direction of the vacancy site.
ent by considering a Majorana hopping problem where the couplings to site 0, Fig. 6.2.2,
are switched off, such that site 0 is dangling. Then, one of the excitation energies εm in
Eq. (2.4.7) vanishes, and we denote the corresponding fermion by â0. It consists of two
ĉ-Majoranas, one on sublattice A which is the dangling Majorana fermion at site 0 and one
on sublattice B which is the vacancy induced zero-mode.
Indeed we were able to confirm the power law dependence of the zero-mode amplitude
|Vr0| (Fig. 6.1.1). Results were obtained from a system with L = 160 and the distance r
to the vacancy site is measured in units of the lattice vector e1 + e2. Since we use periodic
boundary conditions, we cannot study the influence of a single vacancy and must include
a periodic vacancy at a maximum distance away, as schematically shown for a small lattice
in Fig. 6.2.1. The decay can be fitted by a function of 1/r (black dashed line) reasonably
well. Moreover, we confirmed that the zero-mode has a finite weight only on the sublattice
opposite to the vacancy.
At one of the neighboring sites 1, 2, 3 of the vacancy, a logarithmically decreasing proba-
bility density |V00|2 ∝ 1/ ln (L) of the ĉ-Majorana with zero energy is found (Fig. 6.1.2). The
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Figure 6.1.2.: Probability density |V00|2 of the ĉ-Majorana zero-mode. In the flux-free case
the vacancy creates a zero-mode (red solid line) on a site next to the vacancy
with an amplitude proportional to 1/ lnL. The fit of the flux induced zero-
mode (blue dashed line) is proportional to 1/L3 on a site next to the vacancy
and proportional to 1/L at the site next to the added flux away from the
vacancy.
values were obtained from exact diagonalization for different system sizes L. Systems of
size L mod 3 = 0, which include the zero-energy Dirac mode, were excluded here. This
prevents a an unwanted superposition of eigenstates corresponding to the degenerate zero-
energy states.
If there is a flux through the vacancy plaquette, we also find a zero-mode. In this case
however, it has maximum weight at the site next to the added flux away from the vacancy. Its
weight exhibits a power law decay less than ∝ 1/r as function of the distance r away from
the flux site (Fig. 6.1.1), measured in units of −(e1 + e2). Next to the vacancy at r = 107
the amplitude tends to be very small. Fig. 6.1.2 also shows this flux induced probability
density of the zero-mode at one of the sites 1, 2, 3 next to the vacancy site. In this case the
normalization factor seems to be proportional to 1/L3. The probability density at the flux site
is proportional to 1/L.
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Figure 6.2.1.: Z3 symmetric flux configuration for a lattice with vacancy and periodic bound-
ary conditions. Flipped bonds with eigenvalue uij = −1 are indicated in red.
In the given setup, there is a flux through the vacancy plaquette and one
through a Z3 symmetry preserving hexagon at a maximum distance away
from the defect (black dot). The zero-mode amplitude |Vr0| was calculated
at the marked sites (blue dots), for the given flux configuration in −e1 − e2
direction towards the vacancy, starting at a the site next to the hexagonal
flux. In the flux-free case amplitude was calculated in the opposite direction
starting at a the site next to the vacancy.
6.2. Magnetic impurity
Our goal is to study a magnetic impurity (i.e. the Kondo effect) in the spin-liquid phase of
Kitaev’s compass model on the honeycomb lattice. The problem has been looked at be-
fore in Ref. [67], however they used a non-converging perturbation expansion. The following
approach utilizes the Majorana-fermion solution of the Kitaev model in order to bring the
problem into a form which is suitable for a treatment using Wilson’s numerical renormaliza-
tion group (NRG).
In the following, we first introduce the Kondo Hamiltonian and describe, how this Hamilto-
nian can be brought into a form, that can be treated by NRG. Afterwards we discuss some
observables and pay particular attention to the weak and strong coupling limits.
6.2.1. Kondo model in the Kitaev spin liquid
The Kondo model in spin liquids describes a very unusual Kondo effect in many aspects.
First of all, the Kitaev lattice is a non-metallic state of localized magnetic moments. A free
fermionic bath arises only due to the fractionalization of spins and the emerging matter
fermions. Unlike the usual Kondo effect in an ordinary metal, these fermions have a spe-
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cial linear density of states with a relativistic dispersion relation and vanishing density of
states at the Fermi energy. In the conventional metallic systems the spin fluctuations at
the impurity site are screened below a critical temperature TK [25]. This is due to a finite
density ρ(ω) of low-energy fermionic excitations at arbitrary small energy scales. This in
contrast to the pseudogap Kondo model with vanishing density of states at the Fermi en-
ergy ρ(ω) = |ω|d (d > 0). It was shown for a particle-hole symmetric spectrum that Kondo
screening is suppressed at small Kondo couplings K. The Kondo effect only takes place if
the electron-impurity exchange exceeds a critical value [70]. This continuous transition ex-
hibits an intermediate coupling unstable fixed point Kc between the local moment phase and
the screened strong coupling phase. The local moment phase is characterized by an impu-
rity moment that is decoupled from the bulk [71]. The main impurity properties are therefore
the properties of a free spin, which leads to a residual impurity entropy of S = ln(2). This
phase in unstable in the antiferromagnetic metallic case. On the other hand, the strong cou-
pling phase of the pseudogap model corresponds to a “partially screened” moment which is
characterized by a finite residual entropy. This situation can be described by considering the
non-interacting limit of the particle-hole symmetric Anderson impurity model. In this limit it is
known as resonant level model. Its analysis reveals a residual entropy of S = 2d ln(2) [72].
Moreover, NRG calculations and expansion around the resonant level fixed point showed,
that the strong coupling fixed point becomes unstable for the particle-hole symmetric pseu-
dogap Kondo model if d ≥ 1/2 [71, 73, 74]. In this case the critical coupling is infinite
and only the local moment phase is stable. Since the Kitaev model has a linear density of
states (d = 1), the RG approach based on a Poor man’s scaling analysis [75] for the Kondo
coupling, as attempted in Refs. [67, 68], is therefore not applicable.
Kondo coupling to Dirac particles has already been investigated in the context of graphene
[76]. Though in the Kitaev Kondo model there is another interesting feature that is distinctly
different to graphene. In the strong coupling limit the impurity spin is bound into a singlet
state at the impurity site, leaving behind a spinless vacancy defect. As discussed, this defect
is associated with Z2 flux through the vacancy plaquette. This is in contrast the weak coupling
regime, where the unperturbed Kitaev model has a zero-flux state. The two regimes are
topologically distinct and there should be a phase transition at a critical value of the impurity
coupling.
Quite generally it is interesting to analyze the response of the strongly interacting spin
liquid to a magnetic impurity. It may help to detect subtle correlations in its many-body ground
state wavefunction and to identify interesting universal characteristics. Moreover emerging
local fields can induce magnetic structures in the spin liquid. These can be experimentally
detected for example by measuring the NMR-lineshape as discussed above.
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Figure 6.2.2.: Setup for the Kondo problem: an extra spin (red) is coupled to site 0 of the
honeycomb lattice. The dashed couplings will be part of the impurity Hamil-
tonian. The large plaquette shown, enclosed by 12 sites, will be dubbed
“vacancy plaquette”.
6.2.2. Model Hamiltonian
To make the analysis more precise we consider the following Hamiltonian H = HK +Himp,
where HK is the usual Kitaev Hamiltonian and and Himp describes the Kondo impurity.
Himp =
∑
α
KαSασα +
∑
α
hαSα
= ı
∑
α
KαSαb̂α0 ĉ0 +
∑
α
hαSα .
(6.2.1)
This Hamiltonian represents a Kondo problem, where an external magnetic impurity spin
1/2, S, is coupled to the Kitaev spin on site 0 (on sublattice A). K is the Kondo coupling
and h a local field applied to the impurity. The field is included to be able to calculate
susceptibilities. Figure 6.2.2 schematically shows this setup.
The extra spin mixes the different flux sectors. The fluxes in hexagons next to the Kondo
impurity are no longer conserved under the action of Himp, i.e., become dynamical and the
model is no longer integrable. However, as we will show, the solvability of the Kitaev model
allows to investigate the impurity model numerically in a non-perturbative fashion.
The following approach utilizes the Majorana-fermion solution of the Kitaev model in order
to bring the problem into a form which is suitable for a treatment using Wilson’s numerical
renormalization group.
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6.2.3. NRG treatment
The basic concept of the NRG method is to obtain the many-body eigenstates and energies
of a quantum mechanical system on all energy scales in a sequence of steps. Each step
gives an effective Hamiltonian that accesses a lower energy scale ω1 > ω2 > . . . succes-
sively. These effective Hamiltonians are related by a renormalization group transformation
(RG), which can be set up in a non perturbative-fashion [77].
For this procedure the density of states is discretized into logarithmic intervals. The Hamil-
tonian can now me mapped onto a linear chain. For each site of the chain the impurity is
coupled to one conduction band state from each discretized interval. With logarithmic dis-
cretization these couplings decrease exponentially along the chain. This allows the diago-
nalization of the effective Hamiltonian in a sequence of controlled steps, where each added
site allows the next lower energy scale to be accessed. Details can be found for example in
a nice review [78] and references therein.
Considering the results for many different chain lengths one can study the behavior over
a wide temperature range, starting from the large energy, high temperature regime. As the
chain lengths is increased, the results become valid for lower temperatures. Usually the
behavior of the system changes qualitatively over many energy scales. The NRG method
allowed the first correct description of the crossover from the high temperature weak coupling
regime to the strong coupling regime of the usual Kondo model.
In order to bring the impurity model (6.2.1) into a form that can be treated by NRG, we
have to split the Hamiltonian into an impurity and a bath, with the bath being represented by
non-interacting canonical fermions.
Impurity
Unlike the usual Kondo effect, the impurity needs to include more than the Kondo spin 1/2,
i.e., the impurity Hilbert space contains more than two states.
Although the individual fluxes next to the impurity are no longer static, their product, cor-
responding to the flux through the “vacancy plaquette”, remains conserved. Hence, the
plaquette fluxes near the Kondo impurity must be included into the NRG impurity. Using the
labeling as shown in Fig. 6.2.2 this is equivalent to include the dangling gauge Majorana
fermions b̂x1 , b̂
y
2 and b̂
z
3 into the impurity, together with the b̂
α
0 .
This yields six gauge Majorana fermions with one constraint, the flux through the vacancy
plaquette, resulting in an impurity flux Hilbert space of four states. (The same counting is triv-
ially obtained from having three plaquette fluxes with one constraint.) The non-conservation
of the fluxes near the impurity also implies that the NRG bath may include all ĉ (matter) Majo-
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rana fermions except ĉ0. As we know from Sec. 6.1.3 removing ĉ0 from the bath, introduces
Majorana zero-mode in the bath. It is convenient to exclude this zero-mode from the bath
as well, in order to have an even number of matter Majorana fermions transferred from the
bath to the impurity. Thus the impurity Hilbert space consists of 16 states: Two states of the
Kondo spin times four gauge/flux states times two corresponding to two matter Majoranas.
Bath
The Kondo impurity couples to the fermionic bath, therefore the bath density of states is
an important input parameter for the calculation. To construct the NRG bath Hamiltonian
Hbath we consider the hopping problem of Majorana fermions on a honeycomb lattice with
one missing site. With the steps outlined in chapter 2, the bath can be transformed to non-
interacting canonical fermions for a fixed flux sector. As pointed out above, the vacancy
induces a Majorana zero-mode, which must be subtracted since we have already included it
into the impurity part of the Hamiltonian.
Provided that the Z3 rotation symmetry with respect to the impurity site is preserved, the
bath modes can be decomposed into angular-momentum channels, which are irreducible
representations of the point group. As the impurity couples to the three bath sites next to
site 0 – the sites 1,2,3 in Fig. 6.2.2 – for the isotropic case we will decompose the bath
propagator at these three sites into the three relevant angular-momentum channels: s, p±.
Since the fluxes are conserved, in general a separate NRG analysis must be performed
for any given flux configuration. However, only two-flux sectors will be relevant. This can be
argued as follows: For (2N − 1) remaining sites of the lattice there are (N − 2) plaquette
flux variables, as three fluxes of the plaquettes next to the Kondo impurity are now joined
into one vacancy-plaquette flux. Given that the ground state of the host system is flux-free,
we can safely assume that all plaquettes are flux-free at low temperatures, except for the
vacancy plaquette, as we discussed in Sec. 5.3.5. The vacancy binds a flux, which implies
that the ground state of the Kondo problem in the K → ∞ limit will be in the sector with
one flux in the vacancy plaquette. All other plaquettes remain flux-free. Thus we expect for
the Kitaev Kondo problem a first-order quantum phase transition between two topologically
distinct phases: A flux-free state at small K to a state with impurity-bound flux at large
K. This transition can be detected in the numerical calculation by comparing ground-state
energies between the two different “flux” sectors. As discussed in Sec. 6.1.3 a vacancy
induced zero-mode is found in both of these flux configurations. In order to have an even
number of matter Majorana fermions transferred from the bath to the impurity, it is convenient
to exclude this zero-mode from the bath and included it in the impurity basis.
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Boundary condition
It is clear from the analysis in the previous chapters that the bath properties for finite sizes
strongly depend on the ground-state parity π. However we also showed that in the ther-
modynamic limit this difference vanishes. The goal is to solve the Kondo problem in the
thermodynamic limit of the bath. Therefore the type of boundary conditions should be irrel-
evant and the subtleties for finite-size systems can be neglected. Hence, we do not need to
check explicitly, whether a state is physical or not.
6.2.4. Constructing the NRG Hamiltonian
Following these considerations the original HamiltonianH is brought into a formH = Himp +
Hhyb +Hbath, that can be treated by the NRG. The hybridization term describes the Kitaev
coupling of the spin on site “0” to the three neighbor sites, with
Hhyb = ı
3∑
i=1
J iû0iĉ0ĉi (6.2.2)
where û0i = ıb̂i0b̂
i
i. Note that site “0” is on the A sublattice, and i = 1, 2, 3 are the neighboring
sites, coupled to “0” with i = x, y, z couplings, Fig. 6.2.2.
To proceed, we need to choose a basis in the 16-dimensional impurity Hilbert space of
Himp, spanned by two states of the Kondo spin, four “gauge” states, and two states of a
“central” matter fermion with zero energy. For the Kondo spin we work in the basis of Sz
eigenstates. For the gauge states, we take the eigenstates of û01 (x-bond) and û02 (y-
bond), while the value of u03 (z-bond) is kept fixed by choosing a suitable gauge. The gauge
transformation can be done by acting the operator D̂j = b̂xj b̂
y
j b̂
z
j ĉj on site j = 0, which not
only acts on the gauge but also on the matter sector. For the matter fermion, we take the
occupation-number eigenstates of â0, the zero-energy canonical fermion in Eq. (2.4.7).
We order the basis states as follows: | ↑, 00, 0〉, | ↑, 10, 0〉, | ↑, 01, 0〉, | ↑, 11, 0〉, | ↑, 00, 1〉,
| ↑, 10, 1〉, | ↑, 01, 1〉, | ↑, 11, 1〉, | ↓, 00, 0〉, . . . , | ↓, 11, 1〉. and evaluate the matrix elements.
For this we first rewrite the Majorana operator ĉ0 appearing inHimp as ĉ0 = â†0+â0. Secondly,
the action of b̂z0 which changes the value of u03 is supplemented by a gauge transformation
induced by D̂0.
In this basis the impurity Hamiltonian takes the following matrix form:
Himp =
1
2
(
A B
B† −A
)
(6.2.3)
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with
A =

hz 0 0 −ıKz 0 0 0 0
0 hz ıKz 0 0 0 0 0
0 −ıKz hz 0 0 0 0 0
ıKz 0 0 hz 0 0 0 0
0 0 0 0 hz 0 0 −ıKz
0 0 0 0 0 hz ıKz 0
0 0 0 0 0 −ıKz hz 0
0 0 0 0 ıKz 0 0 hz

(6.2.4)
B =

hx + ıhy 0 0 0 0 ıKx −Ky 0
0 hx + ıhy 0 0 −ıKx 0 0 −Ky
0 0 hx + ıhy 0 Ky 0 0 −ıKx
0 0 0 hx + ıhy 0 Ky ıKx 0
0 ıKx −Ky 0 hx + ıhy 0 0 0
−ıKx 0 0 −Ky 0 hx + ıhy 0 0
Ky 0 0 −ıKx 0 0 hx + ıhy 0
0 Ky ıKx 0 0 0 0 hx + ıhy

(6.2.5)
Since the impurity couples to the s and p±-wave conduction states, we introduce linear
combinations of the matter Majoranas at sites 1, 2, 3 according to
dm =
1√
3
3∑
i=1
eı(i−1)m2π/3ĉi (6.2.6)
with m = 0,±1 corresponding to angular-momentum channels.
Note that d0 = d
†
0, but d±1 = d
†
∓1. The c1,2,3 Majorana fermions, which are all living on the
B sublattice, are related to the bath eigenmodes according to
− ıci =
∑
Vin(a
†
n − an) (i = 1, 2, 3) (6.2.7)
with V being the real orthogonal matrix from Eq. (2.4.4). Transforming to angular-momentum
channels this yields
− ıdm = Ṽm0(a†0 − a0) +
′∑
n
Ṽmn(a
†
n − an) = Ṽm0(a
†
0 − a0)− ıd′m (6.2.8)
85
where the second term excludes the overlap with the bath zero-mode and
Ṽmn =
1√
3
3∑
i=1
eı(i−1)m2π/3Vin. (6.2.9)
Importantly, the Ṽ±1n are no longer real, and we have Ṽ ∗1n = Ṽ−1n. Further, rotation symmetry
implies Ṽm0 = 0 for m = ±1. We now represent the bath modes – excluding the zero-mode
– via canonical fermions defined in the angular-momentum channels:
βmΨm =
′∑
n
Ṽmnan (6.2.10)
such that
− ıd′m = β−mΨ
†
−m − βmΨm. (6.2.11)
Here βm is a real number accounting for the proper normalization which is required due to
the missing zero-mode, which means β±1 = 1. With these ingredients we can re-write the
hybridization Hamiltonian as follows
Hhyb = X0Ṽ00 +
1∑
m=−1
(YmβmΨm + h.c.) (6.2.12)
where X0 and Ym describe the hybridization of site 0 with the zero-energy and finite-energy
modes of the bath, respectively. Both Xm and Ym are matrices in the 8-state impurity Hilbert
space which excludes the Kondo spin. Adopting the ordering from above, i.e., |00, 0〉, |10, 0〉,
. . . |11, 1〉, the matrices in the s-wave channel are
X0 =

Jx+Jy+Jz 0 0 0 0 0 0 0
0 −Jx+Jy+Jz 0 0 0 0 0 0
0 0 Jx−Jy+Jz 0 0 0 0 0
0 0 0 −Jx−Jy+Jz 0 0 0 0
0 0 0 0 −Jx−Jy−Jz 0 0 0
0 0 0 0 0 Jx−Jy−Jz 0 0
0 0 0 0 0 0 −Jx+Jy−Jz 0
0 0 0 0 0 0 0 Jx+Jy−Jz
 ,
(6.2.13)
Y0 =

0 0 0 0 Jx+Jy+Jz 0 0 0
0 0 0 0 0 Jx−Jy−Jz 0 0
0 0 0 0 0 0 −Jx+Jy−Jz 0
0 0 0 0 0 0 0 −Jx−Jy+Jz
Jx+Jy+Jz 0 0 0 0 0 0 0
0 Jx−Jy−Jz 0 0 0 0 0 0
0 0 −Jx+Jy−Jz 0 0 0 0 0
0 0 0 −Jx−Jy+Jz 0 0 0 0
 .
(6.2.14)
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The matrices in the p-wave channels are obtained by the replacements Jy → Jye±ı2π/3 and
Jz → Jze∓ı2π/3, such that Y ∗m = Y−m.
Hermiticity is ensured by noting that (YmΨm)† = Ψ†mY
∗
m = −Y ∗mΨ†m = −Y−mΨ†m where
the fermionic character of Ym is taken into account.
In terms of NRG implementation, the coupling between impurity and bath is thus given by
the second term in Eq. (6.2.12), namely
∑
m(YmβmΨm+h.c.). This form implies that there is
no particle-number conservation (but its parity is conserved). The properly normalized bath
densities of states corresponding to Ψ in the three angular-momentum channels are
ρm(ω) = (1/β
2
m)
∑
n
|Ṽmn|2δ(ω − 2ωn), (6.2.15)
which are used as input parameters for the NRG calculation. The factor of two in the energy
argument results from the eigenenergies of Eq. (2.4.7). Note that Ṽmn is dimensionless, and
the “hybridization strength” is encoded in Ym.
Further, we need the value of Ṽ00, describing the amplitude of the vacancy induced zero-
mode at the sites 1, 2, 3. This value is zero in the infinite-system limit and there is no coupling
to the zero-mode. Since we are interested in the properties of the thermodynamic limit, we
can simply set Ṽ00 = 0.
For finite systems the zero-mode weight in the s-wave channel, Ṽ 200, is missing in the
normalization of Ψ0 such that β20 = 1− Ṽ 200.
6.2.5. Bath propagators
The NRG bath consists of three reservoirs of spinless fermions, corresponding to three
angular-momentum channels. Their densities of states, being input for NRG, are obtained
numerically in general, i.e., from finite-size simulations of Eq. (2.4.2). This is done sepa-
rately for each flux configuration of the bath. As noted above, we will focus on the flux-free
configuration and the one with a flux in the vacancy plaquette; all other configurations are
expected to lead to higher-energy states. In order to perform the angular-momentum de-
composition of the bath a flux configuration which preserves Z3 symmetry is required. This
setup is schematically shown for a small lattice in Fig. 6.2.1. This symmetry also ensures
ρ1 = ρ−1.
In general, the densities of states are non-zero for positive energies only, as the singular
values εm are non-negative, and the zero-mode has been integrated into the impurity.
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Figure 6.2.3.: Numerical results for the bath DOS in the flux-free case shown for a system
of size L = 160. The artificial Lorentz broadening is taken to be γ/J = 0.01.
Flux-free case
First we consider the flux-free case. Here we can use the analytical results for the Green’s
functions obtained in appendix A.2 to compute the low energy density of states. Combining
them appropriately into the s- and p-channel Green’s function, we arrive at
Gs0(ω) = G
AA(r, r) + 2GAA(r, r + e1) (6.2.16)
and
Gp0(ω) = G
AA(r, r)−GAA(r, r + e1). (6.2.17)
If we now have a vacancy on site r and use the result of the T-matrix calculation, Eq. (6.1.3),
the Green’s functions are
Gs(ω) = GAA0 (r, r, ω) + 2G
AA
0 (r, r + e1, ω)− 3
GAB0 (r, r, ω)G
AB
0 (r, r, ω)
GAA0 (r, r, ω)
(6.2.18)
and
Gp(ω) = Gp0(ω). (6.2.19)
The asymptotic behavior in the s-wave (m = 0) channel is thus given by
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Figure 6.2.4.: Numerical results for the bath DOS in the case with a Z2 flux in the vacancy
plaquette shown for a system of size L = 160. The artificial Lorentz broad-
ening is taken to be γ/J = 0.02.
ρ0(ω) =
1
π
(
2π2
√
3ω(π2 + 4[ln(ω/(
√
2
√
3π))]2)
)
(6.2.20)
and in the p-wave channels
ρ±1(ω) =
1
π
(
3ω
4
√
3
− ω
3
48
√
3
)
. (6.2.21)
in units where J = 1.
A comparison of the analytical and numerical results are shown in Fig 6.2.3, reflecting the
logarithmic divergence in the s-wave channel. The fast fluctuations in the density of states
are effects of finite system size combined with Lorentz broadening.
Case with vacancy flux
If there is a flux in the system, the model is no longer translation invariant and we were not
able to find an analytical expression for the corresponding Green’s functions. The density of
states for a vacancy with flux is therefore calculated numerically. The results for the s- and
p-wave channels are shown in Fig 6.2.4. They appear to be consistent with the low-energy
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asymptotic behavior ρ0(ω) ∝ ω2 and ρ±1(ω)→ const..
6.3. NRG results
The NRG calculations have been performed by our collaborator Andrew K. Mitchell from
Utrecht University. Here we will review and discuss the main results. First we consider the
flux-free vacancy. Fig. 6.3.1 shows the impurity contribution to the total entropy Simp(T ) as a
function of temperature T . In order to obtain the impurity contribution, the entropy of the free
bath must be subtracted. This can be done by calculating the entropy with a fully polarized
impurity (e.g. K = 0 and large hz). In this case the impurity spin is decoupled from the free
bath. Following the discussion of Sec. 6.2.3 the m = 0 zero-mode is taken to be of zero
weight, Ṽ00 = 0. A range of different Kondo couplings from K/J = 0.1 to 10 are considered.
For any finite K, the T → 0 impurity entropy is always Simp(0) = kB ln(2). In accordance
with our discussion at the beginning of Sec. 6.2.1, the flow of the impurity entropy indicates
that this local moment fixed point appears to be the only stable fixed point for all antiferro-
magnetic Kondo couplings. The vanishing density of states in the Kitaev model prevents a
screening of the impurity spin.
As K/J → 0, the impurity entropy is given by Simp(T ) = kB ln(2) for all T , corresponding
to a free decoupled impurity spin. However, an intermediate ln(4) plateau is observed for
largeK. This entropy difference arises from the contribution of the three dangling Majoranas
say b̂x1 , b̂
y
2 and b̂
z
3 living on the sites neighboring the vacancy. If for large K the vacancy
and impurity spin are bound into a singlet, their contribution to the entropy is Simp(T ) =
3kB ln(
√
2). Moreover as reviewed at the beginning of Sec. 6.2.1 it was shown in Refs.
[72, 74] that there is a residual entropy of
Simp = 2dkB ln(2) (6.3.1)
in the strong coupling limit due to a partial impurity screening. It is d times, for each spin
direction, the impurity of a free spinless fermion occupying a level of zero energy [74]. Here
we have d = 1 and spinless Majorana fermions. Hence the residual entropy is given by
Simp = kB ln(
√
2). (6.3.2)
Together with the entropy of the Majorana fermions, this gives a total difference of Simp(T ) =
kB ln(4) of the strong coupling regime compared to the free bath. Through the NRG calcula-
tion one finds that the crossover from Simp = kB ln(4) to kB ln(2) is characterized by a scale
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Figure 6.3.1.: NRG results and figure from Ref. [79] for the impurity contribution to the
total entropy, Simp(T )/kB as a function of T/J in the no-flux case plotted for
K/J = 0.01, 0.1, 0.4, 1, 2, 4, 6, 8, 10, increasing in the direction of the arrow.
T ∗FF that is consistent with the power-law T
∗
FF/J ∼ (K/J)−4.
The impurity entropy Simp(T ) as a function of T , for the case with vacancy and flux, shows
a different behavior (Fig. 6.3.2). As before the bath entropy with vacancy flux is found
after the entropy with the fully polarized impurity was subtracted. Again for K/J → 0,
we therefore find Simp = kB ln(2). At intermediate temperatures, there is some non-trivial
crossover physics, that arises in the impurity contribution, not the bath contribution. The
crossover to the low-energy fixed point from the local moment fixed point is found to be
simply T ∗VF ∼ K. Interestingly, for any finite K/J , on approaching the low-temperature fixed
point we find a small negative residual entropy, Simp(0)/kB ' −0.06, which persists down to
the lowest temperatures realized in these NRG calculations.
As discussed, a vacancy with a site that is decoupled from the lattice by setting the
strength of its three bonds to J ′ = 0, binds a flux. This state is four-fold degenerate. There
may be a flux through one of the hexagonal plaquettes neighboring the vacancy site or
through all three of them at the same time. We already saw in Sec. 5.3.5 that this degen-
eracy is lifted for finite coupling J ′. The ground state energy for a flux through each of the
plaquettes is higher than the three-fold degenerate state with a flux through only one of the
plaquettes. This three-fold degeneracy also occurs in the Kondo model with flux and weakly
coupled impurity spin. For large Kondo couplings this degeneracy is quenched. Impurity
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Figure 6.3.2.: NRG results and figure from Ref. [79] for the impurity contribution to the total
entropy, Simp(T )/kB as a function of T/J in the vacancy-flux case. Plotted
for K/J = 10, 3, 2, 1, 0.4, 0.1, 0.01, 0.001 decreasing in the direction of the
arrow.
and spin couple into a singlet but leave three dangling b̂-Majoranas next to the defect site.
Therefore we find the impurity entropy Simp(0)/kB = 32 ln 2− ln 3. The first term stems from
the three Majorana fermions, each with a Hilbert space dimension of
√
2 while the decrease
in entropy is due to the screening of the flux degrees of freedom.
6.3.1. Quantum phase transition between flux sectors
As discussed, we expect a first-order phase transition from a flux-free state at small K to a
state with impurity-bound flux at large K. This transition is detect numerically by comparing
the ground state energies between the two different sectors. For this, the energy difference
∆ENRG of the impurity-coupled system as a function of K/J in the no-flux and with-flux
cases is extract from the NRG calculation. The known energy of the bath is added to obtain
the total ground state energy such that we find for the difference in ground state energies
∆E = Enoflux − Eflux = ∆ENRG −∆Ebath, (6.3.3)
with the known value [31] (see also Fig. 5.3.4)
∆Ebath = −0.027J . (6.3.4)
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Figure 6.3.3.: Difference in total energies between no-flux and with-flux ground states, as
a function of K/J , determined as ∆E = ∆ENRG − ∆Ebath, where ∆E =
Enoflux − Eflux and ∆Ebath = −0.027J . The energy difference ∆ENRG is
determined for the impurity-coupled system from NRG. Figure taken from
Ref. [79]. A quantum phase transition is predicted at Kc/J ' 0.56.
The difference in ground state energy between the no-flux and with-flux cases is plotted in
Fig. 6.3.3. A quantum phase transition is predicted at Kc/J ' 0.56, where the two ground
states are degenerate. The no-flux case is stable for K < Kc while the case with impurity-
bound flux is favored for K > Kc.
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7. Summary and outlook
7.1. Summary
In this thesis we have presented a systematic study of disorder in a well known and ana-
lytically solvable model, the Kitaev model. For this analysis, the Majorana fermion repre-
sentation proves to be very helpful in order to develop a simple description of a complex
system and to get a fundamental understanding of the underlying physics. It turns out that
the emergent fractionalized quasi-particles are not only a useful mathematical trick to solve
the problem but acquire a true physical meaning. Since a definitive sighting of Majorana
fermions has yet to be reported in any setting, the observation of Majorana fermions re-
mains an outstanding goal in modern condensed matter physics. We have shown that dis-
order might be an important ingredient for the localization and the resulting detection, and to
devise innovative experimental setups.
After an introduction into how frustration may lead to a completely orderless spin liquid
ground state even at absolute zero temperature (T = 0K), we studied the properties of
fractional particles in the context of the Kitaev model. This model describes magnetic mo-
ments on a hexagonal lattice which exhibits an extensive number of conserved quantities.
Upon the introduction of Majorana fermions, the problem can be brought into the form of
non-interacting particles coupled to a static Z2 gauge field. The exact solution of the model
yields a quantum spin liquid ground state which supports two kinds of fractional excitations:
Spinless “matter” fermions with relativistic energy momentum dispersion and inner “flux” ex-
citations of the gauge field. This transformation, however, dramatically enlarges the Hilbert
space and necessitates the introduction of a projection operator to obtain the physical states
of the system. Although one can show that an explicit projection is not required to calcu-
late observables, we have demonstrated that not all Majorana states have a corresponding
physical state of the original spin model. Chapter 3 focused on the proper selection of these
states. Depending on the parity π̂c = iN
∏
j ĉj of the Majorana fermions ĉj , a state is either
physical or not. Based on this, we were in fact able to prove that for periodic boundary con-
ditions there is always one excited matter fermion in the flux-free ground state of the gapless
phase. All other physical states may be found by creating pairs of excitations either sepa-
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rately or combined of the flux and matter sector. We also performed the same analysis for
open boundary conditions. Here physical and unphysical states are degenerate. They can
be transformed into each other by changing the occupation of a zero-mode, which leaves
any observable properties of the many-body state invariant. This analysis may be easily ex-
tended to generalizations of the Kitaev model on other tri-coordinated lattices. We showed
how this can be done for the model on the three dimensional hyper-honeycomb lattice. How-
ever, equivalently to the gapped phase of the two dimensional version, no general rule for the
occupation of eigenmodes can be established and the selection of the physical states has
to be done explicitly. In the following chapter 4, we evaluated both the relevant physical and
unphysical matrix elements for the calculation of the static and dynamic spin susceptibility.
Obviously, this state selection is of relevance for all numerical studies of Kitaev models us-
ing Majorana fermions. Throughout chapter 5, an extensive analysis was performed, clearly
verifying the predicted distinction between physical and unphysical states. First we illustrated
our findings on a small system where results can be compared to exact diagonalization re-
sults of the original spin model. Afterwards we looked at larger systems. As a result of
the odd number of fermions in the flux-free state of the gapless phase, we found significant
finite-size effects, in particular for the flux-gap energy. Although physical and unphysical flux
gap and susceptibilities are distinctly different, remarkably these differences diminish with
increasing system size. Moreover we showed in an analysis of a large parameter range in
phase space that there is a connection between a change of the ground state parity π and
the vanishing energy of the lowest eigenmode. Upon the introduction of lattice distortions we
were able to calculate the distribution of local susceptibilities, which results in the lineshape
that can be measured in nuclear-magnetic-resonance experiments. Bond disorder further
reduces the gap in the dynamic structure factor which is due to a decreasing flux gap and
consistent with our prediction that the ground state with strong disorder in not flux-free. We
conjecture a transition to a random-flux state with increasing disorder.
Finally in the last chapter 6, we discussed disorder in the Kitaev spin liquid in form of
a magnetic impurity. Utilizing the Majorana fermion solution, this Kondo effect is highly
unusual, since it describes the coupling of a local spin impurity to a free fermionic bath
that arises only due to the fractionalization of spins and the emerging matter fermions. We
provided some general remarks on how one can treat such a system and made a connection
to known results in the case of a vacancy defect. Depending on the coupling strength of the
impurity spin the surrounding plaquette may bind a flux. With this we were able to bring the
problem into a form that can be treated by Wilson’s numerical renormalization group (NRG)
approach. The numerical results show that the magnetic impurity localizes three Majorana
fermions, which becomes visible in an impurity entropy of Simp(0)/kB = 32 ln 2.
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7.2. Outlook
In this final section we want to remark upon some outstanding questions and possible fur-
ther directions of research. Our result show the interesting prospect of localizing Majorana
fermions due to magnetic disorder. Applying a local magnetic field fx1 , f
y
2 and f
z
3 on the three
dangling Majoranas b̂x1 , b̂
y
2 and b̂
z
3, can still be treated by NRG. As a result of the field, the Ma-
jorana degrees of freedom are frozen out and the entropy contribution Simp(0)/kB = 32 ln 2
should vanish. This would be a compelling positive test of our prediction. The NRG cal-
culation can also access the local impurity susceptibility χ′′loc by applying a local field and
measuring the spin expectation value 〈Sα〉. Further interesting physics in the form of a mag-
netic structure might arise due to multiple defects and long-range impurity interactions. The
resulting NMR-lineshape for the Kondo model would be measurable experimentally. Other
directions easily available by NRG calculation include anisotropy in the impurity coupling K
or the bond strength J . Equally conceivable would be the extension to an impurity spin-1 or
ferromagnetic coupling −K.
Another open direction concerns the extension of our analysis of disorder to other tri-
coordinated lattices where the Kitaev model can also be solved exactly. This approach
should be straight forward, because the solvability allows a study of bond disorder as well
as a reformulation of the Kondo problem in a way, that can be treated by NRG. In particular,
an extension to the Kitaev model in three dimensional lattices is highly relevant due to the
recent synthesis of a possible candidate material [50]. Additionally, many other variants
of the Kitaev model have been proposed and there is a great potential for investigations
of disorder and impurities in the context of Kitaev physics. Arguably the most interesting
application for impurity physics would be to models with Kitaev-Heisenberg type exchange
due to it’s possible realization in certain Honeycomb Lattice Iridates A2IrO3[33, 80, 81].
Regarding the proposed phase transition to a random-flux state for large disorder, supple-
mentary investigations might reveal further insight to the realized flux configuration depend-
ing on the bond configuration. This may relate to results of finite temperature investigations
[82], where fluxes are thermally excited. Generally the study of finite temperature and fi-
nite flux effects presents an interesting area for future studies in both clean and disordered
systems, in particular regarding dynamical correlation functions, as well as to the impurity
response.
This list of fascinating open questions can certainly be extended much further. Given the
huge interest in Kitaev physics and the richness of phenomena arising through exotic frac-
tional excitations, advances in our understanding and discoveries of other unusual properties
are bound to be made in the near future. This in turn will also reveal new and interesting
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directions of research. With the present work we contribute to achieve one of the great goals
of modern physics, the definitive sighting of Majorana fermions.
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A. Appendix
A.1. Determinant of transformation matrix Q
We want to find the determinant of the transformation given in Eq. (2.4.4). Together with the
definition of Qu in Eq. (3.2.11) this transformation can be written as
(ĉ′B, ĉ
′
A) = (ĉAĉB)Q
u. (A.1.1)
As we have seen in Sec. 2.5 the translation invariant Hamiltonian Hu where all uij = 1 can
be diagonalized by Fourier transformation. Introducing new Majorana modes, the Hamilto-
nian takes the form [42]
Hu = i
∑
q∈Ω′
|S(q)|b̂A,qb̂B,q +
∑
q∈Ω,S(q)≥0
S(q)b̂A,qb̂B,q +
∑
q∈Ω,S(q)<0
S(q)b̂A,qb̂B,q
 ,
(A.1.2)
where the transformation has a determinant of 1 [42]. Here we used the fact that S(q) =
S∗(−q) and partitioned q ∈ Ω if ±q are the same (up to reciprocal lattice vectors) and
q ∈ Ω′ otherwise. As discussed in Sec. 2.4, Qu brings the Hamiltonian into the form
Hu = i
∑N
q εqĉ
′
A,qĉ
′
B,q where εq ≥ 0. By relabeling b̂A,q = ĉ′B,q and b̂B,q = ĉ′A,q if q ∈ Ω and
S(q) < 0, and b̂A,q = ĉ′A,q and b̂B,q = ĉ
′
B,q otherwise, the Hamiltonian is brought into the
required form. Since there are N reciprocal lattice vectors in Ω ∪ Ω′ the ordering (ĉ′B, ĉ′A) is
achieve by a transformation with determinant (−1)γ+N2 , where γ is the number of reciprocal
lattice vectors q ∈ Ω such that S(q) < 0. We thus find
det(Qu) = −1γ+N2 . (A.1.3)
A.2. Analytical Green’s function
We calculate the analytical low energy Green’s function for the equivalent tight-binding model
(2.4.8) using the low energy properties around the Dirac points K = (2π/
√
3, 2π/3) and
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Figure A.2.1.: Real (blue line) and imaginary part (red line) of the on-site Green’s
GAA0 (0, 0, ω) function for a lattice of size L = 160. The artificial Lorentz
broadening is taken to be γ/J = 0.01. The calculated asymtotic low energy
approximation for the Green’s function (blacked dashe line) is indicated.
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Figure A.2.2.: Real (blue line) and imaginary part (red line) of the next-nearest-neighbor
Green’s GAA0 (0, e1, ω) function for a lattice of size L = 160. The artificial
Lorentz broadening is taken to be γ/J = 0.01. The calculated asymtotic
low energy approximation for the Green’s function (blacked dashe line) is
indicated.
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K′ = (2π/
√
3,−2π/3), where the Fermi velocity is vF =
√
3/2. The lattice vectors are
e1 = (
√
3/2, 1/2) and e2 = (
√
3/2,−1/2).
At first we calculate the on-site Green’s GAA0 (0, 0, ω) function. It can be obtained via
Fourier transformation of the momentum space Green’s function
G0(k, ω)
−1 =
(
ω S(k)
S∗(k) ω
)
, (A.2.1)
where |S(k)| are the eigenenergies. By integration around the Dirac points, we find
GAA0 (0, 0, ω) = lim
ε→0
1
N
∑
k
ω
ω2 − |S(k)|2 + iεsign(ω)
= lim
ε→0
V
N
∫
d2k
4π2
ω
ω2 − v2F (k2x + k2y) + iεsign(ω)
(
e−i(K+k)0 + e−i(K
′+k)0
)
=
N |e1 × e2|
N
lim
ε→0
∫ kc
0
dk
4π2
∫ 2π
0
2ω
ω2 − v2F (k2x + k2y) + iεsign(ω)
dφ
=
√
3
2
ω
π
lim
ε→0
∫ kc
0
dk
k
ω2 − v2F (k2x + k2y) + iεsign(ω)
=
√
3
2π
ω
2v2F
P
∫ x(k=0)=ω2
x(k=kc)=ω2−v2F k2c
1
x
− iπδ(x)dx
=
√
3
2π
ω
2v2F
lim
ε→0
[
ln (−ε)− ln (ω2 − v2Fk2c ) + ln (ω2)− ln (ε)
−iπsign(ω)θ[(vFkc − ω)(vFkc + ω)]]
=
√
3
2π
ω
2v2F
[
iπ + lnω2 − ln (ω2 − v2Fk2c )− iπsign(ω)θ(vFkc − |ω|)
]
=
√
32π
ω
2v2F
[
iπ + lnω2 − ln ω
2
v2Fk
2
c
− 1− ln v2Fk2c − iπsign(ω)θ(vFkc − |ω|)
]
=
ω(2 ln ω
vF kc
− iπsign(ω)θ(vFkc − |ω|))√
3π
(A.2.2)
where V is the volume of the Brillouin zone. The cut-off k2c = 8π/
√
3 is chosen such that
the energy integral over the imaginary part of GAA0 (0, ω) is normalized to π. In Fig. A.2.1 we
compare the analytical calculation of the Green’s function with the numerical result obtained
via exact diagonalization of a system of size L = 160.
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The next-nearest-neighbor Green’s GAA0 (0, e1, ω) function is given by
GAA0 (0, e1, ω) =
V
N
∫
d2k
4π2
ω
ω2 − v2F (k2x + k2y)
(
e−i(K+k)e1 + e−i(K
′+k)e1
)
=− V
N
∫
d2k
4π2
ω
ω2 − v2F (k2x + k2y)
e−ike1
=−
√
3
2
ω
4π2
∫ kc
0
∫ 2π
0
k
ω2 − v2F (k2x + k2y)
e−ik
√
3
2
cos(φ)−ik 1
2
sin(φ)dφdk
=−
√
3
2
ω
2π
∫ kc
0
kBesselJ(0, k)
ω2 − v2F (k2x + k2y)
dk
≈−
√
3
2
ω
2π
∫ kc
0
k(1− k2
4
)
ω2 − v2F (k2x + k2y)
dk
=− G
AA
0 (0, ω)
2
+
√
3
2
ω
8π
∫ kc
0
k3
ω2 − v2F (k2x + k2y)
dk
=− G
AA
0 (0, ω)
2
+
√
3
2
ω
8π2v2F
∫ x(k=0)=ω2
x(k=kc)=ω2−v2F k2c
ω2 − x
v2Fx
dx
=− G
AA
0 (0, ω)
2
+
ω2
6
GAA0 (0, ω)−
√
3
2
ω
8π2v4F
∫ x(k=0)=ω2
x(k=kc)=ω2−v2F k2c
dx
=− G
AA
0 (0, ω)
2
+
ω2
6
GAA0 (0, ω)−
k2cω
8
√
3π
=− G
AA
0 (0, ω)
2
+
ω2
6
GAA0 (0, ω)−
ω
6
=
1
2
(
ω2
3
− 1
)
ω(2 ln ω
vF kc
− iπsign(ω)θ(vFkc − |ω|))√
3π
− ω
6
.
(A.2.3)
Results are show in Fig. A.2.2.
Finally the nearest-neighbor Green’s GAB0 (0, 0, ω) function is
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Figure A.2.3.: Real (blue line) and imaginary part (red line) of the nearest-neighbor Green’s
GAB0 (0, 0, ω) function for a lattice of size L = 160. The artificial Lorentz
broadening is taken to be γ/J = 0.01. The calculated asymtotic low energy
approximation for the Green’s function (blacked dashe line) is indicated.
GAB0 (0, 0, ω) =
V
N
∫
d2k
4π2
S(K + k) + S(K′ + k)
ω2 − |S(k)|2)
=
V
N
∫ [
2
ω2 − v2F (k2x + k2y)
− e
−ike1
ω2 − v2F (k2x + k2y)
− e
−ike2
ω2 − v2F (k2x + k2y)
]
d2k
4π2
=
GAA0 (0, ω)
ω
+
2GAA0 (e1, ω)
ω
=
1
3
(
ωGAA0 (0, ω)− 1
)
=
1
3
(
ω2(2 ln ω
vF kc
− iπsign(ω)θ(vFkc − |ω|))√
3π
− 1
)
.
(A.2.4)
Results are shown in Fig. A.2.3.
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