Abstract. We deal with the problem of constructing the orthogonal drawing of a graph with the minimum number of bends along the edges. The problem has been recently shown to be NPcomplete in the general case. In this paper we introduce and study the new concept of spirality, which is a measure of how an orthogonal drawing is "rolled up," and develop a theory on the interplay between spirality and number of bends of orthogonal drawings. We exploit this theory to present polynomial time algorithms for two significant classes of graphs: series-parallel graphs and 3-planar graphs. Series-parallel graphs arise in a variety of problems such as scheduling, electrical networks, data-flow analysis, database logic programs, and circuit layout. Also, they play a central role in planarity problems. Furthermore, drawings of 3-planar graphs are a classical field of investigation.
1. Introduction. A graph drawing algorithm receives as input a graph and produces as output a drawing that nicely represents such a graph; several references on the subject of graph drawing can be found in [23, 7] . Most graph drawing algorithms can be roughly split into the following two main steps.
1. A planar embedding of the given graph is found by a planarization algorithm, possibly by inserting dummy vertices for crossings. The planar embedding is usually described by the cyclic ordering of the edges incident at each vertex. Planarization algorithms are implemented by using variations of the classical planarity testing algorithms (see, e.g., [12] ). 2. Once a planar embedding has been found, a representation algorithm is applied to produce the final drawing. Such an algorithm is selected depending on the requirements of the application and on the graphic standard. It can be targeted to minimize the global area of the drawing, to have as few bends as possible along the edges, to emphasize symmetries, etc. The representation algorithm produces a drawing within the planar embedding computed by the planarization algorithm. However, the choice of the planar embedding can deeply affect the results obtained by the representation algorithm. In Fig. 1 we show two different planar embeddings of the same graph. Besides each planar embedding we show the orthogonal drawing (edges are mapped to polygonal chains of horizontal and vertical segments) with the minimum number of bends that can be constructed preserving that embedding. In the drawing of Fig. 1a we have n/3 − 2 bends (where n is the number of vertices); in the one of Fig. 1b we have no bends. Thus, it naturally raises the problem of choosing, in the planarization algorithm, the "best" embedding from the representation algorithm point of view. Although the problem is quite natural there are only a few contributions on this topic; observe that a planar graph has (in general) an exponential number of embeddings. To give an example, the problem of constructing straight-line upward drawings of series-parallel digraphs without a fixed embedding has been addressed in [2] (an upward drawing is such that all the edges follow monotonically the vertical axis); in [2] it is shown that fixed-embedding drawing strategies can lead to straight-line upward drawings of series-parallel digraphs with exponential area, and variable-embedding algorithms are needed to achieve optimal area.
In this paper we deal with the classical problem of constructing orthogonal drawings with the minimum number of bends along the edges. Valiant [29] showed that a graph has an orthogonal drawing if and only if it is 4-planar (a graph is k-planar if it is planar and each vertex has degree at most k). Tamassia [21] proposed a very elegant representation algorithm that solves the problem in polynomial time for graphs with a fixed embedding. The algorithm is based on a combinatorial characterization that allows to map the problem into a min-cost flow one. The result of Tamassia disproves a conjecture of Storer [19] that the problem is NP-hard. Linear time heuristics for the same problem were proposed by Tamassia and Tollis [24, 25] , Liu, Morgana, and Simeone [16] , Kant [13] , Biedl and Kant [3] , and Papakostas and Tollis [18] . Tamassia, Tollis, and Vitter [26, 27] gave lower bounds for the problem and the first parallel algorithm. A brief survey of orthogonal drawings can be found in [22] .
However, all the above papers deal with fixed-embedding graphs. The problem of finding the planar embedding that leads to the minimum number of bends has been recently shown to be NP-complete [11] . In this paper we show that the problem can be solved by polynomial time algorithms for two significant classes of graphs. A list of the main results of the paper follows.
• We introduce and study the new concept of spirality, that is, a measure of how an orthogonal drawing is "rolled up." • We develop a theory on the interplay between spirality and the number of bends in orthogonal drawings.
• We apply the above theory to show that the problem of finding a planar embedding that leads to an orthogonal drawing with the minimum number of bends can be solved in polynomial time for 3-planar graphs and for seriesparallel graphs. Also, we show how the time bound for series-parallel graphs can be reduced in the case when the graph is 3-planar.
Series-parallel graphs arise in a variety of problems such as scheduling, electrical networks, data-flow analysis, database logic programs, and circuit layout. Also, they play a central role in planarity problems [20, 28, 5, 6] . In Fig. 2 we show two different planar embeddings of the same series-parallel graph. Besides each planar embedding we show the orthogonal drawing with the minimum number of bends that can be constructed preserving that embedding. In the drawing of Fig. 2a we have almost twice the number of bends as in that of Fig. 2b . Also, drawings of 3-planar graphs are a classical field of investigation (see, e.g., [13] ). Observe that the graph of Fig. 1 is 3-planar.
Our algorithms exploit the properties of spirality, min-cost flow techniques, and a variation of the SP QR trees [5, 6] , a data structure that implicitly represents all the planar embeddings of a planar graph. Observe that a different concept of spirality has already been introduced in the literature for studying the properties of polygons. (See, e.g., [9] .)
The paper is organized as follows. Preliminaries are in section 2. The general approach of the paper is briefly described in section 3. The concept of spirality of an orthogonal drawing and the relationships between spirality and number of bends are studied in section 4. In sections 5 and 6 we present polynomial time algorithms and a new data structure for computing optimal orthogonal drawings of 3-planar graphs. The algorithms presented in those sections are detailed enough to be implemented with limited effort. The results of sections 5 and 6 are extended to series-parallel graphs in section 7 . Finally, open problems are listed in section 8. Some of the proofs that are conceptually straightforward but involve tedious case analyses are omitted and can be found in [4] .
2. Preliminaries. First, we briefly review some definitions of connectivity and planarity [8, 17] ; second, we give some properties of orthogonal drawings and orthogonal representations; third, we define SP Q * R trees; and finally, we reiterate basic definitions of flow networks. Several terms are defined throughout the remainder of the paper, after these preliminaries. For the reader's convenience we list all such terms in the appendix.
Connectivity and planarity.
A separating k-set of a graph G is a set of k vertices whose removal increases the number of connected components of G. Separating 1-sets (2-sets) are called cutvertices (separation pairs). A connected graph with no cutvertices is a 2-connected graph.
Let Γ be a planar drawing of a graph G. Γ maps each vertex of G to a distinct point of the plane, and each edge (u, v) to a simple Jordan curve with endpoints u and v; no two edges intersect, except at common endpoints. A planar drawing Γ divides the plane into topologically connected regions called faces of Γ; each face is identified by the circular list of the vertices and the edges of its boundary. The unbounded region is referred to as the external face of Γ. A graph is planar if it has a planar drawing. A planar graph is k-planar if its vertices have degree at most k.
A series-parallel graph is recursively defined as follows. A simple cycle with three edges is a series-parallel graph. The graph obtained by splitting an edge of a series-parallel graph into two edges is a series-parallel graph. The graph obtained by inserting an edge between a separation pair {u, w} of a series-parallel graph is a series-parallel graph. It is trivial to see that series-parallel graphs defined in this way are 2-connected and planar.
Two planar drawings Γ ′ and Γ ′′ of a planar graph are equivalent when, for each vertex v, (1) Γ ′ and Γ ′′ have the same circular clockwise ordering of the edges incident on v and of the faces around v; (2) Γ ′ and Γ ′′ have the same external face. In this way the planar drawings of a planar graph are grouped into equivalence classes. An embedding of a planar graph G corresponds to an equivalence class of planar drawings of G.
A planar graph G with a given embedding Ψ is an embedded graph. A circular list of edges and vertices of G that corresponds to a face of any drawing of Ψ is a face of G. The face of G that corresponds to the external face of any drawing of Ψ is the external face of G. The adjacency list of each vertex v of an embedded graph is a clockwise ordered sequence of the alternate faces and edges around v.
Decomposition trees.
A split pair of G is either a separation pair of G or a pair of adjacent vertices. A split component of a split pair {u, w} is either an edge (u, w) or a maximal subgraph G uw of G such that {u, w} is not a split pair of G uw . Vertices u and w are the poles of the split component. In the following we often denote by G uw a split component whose poles are u and w.
Let G be an embedded graph and G uw ⊂ G be a split component of G. The edges of G that are incident on a pole v (v = u, w) of G uw and that belong (do not belong) to G uw are called internal edges (external edges) of v with respect to G uw ; the number of such edges is called internal degree (external degree) of v with respect to G uw . Let f ′ and f ′′ be the two faces such that (i) f ′ and f ′′ do not belong to G uw ; (ii) f ′ (f ′′ ) shares with G uw a path P ′ uw (P ′′ uw ) from u to w; (iii) when going around f ′ in the positive direction, P ′ uw is traversed from u to w. Face f ′ is called the right face of G uw and face f ′′ is called the left face of G uw . Nodes u and w divide a face f e of G uw into two simple paths. The right path is the one traversed from u to w when going around f e in the positive direction; the left path is the other one.
Let G be a planar 2-connected graph and let (s, t) be an edge of G called the reference edge. An SP Q * R tree T of G (a simple variation of the SP QR trees introduced in [5] ) is a tree describing a recursive decomposition of G with respect to its split pairs, and it is used to synthetically represent all the embeddings of G with (s, t) on the external face (we always assume, unless stated otherwise, that (s, t) is on the external face). Nodes of T are of four types: S, P, Q * , and R. Each node µ has an associated graph called the skeleton of µ and denoted by skeleton(µ). Nonroot nodes of T are called internal nodes. Starting from the reference edge, T is recursively defined as follows.
Chain case: If G consists of a simple path from s to t then T is a single Q * -node µ whose skeleton is G itself.
Series case: If G is 1-connected, let c 1 ,. . . , c k−1 (k ≥ 2) be the cutvertices of G such that no cutvertex has degree less than 3; let c 1 ,. . . , c k−1 partition G into graphs G 1 ,. . . , G k . The root of T is an S-node µ. Graph skeleton(µ) is the chain e 1 , . . . , e k , where edge e i goes from c i−1 to c i , c 0 = s, and c k = t.
Parallel case: If s and t are a split pair for G with split components G 1 ,. . . , G k (k ≥ 2), the root of T is a P -node µ. Graph skeleton(µ) consists of k parallel edges from s to t, denoted e 1 , . . . , e k .
Rigid case: If none of the above cases applies, let {s 1 , t 1 }, . . . , {s k , t k } be the maximal split pairs of G (k ≤ 1), and for i = 1, . . . , k, let G i be the union of all the split components of {s i , t i }. The root of T is an R-node µ. Graph skeleton(µ) is obtained from G by replacing each subgraph G i with edge e i from s i to t i .
We call the pertinent graph of µ the graph whose decomposition tree is the subtree rooted at µ. Also, the virtual edge of µ is the edge representing the pertinent graph of µ in the skeleton of its parent.
Let G be a planar 2-connected graph; we define an SP Q * R tree T of G such that: • the root of T is a P -node with two children, one of which is the reference edge (s, t); • each internal P -node of T has children R-, S-, or Q * -nodes; • each S-node of T has two children. We call T the canonical decomposition tree of G. An example of a canonical decomposition tree is given in Fig. 3 , where the skeleton of an internal R-node is in evidence; the reference edge is (1, 10) . ξ-labels associated with some of the nodes will be used later in the paper. It is easily proved that such a decomposition tree always exists for a 2-connected graph.
Since in the following we refer only to canonical decomposition trees, we briefly call them decomposition trees. Also, H µ denotes an orthogonal representation of the pertinent graph of µ. Property 2.1. The decomposition tree of a series-parallel graph can only contain S-nodes, P -nodes, and Q * -nodes. The following property can be easily proved by using arguments based on the degree of the vertices. Property 2.2. Let T be the decomposition tree of a 3-planar graph and let µ be an internal node of T .
1. If µ is an S-node and one of its children is either an R-node or a P -node, then the other child of µ can be either a Q * -node or an S-node. 2. If µ is a P -node, then it has two children. 3. If µ is a P -node or an R-node, then its children are Q * -nodes or S-nodes.
Orthogonal drawings and orthogonal representations.
A planar drawing of a planar graph G such that all edges of G are mapped to polygonal chains of horizontal and vertical segments is an orthogonal drawing of G. Examples of orthogonal drawings are in Fig. 4 . A planar graph has a orthogonal drawing if and only if it is 4-planar [29] .
Two equivalent orthogonal drawings of an embedded graph are shape-equivalent when (1) for each vertex v, consecutive edges in the adjacency list of v form the same angle in the two drawings; and (2) for each edge (u, v), following from u to v the polygonal chain representing (u, v), we have the same (possibly empty) sequence of left and right turns in the two drawings. For example, the orthogonal drawings of Fig. 4 are shape-equivalent.
A labeled embedded graph H is an embedded graph defined as follows. (1) Each edge e is associated to a (possibly empty) sequence of L-and R-symbols. When walking along e = (u, v), such a sequence is read in two different ways depending on the chosen direction. Suppose, when walking from u to v, that such a sequence is read σ; then when walking from v to u it is read σ ′ , where σ ′ is obtained by reversing σ and by exchanging L-and R-symbols. (2) Each face f in the adjacency list of vertex v has (possibly) a label in {R, L, LL}.
An orthogonal graph H is a labeled embedded graph that describes a class of shape-equivalent orthogonal drawings; it is defined as follows.
• Each edge (u, v) of H is associated with a (possibly empty) sequence of Land R-symbols, each specifying a left or right turn that is found following (u, v) from u to v.
• For each vertex v of H, the label associated with each face f in the adjacency list of v specifies what happens when we go through v, walking around f in the positive direction (i.e., having f at one's right) in any drawing of the shape-equivalent class. Namely, (1) f is labeled L if we turn left; (2) f is labeled R if we turn right; (3) f is labeled LL when v has degree 1 and we have to come back ("two turns left are enough to come back"); (4) f is not labeled when we go straight. In Fig. 5 we show the orthogonal graph that describes the orthogonal drawings of Fig. 4 ; besides each edge we report both the sequences that are read by walking on the edge in the two possible directions.
We denote by deg(v) the degree of vertex v. The following property characterizes the orthogonal graphs; it has been proved in [21] . Property 2.3. A labeled embedded graph H is an orthogonal graph if and only if the following two conditions hold.
1. For each vertex v of H, let |R v | (|L v |) be the number of R-symbols (L-symbols) of the labels associated with the faces that appear in the adjacency list of v. Then, 2. For each face f of H suppose we walk around f in the positive direction. Let |R e | (|L e |) be the total number of R-symbols (L-symbols) that are encountered by traversing the edges of f . Let |R f | (|L f |) be the number of R-symbols (Lsymbols) of the labels associated with f in the adjacency lists of vertices of f . Then
where the plus sign holds if f is an internal face, and the minus sign, if f is the external face. Proof. For the sake of completeness we briefly sketch the proof (see [21] ). Part 1 is proved by observing that |R v | (|L v |) is the number of π/2 (3π/2) angles around v and that such angles sum up to 2π. Part 2 is proved by observing that |R e | (|L e |) is the number of π/2 (−π/2) angles along the edges of f , that |R f | (|L f |) is the number of π/2 (−π/2) angles on the vertices of f , and that such angles sum up to ±2π, depending on whether we consider the interior or the exterior part of the face.
The above property can be easily verified on the graph of Fig. 5 . For example, it is easy to see that Condition 1 holds for vertex 1; namely, it has degree 4 and the labels of the faces that appear in its adjacency list are R-symbols.
From Property 2.3 it directly descends the following property. Property 2.4. Let C be a simple cycle of an orthogonal graph. The number of right turns minus the number of left turns encountered by walking clockwise around C is four.
For example, the cycle composed by vertices 1, 2, 3, 4, 7, 6, 5 of An orthogonal representation of a graph G is an orthogonal graph with the same vertices and edges of G. The cost of an orthogonal representation is the number of its bends. An optimal orthogonal representation of G is an orthogonal representation of G with the minimum cost. An optimal orthogonal drawing of G is an orthogonal drawing of the shape-equivalence class described by an optimal orthogonal representation of G.
Orthogonal graphs have also been studied by Vijayan and Wigderson in [30] .
2.4. The min-cost flow problem. We briefly recall some definitions of flow networks. A network N consists of (1) a finite set of nodes including exactly one source node s and one sink node t; (2) a set of oriented edges (in what follows, arcs), labeled with a nonnegative capacity, a nonnegative lower bound, and a nonnegative cost function.
A flow x in N associates to each arc a a nonnegative number x(a); flow x(a) cannot exceed the capacity of a and cannot be less than the lower bound of a. Also, for each node v = s, t of N , the sum of the flows of the incoming arcs is equal to the sum of the flows of the outgoing arcs. Let c a be the cost function of arc a; the cost of the flow in a is c a (x(a) ). The cost of the flow x in N is the sum of the costs of the flow in the arcs of N . The value of the flow in N is the sum of the flows of the outgoing arcs of s. A min-cost flow problem is stated as follows: given a network N and a positive number z, find a flow x in N such that the value of x is z and the cost of the flow is minimum. The min-cost flow problem has been intensively studied in the literature (see, e.g., [10, 15, 1] ).
3. The general approach. The general approach underlying the paper can be summarized as follows. Let us concentrate on the case of 3-planar 2-connected graphs. We shall see that the results on such graphs can be easily extended to general 3-planar graphs and to 4-planar series-parallel graphs.
To compute an optimal orthogonal representation of a 3-planar 2-connected graph G, the first step is to construct a decomposition tree T of G. The optimal orthogonal representation of G is then built by visiting T from bottom to top. In fact, we show that the optimal orthogonal representation of the pertinent graph of a node µ of T can be constructed by considering and composing a limited set of orthogonal representations (not necessarily optimal) of the pertinent graphs of the children µ 1 , . . . , µ k of µ; we call such limited sets of orthogonal representations optimal sets.
If µ is an S-node or a P -node, then an optimal orthogonal representation of the pertinent graph of µ can be built in polynomial time in two steps. In the first step one orthogonal representation for each of the optimal sets of µ 1 , . . . , µ k is suitably selected. In the second step the selected representations are assembled into a representation of the pertinent graph of µ.
Otherwise (µ is an R-node), the optimal orthogonal representation of µ can be computed with a network-flow technique; this is done in polynomial time by exploiting certain convexity properties that hold for the optimal sets of µ 1 , . . . , µ k .
Thus, for 2-connected 3-planar graphs we have algorithms that, from bottom to top, compute in polynomial time the optimal sets of all the nodes of T .
The conceptual tool that is used to select, among the infinite possible orthogonal representations of the pertinent graphs of the nodes of T , those that are needed in the optimal sets is the spirality. As we said in the introduction, the spirality measures how much an orthogonal representation is "rolled up." In particular, we exploit two basic properties of the spirality that can be roughly stated as follows.
• The split components of an optimal orthogonal representation cannot be rolled up too much. Intuitively, if too many turns are done, then too many bends are spent.
• Two orthogonal representations of the same split component and with the same spirality can replace each other into an orthogonal representation of G.
4. Spines and spirality. In this section we define and study an invariant, called spirality, of the equivalence class of drawings described by a component of an orthogonal graph. Unless stated otherwise we suppose that all the graphs mentioned from now on are 2-connected. Definition 4.1. Let H be an orthogonal graph and let H uw ⊂ H be a split component of H. Let u ′ be an alias vertex of u and let w ′ be an alias vertex of w. Let P uw be a simple path in H uw from u to w. A spine S u ′ w ′ of H uw is the simple path obtained by concatenating edge (u ′ , u), path P uw , and edge (w, w ′ ). In Figs. 7a and 7b we show two spines of the split component from the example of Fig. 6 .
Let v 1 and v 2 be two vertices of H, and P v1v2 be a simple path between v 1 and v 2 . We associate with P v1v2 an integer n(P v1v2 ) defined as the number of right turns minus the number of left turns found when going along P v1v2 from v 1 to v 2 . In Fig. 7a we have n(S u ′ w ′ ) = 2; in Fig. 7b , n(S u ′ w ′′ ) = 3. 
Proof. Let P u ′ w ′ be a simple path in H that joins u ′ and w ′ , such that no edge of P u ′ w ′ belongs to H uw . Let C ′ and C ′′ be two simple cycles such that
, where a is the number of right turns minus the number of left turns encountered at u ′ and w ′ , when going clockwise around C ′ ; observe that a can be different from 0 only when the poles are bridge poles. By applying the same argument to C ′′ it follows that n(S 4.2. Spirality. Definition 4.2. Let H be an orthogonal graph and H uw ⊂ H be a split component of H. The spirality σ Huw of H uw is defined as follows. Three cases are possible, depending on the number of alias vertices of u and w.
1. Both u and w have just one alias vertex, u ′ and w ′ , respectively. Let S u ′ w ′ be a spine of H uw ; σ Huw = n(S u ′ w ′ ).
2.
Pole u has just one alias vertex u ′ ; w has two alias vertices w ′ and w ′′ . Let S u ′ w ′ and S u ′ w ′′ be two spines of H uw ; σ Huw = (n(S u ′ w ′ ) + n(S u ′ w ′′ ))/2. 3. Pole u has two alias vertices u ′ and u ′′ ; w has two alias vertices w ′ and w ′′ . Suppose u ′ and w ′ are on the same face of H. Let S u ′ w ′ and S u ′′ w ′′ be two spines of H uw ; σ Huw = (n(S u ′ w ′ ) + n(S u ′′ w ′′ ))/2. For example, the spirality of the split component in evidence in Fig. 6 Proof. We prove the first case; the proof of the second case is analogous. Let u ′ be the alias vertex of u and let w ′ , w ′′ be the alias vertices of w. Let P u,w be a simple path of H uw from u to w. Let S u ′ w ′ be a simple path composed by edge (u ′ , u), path P u,w , and edge (w, w ′ ); let S u ′ w ′′ be a simple path composed by edge (u ′ , u), path P u,w , and edge (w, w ′′ ); S u ′ w ′ and S u ′ w ′′ are two spines of H uw that differ only for one turn at vertex w. Thus, n(S u ′ w ′ ) + n(S u ′ w ′′ ) is an odd integer.
The following property shows that the spirality of a split component H uw depends only on the shape of H uw and, possibly, on the labels associated with the right and left faces in the adjacency lists of the poles.
Property 4.2. Let H and H ′ be two orthogonal graphs that are orthogonal representations of the same graph G; let G uw be a split component of G. Suppose that (1) the orthogonal representation H uw of G uw is the same in H and in H ′ ; (2) the label associated with the right (left) face of H uw in the adjacency list of each pole of H uw that is not a bridge pole is the same in H and in H ′ . The spirality σ Huw is the same in H and in H ′ . Proof. From Definition 4.1 any spine S of H uw is composed by a simple path P uw of H uw from u to w, and two edges (v, v ′ ) where v is a pole of H uw and v ′ is an alias vertex of that pole (v ≡ v ′ if v is a bridge pole). Since each edge (v, v ′ ) has no bends, to evaluate n(S) we need n(P uw ) and information about possible turns encountered at poles when going along S; but this information is univocally given by the labels associated with the right and left faces of H uw in the adjacency lists of the poles.
Spirality of a series.
Let H be an orthogonal graph and T be the decomposition tree of H.
Let µ be an internal S-node of T , with children µ 1 and µ 2 ; let H µ ⊂ H be the pertinent orthogonal graph of µ and let H µi ⊂ H µ be the pertinent orthogonal graph of µ i (i = 1, 2). In Fig. 8 we show the series of the two components in the subgraph in evidence in Fig. 6 . Lemma 4.2. The spirality σ Hµ of H µ is related to the spiralities σ Hµ i of the H µi (i = 1, 2) by
Proof. The proof is illustrated in Fig. 9 . Let u, w be the poles of H µ , let u 1 , w 1 be the poles of H µ1 , and let u 2 , w 2 be the poles of H µ2 . Assume u 1 ≡ u, w 1 ≡ u 2 , and w 2 ≡ w.
Several cases are possible, according to the different types of poles of H µ1 and H µ2 and according to the external degree of the poles of H µ . 1. Pole w 1 is a nonbridge pole in H µ1 and pole u 2 is a bridge pole in H µ2 . Since u 2 is a bridge pole in H µ2 , the alias vertex of u 2 is the pole itself. Also, let w
be the alias vertex of w 1 on the edge of H µ2 incident on w 1 . We distinguish two subcases, according to the external degree of u and w in H µ .
(a) u 1 ≡ u and w 2 ≡ w are bridge poles or they have external degree 1 in H µ (see Fig. 9a ). In this case just one spine is needed to evaluate the spirality of H µ , H µ1 , and H µ2 . Let u 
(b) w 2 ≡ w is a nonbridge pole with external degree 2 in H µ (see Figs. 9b and 9c). In this case two spines are requested to evaluate the spirality of H µ . With analogous reasoning as in case (a), we can define the spines of H µ starting from the spines of H µ1 and H µ2 ; the rest of the proof is a simple variation of the previous case. 2. w 1 is a nonbridge pole in H µ1 and u 2 is a nonbridge pole in H µ2 (the total degree of w 1 ≡ u 2 is four). Let w 
(b) u 1 ≡ u is a nonbridge pole with external degree 2 in H µ (see Figs. 9e and 9f). In this case the spirality of H µ is evaluated by means of two spines. With analogous reasoning as in the above case, we can define the two spines of H µ starting from the spines of H µ1 and H µ2 . The proof is a simple variation of the one given above.
Spirality of a parallel.
Let H be an orthogonal graph and T be the decomposition tree of H. We first consider the case of an internal P -node of T , then the special case of the root.
Let µ be an internal P -node of T with children µ 1 , . . . , µ k , let H µ ⊂ H be the pertinent orthogonal graph of µ with poles u and w, and let H µi ⊂ H µ be the pertinent orthogonal graph of µ i (i = 1, . . . , k). Since the vertices of H have degree at most 4, µ has two or three children. We relate the spirality of H µ to the spirality of its components by distinguishing the case where µ has three children from the case where µ has two children.
Suppose first that µ has three children. Let e i be the edge of H µi (i = 1, 2, 3) incident on pole u, and let e out be the external edge of u with respect to H µ . In the following lemma we suppose that edges e out , e 3 , e 2 , and e 1 appear in this order in the adjacency list of u. See, for example, Fig. 10 .
Lemma 4.3. The spirality σ Hµ of H µ is related to the spiralities σ Hµ i of H µi (i = 1, 2, 3) by
Proof. Poles u, w are nonbridge poles with external degree 1 in H µ and bridge poles in H µi . Let u ′ , w ′ be the alias vertices of poles u, w with respect to H µ , respectively. Let S 2 be a spine of H µ2 ; consider the path S composed by edge (u ′ , u), S 2 , and edge (w, w ′ ). Observe that S is a spine of H µ . Since, when going along S from u ′ to w ′ , we go straight at vertex u and at vertex w, n(S) = n(S 2 ). Let S 1 be a spine of H µ1 ; consider the path S ′ composed by edge (u ′ , u), S 1 , and edge (w, w ′ ); clearly, S ′ is a spine of H µ . Since, when going along S ′ from u ′ to w ′ , we turn right at vertex u and at vertex w, n(S ′ ) = n(S 1 ) + 2. Analogous reasoning applies when a spine of H µ is defined starting from a spine of H µ3 .
Consider now that the case µ has two children. Let f 1 and f 2 be the right face and the left face of H µ , respectively. Suppose that the vertices and edges of H µ belonging to f 1 are also vertices and edges of H µ1 . We denote with α i v the number of R-symbols 
Let µ be the root of T , and let µ 1 and µ 2 be the children of µ such that the pertinent graph of µ 2 is the reference edge (s, t). Let H µ1 ⊂ H be the orthogonal pertinent graph of µ 1 and let H st ⊂ H be the orthogonal representation of edge (s, t). Let f be the internal face of H containing (s, t) and let α v be the number of R-symbols minus the number of L-symbols of the label associated to f in the adjacency list of pole v (v = s, t). The proof of the following lemma can be found in [4] .
Lemma 4.5. The spirality σ Hµ 1 of H µ1 and the spirality σ Hst of H st are related by
if edge (s, t) is traversed from t to s, going around f in the positive direction, and by
if edge (s, t) is traversed from s to t, going around f in the positive direction, where Fig. 12a with the one of Fig. 12b , we obtain the orthogonal graph of Fig. 12c . The following theorem proves that the obtained graph is orthogonal. 
where a is the number of R-symbols minus the number of L-symbols of the label associated with face f H in the adjacency lists of u ′ H and w ′ H . The plus sign holds if f H is an internal face, the minus sign, if f H is the external face.
Consider f H ′′ . Since both S H and S H ′′ have their endpoints on the right faces of their split components, and since H uw and H ′′ uw have the same spirality by hypothesis, n(S H ) = n(S H ′′ ). Thus, since n(P H ) = n(P H ′′ ) and the value of a stays the same after the substitution, Condition 2 of Property 2.3 holds for f H ′′ .
4.
6. An upper bound to the spirality. We study now the properties of split components of optimal orthogonal representations.
Let G be a graph and let G uw ⊂ G be a split component of G. Let H be an orthogonal representation of G and let H uw ⊂ H be the orthogonal representation of G uw . First, we observe that the orthogonal subgraph H uw may not be optimal even if H is optimal. In Fig. 13 two orthogonal representations of the same graph are shown with a subgraph H uw in evidence; in Fig. 13a the orthogonal representation H is optimal while H uw is not optimal; Fig. 13b shows the best orthogonal representation that can be found if H uw is constrained to be optimal. With analogous reasoning we can prove the following theorem. Theorem 4.3. Let G be a 2-connected graph and let G uw ⊂ G be a split component of G. Let H uw be an orthogonal representation of G uw optimal within spirality σ Huw . All the split components of H uw are optimal within their spiralities.
The next theorem gives an upper bound to the spirality of the split components in an optimal orthogonal representation.
Theorem 4.4. Let G be a 2-connected graph with n vertices and let H be an optimal orthogonal representation of G; let H uw ⊂ H be the orthogonal representation of a split component of G, |σ Hµ | ≤ 3n − 2.
Proof. Let S be a spine of H µ . Since S is a simple path, it has at most n − 1 edges and n vertices. For each pair of consecutive edges of S there is at most one turn at the common endpoint; also, since H is optimal, H has at most 2n − 2 bends [26, 27] . In the worst case, such bends of H are all right turns or they are all left turns along S; thus |n(S)| ≤ 2n − 2 + n.
The split component G uw of G is odd if one of its poles is a bridge pole or it has external degree 1, while the other pole is a nonbridge pole with external degree 2 (the total number of alias vertices of u and w with respect to G uw is odd); else G uw is even (the total number of alias vertices of u and w with respect to G uw is even). For example, the split component in evidence in Fig. 6 is odd, while the one in evidence in Fig. 13 is even.
Consider now the orthogonal representation
Combining Theorem 4.4 and Property 4.3, the following corollary descends. Corollary 4.1. Let G be a graph with n vertices and let G uw ⊂ G be a split component of G. Let H be an optimal orthogonal representation of G, and let H uw ⊂ H be the orthogonal representation of G uw . If G uw is odd, the spirality of H uw is a number (2k + 1)/2 such that −3n + 2 ≤ k ≤ 3n − 3. If G uw is even, the spirality of H uw is an integer k such that −3n + 2 ≤ k ≤ 3n − 2.
4.7. Spirality and cost functions. The cost function of a split component associates to each value σ of spirality the cost (number of bends) of an orthogonal representation of the component optimal within spirality σ.
The following property can be trivially proved. Property 4.4. The cost function of a split component is piecewise linear and it is symmetric with respect to the cost axis (vertical axis corresponding to zero spirality).
Given an embedding of a split component, a fixed-embedding cost function associates with each value σ of spirality the cost of an orthogonal representation with spirality σ, which has the given embedding and the minimum number of bends among all the orthogonal representations of the component with spirality σ and the given embedding.
Property 4.5. The cost function of a split component is the lower envelope of all the fixed-embedding cost functions of the component.
We show that the cost functions of the components of 4-planar graphs can have quite complicated behavior. Namely, they are, in general, neither monotone nor convex. Even for a series-parallel graph a cost function can have a linear number of local minima. This closes the possibility of devising polynomial time algorithms for 4-planar series-parallel graphs based on convexity properties of the cost functions.
Intuitively, one would expect that the number of bends of a split component monotonically increases when the spirality of such a component is augmented. Surprisingly, this is not the behavior for general 4-planar graphs. To give an example, in Fig. 14 we show the cost function of a series composition that has two minima for σ = 0 and for σ = 2. The following lemma shows that the behavior of a cost function can be even worse. Lemma 4.6. There exists a split component of a series-parallel graph whose cost function is neither convex nor monotone.
Proof. Consider the split component of Fig. 15 . However, the cost function of the split component of Fig. 15a has only one nonconvexity. Now we show an infinite family of split components constructed by only using series and parallel compositions whose cost functions ripple a linear number of times. Let G n be the split component recursively defined as follows: G 1 is the split component of Lemma 4.6; G n (n > 1) is the series composition of G 1 , one edge, and G n−1 (see Fig. 15b ). Observe that G n has 14n vertices.
Lemma 4.7. The cost function of G n is zero for σ = ±2k (k = 0, . . . , n) and is greater than zero for all the remaining values of σ.
Proof. For the symmetry of the cost functions (see Property 4.4) we can restrict our attention to nonnegative values of spirality. The proof is by induction on n. We prove first that the cost function of G 1 has value 0 only for spirality 0 and 2.
Let G 0 be the split component of Fig. 14 . The split component G 1 is the series composition of two copies of G 0 separated by one edge e 0 . The cost function of e 0 is a linear function with slope 1. The cost function of G 0 has value 0 only for spirality 1. Namely, for every value of spirality less than 4, the cost function has the behavior depicted in Fig. 14 . Since any orthogonal representation of G 0 has a spine S with three vertices, for values of spirality greater than or equal to 4, such an orthogonal representation has at least one bend on S. From Lemma 4.2, the spirality of an orthogonal representation of G 1 is the sum of the spiralities of its components. It follows that an orthogonal representation of G 1 has at least one bend except when the spirality of e 0 is 0 and the spiralities of the orthogonal representations of G 0 are either 1 or −1. Thus, the cost function of G 1 has value 0 only for spirality 0 and 2. Suppose now the lemma holds for G n−1 . We prove the lemma for G n . G n is the series of G n−1 , one edge e, and G 1 . Again, from Lemma 4.2, the spirality of an orthogonal representation of G n is the sum of the spiralities of its components. It follows that an orthogonal representation of G n has at least one bend except when the spirality of e is 0 and the spiralities of the orthogonal representations of G n−1 and G 1 are such that the corresponding cost functions have value 0. Thus the cost function of G n has value 0 only for σ = 2k (k = 0, . . . , n).
The following theorem summarizes the results of this section. Theorem 4.5. There exists an infinite family of 4-planar split components constructed by using only series and parallel compositions whose cost functions are neither convex nor monotone.
5. Cost functions of 3-planar graphs. The results of this section are the basis of a polynomial time algorithm for optimal orthogonal drawings of 3-planar graphs. Namely, let µ be a node of the decomposition tree of a 3-planar graph and let G µ be its pertinent graph. In section 5.1 we show that the cost function of G µ is always not decreasing. The contribution of section 5.2 is as follows. First, if µ is a Q * -node we show that the cost function of G µ is convex. Second, if µ is an S-node or a P -node, then we show that the convexity of the cost functions of all the children of µ implies the convexity of the cost function of G µ . Unfortunately, we are not able to prove an analogous property if µ is an R-node. Third, we give more sophisticated tools that allow us to deal with this case. Namely, we show that the cost functions of all the children of an R-node are convex.
Not decreasing cost functions.
We start by giving a few definitions that will be of use in the rest of the paper.
Let Let Γ 1 and Γ 2 be two orthogonal drawings of H, and let C 1 and C 2 be two oriented closed simple curves drawn onto Γ 1 and Γ 2 , respectively (curves like C 1 and C 2 have been studied in [21, 26, 27] ). Curves C 1 and C 2 are equivalent curves if they traverse the same set of edges, vertices, and faces in the same order. In this way the oriented closed simple curves that can be drawn onto the orthogonal drawings of an orthogonal 3-planar graph H are grouped into equivalence classes. A class of equivalent curves is described by a circular oriented list of faces, vertices and edges of H, called the ring of H.
A nonincreasing ring of H is a ring R such that:
• the reference edge (s, t) belongs to R; • the external face of H belongs to R and appears immediately after (s, t) in R;
• every edge or vertex of R, except (s, t), is an access a of H. For each sublist f 1 , a, f 2 of R, a is an access from f 1 to f 2 . An example of a curve described by a nonincreasing ring is given in Fig. 17a . Proof. The proof easily follows from a result in [26, 27] . Let Γ be an orthogonal drawing of H. Let C be an oriented closed simple curve drawn onto Γ and such that: (i) C belongs to the class of equivalent curves represented by R; (ii) the intersection between C and (s, t) is not on a bend; and (iii) any other crossing between an edge e of Γ and C is on a bend and is such that C enters from the face where the bend forms a concave angle (this can always be done because e is an access). Curve C defines an elementary transformation of the type described in [26, 27] . Such a transformation can be used to modify Γ into a new orthogonal drawing Γ ′ with one more bend on edge (s, t) (one more left turn when going along (s, t) from s to t) and fewer or as many bends in the rest of the drawing. An example of elementary transformation is shown in Fig. 17 , where Figs. 17a and 17b show a drawing before and after the transformation, respectively. In this case the portion of drawing inside C is "rotated" 90 degrees clockwise. Namely, e is straightened, 2 is moved below 1, 4 is moved below 3, 3 is moved to the left of 5, and (s, t) has one more bend. Let H ′ be the orthogonal graph describing Γ ′ . Since (s, t) has in H ′ one more left turn than in H, from Lemma 4.5, the spirality of H ′ st is equal to σ Hst − 1. We are now in a position to prove the following lemma. Lemma 5.2. The cost function of a split component of a 3-planar graph is not decreasing for nonnegative values of spirality.
Proof. Let T be a decomposition tree of a 3-planar graph and let µ be an internal node of T . Let H We first observe that it is sufficient to prove the lemma in a fixed embedding setting. In fact, (1) for Property 4.5 the cost function in the variable embedding setting is the lower envelope of all the fixed embedding cost functions, and (2) the lower envelope of not decreasing functions is itself not decreasing.
If µ is a Q * -node the proof is trivial. If µ is an S-node and the statement of the lemma holds for each component of the series, then the statement also holds for the entire series (it follows from Lemma 4.2). Thus, we can restrict our attention to the case where µ is either a P -node or an R-node; in both these cases the external degree of the poles of µ is 1.
We show that it is always possible to define a nonincreasing ring for every split component of an orthogonal representation of a 3-planar graph, optimal within a given positive value of spirality. According to Lemma 5.1, the nonincreasing ring allows us to decrease the spirality of the component without increasing its cost. To do that we give a constructive proof. Namely, we give a procedure to compute a nonincreasing ring, and we prove the correctness of such a procedure.
Let H * be the orthogonal representation obtained by adding edge (u, w) to H ′ µ in such a way that (u, w) is the right path of H * and the spirality of H ′ µ ⊂ H * is σ ′ . Let f uw be the face sharing edge (u, w) with the external face f e of H * . Let u ′ and w ′ be the alias vertices of u and w, respectively.
Procedure ComputeRing
Step 1: Labeling Let S be the spine of H µ ′ containing the left path of H * .
repeat
• Let a be the first access of S such that the starting face f 1 is on the left side of S, when going along S from u ′ to w ′ .
• Let f 1 be the starting face of a.
• Select a face f 2 according to the following rules: (1) if a is an access edge or an access vertex of degree 2, then f 2 is the only target face of a; (2) if a is an access vertex of degree 3, let e = (v ′ , a) be the edge of S traversed from v ′ to a; then f 2 is the target face of a that contains e (see, for example, Fig. 18a ).
• Label access a with the ordered pair f 1 , f 2 .
• Let v 1 (v 2 ) be the first (last) encountered vertex of f 2 when going along S from u ′ to w ′ . Let P S be the subpath of S with endpoints v 1 and v 2 and let P be the path joining v 1 and v 2 along f 2 such that P shares with S only its endpoints.
• Replace path P S of S with path P . (See, for example, Fig. 18b.) until a is an access with target face f uw Label access a with the ordered pair f 1 , f uw , where f 1 is the starting face of a; also, label edge (u, w) with f uw , f e .
Step 2: Construction Construct the ring R containing f u,w such that for each f 1 , a, f 2 of R, access a has been labeled f 1 , f 2 in Step 1. end procedure.
Procedure ComputeRing correctly constructs a nonincreasing ring. Observe first that any spine S of H µ ′ has at least one access, because σ ′ is positive and S has at least one right turn; also, there exists at least one spine with an access having target face f uw (consider, as an example of such a spine, the spine containing the right path of H µ ′ ). Consider now the repeat cycle of the labeling step (Step 1) of the procedure. At each iteration a new spine is computed, by replacing a subpath P S of the current spine S with a path P sharing with S only its endpoints. Namely, let P 1 be the subpath of S joining u ′ to v 1 and P 2 be the subpath of S from v 2 to w ′ . Paths P 1 and P 2 are simple and disjoint by definition. Path P computed in the while cycle is a simple path that intersects P 1 only in v 1 and P 2 only in v 2 . Thus, the concatenation of P 1 , P , and P 2 is a spine.
Observe that the number of faces between the spine and the left path of H * increases at each iteration. Intuitively, the spine sweeps from the left path of H * towards the right path by eating some faces on the right of S (between S and the right path of H * ). No face can be eaten twice, since an eaten face moves from the right to the left of the current spine.
An access with target face f uw is found after a finite number of iterations because the cardinality of the set of faces on the right of the current spine decreases at each iteration.
Concerning the construction step (Step 2) of the procedure, we have that an increasing ring R exists. In fact, if R contains face f , then there is a labeled access a having f as target face and labeled with the pair f 1 , f . But, since a is a labeled access, a belongs to a spine S having the starting face f 1 at its left. Now, either face f 1 is the face f e and we are done, or the spine S has been obtained from a previous spine by eating face f 1 . This means that f 1 is the target face of some previously labeled access and we can repeat the argument.
Convexity properties of the cost functions.
A cost function c(σ) of a split component is an elbow-shaped function when there exists a pair σ, k such that c(σ) = k for −σ ≤ σ ≤ σ and c(σ) = |σ| + k − σ for σ ≤ σ.
Theorem 5.1. Let G be a 3-planar 2-connected graph and let T be its decomposition tree. Let µ be a node of T and let G µ be its pertinent graph.
1. If µ is a Q * -node or an S-node, then the cost function of G µ is elbow-shaped. 2. If µ is a P -node, then the cost function of G µ is convex. Lemma 5.3. Let µ be a Q * -node whose pertinent graph G µ has m edges. The cost function of G µ is an elbow-shaped function such that k = 0 and σ = m − 1.
Proof. Suppose that σ ≥ 0; the proof is analogous for σ < 0. For σ = 0 an orthogonal drawing of G µ can be easily constructed by putting all the vertices on the same straight line. For each increase of the spirality of one unit, we can bend the drawing at one of the m − 1 internal vertices that did not bend before, without introducing any extra cost until σ = m − 1. For σ > m − 1 we need to add σ − m + 1 bends, and this can be done along a distinguished edge.
Lemma 5.4. Let µ be an S-node whose pertinent graph is G µ ; let µ 1 and µ 2 be the children of µ and let G µ1 and G µ2 be the pertinent graphs of µ 1 and µ 2 , respectively. If the cost function of G µ1 is convex and the cost function of G µ2 is elbow-shaped, then the cost function of G µ is elbow-shaped.
Proof. Let c(σ), c 1 (σ), and c 2 (σ) be the cost functions of G µ , G µ1 , and G µ2 , respectively. For Property 4.4, it is sufficient to show that c(σ) is elbow-shaped for nonnegative values of spirality.
Since, for Lemma 5.2, c 1 (σ) is not decreasing when σ ≥ 0 and since c 2 (σ) is elbowshaped, an increase of one unit of spirality for the whole series causes an increase of at most one unit on the overall number of bends. In fact, one can conveniently increase by one unit the spirality on the whole series by bending the component for which the increase on the cost function is the least expensive. Observe that c(0) = c 1 (0) + c 2 (0). Let σ 1 and σ 2 be the maximum values of spirality for which c 1 (σ) = c 1 (0) and c 2 (σ) = c 2 (0), respectively. Now, because of Lemma 4.2, one can have no cost increase for all values of spirality 0 ≤ σ ≤ σ 1 + σ 2 . For σ > σ 1 + σ 2 , for the convexity of c 1 (σ) and c 2 (σ), c(σ) has a positive slope. A unit slope for c(σ) can be obtained by fixing c(σ) = c 1 (σ 1 ) + c 2 (σ − σ 1 ).
Lemma 5.5. Let µ be a P -node whose pertinent graph is G µ ; let µ 1 and µ 2 be the children of µ and let G µ1 and G µ2 be the pertinent graphs of µ 1 and µ 2 , respectively. If the cost functions of G µ1 and G µ2 are elbow-shaped, then the cost function of G µ is convex.
Proof. Let c(σ), c 1 (σ), and c 2 (σ) be the cost functions of G µ , G µ1 , and G µ2 , respectively. Consider any triplet of consecutive, nonnegative values of σ, say σ − 1, σ, and σ + 1. Let H µ , H 
w that minimize the above formulas might change, but the reasoning of the proof is the same. We prove the lemma for σ − 1 ≥ 2.
By using the above equations we derive
Because of the elbow-shape of c 1 (σ) and c 2 (σ), we have c 
It follows that
and that
Since c 1 (σ) is an elbow-shaped function, from inequality (2), 1 ≤ c 1 (σ − 1) − c 1 (σ − 3) ≤ 2 that can be rewritten as 1 ≤ c 1 (σ − 1) − c 1 (σ − 2) + c 1 (σ − 2) − c 1 (σ − 3) ≤ 2; thus, we have that c 1 (σ − 1) − c 1 (σ − 2) = 1, and
But, from inequality (1), c 1 (σ + 1) − c 1 (σ − 1) ≤ 1. This is a contradiction.
To deal with R-nodes we need more sophisticated tools and introduce the concept of fixed-ordering cost function, defined as follows. Given an R-node µ with pertinent graph G µ of a 3-planar graph, with poles u and w, the possible orderings for the edges of G µ around u and w are exactly two; one can be obtained from the other by flipping the component around the poles. Call such orderings ordering A and ordering B. Suppose ordering A is given. For each value σ of spirality there is an orthogonal representation of the component that has spirality σ, the minimum number of bends, and ordering A. We call such an orthogonal representation optimal within spirality σ and ordering A. It is worth noticing that an orthogonal representation optimal within spirality σ and ordering A is computed by considering all the possible embeddings for the components of G µ ; only the ordering of the edges around u and w is fixed. A fixed-ordering cost function describes the cost of orthogonal representations of the pertinent graphs of R-nodes that are optimal within given values of spirality and ordering. Note that a fixed-ordering cost function is, in general, nonsymmetric with respect to the cost axis. In what follows we denote with c A (σ) and with c B (σ) the fixed-ordering cost functions relative to ordering A and ordering B, respectively. Lemma 5.6. Let µ be an R-node whose pertinent graph is G µ . If the cost functions of the pertinent graphs of the children of µ are elbow-shaped, then the two fixedordering cost functions of G µ are convex.
The proof of Lemma 5.6 will be given in sections 5.2.1 and 5.2.2. It is based on the study of the fixed-ordering cost function associated to the pertinent graph G µ , in terms of the analysis of the flow variation in a min-cost flow network. This exploits a technique already introduced by Tamassia [21] . In the next subsection we describe the flow model. 5.2.1. The flow network. Let T be a decomposition tree of a 3-planar graph and let µ be an R-node of T with poles u and w. Let G µ be the pertinent graph of µ and let the two possible orderings for the edges of G µ around poles u and w be given.
Let skeleton A (µ) (skeleton B (µ)) be the embedded graph obtained by adding (u, w) to skeleton(µ) and such that (1) (u, w) is on the external face, (2) (u, w) is the right path, and (3) the edges of skeleton A (µ) incident on u and w correspond to split components of G µ that respect ordering A (ordering B).
We associate to µ, σ, and ordering A a network N µ (σ, A) defined as follows.
• Nodes: -There is a node (vertex-node) for each vertex of skeleton A (µ).
-There is a node (face-node) for each face of skeleton A (µ).
-There are two extra nodes: a source node s and a sink node t. -There is one arc (v, f ) where v is a vertex that belongs to face f . Arc (v, f ) has infinite capacity and zero lower bound and cost. -There is one arc (s, f ) for each internal face f composed by fewer than four edges. Arc (s, f ) has capacity 4 minus the number of edges belonging to the face and zero lower bound and cost. -There is one arc (s, v) for each vertex v. Arc (s, v) has capacity equal to 4 − deg(v) and zero lower bound and cost. -There is one arc (f, t) for each internal face f composed by more than four edges. Arc (f, t) has capacity equal to the number of edges belonging to the face minus 4 and zero lower bound and cost. -There is one arc (f e , t) for the external face f e . Arc (f e , t) has capacity equal to 4 plus the number of edges belonging to the face and zero lower bound and cost. An example of a network is shown in Fig. 19 . In this figure we represent only vertex-nodes, face-nodes, and arcs between adjacent faces. For two arcs we also draw (in the circles) the corresponding cost functions.
Similarly, a network N µ (σ, B) is associated with µ, σ, and ordering B.
The flow value z in N µ (σ, A) is constrained equal to the sum of the capacities of the arcs' outgoing node s. The intuitive interpretation of network N µ (σ, A) is the following. Each unit of flow in the network represents an angle of 90 degrees; for each pair (f ′ , f ′′ ) and (f ′′ , f ′ ) linking two face-nodes, their difference of flow represents the spirality of the split components whose virtual edge is the edge separating f ′ and f ′′ in skeleton A (µ); the cost of the flow represents the number of bends of the orthogonal representation of G µ (observe that it is not the cost of an orthogonal representation of skeleton A (µ)). Furthermore, the lower bound of the dual arc of (u, w) constrains edge (u, w) to have the given spirality.
Observe that all the components of 3-planar graphs are even and, by Property 4.3, their possible values of spirality are integer numbers. The proofs of the next two lemmas can be found in [4] .
Lemma 5.7. Let H µ be an orthogonal representation of G µ optimal within spirality σ and ordering A (ordering B) and let c A (c B ) be the number of bends of H µ . Then there exists an integer flow in N µ (σ, A) (N µ (σ, B) ) with value z A (z B ) and cost c A (c B ).
Lemma 5.8. Let x be a minimum cost integer flow of value z A (z B ) in N µ (σ, A) (N µ (σ, B) ) and cost c A (x) (c B (x)). There exists an orthogonal representation H µ of G µ optimal within spirality σ and ordering A (ordering B) whose number of bends is c A (x) (c B (x) ).
The following lemma summarizes the results of this subsection. Lemma 5.9. For each orthogonal representation optimal within spirality σ and ordering A (ordering B) there exists a minimum cost integer flow in N µ (σ, A) (N µ (σ, B) ). Furthermore, an orthogonal representation optimal within spirality σ and ordering A (ordering B) can be computed from the minimum cost integer flow in N µ (σ, A) (N µ (σ, B) ).
Proof of Lemma 5.6.
Proof. We first show that the fixed-ordering cost functions of the pertinent graph G µ of µ are convex. Let c A (σ) and c B (σ) be the two fixed-ordering cost functions of G µ . We prove the convexity of c A (σ); the proof for c B (σ) is analogous. Namely, we show that for each triplet of consecutive values of σ, say σ − 1, σ, and σ + 1, we have
Inequality (3), together with Lemma 5.2, proves the convexity of c A (σ).
Let u, w be the poles of G µ and let f uw be the internal face of skeleton A (µ) sharing edge (u, w) with the external face f e . Let N µ (σ −1, A), N µ (σ, A) , and N µ (σ +1 N µ (σ − 1, A) and N µ (σ, A) . If σ − 1 < 4, then N µ (σ, A) can be obtained from N µ (σ − 1, A) by decreasing by one unit the capacity and the lower bound of arc (f e , f uw ); otherwise it can be obtained by increasing by one unit the capacity and the lower bound of (f uw , f e ). We consider the case when the capacity and the lower bound of (f e , f uw ) decrease. The proof is analogous when the capacity and the lower bound of (f uw , f e ) increase.
Let H µ be an orthogonal representation of G µ optimal within spirality σ − 1 and ordering A; let x be the flow in N µ (σ − 1, A) that, according to Lemma 5.9, corresponds to H µ .
We remind the reader that for arc (f e , f uw ) the capacity and the lower bound coincide and that (f e , f uw ) is a saturated arc in N µ (σ − 1, A) when the flow is x. Thus, an optimal flow x ′ in N µ (σ, A) can be computed starting from flow x and by decreasing the flow in the arc (f e , f uw ) by means of a minimum cost augmenting path P ′ connecting f e and f uw (see also [1] ). The objective function (i.e., the cost function c A (σ) of G µ ) changes by an amount d(P ′ ), that is, the cost of the chosen augmenting path P ′ (in the rest of the proof we denote by d(P ) the cost of an augmenting path P ). Let H ′ µ be the orthogonal representation of G µ computed from N µ (σ, A) and x ′ . From Lemma 5.9, H ′ µ is optimal within spirality σ and ordering A. Also, the number of bends in H ′ µ is c A (σ − 1) + d(P ′ ). Consider now network N µ (σ +1, A). Again, an optimal flow x ′′ for N µ (σ +1, A) is computed starting from x ′ , by means of a minimum cost augmenting path P ′′ from f e to f uw . The corresponding orthogonal representation H ′′ µ is optimal within spirality σ + 1 and ordering A and has c A (
. Three cases are possible. 1. P ′ and P ′′ do not share common edges. In this case P ′ is not the minimum cost augmenting path when computing flow x ′ from flow x. This is a contradiction. 2. P ′ and P ′′ share edge e = (p, q) traversed in the same direction in both P ′ and P ′′ (see Fig. 20a ). In other words, the flow along e is increased or decreased in both P ′ and P ′′ . In both cases, since the cost function of e is convex, the variation d
′ (e) of the cost along e in P ′ is not greater than the variation d ′′ (e) of the cost along e in P ′′ . Path P ′ is the concatenation of three subpaths, P ′ 1 , edge e, and P ′ 2 . Analogously, P ′′ is the concatenation of subpaths P ′′ 1 , edge e, and P ′′ 2 . Inequality d(P ′′ ) < d(P ′ ) can be rewritten as follows.
Since path P (if a path is not an augmenting path its cost is infinite). Thus, the following inequalities also hold:
which imply
The last two inequalities, together with d ′′ (e) ≤ d ′ (e) contradict inequality (4). 3. P ′ and P ′′ share edge e, with endpoints p and q, traversed in the opposite direction in P ′ and in P ′′ (see Fig. 20b ). The variation d ′ (e) of the cost along e in P ′ is equal to the variation −d ′′ (e) of the cost along e in P ′′ . P ′ is the concatenation of three subpaths, P ′ 1 from f e to p, edge (p, q), and P ′ 2 from q to f uw . Analogously, P ′′ is the concatenation of subpaths P ′′ 1 from f e to q, edge (q, p), and P ′′ 2 from p to f uw . Inequality d(P ′′ ) < d(P ′ ) can be rewritten as follows:
Since path P ′ is chosen as a minimum cost augmenting path in network N µ (σ, A), we have that d(P ′ ) is not greater than the cost of the paths P
The last two inequalities contradict inequality (5) . In fact, we can write 
Proof of Theorem 5.1.
Proof. The proof is by induction on the height of the subtree T µ rooted at µ. Base case. If T µ has height 0, then by the definition of decomposition tree µ is a Q * -node; the thesis follows by Lemma 5.3. If T µ has height 1, then by the definition of decomposition tree, the children of µ are Q * -nodes; the thesis follows from Lemmas 5.3 and 5.5.
Inductive case. Suppose T µ has height k > 1. Three cases are possible: µ is an R-node, a P -node, or an S-node.
If µ is an R-node or a P -node, then by Property 2.2 its children are either S-nodes or Q * -nodes. Hence, the pertinent graphs of the children of µ have elbow-shaped cost functions because of the inductive hypothesis. If µ is an R-node, then this is enough to prove the theorem. If µ is a P -node, then the thesis follows from the above discussion and from Lemma 5.5.
If µ is an S-node and none of its children is an R-node or a P -node, the theorem follows from the inductive hypothesis and from Lemma 5.4.
If µ is an S-node and one of its children is a P -node, from Property 2.2 the other child of µ can be either an S-node or a Q * -node. The theorem follows from the inductive hypothesis and from Lemma 5.4.
Suppose now that µ is an S-node with children µ 1 and µ 2 , and one of its children, say µ 1 , is an R-node. Because of Property 2.2, the children of µ 1 are either S-nodes or Q * -nodes. So, for the inductive hypothesis on the children of µ 1 and for Lemma 5.6, both the fixed-ordering cost functions c A (σ) and c B (σ) of the pertinent graph G µ1 of µ 1 are not decreasing and convex; note that c A (σ) and c B (σ) coincide for σ = 0. By Property 2.2, µ 2 is either a Q * -node or an S-node and its pertinent graph G µ2 has an elbow-shaped cost-function by induction. Because of the elbow-shape of the cost function of G µ2 and of the convexity of c A (σ) and c B (σ), an increase of one unit of spirality for the whole series causes an increase of at most one unit of the overall number of bends. These arguments imply that the two cost functions, (1) of the series of G µ2 and G µ1 with ordering A, and (2) of the series of G µ2 and G µ1 with ordering B, are elbow-shaped functions and have the same value for σ = 0. The cost function of the whole series is the lower envelope of the two cost functions above; the lower envelope of two elbow-shaped functions that coincide for σ = 0 is an elbow-shaped function.
6. Optimal orthogonal drawings of 3-planar graphs. The target of this section is to provide a polynomial time algorithm for computing the optimal orthogonal drawing of a 3-planar graph G. We first deal with the 2-connected case. The basic idea is to incrementally construct an optimal orthogonal drawing of G by composing orthogonal representations of its split components that are optimal within given values of spirality. To do that, we compute a decomposition tree T of G for each possible reference edge and equip the nodes of T with a data structure devised to describe optimal orthogonal representations of the split components of G. The optimal orthogonal drawing of G is selected among the set of optimal orthogonal drawings, each computed using one of the above decomposition trees.
In section 6.1 we present the data structure; in section 6.2 we show how to use T to compute optimal orthogonal drawings of 3-planar graphs. The management of several decomposition trees is shown in section 6.3. In section 6.4 we extend the algorithm to general 3-planar graphs.
6.1. Optimal sets. Let G be a 3-planar graph with n vertices, let T be a decomposition tree of G, and let µ be an internal node of T . Let G µ be the pertinent graph of µ. An orthogonal representation H µ of G µ is feasible if there exists an orthogonal representation of G having H µ as a subgraph. As an example, in Fig. 21 two orthogonal representations of the split component in evidence in Fig. 6 are shown; the one in Fig. 21a is feasible while the one in Fig. 21b is not feasible. Notice that the feasibility of an orthogonal representation can be checked by looking at the labels in the adjacency lists of the poles and at their external degree.
Let H µ be a feasible orthogonal representation of G µ ; let H be the infinite class of orthogonal representations of G such that (1) each element of H has H µ as a subgraph; (2) the labels associated with the right (left) face of H µ in the adjacency lists of its poles are the same for each element of H. We say that H is a fitting class of H µ .
Let u and w be the poles of H µ . Let {λ u , ρ u , λ w , ρ w } be a set of labels in {R, L}. The set {λ u , ρ u , λ w , ρ w } is sound for H µ if there exists a fitting class H of H µ such that for each element of H the labels associated with the left (right) face of H µ in the adjacency lists of u and w are λ u (ρ u ) and λ w (ρ w ).
Observe that a feasible orthogonal representation H µ and a set of labels that are sound for H µ identify a fitting class of H µ . Also, by Property 4.2, H µ and a set of labels that are sound for H µ univocally determine the spirality of H µ .
An optimal 7-tuple of µ is a 7-tuple H µ , σ Hµ , c Hµ , λ u , ρ u , λ w , ρ w such that 1. H µ is a feasible orthogonal representation of G µ , optimal within spirality σ Hµ ; 2. c Hµ is the cost of H µ ; 3. {λ u , ρ u , λ w , ρ w } is a set of labels that is sound for H µ . We equip each node µ of T with an optimal set. An optimal set is a set of optimal 7-tuples of µ with the following properties.
1. For each value of spirality the set contains at most one optimal 7-tuple. 2. Let H µ , σ Hµ , c Hµ , λ u , ρ u , λ w , ρ w be an optimal 7-tuple of the optimal set. Then, for each node ν of the subtree of T rooted at µ (including µ), the orthogonal representation H ν ⊆ H µ of the pertinent graph of ν has spirality in the range stated by Theorem 4.4. Note that, by Corollary 4.1, the cardinality of an optimal set is at most 2(3n−2)+1 if G µ is even, and at most 2(3n − 2) if G µ is odd.
Lemma 6.1. There exists an optimal orthogonal representation H of G such that the split components of H belong to the optimal sets of the nodes of T .
Proof. Let H ′ be any optimal orthogonal representation of G, and let H 
6.2.
Computing the optimal sets of 3-planar graphs. We consider separately the different types of internal nodes of a decomposition tree of a 3-planar graph G with n vertices and show how to compute the optimal sets of such nodes.
6.2.1. Computing the optimal set of a Q * -node. Let µ be a Q * -node of T , and let G µ ⊂ G be the pertinent graph of µ with poles u and w. An optimal set of µ is computed by the following procedure. Intuitively, while increasing the spirality of a chain with k + 1 vertices, we avoid bending the edges until spirality k − 1; after that value we add one bend for each increasing unit of spirality.
Procedure Q * -OptimalSet(µ) for each integer σ between −3n + 2 and 3n − 2, compute the 7-tuple H µ , σ Hµ , c Hµ , λ u , ρ u , λ w , ρ w as follows and put it in the optimal set of µ:
Let k be the number of edges of G µ . if |σ| < k then H µ has no bends and c Hµ = 0 else H µ has |σ| − k + 1 bends and c Hµ = |σ| − k + 1. σ Hµ = σ; labels λ u , ρ u , λ w , ρ w are undefined. end procedure.
As an example, some 7-tuples of the optimal set of node ξ 1 of Fig. 3 computed by Procedure Q * -OptimalSet are shown in Fig. 22a .
Since µ is a Q * -node, an efficient way to encode H µ is to store in each 7-tuple only the number of turns that appear in H µ . By Corollary 4.1 and since each optimal 7 tuple is computed in O(1) time, we have the following lemma.
Lemma 6.2. Procedure Q * -OptimalSet computes an optimal set of a Q * -node in O(n) time.
6.2.2.
Computing the optimal set of an S-node. Let µ be an S-node of T , and let G µ ⊂ G be the pertinent graph of µ with poles u and w. Let µ 1 and µ 2 be the two children of µ. Let G µ1 be the pertinent graph of µ 1 with poles u 1 ≡ u and w 1 ; let G µ2 be the pertinent graph of µ 2 with poles u 2 ≡ w 1 and w 2 ≡ w. An optimal set of µ is computed by the following procedure. Intuitively, for each value of spirality stated by Corollary 4.1, we look into the optimal sets of µ 1 and µ 2 searching for the minimum cost 7-tuples that satisfy Lemma 4.2.
for each value of spirality stated by Corollary 4.1, compute the 7-tuple H µ , σ Hµ , c Hµ , λ u , ρ u , λ w , ρ w by performing the following steps and, if such a tuple exists, put it in the optimal set of µ:
Step 1: Find two 7-tuples t 1 and t 2 in the optimal sets of µ 1 and µ 2 such that: Step 2: Define H µ as follows.
• H µ has the same vertices and edges of G µ .
• Associate with each vertex of H µ but w 1 ≡ u 2 the same adjacency list it has in H µ1 or in H µ2 .
• Compose the adjacency list L of
Cut L 1 and L 2 in correspondence with f e , deleting f e . Build the new list L as the concatenation of L 1 , f e , L 2 , and f e . Associate with the first (second) occurrence of f e the label λ w1 (ρ w1 ) of t 1 if u 2 is a bridge pole in G µ2 , substitute the label λ u2 (ρ u2 ) of t 2 otherwise. Make L circular by linking its first element to its last element.
Step 3: λ u = λ u1 , ρ u = ρ u1 , λ w = λ w2 , ρ w = ρ w2 . c Hµ = c Hµ 1 + c Hµ 2 . end procedure.
As an example, some 7-tuples of the optimal set of node ξ 2 of Fig. 3 computed by Procedure S-OptimalSet are shown in Fig. 22b . Lemma 6.3. Procedure S-OptimalSet computes an optimal set of an internal S-node µ in O(n 2 ) time. Proof. We concentrate on each computed 7-tuple. We first prove that H µ is a feasible orthogonal representation of G µ . We have that H µ is an orthogonal representation by construction. Also, since poles u and w coincide with poles u 1 and w 2 and both H µ1 and H µ2 are feasible, H µ is feasible.
Second, suppose H µ is not optimal within spirality σ Hµ ; then there exists a feasible orthogonal representation H ′ µ of G µ with fewer bends than H µ and spirality σ Hµ , and such that, by Lemma 6.1, all the split components of H ′ µ are in the 7-tuples of the optimal sets of the children of node µ. Since for each value of spirality Procedure S-OptimalSet considers all the possible pairs of 7-tuples in the optimal sets of the children of µ, we have a contradiction.
Third, we observe that since the labels of t 1 and t 2 are sound, labels λ u , λ w , ρ u , and ρ w are sound for H µ .
To complete the proof of correctness, it remains to prove that the set defined by Procedure S-OptimalSet is an optimal set of µ. This easily follows from the construction strategy and from the fact that the procedure considers optimal sets of µ 1 and µ 2 .
Concerning the complexity, since µ is an S-node, an efficient way to encode H µ in the 7-tuple is to store two pointers to t 1 and t 2 plus the labels of the faces around the poles of H µ . Thus, the computation of an optimal 7-tuple can be performed in linear time by using sorted structures for the optimal sets of the children of µ. So, we have that Steps 1-3 compute an optimal 7-tuple of an S-node µ for a given value σ of spirality in O(n) time. The overall time complexity follows from Corollary 4.1.
6.2.3.
Computing the optimal set of a P -node. If µ is a P -node, from Property 2.2 it has two children. We give a procedure to compute an optimal set of µ. The procedure exploits the result of Lemma 4.4. Namely, we consider all possible values of parameters α for each value of spirality stated by Corollary 4.1, compute the 7-tuple H µ , σ Hµ , c Hµ , λ u , ρ u , λ w , ρ w by performing the following steps and, if such a tuple exists, put it in the optimal set of µ:
Step 1: Find a 7-tuple in the optimal set of µ 1 , and a 7-tuple in the optimal set of µ 2 such that:
(1) the spiralities in each one of the two selected 7-tuples satisfy formula of Lemma 4.4 with an admissible value for α i v ; (2) the sum of the costs is the lowest among all the possible choices of the two 7-tuples. if such two 7-tuples do not exist then skip the next two steps.
Step 2: Let t 1 = H 1 , σ H1 , c H1 , λ u1 , ρ u1 , λ w1 , ρ w1 and t 2 = H 2 , σ H2 , c H2 , λ u2 , ρ u2 , λ w2 , ρ w2 be the 7-tuples chosen in Step 1. Let σ Hµ = σ H1 +α w , (observe that we have removed parameters k u and k w in the formula of Lemma 4.4, since the degree of poles u and w is 3). Define H µ as follows (see Fig. 23 ).
• Associate to each vertex of H µ but u and w the same adjacency list it has in either H 1 or H 2 .
• Let e and e ′ be the edges of H 1 and of H 2 that are incident on pole u, respectively. Define the adjacency list of u as edge e and edge e ′ . Similarly, define the adjacency list of w. Let f be the face of H µ composed by vertices and edges of H 1 and H 2 . Assign an R-label to f in the adjacency list of v if α As an example, some 7-tuples of the optimal set of node ξ 3 of Fig. 3 computed by Procedure P -OptimalSet are shown in Fig. 22c .
Lemma 6.4. Procedure P -OptimalSet computes an optimal set of an internal P -node µ with two children in O(n) time.
Proof. We concentrate on each computed 7-tuple. We first prove that H µ is a feasible orthogonal representation of G µ . We need to prove that the conditions of Property 2.3 hold. Condition 1 is trivially true by construction. Condition 2 is trivially true for all faces but f and the external face. Consider f . Its boundary is composed by a spine S 1 of H 1 , and a spine S 2 of H 2 . Also, by construction, an R-label is assigned to f in the adjacency list of v (w) if α Since the external degree of both the poles is 1 and the external face has no Rlabels in the adjacency lists of the poles, H µ is feasible. λ v and ρ v (v = u, w) are sound for H µ since by construction they cannot both correspond to no label.
H µ is optimal within spirality σ Hµ : the proof is analogous to that of Lemma 6.3.
With analogous reasoning as in Lemma 6.3, it can be proved that the set defined by Procedure P -OptimalSet is an optimal set of µ.
Concerning the complexity, since µ is a P -node, an efficient way to encode H µ is to store only two pointers to the 7-tuples that have been chosen as well as the labels of the faces around the poles of H µ . Thus, the computation of an optimal 7-tuple can be performed in constant time by using sorted structures for the optimal sets of the children of µ. So, we have that Steps 1-3 compute an optimal 7-tuple of a P -node µ with two children for a given value σ of spirality in O(1) time. The overall time complexity follows from Corollary 4.1.
6.2.4.
Computing the optimal set of an R-node. Let µ be an R-node of T and let G µ ⊂ G be the pertinent graph of µ with poles u and w. An optimal set of µ is computed by the following procedure. Intuitively, for each value of spirality, (1) we compute the two flow networks associated with ordering A and ordering B, (2) we solve the two corresponding min-cost flow problems, (3) we choose the minimum cost solution between them, and (4) we construct the 7-tuple corresponding to the selected solution.
Define ordering A and ordering B of G µ . for each value of spirality stated by Corollary 4.1, compute the 7-tuple H µ , σ Hµ , c Hµ , λ u , ρ u , λ w , ρ w by performing the following steps and, if such a tuple exists, put it in the optimal set of µ:
Step 1:
• Construct N µ (σ Hµ , A) and N µ (σ Hµ , B).
• Solve the min-cost flow problem on N µ (σ Hµ , A) and on N µ (σ Hµ , B).
Choose the network whose solution has the minimum cost.
• Let ν be a child of µ in T , whose pertinent graph is G ν . Check if it is possible to construct an orthogonal representation H µ of G µ by applying the technique of Lemma 5.8 and by using for each component G ν only the orthogonal representations in the optimal set of ν. if the construction fails then skip the next step. • Assign to λ u and ρ u the labels of f e and f uw , respectively, in the adjacency list of u in H ′ µ .
• Assign to λ w and ρ w the labels of f e and f uw , respectively, in the adjacency list of w in H ′ µ .
• Assign to c Hµ the cost of the flow. end procedure.
As an example, some 7-tuples of the optimal set of node ξ 4 of Fig. 3 computed by Procedure R-OptimalSet are shown in Fig. 22d .
Lemma 6.5. Procedure R-OptimalSet computes an optimal set of an R-node in O(n 3 log n) time. Proof. We concentrate on each computed 7-tuple. The proof that H µ is a feasible orthogonal representation of G µ , optimal within spirality σ Hµ , directly descends from Lemma 5.8.
Labels λ u , λ w , ρ u , and ρ w are sound for H µ by construction.
To complete the proof of correctness, it remains to prove that the set defined by Procedure S-OptimalSet is an optimal set of µ. This easily follows from the construction strategy and from the fact that the procedure considers only optimal sets of the children of µ.
Concerning the complexity, since the cost functions of the arcs of the network are elbow-shaped functions (see Theorem 5.1), it is possible to solve the min-cost flow problem by means of the Out-of-Kilter algorithm [15] whose time complexity is O(n 2 log n). The construction of H µ from the flow network can be easily performed in linear time. The overall time complexity follows from Corollary 4.1.
6.3. The drawing algorithm. In this section we show that it is possible to compute in polynomial time the optimal sets of the internal nodes of a decomposition tree of a 3-planar graph. Then, we give an algorithm that computes an optimal orthogonal drawing of a 3-planar graph by considering all its possible embeddings.
Let G be a 3-planar graph with n vertices, and let T be a decomposition tree of G. The following procedure equips each internal node of T with an optimal set, by means of a bottom-up visit of T .
Procedure Equip-T (µ)
Consider with a bottom-up visit each nonroot node µ of T case (µ) of Q * -node: apply Procedure Q * -OptimalSet(µ),
• Associate with edge (s, t) the same sequence of L-and R-symbols it has in H µ2 . Let e 1 and e 2 be the (possibly coincident) edges of H µ1 incident on s. Associate with s in H the same adjacency list it has in H µ1 ; insert edge (s, t) in the adjacency list of s between e 1 and e 2 . Do analogously for vertex t. Let f e be the external face of H and let f be the internal face of H that contains (s, t). Associate labels to f e and to f in the adjacency list of pole v (v = s, t) with the following rule. if deg(v) = 2, then if α v = −1 then assign an R-label to f e and an L-label to f if α v = 0 then assign no label to either f e or f if α v = 1 then assign an L-label to f e and an R-label to f else assign λ v1 to f e and ρ v1 to f . end procedure.
Lemma 6.7. Procedure H-from-T computes an optimal orthogonal representation of G in O(|P |n + |Q|n + |S|n 2 + |R|n 3 log n) time, where |P |, |Q|, |S|, and |R| denote the number of P -nodes, Q * -nodes, S-nodes, and R-nodes of T , respectively. Proof. The proof that H is an orthogonal representation of G can be done with reasoning analogous to that in the proof of Lemma 7.1.
Also, H µ is optimal since Procedure H-from-T considers all the possible pairs of 7-tuples in the optimal set of µ 1 and µ 2 (see also Lemma 6.1).
Concerning the complexity, note that (1) Step 1 requires O(|P |n + |Q|n + |S|n 2 + |R|n 3 log n) (see Lemma 6.6), (2) Step 2 requires O(n), and (3) Step 3 requires O(n) to construct H; namely, since the orthogonal representations are stored in the optimal sets by means of pointers, the procedure has to decode such information in order to construct H. This task can be performed in linear time. The bound on the time complexity follows.
We now give the algorithm for optimal orthogonal drawing 2-connected 3-planar graphs; G denotes the input graph.
Algorithm Optimal Orthogonal Drawing
Step 1: for each edge (u, w) of G:
• Compute a decomposition tree T of G with reference edge (u, w).
• Compute an orthogonal representation applying Procedure H-from-T .
Step 2: Choose, among the ones computed in the first step, the orthogonal representation H with minimum cost, and construct from H an optimal drawing of G. end Algorithm.
Theorem 6.1. Algorithm Optimal Orthogonal Drawing computes an optimal orthogonal drawing of a 2-connected 3-planar graph with n vertices in O(n 5 log n) time.
Proof. For each possible choice of the reference edge (s, t), the algorithm computes an optimal orthogonal representation by implicitly considering all possible embeddings with (s, t) on the external face (Lemma 6.7). This makes the algorithm consider all the embeddings of G.
Concerning the time complexity of Step 1 of the algorithm observe that (1) the computation of a decomposition tree requires O(n) time [5] and (2) Procedure Hfrom-T requires O(n 4 log n) time (Lemma 6.7). Finally, Step 2 can be performed in O(n) time by using the compaction algorithm presented in [21, 25] . The time complexity bound follows.
6.4. Extension to general 3-planar graphs. It is easy to extend to general 3-planar graphs the result of Theorem 6.1. Namely, we can give the following theorem.
Theorem 6.2. There exists an algorithm that computes an optimal orthogonal drawing of a 3-planar graph with n vertices in O(n 5 log n) time. Proof. We exploit the technique illustrated in [14] (section 11.2.3) that is based on (1) computing a block tree T BC that describes a decomposition of a 1-connected graph into its blocks (2-connected components), and (2) assembling the orthogonal representations of such blocks by bottom-up following the structure of T BC . The theorem follows from the properties of the block trees and from the following fact that can be used for each block.
Let v be a degree-2 vertex of the external face f of an optimal orthogonal drawing of a 3-planar 2-connected graph and let (u, v) and (v, w) be the two edges incident on v. The label associated with v in f cannot be an R. In other words, the angle between (u, v) and (v, w) on f is not convex.
This fact is easily proved by using Lemma 5.2 on the split components identified by the separation pair u, w.
7. Extension to optimal orthogonal drawings of series-parallel graphs. In this section we extend the above results on 3-planar graphs to (4-planar) seriesparallel graphs. Let G be a series-parallel graph and let T be the decomposition tree of G. Clearly, the computation of the optimal sets of the Q * -nodes and of the S-nodes of T can be performed with the procedures of the previous section. Concerning Pnodes, if they have two children and both the poles have degree 3, then we can apply Procedure P -OptimalSet; otherwise we have to use a slightly different technique. Of course, because of [11] , it is unlikely that the computation of the optimal sets of R-nodes of 4-planar graphs can be performed in polynomial time.
Let µ be an internal P -node of T and let G µ ⊂ G be the pertinent graph of µ with poles u and w. Let µ i (i = 1 . . . k) be the children of µ. An optimal set of µ can be computed extending Procedure P -OptimalSet by exploiting both Lemmas 4.3 and 4.4. The extensions are the following.
• If k = 2 and u (or w) has degree 4, then when constructing H µ (see Step 2 of P -OptimalSet) the adjacency list of u is defined as follows. Let e 1 and e 2 be the edges (possibly coincident) of H 1 incident on pole u such that, when going around the external face of H 1 in the positive direction, e 1 , u, and e 2 appear consecutively. Let e • If k = 3, then we use Lemma 4.3 for selecting the optimal 7-tuples (see Step 1 of P -OptimalSet). The construction of H µ is similar to the one above. The proof of the following lemma is a variation of the one of Lemma 6.4. Lemma 7.1. There exists a procedure that computes an optimal set of an internal P -node µ in O(n) time.
By using the drawing algorithm of the previous section and the above lemma, we have the following theorem. The time bound can be proved with a technique similar to that of Theorem 6.1. Theorem 7.1. There exists an algorithm that computes an optimal orthogonal drawing of a 4-planar series-parallel graph with n vertices in O(n 4 ) time. It is worth noting that the bound of Theorem 7.1 can be improved when the input graph is a 3-planar series-parallel graph. The proof of the following theorem can be found in [4] . Theorem 7.2. There exists an algorithm for computing an optimal orthogonal drawing of a 3-planar series-parallel graph with n vertices in O(n 3 ) time.
8.
Conclusions and open problems. In this paper we have given a general theory of the interplay between spirality and orthogonal drawings and we have shown that the problem of finding the embedding of a graph that underlies its optimal orthogonal drawing can be solved in polynomial time for series-parallel graphs and 3-planar graphs.
Although the problem for general graphs is NP-complete [11] , several questions are open.
• Devise an algorithm for optimal orthogonal drawings of 4-planar graphs whose time complexity is exponential in the number of vertices of degree 4.
• The emphasis of this paper is on the existence of polynomial time algorithms.
However, the time complexity of the algorithms presented in the paper could perhaps be improved. For example, one can think of applying techniques similar to those of [20] .
• Several of the algorithms presented in the paper can be easily parallelized by using standard techniques. However, the bound that can be achieved with such techniques is not optimal. The problem of finding efficient parallel algorithms still exists. • Extend our results on series-parallel graphs to the non-2-connected case. Exploiting the technique of [14] seems to be harder in this case than in Theorem 6.2. Figure 24 shows an optimal orthogonal drawing of a 2-connected series-parallel graph that contains a vertex (the white one) of degree 3 whose angle on the external face is convex. If that vertex is a cutvertex of a non-2-connected series-parallel graph, then the technique of [14] cannot be directly applied.
Appendix. List of defined terms. We list, in order of appearance, the main terms not defined in the preliminaries. Beside each term we give the section where it is defined. 
