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Scaling Lightness Perception and Differences Above and Below Diffuse White and 
Modifying Color Spaces for High-Dynamic-Range Scenes and Images 
Ping-hsu Chen 
A thesis submitted in partial fulfillment of the requirements for the degree of Master of Science 
in Color Science in the Center for Imaging Science, Rochester Institute of Technology 
 
Abstract: 
The first purpose of this thesis was to design and complete psychophysical experiments for scaling 
lightness and lightness differences for achromatic percepts above and below the lightness of diffuse 
white (L*=100). Below diffuse white experiments were conducted under reference conditions 
recommended by CIE for color difference research. Overall a range of CIELAB lightness values from 7 
to 183 was investigated. Psychophysical techniques of partition scaling and constant stimuli were 
applied for scaling lightness perception and differences, respectively. The results indicate that the 
existing L* and CIEDE2000-weighting functions approximately predict the trends, but don’t well fit the 
visual data. Hence, three optimized functions are proposed, including a lightness function, a lightness-
difference weighting function for the wide range, and a lightness-difference weighting function for the 
range below diffuse white. The second purpose of this thesis was to modify the color spaces for high-
dynamic-range scenes and images. Traditional color spaces have been widely used in a variety of 
applications including digital color imaging, color image quality, and color management. These spaces, 
however, were designed for the domain of color stimuli typically encountered with reflecting objects and 
image displays of such objects. This means the domain of stimuli with luminance levels from slightly 
above zero to that of a perfect diffuse white (or display white point). This limits the applicability of such 
spaces to color problems in high-dynamic-range (HDR) imaging. This is caused by their hard intercepts 
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at zero luminance/lightness and by their uncertain applicability for colors brighter than diffuse white. 
To address HDR applications, two new color spaces were recently proposed by Fairchild and Wyble: 
hdr-CIELAB and hdr-IPT. They are based on replacing the power-function nonlinearities in CIELAB 
and IPT with more physiologically plausible hyperbolic functions optimized to most closely simulate the 
original color spaces in the diffuse reflecting color domain. This thesis presents the formulation of the 
new models, evaluations using Munsell data in comparison with CIELAB, IPT, and CIECAM02, two sets 
of lightness-scaling data above diffuse white, and various possible formulations of hdr-CIELAB and 
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1. INTRODUCTION  
1.1 Overview of Wide Range Scaling Lightness Perception and Lightness Difference 
The CIELAB L* cube-root-based function, recommended by CIE in 1976, is commonly used to 
compute correlates of the lightness perception [CIE Publ. 15.2, 1986]. However, it is possible to 
compute lightness values greater than that of diffuse white (L*>100), such as when encountering 
fluorescent materials or high-dynamic-range images. Specularities on glossy materials might also appear 
lighter than diffuse white when viewing them with different viewing geometries. However, the CIELAB 
equation has no established psychophysical meaning when L* values exceed 100. There are seldom 
psychophysical experiments for scaling lightness perceptions exceeding diffuse white. As a result, 
conditions such as measuring and viewing geometries of materials are carefully controlled to avoid 
specular reflection in traditional colorimetric applications. There has been a growing interest, for both 
material specification and HDR imaging, in how to calculate meaningful perceptual magnitudes for a 
wider lightness range.  
Lightness discrimination data for a wider range are also necessary, since most of the visual tolerance 
data are derived from samples darker than diffuse white and the detailed relationship between lightness 
discrimination and lightness level, as modeled in CIEDE2000, requires more data for verification. 
This thesis presents six sets of scaling experiments. The first and second experiments are designed to 
scale lightness perception for a range above and below diffuse white and are denoted by “SL1>100” and 
“SL1<100”, respectively. The third and fourth experiments are also designed to scale lightness 
perception, but with an experimental configuration to better control the adaptation point. They are 
denoted by “SL2<100” and “SL2>100” for a range below and above diffuse white, respectively. The 
fifth and sixth experiments are intended for scaling lightness differences for a range above and below 
diffuse white and are denoted by “DE>100” and “DE<100”, respectively. The SL1>100, SL1<100, and 
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DE>100 experiments were conducted together under similar viewing environments. The DE<100 
experiment was conducted under CIE reference viewing conditions. 
 
1.2 Overview of High-Dynamic-Range Color Space 
Traditional color spaces such as the CIE 1976 L*a*b* Color Space, CIELAB, and the IPT space 
optimized for hue linearity have been widely and successfully used in a variety of applications including 
digital color imaging, color image quality, and color management. These spaces, however, were 
designed for the domain of color stimuli typically encountered with reflecting objects and image 
displays of such objects. More specifically, this means stimuli with luminance levels from slightly above 
zero to that of a perfect diffuse white (or display white point), or dynamic ranges of approximately 
100:1. This limits the applicability of both of these spaces to color and image quality problems in HDR 
imaging. This is caused by their hard intercepts at zero luminance/lightness that disregards the visual 
noise and by their uncertain applicability for colors brighter than diffuse white. To address these HDR 
questions, two newly formulated color spaces were recently proposed for further testing and refinement, 
hdr-CIELAB and hdr-IPT [Fairchild, 2010]. They are based on replacing the power-function 
nonlinearities in CIELAB and IPT with more physiologically plausible hyperbolic functions, based on 
the Michaelis-Menten equation, optimized to most closely simulate the original color spaces in the 
diffuse reflecting color domain.  
In addition, experiments SL1>100 and SL1<100 have been completed to scale lightness and 
lightness differences in the range well above the lightness of diffuse white. Overall a range of CIELAB 
lightness values from 7 to 183 was investigated. The results indicated that the existing L* and 
CIEDE2000-weighting functions approximately predict the trends, but do not well fit the visual data 
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[Chen, 2010]. Those data were well predicted by the hdr-CIELAB and hdr-IPT models for the range of 
lightness below diffuse white, but lightness was under predicted by the models above diffuse white.  
New psychophysical experiments SL2>100 and SL2<100 have been completed to more carefully 
study lightness perception in the CIELAB L* range from zero to 200, with smaller stimuli (about 2-deg.) 
on a larger white background to better control the adaptation point. The new data also suggest that the 
hdr-CIELAB and hdr-IPT models under predict lightness above that of diffuse white. The data also 
show a clear crispening effect around the white-point lightness.  
These results suggest that the formulation of the hdr- color spaces might require an adjustment for 
the background lightness that moves the semi-saturation point up to the lightness of diffuse white rather 
than fixing it at the lightness of middle gray as in the original formulation. This may result in color 
spaces that are more effective for HDR applications, but more different from the original LDR color 
spaces.  
This thesis presents the formulation of the proposed models along with some evaluations using 
Munsell data in comparison with CIELAB, IPT, and CIECAM02. It also describes both sets of 
experimental data on scaling lightness above diffuse white and various formulations of hdr-CIELAB and 
hdr-IPT to predict the results. 
 
1.3 Purpose of this Thesis 
The purpose of this research was to design and complete psychophysical experiments for scaling 
lightness for a range both above and below the lightness of diffuse white, and to create CIELAB-like 
color spaces that will be capable of describing the appearance of high-dynamic-range scenes and images 
in a meaningful way. 
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2. SCALING LIGHTNESS PERCEPTION ABOVE AND BELOW DIFFUSE WHITE 
2.1 Introduction 
Three terms from the International Lighting Vocabulary are used to scientifically define the lightness 
and brightness [Fairchild, 1995a]. These are: 
Luminance:  A physical measure of the stimulus with unit of cd/m
2
. 
Brightness:  Attribute of a visual sensation according to which an area appears to emit more or 
less light. 
Lightness:  The brightness of an area judged relative to the brightness of a similarly illuminated 
area that appears white or highly transmitting. 
The lightness scale can be approximately described by Stevens’ power-law [1961] to correlate the 
perceptual magnitude and the stimulus that evokes it. Prior to Stevens, the power relationship was also 
suggested by Godlove [1933] to describe one of the most well-known and utilized lightness scales, the 
Munsell Value scale [Long, 2001]. Generally, the power relationship represents the common feature of 
response compression in lightness scales. This is illustrated in Figure 2.1 with the example of the 
Munsell Value scale, where the CIELAB lightness equation exhibits a good approximation. CIELAB L* 
is scaled by a factor of 0.1 in the figure because Munsell Value is approximately 0.1L*. The CIELAB 
lightness equation, shown in Equation (2.1), is a modification from the simple cube-root power function 
to avoid infinite slope at zero luminance and improve fitting the Value scale. It is worth noting that a 









                         x > 0.008856









Figure 2.1: The typical response compression of lightness perception illustrated by the Munsell 
Value scale, CIELAB L*, and a simple cube-root function. 
 
The Munsell Value scale was an early system to have both deliberate physical and perceptual 
definitions; hence, several formulae have been derived to calculate the Munsell Value, V, from 
luminance factor, Y/Yn. Priest [1920] applied a square root, shown in Equation (2.2), to fit the visual 






1/ 2  (2.2) 
Subsequently, in order to take into account induction effects caused by background lightness, 
formulae were derived to fit the visual observations with a middle-gray background. One such 
formulation, shown in Equation (2.3), was suggested by Munsell et al. [Godlove, 1933; Munsell, 1933]. 
Another formula, shown in Equation (2.4), was proposed by Hemmendinger [1980] and McLaren [1980] 
by modifying the Munsell-Value-defining fifth-order polynomial formula derived by Newhall [1943]. A 
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V = (1.474(Y /Y
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Since a formula based on the cube-root power function is easily invertible and fits the visual data 
well, the CIE recommended the CIELAB lightness scale with a cube-root-based function as shown in 
Equation (2.1). Two additional formulae for different background luminance levels were proposed by 
Foss [1944] and Richter [1953; 1955]. Foss’s formula, Equation (2.5), was derived from the 
observations on a gray background with a “sliding” luminance factor close to that of the lightness 
difference pair. Richter’s formula, Equation (2.6), applied best for background luminance factors close 
to 50% [Wyszecki, 2000a]. 
 
! 
V = 0.25 + 5log10(100Y /Yn )  (2.5) 
 
! 
V = 6.1723log10(40.7(Y /Yn ) +1)  (2.6) 
The reason to have several lightness scale models is that lightness perception is highly dependent on 
the luminance factor of the background, the level of illumination, stimuli configuration, sample size, and 
many other factors. Each formula applies best for its corresponding viewing condition. The Munsell 
Value scale is often cited as a perceptually uniform lightness scale for small patches on a medium-gray 
background. Hence, it is important to note that the CIELAB lightness function, derived by fitting the 
Munsell Value scale, is best applied for that viewing condition. Under different viewing conditions, a 
color appearance model such as CIECAM02 with viewing condition parameters is required to predict 
accurate lightness perception. 
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2.2 Effects on Lightness Perception 
As the optimal power-function exponent would be altered for different observers, experimental 
designs, and viewing condition [Fairchild, 1995a; Wyszecki, 2000b; Berns, 2000a], those effects 
influencing lightness perception should be well understood and controlled when designing a lightness 
scaling experiment and analyzing the data. Fairchild [2005] listed a series of color appearance 
phenomena that influence lightness perception. Simultaneous contrast, also referred to as lightness 
induction, is an effect that the perceived lightness of a stimulus changes with the relative luminance of 
the background. For instance, a gray stimulus looks lighter when it is placed on a darker background, 
and vice versa. Therefore, in order to control this effect, the backgrounds of stimuli are usually carefully 
controlled in a set of experiments. 
Crispening is an effect where the perceived lightness difference between two stimuli is greater when 
viewed on a background with similar luminance. Takasaki [1966] and Semmelroth [1970] developed 
equations to model the crispening effect for backgrounds with different luminance levels. According to 
Semmelroth’s equations, lightness scales, illustrated in Figure 2.2, exhibit a sharp increase in the slope 
of the curves due to crispening, and an overall shift of lightness magnitude due to simultaneous contrast. 
Recalling that the Munsell Value scale is cited as a uniform scale for small patches on a medium-gray 
background, however, it is clear that the CIELAB L* function doesn’t reveal the crispening effect by 
comparing the curve of the Munsell Value scale in Figure 2.1 and the curve of background luminance 
factor YB = 0.2 in Figure 2.2. Semmelroth [1971] demonstrated the nonuniformities of the Munsell 
Value scale, regardless of whether the background is presented as a medium-gray or a sliding luminance 
factor half way between two judged stimuli. This also implies nonuniformities of CIELAB lightness 
scale when applying it to any background, including a medium-gray background. 
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Figure 2.2: Lightness scales with the influence of crispening for backgrounds with different 
relative luminance levels according to Semmelroth’s equation. 
 
The overall luminance level and the surround-relative luminance significantly influence lightness 
perception [Stevens, 1963; Bartleson, 1967] as described by the Stevens effect and the Bartleson-
Breneman equations, respectively. The perceived contrast, which correlates with the exponent of a 
lightness power-function, altered luminance level and surround relative luminance. In addition, the 
observers’ state of adaptation also affects lightness perception [Stevens, 1963]. Sixty seconds are the 
suggested duration for observers to adapt to a viewing condition when luminance is not significantly 
changed [Fairchild, 1995b]. Moreover, the influences of sample size and stimulus configuration should 
be noted. Simultaneous contrast and crispening effects are more significant for smaller samples 
[Kaneko, 1964], and the crispening effect disappears when samples have a small black frame [Cui, 
2002]. Furthermore, response compression could significantly deviate from a power function for 
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viewing conditions with changes of background and surround luminance level and stimulus 
configuration, thus requiring a more complex function to describe the visual results [Bartleson, 1967]. In 
lightness scaling experiments, background has a very large influence on the results. It is necessary to 
obtain the background information and the viewing condition details when interpreting lightness scales 
and psychophysical results. It is desirable to choose data and scales obtained with similar viewing 
conditions when implementing a comparison. 
 
2.3 Method of Partition Scaling 
Experiments scaling lightness perception are intended to derive a ratio scale to correlate perceptual 
magnitudes of lightness attributes and physical measures of stimuli. The method of partition scaling, 
also known as method of bisection, has been successfully used to develop lightness scales. With two 
presented stimuli, A and B, the observer is asked to select a third stimulus, C, such that the lightness 
difference between A and B is equal to the lightness difference between B and C, or the lightness of C is 
half way between A and B. A uniform lightness scale is obtained by conducting the experiment 
successively through the lightness range of interest.  
 
2.3.1 Experimental uncertainty of method of partition scaling 
Munsell et al. [Munsell, 1933] pointed out that it is difficult for observers to select the midpoint in 
sensation between two stimuli that differ greatly. This difficulty can cause higher uncertainty for the 
partition scaling experiment than the just-noticeable-difference (JND) experiment. However, Munsell et 
al. lowered the uncertainty by the experimental design of subdividing the sensation interval into a 
number of smaller intervals and presenting them together. This design allowed observers to compare 
each of the selected intervals to every other, increased the anchor references, and, therefore, made the 
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adjustment easier. They reported that the uncertainty was either similar to or better than that of the JND 
method. One set of the visual data presented in their research is listed in the Table 2.1. Note these data 
were used to validate the JND results, not to specify the Munsell value scale [Berns, 1985]. Data in 
Table 2.1 were derived from the partition scaling experiment and included sufficient data (14 observers) 



















# ) and N is the number of observers. 
Basically, the uncertainty (standard error) increases as the lightness increases, and is between 0.8 and 
1.3 for the range lighter than mid-grey.  
Table 2.1: Partial visual data of the Munsell 1933 lightness scaling experiments (10 x Values ! L*) 
 
2.4 Experimental Designs 
2.4.1 Experiments for 10-degree visual field 
Experiment 1: Scaling lightness perception for a range exceeding diffuse white, SL1>100 
The method of partition scaling was used in the lightness scaling experiments. The stimulus 
configuration of the experiment is shown in Figure 2.3. It was printed with Felix Schoeller glossy paper 
with achromatic inks, and fastened to the wall in a darkened room. Outside the configuration, there was 
Value #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 #14 Mean Se
9.63 88.3 88.3 88.3 88.3 88.3 88.3 88.3 88.3 88.3 88.3 88.3 88.3 88.3 88.3 88.3 0.0
8.68 61.6 65.5 61.6 65.5 70.0 64.6 64.6 70.0 64.6 74.2 74.4 74.2 74.2 74.4 68.5 1.3
7.73 46.3 50.8 46.3 48.3 53.6 48.3 50.4 50.4 48.3 56.0 52.7 50.8 58.5 52.4 50.9 0.9
6.77 34.1 35.6 32.3 34.1 35.6 35.0 35.6 34.1 34.1 43.5 35.4 35.0 43.7 38.7 36.2 0.9
5.82 25.3 27.3 22.3 25.3 22.3 25.3 26.4 25.3 25.3 32.2 25.3 26.4 31.8 26.9 26.2 0.8
4.86 18.5 16.6 14.6 13.2 14.6 18.5 17.4 18.5 17.4 22.3 17.9 17.4 22.3 17.9 17.7 0.7
3.91 13.0 9.7 9.7 8.8 8.8 11.7 10.7 10.7 11.7 13.2 13.0 10.7 15.6 10.2 11.3 0.5
2.95 6.4 6.2 6.4 5.1 4.8 6.2 6.2 6.4 5.6 6.2 6.7 6.2 7.8 5.0 6.1 0.2
2.00 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 0.0
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a frame of black foam-core board. The experimental setup is shown in Figure 2.4. A Planar PR5022 
DLP projector, above the observer with a geometry of 45º/0º to avoid the specular light, was used to 
illuminate this configuration and create a viewing environment with 600 lux. (The base projected value 
is digital count 100.) The spectral radiance of the projector is shown in Figure 2.5. 
 
 
Figure 2.3: Configuration of SL1>100 and SL1<100 lightness scaling experiments.  
(The gray background and gray scales are printed, and the stimuli of three patches are 




Figure 2.4: The setup of SL1>100 and SL1<100 lightness scaling experiments in a dark room.  






Figure 2.5: The spectral radiance of the projector for the SL1>100 and SL1<100 lightness scaling 
experiments. 
 
The three patches in the center were actually paper white only and modulated in luminance using the 
registered projector image. The luminance at the area of paper white was 1060 cd/m
2
. Stimuli with 
luminances lower and higher than paper white were generated by altering projected values for the three 
patches different from the base projected digital count, i.e., the projector in Figure 2.4 is pre-registered 
to illuminate the printed configuration, Figure 2.3, with a base luminance and different luminances on 
the three central patches. Each patch was 2-by-2-inches with a projected one-pixel black frame, and 
visually registered with the central patches of the printed configuration as seamless as possible. The 
viewing angle was about 4.8 degree for each patch in this experiment with a viewing distance of 
approximately 24 inches. Outside the test patches, there were one-inch-width backgrounds with L* value 
of 50, and followed by two-inch-width backgrounds of paper white and half-inch-width gray scales. The 
reason to include the paper white and gray scales in the background is to help observers perceive the 





 standard observer were calculated from the spectral radiance distributions measured using a 
PhotoResearch PR655 spectroradiometer. CIELAB values were calculated by taking the paper white as 
diffuse white, since it is most correlated to the visual judgement. The adjustment gap was simply based 
on the digital count of the projector with its default setting, and the observer can implement large (5 
digits) and small (1 digit) adjustments by holding different functional keys. The larger gap helps 
observers quickly reaching desired lightness that could reduce the degree of adaptation to the stimuli 
lighter than the white point and lower the possibility of arbitrary choice due to longer experiment time. 
The projector was not perfectly gray balanced, but its variation of a* and b* values were mainly within 
±2.  
To scale the lightness for stimuli lighter than the white point, the middle patch was presented as 
paper white with base projected value, and treated as L*=100, and the left patch was presented with 
lower projected values to create stimuli of L* ranging from 90 to 20 at an interval of 10. The observer 
was asked to adjust the right patch until the lightness difference between the right and middle patches 
equaled the lightness difference between the left and middle patches. As a result, the estimated lightness 
value 110 can be obtained by analyzing the results of presenting L*=90 at the left patch. Lightness 
values from 120 to 180 can be estimated in the same manner, by analyzing the adjustments for 
presenting L*=80 to L*=20 at the left patch. 
 
Experiment 2: Scaling lightness perception for a range below diffuse white, SL1<100 
The estimated lightness values of 60 to 95, at an interval of 5, were also acquired with the same 
experiment setup of SL1>100. In the experiment of SL1<100, the right patch is presented as L*=100 and 
the left patch is presented with L*=90 to 20, at an interval of 10. The observer was asked to adjust the 
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middle patch until its lightness was half way between the left and right patches. This range of data can 
be used to correlate with the data or functions from other lightness scaling experiments. 
 
2.4.2 Experiments for 2-degree visual field 
Three reasons motivated the second set of lightness scaling experiments. First, the existing lightness 
functions are mainly based on visual data for 2 deg. visual field. Second, the adaptation point can be 
better controlled when the diffuse patch is smaller. Third, the lightness scale will be more accurate when 
it is based on individual lightness values rather than the standard lightness values used in the first set of 
experiment. For example, the stimulus of standard lightness values L*=70 might be perceived as another 
lightness value, such as 75, to an individual. In this case, the observer in the first set of experiments 
actually adjusted for lightness value 125, rather than 130. 
The experiment was conducted in a room only illuminated by a set of light sources with CCT of 
about 6500K and illuminance of about 4090 lux. The light sources were diffused to provide a better 





Figure 2.6: The spectral radiance of the light source of the experiments for 2-degree visual field. 
 
The experimental setup is shown in Figure 2.7. A 40 by 30 inch white foam-core board was put on a 
white table as part of the surround. The experiments were conducted on a 19 by 13 inch glossy white 
paper. There was black velvet on the walls in front and behind the observer in order to reduce the 
specular reflections and provide directional lighting environment, which is important when viewing the 
glossy samples. The large area white background and surround were designed to help observers perceive 








Figure 2.7: The experimental setup for SL2<100 
 
Experiment 3: Scaling lightness perception for a range below diffuse white, SL2<100 
The neutral sample patches, ranging in L* from 4.5 to 100 at an interval of about 1 unit, were made 
by printing achromatic inks on glossy paper and then cutting 0.8 by 0.8 inch squares for each. The 
absolute tristimulus values of the stimuli for the CIE 1931 2º standard observer were calculated from the 
spectral reflectance factor measured using a X-Rite 500 spectrodensitometer and the spectral radiance 
distributions of the light source measured using a PhotoResearch PR655 spectroradiometer. CIELAB 
values were calculated by taking the paper white as diffuse white to better correlate with the visual 
judgement. Those sample patches were arranged from lighter to darker and put on the glossy paper on 
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the left side of the experiment area (see Figure 2.7). The glossy papers on the main experiment area and 
on the left side of experiment area were the same paper type for making the sample patches.  
Nine paper white (L*=100) patches were first put on the middle of the experiment area, and 
separated by a distance of 0.2 inch. Among the nine white patches, the last position, noted as P9, was 
replaced as a black patch with L* close to 4.5, in order to help observer to imagine a perfect black. 
Hence, the first position (P1) was paper white, the last position (P9) was imagined perfect black, and in-
between positions (P2~P8) were patches waiting for the observer to replace with grey patches. Figure 
2.7 is a case that several in-between positions had been replaced with grey patches. A vacuum pen was 
used to pick up and change the patches between the series of nine patches and the group of sample 
patches for selection. The viewing distance was about 22 inches, which corresponds to about 2 degree 
field of view for each patch. The viewing geometry was controlled to approximately 0/45 and the 
observer was asked to confirm selections in this geometry after moving to pick up the patches. This 
geometry helped observers to avoid gloss artifacts. In addition, the adaptation time for this experiment is 
one minute prior to beginning judgments.  
The method of partition scaling was used in the experiment. The observers first selected a sample 
patch with perceived lightness half way between the patches P1 (paper white) and P9 (imagined perfect 
black), and placed this middle gray in the position of P5. Note that the observer was asked to imagine a 
perfect black at P9, and the physical sample L*=4.5 was presented at P9 to help observer to imagine that. 
While the observer was making this first selection, the other six patches (P2 P3 P4 and P6 P7 P8) were 
still white patches. After selecting the P5, the same procedures were repeated for the positions of P3 and 
P7; that is a sample patch, with perceived lightness half way between P1 and P5, was selected and then 
put in the position of P3. Before selecting for the last four positions (P2 P4 P6 P8), the observer was 
asked to examine if the series  (P1 P3 P5 P7 P9) had equal intervals in perceived lightness, and make 
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any modifications if necessary. The observer then finished the selection of the last four positions and 
made any necessary adjustments for the equal-interval lightness scale. This psychophysical experiment 
was similar to that for validating the Munsell Value Scale [Munsell, 1933].  
The pre-measured absolute tristimulus values of the selection of each position were utilized to derive 
the individual lightness scale. The individual lightness values of positions P1 (white) and P9 (imagined 
perfect black) were set as 100 and 0, respectively, and noted as Li=100 and Li=0, where Li means 
individual lightness. Since the scale had equal intervals in perceived lightness, the individual lightness 
values of positions P1 to P9 were Li=0 to Li=100 at an interval of 12.5. 
 
Experiment 4: Scaling lightness perception for a range above diffuse white, SL2>100 
To derive the lightness scale above diffuse white, the individual lightness scale created in the former 
experiment, SL2<100, was utilized. The experimental setup is shown in Figure 2.8. In the upper-right 
area was the individual lightness scale selected in the SL2<100 experiment. The lower-right area was the 
configuration for conducting the experiment of partition scaling, where three patches were presented. 
The three patches, each 0.8 inch square, were separated by a distance of 0.2 inch, where the left patch 
was the sample from the individual lightness scale, the middle patch was a white patch, and the right 
patch was a glass diffuser, embedded in the foam-core board and glossy paper, with illumination from a 
Planar PR5022 DLP projector below it. The color filters of the projector were removed to avoid flicker 
in visual experiments. The observer was able to adjust the luminance of the right patch by controlling 





Figure 2.8: The experimental setup for SL2>100. 
 
To conduct the experiment of partition scaling, each observer was asked to adjust the right patch 
until the lightness difference between the right and middle patches equaled the lightness difference 
between the left and middle patches. The middle patch was always the paper white patch, which was 
Li=100. Hence, when placing the sample of P5 (Li=50) as the left patch, the adjusted result of the right 
patch would be Li=150. By repeating the procedure with whole individual lightness scale of SL2<100, 





2.5 Results and Discussion 
For 10-degree visual field (SL1>100 and SL1<100) 
The same group of fifty observers, color normal by self-report, participated in the SL1>100 and 
SL1<100 lightness-scaling experiments. The total range of estimated lightness values is from 60 to 180. 
(From 60 to 95 at an interval of 5 in the SL1<100 experiment, and from 110 to 180 at an interval of 10 
in the SL1>100 experiment.) The mean visual data and their estimated standard error of the mean, 
calculated by the Equation (2.7), are listed in the Table 2.2.  
Table 2.2: Visual data of the lightness scaling experiments, SL1>100 and SL1<100 
 
For the range between mid-gray and white (L=100), the uncertainty of the 1933’s visual data is 
between 0.8 and 1.3, as shown in section 2.3.1, and the uncertainty of the SL1<100 experiment is 
between 0.7 and 1.5. It seems the two experiments are comparable. However, there are two questions 
raised. First, the uncertainty of the 1933’s data is in ascending order, but the uncertainty of the SL1<100 
Estimated Mean (%) Standard Error (Se)
Lightness X10/Xn,10 Y10/Yn,10 Z10/Zn,10 X10/Xn,10 Y10/Yn,10 Z10/Zn,10
180 447.0 438.4 445.7 33.9 32.5 33.3
170 310.9 307.5 311.8 21.6 21.2 21.0
160 273.0 270.5 274.5 18.9 18.5 18.4
150 232.0 230.5 234.9 13.3 13.0 13.1
140 209.6 208.6 212.8 9.9 9.7 9.8
130 184.1 183.6 187.2 7.5 7.3 7.4
120 154.6 154.8 157.8 4.2 4.2 4.3
110 127.7 127.8 129.8 2.1 2.1 2.2
95 88.1 88.0 88.7 0.7 0.7 0.7
90 75.0 74.9 75.1 1.0 1.0 1.1
85 64.7 64.6 63.7 1.0 1.0 1.1
80 51.5 51.4 50.2 1.2 1.2 1.2
75 38.7 38.6 37.1 1.3 1.3 1.3
70 30.3 30.2 28.7 1.3 1.3 1.3
65 24.3 24.1 22.7 1.5 1.5 1.5
60 18.7 18.6 17.4 1.5 1.5 1.4




is in descending order. Second, it is expected to have a lower uncertainty for a larger number of 
observers, but the effect of the larger number of observers (50 here vs. 14 in the 1933’s) is not clear. 
The questions might be mainly due to the experimental design. In the 1933’s partition scaling 
experiment, all the selected intervals were presented together to increase the precision. For the SL1 
experiments, there were only two stimuli presented to help observes to find the target interval, which 
means much less anchor references. Recalling that it is difficult for observers to select the midpoint in 
sensation between two stimuli that differ greatly, as the difference between two stimuli increases, the 
difficulty increases. This can cause the descending order of uncertainties of the SL1<100, i.e., the 
difficulty and uncertainty of finding “midpoint (L=60) between L*=100 and L*=20” is higher than 
finding “midpoint (L=95) between L*=100 and L*=90”. This factor can also weaken or eliminate the 
improvement of uncertainty from increasing the observer number. 
For the range above white, the uncertainty is huge, 2.1 to 32.5. Several factors can be contributed to 
this problem. First, similar to the difficulty of selecting midpoint between two stimuli that differ greatly 
in sensation, it is also difficult to make the selection of the SL1>100 when the stimuli differ greatly. 
Second, the initial stimulus of the adjusted sample was set as L=100, not the selected value in the 
previous step. Hence, it is possible that the observer didn’t make an ordered selection, e.g., his/her 
selection of L=150 could be lighter than L=160. This problem is shown in Figure 2.9, where all visual 
data of 50 observers are presented. It is found that several observers didn’t have an ordered selection. 
Third, as the magnitude of stimulus increase, the standard error will increase, as shown in the case of the 
1933’s visual data. These should be the main factors to cause high uncertainty of the SL1>100 
experiment. It should be noted that the first and second factors can be diminished when all the selections 




Figure 2.9: The visual data of all 50 observers for SL1 experiments 
 
For each estimated lightness value, the luminance values adjusted by observers in the experiments 
are averaged. The estimated lightness values are then plotted as a function of the averaged luminance 
and shown in Figure 2.10, with a gain-gamma (GG) model and a gain-gamma-offset (GGO) model 
fitting functions optimized to roughly describe the visual data. Two functions are shown in Equation 
(2.8) and (2.9), respectively. Error bars in Figure 2.10 are 95% confidence intervals based on the 
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 value for the 95% interval for degree of freedom 49 
(df = N-1 = 50-1) is 2.0096. 
Figure 2.10: The visual data, optimized lightness scale, and CIELAB lightness function.  
 
The R-squared values of the GG and GGO model fittings are 0.986 and 0.988, respectively, optimized 
with initial settings as a simple square-root function using Matlab. The GGO model includes an offset 
term to describe the flare in the environment. Although it doesn’t exhibit an intersection with the origin, 
it is closer to the real world, such as the flare in the environment. Other optimized functions based on 
models with various offset terms [Katoh, 2001] have slightly better performance, but they either lack of 
a term to describe the flare (gain-offset-gamma models, GOG) or accompany extreme large coefficients 
(gain-offset-gamma-offset models, GOGO).  
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It should be noted that fitting any model to describe the visual data is premature in this stage. For 
example, although the GGO model provides better R-square value for fitting the visual data, its lightness 
value for zero reflectance is a bad estimation, 24. More visual data, particularly in the range below a 
lightness value of 60 with similar experimental setups, is required to correct and further refine a wider-
range lightness function.  
The CIELAB lightness function is shown in Figure 2.10 as well, since that applies best for visual 
data on a medium-gray background. There was a doubt whether the lightness scale exceeding diffuse 
white will keep following the power-law or become flattened very quickly. Figure 2.10 shows that 
response compression continues for the tested range and a power-based function can approximately 
describe the results. The CIELAB lightness function follows the data qualitatively, but falls outside the 
error bars for some parts of the range. This indicates that, in some extent, the calculated L* with values 
larger than 100 are meaningful.  
 
Experiment for 2-degree visual field (SL2<100 and SL2>100) 
In the experiment of “SL1>100”, several observers reported that their reference whites were shifted, 
to some degree, toward the stimulus brighter than white, when the presented sample patches were 
brighter than the white background. To better control observer’s adaptation point, the sample patches in 
the experiments for 2-degree visual field were smaller. The observers, participating in both the 2-degree 
and 10-degree visual field experiments, reported that this configuration could help them to better 
perceive the background and surround white as reference white.   
The same group of 17 color-normal observers participated in the SL2<100 and SL2>100 
experiments, where 15 of them were also observers in the first two experiments, SL1>100 and SL1<100. 
The total range of estimated lightness values is from 0 to 200 at an interval of 12.5, and the mean visual 




Table 2.3: Mean visual data of the lightness scaling experiments, SL2>100 and SL2<100 
 
For the range below white (L=100), the uncertainty is between 0.7 and 2.9 for the SL2<100, between 
0.2 and 1.3 for the 1933’s visual data (see section 2.3.1), and between 0.7 and 1.5 for the SL1<100 (only 
from mid-gray to white). The uncertainty of the SL2<100 is larger than the SL1<100, and it might be 
due to fewer observers in the SL2 experiments. However, there was a similar number of observers 
between predicating in the SL2 and the 1933’s experiments (17 vs. 14), there should be other factors 
contributing to the high uncertainty. One possible factor is that, in the 1933 experiment, it was very easy 
for observers to re-adjust their selections to achieve an equal-interval scale. The observers only had to 
move the stripes to quickly find the desirable selections. In the SL2<100, the observers had to use the 
vacuum pen to slowly pick/remove their selections. Although they were encouraged to make necessary 
adjustments, most of them stuck with their first selections. The design of putting all selected intervals 
Estimated Mean (%) Standard Error (Se)
Lightness X2/Xn,2 Y2/Yn,2 Z2/Zn,2 X2/Xn,2 Y2/Yn,2 Z2/Zn,2
200.0 716.0 745.4 699.1 127.3 133.2 125.6
187.5 445.9 461.5 448.5 73.3 75.9 76.1
175.0 356.8 369.6 353.4 62.0 64.4 61.2
162.5 302.9 313.4 296.7 59.2 61.1 55.6
150.0 248.3 257.1 244.9 42.4 44.7 39.9
137.5 172.6 178.0 171.1 17.6 18.5 17.4
125.0 145.5 149.4 144.3 15.9 16.5 15.7
112.5 111.1 113.6 110.2 5.6 5.8 5.7
100.0 100.0 100.0 100.0 0.0 0.0 0.0
87.5 85.9 85.8 86.0 1.5 1.5 1.5
75.0 65.6 65.6 65.7 2.9 2.9 2.9
62.5 45.5 45.4 45.9 2.2 2.2 2.1
50.0 30.7 30.6 31.5 2.0 2.0 2.0
37.5 20.9 20.8 21.7 1.6 1.6 1.7
25.0 12.9 12.8 13.3 1.2 1.2 1.2
12.5 6.1 6.0 6.2 0.7 0.7 0.7
0.0 0.0 0.0 0.0 0.0 0.0 0.0




together in the SL2<100 provides the opportunity to achieve lower uncertainty than the SL1<100, but 
this advantage could be eliminated by the difficulty of adjusting selections.  
For the range above white, the uncertainty is from 5.8 to 133.2, which is huger than that of the 
SL1>100. The same factors contributing to the large uncertainties of the SL>100 also affect the 
SL2>100 experiment, such as the difficulty of making bisection selection when stimuli differ greatly in 
sensation and the possibility of deriving a disordered scale. The individual responses of 17 observers are 
shown in Figure 2.11, where several responses are disordered. Regarding the higher uncertainty than 
that of the SL1>100, lesser observers could be one of the factors. Besides, in the SL1>100, standard 
lightness samples were presented for selecting the samples brighter than white, but, in the SL2>100, 
individual lightness samples were used instead. For example, to find the lightness 150, the same L*=50 
sample was presented for the SL1>100 and different Li=50 samples were used for the SL2>100. This 
variation can lead to the higher uncertainty of the SL2>100 than the SL1>100. 
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Figure 2.11: The visual data of all 17 observers for SL2 experiments 
 
For each estimated lightness value, the luminance values adjusted by observers in the experiments 
are averaged. The estimated lightness values are then plotted as a function of the averaged luminance 
and shown in Figure 2.12, with a GG model and a GOGO model fittings shown in Equation (2.11) and 
(2.12), respectively, to roughly fit the visual data. Error bars in the figure are 95% confidence intervals 




 value for the 




SL2,GG = 95.86 " (Y /Yn )




SL2,GOGO =101.29 " (Y /Yn # 0.067)
0.3837
+ 0.04  (2.12) 
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Figure 2.12: The visual data, optimized lightness scales, and CIELAB lightness function.  
 
The GG model is presented due to its simplicity. The GOGO model provides higher R-squared value 
among those GG, GGO, GOG, and GOGO models, but the difference is not obvious either 
quantitatively or graphically. (Models are optimized with initial settings identical to a simple square-root 
function using Matlab.) There is a clear crispening effect around the white-point lightness, which is the 
lightness of the background. It should have a better fitting by optimizing a Takasaki or Semmelroth –
type function. However, the crispening effect will not be significant in a complex configuration, which 
is the case of most images. Besides, slight differences in the experimental design can cause significant 
differences in the degree of crispening [Berns, 2000b; Cui, 2002], Therefore, fitting a lightness function 
describing the crispening effect of SL2 visual data might not be suitable for applications in the printing 
and imaging industries.  
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 The projectors used in both SL1 and SL2 experiments were not perfectly gray balanced, but the 
variation of a* and b* values were mainly within ±2 units. Further researches should be done with a 
better gray-balance setting. That is because lightness depends on not only luminance but also 
chromaticity, which is the related-color case for the Helmholtz-Kohlrausch effect [Fairchild, 2005a].  
 
2.6 Conclusions 
The visual data suggest that there is no significant difference between SL1 and SL2 experiments. 
The visual data also show a clear crispening effect around the white-point lightness. The compressive 
shape of lightness perception as a function of luminance factor can be approximately described by a 
power-law-based function. This compressive shape has been shown to hold for a range exceeding 
diffuse white with the psychophysical experiments described in this thesis. Optimized lightness function 
and lightness weighting functions were derived to fit the visual data in a descriptive sense. The 
optimized lightness function mainly corrects the under-prediction of the CIELAB lightness function for 
the range exceeding diffuse white. More visual data are necessary to verify and improve the functions 
and more fully specify lightness and color appearance outside the range of normal, diffuse, reflecting 




3. SCALING LIGHTNESS DIFFERENCE ABOVE AND BELOW DIFFUSE WHITE 
3.1 Introduction  
Two psychophysical methods, constant stimuli [e.g., Berns, 1996] and gray-scale comparison [e.g., 
Luo, 1986], are frequently used for scaling differences of visual perception. In the method of constant 
stimuli, observers are asked to judge whether the lightness difference of the anchor pair is greater or less 
than the lightness difference of the test pair. This method is also referred to as pass-fail judgement. In 
the method of gray-scale comparison, observers are asked to identify the lightness difference from a 
lightness difference gray-scale with equal #E*ab lightness difference steps that is closest to the lightness 
difference of a test pair. The method of constant stimuli is preferable, because its technique is based on 
fewer assumptions and provides marginally better precision [Montag, 2003]. Moreover, the method of 
constant stimuli is easier for observers to make judgments and for the experimenter to analyze results. 
 
3.2 Method of Constant Stimuli 
Five to seven samples are usually created along the #L* direction for selected color centers to 
conduct lightness difference scaling using the constant stimuli method. A pilot experiment is typically 
executed to estimate the approximate tolerance threshold. Then, samples are created around the 
approximate tolerance threshold. The vector of each direction can be confirmed with principal 
component analysis [Alman, 1989].  
After conducting the visual judgement experiment, the responses of an individual observer, encoded 
in 0 for smaller and 1 for larger than the lightness difference of the anchor pair, are corrected with a 3-
by-1 low-pass filter (LPF) algorithm [Berns, 1991]. This LPF is based on the assumptions that, first, the 
observers tend to have a monotonic visual judgement and, second, any lightness difference smaller than 
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that of sample pairs in each group would tend to be chosen as smaller than that of the anchor pair, and 
vice versa. An example of this algorithm is shown in Figure 3.1 adapted from Berns [1991].  
 
 
Figure 3.1: An example for applying the 3-by-1 low-pass filter algorithm to correct the non-
monotonic responses. 
 
Probit analysis [Finney, 1971] is then applied to the filtered responses. By using Probit analysis, the 
assumption that the responses follow a cumulative normal distribution is made. This assumption can be 
tested and generally holds well for such experiments [Silberstein, 1945; Brown, 1952]. The percentage, 















'  (3.1) 
where µ and $ are the mean and standard deviation, respectively, to characterize a normal distribution 
curve. 
The sigmoidal curve of the cumulative responses can be transformed into Probits (probability unit, 
Z) and fitted with a probit model by regression. The Probit is defined as standard normal deviate 












Z =" + #$E  (3.3) 
The linear parameters % and & are derived by fitting all the responses, usually from 5 to 7 samples, 
via maximum likelihood technique. For a 50% probability of rejection (fail), Z equals to zero and m, in 







This calculation can be done with Matlab function “glmfit (
! 
"E , [ r, n], ‘binomial’, ‘link’, ‘probit’)”, 
where r is the responses and n is the number of observers. 
The chi-squared value, calculated using Equation (3.5), is used to determine how well each set of 






$  (3.5) 
where P is the predicted probability converted from the predicted Z score. When the calculated 
! 
" 2 is 
greater than a chi-squared value for the number of samples minus two degrees of freedom and a 
significance of 10%, there is a significant difference between the data and the model. The difference can 
be attributed to random factors in the experiment and can be corrected with a heterogeneity factor, h, as 







where k is the number of sample pairs, and h equals 1 when the Probit model well describes the 
responses. 
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For centers with insignificant chi-square values, the t value equals 1.96 at 95% confidence with 
infinite degree of freedom; otherwise the t value is determined with (k-2) degrees of freedom. 
Additionally, the standard error can be calculated with the upper fiducial limit (UFL), lower fiducial 







When the chi-squared value is larger than the criterion or the color differences of samples do not 
vary along a vector quite well, such as when the first eigenvalue is smaller than 0.99, the 3D Normit 
analysis [Berns, 1997] can be applied instead of Probit analysis. As variations in other two dimensions, 
chroma and hue in this experiment, are considered as noise, the samples are distributed only in the 
lightness direction. The calculation of T50s and fiducial limits in 3D Normit analysis is similar to Probit 
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analysis, but the color difference values, 
! 




The CIELAB values for color centers, +T50s, and -T50s are calculated for the evaluation and 
development of color difference equations. The CIELAB values of color centers are the averaged values 
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3.3 Lightness Weighting Functions 
Ideally, the lightness tolerances (T50s) should be identical at any position of the lightness scale when 
the lightness scale is perceptually uniform. However, this is not the case for the CIELAB lightness 
function. All the factors that affect lightness perception lead to this nonuniformity. One of the significant 
factors is the crispening effect. Due to this effect, the minimum lightness tolerance corresponds to the 
experimental background lightness [Berns, 2000b]. Slight differences in the experimental design can 
cause significant differences in the degree of crispening [Berns, 2000b; Cui, 2002], which represents as 
the degree of curvature in the plot of lightness tolerance against lightness position. When the curvature 
is slight, this effect can be ignored, such as the lightness weighting function in CIE94 [Berns, 1993]. 
When the curvature is noticeable, a curve of U or V shape could be used to fit the visual data [Berns, 
2000b; Luo, 2001; Chou, 2001]. The lightness weighting function of CIEDE2000 [Luo, 2001; Chou, 

















It should be noted that the minimum weighting of the function is at the position of L* = 50, which is the 
lightness value of the background suggested by CIE. 
 
3.4 Experimental Designs 
3.4.1 New experiments for a range both above and below diffuse white, DE>100 
The method of constant stimuli was used in both experiments on lightness difference perception, 
DE>100 and DE<100. The stimulus configuration of DE>100 is illustrated in Figure 3.2.  
 
 
Figure 3.2: The configuration of lightness difference scaling experiment (DE>100).  
(The gray background and gray scales are printed, and the stimuli of two lightness difference 
pairs are illuminated by the DLP on the paper white.) 
 
The viewing condition, geometry, experimental setup, and measurement method are the same as the 
SL1>100 and SL1<100 experiments. The stimuli of two lightness-difference pairs in the center are 
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generated by the DLP projections on the paper white. The size of each pair is 2-by-5-inches for a 
viewing angle of about 4.8 degree at the distance of 24 inches. There were projected one-pixel black 
frames for the samples and a projected one-pixel black dividing line between each pair. The L* value of 
the background was 50. It should be noted that a diffuse white is used for CIELAB calculation in both 
DE>100 and DE<100 experiments to correlate the results from the two sets of experiments. The 
configuration is not a CIE reference condition for color difference experiments. The goal of this design 
was to help observers have more information about the illuminant and preserve adaptation to the diffuse 
white while presenting significantly lighter stimuli.  
Nine lightness centers were chosen, where five were above, one near, and three below diffuse white. 
The range of the nine lightness centers was from L*= 68 to L*=183. A pilot experiment was executed to 
estimate the approximate tolerance threshold for each lightness center. Then, seven sample pairs were 
created with differences of roughly 5/8, 6/8, 7/8, 8/8, 9/8, 10/8, and 11/8 of each approximate tolerance 
threshold, mainly along the L* direction for each lightness center. PCA was applied to analyze each set 
of fourteen patches for each lightness center. The first eigenvalues were greater than 0.99 cumulative 
variance for the samples of all lightness centers. This establishes the uni-dimensionality of the stimuli. 
The CIELAB values of the anchor pair were (L*,a*,b*) = (48.7, 0.2, 1.3) and (46.2, 0.2, 1.3), with a 
#E*ab of 2.53. Smaller #E*ab values (1 and 2) had been tested as the anchor pair, but the differences 
were not as distinguishable as hardcopy samples with the same #E*ab values. This might be caused by 
the flickering and noisy projections. Sixty-three sample pairs were presented with different random 
orders for each observer. The first ten samples presented, including six repeated testing pairs, were 
always darker than the paper white. Observers were asked to choose the pair with larger lightness 
difference. The ability of lightness discrimination becomes lower after looking at a high-lightness test 
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pairs. The influence of this phenomenon on the final result is diminished by presenting samples with 
different random order for each observer.  
 
3.4.2 Traditional experiment for a range below diffuse white, DE<100 
A lightness difference scaling experiment for a range of lightness below the diffuse white was also 
conducted by following the CIE reference conditions. This allows the comparison between two different 
experimental designs, such as printed samples versus projected samples, and the further analysis with 
CIE’s color difference equations. The samples were printed with glossy paper and adhered to foam core 
boards to make them flat and avoid observable gloss. The sample size was the same as the stimuli used 
in the RIT-Dupont dataset [Alman, 1989; Berns, 1991], that is, 2-by-5-inches for each sample pair on a 
4-by-6-inches gray background, while each sample patch is 2-by-2.5-inches. The sample pair and gray 
background were printed together on glossy paper. A dividing line, with the same color of the 
background, was printed between the two patches of each pair in order to make the sample pair look 
similar to pairs prepared by sticking individual patches on the background. For the anchor pair and 
sample pairs of the lightness center close to the lightness of the background, black lines were printed as 
the dividing line and the frame around the patches. It made the patches distinguishable from the 
background. The size of the lines was one pixel of the 1200-dpi printer. 
The experiment was conducted under simulated D65 illuminant in a Macbeth Spectralight III light 
booth. (6828K and 409 cd/m
2
 measured on a diffuse white using a PhotoResearch PR655 
spectroradiometer.) To avoid stray radiation and approximate a 0/45 viewing geometry, the back and 
sides of the light booth were covered with black velvet. The spectral radiance distribution of a diffuse 
white under the light booth was measured using a PhotoResearch PR655 spectroradiometer. The spectral 
reflectance factors of the printed samples were measured using a BYK-Gardner color-view 45/0 
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spectrophotometer with large aperture. Then, the tristimulus values for the CIE 10
º
 standard colorimetric 
observer and the CIELAB values were calculated with the measured spectral radiance distribution of the 
light source in the booth. The lightness value of the background was L*=50.2. The CIELAB values of 
the anchor pair were (L*,a*,b*) = (50.12, -0.7, 0.2) and (48.95, -0.7, 0.5), with a #E*ab of 1.21. (This 
sample was 1.03 #E*ab with only one measurement. After the pilot experiment, it was re-measured five 
times with replacement and averaged. All values in this thesis were based on five times measurements, 
except for the pilot experiment of the DE<100.) The range of nine lightness centers was from L*=7 to 
L*=90. As a result, a wide range from L*=7 to L*=183 was covered by the two lightness-difference 
scaling experiments, DE>100 and DE<100.  
 
3.5 Results and Discussion  
The two scaling lightness difference experiments were also conducted with fifty color-normal 
observers. Thirty-seven observers participated in both experiments. High repetition of observers 
between two experiments, DE<100 and DE>100, helps reduce the influence of inter-observer variability. 
The summary of two experiments, such as lightness centers and T50s, are shown in Table 3.1. The 
standard errors of DE>100 and DE<100 are 0.04 and 0.07, respectively. The detail information, 
including colorimetric values of discrimination data, visual responses, probit fits, and IPT values are 




Table 3.1: Summary of the tolerance analysis results of DE>100 and DE<100 experiments. It includes the color center position, 
unit color vector (!L*, !a*, !b*, first eigenvalue), method of tolerance determination (Probit or 3D Normit), tolerance (T50) 
with upper and lower fiducial limits (UFL, LFL), standard error for uncertainty, standard deviation (S), chi-square value 
(
! 
" 2), heterogeneity factor (h), t value, and ±T50s. 
 
 
L* a* b* !L* !a* !b*
Eigen-




h t L* a* b* L* a* b*
183.74 2.41 -4.45 0.997 0.009 0.080 0.9910 Probit 13.92 14.40 13.36 0.04 0.26 8.89 no 1.96 197.62 2.54 -3.33 169.87 2.28 -5.56
164.64 2.75 -6.32 0.992 0.090 0.090 0.9962 Probit 11.46 11.76 11.13 0.03 0.19 8.05 no 1.96 176.00 3.79 -5.29 153.27 1.72 -7.36
146.72 1.72 -6.13 0.988 0.154 -0.022 0.9934 Probit 9.30 9.62 8.96 0.04 0.25 3.82 no 1.96 155.90 3.15 -6.34 137.53 0.29 -5.93
127.02 0.42 -5.08 0.999 0.004 -0.055 0.9934 Probit 7.42 7.79 7.04 0.05 0.36 9.13 no 1.96 134.43 0.45 -5.48 119.61 0.39 -4.67
106.51 -0.97 -4.81 0.990 -0.008 -0.138 0.9972 Probit 6.63 6.83 6.41 0.03 0.22 0.95 no 1.96 113.08 -1.02 -5.72 99.95 -0.92 -3.89
97.53 -0.78 -3.68 0.998 -0.017 0.055 0.9895 Probit 6.02 6.23 5.81 0.04 0.25 4.37 no 1.96 103.54 -0.88 -3.34 91.52 -0.68 -4.01
88.15 -0.51 -3.06 1.000 0.020 -0.011 0.9961 Probit 5.72 5.95 5.49 0.04 0.28 5.83 no 1.96 93.87 -0.39 -3.13 82.43 -0.62 -3.00
78.03 -0.46 -1.35 1.000 -0.011 -0.024 0.9917 Probit 4.60 4.80 4.41 0.04 0.30 8.71 no 1.96 82.62 -0.51 -1.46 73.43 -0.41 -1.24
68.19 -0.32 -0.81 0.988 0.023 -0.152 0.9921 Probit 3.93 4.19 3.68 0.07 0.46 10.07 2.01 2.57 72.08 -0.23 -1.41 64.31 -0.41 -0.21
L* a* b* !L* !a* !b*
Eigen-




h t L* a* b* L* a* b*
90.36 -0.49 -1.49 0.999 0.014 -0.049 0.9944 Probit 1.87 1.98 1.75 0.06 0.43 8.52 no 1.96 92.23 -0.46 -1.58 88.49 -0.52 -1.40
80.01 -0.51 -0.92 0.997 0.015 -0.079 0.9941 Probit 1.77 1.94 1.56 0.11 0.76 13.35 2.67 2.57 81.77 -0.48 -1.06 78.25 -0.54 -0.78
69.67 -0.58 -0.64 1.000 0.013 -0.001 0.9926 Probit 1.75 1.89 1.65 0.07 0.48 17.14 3.43 2.57 71.42 -0.56 -0.64 67.92 -0.60 -0.64
58.57 -0.67 -0.49 0.998 0.025 -0.061 0.9966 Probit 1.73 1.82 1.65 0.05 0.35 4.97 no 1.96 60.30 -0.63 -0.59 56.84 -0.71 -0.39
48.84 -0.69 0.30 0.986 -0.045 -0.160 0.9884 Probit 1.38 1.47 1.31 0.06 0.42 0.85 no 1.96 50.20 -0.75 0.08 47.48 -0.63 0.52
39.14 -0.30 1.45 0.994 -0.066 -0.092 0.9916 Probit 1.32 1.39 1.26 0.05 0.34 2.06 no 1.96 40.45 -0.39 1.33 37.83 -0.21 1.57
28.93 0.02 1.04 0.991 0.026 0.129 0.9829 Probit 1.28 1.39 1.12 0.10 0.74 10.22 2.04 2.57 30.20 0.05 1.20 27.66 -0.01 0.88
19.29 -0.14 0.21 0.999 -0.028 0.041 0.9856 Probit 1.87 2.04 1.69 0.09 0.66 15.02 2.50 2.45 21.16 -0.19 0.29 17.42 -0.09 0.13
8.82 0.56 0.11 0.987 -0.084 -0.139 0.9064 3D Normit 2.25 2.37 2.13 0.05 0.39 4.94 no 1.96 11.04 0.37 -0.20 6.60 0.75 0.42
6.89 0.63 0.07 0.975 0.041 0.220 0.8624 3D Normit 2.44 2.58 2.30 0.06 0.40 3.54 no 1.96 9.27 0.73 0.61 4.51 0.53 -0.47
Vector Tolerance Analysis + T50 - T50
DE>100 experiment : tristimulus of diffuse white (922, 1060, 1096) cd/m
2 
Color Center
DE<100 experiment : tristimulus of diffuse white (388, 409, 465) cd/m
2 
Color Center Vector Tolerance Analysis + T50 - T50
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The T50s of the two experiments and the 95% fiducial limits are plotted in Figure 3.3. There are 
three lightness weighting functions shown in the figure, the lightness weighting functions for 
CIEDE2000 (Equation (3.10)), optimization of DE<100 (Equation (3.11)), and optimization of the wide 




























 Figure 3.3: The visual discrimination data (T50s and fiducial limits) derived from experiments of 
DE<100 and DE>100, in addition to the lightness weighting functions for CIEDE2000, 





The visual data of DE<100 follows a trend of U or V curve shape, exhibiting the non-uniformities of 
CIELAB lightness-difference scale that gives too large !L* values for lightness differences for dark and 
light samples. Because of this trend, the form of CIEDE2000 lightness weighting function was used to 
derive the optimized functions for the DE<100 visual data and the combined wide-range visual data. The 
degree of curvature of the optimized functions was increased to better describe the visual data. 
The CIEDE2000 lightness weighting function (solid line) is extended for the range above L*=100, 
shown with grey solid-line in Figure 3.3. It should be noted that there are no visual data to support this 
extension. It is shown here to see how it works for the visual data above L*=100 acquired in this 
research. There is a clear trend that the CIEDE2000 lightness weighting function under-predicts the 
range above L*=100, where the optimized function provides a better fitting. 
The lowest point of the visual data acquired in this research is around L*=30, not the background 
L*=50. For the RIT-DuPont dataset [Berns, 1991], the lowest point of "L* closes to its experimental 
background, and it points out the influence of the crispening effect on lightness difference perception 
[Berns, 2000b]. It should be noted that, when the crispening effect is largely diminished or cancelled 
out, the lowest lightness weighting is not necessary to be at the position of L*=50. According to the 
previous research [Cui, 2002], the crispening effect disappears when samples have a small black frame 
around them. There were black lines around the anchor pairs of both the DE<100 and DE>100 
experiments, and, therefore, the crispening effect could be diminished. This could explain why the 
lowest point (L*=30) is not around the lightness of the experimental background (L*=50). 
Color centers around L* 70, 80, and 90 are included in both DE<100 and DE>100. The results 
around this range don’t overlap. Several differences between the experiment DE<100 and DE>100 
might lead to this diversity, such as the experimental setup, modes of viewing, and color differences of 
the anchor pair. These parametric effects resulting from different experimental conditions are frequently 
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found when comparing different datasets. The parametric factor of lightness, noted as kL in the CIE’s 
generalized color-difference equation [Berns, 2000b], could be applied to adjust the lightness difference 
stimuli corresponding to the experimental conditions differ from the CIE reference conditions. One 
possible adjustment results is lowering all the visual data of the DE>100 experiment with certain ratio 
before combining two set of visual data. In this case, color centers around L* 70, 80, and 90 of both 
experiments could be closer, and the CIDDE2000 could better predict the data above L*=100. However, 
more visual data might be required before applying this adjustment.  
In the experiment of DE>100, it was noticed that observers took longer for judging the lightness 
difference of samples largely brighter than the reference white. That is because of the tendency for 
observers to adapt to the higher luminance level. Although that means the reference white might change, 
it more reasonably represents the real world. For example, it is not uncommon to judge the relative 
brightness of various light sources in an environment or to look at surface colors that exceed the 
lightness of diffuse white such as areas on metallic or pearlescent automotive finishes. After paying 
attention to the stimuli, we can not only clearly see perceptions of lightness above diffuse white, but are 
often concerned with color tolerances for such colors. As the observers adapt to a higher luminance 
level, the perceived lightness difference of the anchor pair becomes smaller. In this case, the judgments 
could be different when based on memory and when based on contemporaneously-perceived lightness 
difference of the anchor pair. This is one of the reasons that might lead to larger fiducial limits in the 
range exceeding diffuse white.   
 
3.6 Conclusions 
Experiments for scaling lightness difference were conducted to derive the color difference tolerance 
data for the range both below and above diffuse white. The trend of a U or V curve of lightness 
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weighting functions still held for the normal range and wide range lightness. Optimized lightness 
weighting functions were derived to fit the visual data in a descriptive sense. The optimized lightness 
weighing function for the range below diffuse white shows similar prediction with CIEDE2000 lightness 
weighting function for normal lightness range. However, the optimized lightness-weighting function for 
a wide range predicts better than the CIEDE2000 function for the range exceeding diffuse white. More 




4. COLOR SPACES FOR HIGH-DYNAMIC-RANGE SCENES AND IMAGES 
4.1 Introduction 
Traditional color spaces were designed for stimuli with luminance levels from slightly above zero to 
that of a reference white point. This limits the applicability of both CIELAB and IPT spaces to color and 
image quality problems in HDR imaging. To address these HDR questions, two newly formulated color 
spaces, hdr-CIELAB and hdr-IPT, were recently proposed for further testing and refinement [Fairchild, 
2010]. They are based on replacing the power-function nonlinearities in CIELAB and IPT with a more 
physiologically plausible hyperbolic function, the Michaelis-Menten equation (or Naka-Rushton 
equation) [Naka, 1966]. Two sets of new psychophysical experiments on scaling lightness, SL1 and 
SL2, have been completed. The visual data suggest that the hdr-CIELAB and hdr-IPT models under 
predict lightness above that of diffuse white. It means the hyperbolic formulation of the hdr- color 
spaces might require an adjustment that moves the semi-saturation point, which is the high-end tuning 
point between the linear and nonlinear parts in a log-log domain. 
The adaptation point, which is the reference white, is affected by the stimulus, relative area, and 
image context [Gilchrist, 1999]. It leads to the main difficulty when studying HDR color spaces: 
confirming the adaptation point of the HDR scenes and images. This difficulty is clearly shown in the 
previous two sections when designing experiments, conducting judgments, and analyzing results. In this 
section, a stable and easily confirmed adaptation point is assumed. Figure 4.1 is a case of this kind of 
HDR scene. For this figure, observers tend to perceive the white book cover as the adaptation point, 
whose lightness value could be assigned as 100, and to perceive the specular highlight area lighter than 
the adaptation point. The experimental configurations of SL1 and SL2 were designed to provide a 
relatively stable adaptation point. As a result, models well predicting the visual data can be applied to 




Figure 4.1: An HDR scene. 
 
4.2 Derivation and Formulation of hdr-CIELAB  
Fairchild and Wyble [2010] proposed a basic structure for hdr-CIELAB to replace CIELAB L* by 
the Michaelis-Menten equation with the constraints of maximum perception (100), semi-saturation level 









+ 0.02  (4.1) 
To improve this equation, the first step was to find the semi-saturation point. The reason to apply the 
hyperbolic Michaelis-Menten equation to describe the lightness perception is that the visual perception 
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is significantly nonlinear in part of stimulus range in log-log coordinates. It requires not only a power 
function to describe the relative linear range but also another function to describe the nonlinear decay 
from the power function [Bartleson, 1967] and an offset to model threshold behavior. To find the turning 
point from the linear range to the nonlinear decay in a log-log coordinate, the SL2 visual data were 
analyzed. By assuming the data below diffuse white is the linear range, a linear line was fitted for those 
eight points and the corresponding R
2
 value was calculated. As shown in Table 4.1, the R
2
 value of the 
normal diffuse reflecting range was 0.99. The next step was combining more and more visual data above 
the diffuse white to the eight points of the normal diffuse reflecting range, and then repeating the 
procedure of fitting line and calculating R
2
 value. As the maximum relative luminance of the combined 
visual data increased from Y/Yn=1.14 to Y/Yn=7.45, the R
2
 value of the fitting line decreased from 0.99 
to 0.96. The R
2
 value changed from 0.99 to 0.98 between relative luminance of Y/Yn=1.78 and 
Y/Yn=2.57. According to this information, the turning point from the linear range to the nonlinear decay 
in a log-log coordinate was chosen as Y/Yn=2, a value arbitrarily chosen between 1.78 and 2.57. The 
turning point was used as the semi-saturation of the Michaelis-Menten equation in this research.  
 
Table 4.1: The R
2
 value of fitted linear line for visual data ranged from the darkest one to itself. 
Y/Yn L Log10(Y/Yn) Log10(L) R
2
0.06 12.50 -1.22 1.10 -
0.13 25.00 -0.89 1.40 -
0.21 37.50 -0.68 1.57 -
0.31 50.00 -0.51 1.70 -
0.45 62.50 -0.34 1.80 -
0.66 75.00 -0.18 1.88 -
0.86 87.50 -0.07 1.94 -
1.00 100.00 0.00 2.00 0.99
1.14 112.50 0.06 2.05 0.99
1.49 125.00 0.17 2.10 0.99
1.78 137.50 0.25 2.14 0.99
2.57 150.00 0.41 2.18 0.98
3.13 162.50 0.50 2.21 0.98
3.70 175.00 0.57 2.24 0.98
4.50 187.50 0.65 2.27 0.97
7.45 200.00 0.87 2.30 0.96
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The SL2 visual data and the fitted linear line for the data from Y/Yn=0.06 to Y/Yn=1.78 are shown in 
Figure 4.2. The decision of the turning point was made according to the R
2
 value. Although the R
2
 value 
of the fitted line in the figure is 0.99, the darkest point (Y/Yn=0.06) is deviated from the fitted line. It 
causes some questions for further discussions. For example, the assumption that this point (Y/Yn=0.06) 
is in the linear range might be wrong. Moreover, if this point is at the nonlinear range of the low end of a 
S-shape hyperbolic response, its corresponding lightness should be higher. Since the crispening effect 
and the experimental uncertainty of the SL2 visual date can affect the linearity, the deviation of the 
visual date (Y/Yn=0.06) is ignored at this point.  
 
Figure 4.2: SL2 visual data for finding the turning point from the linear range to the nonlinear 






The second improvement for deriving the equation was to set the maximum perception without 
constraint and decide it by optimization. There are seldom psychophysical experiments to derive the 
maximum lightness perception, and it is hard to assign a meaningful maximum perception.  
For the constraint of the noise term in the equation, an offset of 0.02 was specified under the 
assumption that about 2% of diffuse white represents a reasonable level of visual noise for complex 
stimuli [Fairchild, 2010]. These settings leave the exponent and maximum perception in the Michaelis-
Menten equation to be optimized. It was optimized to minimize the difference between the Michaelis-
Menten formulation and CIELAB L* for the L* range from 0 to 100 in relative luminance steps of 0.01, 
in order to most closely simulate the original color space in the diffuse reflecting color domain. In other 
words, the input date for the optimization process were derived from the CIELAB L* function, and there 
was no data above L*=100 or visual data from SL1 and SL2 involved. The resulting exponent, #, and 
maximum perception were 0.58 and 247, respectively. The RMS error in L* for the fit was 0.46. Figure 
4.3 illustrates the L* function and fitted Michaelis-Menten function, Equation (4.2), as a function of 
relative luminance from 0 to 4. 
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Figure 4.3: CIELAB L* and fitted Michaelis-Menten functions of relative luminance in the range 
from 0-4. 
 
For imaging applications it is sometimes necessary to adjust the compressive nonlinearity to account 
for changes in surround relative luminance (Bartleson-Breneman) or absolute luminance level (Stevens 
Effect) [Fairchild 2005]. This can be accomplished by modifying the exponent in the Michaelis-Menten 
function, !, using factors to account for surround, sf, and luminance level, lf, as shown in Equations 
(4.3)~(4.5). Ys is the relative luminance of the surround and Yabs is the absolute luminance of the scene 
diffuse white in cd/m
2
. These are suggested surround and background adjustment factors that certainly 
require further study and optimization to various viewing conditions. 
 
! 
" = 0.58 /(sf • lf ) (4.3) 
 
! 





lf = log(318) /log(Yabs) (4.5) 
The formulation of the full hdr-CIELAB space is then given by Equations (4.6)~(4.10) by simply 
replacing the CIELAB cube-root-based function with Equations (4.2)~(4.5) and adjusting the 
normalization of the chroma dimensions by a factor of 1/100 to account for the scaling in Equation (4.2). 
 
! 
Lhdr = f (Y /Yn ) (4.6) 
 
! 
ahdr = 5[ f (X /Xn ) " f (Y /Yn )] (4.7) 
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)  (4.10) 
 
4.3 Derivation and Formulation of hdr-IPT 
The derivation of hdr-IPT followed the same constraints and procedure. The exponent in the 
Michaelis-Menten equation was optimized to minimize the difference between the Michaelis-Menten 
formulation and IPT I dimension for the I range from 0 to 1 in relative luminance steps of 0.01, to 
closely simulate the original color space. That is to say, the input data for the optimization process were 
derived from the IPT I function, and there was no data above I=100 or visual data from SL1 and SL2 
involved. The resulting exponent, !, and maximum perception were 0.59 and 246, respectively. The 
RMS error in I for the fit was 1.16. Figure 4.4 illustrates the I function and fitted Michaelis-Menten 
function, Equation (4.11), as a function of relative luminance from 0 to 4. 
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Figure 4.4: IPT I and fitted Michaelis-Menten functions of relative luminance in the range from 0-
4. 
 
The exponent in the Michaelis-Menten function, !, is again modified using factors to account for 
surround, sf, and luminance level, lf, as shown in Equations (4.12)~(4.14). 
 
! 
" = 0.59 /(sf • lf ) (4.12) 
 
! 
sf =1.25 " 0.25(Ys /0.184);            (0 #Ys #1.0) (4.13) 
 
! 
lf = log(318) /log(Yabs) (4.14) 
The formulation of the full hdr-IPT space is then given by Equations (4.15)~(4.21) by simply 
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4.4 Appearance Predictions of Munsell Colors 
Wyble and Fairchild [2000] published an analysis of various color appearance models using the 
Munsell Renotation data [Newhall 1940].  That analysis included the CIELAB, IPT and CIECAM97s 
models and used only those samples found in the gamut of the 1929 Munsell Book of Color. In the 
current analysis, similar computations were completed and visualized below. However, this analysis 
used the full set of 2734 real Munsell data points to provide a wider color gamut and included 
CIECAM02 and the two new spaces derived in this thesis in addition to CIELAB and IPT. Moreover, 
CAT02 [Fairchild, 2005b] was used as the chromatic adaptation model for IPT and hdr-IPT models to 
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It is expected that the performances of hdr- spaces will not be significantly different from their ldr- 
spaces models in the normal diffuse reflecting range, because the fits were nearly identical (but not 
perfect.). These new analyses represent the same hdr-IPT and hdr-CIELAB models as previously 
published with newly formulated hyperbolic nonlinearities to confirm and compare the appearance 





Figure 4.5 shows the lightness predictors of the five models as a function of Munsell Value. Perfect 
prediction of Munsell Value would be represented by a straight line with unity slope as seen for the 
CIELAB model and very closely for the IPT model. CIECAM02 shows a slight nonlinearity of 
prediction. The two revised HDR spaces do not exhibit significant difference comparing to their LDR 
spaces. 
 





Figure 4.6 shows the chroma predictors of the five models as a function of Munsell Chroma. Data 
points are color coded to their Munsell designations. Perfect prediction of Munsell Value would be 
represented by a straight line with unity slope and no scatter. One can see the well-known expansion of 
yellow chroma in CIELAB in comparison with the blue hues, as seen for the CIELAB model and very 
closely for the IPT model. CIECAM02 shows a slight nonlinearity of prediction. Again, the two new 
HDR spaces do not exhibit significant difference comparing to their LDR spaces. 
 





Figure 4.7 shows the five model hue predictors as a function of Munsell Hue, again color coded by 
Munsell designation. Ideal results would be a perfect straight line. The well-known kink in the blue 
region of CIELAB is evident along with the relatively good behavior of IPT. The HDR versions of 
CIELAB and IPT show similar behavior to their LDR versions with respect to hue linearity. 
 
Figure 4.7: Model chroma predictors as a function of Munsell Chroma. 
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An alternative analysis of hue linearity is visualized in Figure 4.8. In this case principal components 
analysis was performed on each hue slice (projected to the two chromatic dimensions) to determine the 
percent of variation explained by a single characteristic vector. A value of 100% would imply perfect 
hue linearity. Figure 4.8 encodes the percent of variation that is not described by the first characteristic 
vector (i.e., the amount of variation requiring a second dimension, or curve, to describe). Each model is 
represented by a row in the figure with the various hues represented by columns. Dark areas represent 
poor hue linearity with values represented by black meaning greater than about 7.5% variance is not 
described by one dimension. Mid-gray areas represent about 2.2% residual variation and white areas 
represent nearly perfect hue linearity. The rightmost column represents the average values ([IPT, hdr-
IPT, CIECAM02, CIELAB, hdr-CIELAB] = [.734 .712 .707 .672 .681]) (average of first 
eigenvalue=[.988 .989 .986 .984 .985]). According to the average values, IPT shows its characteristic 
good hue linearity and hdr-IPT is similar and almost identical on average. CIECAM02, CIELAB, and 
hdr-CIELAB illustrate similar performance slightly worse than IPT. 
 
 
Figure 4.8: Visualization of PCA analysis on the dimensionality of constant hue lines.  
Dark entries indicate that a significant amount of variation requires two dimensions to describe 
(an indication of hue nonlinearity). (The first and last rows are the representative colors of the hue 













Hue spacing was evaluated by examining the hue angle distance between each neighboring Munsell 
Hue in each color space. Since there are 40 hue samples in the Munsell Renotation, each should be 
separated by 9 degrees in hue angle for uniform hue spacing. (Note it is possible to have good spacing 
with poor linearity and vice versa.) T-tests were performed to test the hypothesis that the average 
distance between adjacent hue planes is 9 degrees. A p>0.05 indicates that they hypothesis cannot be 
rejected. The visualization in Figure 4.9 renders the p values for each hue and the average in the last 
column. P values of near zero are shown as black and indicate poor hue spacing. P values rendered in 
white are near 1.0 with the mid gray representing p = 0.5. Each space shows significant deviation from 
equal hue spacing with IPT and hdr-IPT slightly worse than the others on average. 
 
 
Figure 4.9: Results of t-tests on hue spacing.  
(If each Munsell hue was equally spaced from its neighbors for a given model, the row of squares 











4.5 Wide-Range Lightness Predictions 
Both sets of visual data on wide-range lightness scaling, SL1 and SL2 as shown in Table 4.2, were 
used to evaluate the hdr-CIELAB and hdr-IPT lightness scale, as shown in Figure 4.10 for the extended 
range and Figure 4.11 for the normal range. All models were normalized to predict a lightness of 100 for 
a relative luminance of 1.0. The SL2 visual data were used to derive the semi-saturation point, rather 
than to optimize the function. As a result, the data are still available for evaluation. For the range below 
diffuse white, each scale shows significant deviation from both sets of visual data. The differences of 
viewing conditions may cause the discrepancies. For the range above diffuse white, both hdr-CIELAB 
and hdr-IPT lightness functions under predict the perception, but some ranges are inside the error bar of 
SL2 visual data. 
 





2) Evaluated SL2 (cd/m
2)
Lightness X10 Y10 Z10 Lightness X Y Z
180 3262.32 3691.53 4025.74 200 6931.18 7431.76 6177.06
170 2268.98 2589.13 2816.54 187.5 4317.06 4601.18 3962.35
160 1992.23 2277.76 2479.07 175 3454.12 3685.29 3122.35
150 1693.03 1940.71 2121.46 162.5 2932.35 3124.71 2621.76
140 1529.33 1756.29 1922.14 150 2403.53 2563.53 2164.06
130 1343.59 1546.16 1690.64 137.5 1670.76 1774.71 1511.41
120 1128.18 1303.05 1425.19 125 1408.76 1489.53 1274.94
110 932.05 1075.76 1172.24 112.5 1075.82 1132.71 973.76
100 729.78 842.01 903.26 100 968.08 996.98 883.51
95 642.65 740.84 800.77 87.5 831.50 855.55 760.11
90 547.58 630.78 678.14 75 635.43 653.62 580.85
85 472.25 544.14 575.44 62.5 440.19 452.21 405.90
80 375.98 432.96 453.40 50 296.81 304.64 278.30
75 282.56 325.01 335.55 37.5 202.42 207.41 191.81
70 221.04 253.95 259.19 25 125.27 127.82 117.45
65 177.20 203.25 205.45 12.5 59.13 59.82 54.47
60 136.55 156.39 157.41 0 0 0 0
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Figure 4.10: Prediction of lightness scaling data in a wide lightness range. Visual data are shown 
with their error bars for 95% confidence limit. 
 




IPT and CIELAB lightness functions have better performance of prediction for the extended range. 
To improve the hdr-CIELAB and hdr-IPT lightness functions to fit the visual data above the diffuse 
white, a power function for the noise term could be proposed to replace the fixed 0.02 offset. This is 
according to fact that photoreceptors’ noise response is not linear due to the Poisson distributed 
photon shot noise [Juusola, 1994]. Moreover, it might be reasonable to assume an ascending level of 
offset on perception caused by the flare, etc. in the environment. A sample formulation is shown in 
Equation (4.26). It leaves the maximum perception, exponent, and power function noise in the 
equation to be optimized. It can be optimized to minimize the difference between the formulation 
and CIELAB L* for an extended L* range, such as from 0 to 200 in relative luminance steps of 0.01 
for normal range and 0.1 for extended range. Equation (4.27) is the resulting formulation for hdr-
CIELAB. The RMS errors in L* for the fit were 1.26 for normal range and 1.31 for whole range. 
Equation (4.28) is the resulting formulation for hdr-IPT with the same procedure. The RMS errors in 
I for the fit were 2.72 for normal range and 2.65 for whole range. Figure 4.12 illustrates the lightness 
functions and the power functions of noise as a function of relative luminance from 0 to 6.5. The 
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Figure 4.12: Prediction of lightness scaling data in a wide lightness range.  
(The hdr- scales are improved from proposed models with a power function for the noise term.) 
 
The power function of the noise term is essentially to improve the performance of the Michaelis-
Menten equation in the range of high physical stimuli, without a significant influence on the linear range 
of the lightness perception. It helps to describe the nonlinear decay of lightness perception together with 
the Michaelis-Menten equation. Moreover, instead of a constant, the ascending function of noise term 
may better describe the visual noise of human vision system, where the noise will be higher as the 
stimulus becomes higher [Juusola, 1994]. This behavior is also found in the photoreceptors of electric 
devices, and evaluated by photo transfer curve [Janesick, 2001]. An inverse-point is introduced in the 
photo transfer curve to describe the full-well situation, which is corresponding to the bleaching situation 
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of visual system. Therefore, the power function of the noise term could be further modified to 
incorporate a cut-point or inverse-point, when the visual data are available. 
Since these visual data are just two experiments on scaling wide-range lightness, it is premature to 
adjust either hdr- model to specifically fit these data by the power function for the noise term. Moreover, 
the maximum perception is not converged at certain level when applying the power function for noise, 
which should not be true that the maximum perception could be infinity. A noise function inversed 
before the saturation point is more reasonable. Furthermore, the adaptation in wide-range lightness 
scaling might need to be better understood. Given all of the above, it is likely that a different functional 
form of sigmoidal response function will be required to produce all the desired properties for an hdr-
color space. Determination of the ideal function remains as future work. 
 
4.6 Conclusions 
Two new color spaces, hdr-CIELAB and hdr-IPT, were modified to allow extension of the CIELAB 
and IPT color spaces for use in HDR imaging applications. Their overall performance in predicting the 
Munsell Renotation appearances is similar to the traditional versions of these spaces. These spaces 
provide interesting combinations of colorimetric fidelity and physiological plausibility and pose 
interesting new questions for developers of color spaces and imaging systems. At this point, these spaces 
should be considered proposals as there is certainly a need for more testing, collection of more HDR 
visual data, and refinement of the models. They do, however, show promise for future applications in 




5. CONCLUSIONS AND FUTURE RESEARCH 
 
For lightness perception scaling on an extended range above the diffuse white, the results suggest 
that the compressive shape of lightness perception as a function of luminance factor can be 
approximately described by a power-law-based function. Optimized lightness function and lightness 
weighting functions were derived to fit the visual data in a descriptive sense in this research. More visual 
data are necessary to verify and improve the functions and more fully specify lightness and color 
appearance outside the range of normal, diffuse, reflecting objects. 
In terms of wide range lightness difference scaling, the results suggest that the trend of a U or V 
curve of lightness weighting functions still held. Optimized lightness weighting functions were derived 
to fit the visual data in a descriptive sense in this research. The optimized lightness weighing function 
for the range below diffuse white shows similar prediction with CIEDE2000 lightness weighting 
function for normal lightness range. More visual data are necessary to verify and improve the functions. 
The hdr-CIELAB and hdr-IPT color spaces were modified based on combinations of colorimetric 
fidelity and physiological plausibility. The overall performance of modified versions is similar to the 
traditional versions of these spaces. There is certainly a need for more testing, collection of more HDR 
visual data, and refinement of the models. For example, the suggested surround and background 
adjustment factors require further study and optimization to various viewing conditions. Furthermore, it 
is likely that a different functional form of sigmoidal response function will be required to produce all 
the desired properties for an hdr- color space. However, the hdr- color space does show promise for 
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7. APPENDIX A 
Table A.1: Colorimetric values and visual responses for DE>100 experiment 









Anchor 160.7 184.2 183.7 142.6 163.4 163.0 48.73 0.26 1.32 46.20 0.24 1.28 2.53     
Background 155.0 181.8 203.3       48.45 -1.87 -2.93             
1 378.6 436.1 460.7 357.9 412.2 438.9 70.27 -0.27 -1.08 68.67 -0.25 -1.45 1.65 1 0.53 
2 378.6 436.1 460.7 346.8 399.3 419.5 70.27 -0.27 -1.08 67.78 -0.23 -0.77 2.51 6 1.03 
3 378.6 436.1 460.7 336.7 388.5 405.4 70.27 -0.27 -1.08 67.01 -0.49 -0.44 3.33 8 1.12 
4 378.6 436.1 460.7 325.6 375.3 394.9 70.27 -0.27 -1.08 66.06 -0.37 -0.83 4.22 27 1.36 
5 378.6 436.1 460.7 316.4 365.3 378.5 70.27 -0.27 -1.08 65.33 -0.55 -0.11 5.05 47 0.82 
6 378.6 436.1 460.7 305.7 352.3 364.6 70.27 -0.27 -1.08 64.35 -0.34 -0.05 6.01 50 NA 
7 378.6 436.1 460.7 297.4 342.8 356.0 70.27 -0.27 -1.08 63.62 -0.34 -0.20 6.71 50 NA 
8 528.0 608.9 646.2 485.4 559.7 593.9 80.43 -0.47 -1.46 77.75 -0.44 -1.41 2.67 0 NA 
9 528.0 608.9 646.2 476.2 548.7 579.5 80.43 -0.47 -1.46 77.13 -0.33 -1.15 3.31 7 1.08 
10 528.0 608.9 646.2 463.9 536.2 562.6 80.43 -0.47 -1.46 76.42 -0.74 -0.79 4.07 15 1.29 
11 528.0 608.9 646.2 453.2 522.9 551.8 80.43 -0.47 -1.46 75.65 -0.53 -1.09 4.79 33 1.32 
12 528.0 608.9 646.2 443.3 511.5 539.9 80.43 -0.47 -1.46 74.98 -0.53 -1.09 5.46 41 1.15 
13 528.0 608.9 646.2 432.2 498.0 531.1 80.43 -0.47 -1.46 74.18 -0.35 -1.62 6.25 45 0.97 
14 528.0 608.9 646.2 419.7 483.1 514.6 80.43 -0.47 -1.46 73.27 -0.20 -1.55 7.17 48 0.71 
15 721.3 831.1 903.4 655.0 756.3 823.3 90.96 -0.41 -3.11 87.65 -0.69 -3.11 3.32 0 NA 
16 721.3 831.1 903.4 640.0 738.2 802.2 90.96 -0.41 -3.11 86.82 -0.54 -2.98 4.15 8 1.12 
17 721.3 831.1 903.4 627.4 724.8 788.0 90.96 -0.41 -3.11 86.19 -0.76 -2.98 4.78 14 1.28 
18 721.3 831.1 903.4 612.6 708.2 765.6 90.96 -0.41 -3.11 85.41 -0.86 -2.63 5.59 27 1.36 
19 721.3 831.1 903.4 600.4 692.8 755.3 90.96 -0.41 -3.11 84.66 -0.57 -3.11 6.30 29 1.36 
20 721.3 831.1 903.4 583.4 672.2 733.0 90.96 -0.41 -3.11 83.66 -0.37 -3.09 7.31 43 1.08 
21 721.3 831.1 903.4 571.8 659.0 720.4 90.96 -0.41 -3.11 83.00 -0.41 -3.20 7.96 48 0.71 
22 931.3 1075.6 1170.1 837.9 968.3 1064.3 100.56 -0.83 -3.44 96.55 -0.89 -4.01 4.05 2 0.71 
23 931.3 1075.6 1170.1 825.8 954.4 1047.7 100.56 -0.83 -3.44 96.01 -0.91 -3.90 4.58 9 1.15 
24 931.3 1075.6 1170.1 809.9 933.8 1032.4 100.56 -0.83 -3.44 95.20 -0.51 -4.34 5.45 16 1.31 
25 931.3 1075.6 1170.1 795.4 918.5 1017.2 100.56 -0.83 -3.44 94.59 -0.76 -4.43 6.06 28 1.36 
26 931.3 1075.6 1170.1 776.3 895.4 983.4 100.56 -0.83 -3.44 93.65 -0.58 -3.86 6.93 35 1.29 
27 931.3 1075.6 1170.1 762.9 880.8 957.3 100.56 -0.83 -3.44 93.05 -0.73 -3.17 7.52 42 1.12 
28 931.3 1075.6 1170.1 749.9 866.2 949.3 100.56 -0.83 -3.44 92.44 -0.78 -3.68 8.12 49 0.53 
29 1176.3 1359.2 1510.0 1041.3 1203.9 1333.3 110.02 -0.99 -5.27 105.02 -1.04 -4.85 5.02 5 0.97 
30 1176.3 1359.2 1510.0 1024.3 1184.8 1306.6 110.02 -0.99 -5.27 104.38 -1.11 -4.52 5.69 11 1.21 
31 1176.3 1359.2 1510.0 1007.6 1165.6 1288.7 110.02 -0.99 -5.27 103.73 -1.13 -4.68 6.32 20 1.35 
32 1176.3 1359.2 1510.0 990.8 1144.0 1257.9 110.02 -0.99 -5.27 102.98 -0.80 -4.27 7.11 33 1.32 
33 1176.3 1359.2 1510.0 974.9 1124.9 1232.6 110.02 -0.99 -5.27 102.32 -0.69 -4.00 7.82 43 1.08 
34 1176.3 1359.2 1510.0 955.9 1103.9 1216.5 110.02 -0.99 -5.27 101.58 -0.81 -4.36 8.49 46 0.90 
35 1176.3 1359.2 1510.0 941.6 1089.2 1189.6 110.02 -0.99 -5.27 101.05 -1.09 -3.73 9.10 48 0.71 
36 1879.0 2154.3 2371.5 1721.6 1977.4 2161.6 130.93 0.51 -5.36 126.79 0.12 -4.63 4.22 2 0.71 
37 1879.0 2154.3 2371.5 1669.6 1917.4 2102.8 130.93 0.51 -5.36 125.33 0.15 -4.85 5.63 10 1.18 
38 1879.0 2154.3 2371.5 1631.4 1876.3 2042.5 130.93 0.51 -5.36 124.32 -0.15 -4.20 6.75 20 1.35 
39 1879.0 2154.3 2371.5 1591.7 1825.3 2012.8 130.93 0.51 -5.36 123.03 0.43 -5.21 7.90 37 1.26 
40 1879.0 2154.3 2371.5 1552.8 1779.4 1959.3 130.93 0.51 -5.36 121.86 0.56 -5.05 9.08 38 1.24 
41 1879.0 2154.3 2371.5 1513.7 1734.4 1902.0 130.93 0.51 -5.36 120.69 0.59 -4.68 10.27 43 1.08 
42 1879.0 2154.3 2371.5 1483.1 1698.8 1869.8 130.93 0.51 -5.36 119.74 0.66 -4.94 11.19 45 0.97 
43 2818.7 3206.5 3535.7 2477.8 2823.2 3114.0 151.76 2.46 -6.29 144.79 1.99 -6.05 6.99 5 0.97 
44 2818.7 3206.5 3535.7 2418.9 2757.3 3037.6 151.76 2.46 -6.29 143.53 1.88 -5.90 8.26 15 1.29 
45 2818.7 3206.5 3535.7 2374.6 2712.2 2990.8 151.76 2.46 -6.29 142.65 1.41 -5.95 9.17 25 1.37 
46 2818.7 3206.5 3535.7 2338.4 2686.4 2947.3 151.76 2.46 -6.29 142.15 0.08 -5.46 9.93 31 1.34 
47 2818.7 3206.5 3535.7 2286.1 2622.7 2890.7 151.76 2.46 -6.29 140.89 0.39 -5.84 11.07 44 1.03 
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48 2818.7 3206.5 3535.7 2223.4 2549.9 2824.6 151.76 2.46 -6.29 139.42 0.46 -6.24 12.50 45 0.97 
49 2818.7 3206.5 3535.7 2175.6 2493.4 2769.3 151.76 2.46 -6.29 138.27 0.62 -6.44 13.62 49 0.53 
50 3900.2 4427.7 4826.4 3330.0 3789.8 4197.2 170.81 3.29 -5.74 161.37 2.49 -7.10 9.57 4 0.90 
51 3900.2 4427.7 4826.4 3271.1 3719.7 4110.6 170.81 3.29 -5.74 160.27 2.68 -6.83 10.61 16 1.31 
52 3900.2 4427.7 4826.4 3230.5 3667.7 4054.9 170.81 3.29 -5.74 159.44 3.08 -6.85 11.42 30 1.35 
53 3900.2 4427.7 4826.4 3162.9 3604.5 3977.5 170.81 3.29 -5.74 158.43 2.11 -6.61 12.47 37 1.26 
54 3900.2 4427.7 4826.4 3110.3 3555.8 3916.8 170.81 3.29 -5.74 157.64 1.31 -6.40 13.33 42 1.12 
55 3900.2 4427.7 4826.4 3071.7 3505.0 3896.2 170.81 3.29 -5.74 156.81 1.77 -7.30 14.17 46 0.90 
56 3900.2 4427.7 4826.4 2992.5 3410.4 3790.4 170.81 3.29 -5.74 155.24 2.07 -7.21 15.69 48 0.71 
57 5293.4 6033.9 6443.1 4452.7 5070.3 5451.6 191.11 2.44 -3.88 179.44 2.59 -4.44 11.68 7 1.08 
58 5293.4 6033.9 6443.1 4388.7 4996.8 5386.5 191.11 2.44 -3.88 178.50 2.61 -4.71 12.65 23 1.36 
59 5293.4 6033.9 6443.1 4331.1 4926.6 5343.4 191.11 2.44 -3.88 177.58 2.87 -5.39 13.63 27 1.36 
60 5293.4 6033.9 6443.1 4246.6 4831.2 5265.4 191.11 2.44 -3.88 176.32 2.80 -5.89 14.93 31 1.34 
61 5293.4 6033.9 6443.1 4167.0 4762.3 5061.7 191.11 2.44 -3.88 175.40 1.53 -3.07 15.76 33 1.32 
62 5293.4 6033.9 6443.1 4096.1 4667.9 5087.3 191.11 2.44 -3.88 174.13 2.31 -5.82 17.10 39 1.21 




Table A.2: Colorimetric values and visual responses for DE<100 experiment 









Anchor 71.4 75.8 85.7 67.7 71.8 80.5 50.12 -0.72 0.18 48.95 -0.71 0.49 1.21     
Background 71.7 76.2 86.5       50.23 -0.76 0.02             
1 310.2 327.8 381.6 301.3 318.5 369.6 91.73 -0.46 -1.50 90.70 -0.49 -1.30 1.05 5 0.97 
2 309.2 326.7 381.0 296.3 313.1 364.9 91.62 -0.46 -1.61 90.10 -0.47 -1.54 1.51 12 1.24 
3 305.2 322.6 376.4 289.4 305.9 355.8 91.16 -0.48 -1.64 89.27 -0.48 -1.43 1.90 28 1.36 
4 307.2 324.7 378.8 288.7 305.1 354.9 91.39 -0.47 -1.63 89.18 -0.46 -1.42 2.22 40 1.18 
5 310.5 328.1 381.6 289.8 306.4 357.1 91.77 -0.48 -1.45 89.33 -0.49 -1.55 2.44 40 1.18 
6 306.5 323.9 377.9 282.3 298.5 346.7 91.31 -0.47 -1.62 88.42 -0.53 -1.33 2.91 43 1.08 
7 304.3 321.7 374.2 279.3 295.4 343.5 91.06 -0.51 -1.45 88.06 -0.55 -1.38 3.01 48 0.71 
8 220.2 232.7 269.8 227.7 240.7 279.3 80.11 -0.47 -1.10 81.19 -0.45 -1.17 1.08 4 0.90 
10 227.3 240.4 277.4 217.9 230.5 266.3 81.15 -0.53 -0.87 79.79 -0.52 -0.93 1.36 15 1.29 
9 224.0 236.9 274.0 214.5 226.9 262.0 80.68 -0.52 -0.98 79.30 -0.53 -0.87 1.39 23 1.36 
11 225.7 238.6 275.9 212.9 225.1 259.7 80.91 -0.47 -0.98 79.05 -0.49 -0.84 1.87 31 1.34 
12 224.9 237.8 274.9 210.2 222.3 256.2 80.80 -0.50 -0.97 78.65 -0.51 -0.77 2.16 37 1.26 
13 226.2 239.2 276.5 207.7 219.8 253.4 80.99 -0.49 -0.96 78.29 -0.59 -0.80 2.71 40 1.18 
14 226.5 239.5 276.7 207.2 219.1 252.4 81.04 -0.50 -0.92 78.20 -0.50 -0.74 2.84 43 1.08 
15 158.1 167.4 192.5 153.3 162.3 187.2 70.11 -0.59 -0.60 69.23 -0.62 -0.72 0.89 0 NA 
16 161.7 171.2 197.4 156.8 166.0 190.5 70.75 -0.57 -0.75 69.86 -0.58 -0.51 0.92 1 0.53 
17 158.9 168.1 193.5 152.7 161.7 186.6 70.24 -0.55 -0.63 69.12 -0.55 -0.78 1.13 5 0.97 
18 163.2 172.7 198.9 154.7 163.8 188.0 71.01 -0.53 -0.68 69.49 -0.57 -0.49 1.53 14 1.28 
19 157.2 166.4 191.3 147.9 156.6 180.3 69.94 -0.60 -0.58 68.22 -0.59 -0.63 1.72 36 1.28 
20 157.6 166.8 192.2 145.5 154.0 177.4 70.00 -0.58 -0.69 67.76 -0.61 -0.65 2.25 40 1.18 
21 163.4 172.9 198.8 150.0 158.8 182.7 71.05 -0.59 -0.59 68.61 -0.60 -0.60 2.44 44 1.03 
22 103.8 110.0 126.6 99.9 105.9 121.3 58.87 -0.66 -0.53 57.92 -0.65 -0.32 0.97 2 0.71 
23 107.2 113.6 130.9 102.0 108.2 124.4 59.68 -0.64 -0.60 58.45 -0.68 -0.53 1.24 13 1.26 
24 102.6 108.9 125.3 96.3 102.2 117.3 58.62 -0.79 -0.52 57.05 -0.77 -0.40 1.57 18 1.33 
25 113.7 120.4 139.0 105.0 111.3 128.1 61.16 -0.58 -0.68 59.16 -0.66 -0.57 2.01 31 1.34 
26 106.3 112.6 129.3 97.4 103.3 118.7 59.45 -0.62 -0.46 57.31 -0.68 -0.47 2.14 40 1.18 
27 106.0 112.3 129.0 96.4 102.2 117.1 59.38 -0.62 -0.48 57.04 -0.65 -0.37 2.34 44 1.03 
28 105.3 111.6 128.4 95.0 100.8 115.7 59.23 -0.69 -0.54 56.71 -0.70 -0.43 2.52 47 0.82 
29 69.3 73.5 83.3 68.3 72.4 81.8 49.46 -0.71 0.12 49.13 -0.66 0.23 0.35 1 0.53 
30 66.3 70.3 79.4 64.6 68.6 76.9 48.50 -0.69 0.23 47.96 -0.65 0.48 0.60 2 0.71 
31 69.7 74.0 83.8 67.1 71.2 80.2 49.61 -0.72 0.13 48.77 -0.71 0.36 0.87 6 1.03 
32 70.4 74.8 84.2 67.0 71.2 80.1 49.83 -0.78 0.36 48.76 -0.75 0.39 1.07 13 1.26 
33 66.3 70.4 79.2 62.4 66.2 74.0 48.50 -0.65 0.35 47.20 -0.56 0.59 1.32 23 1.36 
34 70.9 75.3 85.5 65.8 69.8 78.5 49.97 -0.70 0.03 48.33 -0.69 0.36 1.67 35 1.29 
35 70.4 74.7 84.7 64.6 68.6 77.1 49.82 -0.72 0.11 47.96 -0.69 0.40 1.88 44 1.03 
36 42.4 44.8 48.8 41.2 43.6 47.5 39.50 -0.33 1.33 38.99 -0.30 1.33 0.51 0 NA 
37 42.8 45.3 49.1 41.1 43.5 46.9 39.72 -0.39 1.56 38.93 -0.32 1.63 0.79 4 0.90 
38 43.7 46.2 50.3 41.2 43.6 47.2 40.05 -0.32 1.36 38.98 -0.29 1.47 1.08 13 1.26 
39 42.7 45.1 49.2 39.9 42.1 45.7 39.63 -0.29 1.34 38.37 -0.22 1.48 1.27 24 1.37 
40 45.9 48.6 53.2 42.4 44.9 48.7 41.03 -0.43 1.25 39.53 -0.29 1.43 1.52 34 1.31 
41 41.9 44.3 48.1 38.2 40.3 43.4 39.28 -0.28 1.46 37.57 -0.19 1.65 1.73 44 1.03 
42 41.6 44.1 47.9 37.3 39.3 42.4 39.18 -0.33 1.37 37.13 -0.16 1.59 2.07 48 0.71 
43 23.1 24.4 26.6 22.2 23.4 25.6 29.30 0.02 1.00 28.66 0.05 0.94 0.65 2 0.71 
44 24.6 25.9 28.1 22.7 24.0 26.1 30.23 0.01 1.21 29.06 -0.03 1.11 1.18 25 1.37 
45 22.8 24.0 26.2 20.8 21.8 24.1 29.08 0.07 1.04 27.68 0.08 0.76 1.43 37 1.26 
46 24.0 25.2 27.2 21.4 22.5 24.5 29.83 0.02 1.37 28.14 0.03 1.11 1.71 37 1.26 
47 23.4 24.5 26.8 20.6 21.6 23.8 29.41 0.15 1.01 27.53 0.07 0.79 1.89 43 1.08 
48 23.6 24.9 27.0 20.3 21.5 23.5 29.60 -0.07 1.19 27.43 -0.24 0.93 2.19 46 0.90 
49 25.6 26.9 29.2 21.5 22.6 24.8 30.81 0.11 1.17 28.20 0.05 0.89 2.63 50 NA 
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50 11.8 12.5 14.2 11.0 11.6 13.1 20.31 -0.29 0.10 19.39 -0.36 0.20 0.93 1 0.53 
51 12.6 13.3 14.9 11.4 12.0 13.6 20.99 -0.13 0.21 19.81 -0.18 0.18 1.18 11 1.21 
52 12.4 13.1 14.7 10.7 11.4 12.8 20.80 -0.16 0.26 19.12 -0.14 0.18 1.68 23 1.36 
53 11.3 11.9 13.4 9.7 10.2 11.7 19.71 -0.10 0.21 17.88 0.07 -0.15 1.87 30 1.35 
54 12.1 12.8 14.2 9.9 10.5 11.7 20.53 -0.22 0.44 18.21 -0.25 0.45 2.32 40 1.18 
55 11.9 12.5 14.1 9.3 9.8 11.0 20.31 -0.05 0.28 17.39 -0.06 0.22 2.92 41 1.15 
56 12.0 12.7 14.3 9.1 9.5 10.9 20.43 -0.10 0.17 17.15 0.00 -0.01 3.29 47 0.82 
57 11.9 12.6 14.0 8.3 8.8 9.9 20.32 -0.21 0.45 16.26 -0.13 0.18 4.07 49 0.53 
58 4.4 4.6 5.4 4.2 4.3 5.0 10.00 0.61 -0.42 9.50 0.51 -0.26 0.54 1 0.53 
59 4.3 4.4 5.0 3.6 3.7 4.1 9.66 0.56 0.04 8.25 0.67 0.43 1.47 5 0.97 
60 4.4 4.6 5.4 3.7 3.8 4.3 10.04 0.35 -0.28 8.44 0.85 0.00 1.70 13 1.26 
61 4.2 4.4 5.0 3.3 3.4 3.8 9.53 0.85 0.01 7.52 0.88 0.41 2.06 19 1.34 
62 4.5 4.7 5.5 3.5 3.6 4.0 10.21 0.45 -0.26 7.94 0.83 0.22 2.35 30 1.35 
64 4.2 4.4 4.9 3.0 3.1 3.5 9.57 0.19 0.35 6.80 0.48 0.22 2.79 34 1.31 
63 4.2 4.4 5.0 3.1 3.1 3.6 9.61 0.31 -0.06 6.86 0.86 -0.23 2.82 38 1.24 
65 4.5 4.7 5.1 3.1 3.2 3.4 10.14 0.23 0.63 7.00 0.38 1.02 3.17 41 1.15 
67 3.1 3.2 3.6 2.7 2.8 3.2 7.05 0.72 0.28 6.05 0.56 -0.15 1.11 4 0.90 
66 3.3 3.4 3.8 2.8 2.9 3.4 7.55 0.67 0.25 6.27 0.87 -0.41 1.45 9 1.15 
68 3.3 3.4 3.9 2.6 2.7 3.2 7.45 0.67 -0.16 5.64 0.53 -0.78 1.92 11 1.21 
69 3.1 3.2 3.6 2.3 2.4 2.7 6.98 1.17 -0.09 4.96 0.35 0.33 2.22 20 1.35 
70 3.6 3.7 3.9 2.6 2.7 3.0 8.17 0.43 1.08 5.87 0.27 0.50 2.38 22 1.36 
71 3.6 3.7 3.9 2.6 2.7 2.9 8.22 0.37 1.18 5.64 0.54 0.44 2.69 25 1.37 
72 3.9 4.0 4.5 2.8 2.8 3.4 8.85 0.92 0.22 6.12 0.71 -0.52 2.83 30 1.35 
73 3.9 4.0 4.6 2.7 2.7 3.3 8.90 0.80 0.05 5.88 0.66 -0.66 3.10 35 1.29 















Table A.3: Discrimination data for DE>100 experiment 
Color Centers Tolerance + T50 - T50 
L* a* b* T50 95%UFL 95%LFL L* a* b* L* a* b* 
183.74 2.41 -4.45 13.92 14.40 13.36 197.62 2.54 -3.33 169.87 2.28 -5.56 
164.64 2.75 -6.32 11.46 11.76 11.13 176.00 3.79 -5.29 153.27 1.72 -7.36 
146.72 1.72 -6.13 9.30 9.62 8.96 155.90 3.15 -6.34 137.53 0.29 -5.93 
127.02 0.42 -5.08 7.42 7.79 7.04 134.43 0.45 -5.48 119.61 0.39 -4.67 
106.51 -0.97 -4.81 6.63 6.83 6.41 113.08 -1.02 -5.72 99.95 -0.92 -3.89 
97.53 -0.78 -3.68 6.02 6.23 5.81 103.54 -0.88 -3.34 91.52 -0.68 -4.01 
88.15 -0.51 -3.06 5.72 5.95 5.49 93.87 -0.39 -3.13 82.43 -0.62 -3.00 
78.03 -0.46 -1.35 4.60 4.80 4.41 82.62 -0.51 -1.46 73.43 -0.41 -1.24 
68.19 -0.32 -0.81 3.93 4.19 3.68 72.08 -0.23 -1.41 64.31 -0.41 -0.21 
 
 
Color Centers + T50 - T50 
I P T I P T I P T 
202.28 0.78 -3.89 220.38 1.18 -2.92 184.55 0.38 -4.82 
178.02 0.54 -5.43 192.41 1.60 -4.51 163.88 -0.49 -6.31 
155.61 -0.19 -5.18 167.05 0.81 -5.34 144.36 -1.16 -5.02 
131.69 -0.84 -4.20 140.57 -0.93 -4.60 122.93 -0.76 -3.80 
107.88 -1.68 -3.89 115.48 -1.95 -4.70 100.40 -1.41 -3.11 
97.70 -1.27 -2.91 104.35 -1.28 -2.70 91.14 -1.26 -3.11 
87.38 -0.94 -2.36 93.61 -0.89 -2.43 81.25 -0.98 -2.28 
76.41 -0.53 -1.02 81.27 -0.59 -1.12 71.62 -0.47 -0.92 






Table A.4: Discrimination data for DE<100 experiment 
Color Centers Tolerance + T50 - T50 
L* a* b* T50 95%UFL 95%LFL L* a* b* L* a* b* 
90.36 -0.49 -1.49 1.87 1.98 1.75 92.23 -0.46 -1.58 88.49 -0.52 -1.40 
80.01 -0.51 -0.92 1.77 1.94 1.56 81.77 -0.48 -1.06 78.25 -0.54 -0.78 
69.67 -0.58 -0.64 1.75 1.89 1.65 71.42 -0.56 -0.64 67.92 -0.60 -0.64 
58.57 -0.67 -0.49 1.73 1.82 1.65 60.30 -0.63 -0.59 56.84 -0.71 -0.39 
48.84 -0.69 0.30 1.38 1.47 1.31 50.20 -0.75 0.08 47.48 -0.63 0.52 
39.14 -0.30 1.45 1.32 1.39 1.26 40.45 -0.39 1.33 37.83 -0.21 1.57 
28.93 0.02 1.04 1.28 1.39 1.12 30.20 0.05 1.20 27.66 -0.01 0.88 
19.29 -0.14 0.21 1.87 2.04 1.69 21.16 -0.19 0.29 17.42 -0.09 0.13 
8.82 0.56 0.11 2.25 2.37 2.13 11.04 0.37 -0.20 6.60 0.75 0.42 
6.89 0.63 0.07 2.44 2.58 2.30 9.27 0.73 0.61 4.51 0.53 -0.47 
 
Color Centers + T50 - T50 
I P T I P T I P T 
89.58 -0.65 -1.17 91.62 -0.65 -1.25 87.55 -0.64 -1.10 
78.45 -0.52 -0.71 80.33 -0.54 -0.82 76.58 -0.51 -0.61 
67.70 -0.50 -0.49 69.49 -0.48 -0.50 65.92 -0.51 -0.49 
56.59 -0.50 -0.37 58.30 -0.50 -0.45 54.90 -0.51 -0.30 
47.18 -0.35 0.16 48.48 -0.43 0.01 45.88 -0.27 0.31 
38.17 0.08 0.90 39.36 0.01 0.83 36.99 0.15 0.97 
29.32 0.18 0.62 30.38 0.23 0.72 28.27 0.14 0.52 
21.52 -0.03 0.11 23.00 -0.05 0.15 20.07 -0.02 0.07 
13.68 0.27 0.08 15.30 0.15 -0.09 12.10 0.39 0.23 
12.33 0.29 0.06 13.96 0.42 0.33 10.74 0.17 -0.20 
 
