In this paper we give sufficient spectral conditions for the almost automorphy of bounded solutions to differential equations with piecewise constant argument of the form x (t) = Ax ([t]) + f (t), t ∈ R, where A is a bounded linear operator in X and f is an X-valued almost automorphic function.
Introduction
The differential equations with piecewise constant arguments (EPCAs, for short) are subjects which are only studied recently. These equations have the structure of continuous dynamical systems in intervals of unit length. Continuity of a solution at a point joining any two consecutive intervals implies a recursion relation for the values of the solution at such points. Therefore, they combine the properties of differential equations and difference equations. These equations are thus similar in structure to those found in certain sequential continuous models of disease dynamics as treated by Busenberg and Cooke since 1982 (see [5] ). The first contribution is due to Cooke and Wiener in 1984 (see [7] ), Shah and Wiener in 1983 (see [38] ). To this time, many results of the existence, the uniqueness, the boundedness, the uniformly continuity, the periodicity, the almost periodicity, the quasi periodicity, the pseudo almost periodicity, the stability, the asymptotic stability, the oscillation, the backward continuation, the existence of integral manifolds, asymptotic behavior, etc., of solutions of this type equation are given. However, the almost automorphy of solutions of this type equation is not considered completely yet. This paper is to solve a part of this problem. For more information of the differential equation with piecewise constant argument we refer the reader to [1, 6, [8] [9] [10] 16, [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] and references therein.
In this paper, we consider equations of the form
where A is a bounded linear operator in X, f is an X-valued almost automorphic function on R and [·] is the largest integer function. We are interested in conditions for which every bounded solution of this equation is almost automorphic. The concept of almost automorphic functions, which was introduced by Bochner as an extension of the one of almost periodic functions, has recently caught the attention of many mathematicians (see, for example, [11, 14, 18, [28] [29] [30] ). It is natural to raise a question as if this is true for almost automorphic solutions, that is, if f is almost automorphic and X does not contain any subspace isomorphic to c 0 , then, is every bounded solution of (1.1) almost automorphic?
We will prove that this is true. As a continuous almost automorphic function is not necessarily uniformly continuous, the methods of proving this standard result for continuous almost periodic solutions, which are based on the uniform continuity of the bounded mild solutions and of the forcing term f , are no longer available. We refer the reader to [2, 3, 12, 13, 15, 17, [19] [20] [21] [23] [24] [25] 27] for more details on the methods of proving this result. To overcome this difficulty, we will discretize the equations. We will first prove the discrete analog of the above problem, and then apply it to solve our main one. In order to prove the discrete analog we will introduce a new concept of a uniform spectrum of a bounded sequence with respect to a subspace that allows us to give a short proof of the claim for discrete equations. Now we outline the organization of this paper. In the next section we will recall the concept of almost automorphic functions and its discrete analog. The concept of uniform spectrum of a bounded sequence with respect to a subspace is introduced in this section that will be used to prove the almost automorphy of bounded solutions of discrete equations. Section 3 is devoted to the study of almost automorphy, compact almost automorphy of bounded solutions of Eq. (1.1). The main results of this paper are Theorems 2.19, 3.4 and 3.7. An application of these results is given in Section 4 in which we prove a Massera type theorem (Theorem 4.3) on the existence of almost automorphic solutions with the same structure of spectrum as f .
Preliminaries
In this section we will recall the concept of almost automorphic functions and sequences. The concept of uniform spectrum of a bounded sequence with respect to a subspace is introduced in this section that will be used to prove the almost automorphy of bounded solutions of discrete equations. Section 3 is devoted to the study of almost automorphy of bounded solutions of Eq. (1.1). for any t ∈ R.
The limit in (2.1) means
is well defined for each t ∈ R and
for each t ∈ R. 
then it turns out to be a Banach space. If we denote KAA(X), the space of continuous compact almost automorphic X-valued functions, then we have
Proposition 2.6. Let us define
As a big difference between almost periodic functions and almost automorphic functions we remark that an almost automorphic function is not necessarily uniform continuous, as shown in the following example due to B.M. Levitan:
Example 2.7. The following function f (t) := 1 2 + cos t + cos √ 2t is almost automorphic, but not uniformly continuous. Therefore, it is not almost periodic.
Almost automorphic sequences
Similarly as for functions, we define below the almost automorphy of sequences. From now on we will use the notation l ∞ (X) to indicate the space of all bounded (two-sided) sequences in a Banach space X with sup-norm, that is, if
for any p ∈ Z.
The limit in (2.4) means
is well defined for each p ∈ Z and
The set of all almost automorphic sequences in X forms a closed subspace of l ∞ (X), that is denoted by aa(X). We can show that the range of an almost automorphic sequence is precompact. For each bounded sequence g := {g n } n∈Z in X, we will denote by S(k)g the k-translation of g in l ∞ (X), i.e., (S(k)g) n = g n+k , n ∈ Z, and S stands for S (1) .
In this paper we will use the standard notation c 0 for the Banach space of all numerical sequences {a n } n such that lim n→∞ a n = 0, equipped with sup-norm. In the simplest case, Kadets Theorem becomes the following: when is the integral of an almost automorphic function also almost automorphic? We can take the same counterexample as in [17] to show that additional conditions should be imposed on the space X.
Example 2.9. Consider the function f (t) with values in
Obviously, f is almost periodic (so it is almost automorphic), and F is bounded. However, the range of F , as shown in [17, pp. 81-82] is not precompact, so F cannot be almost automorphic. The Kadets Theorem (see, e.g., [17, Theorem 2, p. 86]) says that if f is almost periodic and F is bounded, then F is almost periodic if and only if X does not contain any subspace isomorphic to c 0 . An extension of the Kadets Theorem to almost automorphic functions was given in [4] . The following extension of the Kadets Theorem to sequences will be used in this paper.
Spectral theory of bounded functions and bounded sequences
Below we recall the definition of the spectrum of a bounded function and the one of a bounded sequence. Definition 2.10. For a bounded function u on R with values in a Banach space X the set of all reals ξ for which the Carleman transform
has no holomorphic extension to any neighborhood of iξ in the complex plane C, is said to be the Carleman spectrum of u, and is denoted by sp(u).
Proposition 2.11. Let u, v : R → X be measurable bounded functions, and let ϕ : R → C be a smooth function which decays faster than any polynomials. Then
Proof. See [35] , for proofs. 2 Definition 2.12. Let g ∈ l ∞ (X). The subset of all λ of the unit circle Γ := {z ∈ C: |z| = 1} at whichĝ
, has no holomorphic extension to any neighborhood of λ in C, is said to be the uniform spectrum of the bounded sequence g and will be denoted by sp(g).
It is known [26, Lemma 2.4] that
Lemma 2.13. For each bounded sequence x = {x n } n∈X , we have
Here we denote by M x = span{S(n)x, n ∈ Z} and S stands for S(1).
Definition 2.14. Let A be a closed subspace of l ∞ (X). We say that A satisfies Condition H if the following conditions are satisfied:
(i) every constant sequence is in A;
(ii) if {x n } n∈Z ∈ A and q ∈ Γ , then the sequence {q n x n } n∈Z is in A; (iii) if B is a bounded linear operator in X, then {Bx n } n∈Z ∈ A whenever {x n } n∈Z is in A; (iv) SA = A.
As an example of a subspace of l ∞ (X) that satisfies Condition H we can take aa(X).
In the rest of this paper we will always assume that A is a closed subspace of l ∞ (X) that satisfies Condition H. Then, in the quotient space l ∞ (X)/A acts the operator S defined by S(x + A) = Sx + A, ∀x ∈ l ∞ (X). The operator S is an isometric operator because of Condition H(iv). Let π be the canonical projection from l ∞ (X) onto l ∞ (X) = A, and let us denote πx =x. Then Definition 2.15. The uniform spectrum of x ∈ l ∞ (X) with respect to A, which is denoted by sp A (x), is defined to be the following:
It may be seen that sp A (x) is a closed subset of the unit circle Γ . If A = {0}, sp A (x) = sp(x). So, this is an extension of the uniform spectrum. In our concept, the uniformity of an analytic extension of the Carleman transform is required. As shown in [26] , the concept of sp(x) can be used to state a sufficient condition for the existence and uniqueness of bounded solutions to a nonhomogeneous linear difference equation. Consider the linear difference equation
where B is a bounded linear operator. We have some following lemmas due to [22] .
Lemma 2.17. Let x ∈ l ∞ (X) be a solution of (2.8), and let f ∈ A. Then 
Main results
In this section, we will deal with almost automorphy of bounded solutions to Eq. (1.1). Then we will derive an analog for compact almost automorphy of bounded solutions. First, we take a precise definition of solutions of Eq. (1.1). (ii) The derivativeẋ(t) of x(t) exists everywhere, with the possible exception of the points n (n ∈ Z), where one-sided derivatives exist. (iii) x(t) satisfies Eq. (1.1) on each interval (n, n + 1), ∀n ∈ Z.
Almost automorphy of bounded solutions
In this subsection we give some results about almost automorphy of bounded solutions.
Lemma 3.2. If f (t) is almost automorphic then the sequence { n+1 n f (s) ds} n∈Z is almost automorphic.
Proof. Since f (t) is almost automorphic, for any sequence {n k }, there exists a subsequence {n k } and a measurable function {g(t)} such that lim k→∞ f (t + n k ) = g(t) and lim k→∞ g(t − n k ) = f (t), t ∈ R. We have from the Lebesgue Dominated Convergence Theorem that Proof. Necessity: Obviously, if u is almost automorphic, the sequence {u(n)} n∈Z is almost automorphic.
Sufficiency: Let the sequence {u(n)} n∈Z be almost automorphic. We now prove that u is almost automorphic. The proof is divided into several steps.
Step 1. We first suppose that {n k } is a given sequence of integers. Then there exist a subsequence {n k } and a sequence {v(n)} such that
For every fixed t ∈ R, let us denote by [t] the largest integer of t and {t} the odd part of t,
In this way, we can define v on the whole line R. Now we show that lim k→∞ u(t + n k ) = v(t).
In fact,
g(s) ds
Similarly, we can show that lim k→∞ v(t − n k ) = u(t).
Step 2. Now we consider the general case where {s k } k∈Z may not be an integer sequence. The main lines are similar to those in Step 1 combined with the precompactness of the range of the function f . Set
and lim k→∞ t k = t 0 ∈ [0, 1]. Let us first consider the case 0 < {t 0 + t}. We will show that
In fact, for sufficiently large k, from the above assumption we have [t + t 0 ] = [t + t k ]. Thus, from the boundedness of the sequence {u(n)} n∈Z and the precompactness of the range the function f it follows
Next, we consider the case when {t + t 0 } = 0, that is, t + t 0 is an integer. If t + t k ↓ t + t 0 , we can repeat the above argument. So, we omit the details. Now suppose that t + t k ↑ t + t 0 . Then we
Thus, from the boundedness of the sequence {u(n)} n∈Z and the precompactness of the range the function f it follows
We remark that any convergent sequence either is monotonous or is divided into two convergent monotonous subsequences so we have the proof of the lemma. Proof. Assume x is a bounded solution of Eq. (1.1). By using a variation of constants formula Eq. (1.1) is equivalent with
Because x(t) is continuous on R, by limiting when t → n + 1 one obtains the corresponding difference equation
From Lemma 3.3 it follows { n+1 n f (s) ds} n∈Z is in aa(X). Furthermore, we have from the assumption that (I + A) is a bounded linear operator in X with σ Γ (I + A) being countable, X does not obtain any subspace isomorphic to c 0 , and {x(n)} n∈Z is a bounded sequence that satisfies Eq. (3.6). Thus it follows from Theorem 2.19 that {x(n)} n∈Z is almost automorphic. By Lemma 3.3, this yields that the solution x itself is almost automorphic. 2
Compact almost automorphy of bounded solutions
In this subsection we will derive an analog of the above results for compact almost automorphy of bounded solutions.
Lemma 3.5.
Proof. (a) ∀K R fixed, we note that {[t], t ∈ K} is a finite subset of integers so the con-
Lemma 3.6. Let u be a bounded solution of (1.1) on R and f be compact almost automorphic. Then, u is compact almost automorphic if and only if the sequence {u(n)} n∈Z is almost automorphic.
Proof. Necessity: Obviously, if u is compact almost automorphic, the sequence {u(n)} n∈Z is almost automorphic. Sufficiency: Let the sequence {u(n)} n∈Z be almost automorphic. We now prove that u is compact almost automorphic. The proof is also divided into several steps.
Step 1. We first suppose that {n k } is a given sequence of integers. Then there exist a subsequence {n k } and a sequence {v(n)} such that for every compact subset K R,
We define v on the whole line R as (3.1). Now we show that for every compact subset K R: 
Step 2. We only need to show that the limits in (3.4) and (3.5) are uniform on any compact subset K ∈ R. It is easily followed by the boundedness of A, u, f . Proof. It is easily followed by Theorem 3.4 and Lemma 3.6. 2
An application to a Massera type theorem
As an application of the result obtained in the previous section, we will prove in this section a Massera type theorem on the existence of almost automorphic solutions to (1.1) with the same structure of spectrum as the forcing term f when f (t) =f (t) := f ([t]), t ∈ R. where σ e i (I + A) := {ξ ∈ R: e iξ ∈ σ (I + A)},h(t) := Proof. Assume x is a bounded solution of Eq. (1.1) then from the assumption (iii) we have the spectral estimate (4.2). From the assumptions (i), (ii) and Theorem 3.4 follows that x is almost automorphic. From assumption (iv) follows that we have two closed distinct subsets in R: σ e i (I + A) \ sp(f ) and sp(f ). So we can choose a smooth function ϕ which decays faster than any polynomials such that its Fourier transformφ(t) = 1 for t ∈ σ e i (I + A) \ sp(f ) and ϕ(t) = 0 for t ∈ sp(f ); and moreover, ϕ * x is a solution of the homogeneous equation of (1.1). Consequently, w = x − ϕ * x is a solution of (1.1). Obviously, sp(w) ⊂ sp(x) ∩ supp(1 −φ) ⊂ sp(x) ∩ sp(f ) ⊂ sp(f ). By using the Lebesgue Dominated Convergence Theorem with the note that ϕ(t) is smooth and decays faster than any polynomials we can easily checked the almost automorphy of ϕ * x. Thus w is almost automorphic. The theorem is proved. 2
