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Abstract. In this paper we explore a numerical scheme for a nonlinear fourth order system of
partial differential algebraic equations that describes the dynamics of slender inextensible elastica
as they arise in the technical textile industry. Applying a semi-discretization in time, the resulting
sequence of nonlinear elliptic systems with the algebraic constraint for the local length preservation
is reformulated as constrained optimization problems in a Hilbert space setting that admit a solution
at each time level. Stability and convergence of the scheme are proved. The numerical realization
is based on a finite element discretization in space. The simulation results confirm the analytically
predicted properties of the scheme.
AMS-Classification 35J74; 58J05; 65K10; 65M12; 65M20; 65M60; 74K10
Keywords numerical scheme; stability; convergence; semi-discretization; constrained optimization;
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1. Introduction
The numerical simulation and optimization of the dynamics of thin long elastic fibers are of
great importance in the technical textile industry (e.g. in production processes of yarns or non-
woven materials [25, 17]), but the application ranges much further and comprises also, among others,
biomolecular science (DNA, bacterial fibers [22]) and computer graphics (hair modeling [8]). In the
slender-body theory [2] a fiber can be asymptotically described by an arc-length parameterized, time-
dependent curve r representing its center-line. Then, its dynamics can be modeled by a system of
nonlinear partial differential equations [19]
ω ∂ttr = ∂s(λ∂sr)− b ∂ssssr + f , |∂sr(s, t)|2 = 1. (1.1)
The arc-length constraint enforces inextensibility and turns the inner traction λ to an unknown,
i.e. Lagrange multiplier. The system for (r, λ) has a wave-like character due to inertia (line weight
ω) with an elliptic regularization coming from the bending stiffness b. It can be considered as a
reformulation of the Kirchhoff-Love equations for an elastic rod [18]. For rigorous derivations of
such inextensible Kirchhoff beam models from three-dimensional hyper-elasticity see e.g. [11, 23]. In
non-woven manufacturing the studies of fiber lay-down processes, their longtime behavior and the
resulting fabric quality require a fast and accurate numerical treatment, [17, 9, 14]. Also nonlinear
or even stochastic source terms f due to aerodynamics might play a role, see [21] and Figure 1.1. So
far, the used approaches were mainly addressed to high-speed performance without any theoretical
results on convergence or length conservation.
Elastic flows of curves in different model variants were topic of analytical [13, 24] and numerical
[12, 3, 4] investigations. Considering a global length constraint, an error analysis for a semi-discrete
scheme in space was performed in [12], a fully implicit finite element method with equidistribution
properties was explored in [3]. The work [4] presented a scheme for an arc-length parameterized curve
whose dynamics is caused by bending and friction, neglecting inertia. This is a model system quite
similar to (1.1) in the spatial terms, but first order in time and dissipative. The nonlinear point-wise
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Figure 1.1. Application: melt-spinning process of non-woven materials. From left
to right: Turbulent air flow in process (photo by industrial partner), mean velocity
flow field, turbulence effects on immersed fiber modeled by stochastic forces (source
terms) in (1.1), [20].
constraint of the local length preservation was handled by a linearization around a previous solution
in each time step which led to a sequence of linear saddle-point problems. We adapt this idea to our
problem.
This work aims at the development of a numerical scheme for (1.1) with focus on analytical and
computational aspects. We propose a semi-discretization in time. Following the concept of [16]
and employing a horizontal line method, we replace the transient problem by a sequence of elliptic
systems that are handled in their weak formulation in terms of the Lagrange formalism. The algebraic
constraint is incorporated in a linearized form in the definition of the optimization domain such that
we study the solvability of a constrained minimization problem in a Hilbert space setting [15, 27].
We prove the existence of the minimizer and of the Lagrange multiplier on each time level. Stability
estimates on the discrete solution and the Lagrange multiplier result then in the convergence of the
numerical scheme as the time step goes to zero, τ → 0 (Theorem 12). In the limit the arc-length
constraint is fulfilled. In addition, we derive an explicit error bound of order O(√τ) on the discrete
fiber elongation (Proposition 9). Numerically, we solve the optimization problems in finite element
spaces. The finite dimensional approximation of the constraint determines the accuracy and efficiency
of the scheme.
The paper is structured as follows. Proceeding from the model system for the inextensible inertial
fiber, we present the numerical scheme in Section 2. In Section 3 we deal with its theoretical analysis,
regarding existence, stability and convergence. The numerical realization is discussed in Section 4.
The simulation results illustrate the qualitative behavior of the fiber dynamics and confirm the
analytically predicted properties. We conclude with a summary and an outlook.
2. Numerical scheme for the fiber model
2.1. Model. A fiber is characterized by its long slender geometry. According to the special Cosserat
theory [2] it can be asymptotically represented by its arc-length parameterized time-dependent center-
line r : Ω = ΩL × ΩT → R3, where Ωa := (0, a), a ∈ (0,∞) with fiber length L and end time
T . Since extension and shear are here negligibly small in comparison to bending, the dynamics of
an homogeneous inertial elastic fiber can be described by a wave-like system of fourth order with
constraint
ω ∂ttr(s, t) = ∂s(λ(s, t) ∂sr(s, t))− b ∂ssssr(s, t) + f [r, ∂tr, ∂sr, s, t], |∂sr(s, t)|2 = 1, (2.1)
where ω > 0 denotes the line weight. The dynamics is caused by the acting inner and outer forces
(Newton’s law). The inner force densities stem from bending with bending stiffness b > 0 as well
as from traction λ. The inner traction λ : Ω → R acts particularly as Lagrange multiplier to the
nonlinear point-wise constraint that is expressed in the Euclidian norm | · | and ensures the arc-length
parameterization for all times. It enforces the local inextensibilty and hence the global conservation of
length. The neglect of torsion, i.e. κ = 0, in the model is justified by respective boundary conditions,
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such as a free ending or torsion-free clamping. Its inclusion would yield an extra term κ(∂sr× ∂sssr)
in the system and the associated equation ∂sκ = 0, cf. [17]. The system (2.1) is a reformulation of
the Kirchhoff-Love equations, for details on its derivation we refer to [19]. As far as we know there
are no existence results for (2.1). The Kirchhoff-Love equations are the limit system of an elastic
Euler-Bernoulli rod, as the slenderness parameter (ratio between fiber diameter and length) and the
Mach number (ratio between fiber velocity and speed of sound) approach zero [6]. Depending on the
application, the outer force densities f might come for example from gravity, friction or aerodynamics.
In case of a linear force in ∂tr (e.g. friction) and negligible inertia effects, the system (2.1) reduces to
an evolution equation (first order in time) with constraint that was subject of research in [24, 4]. In
non-woven manufacturing stochastic effects due to turbulent air flows are important, which implies
space-time white noise as driving forces [21, 20] (cf. Figure 1.1). For a study on extensible stochastic
beam equations (without constraint) see e.g. [10, 5].
In this work we restrict to sufficiently smooth outer forces that are independent of the fiber curve,
like for example gravity. We consider a set-up where a fiber fixed at one ending is freely swinging.
Initially, it is assumed to be free of stress and to rest in a straight position. So, the following initial
conditions as well as Dirichlet and Neumann boundary conditions for the clamped (s = L) and
stress-free (s = 0) fiber ending close (2.1) to an initial boundary value problem
r(s, 0) = (L− s)eg, ∂tr(s, 0) = 0
r(L, t) = 0, ∂sr(L, t) = −eg
∂ssr(0, t) = 0, (b∂sssr− λ∂sr)(0, t) = 0
(2.2)
with the normalized direction vector eg, |eg| = 1. The natural boundary conditions are equivalent to
∂ssr(0, t) = ∂sssr(0, t) = 0 and λ(0, t) = 0 under the constraint. Moreover, the inner traction force
might consistently satisfy λ(s, 0) = 0 for a stress-free initial configuration. This set-up of a cantilever
beam reminds on hair modeling in computer graphics. In view of applications in technical textile
industry it is a simplification, but it still contains the major mathematical difficulty, i.e. the partial
differential-algebraic structure of the model equations.
Assumption 1. Let f : Ω → R3 be a continuous function, 0 < ω, b < ∞ be constants and eg ∈ R3
be a unit vector for the forthcoming investigations of (2.1)-(2.2).
2.2. Semi-discretization. We propose a numerical scheme based on a semi-implicit semi-discreti-
zation. Employing a horizontal line method (Rothe method) in time, we replace the transient problem
by a sequence of elliptic systems. The nonlinear arc-length constraint is incorporated in a linearized
version.
Let T ∈ (0,∞) be given. We divide the time interval ΩT = [0, T ] intoN subintervals by introducing
the temporal mesh {tk | k = 0, ..., N} where tk = kτ is prescribed by the time step τ = T/N . Using
an implicit Euler scheme, we discretize the system (2.1)-(2.2) as
ω
τ2
(rk+1 − 2rk + rk−1) = ∂s(λk+1∂srk+1)− b∂ssssrk+1 + fk+1, |∂srk+1|2 = 1,
with fk+1 = f(tk+1), k = 1, . . . , N − 1, r0 = (L− s)eg and r1 = r0. The implicit time discretization
requires consequently the recursive solving of nonlinear constrained elliptic systems in one space
dimension. As we will show, it is sufficient to consider the constraint as ∂t|∂srk+1|2 = 0 and express
it in terms of the linearization around the solution associated with the previous time step. This yields
ω
τ2
(rk+1 − 2rk + rk−1) = ∂s(λk+1∂srk)− b∂ssssrk+1 + fk+1 (2.3a)
(∂srk+1 − ∂srk) · ∂srk = 0. (2.3b)
The approximate solution to (2.1) is then given by the linear interpolation (rτ , λτ ), i.e.,
rτ (s, t) =
t− tk−1
τ
(rk − rk−1) + rk−1, s ∈ ΩL, t ∈ (tk−1, tk], k = 1, . . . , N,
and correspondingly for λτ which we extend λ0 = λ1 = 0 in view of a stress-free initial solution. For
functions defined on [0, T ], in turn, a subindex k ∈ {0, . . . , N} corresponds to the value of the function
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at time tk. The discretized system (2.3) can be identified as Euler-Lagrange equations corresponding
to an appropriate Lagrange functional, such that we explore its solvability as a variational problem.
It will turn out that in the limit τ → 0 the system (2.1) is fulfilled.
3. Theoretical analysis
In this section we handle the sequence of elliptic systems in their weak formulation in terms of
the Lagrange formalism. The constraint is incorporated in the definition of the optimization domain
such that we study the solvability of a constrained minimization problem. In particular, we show the
existence of the minimizer and of the Lagrange multiplier on each time level. Stability estimates on
the discrete solution and the Lagrange multiplier result then in a convergence proof for the numerical
scheme.
3.1. Solvability of the discretized system. The norm of a Banach space B we denote by ‖ · ‖B
and the dual pairing with its dual space B′ by B〈·, ·〉B′ . If B even is a Hilbert space, then its inner
product we denote by (·, ·)B. By L2(S;Rn), S ⊂ Rd Lebesgue measurable, n, d ∈ N, we denote the
Hilbert space of (equivalence classes of) square integrable functions on S w.r.t. the Lebesgue measure
taking values in Rn. The space C0(S;B) of continuous functions on compact S with values in B we
consider to be equipped with the norm of uniform convergence. We use the notation Wm,p(U ;Rn),
U ⊂ Rd open, m ∈ [0,∞), p ∈ [1,∞], for Sobolev spaces as in [1]. In case of p = 2, the Hilbert space
Wm,2(U ;Rn) is abbreviated by Hm(U ;Rn). In the case n = 1 we suppress the range of function
spaces. In particular, we introduce the notation
Hm0,a(Ωa;Rn) := {v ∈ Hm(Ωa;Rn) | ∂αs v(a) = 0 for all α ∈ N0, α+ 1/2 < m}, Ωa = (0, a),
a ∈ (0,∞). Of course, Hm0,a(Ωa;Rn) equipped with the norm of Hm(Ωa;Rn) is a Hilbert space.
Its dual space (Hm0,a(Ωa;Rn))′ we denote by H−m(Ωa;Rn). Recall that Hm(Ωa;Rn) is embedded
continuously and compactly in the Ho¨lder spaces Ck,γ([0, a];Rn) for m > 1/2 + k + γ, k ∈ N0,
0 ≤ γ ≤ 1, see e.g. [1]. We always, via the Riesz representation theorem, identify spaces of square
integrable functions with their dual space and consider an embedding of Sobolev spaces in the sense
of Gelfand triples with the space of square integrable functions as central space.
We define the affine linear fiber space
V := {v ∈ vD +H20,L(ΩL;R3) | vD ∈ H2(ΩL;R3), vD(L) = 0, ∂svD(L) = −eg}
and introduce the constraint associated functional
ek+1 : V → H10,L(ΩL), ek+1(v) = 2∂s(v − rk) · ∂srk = 0. (3.1)
Moreover, we deduce the cost functionals Jk+1 : V → R
Jk+1(v) = ω
∥∥τD2k+1v∥∥2L2(ΩL) + b ‖∂ssv‖2L2(ΩL) − 2 (fk+1,v)L2(ΩL) (3.2)
with the second temporal difference D2k+1v = (v − 2rk + rk−1)/τ2 by applying variational calculus
on (2.3a) for k = 1, ..., N − 1.
Lagrange formalism. For k = 1, ..., N − 1, let Jk+1 be the cost functional of (3.2) and ek+1 the
constraint functional of (3.1). Define the Lagrange functional Lk+1 : V ×H−1(ΩL)→ R by
Lk+1(v, λ) = Jk+1(v) + H10,L(ΩL)〈ek+1(v), λ〉H−1(ΩL).
Then, a stationary point of the Lagrange functional is a weak solution of the fiber system (2.3).
A stationary point of the Lagrange functional satisfies the adjoint problem (3.3) for all test functions
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η ∈ H−1(ΩL) and φ ∈ H20,L(ΩL;R3), i.e.
∂λLk+1(v, λ)[η] = 0 = H10,L(ΩL)〈ek+1(v), η〉H−1(ΩL) (3.3a)
∇vLk+1(v, λ)[φ] = 0 = J ′k+1(v)[φ] + H10,L(ΩL)〈e
′
k+1(v)[φ], λ〉H−1(ΩL) (3.3b)
= 2
(
ω (D2k+1v,φ)L2(ΩL) + b (∂ssv, ∂ssφ)L2(ΩL) − (fk+1,φ)L2(ΩL)
+ H10,L(ΩL)〈∂srk · ∂sφ, λ〉H−1(ΩL)
)
.
Presupposing sufficient regularity of the Lagrange multiplier λ, the duality pairing H10,L(ΩL)〈·, ·〉H−1(ΩL)
coincides with (·, ·)L2(ΩL) in the sense of a Gelfand triple. This yields the Euler-Lagrange equations
to (2.3). Hence, the weak solvability of the fiber system (2.3) can be formulated as
Constrained minimization problem
Minimize Jk+1 over the domain Kk+1 := {v ∈ V | ek+1(v) = 0}. (3.4)
Lemma 2 (Properties of cost functional). For k = 1, ..., N − 1, the cost functional Jk+1 : V → R
defined in (3.2) is strictly convex, coercive and weakly lower semi-continuous. The minimization
domain Kk+1 is closed and convex and, in particular, weakly closed.
Proof. Here and throughout the following proofs where is no danger of confusion, we suppress the
indices indicating the time levels for a simpler notation. Let u, v ∈ V, u 6= v, µ ∈ (0, 1). Then, the
strict convexity of J is concluded from
µJ(u) + (1− µ)J(v)− J(µu + (1− µ)v)
= (µ− µ2)(ω ‖τD2u− τD2v‖2L2(ΩL) + b ‖∂ssu− ∂ssv‖2L2(ΩL)) > 0
since ω, b > 0.
Due to the assumed boundary conditions a Poincare´ inequality holds and we obtain
ω‖τD2v‖2L2(ΩL) + b‖∂ssv‖2L2(ΩL) ≥ A1‖v‖2H2(ΩL) −A2
for some 0 < A1, A2 <∞. Hence
J(v) = ω‖τD2v‖2L2(ΩL) + b‖∂ssv‖2L2(ΩL) − 2〈f ,v〉L2(ΩL) ≥ A1‖v‖2H2(ΩL) − 2|〈f ,v〉L2(ΩL)| −A2
≥ ‖v‖H2(ΩL) (A1‖v‖H2(ΩL) − 2‖f‖L2(ΩL))−A2.
Thus, J(v)→∞, if ‖v‖H2(ΩL) →∞ for fixed f ∈ L2(ΩL), i.e., J is coercive.
Let (vn)n∈N be a sequence in V that converges weakly to v ∈ V in H2, i.e., vn H
2
⇀ v for n → ∞.
Then, in particular, vn
L2
⇀ v and ∂ssvn
L2
⇀ ∂ssv for n→∞. Since the norm is lower semi-continuous
w.r.t. weak convergence and the inner product with f ∈ L2(ΩL) is continuous w.r.t. weak convergence,
we obtain J(v) ≤ limn→∞ inf J(vn), i.e., J is weakly lower semi-continuous.
The convexity of K results from the affine linearity of e. Let u, v ∈ K, µ ∈ [0, 1]. Then, it holds
µu + (1− µ)v ∈ K because of e(µu + (1− µ)v) = µe(u) + (1− µ)e(v) = 0.
Since V is closed and e is continuous, also K is closed. This, together with convexity, implies that
K is also weakly closed. 
Theorem 3 (Existence and uniqueness of minimizer). The constrained minimization problem (3.4)
has a unique solution rk+1 ∈ Kk+1 on every time level k = 1, . . . , N − 1.
Proof. Lemma 2 provides the necessary conditions for a general existence and uniqueness result for
constrained minimization problems, see e.g. [27]. We state the proof here for completeness.
Choose a minimizing sequence (vn)n∈N, vn ∈ K, with J(vn) → infv∈K J(v) for n → ∞. Then
−∞ < infv∈K J(v) <∞ and (vn)n∈N is bounded in view of the coercivity of J . Hence, there exists
a subset D ⊂ N and r ∈ V such that vn H
2
⇀ r for D 3 n→∞. Since K is weakly closed, r ∈ K. The
weak lower semi-continuity of J implies J(r) ≤ infn∈D J(vn), whence r is a minimizer.
Since K is convex, the strict convexity of J on V implies the uniqueness of the minimizer. Assume
u,v ∈ K to be two minimizers that satisfy u 6= v with J(u) = J(v). Then J(µu + (1 + µ)v) <
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µJ(u) + (1 − µ)J(v) = J(u) for µ ∈ (0, 1). Since µu + (1 + µ)v ∈ K for µ ∈ (0, 1), this contradicts
the assumption. 
Note that the uniqueness of the minimizer is meaningless for the solvability statement of the fiber
system, since the unique minimizer need not necessarily be the only solution in view of possibly
existing saddle points.
The fact ek+1(rk+1) = 0 implies
0 ≤ |∂srk+1 − ∂srk|2 = |∂srk+1|2 + |∂srk|2 − 2∂srk+1 · ∂srk = |∂srk+1|2 − |∂srk|2
for all k = 0, ..., N − 1. Hence, together with |∂sr0| = 1, the following lemma follows immediately.
Lemma 4. The relation 1 ≤ |∂srk(s)| ≤ |∂srk+1(s)| holds for all s ∈ ΩL, k = 0, ..., N − 1.
Proposition 5 (Surjectivity of linearized constraint functional). For k = 1, ..., N − 1 the linearized
constraint functional e′k+1 ∈ L(H20,L(ΩL;R3);H10,L(ΩL)) is surjective.
Proof. We have e′k+1[φ] = 2∂srk · ∂sφ, φ ∈ H20,L(ΩL). Let ψ ∈ H10,L(ΩL) be arbitrary. Set
φ(s) = −
∫ L
s
ψ ∂urk
2|∂urk|2 du, s ∈ ΩL. (3.5)
Note that ∂srk, ψ ∈ C0([0, L]). Hence, together with Lemma 4, we obtain φ ∈ L2(ΩL;R3) with
φ(L) = 0. We find
ψ = 2∂srk · ∂sφ = e′k+1[φ], as ∂sφ =
ψ ∂srk
2|∂srk|2
holds. Moreover ∂sφ ∈ L2(ΩL;R3) with ∂sφ(L) = 0. Finally, ∂ssφ ∈ L2(ΩL;R3) can be concluded
from ∂ssrk ∈ L2(ΩL;R3), ∂sψ,ψ ∈ L2(ΩL), ∂srk ∈ L∞(ΩL;R3) and ψ ∈ L∞(ΩL) using the chain
rule. This shows φ ∈ H20,L(ΩL). 
Remark 6. Note that e′k+1 is not injective on H20,L(ΩL;R3). Nevertheless we denote the mapping
ψ 7→ φ in (3.5) by (e′k+1)−1, because e′k+1(e′k+1)−1 is the identity on H10,L(ΩL). Of course, (e′k+1)−1 ∈
L(H10,L(ΩL);H20,L(ΩL;R3)) by the inverse mapping theorem (applied in the proper quotient space
setting).
Theorem 7 (Existence of discrete solution). For k = 1, ..., N − 1 let rk+1 be the minimizer of Jk+1
on Kk+1, provided in Theorem 3, and
λk+1 := −J ′k+1(rk+1)(e′k+1)−1. (3.6)
Then λk+1 ∈ H−1(ΩL) (see Remark 6), and (rk+1, λk+1) are solving weakly the discrete fiber system
(2.3), i.e.,
ω (D2k+1rk+1,φ)L2(ΩL) = −H10,L(ΩL)〈∂srk · ∂sφ, λk+1〉H−1(ΩL)
− b (∂ssrk+1, ∂ssφ)L2(ΩL) + (fk+1,φ)L2(ΩL) (3.7a)
∂s(rk+1 − rk) · ∂srk = 0. (3.7b)
for all test functions φ ∈ H20,L(ΩL;R3).
Proof. By definition, all elements from Kk+1 fulfill (3.7b). Furthermore, since rk+1 minimizes Jk+1
on Kk+1 and
ek+1[φ− (e′k+1)−1[2∂srk · ∂sφ]] = 0 for all φ ∈ H20,L(ΩL;R3),
we have
0 = J ′k+1(rk+1)[φ− (e′k+1)−1[2∂srk · ∂sφ]]
= 2
(
ω (D2k+1rk+1,φ)L2(ΩL) + b (∂ssrk+1, ∂ssφ)L2(ΩL) − (fk+1,φ)L2(ΩL)
+ H10,L(ΩL)〈∂srk · ∂sφ, λk+1〉H−1(ΩL)
)
for all φ ∈ H20,L(ΩL;R3).

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3.2. Stability estimates. In the following we provide stability estimates for the discrete solution.
For function spaces B1(S1) and B2(S2) on sets S1 and S1, respectively, we define as usual B1(S1)⊗
B2(S2) := span{f1f2 | f1 ∈ B1(S1), f2 ∈ B2(S2)}, where (f1f2)(s1, s2) := f1(s1)f2(s2), s1 ∈ S1,
s2 ∈ S2 (algebraic tensor product). The Sobolev space H2,1(Ω;R3) on Ω := ΩL ×ΩT then is defined
as the completion ofH2(ΩL;R3)⊗H1(ΩT ) w.r.t. the metric associated to its inner product, see e.g. [26,
Chap. II.4] (i.e., it is the Sobolev space of functions on Ω which are twice weakly differentiable in
the first variable and once weakly differentiable in the second variable and square integrable on Ω
together with their derivatives). Correspondingly, we set HmL,mT0,L,T (Ω), mL,mT ∈ [0,∞), to be the
completion of HmL0,L(ΩL) ⊗HmT0,T (ΩT ) and use the notation H−mL,−mT (Ω) := (HmL,mT0,L,T (Ω))′. In the
case mL = mT we suppress the index mT . For functions h defined on ΩT we use the following
notation for discrete derivatives:
(Dh)k = (D
1h)k :=
hk − hk−1
τ
, (Dnh)k := (D(D
n−1h)τ )k, k = n, . . . , N.
Proposition 8 (Stability estimates for rτ ). Let rk+1 ∈ V be as in Theorem 7, k = 1, ..., N − 1,
and let rτ ∈ H2,1(Ω;R3) be the corresponding linear interpolation. Then there exists 0 < K < ∞,
independent of N ∈ N (or, equivalently, the time discretization τ > 0), such that
max
1≤k≤N
‖(Drτ )k‖L2(ΩL) ≤ K, max
0≤k≤N
‖∂ssrk‖L2(ΩL) ≤ K, (3.8)
‖rτ‖H2,1(Ω) ≤ K, and τ‖∂ss∂trτ‖2L2(Ω) ≤ K. (3.9)
Proof. Since rk+1 ∈ V ⊂ H2(ΩL;R3) for all k = 1, ..., N − 1 and rτ (s) is piecewise linear for all
s ∈ ΩL, we have rτ ∈ H2,1(Ω;R3). We know that
ω ((D2rτ )k+1,φ)L2(ΩL) =− H1(ΩL)〈∂srk · ∂sφ, λk+1〉H−1(ΩL)
− b (∂ssrk+1, ∂ssφ)L2(ΩL) + (fk+1,φ)L2(ΩL),
for all φ ∈ H20,L(ΩL;R3). Note that the first summand on the right-hand side is discretized in
an explicit way. Since (D2rτ )k+1 = ((Dr
τ )k+1 − (Drτ )k)/τ , the special choice φ = rk+1 − rk ∈
H20,L(ΩL;R3) results in
ω
(
‖(Drτ )k+1‖2L2(ΩL) − ‖(Drτ )k‖
2
L2(ΩL) + ‖τ(D2rτ )k+1‖2L2(ΩL)
)
(3.10)
= −b
(
‖∂ssrk+1‖2L2(ΩL) − ‖∂ssrk‖2L2(ΩL) + ‖∂ss(rk+1 − rk)‖2L2(ΩL)
)
+ 2(fk+1, rk+1 − rk)L2(ΩL)
by applying the identity 2(a− b)a = a2 − b2 + (a− b)2 and the functional constraint ek+1(rk+1) = 0.
Hence, we obtain
ω‖(Drτ )k+1‖2L2(ΩL) + b‖∂ssrk+1‖2L2(ΩL)
≤ ω‖(Drτ )k‖2L2(ΩL) + b‖∂ssrk‖2L2(ΩL) + 2τ(fk+1, (Drτ )k+1)L2(ΩL).
Summing up k = 1, . . . ,M − 1 ≤ N − 1 gives the following crucial relation
ω‖(Drτ )M‖2L2(ΩL) + b‖∂ssrM‖2L2(ΩL) ≤ 2τ
M−1∑
k=1
(fk+1, (Dr
τ )k+1)L2(ΩL), (3.11)
(note that (Drτ )1 = 0, as well as, ∂ssr1 = 0). We estimate the scalar product on the right-hand side
by Cauchy–Schwarz and Young’s inequality, i.e. 2ab ≤ a2 + b2, and find
‖(Drτ )M‖2L2(ΩL) ≤
τ
ω
(
N−1∑
k=1
‖fk+1‖2L2(ΩL) +
M−1∑
k=1
‖(Drτ )k+1‖2L2(ΩL)
)
.
The discrete Gronwall Lemma implies
‖(Drτ )M‖2L2(ΩL) ≤
τ
ω
N−1∑
k=1
‖fk+1‖2L2(ΩL) exp
(
T
ω
)
. (3.12)
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Together with
lim
N→∞
τ
N−1∑
k=1
‖fk+1‖2L2(ΩL) = ‖f‖2L2(Ω),
(3.12) yields the existence of 0 < K1 <∞, independent of N ∈ N, such that
‖(Drτ )M‖2L2(ΩL) ≤ K1. (3.13)
Combining (3.11) and (3.13) gives finally the existence of 0 < K2 <∞, independent of N ∈ N, such
that
‖(∂ssrτ )M‖2L2(ΩL) ≤ K2. (3.14)
The inequalities (3.13), (3.14) together with the Poincare´ inequality guarantee the existence of the
desired 0 < K < ∞, independent of N ∈ N, in (3.8) and also in the first case of (3.9). Finally,
summing up (3.10) in k = 1, . . . , N − 1 yields:
ωτ2
N−1∑
k=1
‖(D2rτ )k+1‖2L2(ΩL) + bτ‖∂ss∂trτ‖2L2(Ω)
≤ 2τ
N−1∑
k=1
(fk+1, (Dr
τ )k+1)L2(ΩL) ≤ 2
√
K1
√√√√τ N−1∑
k=1
‖fk+1‖2L2(ΩL).
Thus, also the second estimate in (3.9) holds true. 
Ideas for proving the next proposition we got from [4], where the elastic non-inertial flow (first
order in time) of inextensible curves was considered.
Proposition 9 (Estimates for the algebraic constraint). Let rk+1 ∈ V be as in Theorem 7, k =
1, ..., N − 1, and let rτ ∈ H2,1(Ω;R3) be the corresponding linear interpolation. Then there exists
0 < R <∞, independent of N ∈ N (or, equivalently, the time discretization τ > 0), such that∫ L
0
|(∂srτ )N |2 − 1 ds ≤ R
√
τ . (3.15)
Proof. For k = 0, . . . , N − 1 the functional constraint ek+1(rk+1) = 0 implies
|(∂srτ )k+1|2 = |(∂srτ )k + τ(D∂srτ )k+1|2 = |(∂srτ )k|2 + τ2|(∂s∂trτ )k+1|2. (3.16)
Summation over k = 0, . . . , N − 1 in (3.16) yields
|(∂srτ )N |2 − 1 = τ2
N−1∑
k=0
|(∂s∂trτ )k+1|2,
because |(∂srτ )0| = 1. Therefore,∫ L
0
|(∂srτ )N |2 − 1 ds = τ2
N−1∑
k=0
‖(∂s∂trτ )k+1‖2L2(ΩL) = τ
∫ T
0
‖(∂s∂trτ )‖2L2(ΩL) dt
≤ R1
√
τ
√∫ T
0
‖(∂trτ )‖2L2(ΩL) dt
√
τ
∫ T
0
‖(∂ss∂trτ )‖2L2(ΩL) dt+
√
τ
∫ T
0
‖(∂trτ )‖2L2(ΩL) dt
 ,
where we used the Gagliardo–Nirenberg interpolation inequality ‖∂sv‖2L2(ΩL) ≤ R1
(‖∂ssv‖L2(ΩL) +
‖v‖L2(ΩL)
)‖v‖L2(ΩL) holding for some 0 < R1 < ∞, independent of v ∈ H2(ΩL;R3). Now the
existence of the 0 < R < ∞ as in (3.15), independent of τ > 0, follows by the second estimate in
(3.9). 
Before providing the stability bound for the Lagrange multiplier, we need to establish some bounds
on the inverse of the linearized constraint functional.
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Lemma 10. Let (e′k+1)
−1 ∈ L(H10,L(ΩL);H20,L(ΩL;R3)) be as in Remark 6, k = 1, . . . , N − 1. Then
there exists 0 < M <∞, independent of N ∈ N, such that
‖(e′k+1)−1[g]‖H2(ΩL) ≤M ‖g‖H1(ΩL), ‖(e′k+1)−1[g]‖L2(ΩL) ≤M ‖g‖L2(ΩL),∥∥∥(D((e′)−1)τ)
k+1
[g]
∥∥∥
L2(ΩL)
≤M ‖g‖H1(ΩL), (3.17)
for all g ∈ H10,L(ΩL).
Proof. Let g ∈ H10,L(ΩL). As consequence of the Poincare´ inequality, Lemma 4 and (3.8), we find
constants 0 < M1,M2,M3 <∞ (independent of N ∈ N) such that
‖(e′k+1)−1[g]‖H2(ΩL) ≤M1
∥∥∥∥∂s( g ∂srk|∂srk|2
)∥∥∥∥
L2(ΩL)
≤M1
(‖∂sg ∂srk‖L2(ΩL) + 3‖g ∂ssrk‖L2(ΩL))
≤M2
(
‖∂srk‖C0(ΩL) + 3‖∂ssrk‖L2(ΩL)
)
‖g‖H1(ΩL) ≤M3‖g‖H1(ΩL).
Using Cauchy–Schwarz inequality and Lemma 4, we obtain
‖(e′k+1)−1[g]‖2L2(ΩL) =
∫ L
0
∣∣∣∣∣
∫ L
u
g ∂srk
2|∂srk|2 ds
∣∣∣∣∣
2
du ≤ 3L
2
4
∫ L
0
g2|∂srk|2
|∂srk|4 ds ≤
3L2
4
‖g‖2L2(ΩL).
The estimation of the discrete derivative is a little more lengthly. Integration by parts yields∥∥∥(D((e′)−1)τ)
k+1
[g]
∥∥∥2
L2(ΩL)
=
∫ L
0
∣∣∣∣∣
∫ L
u
g ∂srk
2τ |∂srk|2 −
g ∂srk−1
2τ |∂srk−1|2 ds
∣∣∣∣∣
2
du
≤
∫ L
0
∣∣∣∣∣
∫ L
u
g ∂s(rk − rk−1)
τ |∂srk|2 ds
∣∣∣∣∣
2
du+
∫ L
0
∣∣∣∣∣
∫ L
u
g ∂srk−1
(
1
τ |∂srk|2 −
1
τ |∂srk−1|2
)
ds
∣∣∣∣∣
2
du
≤ 2
∫ L
0
∣∣∣∣∣
∫ L
u
rk − rk−1
τ
∂s
(
g
|∂srk|2
)
ds
∣∣∣∣∣
2
du+ 2
∫ L
0
∣∣∣∣rk − rk−1τ g|∂srk|2
∣∣∣∣2 ds
+
∫ L
0
∣∣∣∣∣
∫ L
u
g ∂srk−1
τ |∂srk|2|∂srk−1|2 ∂s(rk − rk−1) · ∂s(rk + rk−1) ds
∣∣∣∣∣
2
du
≤M4 ‖g‖2H1(ΩL) + 2
∫ L
0
∣∣∣∣∣
∫ L
u
rk − rk−1
τ
· ∂s
(
∂s(rk + rk−1)
g ∂srk−1
|∂srk|2|∂srk−1|2
)
ds
∣∣∣∣∣
2
du
+ 2
∫ L
0
∣∣∣∣rk − rk−1τ · ∂s(rk + rk−1) g ∂srk−1|∂srk|2|∂srk−1|2
∣∣∣∣2 ds
≤M5 ‖g‖2H1(ΩL)
for some 0 < M4,M5 <∞ (independent of N ∈ N). Here, again, we used Lemma 4 and the estimates
provided in Proposition 8 in several steps. 
Proposition 11 (Stability bound for Lagrange multiplier). Let λk+1 ∈ H−1(ΩL) be as in (3.6),
k = 1, ..., N − 1, and let λτ be the corresponding linear interpolation. Then λτ ∈ H−1,0(Ω) and there
exists 0 < C <∞, independent of N ∈ N, such that∣∣H10,L,T (Ω)〈g ⊗ h, λτ 〉H−1(Ω)∣∣ ≤ C ‖g‖H1(ΩL)‖h‖H1(ΩT ) (3.18)
for all g ∈ H10,L(ΩL), h ∈ H10,T (ΩT ).
Proof. According to (3.6), the Lagrange multiplier is given by
λk+1 = −J ′k+1(rk+1)(e′k+1)−1, k = 1, . . . , N − 1.
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Let g ∈ H10,L(ΩL) and h ∈ H10,T (ΩT ). Then, due to the imposed initial and boundary conditions
H10,L,T (Ω)〈g ⊗ h, λ
τ 〉H−1(Ω) =
∫ T
0
H10,L(ΩL)〈g, λ
τ (t)〉H−1(ΩL)h(t) dt
=
N−1∑
k=1
∫ tk+1
tk H10,L(ΩL)
〈
g,
t− tk
τ
(λk+1 − λk) + λk
〉
H−1(ΩL)
h(t) dt
=
N−1∑
k=1
H10,L(ΩL)〈g, λk+1〉H−1(ΩL)h
(−1)
k+1 − H10,L(ΩL)〈g, λk〉H−1(ΩL)h
(−1)
k
−
(
H10,L(ΩL)〈g, λk+1〉H−1(ΩL) − H10,L(ΩL)〈g, λk〉H−1(ΩL)
) 1
τ
∫ tk+1
tk
h(−1)(t) dt
= τ
N−1∑
k=2
H10,L(ΩL)〈g, λk〉H−1(ΩL)
(
D2h(−2)
)
k+1
− H10,L(ΩL)〈g, λN 〉H−1(ΩL)
(
Dh(−2)
)
N
, (3.19)
where h(−j) is the primitive function of h(−j+1) with h(−j)(T ) = 0, j = 1, 2, h(0) = h. Furthermore,
H10,L(ΩL)〈g, λk+1〉H−1(ΩL) = −J
′
k+1(rk+1)(e
′
k+1)
−1[g]
= −2
(
ω
(
(D2rτ )k+1, (e
′
k+1)
−1[g]
)
L2(ΩL) + b
(
∂ssrk+1, ∂ss((e
′
k+1)
−1[g])
)
L2(ΩL)
− (fk+1, (e′k+1)−1[g])L2(ΩL)). (3.20)
Using (3.19) and (3.20), now we estimate H10,L,T (Ω)〈g ⊗ h, λτ 〉H−1(Ω) term by term. First we consider∣∣∣∣∣τ
N−1∑
k=2
(
rk − 2rk−1 − rk−2
τ2
,(e′k)
−1[g]
)
L2(ΩL)
(
D2h(−2)
)
k+1
∣∣∣∣∣
≤
∣∣∣∣∣τ
N−2∑
k=2
(
(Drτ )k,
(
D
(
(e′)−1
)τ)
k+1
[g]
)
L2(ΩL)
(
D2h(−2)
)
k+1
∣∣∣∣∣
+
∣∣∣∣∣τ
N−2∑
k=2
(
(Drτ )k, (e
′
k+1)
−1[g]
)
L2(ΩL)
(
D3h(−2)
)
k+2
∣∣∣∣∣
+
∣∣∣((Drτ )N−1, (e′N−1)−1[g])L2(ΩL) (D2h(−2))N ∣∣∣
≤ KM‖g‖H1(ΩL) τ
N−1∑
k=2
(∣∣∣(D2h(−2))
k+1
∣∣∣+ ∣∣∣(D3h(−2))
k+1
∣∣∣)
≤ 5
√
TKM‖g‖H1(ΩL)‖h‖H1(ΩT ),
where we used (3.8) and (3.17). Since h(−1)(T ) = h(T ) = 0, we have∣∣∣∣∣
(
rN − 2rN−1 − rN−2
τ2
, (e′N )
−1[g]
)
L2(ΩL)
(
Dh(−2)
)
N
∣∣∣∣∣ ≤ C1‖g‖H1(ΩL)‖h‖H1(ΩT )
for some 0 < C1 <∞, independent of N ∈ N. Using (3.8), (3.17) and the continuity of f , a derivation
of an appropriate bound for the remaining four terms is straight forward. 
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3.3. Convergence.
Theorem 12. There exists a sequence of discretizations (τn)n∈N, r ∈ H2,1(Ω) and λ ∈ H−β(Ω) such
that
lim
n→∞ r
τn = r in C0([0, T ];L2(ΩL;R3)), (3.21a)
lim
n→∞ r
τn = r weakly in H2,1(Ω;R3), (3.21b)
lim
n→∞ r
τn = r strongly in L2(Ω;R3), (3.21c)
lim
n→∞λ
τn = λ strongly in H−β(Ω), (3.21d)
for all 3/2 < β <∞. Furthermore, (r, λ) are weakly solving (2.1), i.e.,
−ω (∂tr, ∂tφ)L2(Ω) = −H1,00,L,T (Ω)〈∂sr · ∂sφ, λ〉H−1,0(Ω) − b (∂ssr, ∂ssφ)L2(Ω) + (f ,φ)L2(Ω) (3.22a)(|∂sr|2, ∂tφ)L2(Ω) = 0, (3.22b)
for all φ ∈ H30,L(ΩL;R3)⊗H10,T (ΩT ) and all φ ∈ C∞c (Ω). Furthermore, for all 0 ≤ γ < 1/2
lim
n→∞ r
τn(t) = r(t) in C0,γ([0, L];R3),
lim
n→∞ ∂sr
τn(t) = ∂sr(t) in C0,γ([0, L];R3),
for all t ∈ D, where D ⊂ [0, T ] is countable (in the following we are choosing D ⊂ [0, T ] dense and
let 0, T ∈ D). Moreover, r has a (unique) continuous version (denoted by the same symbol) and
r(L, t) = 0, ∂sr(L, t) = −eg, r(s, 0) = (L− s)eg for all (s, t) ∈ [0, L]× [0, T ],
and even
|∂sr(s, t)|2 = 1 for a.e. (s, t) ∈ [0, L]× [0, T ]. (3.23)
Remark 13. The pairing H1,00,L,T (Ω)〈∂sr · ∂sφ, λ〉H−1,0(Ω) in (3.22a) has to be understood in the fol-
lowing sense: (∂sr
τn(· − τn) · ∂sφ)n∈N is a sequence in H1,00,L,T (Ω) weakly convergent to ∂sr · ∂sφ
in H1,00,L,T (Ω), (λτn)n∈N is a sequence in H−1,00,L,T (Ω) strongly convergent to λ in H−β(Ω) for all
3/2 < β <∞ and the limit limn→∞H1,00,L,T (Ω)〈∂sr
τn · ∂sφ, λτn〉H−1,0(Ω) ∈ R exists. Hence we set
H1,00,L,T (Ω)〈∂sr · ∂sφ, λ〉H−1,0(Ω) := limn→∞H1,00,L,T (Ω)〈∂sr
τn(· − τn) · ∂sφ, λτn〉H−1,0(Ω).
Proof. From the estimates in (3.8) we can conclude that rτ is uniformly (in N ∈ N) Lipschitz
continuous in C0([0, T ];L2(ΩL;R3)) and
{rτ (t) | t ∈ [0, T ]} ⊂ {v ∈ H2(ΩL;R3) | ‖∂ssv‖L2(ΩL) ≤ K},
which is a relative compact subset of L2(ΩL;R3). Thus, there exists sequence of discretizations
(τn)n∈N and r ∈ C0([0, T ];L2(ΩL;R3)) such that rτn converges to r in C0([0, T ];L2(ΩL;R3)) for
n→∞.
The first estimate in (3.9) gives the existence of a subsequence (τn)n∈N (denoted the same) and
r˜ ∈ H2,1(Ω;R3) such that rτn converges weakly to r˜ in H2,1(Ω;R3) for n → ∞. Since convergence
in C0([0, T ];L2(ΩL;R3)) implies strong convergence in L2(Ω;R3) as well as weak convergence in
H2,1(Ω;R3) implies weak convergence in L2(Ω;R3), we have r˜ = r. In particular, this shows (3.21a)-
(3.21c).
From (3.18) together with the fact that the embedding Hβ1(Ωa) ⊂ H1(Ωa), a ∈ {L, T}, is Hilbert–
Schmidt for all 3/2 < β1 < ∞, we obtain by the kernel theorem, see e.g. [7, Chap. 1, §2.3], that
λτ is uniformly (in N ∈ N) bounded in H−β1(Ω) for all 3/2 < β1 < ∞. Since the embedding
H−β1(Ω) ⊂ H−β1−β2(Ω) is compact for all 0 < β2 < ∞, there exists a subsequence (τn)n∈N and
λ ∈ H−β(Ω) such that λτn converges strongly to λ in H−β(Ω) as n→∞ for all 3/2 < β <∞.
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Multiplying the linear interpolation of (3.7a) with a time-dependent test function and integrating
w.r.t. time yields
ω
((
D2rτ
)τ
,φ
)
L2(Ω) = −H10,L,T (Ω)〈∂sr
τ (· − τ) · ∂sφ, λτ 〉H−1(Ω)
− b (∂ssrτ , ∂ssφ)L2(Ω) + (fτ ,φ)L2(Ω), (3.24)
for all φ ∈ H20,L(ΩL;R3)⊗H10,T (ΩT ) (because λ0 = λ1 = 0, on [−τ, 0] we can assign to the function
∂sr
τ (· − τ) any value, for simplicity we choose zero). Since ∂ssrτn converges weakly to ∂ssr and fτn
converges strongly to f , both in L2(Ω;R3), as n→∞, we have
lim
n→∞(∂ssr
τn , ∂ssφ)L2(Ω) = (∂ssr, ∂ssφ)L2(Ω), lim
n→∞(f
τn ,φ)L2(Ω) = (f ,φ)L2(Ω), (3.25)
for all φ ∈ H20,L(ΩL;R3)⊗H10,T (ΩT ). Furthermore, integration by parts yields
((
D2rτ
)τ
,φ
)
L2(Ω) =
N−1∑
k=0
∫ tk+1
tk
∫ L
0
(
t− tk
τ
(
(D2rτ )k+1 − (D2rτ )k
)
+ (D2rτ )k
)
· φ ds dt
=
N−1∑
k=0
∫ tk+1
tk
∫ L
0
1
τ
((
t− tk
τ
(
(Drτ )k+1 − (Drτ )k
)
+ (Drτ )k
)
−
(
t− tk
τ
(
(Drτ )k − (Drτ )k−1
)
+ (Drτ )k−1
))
· φ ds dt
= −
N−2∑
k=0
∫ tk+1
tk
∫ L
0
(
t− tk
τ
(
(Drτ )k+1 − (Drτ )k
)
+ (Drτ )k
)
· φ(·+ τ)− φ
τ
ds dt
+
∫ tN
tN−1
∫ L
0
1
τ
(
t− tN−1
τ
(
(Drτ )N − (Drτ )N−1
)
+ (Drτ )N−1
)
· φ ds dt
=
∫ L
0
(
(Drτ )N − (Drτ )N−1
)
· 1
τ2
∫ tN
tN−1
∫ tN
·
φ du dt ds+
∫ L
0
(Drτ )N−1 · 1
τ
∫ tN
tN−1
φ dt ds
−
∫ tN−1
t1
∫ L
0
(
Drτ
)τ · φ(·+ τ)− φ
τ
ds dt. (3.26)
By (3.8) together with the boundary conditions imposed on φ now from (3.26) it follows
lim
n→∞
((
D2rτn
)τn
,φ
)
L2(Ω) = − limn→∞
∫ tN−1
t1
∫ L
0
(
Drτn
)τn · φ(·+ τn)− φ
τn
ds dt = −(∂tr, ∂tφ)L2(Ω),
(3.27)
where in the last step we used that ∂tr
τn converges weakly to ∂tr, (φ(· + τn) − φ)/τn converges
strongly to ∂tφ and ∂tr
τn − (Drτn)τn converges strongly to 0, all in L2(Ω;R3) as n→∞.
Combining (3.24), (3.25), (3.27) we obtain
lim
n→∞H
1,0
0,L,T (Ω)
〈∂srτn(· − τn) · ∂sφ, λτn〉H−1,0(Ω) = ω
(
∂tr,φ
)
L2(Ω) − b (∂ssr, ∂ssφ)L2(Ω)
+ (f ,φ)L2(Ω), (3.28)
for all φ ∈ H20,L(ΩL;R3) ⊗ H10,T (ΩT ). Now we restrict ourself to φ ∈ H30,L(ΩL;R3) ⊗ H10,T (ΩT ).
Since ∂sr
τn converges weakly to ∂sr in H1,00,L,T (Ω;R3) and ∂sφ, ∂ssφ are bounded functions, also
∂sr
τn(·− τn) ·∂sφ converges weakly to ∂sr ·∂sφ in H1,00,L,T (Ω) as n→∞. Furthermore, λτn converges
strongly to λ in H−β(Ω) as n→∞ for all 3/2 < β <∞. Thus we identify
lim
n→∞H
1,0
0,L,T (Ω)
〈∂srτn(· − τn) · ∂sφ, λτn〉H−1,0(Ω) = H1,00,L,T (Ω)〈∂sr · ∂sφ, λ〉H−1,0(Ω), (3.29)
for all φ ∈ H30,L(ΩL;R3)⊗H10,T (ΩT ) in the sense of Remark 13. Hence, (3.22a) follows from (3.28)
together with (3.29).
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Now, using (3.7b), we obtain for all φ ∈ C∞c (Ω)∣∣(|∂srτ |2, ∂tφ)L2(Ω)∣∣ = ∣∣∣∣N−1∑
k=0
∫ tk+1
tk
∫ L
0
(
t− tk
τ
(
∂srk+1 − ∂srk
)
+ ∂srk
)2
∂tφds dt
∣∣∣∣
=
∣∣∣∣2τ
N−1∑
k=0
∫ tk+1
tk
∫ L
0
(
t− tk
τ
(
∂srk+1 − ∂srk
)
+ ∂srk
)(
∂srk+1 − ∂srk
)
φds dt
∣∣∣∣
= 2
N−1∑
k=0
∫ tk+1
tk
∫ L
0
t− tk
τ2
(
|∂srk+1|2 − |∂srk|2
)
|φ| ds dt
≤ ‖φ‖C0(Ω)
N−1∑
k=0
∫ L
0
(
|∂srk+1|2 − |∂srk|2
)
ds
= ‖φ‖C0(Ω)
∫ L
0
(
|∂srN |2 − 1|2
)
ds ≤ R‖φ‖C0(Ω)
√
τ (3.30)
due to Lemma 4 and Proposition 9. Because rτn converges strongly to r and ∂sr
τn , ∂ssr
τn converge
weakly to ∂sr, ∂ssr, respectively, in L2(Ω;R3) as n → ∞, by an integration by parts together with
(3.30) we can conclude(|∂sr|2, ∂tφ)L2(Ω) = −(r · ∂sr, ∂stφ)L2(Ω) − (r · ∂ssr, ∂tφ)L2(Ω)
= − lim
n→∞
(
∂stφ r
τn , ∂sr
τn
)
L2(Ω) − limn→∞
(
∂tφ r
τn , ∂ssr
τn
)
L2(Ω)
= lim
n→∞
(|∂srτn |2, ∂tφ)L2(Ω) = 0 (3.31)
for all φ ∈ C∞c (Ω), i.e., (3.22b) is shown.
Due to the second estimate in (3.8), for each t ∈ [0, T ] there exists a subsequence (τn)n∈N (de-
pending on t) such that
lim
n→∞ r
τn(t) = r(t), lim
n→∞ ∂sr
τn(t) = ∂sr(t) both in C0,γ([0, L];R3), (3.32)
for all 0 ≤ γ < 1/2. Let D ⊂ [0, T ] be countable. Then, by dropping to subsequences and taking the
diagonal sequence, we obtain (3.32) for all t ∈ D. Here we choose D ⊂ [0, T ] dense with 0, T ∈ [0, T ].
From this, together with the estimates in (3.8), we can conclude that r has a (unique) continuous
version on [0, L]× [0, T ] (which we denote by the same symbol). Moreover,
r(L, t) = 0, ∂sr(L, t) = −eg, r(s, 0) = (L− s)eg for all (s, t) ∈ [0, L]× [0, T ]. (3.33)
Finally, (3.31) together with (3.33) implies (3.23). 
4. Numerical study
In this section we present exemplary simulations of elastic fiber motions. The numerical results
regarding convergence, fiber elongation and longtime behavior coincide well with the previous ana-
lytical investigations.
4.1. Spatial finite element discretization. On every time level tk+1, the semi-discretized fiber
system (2.3) corresponds to a constrained minimization problem in a Hilbert space setting. We solve
the associated adjoint problem (linear saddle point problem (3.3)) in a finite dimensional approxima-
tion space by choosing finite element spaces of piecewise cubic polynomials for the curve and Dirac
distributions for the Lagrange multiplier. To facilitate the readability we suppress here the actual
time index and indicate quantities associated to the spatial discretization by the subindex h.
We use conforming finite element spaces Hh ⊂ H2(ΩL;Rn) that are subordinated to a partition
of ΩL = [0, L] into subintervals of length h. The partition is identified with the sequence of nodes
sj = jh, j = 0, ...,M , M = L/h. Certainly one can also think of different hj , then the partition is
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assumed to satisfy h = maxj hj → 0 as M →∞. We span Hh by a node basis of cubic splines
ψj(s) =
 (2 + 3x− x
3)/4, x = (2s− (sj + sj−1))/h, s ∈ [sj−1, sj ]
(2− 3x+ x3)/4, x = (2s− (sj+1 + sj))/h, s ∈ [sj , sj+1]
0 else
ϕj(s) =
 h(−1− x+ x
2 + x3)/8, x = (2s− (sj + sj−1))/h, s ∈ [sj−1, sj ]
h( 1− x− x2 + x3)/8, x = (2s− (sj+1 + sj))/h, s ∈ [sj , sj+1]
0 else
,
where we consider s−1 = s0 and sM+1 = sM to simplify the notation. Then, any function vh ∈ Hh
vh(s) =
M∑
j=0
v◦jψj(s) + v
′
jϕj(s), vh ∈ C1(ΩL;Rn)
is represented by its coefficient tuple v = (v◦0, ...v
◦
M , v
′
0, ...v
′
M )
T ∈ R2(M+1)n. In particular, v◦j and
v′j ∈ Rn describe the values of the function and its derivative at the node sj , since ψj(si) = δij ,
∂sψj(si) = 0 and ϕj(si) = 0, ∂sϕj(si) = δij hold true. In the finite dimensional fiber space Vh ⊂ Hh,
the degrees of freedom reduce to 2Mn because of the Dirichlet boundary conditions posed at s = L
that fix the coefficients v◦M and v
′
M . Piecewise polynomial functions cannot fulfill the arc-length
constraint in the whole ΩL, unless they are globally affine. To allow for a fiber dynamics vh 6= (r0)h
over time, we introduce a finite dimensional basis of Dirac distributions, i.e. ηi(s) = δ(s − sˆi),
i = 1, ..., Mˆ , for the approximation of the Lagrange multiplier λh ∈ Hˆh ⊂ H−1(ΩL) and satisfy the
constraint only at the respective points sˆi. These constraint points sˆi are located with respect to
the underlying partition. The total number of constraint points depends on the degrees of freedom
and is a compromise between approximation quality and numerical realization, we set Mˆ = QM
for a uniform distribution, Q ∈ N. The intuitive choice are certainly the nodes (cf. [4]), yielding
(v′j − (rk)′j) · (rk)′j = 0, j = 0, ...,M − 1, with rk coefficient tuple associated with (rk)h, here Q = 1.
But the constraint can be also imposed more than once per subinterval, for example at the nodes sj
and the cell midpoints sj + h/2, j = 0, ...,M − 1 for Q = 2. In the following we refer to these two
variants as Q = 1 and Q = 2.
Given r0 and r1, the numerical scheme for the fiber dynamics requires then the sequential solving
of linear systems of equations in R2Mn+Mˆ(
Φ + τ2/µ2 Φ′′ BTk
Bk 0
)(
v
λ
)
=
(
Φ(2rk − rk−1) + f
Bkrk
)
, rk+1 = v, k = 1, ..., N − 1 (4.1)
with the time-independent symmetric mass Φ and stiffness matrices Φ′′ that are associated with
the spline basis, i.e. (Φ)pq =
∫
φq φp ds and (Φ
′′)pq =
∫
∂ssφq ∂ssφp ds, φ ∈ {ψ,ϕ}. The matrix
Bk corresponds to the constraint conditions. The acting outer forces and the Dirichlet boundary
conditions are incorporated in f. In the stated dimensionless form that results from scaling with the
fiber length L and a typical velocity V , the ratio between inertial and bending effects µ = L/V
√
ω/b
characterizes the fiber behavior. The numerical realization is performed with MATLAB, Version
R2014a, using the direct solvers.
4.2. Results and discussion. As benchmark we consider the dynamics of a cantilever beam under
gravity, cf. [6]. The set-up in the dimensionless form is particularly given by eg = e1, f = −e3/Fr2,
Fr = 1 and µ = 10 with {e1, e2, e3} Cartesian basis in R3 and L = 1 due to the scaling. The
dimensionless Froude number Fr represents the ratio of inertial and gravitational forces. Fig-
ure 4.1(left) illustrates the fiber dynamics over time [0, T ] for T = 2.5, for this purpose the fiber
curve is illustrated at depicted time points. The computation is performed with τ = h = 2 · 10−2,
but even much coarser discretizations yield the same qualitative behavior. The fiber elongation
∆Lτ (t) =
∫ |∂srτ (t)|ds − L ≥ 0 that is originated in Lemma 4 reduces for smaller time steps,
∆Lτ → 0 for τ → 0. For the clamped boundary conditions we observe ∆Lτ ∼ O(τ) in consistence to
the investigations in [4]. In contrast to a non-inertial frictional elastic flow (first order in time) where
the elongation is bounded by the initial conditions [4], the error bound (Proposition 9) depends here
crucially on the acting forces ‖f‖L2(Ω) and the end time T . Figure 4.1(right) shows the respective
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Figure 4.1. Benchmark test. Left: Dynamics of a cantilever beam under gravity.
(τ = h = 0.02, Q = 1). Right: Elongation over time for h = 0.02 and varying τ , Q.
longtime behavior of ∆Lτh(t), t ∈ [0, 2.5] for fixed h = 2 · 10−2 and varying τ . The occurring integrals
over ΩL are evaluated on basis of the finite element basis by help of a Simpson quadrature rule (error
tolerance tol = 10−12).
The convergence results that are visualized in Fig. 4.2 refer to the exemplary time point t = 1. The
numerical convergence rate of first order in space-time confirms the theory: the relative L2(ΩL)-error
for the fiber position ‖(rτ?h? − rτh)/rτ
?
h? (t)‖L2(ΩL) is linear as τ = h → 0, as reference solution we use
Figure 4.2. Benchmark test. Top: Space-time convergence for fiber position (left)
and elongation (right) at t = 1 for Q = 1, 2 as τ = h → 0. Bottom: Elongation
∆Lτh(t = 1) for different fixed h for Q = 1 (left) and Q = 2 (right) as τ → 0. The
solid line indicates the convergence order p = 1.
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Figure 4.3. Dynamics of a cantilever beam under gravity and a periodic transver-
sal force with Fr = 1 and varying (µ,Dr), t ∈ [0, 2.5]. The initial fiber position is
visualized by the red line, the final one by the blue line. The remaining lines indicate
the motion wrt. time steps of size ∆t = 0.1. See Fig. 4.1(top, left) for Dr → ∞.
(τ = 0.001, h = 0.02, Q = 2).
here an approximation associated with a sufficiently fine discretization, (τ?, h?) = 3 · (10−6, 10−4).
The same is found for the elongation ∆Lτh, Fig. 4.2(top). The actual magnitude of the deviation is
affected by the finite dimensional approximation of the constraint. It turns out that imposing the
constraint not only at the nodes (Q = 1) but also at the cell midpoints (Q = 2) yields a much better
length preservation for coarser discretizations. Figure 4.2(bottom) shows the influence of Q = 1
and Q = 2 on ∆Lτh(t = 1) for different fixed spatial discretizations h as τ → 0. For Q = 1 we
clearly see the linear decay that turns into a constant as τ → 0, these constants depend on h and
represent the respective spatial errors. For Q = 2 the spatial errors are much smaller. For example,
∆Lτh ∼ O(10−4), τ → 0 requires only h = 10−1 for Q = 2 in contrast to h = 3 · 10−3 for Q = 1.
This accuracy goes with smaller linear systems (4.1) (in R80 for Q = 2 versus R21000 for Q = 1 wrt.
n = 3) and hence with significant less computational effort.
We conclude the numerical experiments with the simulation of a cantilever beam under gravity
and an additional time-dependent periodic transversal force which causes a fully three-dimensional
motion, i.e. eg = e1, f(t) = −e3/Fr2 − e2 cos(2pit)/Dr2, Fr = 1. The dimensionless parameter Dr
represents the ratio of the inertial and transversal outer forces. Figure 4.3 illustrates the effect of µ
and Dr on the fiber behavior: larger µ imply a smaller bending stiffness and hence more curvature,
smaller Dr yield more pronounced oscillations out off the e1-e3-plane. The respective computations
for t ∈ [0, T ], T = 2.5 are performed with τ = 10−3, h = 2 · 10−2 and Q = 2, the elongation satisfies
∆Lτh(T ) ≤ 10−2 in all cases.
Note that in the implementation the numerical scheme can be easily extended to cover also fiber
motions that are driven by curve-dependent outer forces f [r, ∂tr, ∂sr, s, t]. When dealing with non-
linear forces, it is advantageous to incorporate the linearized constraint in the used fixed point
iteration (e.g. Newton method) since it improves the accuracy while the expenses are neutral.
5. Conclusion
In the technical textile industry the dynamics of an elastic inextensible inertial fiber is modeled
by a wavelike, nonlinear fourth order partial differential algebraic system. In this paper we proposed
a numerical scheme focusing on the efficient and accurate treatment of the constraint for the local
length preservation. A convergence proof and an explicit error bound were presented. Ongoing
work deals with the extension of analysis and numerics to the stochastic partial differential algebraic
system [21] arising for fibers immersed in turbulent air flows. Here, a stochastic force (source term)
of a white noise type is added in the model system. The challenge lies again in the handling of the
constraint. So far, the corresponding extensible beam equations with additive Gaussian noise have
been studied in [5].
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