A central problem in coding theory is that of finding the smallest length for which there exists a linear code of dimension k and minimum distance d, over a field of ~7 elements, We consider here the problem for quaternary codes (q=4), solving the problem for k< 3 for all values of d, and for k=4 for all but ten values of d.
k, is attained for all sufficiently large values of d (Theorem 2.11). Thus, for given q and k, solving Problem 2 for all d (or solving Problem 1 for all n) becomes a finite one. For binary codes, n2 (k, d) is known for k < 7 for all d [ 111. An extensive table of bounds on dz(n, k) is given in [12] . The problem for ternary codes has been tackled in [9] , the values of n3( k, d) being found for k < 4 for all d, and the values of n3(5, d) for all but 30 values of d.
In this paper we consider the problem for the case of quaternary codes (q = 4). In Section 2 we give the necessary preliminary results. In Section 3 we solve the problem of finding n4( k, d) for k < 3 for all d and determine the values of n4(4, d) for all but ten values of d.
Preliminary results
Where not given, proofs or references for the results of this section may be found in [9, Section 21.
The Hamming weight of a vector x, denoted w(x), is the number of nonzero entries in X. For a linear code, the minimum distance is equal to the smallest of the weights of the nonzero codewords. If C is an [n, k]-code, we let Ai and Bi denote the number of codewords of weight i in C and in the dual code CL, respectively. In both cases (a) and (b), the only possibility is that w(x + iy) = 0 (mod 4) for i = 1,2 and 3. Hence D is linear. 0
(ii) This is immediate from (i). 0 
Optimal quaternary codes of dimension ~4
For convenience, we label the elements of the field GF(4) as 0, 1,2,3. Of course, arithmetic is not carried out modulo 4, but via tables: In these tables, a numbered label i refers to Theorem 3.i in the following pages. An unlabelled upper bound is given by puncturing (Lemma 2.5(i)). An unlabelled lower bound is given either by the Griesmer bound (Theorem 2.10) or by Lemma 2.5(n). (ii) n,(3,6)<9, (iii) n,(3,8)<12. Table 2 Values and bounds for n,(4,d) 4  4  2  5  53  3  6  67  4  7  8  5  9  9  6  10  lo3  7  11  '12  8  12  13  9  14  14  10  15  15  11  16  16  12  17  173  13  19  820  14  20  21  15  21  22  16  22  233  17  25  25  18  26  26  19  27  27  20  28  2g3  21  30  30  22  31  313  23  32  933  24  33  345  25  35  "36  26  36  37  27  37  38  28  38  393  29  40  '041  30  41  42  31  42  43  32  43  444   33  46  46  34  47  47  35  48  48  36  49  493  37  51  51-52  38  52  52-53  39  53  "54  40  54  553  41  56  5657  42  57  57-58  43  58  '259  44  59  603   65  89  89  66  90  90  67  91  91  68  92  92s  69  94  94  70  95  955  71  96  9697  72  97  97-98  73  99  99  74  100  100  75  101  101  76  102  1o25  77  104 The first weight distribution cannot occur by Lemma 2.4(iii). Suppose C has the second weight distribution and let x and y be linearly independent codewords of weight 9. Equation (2.2) gives i$1 w(xfi,y)=22-42, which is not possible since the only available weights are 7,9 and 10. 0
Remark. The last result may alternatively be derived as follows. Since Bz = 0, the columns of a generator matrix of C may be regarded as a lo-set K of projectively distinct points in the projective plane PG(2,4). Since every codeword has at most 3 zeros, K meets each line of PG(2,4) in at most 3 points. In other words, K is a (10,3)-arc in PG(2,4), contradicting a well-known bound (see, e.g. [lo, Corollary 1 to Theorem 12.2.31) on the maximum size of an (n, 3)-arc.
In fact, in the 3-dimensional case, the known results about (n, t)-arcs can be used to solve the problem of finding n,(3, d) for all d, for all field sizes up to q = 8. Further details may be found in [7] . By assuming that the code has the first weight distribution, the following generator matrix was constructed by hand. It was verified by computer that this matrix indeed generates the desired code. (4) having largest possible minimum distance were carried out by Greenough [4] , who found codes with parameters [S, 4,4] , [12, 4, 7] Proof. By concatenation (Lemma 2.6), the required codes C may be constructed as in Table 3 . Each of the component codes, Cr , or CZ, either has been constructed earlier in this section or is of type BV given by Theorem 2.11. 0 which is impossible since AZ8 < 24 makes the right-hand side negative.
So A31 = 3, and it is readily found that the only solutions of (a) to (c), in nonnegative integer multiples of 3, are shown in Table 4 . The weight distributions
(1) and (3) (1) A48=3,A44=36,A40=24,A39=192,A,=1, By Corollary 2.4, As8 = 0 or 3. Each of these possibilities gives a noninteger value of A52 and so the code does not exist. fl
We would be interested to hear of the resolution of any of the 10 remaining cases in 
