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Abstract
By using a box-valued function (called zone function), the paper gives an algorithm for computing approximating
values and guaranteed error bounds to deﬁnite integrals (with one or more variables). Besides a draft of the computer
program, some numerical examples are also presented to illustrate the effectiveness of the method.
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1. Introduction
In [2], the author introduced the so-called zone function, a new tool of computational methods. Name
the set
D = {(x1, x2, . . . , xm) ∈ Rm | xi < xi < xi, 1im, xi, xi ∈ R},
or in another notation
D = ([x1, x1], [x2, x2], . . . , [xm, xm]),
a ﬁnite open box (m-dimensional interval). Let g : D ⊂ Rm → R be a continuous (multivariate real)
function on the box D which is built from the well-known (univariate real) elementary functions
x, x, log x, |x|, sin x, . . . , arcsin x, . . . , sinh x, . . . , sinh−1 x, . . .
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by function operations +, ∗, /, ◦ (the last symbol is used for composite functions). The zone function
(c, ) −→ Zg(c, ), where c ∈ D, g(c) = ,
assigns a nonempty open box (interval, zone) Zg(c, ) ⊂ D around the point c to every pair (c, ), in
which the function value g(x) is not equal to  anywhere. The creation of zone functions is based on two
facts:
• zone functions to the above-mentioned univariate elementary functions can be created easily,
• the creation of a zone function of a multivariate function g can be reduced to the previous case, by
rules belonging to the function operations +, ∗, /, ◦.
For handling zone functions MapleV Release 5, Visual C++ version 6.0 and Lahey Fortran 90 version
4.5 codes were used, in [2]. The experience with the codes can be summarized as follows:
• Maple requires only the conventional (comfortable) form of g, C++ and Fortran requires an (easily
learnable) numerically coded form of g,
• the computation efforts (the evaluation times) belonging to Zg(c, ) and g(c) can be characterized by
the formula: effort(Zg(c, )) ≈ 10∗effort(g(c)), with respect to all three programming languages,
• the speeds belonging to computations of box Zg(c, ) satisfy the relations: speed(C++) ≈ 200∗speed
(Maple), speed(Fortran) ≈ 300∗speed(Maple).
The present paper uses codes of Lahey Fortran 90 version 4.5. The author would gladly send these codes
to interested readers.
The second part of the paper [3] utilizes zone functions for ﬁnding solution boxes of nonlinear systems
of inequalities. The number of solution boxes is generally inﬁnite, but in [3] the authors wanted to get
only a few hundreds (a few thousands) of solution boxes possibly with large volumes (this solution can
be useful for several types of optimization problems). In the present paper, an attempt is made to cover
fairly accurately the solution sets of two systems of inequalities by disjunct boxes simultaneously. In other
words, here the so-called boundary region is also to be scanned and the box sequence is to be ﬁltered
more ﬂexibly, compared to the previous one.
2. Method for computing integral values
Before describing the method, let us consider a fundamental property of zone functions. If g(c)< 0,
then, by deﬁnition, Zg(c, 0) is a box that x ∈ Zg(c, 0) implies g(x) = 0. Because of the continuity of g
on Zg(c, 0) it is also true that x ∈ Zg(c, 0) implies−∞<g(x)< 0. Consequently, the zone function Zg
assigns the box Zg(c, 0) of the domain to the interval (−∞, 0) of function values. Similarly, if g(c)> 0,
then the zone function Zg assigns the box Zg(c, 0) of the domain to the interval (0,∞) of function
values. This property is used intensively in ﬁnding solution boxes of systems of inequalities (thus also in
computing integral values by our algorithm). Here we note that interval extension functions used in the
so-called interval methods (see e.g. in [1,4]) are inverse type functions, they assign intervals of function
values to boxes of domain. The handling of zone functions and interval extension functions requires a
very different computational background.
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Fig. 1. The sets S+, S−, S+, S− in two dimensions.
Let the deﬁnite integral∫
. . .
∫
V
f (x1, x2, . . . , xm−1) dx1 dx2 . . . dxm−1
be given, where the m− 1 dimensional point set V is described by the system of inequalities
fi(x1, x2, . . . , xm−1)0, i = 1, 2, . . . , n− 1, m2, n1,
(x1, x2, . . . , xm−1) ∈ D = ([x1, x1], [x2, x2], . . . , [xm−1, xm−1]),
the multivariate real functions f , f1, f2, . . . , fn−1 are continuous on the closed box D and are built from
the above univariate real elementary functions by using the usual function operations. Let us assume that
we know (rough) lower and upper bounds xm0, xm0, that
xmf (x1, x2, . . . , xm−1)xm, ∀(x1, x2, . . . , xm−1) ∈ D.
Deﬁne the two systems of inequalities
fi(x1, x2, . . . , xm−1)0, i = 1, 2, . . . , n− 1,
f (x1, x2, . . . , xm−1)− xm0, (1)
where (x1, x2, . . . , xm) ∈ I+ = ([x1, x1], . . . , [xm−1, xm−1], [0, xm]), and
fi(x1, x2, . . . , xm−1)0, i = 1, 2, . . . , n− 1,
− f (x1, x2, . . . , xm−1)− xm0, (2)
where (x1, x2, . . . , xm) ∈ I− = ([x1, x1], . . . , [xm−1, xm−1], [0,−xm]). Let us denote the solution sets
of (1) and (2) by S+ and S−, let S+ = I+\S+ and S− = I−\S−, denote the volumes of the 4 sets by
vol(S+), vol(S−), vol(S+), vol(S−), respectively. The mentioned 4 sets in two dimensions are illustrated
in Fig. 1. Our numerical method is based on the following theorem.
Theorem 1. Let (S+), (S+), (S−), (S−) be approximating values of vol(S+), vol(S+), vol(S−),
vol(S−) so that
0(S+)vol(S+), 0(S+)vol(S+),
0(S−)vol(S−), 0(S−)vol(S−).
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If +, − and  are computed by the formulas
+ = vol(I+)− (S+)− (S+), − = vol(I−)− (S−)− (S−),
= (S+)+ +2 − (S−)−
−
2
,
then ∣∣∣∣−
∫
. . .
∫
V
f (x1, x2, . . . , xm−1) dx1 dx2 . . . dxm−1
∣∣∣∣  +2 +
−
2
.
Proof. The formula∫
. . .
∫
V
f (x1, x2, . . . , xm−1) dx1 dx2 . . . dxm−1 = vol(S+)− vol(S−)
comes easily from the geometrical meaning of deﬁnite integrals for m = 2, 3 and it comes with some
difﬁculty from the deﬁnition of deﬁnite integrals for m2. Since
vol(S+)= vol(I+)− vol(S+)= (S+)+ (S+)+ + − vol(S+),
furthermore
0(S+)vol(S+) and 0(S+)vol(S+),
therefore
− +
2
vol(S+)−
(
(S+)+ +2
)
= (S+)+ +2 − vol(S+)
+
2
.
Similarly
− −
2
vol(S−)−
(
(S−)+ −2
)
= (S−)+ −2 − vol(S−)
−
2
,
thus
− +
2
− −
2
vol(S+)− vol(S−)− (S+)− +2 + (S−)+
−
2

+
2
+ −
2
and the proof is completed. 
This theorem shows that if we have some lower approximations (S+), (S+), (S−), (S−) of vol(S+),
vol(S+), vol(S−), vol(S−), respectively, then an approximating value with guaranteed error bound to the
integral can be given. Since problems (1) and (2) are very similar, it is sufﬁcient to deal with the problem
fi(x1, x2, . . . , xm)0, i = 1, 2, . . . , n, (x1, x2, . . . , xm) ∈ I (3)
for the two versions
fn(x1, x2, . . . , xm)= f (x1, x2, . . . , xm−1)− xm, I = I+
and
fn(x1, x2, . . . , xm)=−f (x1, x2, . . . , xm−1)− xm, I = I−.
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Hence the essential aim is to make an algorithm which can compute a box of the solution set S of (3) or a
box of the complementary set S, hereby it can improve the approximating value of the integral and (or)
the error bound, in every step. The structure of our method is as follows.
(a) Deﬁne the ﬁrst element of a box (interval) sequence {Ik} by I1 = I . Let nb = 1, eb = 0, (S) = 0,
 = vol(I ), where nb, eb, (S),  denote the number of boxes in the sequence, the number of the
examined boxes, the approximating value of vol(S), and the error bound, respectively.
(b) Choose the (ﬁrst) maximum volume element Ik∗ of the box sequence {Ik}. (The ‘most promising box’
is always used.) Interchange the nbth and k∗th elements in the sequence if k∗ = nb. Let eb = eb + 1.
(c) Compute min fi(c), where 1in and c is the center of Inb .
(1) If min fi(c)< 0, then compute the box (zone) Z = Zf ∗i (c, 0) ⊂ S, where the function f ∗i is the
ﬁrst among f1, f2, . . . , fn, having the smallest function value at c. (The ‘worst inequality’ is the
most promising.) Let = − vol(Z).
(2) If min fi(c)0, thenZ := Inb andZ := Z∩Zfi (c, 0), i=1, 2, . . . , n. Let (S)=(S)+vol(Z),
= − vol(Z).
(d) Divide the set Inb\Z in L boxes (if the set is empty, then L := 0). Filter the ‘unimportant’ (too
small) boxes by the simple condition vol(box)∗(Eb − eb)> , where Eb is a given upper bound to
eb. Place the L∗L new boxes into the box sequence as nbth, . . . , (nb +L∗ − 1)th elements and let
nb = nb + L∗ − 1. If nb = 0 or eb = Eb, then give eb, (S),  and stop, otherwise go to (b).
The function and volume values used several times are computed once and are stored. The partitioning
of the set Inb\Z comes from the following dividing algorithm (which was introduced by the author more
than two decades ago and is a special case of the so-called box complementation algorithm appearing e.g.
in [4]). LetU = ([u1, u1], [u2, u2], . . . , [um, um]) be a closed and T = ((t1, t1), (t2, t2), . . . , (tm, tm)) be
an open m-dimensional interval (box). Divide the set U\T into intervals which do not contain common
inner points. First the permutation of indexes 1, 2, . . . , m is performed in accordance with the decrease
of the values ui − ui (i = 1, 2, . . . , m). More exactly, index j precedes index k in the permutation if
uj − uj > uk − uk , or uj − uj= uk − uk and j < k. Suppose that i is the ﬁrst index in the permutation.
If ui t i and ui = ui , then the new box
B1 = ([u1, u1], [u2, u2], . . . , [ui−1, ui−1], [ui, t i], [ui+1, ui+1], . . . , [um, um])
is created and the interval U is redeﬁned as
U = ([u1, u1], [u2, u2], . . . , [ui−1, ui−1], [t i , ui], [ui+1, ui+1], . . . , [um, um]).
If ui t i and ui = t i , then the new box
([u1, u1], [u2, u2], . . . , [ui−1, ui−1], [t i , ui], [ui+1, ui+1], . . . , [um, um])
is created and denoted by B1 or B2 and the interval U is redeﬁned as
U = ([u1, u1], [u2, u2], . . . , [ui−1, ui−1], [t i , t i], [ui+1, ui+1], . . . , [um, um]).
Repeating these two steps for the 2nd, 3rd, . . . , mth element in the permutation (using the newest interval
U and the constant interval T in every step), we have the boxes B1, B2, . . . , BL as the division of the set
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Fig. 2. Resulting intervals in two dimensions.
U\T . The number L of the resulting intervals is between 0 and 2m. Two of the possible ﬁve cases in two
dimensions are illustrated in Fig. 2.
The box sequence {Ik} always contains only the boxes which are waiting for examination (the new
boxes are indexed from nb) and the too small boxes are ﬁltered by the condition vol(box)∗(Eb− eb)> .
This ﬁlter worked very well in our numerical examples, but, naturally, it is possible to ﬁnd other good
ﬁlters as well. (Without any ﬁlter the sequence {Ik} can become too long, many unimportant boxes could
come from the boundary region, and the running time could increase considerably.)
Our Lahey Fortran 90 version 4.5 program contains the following 5 segments. The subroutine segment
fval computes the function values from the numerically coded form i.e. it handles the function
fval : (G, c) −→ g(c),
where G is a numerically coded form of the multivariate real function g and c is a point of the domain.
For computing the zone function values (boxes) the subroutine segment zone is used, which handles the
function
zone : (D,G, c, ) −→ Zg(c, ),
where D is the domain box of the multivariate real function g, G is a numerically coded form of g, c ∈ D
and  ∈ R. To divide the difference of a closed m-dimensional box U and an open m-dimensional box T
into closed boxes B1, B2, . . . , BL which do not contain common interior points, our subroutine segment
ints handles the function
ints : (U, T ) −→ (L, {B1, B2, . . . , BL}).
The subroutine segment appr, for computing approximating values to problem (3), handles the function
appr : (F, I, Eb) −→ (eb, (S), ),
where F is the numerically coded form of the function
(x1, . . . , xm) −→ (f1(x1, . . . , xm), . . . , fn(x1, . . . , xm)),
and I, Eb, eb, (S),  come from our algorithm description. The program segment call produces data for
calling the segment appr. These data are m, n, lF (lengths of the numerically coded forms of F), F ,
I± = I+ ∪ I− and Eb± (the sum of the values Eb used in solving problems (1) and (2)). The segment
appr is called by the segment call only once if I± = I+ and it is called twice if vol(I−) = 0. In the
second case we use Eb = 12Eb± for both calls. At the end of the run the values eb± (the number of all
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Table 1
Computing integrals with one variable
Deﬁnite integral Results for Eb± = 104, 2× 104, 4× 104 Boxes and times for the three values of Eb±
∫
V
√
1+ cos2 x dx, 3.6203± 0.0004 eb± = 7474, 1 s
I± = [[0, 3], [0, 2]] 3.6202± 0.0002 eb± = 15088, 2 s
3.6201± 0.0001 eb± = 30424, 5 s
∫
V | ln x|
√
1+ x−2 dx, 1.7221± 0.0022 eb± = 7144, 1 s
I± = [[0.5, 3], [0, 4]] 1.7221± 0.0011 eb± = 14266, 2 s
1.7221± 0.0006 eb± = 28477, 5 s
∫
V arctan(cos x − 2x) dx, −2.9841± 0.0028 eb± = 7002, < 1 s
I± = [[−1, 3], [−10, 10]] −2.9841± 0.0014 eb± = 14072, 1 s
−2.9840± 0.0007 eb± = 27933, 3 s
examined boxes),=(S+)+ 12 +−(S−)− 12 − (the approximating integral value) and 12 ++ 12 − (the
guaranteed error bound) are written. Naturally, these segments have some other (auxiliary) parameters
and sometimes their notations do not follow names in this paper (the ﬁrst three segments were obtained
from former programs).
3. Numerical examples
First, let us consider three integrals with one variable. Table 1 contains the essential data for these
cases. (The programs worked on a PC Pentium II of 366MHz processor.)
The experiences are as follows.
• The results come quickly enough, the running time is very short if a high-speed computer is used,
unlike the one used in our work. Naturally, the conventional numerical methods (e.g. the so-called
quadrature methods) can compute approximating integral values more quickly, without guaranteed
error bounds. The author does not know alternative computer codes for solving the problem stated
here.
• The guaranteed error bounds are in harmony with the accuracy of the approximating integral values
at the ﬁrst and third examples. In other words, the three approximating integral values suggest only
slightly more accurate approximation, than the error bounds do. (The actual errors cannot be given,
because the exact integral values are not known.)
• In the ﬁrst two examples I±=I+ and we use good upper bound for the integrands, in the third example
I± = I+ ∪ I− and we use rough lower and upper bounds (−10 and 10 instead of −/2 and /2) for
the integrand. The data suggest that the accuracy essentially does not depend on the circumstances
mentioned. For example, if −/2 and /2 are used in place of −10 and 10, respectively, the result is
practically the same.
Now, let us consider two double integrals and a triple integral. Table 2 contains the essential data for these
cases. (The programs worked on the computer mentioned.)
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Table 2
Computing double and triple integrals
Deﬁnite integral Results for Boxes and times for
Eb± = 104, 2× 104, 4× 104 the three values of Eb±∫ ∫
V arctan(x
2 + y2) dx dy,
4− x2 − y20, 1.2566± 0.0208 eb± = 6583, 1 s
sin x − y0, 1.2564± 0.0138 eb± = 13212, 2 s
I± = [[0, 2], [0, 2], [0, 2]] 1.2563± 0.0092 eb± = 26447, 5 s
∫ ∫
V |1+ x + y| dx dy,
y − x2 − x0, 1.4757± 0.0684 eb± = 6481, 1 s
cos x − y0, 1.4751± 0.0450 eb± = 13017, 2 s
I± = [[−2, 2], [−1, 1], [0, 4]] 1.4750± 0.0299 eb± = 25968, 5 s
∫ ∫ ∫
V 1 dx dy dz,
4− x2 − y2 − z20, 1.7803± 0.1698 eb± = 6181, 1 s
z− (x − 1)2 − y20, 1.7844± 0.1242 eb± = 12398, 2 s
I± = [[0, 2], [0, 2], [−1, 2], [0, 1]] 1.7875± 0.0903 eb± = 24853, 5 s
The experiences are as follows.
• The results come quickly enough, the running time is very short if a high-speed computer is used,
unlike the one used in our work. The conventional numerical methods require the description of the
set V in the form
hi(x1, x2, . . . , xi−1)xihi(x1, x2, . . . , xi−1), i = 1, 2, . . . , n.
More exactly, the set V must be given as the union of sets in the above form. Such a description could
require cumbersome work. (We can ascertain the difﬁculty if we try to check the results of Table 2 by
another method.) The author does not know alternative computer codes for handling any of the three
problems directly.
• The guaranteed error bounds are not in very good harmony with the accuracy of the approximating
integral values at the ﬁrst two examples. In otherwords, the three approximating integral values suggest
much more accurate approximation, than the error bounds do.
• By the geometrical meaning, the solution set S of (3) was covered with rectangles in the integrals of
Table 1, with cuboids in the ﬁrst two integrals of Table 2, with four-dimensional (abstract) boxes in the
third integral of Table 2. It is not surprising that the computational effort to achieve a good covering
is greater and greater as the number of dimensions increase.
Finally it should be noted that a faulty result never happened to be obtained because of the effect of
rounding errors. (The boxes are computed by lower estimates, see the proofs of rules in [2].)
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