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14 Sur la cohomologie de la compactification des varie´te´s
de Deligne-Lusztig
Haoran Wang
Re´sume´
Nous e´tudions la cohomologie de la compactification des varie´te´s de Deligne-
Lusztig associe´es aux e´le´ments de Coxeter. Nous pre´sentons une conjecture des
relations entre la cohomologie de la varie´te´ et la cohomologie de ses compactifications
partielles. Nous prouvons la conjecture dans le cas du groupe line´aire ge´ne´ral.
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1 Introduction
Soient q une puissance d’un nombre premier p,G un groupe re´ductif connexe sur
Fp muni d’une structure Fq-rationnelle et F l’isoge´nie de Frobenius correspondante.
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Si w est un e´le´ment du groupe de Weyl, dans leur article fondateur [DL76] Deligne
et Lusztig ont introduit deux varie´te´s X(w) et Y (w) munies d’une action de GF
ainsi qu’un morphisme fini e´tale GF -e´quivariant π : Y (w) → X(w), faisant de
X(w) un quotient de Y (w) par l’action d’un groupe fini commutatif (dans [DL76]
la varie´te´ Y (w) est note´e X˜(w˙)). Dans leur travail, ils ont e´galement construit une
compactification lisse X(w) de X(w) a` la Bott-Samelson-Demazure-Hansen.
Lorsque w est un e´le´ment de Coxeter, l’e´tude de la ge´ome´trie des varie´te´s de
Deligne-Lusztig a commence´ par Lusztig [Lus77], et puis Bonnafe´ et Rouquier
[BR06], et Dudas [Dud10]. Dans ce cas, la compactification X(w) posse`de une stra-
tification dont les strates sont indexe´es par les sous-groupes paraboliques propres
F -stables. Plus pre´cise´ment, soient P un sous-groupe parabolique propre F -stable
et U son radical unipotent, la strate ferme´e associe´e a` P est
XP(w) := X(w)
UF .
Notons j : X(w) →֒ X(w) et iP : XP(w) →֒ X(w) les immersions naturelles.
Le but principal de cet article est de de´montrer le the´ore`me suivant (voir (5.1.1)) :
The´ore`me.– Soient G = GLd, F l’endomorphisme de Frobenius standard
(aij)16i,j6d 7→ (a
q
ij)16i,j6d et w = (1, . . . , d) ∈ Sd. Alors le morphisme de res-
triction :
RΓ(X(w), π∗Λ) = RΓ(X(w), Rj∗(π∗Λ))
res .
−→ RΓ(XP(w), i
∗
PRj∗(π∗Λ))
induit un isomorphisme
(1.0.1) RΓ(X(w), π∗Λ)
UF ∼−→ RΓ(XP(w), i
∗
PRj∗(π∗Λ)),
ou` Λ = Z/ℓm pour un nombre premier ℓ 6= p.
Notre motivation pour ce the´ore`me vient du lien avec les correspondances de Lan-
glands et de Jacquet-Langlands locales. Plus pre´cise´ment, siK est un corps p-adique
de corps re´siduel Fq, les composantes irre´ductibles de la fibre spe´ciale de l’espace
syme´trique de Drinfeld pour GLd(K) sont naturellement isomorphes a`X(w) et nous
montrons dans [Wan13] que les cycles proches du reveˆtement mode´re´ de Drinfeld sur
une telle composante s’identifient naturellement a` Rj∗(π∗Λ). Le the´ore`me ci-dessus
nous permet alors, toujours dans [Wan13], de calculer explicitement, et de manie`re
purement locale, la cohomologie du reveˆtement mode´re´ de Drinfeld, et d’en de´duire
en particulier qu’elle re´alise les correspondances de Langlands et Jacquet-Langlands
pour les repre´sentations elliptiques mode´re´ment ramifie´es de GLd(K).
L’e´nonce´ du the´ore`me fait sens pour n’importe quel e´le´ment de Coxeter w d’un
groupe re´ductif G de´fini sur Fq, et nous conjecturons qu’il est vrai dans cette
ge´ne´ralite´ (voir 3.1). La de´monstration du the´ore`me se fait en trois e´tapes.
La premie`re e´tape de notre preuve utilise le calcul explicite de la normalisation de
X(w) dans Y (w) duˆ a` Bonnafe´ et Rouquier dans [BR09] pour se ramener au meˆme
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e´nonce´ pour la strate “ouverte” jP : XP(w) := XP(w)\
⋃
Q⊂PXQ(w) →֒ X(w).
Cette e´tape, de´crite au paragraphe 3.2, fonctionne pour tout G.
La deuxie`me e´tape e´tudie la compactification partielle XP(w) := X(w) ∪
XP(w) ⊂ X(w) lorsque P est propre et maximal. On construit au paragraphe
4.2 un isomorphisme
UF \XP(w)
∼
−→ XL(wL)× A1
compatible avec l’isomorphisme de Lusztig UF \X(w)
∼
−→ XL(wL)×Gm de [Lus77].
Ici L de´signe le quotient re´ductif de P est wL un e´le´ment de Coxeter de L. Pour cette
construction, on utilise une description alternative de X(w) comme e´clate´ d’espace
projectif, valable seulement pour GLd de´ploye´. Dans le paragraphe 5.2, on de´duit le
the´ore`me dans ce cas P maximal par un argument inspire´ de Dudas [Dud10] et qui
devrait fonctionner en toute ge´ne´ralite´, si on a un isomorphisme comme ci-dessus.
Enfin, la troisie`me e´tape est une re´currence sur le corang de P. Pour G quel-
conque, on explique cette re´currence au paragraphe 3.3, sous l’hypothe`se que le cas
de corang 1 est connu pour tout sous-groupe de Levi de G.
Organisation de l’article. Dans la section 2, nous rappelons les pre´liminaires sur
les varie´te´s de Deligne-Lusztig, notamment la construction de Bonnafe´ et Rouquier
[BR09] et le morphisme de quotient de Lusztig [Lus77]. Ensuite, on de´crit en toute
ge´ne´ralite´ la premie`re et la troisie`me e´tapes mentionne´es ci-dessus. Dans la section
4, nous e´tudions le cas associe´ a` GLd. Finalement, nous de´montrons notre the´ore`me
dans la section 5.
Remerciements : Je remercie profonde´ment mon directeur de the`se Jean-
Franc¸ois Dat pour les nombreuses discussions et ses constants encouragements pen-
dant ces anne´es. Je remercie Zhi Jiang pour les conversations sur l’e´clatement. Enfin,
je remercie le referee anonyme pour ses suggestions qui ont permis d’en ame´liorer
conside´rablement la re´daction.
2 Ge´ne´ralite´s
Dans cette partie, on rappelle tout d’abord la de´finition des varie´te´s de Deligne-
Lusztig [DL76] et la construction de Bonnafe´ et Rouquier [BR09]. Ensuite, dans le
cas de Coxeter, on rappelle certains re´sultats de Lusztig [Lus77].
2.1 Pre´liminaires
(2.1.1) Nous fixons un groupe re´ductif connexe G de´fini sur une cloˆture
alge´brique Fq du corps fini Fq. Nous supposons de plus que G est obtenu par ex-
tension des scalaires de G0 sur Fq, et nous notons F : G→ G l’endomorphisme de
Frobenius correspondant.
Fixons un sous-groupe de Borel F -stable B de G, un tore maximal F -stable
T de B et notons U le radical unipotent de B. Notons W = NG(T)/T le groupe
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de Weyl de G relativement a` T, X(T) (resp. Y (T)) le re´seau des caracte`res (resp.
des sous-groupes a` un parame`tre) de T, Φ (resp. Φ∨) le syste`me de racines (resp.
coracines) de G relativement a` T, ∆ (resp. ∆∨) la base de Φ (resp. Φ∨) associe´e
a` B et Φ+ (resp. Φ
∨
+) l’ensemble des racines (resp. coracines) positives contenant
∆ (resp. ∆∨). En particulier, Φ est stable sous l’action de F. Si α est une racine,
F (α) est un multiple positif d’une unique racine que l’on notera φ(α), de´finissant
une bijection φ : Φ→ Φ qui stablise ∆ et Φ+.
Pour α ∈ Φ, on notera α∨ sa coracine associe´e, sα ∈W la re´flexion par rapport
a` α, Uα le sous-groupe unipotent a` un parame`tre normalise´ par T associe´ a` α, et
Gα le sous-groupe de G engendre´ par Uα et U−α. Posons S := {sα | α ∈ ∆}. On
de´signera l : W → N la fonction longueur relativement a` S. D’apre`s [Spr98, 9.3], il
existe un ensemble de repre´sentants {w˙} de W dans NG(T) ve´rifiant la proprie´te´
suivante : si w = w1w2 est tel que l(w) = l(w1) + l(w2), alors w˙ = w˙1w˙2.
Pour un e´le´ment w du groupe de Weyl W , Deligne et Lusztig ont construit dans
[DL76] deux varie´te´s X(w) et Y (w˙) (ou XG(w) et YG(w˙) s’il y a confusion possible)
sur Fq ainsi qu’un morphisme fini e´tale Y (w˙)→ X(w) faisant de X(w) un quotient
de Y (w˙) par l’action du groupe fini TwF := {t ∈ T | wF (t)w−1 = t} (dans loc. cit.,
la varie´te´ Y (w˙) est note´e X˜(w˙)). Rappelons ci-dessous leurs de´finitions :
Y (w˙) := YG(w˙) = {gU ∈G/U | g
−1F (g) ∈ Uw˙U}
X(w) := XG(w) = {gB ∈ G/B | g
−1F (g) ∈ BwB}.
Le groupe fini GF agit par multiplication a` gauche sur les varie´te´s quasi-projectives
X(w) et Y (w˙). De plus, le groupe commutatif TwF agit librement sur Y (w˙) par
multiplication a` droite. Le morphisme πw : Y (w˙) → X(w) induit par restriction a`
Y (w˙) de la projection canonique G/U ։ G/B s’identifie a` quotienter par TwF ,
induisant ainsi un isomorphismeGF -e´quivariant Y (w˙)/TwF
∼
−→ X(w). Les varie´te´s
X(w) et Y (w˙) ainsi obtenues sont quasi-affines, lisses et purement de dimension l(w).
Dans leur travail, Deligne et Lusztig ont construit e´galement une compactifica-
tion de Bott-Samelson-Demazure-Hansen des varie´te´s X(w) ([DL76, 9.10]) que nous
rappelons ci-dessous.
Soit w = sα1 · · · sαr , une expression minimale de w, par rapport a` la fonction
longueur. On notera wi := sα1 · · · sαi−1sαi+1 · · · sαr−1 ∈ W. Posons alors, suivant
[DL76]
X(w) :=
{
(g1B, . . . , gr+1B) ∈ (G/B)
r+1 | gr+1B = F (g1)B,
g−1i gi+1 ∈ BsαiB ∪B, ∀1 6 i 6 r
}
.
D’apre`s [DL76, 1.2], la varie´te´ X(w) s’identifie a` la sous varie´te´ ouverte
{(g1B, . . . , gr+1B) ∈ (G/B)
r+1 | gr+1B = F (g1)B, g
−1
i gi+1 ∈ BsαiB, ∀1 6 i 6 r}
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de X(w). De plus, X(w) est une varie´te´ lisse projective et X(w)\X(w) =⋃
16i6rX(wi) est un diviseur a` croisements normaux ([DL76, Lemme 9.11]). No-
tons que
(2.1.2) X(w) =
∐
x=x1···xr∈W
xi∈{1,sαi}
X(x).
(2.1.3) Dans [BR09], Bonnafe´ et Rouquier ont donne´ une construction explicite
de la normalisation de X(w) dans Y (w˙), note´ Y (w˙). C’est l’unique varie´te´ normale
Z contenant Y (w˙) comme sous-varie´te´ ouverte dense et munie d’un morphisme fini
πw : Z ։ X(w) prolongeant πw. Rappelons ci-dessous leurs constructions.
Tout d’abord, on peut supposer que le groupe de´rive´ de G est simplement
connexe (cf. [BR09]). Ceci implique que Gα
∼
−→ SL2 et que α
∨ est injective pour
toute racine α. Si 1 6 i 6 r, il existe un unique λi ∈ Y (T) et un unique mi ∈ Z
ve´rifiant les trois proprie´te´s suivantes :
λi − wF (λi) = mi s1 · · · si−1(α
∨
i ),
mi > 0,
Y (T)/Zλi est sans torsion.
Bonnafe´ et Rouquier de´finissent une fonction ϕα : GαU → A1 satisfaisant les pro-
prie´te´s de loc. cit. Prop. 2.2. Comme eux, posons
U˜(w) := {g := (g1U, . . . , gr+1U) ∈ (G/U)
r+1 | ∀1 6 i 6 r, g−1i gi+1 ∈ GαiU},
et notons
v˜w : U˜(w) −→G/U×G/U
(g1U, . . . , gr+1U) 7→(g1U, gr+1U).
Soit m := (m1, . . . ,mr) une suite de r entiers, notons
U˜m(w) := {(g, ξ) ∈ U˜(w) × Ar | ϕαi(g
−1
i gi+1) = ξ
mi
i }
et de meˆme
U˜ Im(w) := {(g, ξ) ∈ U˜m(w) | ∀i ∈ I, ξi = 0}
pour un sous-ensemble I de {1, . . . , r}. Notons
ΓF := {(g1U, g2U) ∈ G/U×G/U | g2U = F (g1)U}
le graphe du morphisme de Frobenius. Conside´rons la varie´te´
Y˜ (w) := {(g, ξ) ∈ U˜m(w) | v˜w(g) ∈ ΓF}
5
et ses sous-varie´te´s localement ferme´es parame´tre´es par les sous-ensembles de
{1, . . . , r} :
Y˜I(w) := {(g, ξ) ∈ U˜
I
m(w) | v˜w(g) ∈ ΓF }.
Bonnafe´ et Rouquier de´finissent une action naturelle de TwF × (Gm)r sur la varie´te´
Y˜ (w), faisant X(w) le quotient de Y˜ (w) par cette action, cf. [BR09, Prop. 2.6], et
Y˜I(w) est stable sous cette action. Ils de´montrent le the´ore`me suivant :
(2.1.4) The´ore`me.– ([BR09, The´ore`me. 1.2 (b)]) La varie´te´ Y (w˙) =
Y˜ (w)/(Gm)r est normale et elle est munie d’une action de TwF prolongeant l’action
sur Y (w˙) telle que le morphisme de quotient Y (w˙) = Y˜ (w)/(Gm)r ։ X(w) induit
un isomorphisme Y (w˙)/TwF
∼
−→ X(w); autrement dit, elle est la normalisation de
X(w) dans Y (w˙).
Pour la commodite´ du lecteur, on donne quelques proprie´te´s faciles de la varie´te´
Y˜ (w) qui seront utilise´es dans la preuve du lemme (3.2.2).
(2.1.5) Lemme.– Pour I un sous-ensemble de {1, . . . , r}, la varie´te´ U˜ Im(w) est
lisse, de dimension 2r + dimG/U− |I|.
Preuve : Notons w(i) := sα1 · · · sαi , mi := (m1, . . . ,mi) et Ii := {1, . . . , i} ∩ I.
On dispose d’une suite de morphismes canoniques (cf. [BR09, Prop. 2.3])
U˜ Im(w) = U˜
Ir
mr
(w(r))→ U˜
Ir−1
mr−1(w(r − 1))→ · · · → U˜
I1
m1
(w(1)) → G/U
consistant a` chaque e´tape a` oublier le dernier terme de g et ξ. Lorsque i 6∈ I, la
fibre du morphisme U˜ Iimi(w(i)) → U˜
Ii−1
mi−1(w(i−1)) est isomorphe a` Uαi,mi = {(g, ξ) ∈
GαiU/U× A1 | ϕαi(g) = ξmi}. D’apre`s [BR09, Prop. 2.3],
Uαi,mi
∼
−→ {(x, y, ξ) ∈ A3 | (x, y) 6= (0, 0) et y = ξmi} ∼−→ A2\{(0, 0)}.
Lorsque i ∈ I, la fibre du morphisme U˜ Iimi(w(i)) → U˜
Ii−1
mi−1(w(i − 1)) est isomorphe
a` {(g, ξ) ∈ GαiU/U × A1 | ϕαi(g) = 0}
∼
−→ A1\{0}. Donc c’est une suite des
fibrations successives de fibres successivement isomorphes a` des varie´te´s lisses (de
dimension 1 ou 2), d’ou` l’e´nonce´ du lemme.

(2.1.6) Corollaire.– La varie´te´ Y˜I(w) est lisse, purement de dimension 2r−
|I|.
Preuve : Ceci de´coule directement du lemme pre´ce´dent et [BR09, Lemme 2.5].

(2.1.7) Corollaire.– La varie´te´ Y˜∅(w) est une sous-varie´te´ ouverte dense
dans Y˜ (w) dont le comple´mentaire est un diviseur a` croisements normaux.
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Preuve : La premie`re assertion est dans [BR09, Page 634-635]. La deuxie`me
assertion repose sur le corollaire pre´ce´dent. En effet, pour 1 6 i 6 r, notons Y˜i(w) :=
Y˜{i}(w). Chaque Y˜i(w) est un diviseur de Y˜ (w), et
Y˜ (w)\Y˜∅(w) =
⋃
16i6r
Y˜i(w).
Graˆce au corollaire pre´ce´dent,
Y˜I(w) =
⋂
i∈I
Y˜i(w)
est de codimension |I| dans Y˜ (w), ∀I ⊂ {1, . . . , r}. 
2.2 Les orbites de Coxeter
Soient n = |∆/φ| et [∆/φ] := {α1, . . . , αn} un syste`me de repre´sentants de ∆/φ.
Notons c = sα1 · · · sαn (ou cG s’il y a confusion possible) un e´le´ment de Coxeter, w∆
l’e´le´ment de W de longueur maximale. Soit I un sous-ensemble de racines simples
stable sous φ, nous notons WI le sous-groupe de W engendre´ par les {sα}α∈I , PI
le sous-groupe parabolique BWIB de G. Posons TI la composante connexe de
l’e´le´ment neutre de ∩α∈I Kerα, LI := ZG(TI) l’unique composante de Levi de PI
contenant T, BI le sous-groupe de Borel B ∩ LI de LI , UI le radical unipotent de
PI , et VI le radical unipotent de BI . Le groupe de Weyl WLI de LI associe´ a` T
s’identifie a` WI . On notera les groupes de points F -stables par les caracte`res non
e´paissis correspondants G, PI , LI , UI , VI , . . .
Pour un sous-ensemble propre I de ∆ stable sous φ, on peut conside´rer la varie´te´
de Deligne-Lusztig XLI (cI) associe´e au groupe re´ductif LI et l’e´le´ment de Coxeter
cI deWLI obtenu a` partir de c en ne gardant que les re´flexions simples de I. Notons
XI := X(x1 · · · xn), ou` xi ∈ {1, sαi} et xi = sαi si et seulement si αi ∈ I. D’apre`s
Lusztig [Lus76], les varie´te´s XLI (cI) et XI sont relie´es par la proprie´te´ suivante :
(2.2.1) Proposition.– ([Lus77, 1.17], [Lus76, Lemme 3], voir aussi [BR06,
Prop. 3.3]) Sous l’hypothe`se comme plus haut, on a des isomorphismes canoniques :
G/UI ×LI XLI (cI)
∼
−→ XI
(gUI , hBI) 7→ ghB.
Comme cI est un e´le´ment de Coxeter de WLI , la varie´te´ XLI (cI) est irre´ductible
d’apre`s [Lus77, Prop. 4.8]. Alors, XI est une union disjointe de ses compo-
santes irre´ductibles chacune isomorphe a` XLI (cI). Notons alors CI la composante
irre´ductible de XI fixe´e par UI , d’apre`s [Lus77, 1.17],
CI = {(g1B, . . . , gn+1B) ∈ XI | g1Bg
−1
1 ⊂ PI},
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munie d’un isomorphisme LI -e´quivariant avec XLI (cI). Notons ensuite CI son
adhe´rence dans X(c), alors
CI = {(g1B, . . . , gn+1B) ∈ XI | g1Bg
−1
1 ⊂ PI}.
On en de´duit que UI agit trivialement sur CI , et CI n’a pas de points fixes sous un
sous-groupe unipotent de LI , comme CI est une varie´te´ de Coxeter.
Plus ge´ne´ralement, on peut de´finir la stratification indexe´e par les sous-groupes
paraboliques F -stables mentionne´e dans l’introduction. Pour P un sous-groupe pa-
rabolique F -stable conjugue´ a` PI , on note XP := g · CI , ou` g ∈ G est tel que
P = gPIg
−1. Alors, XI est une union disjointe de XP ou` P parcourt l’ensemble des
sous-groupes paraboliques F -stables conjugue´s a` PI . La varie´te´ XP est localement
ferme´e, irre´ductible, et son adhe´rence est
XP =
⋃
Q⊂P
XQ.
Notons UP le sous-groupe unipotent des points rationnels du radical unipotent de P,
alors UP agit trivialement sur XP et XP. On de´montre que l’ensemble des points
fixes de X(c) sous l’action de UP s’identifie a` XP. En effet, si UP a des points
fixes dans une strate XQ, alors UP normalise Q, donc UP est contenu dans Q. Par
ailleurs, comme XQ n’a pas de points fixes sous un sous-groupe unipotent de son
quotient de Levi LQ, on a UP contenu dans UQ, donc P contient Q et XQ ⊂ XP.
En particulier, on sait alors que CI = X(c)
UI .
(2.2.2) Lorsque les varie´te´s de Deligne-Lusztig sont associe´es a` des e´le´ments de
Coxeter, Lusztig a construit dans [Lus77] leurs quotients par U et UI . Rappelons
ci-dessous leurs constructions. Notons comme dans [BR06],
(2.2.3) X ′(c) =
{
u ∈ U | u−1F (u) ∈ (U−w∆(α1)\{1}) × · · · (U−w∆(αn)\{1})
}
Tout d’abord, Lusztig a de´montre´ le the´ore`me suivant :
(2.2.4) The´ore`me.– ([Lus77, 2.5, 2.6])
(a) X(c) ⊂ Bw∆ ·B/B.
(b) Le morphisme
L : X ′(c) −→ X(c)
u 7−→ uw∆ ·B
est un isomorphisme de varie´te´s.
Remarque.– En faisant agir sur X ′(c) le p-groupe fini U par multiplication
a` gauche, et le groupe commutatif TF par conjugaison, l’isomorphisme L est B-
e´quivariant.
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(2.2.5) The´ore`me.– ([Lus77, Corollaries 2.7, 2.10])
(a) L’isomorphisme L dans (b) du the´ore`me pre´ce´dent induit un isomorphisme
(Gm)n = (U−w∆(α1)\{1}) × · · · × (U−w∆(αn)\{1})
∼
−→ U\X(c).
(b) On a un morphisme naturel induit par l’isomorphisme dans (a) :
UI\X(c) ։ U\X(c)
∼
−→ (U−w∆(α1)\{1})×· · ·×(U−w∆(αn)\{1})։ U−w∆(αi) = Gm.
Ce morphisme induit un isomorphisme VI-e´quivariant
UI\X(c)
∼
−→ XLI (cI)×Gm,
ainsi qu’un isomorphisme LI-e´quivariant de cohomologies :
RΓ(UI\X(c),Λ)
∼
−→ RΓ(XLI (cI)×Gm,Λ).
3 La compactification partielle
3.1 E´nonce´ de la conjecture A
On utilise les notations de la section 2.2, et on de´signe iI : CI →֒ X(c) l’inclusion
naturelle pour tout I $ ∆ stable sous φ. Nous avons le diagramme commutatif
suivant :
Y (c˙)
π

  j
′
// Y (c˙) oo
i′I
? _
π

π−1(CI)
πI

X(c) 
 j // X(c) oo
iI
? _CI
ou` π−1(CI) := (Y (c˙)×X(c)CI)red et πI = π|π−1(CI).On a formule´ dans l’introduction
la conjecture suivante :
Conjecture A. Le morphisme de restriction :
RΓ(X(c), π∗Λ) = RΓ(X(c), Rj∗(π∗Λ))
res .
−→ RΓ(CI , i
∗
IRj∗(π∗Λ))
induit un isomorphisme
RΓ(X(c), π∗Λ)
UI ∼−→ RΓ(CI , i
∗
IRj∗(π∗Λ)),
ou` Λ = Z/ℓmZ, pour un nombre premier ℓ 6= p.
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3.2 Conjecture A ⇔ Conjecture A’
Dans cette partie, on de´montre que la conjecture A e´quivaut a` la conjecture
suivante :
Conjecture A’. Pour tout I $ ∆ stable sous φ, le morphisme de restriction induit
un isomorphisme :
RΓ(Y (c˙),Λ)UI
∼
−→ RΓ(π−1(CI), j
′∗
I Rj
′
∗Λ),
ou` j′I de´signe le compose´ π
−1(CI) →֒ π
−1(CI)
i′I−→ Y (c˙).
L’e´quivalence entre les conjectures A et A’ de´coule directement des lemmes
(3.2.1) et (3.2.2). Remarquons que l’on s’est de´barrasse´ de la compactification CI ,
et on se rame`ne a` e´tudier la strate ouverte CI .
(3.2.1) Lemme.– Le morphisme de changement de base induit un isomorphisme
RΓ(CI , i
∗
IRj∗(π∗Λ))
∼=
−→ RΓ(π−1(CI), i
′∗
I Rj
′
∗Λ)
compatible avec les morphismes de restriction.
Preuve : Notons que π est un morphisme fini, il re´sulte du the´ore`me de chan-
gement de base pour les morphismes finis et l’invariance topologique du topos e´tale
(cf. [SGA72, Exp. VIII Thm. 1.1]) que i∗IRj∗(π∗Λ) = πI∗i
′∗
I Rj
′
∗Λ. 
(3.2.2) Lemme.– Conside´rons la normalisation Y (c˙) et le diagramme suivant :
Y (c˙)
j′ // Y (c˙) π−1(CI)
i′Ioo
π−1(CI)
OO
j′I
dd■■■■■■■■■
Le morphisme canonique
i′I,∗i
′∗
I Rj
′
∗Λ −→ Rj
′
I,∗j
′∗
I Rj
′
∗Λ
est un isomorphisme.
Preuve : Rappelons la construction explicite de Y (c˙) dans [BR09].
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Y˜∅(c)
/Gnm

f /H

j˜′ // Y˜ (c)
/Hf¯

˜pi−1(CI)
i˜′Ioo
f¯I

˜pi−1(CI)
j˜′I
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
ff▼▼▼▼▼▼▼▼▼▼
f¯I

Y˜∅(c)/H
p /(Gnm/H)

j˜′H // Y˜ (c)/H
p¯ /(Gnm/H)

˜pi−1(CI )/H
p¯I

i˜′H,Ioo
˜pi−1(CI )/H
j˜′H,I
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
ff▼▼▼▼▼▼▼▼▼▼
p¯I

Y (c˙)
pi

j′ // Y (c˙)
pi

pi−1(CI)

i′Ioo
pi−1(CI)
j′I
kk❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳
ff◆◆◆◆◆◆◆◆◆◆◆

X(c)
j // X(c) CI
iIoo
CI
jI
kk❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳
gg◆◆◆◆◆◆◆◆◆◆◆◆◆
Comme dans loc. cit. Y˜ (c) est une varie´te´ lisse, purement de dimension 2n,munie
d’une action de TcF × (Gm)n, faisant de X(c) le quotient par cette action. L’appli-
cation j˜′ : Y˜∅(c) →֒ Y˜ (c) est une immersion ouverte dense, dont le comple´mentaire
est un diviseur a` croisements normaux (cf. (2.1.7)). Un argument similaire a` l’e´tape
3 de la preuve du [Dat12, Thm. 2.2] nous fournit un isomorphisme :
(3.2.3) i˜′I,∗i˜
′∗
I Rj˜
′
∗Λ
∼
−→ Rj˜′I,∗j˜
′∗
I Rj˜
′
∗Λ.
L’action du groupe (Gm)n sur Y˜ (c) n’est pas libre en ge´ne´ral et il existe un sous-
groupe fini H (qui est note´ H{1,...,n} dans loc. cit.) de Gnm tel que Gnm/H agisse
librement sur Y˜ (c)/H ([BR09, Prop. 2.7 (a)]). Conside´rons le diagramme commu-
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tatif suivant :
Y˜∅(c)
f /H

j˜′ // Y˜ (c)
/Hf¯

˜π−1(CI)
i˜′Ioo
f¯I

˜π−1(CI)
j˜′I
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
ff▼▼▼▼▼▼▼▼▼▼▼
f¯I

Y˜∅(c)/H
j˜′H // Y˜ (c)/H ˜π−1(CI)/H
i˜′H,Ioo
˜π−1(CI)/H
j˜′H,I
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
ff▼▼▼▼▼▼▼▼▼▼▼
Le groupe fini H agit librement sur Y˜∅(c) ([BR09, Prop. 2.7 (b)]), donc f est un
reveˆtement galoisien. Le faisceau e´tale f∗Λ sur Y˜∅(c)/H est un faisceau de Λ[H]-
modules, et le morphisme d’adjonction induit un isomorphisme Λ
∼
−→ (f∗Λ)
H . No-
tons RH le foncteur de´rive´ du foncteur des H-invariants. Comme H est fini, prendre
lesH-invariants est une limite projective finie, donc commute avec les foncteurs pull-
back. D’autre part, RH = RHomΛ[H](Λ,−) commute avec les images directes. On
en de´duit que
i˜′H,I,∗˜i
′∗
H,IRj˜
′
H,∗Λ = i˜
′
H,I,∗i˜
′∗
H,IRj˜
′
H,∗(f∗Λ)
H = RH(f¯∗ i˜
′
I,∗˜i
′∗
I Rj˜
′
∗Λ)
et
Rj˜′H,I,∗j˜
′∗
H,IRj˜
′
H,∗Λ = RH(f¯∗Rj˜
′
I,∗j˜
′∗
I Rj˜
′
∗Λ).
En plus, le morphisme
i˜′H,I,∗˜i
′∗
H,IRj˜
′
H,∗Λ→ Rj˜
′
H,I,∗j˜
′∗
H,IRj˜
′
H,∗Λ
s’identifie a`
RH f¯∗(˜i
′
I,∗i˜
′∗
I Rj˜
′
∗Λ→ Rj˜
′
I,∗j˜
′∗
I Rj˜
′
∗Λ).
D’apre`s 3.2.3, on a donc
(3.2.4) i˜′H,I,∗˜i
′∗
H,IRj˜
′
H,∗Λ
∼
−→ Rj˜′H,I,∗j˜
′∗
H,IRj˜
′
H,∗Λ
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Conside´rons ensuite le diagramme commutatif :
Y˜∅(c)/H
p /(Gnm/H)

j˜′H // Y˜ (c)/H
p¯ /(Gnm/H)

˜π−1(CI)/H
p¯I

i˜′H,Ioo
˜π−1(CI)/H
j˜′H,I
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
ff▼▼▼▼▼▼▼▼▼▼▼
p¯I

Y (c˙)
j′ // Y (c˙) π−1(CI)
i′Ioo
π−1(CI)
j′I
kk❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳
gg❖❖❖❖❖❖❖❖❖❖❖
Le morphisme p¯ est le quotient par l’action libre de (Gm)n/H, donc il est lisse.
D’apre`s le the´ore`me de changement de base lisse et l’invariance topologique du
topos e´tale ([SGA72, Exp. VIII]), on a
p¯∗(i′I,∗i
′∗
I Rj
′
∗Λ) = i˜
′
H,I,∗i˜
′∗
H,IRj˜
′
H,∗Λ
et
p¯∗(Rj′I,∗j
′∗
I Rj
′
∗Λ) = Rj˜
′
H,I,∗j˜
′∗
H,IRj˜
′
H,∗Λ.
En plus, le morphisme
i˜′H,I,∗˜i
′∗
H,IRj˜
′
H,∗Λ −→ Rj˜
′
H,I,∗j˜
′∗
H,IRj˜
′
H,∗Λ
s’identifie a`
p¯∗(i′I,∗i
′∗
I Rj
′
∗Λ −→ Rj
′
I,∗j
′∗
I Rj
′
∗Λ).
D’apre`s 3.2.4, c’est un isomorphisme :
p¯∗(i′I,∗i
′∗
I Rj
′
∗Λ
∼
−→ Rj′I,∗j
′∗
I Rj
′
∗Λ).
En vertu de la surjectivite´ de p¯, on en de´duit que le morphisme suivant :
i′I,∗i
′∗
I Rj
′
∗Λ −→ Rj
′
I,∗j
′∗
I Rj
′
∗Λ
est un isomorphisme.

(3.2.5) Lemme.– Soient G = G1 ×G2, et c˙G = (c˙G1 , c˙G2). Supposons que la
conjecture A’ soit ve´rifie´e pour G1 et G2, alors elle l’est aussi pour G.
Preuve : Comme on a un isomorphisme YG(c˙G) ∼= YG1(c˙G1) × YG2(c˙G2) et
idem pour la composante dans la compactification partielle, l’e´nonce´ de´coule de la
formule de Ku¨nneth. 
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3.3 Re´duction au cas de codimension 1
Dans cette partie, on de´montre la conjecture A’ sous certaines hypothe`ses sur le
cas de codimension 1. Si I ⊂ ∆ stable sous φ est tel que |I/φ| = |∆/φ| − 1, on dit
que c’est un cas de codimension 1. Dans ce cas, dimXLI (cI) = dimX(c) − 1. On
fait l’hypothe`se suivante :
Hypothe`se. Pour toute composante de Levi F -stable L d’un sous-groupe parabo-
lique propre F -stable de G, la conjecture A’ est vraie pour tous les cas de codimen-
sion 1 de L.
Sous cette hypothe`se, on de´montre la conjecture A’. Autrement dit, la preuve
pour les strates de codimension plus grande que un se rame`ne a` celle pour les strates
de codimension e´gale a` un. La de´monstration se fait par re´currence sur le rang semi-
simple rgss(G) de G. Tout d’abord, le cas rgss(G) = 1 de´coule de l’hypothe`se sur
le cas de codimension 1. Soit G un groupe re´ductif connexe de rang semi-simple
n. Supposons que la conjecture A’ soit vraie pour tous les sous-groupes de Levi
rationnels L de G tels que rgss(L) < n. Soit J un sous-ensemble des racines simples
∆ de G stable sous φ. Par notre hypothe`se sur le cas de codimension 1, on peut
supposer que J est tel que rgss(LJ) 6 rgss(G) − 2. Choisissons alors un sous-
ensemble I ⊂ ∆ stable sous φ, contenant J, et rgss(LI) = rgss(G) − 1. On a alors
le diagramme commutatif suivant :
π−1(CI)
j′I
zz✉✉
✉✉
✉✉
✉✉
✉ j′◦I
%%▲▲
▲▲
▲▲
▲▲
▲▲

Y (c˙)
j′ //
π

Y (c˙)
π

π−1(CI)
i′Ioo

π−1(CJ)
i′J⊂Ioo

i′J
cc
CI
zztt
tt
tt
tt
t
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
X(c) // X(c) CIoo CJoo
(3.3.1) Lemme.– Les inclusions naturelles
π−1(CI)
 
j′◦I // π−1(CI) oo
i′J⊂I
? _π−1(CJ).
induisent un isomorphisme :
RΓ(π−1(CI),Λ)
UJ/UI ∼−→ RΓ(π−1(CJ), i
′∗
J⊂IRj
′◦
I∗Λ|π−1(CJ )).
Preuve : Notons cI l’e´le´ment de Coxeter de LI de´fini dans 2.2. D’apre`s (2.2.1),
on a CI ∼= XLI (cI). Conside´rons le diagramme suivant :
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YLI (c˙I)
icI
  ✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
✁
πLI

j′
LI // Y LI (c˙I)
πLI

π−1LI (CJ)
i′
LI ,Joo

CI ∼= XLI (cI)
jLI // XLI (cI) CJ
∼= XLJ (cJ )
iLI ,Joo
π−1(CI)
j′◦I //
π
77♣♣♣♣♣♣♣♣♣♣♣
π−1(CI)
π
77♣♣♣♣♣♣♣♣♣♣♣
π−1(CJ )
77♦♦♦♦♦♦♦♦♦♦♦i′J⊂Ioo
D’apre`s la construction de Bonnafe´ et Rouquier ([BR09, Thm. 1.2 (d)]), il existe un
morphisme canonique icI : YLI (c˙I) ։ π
−1(CI) tel que π
−1(CI) soit le quotient de
YLI (c˙I) par un sous-groupe N (qui est note´ NcI (Yc,cI ) dans loc. cit.). Par hypothe`se
de re´currence sur LI , on a un isomorphisme donne´ par le morphisme de restriction :
RΓ(YLI (c˙I),Λ)
UJ/UI ∼−→ RΓ(π−1LI (CJ), i
′∗
LI ,JRj
′
LI ,∗Λ).
C’est e´quivalent a` dire que le morphisme suivant induit par restriction est un iso-
morphisme
(3.3.2) RΓ(CI , πLI∗Λ)
UJ/UI ∼−→ RΓ(CJ , i
∗
LI ,JRjLI ,∗πLI∗Λ).
D’autre part, on a un diagramme commutatif
RΓ(π−1(CI),Λ)
UJ/UI //
∼=

RΓ(π−1(CJ), i
′∗
J⊂IRj
′◦
I∗Λ|π−1(CJ ))
∼=

RΓ(CI , π∗(Λπ−1(CI )))
UJ/UI // RΓ(CJ , i
∗
LI ,J
RjLI ,∗π∗Λ)
Notons que Λπ−1(CI ) = (icI ,∗Λ)
N et l’action de UJ/UI commute avec celle de N,
nous avons donc
RΓ(CI , π∗(Λπ−1(CI )))
UJ/UI ∼−→ RΓ(CI , π∗(icI ,∗Λ)
N )UJ/UI
∼
−→ RN (RΓ(CI , πLI∗Λ)
UJ/UI
∼
−→ RN (RΓ(CI , πLI∗Λ)
UJ/UI ),
et
RΓ(CJ , i
∗
LI ,JRjLI ,∗π∗Λ)
∼
−→ RΓ(CJ , i
∗
LI ,JRjLI ,∗(π∗(icI ,∗Λ)
N ))
∼
−→ RN (RΓ(CJ , i
∗
LI ,J
RjLI ,∗πLI∗Λ)).
Notons que les isomorphismes ci-dessus sont compatibles avec les morphismes de
restriction. En appliquant le foncteur de´rive´ RN a` l’isomorphisme 3.3.2, on de´duit
un isomorphisme
RΓ(CI , π∗(Λπ−1(CI )))
UJ/UI ∼−→ RΓ(CJ , i
∗
LI ,J
RjLI ,∗π∗Λ).
15
Donc un isomorphisme
RΓ(π−1(CI),Λ)
UJ/UI ∼−→ RΓ(π−1(CJ), i
′∗
J⊂IRj
′◦
I∗Λ|π−1(CJ )).

Revenons a` la preuve de la conjecture A’. Conside´rons la compactification par-
tielle Y (c˙)I = Y (c˙)
∐
π−1(CI). D’apre`s [BR09, Thm. 1.2 (a)], (Y (c˙)
I , π−1(CI)) est
un couple lisse de codimension 1. Le the´ore`me de purete´ relative ([SGA73, Exp.
XVI]) nous fournit un triangle distingue´ dans Dbc(π
−1(CI),Λ) :
Λ −→ j′∗I Rj
′
∗Λ −→ Λ(−1)[−1]
+1
−→ .
ainsi qu’un diagramme commutatif :
RΓ(π−1(CI),Λ) //
res .

RΓ(π−1(CI), j
′∗
I Rj
′
∗Λ) //
res .

RΓ(π−1(CI),Λ(−1))[−1]
res .

// .
RΓ(π−1(CJ), i
′∗
J⊂IRj
′◦
I∗Λ)
// RΓ(π−1(CJ), i
′∗
J⊂IRj
′◦
I∗j
′∗
I Rj
′
∗Λ) // RΓ(π
−1(CJ), i
′∗
J⊂IRj
′◦
I∗Λ(−1))[−1]
// .
En vertu du lemme pre´ce´dent, ceci induit un isomorphisme :
RΓ(π−1(CI), j
′∗
I Rj
′
∗Λ)
UJ/UI ∼−→ RΓ(π−1(CJ), i
′∗
J⊂IRj
′◦
I∗(j
′∗
I Rj
′
∗Λ|π−1(CI )))
D’apre`s le lemme (3.2.2), i′∗JRj
′
∗Λ = i
′∗
J⊂I i
′∗
I Rj
′
∗Λ = i
′∗
J⊂IRj
′◦
I∗(j
′∗
I Rj
′
∗Λ|π−1(CI )). On
en de´duit que
RΓ(Y (c˙),Λ)UJ = (RΓ(Y (c˙),Λ)UI )UJ/UI
∼
−→ RΓ(π−1(CI), j
′∗
I Rj
′
∗Λ)
UJ/UI
∼
−→ RΓ(π−1(CJ ), i
′∗
JRj
′
∗Λ).
Ceci ache`ve le raisonnement par re´currence.
4 Le cas ou` G = GLd(Fq)
Dans cette section, nous de´taillons les constructions de la section 2 lorsque G =
GLd(Fq) le groupe line´aire de dimension d.
4.1 L’espace de Drinfeld sur un corps fini
(4.1.1) Soient G = GLd(Fq) et F l’endomorphisme de Frobenius standard
(ai,j) 7→ (a
q
i,j). Via cette isoge´nie, G admet une Fq-structure de´ploye´e de sorte
que GF , le groupe des points fixe´s par F, s’identifie a` GLd(Fq). Notons de plus que
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B le sous-groupe de Borel de GLd(Fq) des matrices triangulaires supe´rieures, T le
tore maximal des matrices diagonales. Le syste`me de racines Φ est de type Ad−1, et
∆ = {α1, . . . , αd−1} la base de Φ associe´e a` B. On nume´rotera ∆ de telle sorte que
pour i ∈ {1, . . . , d− 1}, le parabolique P∆\{αi} soit le stabilisateur d’un sous-espace
de dimension i de Fdq . Le groupe de Weyl W s’identifie alors au groupe syme´trique
Sd, et nous choisissons l’e´le´ment de Coxeter c = (1, . . . , d) ∈ Sd. De´sormais, on
notera Td := T
cF , et l’application (aij)16i,j6d 7→ a11 nous fournit un isomorphisme
Td
∼
−→ F×
qd
.
La varie´te´ projective G/B s’identifie a` l’ensemble F des drapeaux complets de
l’espace vectoriel Fdq :
F =
{
{0} = D0 ⊂ D1 ⊂ · · · ⊂ Dd = F
d
q | dimFq Di = i
}
.
En effet, G agit transitivement sur F et B s’identifie au stabilisateur du drapeau
canonique
{0} ⊂ D1 ⊂ D2 ⊂ · · · ⊂ Dd−1 ⊂ F
d
q
ou` Di est le sous-espace de´fini par Xi = · · · = Xd−1 = 0, ∀1 6 i 6 d − 1, et
X0, . . . ,Xd−1 de´signent les coordonne´es sous base canonique de l’espace vectoriel
Fdq . Via cette description, un drapeau D• appartient a` X(c) si et seulement si Di =
D1⊕F (D1)⊕· · ·⊕F
i−1(D1) pour tout i (cf. [DL76, 2.2]). On obtient ainsi que X(c)
s’identifie a` la sous-varie´te´ Ωd−1Fq de P
d−1
Fq de´finie, dans les coordonne´es projectives
[X0 : . . . : Xd−1], par la non-nullite´ du de´terminant det((X
qj
i )06i,j6d−1). Autrement
dit, Ωd−1Fq peut s’exprimer comme le comple´mentaire de tous les hyperplans Fq-
rationnels dans Pd−1Fq . Nous fixons c˙ l’e´le´ment dont l’action sur la base canonique
{ei}16i6d est donne´e par c˙(ei) = ei+1, ∀1 6 i 6 d− 1 et c˙(ed) = e1. La varie´te´ Y (c˙)
est finie e´tale sur Ωd−1Fq de groupe de Galois Td
∼= F×qd. De plus, on peut identifier Y (c˙)
avec la sous-varie´te´ DLd−1 de l’espace affine AdFq = SpecFq[X0, . . . ,Xd−1] de´finie par
l’e´quation det((Xq
j
i )06i,j6d−1)
q−1 = (−1)d−1. En particulier, DLd−1 est une varie´te´
affine et lisse.
(4.1.2) On de´signe Ω
d−1
Fq la compactification de Ω
d−1
Fq (cf. 2.1). Il est bien connu
que Ω
d−1
Fq peut se construire par une suite d’e´clatements successifs de l’espace pro-
jectif Pd−1Fq (cf. [Ito05, 4.1]). Rappelons que si X est une varie´te´ et π : X˜ → X est un
e´clatement de X le long d’une sous-varie´te´ ferme´e V, pour une sous-varie´te´ ferme´e
W non contenue dans V, le transforme´ strict W˜ ⊂ X˜ de W s’identifie a` l’adhe´rence
de Zariski de π−1(W\V ) dans X˜.
Lemme.– On peut obtenir Ω
d−1
Fq de la fac¸on suivante : a` partir de l’espace pro-
jectif Pd−1Fq , on e´clate tous ses points Fq-rationnels, et puis on e´clate le long des
transforme´s stricts de toutes les droites Fq-rationnelles, et puis on e´clate le long des
transforme´s stricts de tous les plans Fq-rationnels et ainsi de suite.
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Preuve : Notons Zi ⊂ Y0 := Pd−1Fq la re´union de toutes les sous-varie´te´s line´aires
Fq-rationnelles de dimension i, ∀i ∈ {0, . . . , d − 2}. Posons Y1 l’e´clatement de Y0
le long de Z0, et Z
(1)
i le transforme´ strict de Zi dans Y1 pour i > 1. Posons Y2
l’e´clatement de Y1 le long de Z
(1)
1 , et Z
(2)
i le transforme´ strict de Z
(1)
i pour i > 2.
Construisons les varie´te´s projectives Yk et Z
(k)
i par re´currence. Supposons que Yk−1
et Z
(k−1)
i soient construites, posons pk : Yk → Yk−1 l’e´clatement de Yk−1 le long de
Z
(k−1)
k−1 , et Z
(k)
i le transforme´ strict de Z
(k−1)
i dans Yk. Notons que pour j 6 k, Z
(k)
j
est une union disjointe de ses composantes irre´ductibles. Finalement, on obtient
une varie´te´ projective Yd−2 et un morphisme f := p1 ◦ · · · ◦ pd−2 : Yd−2 −→ Y0.
Autrement dit, on a une suite d’e´clatements :
Yd−2
pd−2
−→ Yd−3
pd−3
−→ · · ·
p2−→ Y1
p1−→ Y0.
Notons X(c) := Ωd−1Fq , et X(c) := Ω
d−1
Fq = X(c)
∐
(
⋃
16k6d−1X(ck)), ou` ck =
sα1 · · · sαk−1sαk+1 · · · sαd−1 . On rappelle que
X(c) :=
{
(g1B, . . . , gdB) ∈ (G/B)
d | gdB = F (g1)B,
g−1i gi+1 ∈ BsαiB ∪B, ∀1 6 i 6 d− 1
}
est une sous-varie´te´ projective de (G/B)d, et que X(c)\X(c) est une re´union des
sous-varie´te´s projectives
X(ck) =
{
g ∈ X(c)
∣∣ g−1i gi+1 ∈ BsαiB ∪B ∀i ∈ {1, . . . , k − 1},
g−1k gk+1 ∈ B, g
−1
j gj+1 ∈ BsαjB ∪B ∀j ∈ {k + 1, . . . , d− 1}
}
Notons pour i > 1, Di = {Xj = · · · = Xd−1 = 0} ⊂ Pd−1, et de´finissons un
morphisme
φ0 : X(c) −→ Y0
g := (g1B, . . . , gdB) 7−→ g1 ·D1
C’est un morphisme projectif birationnel PGLd(Fq)-e´quivariant induisant un iso-
morphisme sur X(c)
∼
−→ Ωd−1Fq . L’image re´ciproque
φ−10 (D1) = {g ∈ X(c1) | g1 = (ai,j)16i,j6d avec a11 6= 0, et ai,1 = 0 ∀i > 2}
est une composante irre´ductible de X(c1), donc un diviseur de X(c). Les Fq-points
rationnels de Pd−1 sont conjugue´s sous l’action de PGLd(Fq), et leurs images in-
verses sous φ0 constituent un diviseur de X(c). D’apre`s la proprie´te´ universelle
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d’e´clatement [Har77, II 7.14] et le fait que φ0 est PGLd(Fq)-e´quivariant, il existe
un unique morphisme projectif PGLd(Fq)-e´quivariant φ1 : X(c) −→ Y1 tel que
φ0 = p1 ◦φ1 et φ
−1
0 (Z0) = X(c1). Notons D
◦
2 le comple´mentaire dans D2 de tous ses
points rationnels, et D
◦(1)
2 (resp. D
(1)
2 ) le transforme´ strict de D
◦
2 (resp. D2) dans
Y1. Alors on a
φ−11 (D
◦(1)
2 ) = φ
−1
0 (D
◦
2) ={g ∈ X(c2) | g1 = (aij)16i,j6d avec a11, a21 Fq-line´airement
inde´pendants, et ai1 = 0 ∀i ∈ {3, . . . , d}}.
De plus, sous ces conditions, on a aij = 0 lorsque 3 6 i 6 d, 1 6 j 6 2. On en de´duit
un isomorphisme (cf. (4.1.4))
φ−11 (D
◦(1)
2 )
∼
−→ Ω1Fq × Ω
d−3
Fq .
Ceci entraˆıne que φ−11 (D
(1)
2 ) est une composante irre´ductible de X(c2), donc
φ−11 (Z
(1)
1 ) = X(c2). De plus, on a φ
−1
1 (Z
(1)
0 ∩ Z
(1)
1 ) = φ
−1
1 (Z
(1)
0 ) ∩ φ
−1
1 (Z
(1)
1 ) =
X(c1) ∩X(c2).
Par re´currence, construisons un morphisme projectif birationnel φk : X(c) −→
Yk pour chaque k 6 d − 2. Supposons que φk−1 soit construit. Notons D
◦
k le
comple´mentaire dans Dk de la re´union des tous ses sous-espaces line´aires rationnels
propres, et D
◦(k−1)
k (resp. D
(k−1)
k ) le transforme´ strict de D
◦
k (resp. Dk) dans Yk−1.
Le morphisme φk−1 induit bien suˆr un isomorphisme entre D
◦
k et D
◦(k−1)
k . Comme
Dk est de dimension k− 1, D
(k−1)
k est une composante irre´ductible de Z
(k−1)
k−1 . Alors
on a
φ−1k−1(D
◦(k−1)
k ) = φ
−1
0 (D
◦
k) = {g ∈ X(ck) | g1 = (aij)16i,j6d avec a11, . . . , ak1
Fq-line´airement inde´pendants, et ai1 = 0 ∀i ∈ {k + 1, . . . , d}}.
De plus, sous ces conditions, on a aij = 0 lorsque k + 1 6 i 6 d, 1 6 j 6 k. On en
de´duit un isomorphisme (cf. (4.1.4))
φ−1k−1(D
◦(k−1)
k )
∼
−→ Ωk−1Fq × Ω
d−1−k
Fq .
Ceci entraˆıne que φ−1k−1(D
(k−1)
k ) est une composante irre´ductible de X(ck), donc
un diviseur irre´ductible. Par la PGLd(Fq)-e´quivariance de Z
(k−1)
k−1 , on sait que
φ−1k−1(Z
(k−1)
k−1 ) = X(ck). En vertu de la proprie´te´ universelle d’e´clatement, il existe
un unique morphisme projectif birationnel PGLd(Fq)-e´quivariant φk : X(c) −→ Yk
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qui rend le diagramme suivant commutatif :
X(c)
φk−1
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
φ0
✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
φk // Yk
pk

Yk−1
pk−1
...
p1

Y0
De la meˆme manie`re, on sait que φ−1k (Z
(k)
k ) = X(ck+1), et pour 0 6 i1, . . . , in 6 k
φ−1k (Z
(k)
i1
∩ · · · ∩ Z
(k)
in
) = φ−1k (Z
(k)
i1
) ∩ · · · ∩ φ−1k (Z
(k)
in
) = X(ci1+1) ∩ · · · ∩X(cin+1).
Finalement, on obtient un morphisme projectif birationnel φd−2 : X(c) → Yd−2
ve´rifiant que
(4.1.3) φ−1d−2(
⋂
i∈S
Z
(d−2)
i ) =
⋂
i∈S
φ−1d−2(Z
(d−2)
i ) =
⋂
i∈S
X(ci+1),
pour n’importe quel sous-ensemble S de {0, . . . , d− 2}.
Montrons maintenant que φd−2 est un isomorphisme. Notons tout d’abord
que φd−2 est un e´clatement d’apre`s [Har77, II 7.17]. Supposons que φd−2
soit un e´clatement de Yd−2 le long d’un sous-sche´ma ferme´ irre´ductible Z ⊂
Yd−2\f
−1(Ωd−1Fq ) =
⋃
Z
(d−2)
i de codimension > 2, ou` f est le compose´ d’e´clatements
Yd−2 → Y0. On peut alors supposer que Z est contenu dans certain Z
(d−2)
i . D’apre`s
4.1.3, Z n’est pas contenu dans l’intersection de Z
(d−2)
i avec les autres composantes
Z
(d−2)
j . D’autre part, par construction, on sait que φd−2|X(ci+1) : X(ci+1)→ Z
(d−2)
i
est un morphisme birationnel. Or, le nerf de la stratification de X(c)\X(c) et celui
de Yd−2\f
−1(Ωd−1Fq ) co¨ıncident avec l’immeuble de Tits associe´ a` GLd(Fq). Il s’en-
suit que un tel sous-sche´ma Z n’existe pas. Donc φd−2 est un isomorphisme. Ceci
termine la preuve du lemme. 
(4.1.4) Lorsque I est un sous-ensemble de ∆ tel que ∆\I = {αi}, LI s’identifie
au produit GLi(Fq) × GLd−i(Fq), et BI s’identifie au produit Bi × Bd−i des sous-
groupes de Borel standards de GLi(Fq) et GLd−i(Fq) respectivement. Le groupe
de Weyl WLI isomorphe au produit WGLi(Fq) ×WGLd−i(Fq), de sorte qu’il existe des
e´le´ments sαk ∈WGLi(Fq) pour 1 6 k 6 i−1 et sαl ∈WGLd−i(Fq) pour i+1 6 l 6 d−1,
tels que via cet isomorphisme sαk s’identifie a` (sαk , 1) pour 1 6 k 6 i − 1 et sαl
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s’identifie a` (1, sαl) pour i + 1 6 l 6 d − 1. Notons c1(i) := sα1 · · · sαi−1 (resp.
c2(d − i) := sαi+1 · · · sαd−1) l’e´le´ment de Coxeter (1, . . . , i) ∈ Si = WGLi(Fq) (resp.
(1, . . . , d− i) ∈ Sd−i =WGLd−i(Fq)).
De´sormais, on identifiera XLI (cI) avec Ω
i−1
Fq × Ω
d−1−i
Fq de la fac¸on suivante :
XLI (cI) = {gBI ∈ LI/BI | g
−1F (g) ∈ BIcIBI}
=
{
(g1, g2) ∈ GLi/Bi ×GLd−i/Bd−i
∣∣ g−11 F (g1) ∈ Bic1(i)Bi,
g−12 F (g2) ∈ Bd−ic2(d− i)Bd−i
}
∼
−→ Ωi−1Fq × Ω
d−1−i
Fq
De meˆme, on a une description analogue
YLI (c˙I)
∼
−→ DLi−1 ×DLd−1−i.
Remarque.– Soient I ⊂ ∆ et I = ∆\{αi} pour une racine simple αi ∈ ∆.
La sous-varie´te´ ouverte X(ci) du diviseur X(ci) est une union disjointe de compo-
santes irre´ductibles isomorphes a` XLI (cI), cf. (2.2.1). On notera CI la composante
irre´ductible fixe´e par UI . En vertu du lemme (4.1.2), on obtient que CI est le trans-
forme´ strict de l’espace rationnel Di dans Ω
d−1
Fq .
4.2 Quotients de Lusztig explicites
Nous calculons explicitement, dans le cas de GLd, la construction de Lusztig
[Lus77, 2.7, 2.10] que nous avons rappele´e dans 2.2. En particulier, nous de´montrons
la proprie´te´ suivante (voir (4.2.8) pour l’e´nonce´ plus pre´cis) :
The´ore`me.– Soient I = ∆\{αi} pour une racine simple αi ∈ ∆, et CI la
composante irre´ductible de X(ci) fixe´e par UI . Notons Ω
d−1,I
Fq := Ω
d−1
Fq
∐
CI ⊂ Ω
d−1
Fq .
Alors, il existe un isomorphisme
UI\Ω
d−1,I
Fq
∼
−→ Ωi−1Fq × A
1 × Ωd−1−iFq .
(4.2.1) Soit U le sous groupe de matrices unipotentes triangulaires supe´rieures
de GLd(Fq),
U =
{
u = (ud, ud−1, . . . , u1)
∣∣∣∣ ud =

1
0
0
0
0
...
0

, ui =

u1,i
...
ud−i,i
1
0
...
0

, 1 6 i 6 d− 1
}
.
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D’apre`s la condition 2.2.3, pour que un e´le´ment u ∈ U appartienne a` X ′(c), il faut
et il suffit qu’il existe vi ∈ Fq, 1 6 i 6 d−1 non nuls tels que les conditions suivantes
soient ve´rifie´es : {
vi = u
q
d−i,i − ud−i,i 6= 0
F (ui)− ui = vi · ui+1
Il est e´vident que pour un tel e´le´ment u, les vi, ui et donc u lui-meˆme sont de´termine´s
comple`tement par sa dernie`re colonne u1.
Lemme.– L’inverse de l’isomorphisme L dans (2.2.4) (b) est donne´ par
Ωd−1Fq
∼
−→ X ′(c)
(
x0 :=
X0
Xd−1
, . . . , xd−2 :=
Xd−2
Xd−1
)
7→ u = (ud, ud−1, . . . , u1), ou` u1 =

x0
...
xd−2
1
 , et les ui, i > 2
sont donne´s par re´currence
{
ui+1 =
1
vi
(F (ui)− ui)
vi = u
q
d−i,i − ud−i,i.
Preuve : En sachant que L : X ′(c) → Ωd−1Fq est un isomorphisme, il suffit
de montrer que ∀u = (uij) ∈ X
′(c), L(u) = (u11, . . . , ud−1,1). En effet, w∆ = 1. . .
1
 , donc la premie`re colonne de u ·w∆ est e´gale a` (u11, . . . , ud−1,1, 1)t.
On en de´duit l’e´nonce´ du lemme. 
Nous pouvons reformuler le the´ore`me (2.2.4) de la fac¸on suivante :
(4.2.2) Corollaire.– (a) Le morphisme
X ′(c) −→Gm × · · · ×Gm (d− 1 fois)
u = (uk,l) 7→(vd−1, . . . , v1)
ou` vi = u
q
d−i,i − ud−i,i induit un isomorphisme U\X
′(c)
∼
−→ (Gm)d−1.
(b) Soient I ⊂ ∆ et ∆\I = {αi}. Alors, l’application
UI\X
′(c) −→Ωi−1Fq ×Gm × Ω
d−1−i
Fq
u = (uk,l) (mod UI) 7→
(
(u1,d+1−i, . . . , ui−1,d+1−i), vd−i, (ui+1,1, . . . , ud−1,1)
)
est un isomorphisme. En plus, son compose´ avec l’isomorphisme Ωd−1Fq
∼
−→
X ′(c) induit un isomorphisme
(4.2.3) UI\Ω
d−1
Fq
∼
−→ Ωi−1Fq ×Gm × Ω
d−1−i
Fq .
22
(4.2.4) Soit I ⊂ ∆ tel que ∆\I = {αi}. On notera ρI le morphisme donne´ par
le compose´ :
Ωd−1Fq ։ UI\Ω
d−1
Fq
∼
−→ Ωi−1Fq ×Gm ×Ω
d−1−i
Fq .
Rappelons que CI est la composante irre´ductible de X(ci) fixe´e par UI . Dans la
suite, nous e´tudions Ωd−1,IFq := Ω
d−1
Fq
∐
CI ⊂ X(c) une compactification partielle
de Ωd−1Fq associe´e a` I, et nous montrons que le morphisme ρI se prolonge a` Ω
d−1,I
Fq
induisant un isomorphisme UI\Ω
d−1,I
Fq
∼
−→ Ωi−1Fq ×A
1 ×Ωd−1−iFq (voir (4.2.8)). Cette
compactification sera utilise´e dans la de´monstration du the´ore`me (5.1.1).
Sous les coordonne´es projectives [X0 : X1 : . . . : Xd−1] de Pd−1Fq , pour 1 6 j 6
d−1, P∆\{αj} est le stabilisateur du sous-espace Dj dans P
d−1
Fq . Notons que C∆\{αj}
est le transforme´ strict de Dj dans Ω
d−1
Fq . Soit Z la re´union des transforme´s stricts
de tous les sous-espaces Fq-rationnels sauf celui de Dj, ∀1 6 j 6 d−1. Conside´rons
la sous-varie´te´ ouverte Ω
d−1
Fq \Z de Ω
d−1
Fq qui est en fait la re´union de Ω
d−1
Fq avec les
composantes C∆\{αi} pour tout αi ∈ ∆.
(4.2.5) Lemme.– La varie´te´ Ω
d−1
Fq \Z est une sous-varie´te´ affine ouverte d’un
espace affine Ad−1 de coordonne´es affines (y1, . . . , yd−1) := (X1X0 ,
X2
X1
, . . . ,
Xd−1
Xd−2
). De
plus, la composante C∆\{αi} est contenue dans l’hyperplan yi = 0.
Preuve : Conside´rons la fonction
δd(y1, . . . , yd−1) = det

1 y1 y2 · · · y1 · · · yd−1
1 yq1 y
q
2 · · · (y1 · · · yd−1)
q
...
...
...
...
...
1 yq
d−1
1 y
qd−1
2 · · · (y1 · · · yd−1)
qd−1

q−1
sur Ad−1 := Spec(Fq[y1, . . . , yd−1]). Le morphisme
ϕ : Ad−1 −→ Pd−1Fq
(y1, . . . , yd−1) 7−→ [1 : y1 : y1y2 : · · · : y1 · · · yd−1]
induit un isomorphisme Ad−1∅ := {(y1, . . . , yd−1) ∈ Ad−1 | δd(y1, . . . , yd−1) 6= 0}
∼
−→
Ωd−1Fq . Pour chaque i ∈ {1, . . . , d− 1} fixe´, on a une factorisation
δd(y1, . . . , yd−1) = C
∏
(a0,...,ad−1)∈Fdq\{0}
(a0 + a1y1 + · · · + ad−1y1 · · · yd−1)
= C · (y1 · · · yi)
qd−i−1 · δd−i(yi+1, . . . , yd−1) · δd,i(y1, . . . , yd−1),
ou` C est une constante, et δd,i(y1, . . . , yd−1) est le produit de a0 + a1y1 + · · · +
ad−1y1 · · · yd−1 sur tous les (a0, . . . , ad−1) ∈ Fdq\{0} tels que aj 6= 0 pour certain
j < i. Il est clair que δd,i ≡ δi(y1, . . . , yi−1)
qd−i (mod yi).
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Conside´rons Ad−1,i la sous-varie´te´ ouverte de Ad−1 de´finie par
{(y1, . . . , yd−1) ∈ Ad−1 |
δd(y1, . . . , yd−1)
yq
d−i−1
i
6= 0}.
Il re´sulte de la factorisation de δd ci-dessus que Ad−1,i = Ad−1∅
∐
Ai, ou` Ai =
{(y1, . . . , yd−1) | yi = 0, δd−i(yi+1, . . . , yd−1) · δi(y1, . . . , yi−1) 6= 0}. De´finissons
une fonction f comme le produit de a0 + a1y1 + · · · + ad−1y1 · · · yd−1 sur tous les
(a0, . . . , ad−1) ∈ Fdq\{0} tels qu’il existe au moins deux aj non nuls. Alors la sous-
varie´te´ ouverte D(f) de Ad−1 qui est le comple´mentaire de {f = 0} est affine ; il
s’ensuit que D(f) = Ad−1,1 ∪ · · · ∪ Ad−1,d−1.
Conside´rons ensuite la restriction du morphisme ϕ a` D(f), note´e encore ϕ :
D(f) → Pd−1Fq . Par de´finition, l’image re´ciproque de D1 sous ϕ s’identifie a` A1, et
l’image re´ciproque des autres points rationnels est vide. Comme A1 est un diviseur
de D(f), il re´sulte de la proprie´te´ universelle d’e´clatement qu’il existe un morphisme
ϕ1 : D(f)→ Y1, ou` Y1 est l’e´clatement de Pd−1Fq le long de tous ses points rationnels,
cf. (4.1.2). De plus, ϕ1 induit un isomorphisme entre A1 et le diviseur exceptionnel
le long de D1 prive´ les transforme´s stricts de toutes les droites rationnelles sauf celui
de D2. De la meˆme manie`re, il existe un morphisme ϕ2 : D(f)→ Y2 qui induit un
isomorphisme entre A2 et le diviseur exceptionnel le long de D2 prive´ le transforme´
strict de tous les plans rationnels sauf celui de D3. Finalement, par re´currence,
on obtient un morphisme ϕd−2 : D(f) → Yd−2 = Ω
d−1
Fq de l’image Ω
d−1
Fq \Z. En
vertu du ≪ main theorem ≫ de Zariski [Liu02, 4.4], ϕd−2 induit un isomorphisme
D(f)
∼
−→ Ω
d−1
Fq \Z.

Remarque.– En fait, les coordonne´es affines (y1, . . . , yd−1) comme ci-dessus
viennent d’un calcul direct de l’e´clatement dans le lemme (4.1.2).
(4.2.6) Lemme.– Sous les coordonne´es (y1, . . . , yd−1), le morphisme ρI :
Ωd−1Fq −→ Ω
i−1
Fq ×Gm × Ω
d−1−i
Fq est donne´ par
(y1, . . . , yd−1) 7−→
(( a1,d−i
(y1 · · · yi−1)q
d−i , . . . ,
ai−1,d−i
yq
d−i
i−1
)
, vd−i,
( 1
yi+1 · · · yd−1
, . . . ,
1
yd−1
))
,
ou` ajk ∈ Fq(y1, . . . , yd−1) est donne´ par re´currence :
aj1 =
1−(yj ···yd−1)
q−1
1−yq−1d−1
, 1 6 j 6 d− 2 ;
ajk =
aqj,k−1−(yj ···yd−k)
qk−qk−1aj,k−1
aqd−k,k−1−y
qk−qk−1
d−k ad−k,k−1
, 1 6 j 6 d− k − 1,
et vd−i =
aqi,d−1−i−y
qd−i−qd−1−i
i ai,d−1−i
yq
d−i
i
.
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Preuve : Calculons tout d’abord la matrice unipotente u ∈ X ′(c) dans (4.2.1).
E´crivons un point (x0, . . . , xd−2) ∈ Ω
d−1
Fq sous coordonne´es (y1, . . . , yd−1) de A
d−1
Fq
(cf. (4.2.5)),
xj =
1
yj+1 · · · yd−1
, 0 6 j 6 d− 2.
D’apre`s le lemme (4.2.1), on a
uj1 = xj−1 =
1
yj · · · yd−1
, 1 6 j 6 d− 1 et v1 = u
q
d−1,1 − ud−1,1 =
1− yq−1d−1
yqd−1
.
On en de´duit que, pour 1 6 j 6 d− 2,
uj2 =
uqj1 − uj1
v1
=
aj1
(yj · · · yd−2)q
, ou` aj1 =
1− (yj · · · yd−1)
q−1
1− yq−1d−1
et
v2 = u
q
d−2,2 − ud−2,2 =
aqd−2,1 − y
q2−q
d−2 ad−2,1
yq
2
d−2
.
Alors, pour 1 6 j 6 d− 3, on a
uj3 =
uqj2 − uj2
v2
=
aj2
(yj · · · yd−3)q
2 , ou` aj2 =
aqj,1 − (yj · · · yd−2)
q2−qaj1
aqd−2,1 − y
q2−q
d−2 ad−2,1
.
Par re´currence, posons
ajk =
aqj,k−1 − (yj · · · yd−k)
qk−qk−1aj,k−1
aqd−k,k−1 − y
qk−qk−1
d−k ad−k,k−1
, 1 6 j 6 d− k − 1.
On a donc
vk =
aqd−k,k−1 − y
qk−qk−1
d−k ad−k,k−1
yq
k
d−k
et uj,k+1 =
ajk
(yj · · · yd−1−k)q
k
.

(4.2.7) Lemme.– Pour j ∈ {1, . . . , i − 1}, aj,d−i =
1+f(yj ,...,yd−1)
1+g(yj ,...,yd−1)
∈
Fq(yj , . . . , yd−1), ou` f(yj, . . . , yd−1) et g(yj , . . . , yd−1) appartiennent a`
(yj, . . . , yd−1)Fq[yj , . . . , yd−1]. En particulier, ordyn(aj,d−i) = 0, ou` ordyn est la
valuation de Fq(yj, . . . , yd−1) de´finie par yn telle que ordyn(yn) = 1, j 6 n 6 d− 1.
De plus, aj,d−i ≡ 1 (mod yi), vd−i ∈ Fq(yi, . . . , yd−1), et ordyi(vd−i) = −qd−i < 0.
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Preuve : De´montrons-le par re´currence. Pour i = d− 1, aj1 =
1−(yj ···yd−1)
q−1
1−yq−1d−1
et
v1 =
1−yq−1d−1
yqd−1
. Soit i = k, et supposons que l’e´nonce´ soit vrai pour i ∈ {k+1, . . . , d−1}.
Par de´finition, on a
aj,d−k =
aqj,d−1−k − (yj · · · yk)
qd−k−qd−1−kaj,d−1−k
aqk,d−1−k − y
qd−k−qd−1−k
k ak,d−1−k
.
Notons que par re´currence, aj,d−1−k et ak,d−1−k appartiennent a` Fq(yj , . . . , yd−1),
et ils sont de la forme 1+f1+g ou` f, g ∈ (yj, . . . , yd−1)Fq[yj, . . . , yd−1]. On voit
imme´diatement qu’il existe f˜ , g˜ ∈ (yj , . . . , yd−1)Fq[yj, . . . , yd−1] tels que aj,d−k =
1+f˜
1+g˜ ∈ Fq(yj, . . . , yd−1), donc ordyn(aj,d−i) = 0, j 6 n 6 d − 1. Calculons la valeur
aj,d−k modulo yk. Nous avons
aj,d−k =
aqj,d−1−k − (yj · · · yk)
qd−k−qd−1−kaj,d−1−k
aqk,d−1−k − y
qd−k−qd−1−k
k ak,d−1−k
≡
( aj,d−1−k
ak,d−1−k
)q
(mod yk).
Notons que
aj,d−1−k
ak,d−1−k
=
aqj,d−2−k − (yj · · · yk+1)
qd−1−k−qd−2−kaj,d−2−k
aqk+1,d−2−k − y
qd−1−k−qd−2−k
k+1 ak+1,d−2−k
·
aqk+1,d−2−k − y
qd−1−k−qd−2−k
k+1 ak+1,d−2−k
aqk,d−2−k − (ykyk+1)
qd−1−k−qd−2−kak,d−2−k
≡
( aj,d−2−k
ak,d−2−k
)q
(mod yk) ≡ · · · ≡
(aj1
ai1
)qd−2−k
(mod yk).
On en de´duit que
aj,d−k ≡
(aj1
ai1
)qd−1−k
(mod yk)
=
(
1− (yj · · · yd−1)
q−1
1− yq−1d−1
·
1− yq−1d−1
1− (yk · · · yd−1)q−1
)qd−1−k
≡ 1 (mod yk).
Rappelons que
vd−k =
aqk,d−1−k − y
qd−k−qd−1−k
k ak,d−1−k
yq
d−k
k
∈ Fq(yk, . . . , yd−1).
Par re´currence, on sait que ordyk(ak,d−1−k) = 0. On en de´duit que ordyk(vd−k) =
−qd−k. Ceci termine la preuve du lemme.

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(4.2.8) Corollaire.– Soit I = ∆\{αi}, conside´rons le morphisme
ρ′I : Ω
d−1
Fq −→ Ω
i−1
Fq ×Gm × Ω
d−1−i
Fq
(y1, . . . , yd−1) 7−→
(( a1,d−i
(y1 · · · yi−1)q
d−i , . . . ,
ai−1,d−i
yq
d−i
i−1
)
, v−1d−i,
( 1
yi+1 · · · yd−1
, . . . ,
1
yd−1
))
qui est le compose´ de ρI avec le morphisme Id×()
−1 × Id : Ωi−1Fq ×Gm × Ω
d−1−i
Fq →
Ωi−1Fq ×Gm × Ω
d−1−i
Fq . Avec la meˆme formule, ρ
′
I se prolonge en un morphisme
ρI : Ω
d−1,I
Fq → Ω
i−1
Fq × A
1 × Ωd−1−iFq .
De plus,
(a) La restriction de ρI a` CI est un morphisme radiciel (cf. [Bor91, AG. 18.2]),
donne´ par
CI = Ω
i−1
Fq × {0} × Ω
d−1−i
Fq −→Ω
i−1
Fq × {0} × Ω
d−1−i
Fq(
(y1, . . . , yi−1), 0, (yi+1, . . . , yd−1)
)
7−→
((
(
1
y1 · · · yi−1
)q
d−i
, (
1
y2 · · · yi−1
)q
d−i
, . . . , (
1
yi−1
)q
d−i)
,
0,
( 1
yi+1 · · · yd−1
,
1
yi+2 · · · yd−1
, . . . ,
1
yd−1
))
.
(b) ρI est surjectif, et induit un isomorphisme UI\Ω
d−1,I
Fq
∼
−→ Ωi−1Fq ×A
1×Ωd−1−iFq ,
ou` UI\Ω
d−1,I
Fq est le quotient de la Fq-varie´te´ affine Ω
d−1,I
Fq par le groupe fini
UI .
Ωd−1Fq
  //
ρI/UI

Ωd−1,IFq
oo ? _
ρI

CI = Ω
i−1
Fq × {0} × Ω
d−1−i
Fq

Ωi−1Fq ×Gm×Ω
d−1−i
Fq
 Id×()
−1×Id// Ωi−1Fq ×A
1×Ωd−1−iFq
oo Id ? _Ωi−1Fq × {0} × Ω
d−1−i
Fq
Preuve : (a) D’apre`s le lemme (4.2.7), aj,d−i ≡ 1 (mod yi), 1 6 j 6 i − 1 et
v−1d−i ≡ 0 (mod yi). Comme la composante CI est contenue dans l’hyperplan yi = 0
(voir (4.2.5)), ρ′I se prolonge a` Ω
d−1,I
Fq de la manie`re e´nonce´e comme ci-dessus.
(b) Comme Ωd−1,IFq est une varie´te´ affine normale et UI est fini, le quotient
UI\Ω
d−1,I
Fq existe (cf. [Bor91, I 6.15]) et il est normal. Notons que le morphisme
ρI est constant sur les UI -orbites, il se factorise donc par le quotient UI\Ω
d−1,I
Fq ,
et induit un morphisme radiciel birationnel α : UI\Ω
d−1,I
Fq ։ Ω
i−1
Fq × A
1 × Ωd−1−iFq ;
il s’ensuit que α est un isomorphisme en vertu du ≪ main theorem ≫ de Zariski
[Liu02, 4.4].

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5 The´ore`me principal
5.1 E´nonce´ du the´ore`me
Pour alle´ger un peu les notations, on notera Ω := Ωd−1Fq et DL := DL
d−1.
Conside´rons la compactification Ω de Ω et sa normalisation DL dans DL (cf.
[BR09] ou 2.1). Soient I un sous-ensemble propre de ∆ et CI la composante
irre´ductible de X(
∏
i∈I sαi) ⊂ Ω
d−1
Fq fixe´e par UI , ou` le produit est pris suivant
l’ordre sα1 , sα2 , . . . , sαd−1 . Rappelons que l’on a un diagramme commutatif :
DL
π

  j
′
// DL oo
j′I
? _
π

π−1(CI)
πI

Ω 
 j // Ω oo
jI
? _CI
ou` π−1(CI) := (DL ×Ω CI)red. Dans cette partie, on se consacre a` de´montrer la
conjecture A’ dans ce cas.
(5.1.1) The´ore`me.– Le morphisme de restriction
RΓ(DL,Λ)
res .
−→ RΓ(π−1(CI), j
′∗
I Rj
′
∗Λ)
induit un isomorphisme
RΓ(DL,Λ)UI
∼
−→ RΓ(π−1(CI), j
′∗
I Rj
′
∗Λ).
Comme un sous-groupe de Levi rationnel de GLd est un produit de GLn, d’apre`s
(3.2.5) et 3.3, il suffit d’e´tablir le cas de codimension 1.
5.2 E´tape 1 : le cas de codimension 1
On reprend l’ide´e de [BR06] et de Dudas [Dud10]. Lorsque CI est une composante
de codimension 1, il existe une racine αi telle que I = ∆\{αi}. Notons Ω
I (resp. DLI)
la compactification partielle Ω
∐
CI (resp. DL
∐
π−1(CI)). Conside´rons la pre´image
Y 0 d’une composante connexe de U\DL (cf. [BR06, 3.2] et [Dud10, Prop. 4.53]).
Ici Y 0 est une composante connexe de DL, finie e´tale au-dessus de Ω de groupe de
Galois
H := Ker(Norm : F×
qd
→ F×q ) ∼= Z/(1 + q + · · · + q
d−1).
Le tore non-de´ploye´ Td
∼
−→ F×
qd
(cf. section 4) agit transitivement sur les com-
posantes connexes de U\DL. En notant que H est le stabilisateur de la compo-
sante U\Y 0 dans Td (c’est aussi le stabilisateur de Y
0), on obtient un isomorphisme
GLd(Fq)× (Td⋊ 〈F 〉)opp-e´quivariant (ici F de´signe l’endomorphisme de Frobenius) :
Y 0 ×H Td
∼
−→ DL.
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Rappelons que le groupe fondamental mode´re´ de Gd−1m est le produit (d− 1) fois du
groupe fondamental mode´re´ deGm. Alors, il existe d−1 entiers positifsm1, . . . ,md−1
divisant |H|, et un reveˆtement ̟ : Gd−1m ։ Gd−1m de groupe de Galois
∏
j µmj tels
que le reveˆtement galoisien U\Y 0 ։ U\Ω = Gd−1m soit un quotient de ̟. On note
N le groupe de Galois du reveˆtement Gd−1m ։ U\Y 0 et on a un isomorphisme
canonique (
∏
j µmj )/N
∼
−→ H. En diminuant les mj, on peut supposer et on le fera
que la restriction φj : µmj → H du morphisme canonique
∏
j µmj ։ H est injective
pour tout j. On obtient un diagramme commutatif :
Gd−1m
/
∏
j µmj
̟
&& &&▲▲
▲▲
▲▲
▲▲
▲▲
/N // // U\Y 0
/H

Gd−1m = U\Ω
Notons Y 1 le produit fibre´ de Gd−1m et Ω au-dessus de Gd−1m via ̟ et l’application
de quotient par U. On peut alors former le diagramme suivant, dans lequel les carre´s
sont carte´siens :
Y 1 // //
π1

π1
))
UI\Y
1 // //

Gd−1m

/
∏
µmj
 
Y 0 // //
π0

UI\Y
0 // //

U\Y 0

Ω // // UI\Ω // // U\Ω
∼ // Gd−1m
Via l’identification UI\Ω
∼
−→ (Ωi−1 × Ωd−1−i) × Gm (cf. 4.2.3), l’application
UI\Ω ։ VI\(UI\Ω) = Gd−1m se de´compose en πVI × IdGm ou` VI est le radical
unipotent de LI (voir section 2.2), πVI : Ω
i−1 × Ωd−1−i ։ Gd−2m est le morphisme
de quotient par VI . L’avantage de cette construction est que si l’on forme le produit
fibre´ suivant :
Y 1I
// //

Gd−2m
/
∏
j 6=i µmj
Ωi−1 × Ωd−1−i // // Gd−2m
on peut de´composer le quotient UI\Y
1 ∼−→ Y 1I × Gm de manie`re compatible avec
la de´composition UI\Ω = (Ω
i−1 × Ωd−1−i) × Gm. Par construction, Y 1I est e´tale
au-dessus de la varie´te´ normale Ωi−1 × Ωd−1−i, et donc elle est normale.
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On peut alors former un diagramme commutatif :
UI\Y
1=Y 1I ×Gm
 
j′1 //

Y 1I × A
1 oo
i′1,I
? _

Y 1I × {0}

UI\Y
0

Ωi−1×Gm×Ωd−1−i 
 // Ωi−1 × A1 × Ωd−1−i oo ? _Ωi−1 × {0} × Ωd−1−i
dont le morphisme A1 → A1 au milieu est donne´ par x 7→ xmi . La varie´te´ normale
Y 1I × A
1 s’identifie alors a` la normalisation de Ωi−1 × A1 × Ωd−1−i dans UI\Y 1.
Notons Y 0
pi0−→ ΩI la normalisation de ΩI dans Y 0 et π−10 (CI) le sous sche´ma
ferme´ avec la structure re´duite de Y 0. Comme ΩI est affine (voir le lemme (4.2.5)),
Y 0 est affine. Comme Y 0 est une composante connexe de DL, et (DLI , π−1(CI)) est
un couple lisse (cf. [BR09, Thm. 1.2 (a)]), on sait alors que (Y 0, π−10 (CI)) est un
couple lisse. Ceci nous fournit un diagramme commutatif :
Y 0 
 j0 //
π0

Y 0 oo
j0,I
? _
π0

π−10 (CI)

Ω 
 j // ΩI oo
jI
? _CI
En notant que UI est un groupe fini, on peut former le quotient UI\Y 0 qui est une
varie´te´ normale, et elle s’identifie donc a` la normalisation de UI\Ω
I = Ωi−1 ×A1 ×
Ωd−1−i (cf. Corollaire (4.2.8) (b)) dans UI\Y
0. En plus, UI agit trivialement sur
π−10 (CI), donc le quotient π
−1
0 (CI)։ UI\π
−1
0 (CI) est un morphisme radiciel. On a
alors un diagramme commutatif :
UI\Y
1=Y 1I ×Gm
  j
′
1 //
/
∏
j µmj

/N

Y 1I × A
1 oo
i′1,I
? _

Y 1I × {0}
/N′

/
∏
j 6=i µmj

UI\Y
0
/H

  // UI\Y 0 oo ?
_

UI\pi
−1
0 (CI)
/H′

Ωi−1×Gm×Ω
d−1−i
  // Ωi−1 × A1 × Ωd−1−i oo ?
_
Ωi−1×{0}×Ωd−1−i
Lemme.– Le morphisme Y 1I × A
1 → UI\Y 0 est e´tale.
Preuve : Notons N ′ le groupe de Galois de Y 1I × {0} au-dessus de UI\π
−1
0 (CI)
et H ′ le quotient de
∏
j 6=i µmj par N
′. Par construction, H agit sur Y 0 commutant
avec l’action de UI , donc H agit sur le quotient UI\Y 0. D’apre`s [BR09, Thm. 1.2
(c)], le stabilisateur dans H d’un e´le´ment de UI\π
−1
0 (CI) est e´gal a` Nc(Yc,cI ) ∩H,
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ou` Nc(Yc,cI ) est un sous-groupe de Td de´fini dans loc. cit. section 1.3. En fait,
Nc(Yc,cI ) ⊂ H (cf. [BR06, Prop. 3.5]), on en de´duit que H
′ = H/Nc(Yc,cI ). En
d’autres termes, on a un diagramme dont la deuxie`me et la troisie`me lignes et la
deuxie`me et la troisie`me colonnes sont exactes.
1

1

µmi

φi // Nc(Yc,cI )

1 // N

//
∏
j µmj

// H

// 1
1 // N ′ //
∏
j 6=i µmj

// H ′ = H/Nc(Yc,cI )

// 1
1 1
Rappelons que φi est injective. D’apre`s [BR06, Prop. 3.5], φi est aussi sujective.
Donc φi est un isomorphisme. Ceci implique que N
∼
−→ N ′. D’apre`s [SGA71, Exp.
V Prop. 2.6], Y 1I × A
1 → UI\Y 0 est un morphisme e´tale. 
Posons Y 1 := Y 0 ×
UI\Y 0
(Y 1I ×A
1) le produit fibre´ de Y 0 et Y 1I ×A
1 au-dessus
de UI\Y 0, et π
1 : Y 1 → Y 0 la projection vers Y 0. Alors π1 est un morphisme e´tale.
Notons π1 := π0 ◦ π
1, et π−11 (CI) le sous-sche´ma ferme´ avec la structure re´duite de
Y 1.
(5.2.1) Lemme.– (Y 1, π−11 (CI)) est un couple lisse.
Preuve : D’apre`s le lemme pre´ce´dent, Y 1 est e´tale au-dessus de Y 0. On de´duit
l’e´nonce´ du lemme du fait que (Y 0, π−10 (CI)) est un couple lisse. 
Conside´rons le diagramme suivant :
Y 1
j1 //
π1zzttt
tt
tt
tt
tt

Y 1
π1yysss
ss
ss
ss
ss

Y 0 
 j0 //

Y 0

UI\Y
1  
j′1 //
zz✉✉
✉✉
✉✉
✉✉
✉
Y 1I × A
1
yyttt
tt
tt
tt
UI\Y
0   / UI\Y 0
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ou` le morphisme j1 : Y
1 → Y 1 est donne´ par le produit des morphismes Y 1 →
Y 0 → Y 0 et Y 1 → UI\Y
1 → Y 1I × A
1.
Lemme.– Les carre´s
Y 1
j1 //

Y 1

et Y 1
j1 //

Y 1

Y 0 // Y 0 UI\Y
1 // Y 1I ×A
1
sont carte´siens
Preuve : Tout d’abord, notons que le carre´
Y 0 //

Y 0

UI\Y
0 // UI\Y 0
est carte´sien, car Y 0 est l’image re´ciproque de l’ouvert UI\Y
0 dans Y 0. Pour le
premier carre´, on a donc
Y 1 ×
Y 0
Y 0 = (Y 1I × A
1)×
UI\Y 0
Y 0 ×
Y 0
Y 0
= (Y 1I × A
1)×
UI\Y 0
(UI\Y
0)×UI\Y 0 Y
0
= UI\Y
1 ×UI\Y 0 Y
0 = Y 1.
Pour le deuxie`me carre´, on a
Y 1 ×Y 1I ×A1
UI\Y
1 = Y 1 ×
UI\Y 0
(Y 1I × A
1)×Y 1I ×A1
UI\Y
1
= Y 0 ×
UI\Y 0
UI\Y
1
= Y 0 ×
UI\Y 0
UI\Y
0 ×UI\Y 0 UI\Y
1
= Y 0 ×UI\Y 0 UI\Y
1 = Y 1.
D’ou` l’e´nonce´ du lemme. 
D’apre`s ce qui pre´ce`de, on obtient le diagramme suivant :
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DL
pi
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
  j
′
// DLI
pi
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
oo
j′I
? _pi−1(CI)
piI
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
✞
Y 1
pi1
  
ρ1

pi1 /N
||②②
②②
  j1 // Y 1
ww♣♣♣
♣♣♣
♣
ρ1

pi1

oo
j1,I
? _pi−11 (CI)
ρ1,I

pi1I
vv♠♠♠
♠♠
Y 0
?
OO

pi0
/Hww♦♦♦
♦♦♦
♦♦
  j0 // Y 0

pi0ww♦♦♦
♦♦♦
♦
?
OO
oo
j0,I
? _pi−10 (CI)
vv♠♠♠
♠♠♠
♠

?
OO
Ω
/UI ρI

  j // ΩI
ρI

oo jI ? _CI
ρI |CI

UI\Y
1

||①①①
①
  j
′
1 // Y 1I×A1

ww♦♦♦
♦
oo
i′1,I
? _Y 1I×{0}
vv♠♠♠
♠♠

UI\Y
0
ww♦♦♦
♦♦

// UI\Y 0
ww♦♦♦
♦♦
oo ? _UI\pi−10 (CI)
vv♠♠♠♠
♠
Ωi−1×Gm×Ω
d−1−i
/VI

  // Ωi−1×A1×Ωd−1−i

oo ? _Ωi−1×{0}×Ωd−1−i

Gd−1m
  //
/N
{{①①
①
/
∏
µmj

Gi−1m ×A
1×Gd−1−im
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦
oo ? _
Gi−1m ×{0}×G
d−1−i
m
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
U\Y 0
ww♦♦♦
♦♦
Gd−1m
  // Gi−1m ×A1×Gd−1−im oo ?
_
Gi−1m ×{0}×G
d−1−i
m
(5.2.2) On commence maintenant a` de´montrer le cas de codimension 1.
Conside´rons le diagramme commutatif suivant :
Y 1 
 j1 //
ρ1

Y 1 oo
j1,I
? _
ρ1

π−11 (CI)
ρ1,I

UI\Y
1=Y 1I ×Gm
 
j′1 // Y 1I × A
1 oo
i′1,I
? _Y 1I × {0}
Comme ρ1 est fini, le morphisme canonique Λ → ρ1,∗ρ
∗
1Λ des faisceaux e´tales sur
UI\Y
1 induit un diagramme commutatif :
RΓ(Y 1,Λ)
res .
(4)
// RΓ(π−11 (CI), j
∗
1,IRj1∗Λ)
RΓ(Y 1I ×Gm,Λ)
res .
(2)
//
(1)
OO
RΓ(Y 1I × {0}, i
′∗
1,IRj
′
1∗Λ)
(3)
OO
Lemme.– Le morphisme (4) induit un isomorphisme :
RΓ(Y 1,Λ)UI
∼
−→ RΓ(π−11 (CI), j
∗
1,IRj1,I∗Λ).
Preuve :
– E´tape 1 : Notons tout d’abord que l’on a un isomorphisme de faisceaux e´tales
sur UI\Y
1
Λ
∼
−→ (ρ1,∗Λ)
UI ,
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ou` ρ1 est fini e´tale de groupe de Galois UI avec |UI | inversible dans Λ. Donc
(1) fournit un isomorphisme
RΓ(Y 1I ×Gm,Λ)
∼
−→ RΓ(Y 1,Λ)UI .
– E´tape 2 : Notons que le diagramme :
Y 1I ×Gm
j′1=Id×j2// Y 1I × A
1 Y 1I × {0}
i′1,I=Id×j2oo
est un changement de base des inclusions :
Gm
j2 // A1 {0}i2oo
qui induisent un isomorphisme canonique : RΓ(Gm,Λ)
∼
−→ RΓ({0}, i∗2Rj2∗Λ).
Conside´rons ensuite le diagramme suivant dont les carre´s sont carte´siens :
Y 1I
Id // Y 1I Y
1
I
Idoo
Y 1I ×Gm
p1
OO
p2

Id×j2 // Y 1I × A
1
p′1
OO
p′2

Y 1I × {0}
p′′1
OO
p′′2

Id×i2oo
Gm
j2 // A1 {0}.i2oo
Par la formule de Ku¨nneth, on a
RΓ(Y 1I ×Gm,Λ) = RΓ(Y
1
I ,Λ)⊗
L RΓ(Gm,Λ) = RΓ(Y 1I ,Λ)⊗
L RΓ({0}, i∗2Rj2∗Λ)
= RΓ(Y 1I × {0}, p
′′∗
1 Λ⊗ p
′′∗
2 i
∗
2Rj2∗Λ)
= RΓ(Y 1I × {0}, (Id×i2)
∗(p′∗1 Λ⊗ p
′∗
2 Rj2∗Λ))
(p′2 est lisse.) = RΓ(Y
1
I × {0}, (Id×i2)
∗(p′∗1 Λ⊗R(Id×j2)∗p
∗
2Λ))
(formule de projection) = RΓ(Y 1I × {0}, (Id×i2)
∗R(Id×j2)∗((Id×j2)
∗p′∗1 Λ⊗ p
∗
2Λ))
= RΓ(Y 1I × {0}, i
′∗
1,IRj
′
1∗Λ)
i.e. (2) est un isomorphisme.
– E´tape 3 : Notons que UI est un p-groupe fini. Posons e1 ∈ Λ[UI ] l’idempotent
central associe´ a` la repre´sentation triviale de UI , et e
′
1 := 1 − e1 ∈ Λ[UI ]. Le
but est de montrer que
ρ1,I,∗j
∗
1,IRj1∗Λ = i
′∗
1,IRj
′
1∗Λ.
Tout d’abord, notons D(?,Λ−UI) la cate´gorie de´rive´e des faisceaux e´tales de
Λ-modules UI -e´quivariants sur ?. Le foncteur
j∗1,IRj1∗ : D
+(Y 1,Λ− UI) −→ D
+(π−11 (CI),Λ− UI)
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est UI -e´quivariant, et induit une de´composition :
j∗1,IRj1∗Λ = e1(j
∗
1,IRj1∗Λ)⊕ e
′
1(j
∗
1,IRj1∗Λ).
D’apre`s le the´ore`me de purete´ relative ([SGA73, Exp. XVI]) par rapport au
couple lisse (Y 1, π−11 (CI)) (cf. le lemme (5.2.1)), on a des isomorphismes de
Λ-modules :
α :Λ
∼
−→ j∗1,IR
0j1∗Λ,
β :Λ(−1)
∼
−→ j∗1,IR
1j1∗Λ.
Notons que α, β sont UI -e´quivariants. En effet, on sait par de´finition que α est
UI -e´quivariant. Si Λ = Z/n pour un entier n premier a` p, β est alors induit
par le morphisme β(1) : Λ → j∗1,IR
1j1∗Λ(1) qui envoie 1 vers la classe du
µn-torseur des racines n-ie`mes de t, ou` t est une e´quation locale de π
−1
1 (CI).
On peut se borner a` un voisinage local strictement hense´lien et UI stable. Un
e´le´ment g ∈ UI envoie ce torseur vers la classe du µn-torseur des racines n-
ie`mes de t′, ou` t′ = tu avec u une unite´. Dans ce voisinage l’e´quation Xn−u = 0
admet une solution, donc le torseur donne´ par t′ est isomorphe au torseur
donne´ par t. C’est-a`-dire β(1) est UI -e´quivariant ; il s’ensuit que β est UI -
e´quivariant. Donc, e1(j
∗
1,IR
mj1∗Λ) = Λ pour m = 0, 1. On a alors un triangle
distingue´
Λ −→ j∗1,IRj1∗Λ −→ Λ(−1)[−1]
+1
−→
dans D+(π−11 (CI),Λ− UI), et on en de´duit que
j∗1,IRj1∗Λ = e1(j
∗
1,IRj1∗Λ) et e
′
1(j
∗
1,IRj1∗Λ) = 0.
Notons que le morphisme ρ1,I induit un foncteur UI -e´quivariant :
ρ1,I,∗ : D
+(π−11 (CI),Λ− UI)→ D
+(Y 1I × {0},Λ − UI),
on a donc e′1(ρ1,I,∗j
∗
1,IRj1∗Λ) = 0.
Par ailleurs,
ρ1,I,∗j
∗
1,IRj1∗Λ = i
′∗
1,IRj
′
1∗ρ∗Λ
= i′∗1,IRj
′
1∗(Λ⊕ e
′
1(ρ∗Λ))
= i′∗1,IRj
′
1∗Λ⊕ i
′∗
1,IRj
′
1∗e
′
1(ρ∗Λ)
= i′∗1,IRj
′
1∗Λ⊕ e
′
1(ρ1,I,∗j
∗
1,IRj1∗Λ)
= i′∗1,IRj
′
1∗Λ,
i.e. le morphisme (3) est un isomorphisme. D’ou` l’e´nonce´ du lemme.

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(5.2.3) Notons que la composition Y 1
pi1
−→ Y 0 →֒ DLI induit un diagramme
commutatif :
RΓ(DL,Λ)UI //
(6) res .

RΓ(Y 0,Λ)UI //
(5) res .

RΓ(Y 1,Λ)UI
res .∼=

RΓ(π−1(CI), j
′∗
I Rj
′
∗Λ) // RΓ(π
−1
0 (CI), j
∗
0,IRj0∗Λ)
// RΓ(π−11 (CI), j
∗
1,IRj1∗Λ)
Lemme.– Les morphismes (5) et (6) sont des isomorphismes.
Preuve : Conside´rons tout d’abord le diagramme commutatif suivant :
Y 1 
 j1 //
π1

Y 1 oo
j1,I
? _
π1

π−11 (CI)
π1I

Y 0 
 j0 // Y 0 oo
j0,I
? _π−10 (CI)
Par construction, π1 : Y 1 → Y 0 est un morphisme e´tale de groupe de Galois N.
Alors, pour tout faisceau e´tale F sur Y 0, on a un isomorphisme canonique :
RΓ(Y 0,F)
∼
−→ RN (RΓ(Y 1, π
1∗F)),
ou` RN est le foncteur de´rive´ du foncteur des N -invariants. En particulier, en te-
nant compte du fait que l’action de N commute avec celle de UI , ceci induit un
isomorphisme :
RΓ(Y 0,Λ)UI
∼
−→ RN (RΓ(Y
1,Λ)UI ),
De meˆme, π1I := π
1|π−11 (CI )
induit un isomorphisme :
RΓ(π−10 (CI), j
∗
0,IRj0∗Λ)
∼
−→ RN (RΓ(π
−1
1 (CI), π
1∗
I j
∗
0,IRj0∗Λ))
∼
−→ RN (RΓ(π
−1
1 (CI), j
∗
1,IRj1∗Λ)).
Donc le morphisme (5) s’identifie a` RN (RΓ(Y
1,Λ)UI
∼
−→ RΓ(π−11 (CI), j
∗
1,IRj1∗Λ)).
On en de´duit qu’il est un isomorphisme.
Notons que DL = Y 0 ×H Td, et l’action de UI commute avec celle de Td. Alors
RΓ(DL,Λ)UI = (RΓ(Y 0,Λ)⊗LΛ[H] ΛTd)
UI
= RΓ(Y 0,Λ)UI ⊗LΛ[H] ΛTd
D’autre part, on a ΛDL = ΛY 0 ⊗ΛH ΛTd. Alors,
RΓ(π−1(CI), j
′∗
I Rj
′
∗Λ) = RΓ(π
−1
0 (CI), j
∗
0,IRj0,∗Λ)⊗
L
Λ[H] ΛTd.
On en de´duit que le morphisme (6) est un isomorphisme. Ceci termine la preuve du
cas de codimension 1. 
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