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Abstract. We present an implementation of the method of orthogonal polynomials
which is particularly suitable to study the partition functions of Penner random matrix
models, to obtain their explicit forms in the exactly solvable cases, and to determine the
coefficients of their perturbative expansions in the continuum limit. The method relies
on identities satisfied by the resolvent of the Jacobi matrix in the three-term recursion
relation of the associated families of orthogonal polynomials. These identities lead to a
convenient formulation of the string equations. As an application, we show that in the
continuum limit the free energy of certain exactly solvable models like the linear and
double Penner models can be written as a sum of gaussian contributions plus linear
terms. To illustrate the one-cut case we discuss the linear, double and cubic Penner
models, and for the two-cut case we discuss theoretically and numerically the existence
of a double-branch structure of the free energy for the gaussian Penner model.
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1. Introduction
In this paper we study the partition functions of random matrix models
Zn,N =
1
n!
∫
γ×···×γ
∏
j<k
(λj − λk)2 exp
(
−N
n∑
i=1
W (λi)
)
n∏
i=1
dλi, (1)
with potentials W (z) of Penner type
W (z) = W0(z)−
k∑
i=1
µi log(z − qi), (2)
where W0(z) is a polynomial. We assume that N > 0 and µi are real numbers, and
that qi are arbitrary complex numbers. The choice of allowable integration contours γ is
nontrivial and must be discussed case by case. We also study the continuum limit (often
called large N limit or ’t Hooft limit) of the corresponding free energy Fn,N = logZn,N .
This continuum limit is defined by
n,N →∞, x = n
N
= fixed, (3)
and underlies many of the applications of these models in theoretical physics [1, 2, 3, 4,
5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19].
The partition functions of several Penner models can be explicitly calculated using
Selberg’s integral or some of its consequences [20], and turn out to be products and
quotients of Euler’s gamma functions. However, the standard approach for studying
the partition functions of matrix models and their continuum limit is the method of
orthogonal polynomials [21, 22],∫
γ
Pn,N(z)Pm,N(z)e
−NW (z)dz = δnmhm,N , n ≥ 0, (4)
where Pn,N(x) = x
n + · · ·. For polynomial potentials in the one-cut case this method
has led to rigorous proofs of the existence of the continuum limit expansion and to the
determination of its coefficients [21, 22, 23, 24, 25, 26, 27]. Nevertheless, the application
of the method of orthogonal polynomials to Penner models [2, 3, 5, 28] is not so well
established and even has been considered dubious (see, for example, the remarks in
appendix 2 of [16]). The main difficulty lies in the explicit formulation of the string
equations for determining the recurrence coefficients rn,N and sn,N in the three-term
recursion relation
zPn,N(z) = Pn+1,N(z) + sn,NPn,N(z) + rn,NPn−1,N(z). (5)
The string equations should be expressed as difference equations for the recurrence
coefficients and this is not easily done for Penner models due to the presence of matrix
elements of the resolvent (L − z)−1, where L is the Jacobi matrix involved in (5).
Thus, to the authors knowledge, for Penner models there are not versions of methods
to determine the form of the string equations such as the summations of paths over
a staircase of Bessis, Itzykson and Zuber [21, 29, 30, 31]. The same situation arises
with other alternatives to the string equations to compute the continuum limit of the
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recurrence coefficients like the partial differential scheme of Ercolani, McLaughlin and
Pierce [26].
The present paper provides an implementation of the method of orthogonal
polynomials which is particularly suitable to deal with the string equations of Penner
models, to obtain their solutions in the exactly solvable cases, and to determine the
coefficients of their perturbative solutions in the continuum limit (3).
Our analysis extends previous work pertaining to matrix models with polynomial
potentials [25, 32, 33, 34]. The main idea is to combine the standard string equations
with certain identities for the resolvent (L−z)−1. These resolvent identities are familiar
in the theory of integrable systems [35] (see also [36, 37] for the case of the Toda chain
hierarchy), where they are used to determine hierarchies of conserved densities. The
idea is rather natural because L is the Lax operator of the semi-infinite Toda chain
hierarchy [38] (see in particular [39] for the relationship between the Toda hierarchy
and some Penner matrix models).
Moreover, as it is well-known in the theory of integrable systems, the resolvent
identities can be recurrently solved. As a consequence we prove that they can be applied
to compute the partition functions of the exactly solvable Penner models, so that they
provide an alternative derivation of the exact results obtained via the Selberg’s integral.
Furthermore, we formulate the continuum limit of these resolvent identities and prove
that they lead to a perturbative method to determine the continuum limit of non-exactly
solvable models.
We organize our discussion as follows. In section 2 we outline the standard method
of orthogonal polynomials to determine partition functions of matrix models. Then we
derive a combined system of string equations and resolvent identities for finding the
recurrence coefficients of orthogonal polynomials associated to Penner like potentials.
The reduction of the combined system to the case of Z2-symmetric Penner models is also
given. Section 3 deals with three important examples of Penner models which exhibit
exactly solvable string equations: the linear, gaussian and double Penner models. We
illustrate in detail how the resolvent identities apply to solve the string equations and
how the corresponding partition functions can be expressed in terms of the Gamma
function and the Barnes G function. In the case of the double Penner model our
calculation of its partition function, which represents a basic correlation function in
conformal field theory [16], provides a simple alternative to other derivations based
on the Selberg integral [20] or on the tabulated expressions of the normalization
constants of Jacobi polynomials [16, 40]. Section 4 presents a scheme to determine
the continuum limit expansions of Penner models in the one-cut case. We formulate
the continuum limit of both the string equations and the resolvent identities and
provide a perturbative method to derive the same type of expansions for the recurrence
coefficients as those rigorously proved [24, 41] for polynomial potentials. For the sake
of simplicity the technical details concerning existence and uniqueness questions are
relegated to appendices A and B. We take advantage of the exact expressions of the
partition functions of the linear and double Penner models to confirm our results. At
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this point we notice that the free energy F of these models in the continuum limit is
such that its second-order derivative ∂xxF can be decomposed as a sum of gaussian
contributions ∂xxFG. In Section 5 we extend our scheme to determine perturbative
solutions of the string equations plus resolvent identities system in the large N limit for
Z2-symmetric Penner models in the two-cut case. We assume a two-branch expansion
for the recurrence coefficient, show how it leads to a two-branch structure of the large N
expansion of the free energy, and illustrate these results with a numerical computation
of the corresponding exact values of the free energy. Finally, in section 6 we briefly
summarize the paper and point out possible extensions of this approach.
2. Discrete string equations
In this section we first recall briefly the standard method of orthogonal polynomials [21,
22], and then discuss our implementation for Penner matrix models.
We recall that the partition function (1) may be written as a product of the
normalization coefficients hk,N ,
Zn,N =
n−1∏
k=0
hk,N , (6)
and that the ratios of successive normalization coefficients are the coefficients rk,N in
the three-term recursion relation (5),
rk,N =
hk,N
hk−1,N
. (7)
For later reference we use (7) to write the partition function Zn,N in terms of the first
normalization constant
h0,N =
∫
γ
e−NW (z)dz, (8)
and of the recurrence coefficients rk,N :
Zn,N = h
n
0,N
n−1∏
k=1
rn−kk,N . (9)
Thus, the study of the partition function is reduced to the study of the recursion
coefficients rk,N . For notational simplicity, hereafter the dependence of all the quantities
Zn,N , Pn,N , rn,N and sn,N on N will not be indicated explicitly.
2.1. String equations and resolvent identities
The three-term recursion relation (5) can be rewritten in matrix form as
L

P0(z)
P1(z)
...
Pk(z)
...
 = z

P0(z)
P1(z)
...
Pk(z)
...
 , (10)
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where L is the Jacobi matrix [38]
L =

s0 1 0 · · ·
r1 s1 1 · · ·
0 r2 s2 · · ·
...
...
...
. . .
 . (11)
In the method of orthogonal polynomials the recurrence coefficients rk and sk are
determined by the two string equations
W ′(L)nn−1 =
n
N
, n > 1, (12)
W ′(L)nn = 0, n ≥ 0. (13)
These equations are simple consequences of (4), (5) and of the assumption∫
γ
d
dz
(
Pj(z)Pk(z)e
−NW (z)) dz = 0, j, k ≥ 0. (14)
At this point it becomes clear that the resolvent operator (L − z)−1 is a natural
tool in the theory of Penner models, since we have to consider the elements (n, n) and
(n, n− 1) of the matrices
W ′(L) = W ′0(L)−
m∑
k=1
µk
L− qk . (15)
Consequently we introduce the functions
Rn(z) =
(
1
z − L
)
nn
, (16)
Tn(z) = 1 + 2
(
1
z − L
)
nn−1
, (17)
and their respective expansions as z →∞
Rn(z) =
1
z
(
1 +
∞∑
k=1
(Lk)nn
zk
)
, (18)
Tn(z) = 1 +
2
z
∞∑
k=1
(Lk)nn−1
zk
. (19)
Thus, we can rewrite the string equations (12)–(13) as
1
2pii
∮
γ∞
W ′0(z)Tn(z)dz +
m∑
i=1
µi (Tn(qi)− 1) = 2n
N
, n ≥ 1, (20)
1
2pii
∮
γ∞
W ′0(z)Rn(z)dz +
m∑
i=1
µiRn(qi) = 0, n ≥ 0, (21)
where γ∞ is a large positively oriented circle around the origin.
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Furthermore, in appendix A we derive the resolvent identities
T 2n(z)− 4rnRn(z)Rn−1(z) = 1, n ≥ 1, (22)
2(z − sn)Rn(z) = Tn+1(z) + Tn(z), n ≥ 0, (23)
which allow us to compute Tn(qi), Rn(qi), the expansions (18) for Rn(z) and (19) for
Tn(z) in terms of the recurrence coefficients. Therefore (20)–(23) constitute a system of
equations for the recurrence coefficients. These equations are exactly solvable only in
very special cases, some of which will be discussed in section 3. In sections 4 and 5 we
will present a general perturbative scheme to solve them in the continuum limit.
2.2. String equations for Z2-symmetric Penner models
For Z2-symmetric Penner models with potentials of the form
W (z) = W0(z)−
m∑
i=1
µi log(z
2 − q2i ), W0(−z) = W0(z), (24)
and defined over paths γ symmetric under z → −z, we have that Pn(−z) = (−1)nPn(z).
In this case it follows from equations (175) and (176) of appendix A that
Tn(−z) = Tn(z), Rn(−z) = −Rn(z). (25)
As a consequence the second string equation (21) is trivially satisfied, while the first
string equation (20) takes the form
1
2pii
∮
Γ∞
W ′0(λ)Tn(λ)dλ+
m∑
i=1
µi
(
Tn(q
2
i )− 1
)
=
n
N
, (26)
where λ = z2, the function Tn is expressed as a function of λ, and Γ∞ is a large positively
oriented circle around the origin in the λ plane. Moreover, taking into account that
sn = 0, the relations (22)–(23) reduce to
T 2n(z)− 4rnRn(z)Rn−1(z) = 1, n ≥ 1, (27)
2z Rn(z) = Tn+1(z) + Tn(z), n ≥ 0, (28)
which obviously imply the following equation involving only Tn(z) and rn,
z2
(
T 2n(z)− 1
)
= rn (Tn+1(z) + Tn(z)) (Tn−1(z) + Tn(z)) . (29)
3. Exactly solvable Penner models
In this section we show how equations (20)–(23) allow us to rederive in a simple form
the explicit expressions for the partition functions of some exactly solvable models.
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3.1. The Barnes G function
As we anticipated in the Introduction, the partition functions of several exactly solvable
Penner models are products and quotients of Euler gamma functions. These expressions
can be written more concisely in terms of the Barnes G function [42, 43], which satisfies
G(z + 1) = Γ(z)G(z), G(1) = 1. (30)
From these equations it follows immediately that
n−1∏
k=0
Γ(jk + α + 1)Γ(jk + α + 2) · · ·Γ(jk + α + j) = G(jn+ α + 1)
G(α + 1)
, (31)
which in the particular case j = 1 implies
n−1∏
k=1
(k + α)n−k =
G(n+ α + 1)
G(α + 1)Γ(α + 1)n
. (32)
In our analysis of the continuum limit we will also need the asymptotic expansion for
large z of the Barnes G function. This expansion is often written keeping an unexpanded
gamma function (see equation 5.17.5 in [43]), but we find more convenient the fully
expanded version
logG(z + 1) ≈ 1
2
z2 log z − 3
4
z2 +
1
2
z log(2pi)− 1
12
log z + ζ ′(−1)
+
∞∑
k=2
B2k
2k(2k − 2)
1
z2k−2
, z →∞, (33)
where B2k are the Bernoulli numbers and ζ
′ is the derivative of the Riemann zeta
function. Incidentally, the χk = B2k/(2k(2k − 2)) which appear in (33) are precisely
the virtual Euler characteristic numbers for the moduli space of nonpunctured Riemann
surfaces [44]. This property is at the root of the appearance of several exactly solvable
matrix models in noncritical c = 1 string theory [45].
3.2. The gaussian model
The simplest exactly solvable matrix model is the gaussian model W (z) = z2/2, which,
in a certain sense discussed in section 4, can be considered as a building block of several
Penner models.
The recurrence coefficient for the gaussian model is rk = k/N . Equation (8) gives
the lowest normalization constant
h0 =
∫ ∞
−∞
e−Nz
2/2dz =
(
2pi
N
)1/2
, (34)
and (9) and (32) with α = 0 lead to
Zn =
(
2pi
N
)n/2 n−1∏
k=1
(
k
N
)n−k
=
(2pi)n/2
Nn2/2
G(n+ 1). (35)
Partition functions and the continuum limit in Penner matrix models 8
Therefore, for fixed x = n/N and  = 1/N → 0, equation (33) implies the asymptotic
expansion
FG(, x) ≈ 1
2
x2
2
(
log x− 3
2
)
+
1

x log(2pi) +
1
12
log + ζ ′(−1)− 1
12
log x
+
∞∑
k=1
2k
B2k+2
4k(k + 1)
1
x2k
. (36)
3.3. The linear Penner model
The linear Penner model is defined by the potential
W (z) = z − log z, (37)
and the integration contour γ is the nonnegative real axis. It was first introduced to
study the orbifold Euler characteristic of the moduli space of n-punctured Riemann
surfaces at genus g [1] and it is used in c = 1 noncritical string theory [2, 3].
Since N > 0, the weight e−NW (x) vanishes both at x = 0 and at x = ∞,
condition (14) is satisfied, and the corresponding string equations (20)–(21) read
Tn(0)− 1 = 2n
N
, (38)
1 +Rn(0) = 0. (39)
Therefore Tn(0) = 1+2n/N and Rn(0) = −1. Furthermore, the resolvent identities (22)–
(23) at z = 0 are
T 2n(0)− 4rnRn(0)Rn−1(0) = 1, (40)
− 2snRn(0) = Tn+1(0) + Tn(0), (41)
and we obtain immediately
rn =
n
N
+
n2
N2
, (42)
sn = 1 +
2n+ 1
N
. (43)
The lowest normalization constant is
h0 =
∫ ∞
0
e−N(x−log x)dx =
Γ(N + 1)
NN+1
, (44)
and (9) and (32) lead to
Zn =
(
Γ(N + 1)
NN+1
)n n−1∏
k=1
(
k
N
+
k2
N2
)n−k
=
1
Nn(N+n)
G(n+ 1)G(N + n+ 1)
G(N + 1)
. (45)
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3.4. The Z2-symmetric gaussian Penner model
The symmetric gaussian Penner model is defined by the potential
W (z) =
z2
2
− 1
2
log z2, (46)
where the integration contour γ is the whole real axis. This model has been applied
to derive new asymptotics for the generalized Laguerre polynomials [6], to the study
of structural glasses in the high temperature phase [5] and to the study of interacting
RNA folding and structure combinatorics [10].
Since N > 0, along the real axis the weight e−NW (z) vanishes at x = ±∞, and the
condition (14) is satisfied. In this case the string equation (26) reads
2rn + Tn(0)− 1 = 2n
N
. (47)
Taking into account that (25) implies Rn(0) = 0, the resolvent identities (27)–(28) at
z = 0 become
T 2n(0) = 1, Tn+1(0) + Tn(0) = 0. (48)
Then, using the boundary condition r0 = 0, we deduce that
Tn(0) = (−1)n, (49)
and
rn =
n
N
+
1
2
(1− (−1)n) . (50)
Proceeding as in the previous cases, we find that the lowest normalization constant is
h0 =
∫ ∞
−∞
e−N(z
2−log(z2))/2dz =
(
2
N
)N+1
2
Γ
(
N + 1
2
)
. (51)
However, due to the term (−1)n in the expression (50) for the coefficient rn, the simplest
way to calculate the partition function is to treat separately the even and the odd terms.
Each case can be handled straightforwardly with the following results,
Z2k+1 =
(
2
N
)(2k+1)(k+(N+1)/2) k!G(k + 1)2G (N+1
2
+ k + 1
)2
Γ
(
N+1
2
)
G
(
N+1
2
+ 1
)2 , (52)
and
Z2k =
(
2
N
)k(2k+N) G(k + 1)2G (N+1
2
+ k + 1
)2
Γ
(
N+1
2
)
G
(
N+1
2
+ 1
)2
Γ
(
N+1
2
+ k
) , (53)
which using repeatedly equation (30) for G(z + 1) can be merged back into the single
expression
Zn =
(
2
N
)n(n+N)/2
×
G
(
2n+3+(−1)n
4
)
G
(
2n+5−(−1)n
4
)
G
(
2n+3−(−1)n+2N
4
)
G
(
2n+5+(−1)n+2N
4
)
G
(
N+1
2
)
G
(
N+3
2
) . (54)
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3.5. The double Penner model
The double Penner model is defined by the potential
W (z) = −µ0 log z − µ1 log(1− z), (55)
where the principal branches of the logarithmic function are understood (i.e., −pi <
Im(log z) < pi), and where the integration contour γ is the [0, 1] interval of the real
axis. It has been used to study the critical behavior of the Kazakov-Migdal model in
U(N) Lattice Gauge theory [11] and to describe its tricritical point associated to a
Kosterlitz-Thouless phase transitions [12]. Incidentally, multi-Penner matrix models of
the form
W (z) = −
k∑
i=1
µi log(z − qi), (56)
are an active area of research because of the remarkable connections between matrix
models, conformal field theory and supersymmetric gauge theories [13, 14, 15, 16, 17,
18, 19]. In particular, correlation functions in these field theories turn to be described
by partition functions Zn,N of models with potentials of the form (56).
Note that along the interval [0, 1] we have e−NW (z) = xµ0N(1− x)µ1N . Therefore, if
µ0N > 0 and µ1N > 0 the weight vanishes at x = 0 and at x = 1, and the identity (14)
is valid. The corresponding string equations (20)–(21) read
µ0(Tn(0)− 1) + µ1(Tn(1)− 1) = 2n
N
, (57)
µ0Rn(0) + µ1R0(1) = 0, (58)
and the resolvent identities (22)–(23) at z = 0 and at z = 1 lead to
T 2n(0)− 4rnRn(0)Rn−1(0) = 1, (59)
− 2snRn(0) = Tn+1(0) + Tn(0), (60)
T 2n(1)− 4rnRn(1)Rn−1(1) = 1, (61)
2(1− sn)Rn(1) = Tn+1(1) + Tn(1). (62)
This system (57)–(62) is exactly solvable. In terms of α0 = µ0N and α1 = µ1N , the
solution is given by
Rn(0) = −(2n+ 1 + α0 + α1)/α0, (63)
Rn(1) = −(2n+ 1 + α0 + α1)/α1, (64)
Tn(0) =
2n2 + (2n+ α0)(α0 + α1)
α0(2n+ α0 + α1)
, (65)
Tn(1) =
2n2 + (2n+ α1)(α0 + α1)
α1(2n+ α0 + α1)
, (66)
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and
rn =
n(n+ α0)(n+ α1)(n+ α0 + α1)
(2n+ α0 + α1)2(2n+ α0 + α1 − 1)(2n+ α0 + α1 + 1) , (67)
sn =
2n2 + 2n(α0 + α1 + 1) + (α0 + α1)(α0 + 1)
(2n+ α0 + α1)(2n+ α0 + α1 + 2)
. (68)
From the expression (67), using the Legendre duplication formula
Γ(z)Γ(z + 1/2) = 21−2z
√
piΓ(2z), (69)
and the zero-th normalization coefficient
h0 =
∫ 1
0
xα0(1− x)α1dx = Γ(α0 + 1)Γ(α1 + 1)
Γ(α0 + α1 + 2)
, (70)
it follows immediately that the partition function takes the form
Zn =
G(n+ 1)G(n+ α0 + 1)G(n+ α1 + 1)G(n+ α0 + α1 + 1)
G(α0 + 1)G(α1 + 1)G(2n+ α0 + α1 + 1)
. (71)
4. The continuum limit in the one-cut case
The method of orthogonal polynomials provides a general perturbative scheme to
generate the expansion of the partition function of matrix models with polynomial
potentials in the continuum limit [22, 23, 24]. In this section we apply this scheme to
Penner matrix models in the one-cut case.
Equations (6) and (7) imply that
Zn+1Zn−1
Z2n
= rn. (72)
Therefore, the continuum limit expansion of the free energy Fn = logZn can be related
to the continuum limit expansion of rn. In appendix B we show that in the continuum
limit (3) the recurrence coefficients rn and sn for Penner models in the one-cut case
admit asymptotic expansions of the form
rn ∼ r(, x) ≈
∞∑
k=0
2kρk(x), (73)
sn ∼ s(, x) ≈
∞∑
k=0
kσk(x), (74)
where
 =
1
N
→ 0, x = n
N
fixed. (75)
Note that the expansion r(, x) contains only even powers of , while the expansion for
s(, x) contains all powers of  (see appendix B).
Taking the logarithm of (72) and as a consequence of (73) we deduce that the
continuum limit of the free energy is represented by an expansion
Fn ∼ F (, x) (76)
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which satisfies
F (, x+ ) + F (, x− )− 2F (, x) = log r(, x), (77)
or
(e

2
∂x − e− 2∂x)2F (, x) = 4 sinh2
( 
2
∂x
)
F (, x) = log r(, x). (78)
Therefore, using the identity(
t
2
)2
csch2
t
2
= 1−
∞∑
k=1
B2k
(2k)(2k − 2)!t
2k, (79)
we find that F (, x) obeys the differential equation
2∂xxF (, x) = L(∂x) log r(, x), (80)
where L(∂x) denotes the vertex operator (infinite-order differential operator)
L(∂x) = 1−
∞∑
k=1
B2k
(2k)(2k − 2)!(∂x)
2k. (81)
Hence, it follows from (80) that F (, x) can be written as
F (, x) = Flin + F(, x), (82)
where Flin is an -dependent term linear in x and
F(, x) = 1
2
∫ x
0
(x− t) log r(, t)dt−
∞∑
k=1
B2k(∂x)
2k−2
(2k)(2k − 2)! log r(, x). (83)
Inserting the expansion (73) of r(, x) into (82) we obtain that F(, x) has an
asymptotic expansion in powers of 2
F(, x) ≈
∞∑
k=0
2k−2Fk(x), (84)
which is known as the topological or genus expansion of the free energy. The coefficients
Fk(x) can be expressed in terms of those of r(, x). For example,
F0 =
∫ x
0
(x− t) log ρ0(t)dt, (85)
F1 =
∫ x
0
(x− t)ρ1(t)
ρ0(t)
dt− 1
12
log ρ0(x), (86)
F2 =
∫ x
0
(x− t)
(
ρ2(t)
ρ0(t)
− 1
2
ρ1(t)
2
ρ0(t)2
)
dt− 1
12
ρ1(x)
ρ0(x)
+
1
240
∂xx log ρ0(x). (87)
As we will see below, for exactly solvable matrix models we can obtain an asymptotic
expansion of Flin from the asymptotic expansions of the gamma and Barnes functions.
In the general case one can derive the asymptotic expansion for Flin by applying the
Euler-MacLaurin summation formula to Fn−FGn where FGn is the gaussian free energy.
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4.1. Decomposition into gaussian contributions
It is worth noticing that the expression (83) for F(, x) is a linear functional of log r(, x).
Therefore, whenever r(, x) is a rational function of x, the corresponding expression of
F(, x) can be written as a sum of gaussian contributions FG(a, ax+b) plus elementary
integrals linear in x. We will see below that this property is satisfied by the linear and
double Penner models.
More concretely, the asymptotic expansion of the gaussian contribution FG(, x)
corresponding to r(, x) = x in (83), is
FG(, x) ≈ 1
2
x2
(
1
2
log x− 3
4
)
− 1
12
log x+
∞∑
k=1
B2k+2
2k
2k(2k + 2)
1
x2k
, (88)
and the difference between this FG and the expression of FG given in (36) are precisely
the terms linear in x
FGlin = F
G −FG = 1

x log(2pi) +
1
12
log + ζ ′(−1), (89)
whereas the function F(, x) corresponding to r(, x) = ax+ b is
F(, x) = FG(a, ax+ b) + b
42a2
(3b+ 4ax− 2(b+ 2ax) log b). (90)
4.2. Gaussian behavior
We have just seen that for exactly solvable matrix models in which r(, x) is a rational
function of x, the free energy is, up to linear terms, a sum of gaussian contributions
FG(a, ax+ b). Furthermore, since
FG(a, ax+ b) = FG
(
, x+
b
a
)
+
log a
22
(
x+
b
a
)2
− log a
12
, (91)
the second-order derivative ∂xxF(, x) is, up to a constant, a linear combination of the
second-order derivatives of the gaussian contributions ∂xxFG(, x+ ci). These constants
ci are rather special since for x near each of the values −ci the behavior of the function
∂xxF(, x) is dominated by a single gaussian term ∂xxFG(, x+ ci).
4.3. Solutions of the string equations in the continuum limit
We next discuss our method to determine the coefficients ρk(x) and σk(x) of the
expansions (73)–(74) from the continuum limit of the string equations.
We prove in appendix B that the continuum limit of the generating functions Rn(z)
and Tn(z) is represented by asymptotic expansions
Rn(z) ∼ R(, z, x) ≈
∞∑
k=0
kRk(z, x), (92)
Tn(z) ∼ T (, z, x) ≈
∞∑
k=0
2kTk(z, x). (93)
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Note that the expansion R(, z, x) contains all powers of , while the expansion for
T (, z, x) contains only even powers of  (see appendix B).
The coefficients Rk(z, x) and Tk(z, x) can be recursively determined from the
continuum limit of the recurrence relations (22)–(23) which become
T (, z, x)2 − 4r(, x)R(, z, x)R(, z, x− ) = 1, (94)
and
2(z − s(, x))R(, z, x) = T (, z, x+ ) + T (, z, x). (95)
Therefore the coefficients Rk(z, x) and Tk(z, x) can be obtained in terms of ρk and σk.
For example,
R0(z, x) = w(z, x), (96)
T0(z, x) = (z − σ0)w(z, x), (97)
where
w(z, x) =
1√
(z − σ0(x))2 − 4ρ0(x)
. (98)
In the continuum limit the string equations (20)–(21) are given by
1
2pii
∮
γ∞
W ′0(z)T (, z, x)dz +
m∑
i=1
µi (T (, qi, x)− 1) = 2x, (99)
1
2pii
∮
γ∞
W ′0(z)R(, z, x)dz +
m∑
i=1
µiR(, qi, x) = 0. (100)
Inserting the expansions (92) and (93) into (99) and (100) and identifying coefficients
of powers 2k leads the equations
1
2pii
∮
γ∞
W ′0(z)Tk(z, x)dz +
m∑
i=1
µi(Tk(qi, x)− δk0) = 2 δk0 x, (101)
1
2pii
∮
γ∞
W ′0(z)R2k(z, x)dz +
m∑
i=1
µiR2k(qi, x) = 0, (102)
which in turn determine recursively the coefficients ρk(x) and σk(x). Furthermore, since
s(, x) = s(−, x + ) the coefficients σk for odd k are determined by the coefficients σl
for even l. Therefore for each k the system (101)–(102) determines the coefficients ρk
and σ2k in terms of lower order coefficients and their x derivatives (see appendix B).
For example, taking into account (96)–(97) and setting k = 0 in the system (101)–
(102), we get a pair of equations for the leading coefficients ρ0 and σ0:
1
2pii
∮
γ∞
(z − σ0)w(z, x)W ′0(z)dz +
m∑
i=1
µi ((qi − σ0)w(qi, x)− 1) = 2x, (103)
1
2pii
∮
γ∞
w(z, x)W ′0(z)dz +
m∑
i=1
µiw(qi, x) = 0. (104)
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These equations determine the so-called planar limit or zero genus contribution of the
continuum expansion. In particular they can be used to calculate the endpoints of the
eigenvalue support [a, b] since they are related to ρ0 and σ0 according to [28]
a = σ0 − 2√ρ0, b = σ0 + 2√ρ0. (105)
4.4. Z2-symmetric Penner models in the one-cut case
In the one-cut case, the continuum limit of the string equation (26) for Z2-symmetric
Penner models takes the form
1
2pii
∮
Γ∞
W ′0(λ)T (, λ, x)dλ+
m∑
i=1
µiT (, q
2
i , x) = x+
m∑
i=1
µi, (106)
where λ = z2 and T is assumed to be a function of λ. Moreover, the relations (94)–(95)
reduce to
z2
(
T (z, x)2 − 1) = r(x) (T (z, x+ ) + T (z, x)) (T (z, x− ) + T (z, x)) , (107)
2zR(z, x) = T (z, x+ ) + T (z, x), (108)
where for simplicity we do not indicate the dependence of (r, R, T ) on . These identities
imply
λ(T (z, x)2 − 1) = r(x) (T (z, x+ ) + T (z, x)) (T (z, x− ) + T (z, x)) . (109)
We will next consider the exactly solvable linear and double Penner models. By
comparing their continuum limit expansions with direct asymptotic expansions of the
exact free energies we not only check the previous method but are able to obtain
asymptotic expansions for Flin. Finally, in section 4.7 we study the cubic Penner model
as a nontrivial example of how to derive the asymptotic expansion for the free energy
in a case that is not exactly solvable.
4.5. The linear Penner model
The explicit expressions (42)–(43) of the recurrence coefficients for the linear Penner
model shows that its continuum limit is
r(, x) = x+ x2 = x(x+ 1), s(, x) = 1 + 2x+ . (110)
Substituting the expression for r(, x) into equation (83) for the free energy expansion
and using (90) with a = b = 1 we find
F(, x) = FG(, x) + FG(, x+ 1) + 1
2
(
x+
3
4
)
. (111)
On the other hand from the exact expression for the partition function (45) it follows
that
Fn ∼ F ≈ FG(, x) + FG(, x+ 1)− log 
22
− 1
2
(2x+ 1) log(2pi)− logG
(
1 +
1

)
. (112)
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Using (33), (36) and (88) it is easy to check that the asymptotic expansions (111)
and (112) are in agreement given the following asymptotic expansion for the linear
term:
Flin = − x
2
+
x

log 2pi +
log 
12
+ ζ ′(−1)−
∞∑
k=1
2kB2k+2
2k(2k + 2)
. (113)
4.6. The double Penner model
Recalling that α0 = µ0N and α1 = µ1N , we find that the continuum limit of the
recurrence coefficients (67)–(68) for the double Penner model (55) are
r(, x) =
x (x+ µ0) (x+ µ1) (x+ µ0 + µ1)
(2x+ µ0 + µ1) 2 (2x− + µ0 + µ1) (2x+ + µ0 + µ1) , (114)
s(, x) =
2x2 + 2x(µ0 + µ1 + ) + (µ0 + µ1)(µ0 + )
(2x+ µ0 + µ1)(2x+ µ0 + µ1 + 2)
. (115)
The logarithm of the numerator of the expression for r(, x) can be directly substituted
into (83) and gives four terms of the type (90) to F(, x). However, two of the factors
in the denominator contain the parameter , and if we apply the same procedure the
result would have to be reexpanded in . A more efficient approach consists in writing
the logarithm of the denominator as
log
(
(2x+ µ0 + µ1)
2 (2x− + µ0 + µ1) (2x+ + µ0 + µ1)
)
=
4 cosh2
( 
4
∂x
)
log(2x+ µ0 + µ1). (116)
Substituting this expression into the right hand side of (78) we find that the contribution
Fd(, x) of the denominator satisfies
4 sinh2
( 
2
∂x
)
Fd(, x) = 4 cosh
2
( 
4
∂x
)
log(2x+ µ0 + µ1), (117)
and recalling that sinh 2x = 2 sinh x coshx, we arrive at the following equation:
4 sinh2
( 
4
∂x
)
Fd = log(2x+ µ0 + µ1). (118)
I. e., the whole denominator gives a contribution to F(, x) of the same type (90) as the
contributions of each factor in the numerator but with opposite sign, with  replaced by
/2, a = 2 and b = µ0 + µ1. Summing up, we have
F(, x) = FG(, x) + FG(, x+ µ0) + FG(, x+ µ1) + FG(, x+ µ0 + µ1)
−FG(, 2x+ µ0 + µ1)
+
1
42
[
µ0 (3µ0 − 2 (µ0 + 2x) log µ0 + 4x) + µ1 (3µ1 − 2 (µ1 + 2x) log µ1 + 4x)
+ (µ0 + µ1) (3 (µ0 + µ1)− 2 (µ0 + µ1 + 2x) log (µ0 + µ1) + 4x)
− (µ0 + µ1) (3 (µ0 + µ1)− 2 (µ0 + µ1 + 4x) log (µ0 + µ1) + 8x)
]
, (119)
where the last bracket is the sum of the last terms in equation (90).
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On the other hand, from the exact form (71) of the partition function we obtain
Fn ≈ 1
12
log +
x

log 2pi +
1
22
[
x2 log x+ (x+ µ0)
2 log(x+ µ0) + (x+ µ1)
2 log(x+ µ1)
+ (x+ µ0 + µ1)
2 log(x+ µ0 + µ1)− (2x+ µ0 + µ1)2 log(2x+ µ0 + µ1)− µ20 log µ0
− µ21 log µ1
]
− 1
12
log
x(x+ µ0)(x+ µ1)(x+ µ0 + µ1)
(2x+ µ0 + µ1)µ0µ1
+ ζ ′(−1)
+
∞∑
k=1
2kB2k+2
2k(2k + 2)
[
1
x2k
+
1
(x+ µ0)2k
+
1
(x+ µ1)2k
+
1
(x+ µ0 + µ1)2k
− 1
(2x+ µ0 + µ1)2k
− 1
µ2k0
− 1
µ2k1
]
. (120)
Again, by comparing the last two equations we find an asymptotic expansion for the
linear term,
Flin =
1
12
log +
x

log 2pi +
x
2
[µ0 log µ0 + µ1 log µ1 − (µ0 + µ1) log(µ0 + µ1)]
+
1
12
log(µ0µ1) + ζ
′(−1)−
∞∑
k=1
2kB2k+2
2k(2k + 2)
(
1
µ2k0
+
1
µ2k1
)
. (121)
4.7. The cubic Penner model
In this section we show how to implement an order-by-order perturbative calculation of
the continuum limit of the free energy for the non exactly solvable cubic Penner model,
W (z) =
z3
3
− log z. (122)
In this case the k = 0 string equations (101)–(102) reduce to
− 1 + 4ρ0σ0 − σ0√
σ20 − 4ρ0
= 2x, (123)
2ρ0 + σ
2
0 +
1√
σ20 − 4ρ0
= 0. (124)
It follows immediately from this system that ρ0 can be written in terms of σ0,
ρ0 =
1 + 2x− σ30
6σ0
, (125)
while σ30 satisfies the cubic equation
(1 + 2x+ 2σ30)
2(5σ30 − 2(1 + 2x)) = 27σ30. (126)
Therefore
σ30 =
1
10
(
−2(1 + 2x) + 3(5 + (1 + 2x)
2)
∆1/3
+ 3∆1/3
)
, (127)
where
∆ = (2x+ 1)3 − 5(2x+ 1) + 5
√
−(2x+ 1)4 − 2(2x+ 1)2 − 5, (128)
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and where the square and cubic roots are assumed to take their respective principal
values. Note that despite the appearance of intermediate formally complex results, with
these determinations the final result is real. In fact, from (127) we can find the series
expansion of σ0(x) around x = 0, whose first three terms are
σ0(x) = 1 +
2
9
x2 − 4
81
x3 + · · · . (129)
Using (125) we get
ρ0(x) =
x
3
− x
2
9
− 4
81
x3 + · · · , (130)
and from (85) we find that
F0(x) = x
2
2
log x− 3 + log 9
4
x2 − x
3
18
+ · · · . (131)
Proceeding to the next order, from (196) in appendix B we have that
σ1(x) = σ
′
0(x)/2. (132)
The system to calculate the next terms, although rather unwieldy, has a simple structure:
it is a nonhomogeneous linear system of equations for ρ1 and σ2 whose coefficients and
independent terms can be expressed as functions of σ0, ρ0 and their derivatives (or,
using (125), as functions of σ0 and x). We write it explicitly to show the pattern.
Setting k = 1 in the string equations (101)–(102) we find,
M
[
ρ1
σ2
]
=
[
δ1
δ2
]
, (133)
where the symmetric 2× 2 matrix M is given by
M11 = M22 = 4σ0
(
2(σ20 − 4ρ0)7/2 − (σ20 − 4ρ0)2
)
, (134)
M12 = M21 = 8ρ0
(
(σ20 − 4ρ0)7/2 + (σ20 − 4ρ0)2
)
, (135)
and where the independent terms are,
δ1 = ρ0
[
4σ0
(
5(ρ′0)
2 + 4ρ0((σ
′
0)
2 − ρ′′0)
)
+ σ30((σ
′
0)
2 + 4ρ′′0)
− 8σ20(2ρ′0σ′0 + ρ0σ′′0) + 16ρ0(2ρ0σ′′0 − ρ′0σ′0)
]
, (136)
and
δ2 = −
[
(σ20 − 4ρ0)
(
12(ρ′0)
2 − 10σ0ρ′0σ′0 + (σ20 − 4ρ0)
(
1 + (σ20 − 4ρ0)3/2
)
((σ′0)
2 + 2ρ′′0)
)
+ 40ρ20(σ
′
0)
2 + 2ρ0
(
20(ρ′0)
2 − 20σ0ρ′0σ′0 − (σ20 − 4ρ0)(−7(σ′0)2 − 4ρ′′0 + 2σ0σ′′0)
) ]
. (137)
The system can be easily solved, and we find the expansions
ρ1(x) = − x
27
+
23
243
x2 +
128
729
x3 + · · · , (138)
σ2(x) =
1
9
− 2
81
x− 52
81
x2 +
968
2187
x3 + · · · . (139)
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Finally, using (86) and term-by-term integration we can calculate as many terms as
desired of the series for the next order (in ), which up to O(x4) turns out to be
F1(x) = − 1
12
log x+
log 3
12
+
x
36
− 25
648
x2 +
7
324
x3 + · · · . (140)
Higher order terms quickly get more complicated but, once the structure is known, the
whole procedure can be easily programmed in a symbolic computation environment.
5. The continuum limit for Z2-symmetric models in the two-cut case
In this section we apply the method of orthogonal polynomials to calculate the
continuum limit of Z2-symmetric Penner models in the two-cut case.
The recurrence coefficient sn for Z2-symmetric models is identically zero, and from
the experience with matrix models associated to polynomial potentials [28] it is natural
to assume the appearance of two different expansions for rn (as well as for Fn) according
to the parity of n. More concretely, the analog of (72) is the pair of equations
Z2n+3Z2n−1
Z22n+1
= r2n+2r
2
2n+1r2n,
Z2n+2Z2n−2
Z22n
= r2n+1r
2
2nr2n−1, (141)
where three successive even and odd terms of the partition function are written
separately as products of recurrence coefficients rn. We assume that the continuum
limit of the recurrence coefficient rn in the two-cut case is represented by a two-branch
asymptotic expansion
rn ∼

a(,X) ≈
∞∑
k=0
2kαk(X), for n odd,
b(,X) ≈
∞∑
k=0
2kβk(X), for n even,
(142)
where
X =
n
N
,  =
1
N
, (143)
and the coefficients αk and βk are analytic functions of X in a certain real interval. Thus
we have
r2n+1 ∼ a(, x+ ), r2n ∼ b(, x), (144)
where
x = 2X =
2n
N
(145)
and
a(, x) ≈
∞∑
k=0
αk(x)
2k, b(, x) ≈
∞∑
k=0
βk(x)
2k. (146)
Likewise, we assume that in the continuum limit there exists a two-branch representation
for the free energy
Fn ∼
{
A(,X), for n odd,
B(,X), for n even,
(147)
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or, equivalently, that we have
F2n+1 ∼ A(, x+ ), F2n ∼ B(, x). (148)
In this way, the identities (141) lead to{
A(x+ 2) + A(x− 2)− 2A(x) = log (b(x+ )b(x− )a(x)2) ,
B(x+ 2) +B(x− 2)− 2B(x) = log (a(x+ )a(x− )b(x)2) , (149)
where, for simplicity, we do not indicate the dependence on . Using (79) we find{
42∂xxA(x) = L(2∂x) log
(
b(x+ )b(x− )a(x)2) ,
42∂xxB(x) = L(2∂x) log
(
a(x+ )a(x− )b(x)2) . (150)
where L(∂x) is the infinite-order differential operator defined in (81). Therefore, there
are decompositions of A(, x) and B(, x) of the form
A(, x) = Alin +
1
42
∫ x
0
(x− t) log (b(t+ )b(t− )a(t)2) dt
−
∞∑
k=1
B2k(2∂x)
2k−2
(2k)(2k − 2)! log
(
b(x+ )b(x− )a(x)2) , (151)
B(, x) = Blin +
1
42
∫ x
0
(x− t) log (a(t+ )a(t− )b(t)2) dt
−
∞∑
k=1
B2k(2∂x)
2k−2
(2k)(2k − 2)! log
(
a(x+ )a(x− )b(x)2) , (152)
where Alin and Blin are -dependent linear terms in x. Then, using the expansions (146)
we deduce the existence of asymptotic expansions in powers of 2 of the form
A(, x)− Alin ≈
∞∑
k=0
2k−2Ak(x), B(, x)−Blin ≈
∞∑
k=0
2k−2Bk(x), (153)
For example, the first few terms are
A0 = B0 = 1
2
∫ x
0
(x− t) log (α0(t)β0(t)) dt, (154)
A1 = 1
2
∫ x
0
(x− t)
(
β1(t)
β0(t)
+
α1(t)
α0(t)
+
β′′0 (t)
2β0(t)
− 1
2
(
β′0(t)
β0(t)
)2)
dt− 1
6
log (α0β0) , (155)
B1 = 1
2
∫ x
0
(x− t)
(
β1(t)
β0(t)
+
α1(t)
α0(t)
+
α′′0(t)
2α0(t)
− 1
2
(
α′0(t)
α0(t)
)2)
dt− 1
6
log (α0β0) . (156)
As in the one-cut case, the explicit form of Alin and Blin for non exactly solvable models
can be obtained applying the Euler-MacLaurin summation formula to F2n+1 and to F2n
respectively. However, since b(, x) vanishes near x = 0 it is required to regularize F2n.
We next describe the two-cut version of our method to determine the coefficients
αk and βk of the expansions (146) from the continuum limit of the string equations and
the resolvent identities.
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5.1. Solutions of the string equations in the continuum limit
Following the pattern of a previous analysis valid for matrix models with polynomial
potentials [34], in order to perform the continuum limit of the string and recurrence
equations (26) and (29) we introduce two asymptotic expansions for the continuum
limits U and V of the odd and even Tn,
T2n+1(λ) ∼ U(, λ, x) ≈
∞∑
k=0
Uk(λ, x)
2k, (157)
T2n(λ) ∼ V (, λ, x) ≈
∞∑
k=0
Vk(λ, x)
2k. (158)
Then the continuum limit of the relation (29) between Tn(z) and rn is equivalent to the
following system:
a(x) (U(λ, x) + V (λ, x− )) (U(λ, x) + V (λ, x+ )) = λ (U(λ, x)2 − 1) , (159)
b(x) (V (λ, x) + U(λ, x− )) (V (λ, x) + U(λ, x+ )) = λ (V (λ, x)2 − 1) , (160)
where for simplicity the dependence on  is not indicated. Identification of the
coefficients of 2k in (159)–(160) leads to a system of recurrence relations for the
coefficients Uk and Vk (see appendix B). For example, for k = 0 we find that
U0 = (α0 − β0 + λ)u(λ, x), V0 = (β0 − α0 + λ)u(λ, x), (161)
where
u(λ, x) =
1√
(λ− (α0 + β0))2 − 4α0β0
. (162)
In this way the continuum limit of the string equation (26) splits into the system
of equations 
∮
Γ∞
dλ
2pii
W ′0(λ)U(, λ, x) +
k∑
i=1
µi
(
U(, q2i , x)− 1
)
= x,∮
Γ∞
dλ
2pii
W ′0(λ)V (, λ, x) +
k∑
i=1
µi
(
V (, q2i , x)− 1
)
= x.
(163)
Again, by identifying the coefficients of 2k in this system we can determine recursively
the coefficients αk(x) and βk(x). For example, using (161) and setting k = 0 in the
system (163), we obtain the following equations for the leading coefficients α0(x) and
β0(x):
1
2pii
∮
Γ∞
(λ+ α0 − β0)u(λ, x)W ′0(λ)dλ+
m∑
i=1
µi
(
(q2i + α0 − β0)u(q2i , x)− 1
)
= x, (164)
1
2pii
∮
Γ∞
(λ+ β0 − α0)u(λ, x)W ′0(λ)dλ+
m∑
i=1
µi
(
(q2i + β0 − α0)u(q2i , x)− 1
)
= x. (165)
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As a noteworthy application, these equations can be used to calculate the endpoints
of the 2-cut eigenvalue support [−b,−a] ∪ [a, b], since a and b are related to α0 and β0
according to by
a =
√
α0 −
√
β0, b =
√
α0 +
√
β0. (166)
(See [28] for Penner models and [34] for polynomial potentials.)
5.2. The gaussian Penner model
As an illustration of the previous formalism we will now use the exact expression for
the partition function (54) of the gaussian Penner model to confirm the existence of the
two-branch structure for the free energy,
Fn ∼

A(,X) ≈ Alin +
∞∑
k=0
2k−2Ak(X), for n odd,
B(,X) ≈ Blin +
∞∑
k=0
2k−2Bk(X), for n even,
(167)
and to check our formulas (154)–(156).
If to the effect of asymptotic expansion we consider as constants the bounded terms
(−1)n, it is straightforward to use the asymptotic expansion (33) of the Barnes function
in (54) and compute the first terms of the continuum limit of the free energy for the
gaussian Penner model:
Fn ≈ 1
42
(
X2 logX + (1 +X)(−3X + (1 +X) log(1 +X))+ log(2pi)

X +
log 
6
+
1
6
(
log 2 + 12ζ ′(−1)− 1
4
(
(1 + 3(−1)n) logX + (1− 3(−1)n) log(1 +X)
))
− 
2
480
(
15(−1)n + 1
X2
+
1− 15(−1)n
(X + 1)2
+ 14
)
+O(4). (168)
By separating the even and the odd terms in (168) we can show explicitly that the two
branches of the continuum limit of the free energy (167) are given by
A(,X) ≈ 1
42
(
X2 logX + (1 +X)(−3X + (1 +X) log(1 +X))
+
log(2pi)

X +
log 
6
+
1
6
(log 2 + 12ζ ′(−1)) + 1
12
log
(
X
(1 +X)2
)
+O(2), (169)
and
B(,X) ≈ 1
42
(
X2 logX + (1 +X)(−3X + (1 +X) log(1 +X))
+
log(2pi)

X +
log 
6
+
1
6
(log 2 + 12ζ ′(−1)) + 1
12
log
(
1 +X
X2
)
+O(2). (170)
Moreover, these expansions are in complete agreement with (154)–(156), since according
to (50)
a(,X) = α0(X) = X + 1, b(,X) = β0(X) = X. (171)
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Figure 1. Exact values (dots) and asymptotic formulas for the continuum limit of
the free energy of the Gaussian-Penner matrix model with N = 4: the red dashed line
represents the terms of (168) up to O(1), while the black dashed lines represent the
branches A(1/4, X) and B(1/4, X) up to O(4).
It is important to notice the different behavior of the two branches of the free energy in
the continuum limit
A(,X)−B(,X) = 1
4
log
(
X
X + 1
)
+O (2) . (172)
In figure 1 we illustrate these results with a numerical calculation. The dots are the
exact values of Fn = logZn obtained from the exact partition function (54) with N = 4
and n = 0, . . . , 4. The red dashed line is the common part up to O(1) of (168) (i.e., the
three terms in the first row), and the two black dashed lines represent the odd branch
A(1/4, X) and even branch B(1/4, X) up to O(4). Note how, to the given precision,
the exact values fall alternately on the corresponding branch of the expansion.
Finally, we mention a very general result first derived heuristically in [46, 47] and
further developed in [48], whereby the free energy of matrix models with a disconnected
eigenvalue support involves the logarithm of a theta function. According to [46], in the
symmetric two-cut case (see (2.45) and (3.24) in [46]) the corresponding term turns out
to be log(θ3(n/2)), where n is the matrix dimension. As a consequence of the periodicity
relation θ3(z + 1) = θ3(z) the theta function takes only the two values θ3(1/2) for odd
n and θ3(0) for even n, which leads to the two-branched structure of the asympotic
expansion for the free energy.
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6. Concluding remarks
In this paper we have shown how the method of orthogonal polynomials for Penner
models can be applied to study the partition function of Penner matrix models and to
compute the continuum expansion of the free energy. The key ingredient in our study is a
method to solve the string equations which uses certain identities for the resolvent of the
Jacobi matrix defining the three-term recursion relation for the orthogonal polynomials.
We have applied this method to compute the partition functions of several of the
exactly solvable Penner models, thus providing an alternative derivation of the exact
results obtained via the Selberg’s integral. In addition, we have also shown that in the
continuum limit the free energy of certain exactly solvable models like the linear and
double Penner models can be written as a sum of gaussian contributions plus linear
terms.
For non-exactly solvable Penner models we have provided a perturbative method for
solving the system of string equations and resolvent identities, thus determining the large
N expansion of the free energy. Although in this paper we have dealt only with solutions
that are asymptotic power series in the small parameter  = 1/N , it has been recently
shown [14, 45, 49], one might also consider trans-series solutions (i.e., formal series
with exponentially small corrections) that go beyond the usual large N expansion and
describe nonperturbative effects. Finally, we have discussed and illustrated numerically
the double-branch structure of the free energy for the gaussian Penner model.
Although in the examples shown in this paper we have focused on Penner models
defined over paths contained in the real line (hermitian models), our results hold for
Penner models defined on more general paths (holomorphic nonhermitian models),
which have been studied in [4, 7]. In these cases, however, a more detailed analysis
based on the concept of S-curve is required to identify allowable paths leading to well-
defined matrix models [50].
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Appendix A: Resolvent identities
In this appendix we prove the resolvent identities (22)–(23) that allow us to compute
Rn(z) and Tn(z) in terms of the recurrence coefficients.
To prove (23) we substitute
(Lk)nn =
1
hn
∫
γ
e−NW (ζ)ζkPn(ζ)2dζ (173)
and
(Lk)nn−1 =
1
hn−1
∫
γ
e−NW (ζ)ζkPn(ζ)Pn−1(ζ)dζ, (174)
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into the z →∞ expansions (18) and (19) for Rn(z) and Tn(z), and obtain
Rn(z) =
1
z
(
1 +
1
hn
∫
γ
e−NW (ζ)
ζPn(ζ)
2
z − ζ dζ
)
, (175)
and
Tn(z) = 1 +
2
hn−1z
∫
γ
e−NW (ζ)
ζPn(ζ)Pn−1(ζ)
z − ζ dζ. (176)
Now from (175) and using (176) we deduce that
z2Rn(z) = z +
1
hn
(∫
γ
e−NW (ζ)ζPn(ζ)2dζ +
∫
γ
e−NW (ζ)
ζ2Pn(ζ)
2
z − ζ dζ
)
= z + sn +
1
hn
∫
γ
ζ e−NW (ζ)
Pn(ζ)Pn+1(ζ) + snPn(ζ)
2 + rnPn(ζ)Pn−1(ζ)
z − ζ dζ
= z snRn(z) +
z
2
(Tn+1(z) + Tn(z)) , (177)
which is the resolvent identity (23).
To prove (22) we use (176) and proceed in the form
z2 (Tn+1(z)− Tn(z))
=
2
hn
(∫
γ
e−NW (ζ)ζPn+1(ζ)Pn(ζ)dζ +
∫
e−NW (ζ)
ζ2Pn+1(ζ)Pn(ζ)
z − ζ dζ
)
− 2
hn−1
(∫
γ
e−NW (ζ)ζPn(ζ)Pn−1(ζ)dζ +
∫
e−NW (ζ)
ζ2Pn(ζ)Pn−1(ζ)
z − ζ dζ
)
=
2
hn
(
hn+1 +
∫
γ
ζ e−NW (ζ)
Pn+1(ζ)
2 + snPn+1(ζ)Pn(ζ) + rnPn+1(ζ)Pn−1(ζ)
z − ζ dζ
)
− 2
hn−1
(
hn +
∫
γ
ζ e−NW (ζ)
Pn+1(ζ)Pn−1(ζ) + snPn(ζ)Pn−1(ζ) + rnPn−1(ζ)2
z − ζ dζ
)
= 2z (rn+1Rn+1(z)− rnRn−1(z)) + z sn (Tn+1(z)− Tn(z)) . (178)
Thus, we have that
(z − sn) (Tn+1(z)− Tn(z)) = 2 (rn+1Rn+1(z)− rnRn−1(z)) . (179)
Multiplying (23) by Tn+1(z)− Tn(z) and using (179) we obtain
Tn(z)
2 − 4rnRn(z)Rn−1(z) = Tn+1(z)2 − 4rn+1Rn+1(z)Rn(z), (180)
which means that
Tn(z)
2 − 4rnRn(z)Rn−1(z) (181)
is independent of n, and the resolvent identity (22) follows from the initial conditions
r0 = 0, T0(z) = 1.
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Appendix B: Solutions of the string equations in the continuum limit
In this appendix we analyze the existence of the expansions (73) and (142) of the
recurrence coefficients in the continuum limit.
Let us start with the one-cut case. If we assume expansions of the form
r(, x) ≈
∞∑
k=0
kρ˜k(x), s(, x) ≈
∞∑
k=0
kσk(x), (182)
R(, z, x) ≈
∞∑
k=0
kRk(z, x), T (, z, x) ≈
∞∑
k=0
kT˜k(z, x), (183)
and identify the coefficients of k in (94)–(95) we obtain two recursion relations for the
coefficients Rk and T˜k:∑
i+j=k
T˜i(z, x)T˜j(z, x)− 4
∑
i+j+l+m=k
(−1)i
i!
ρ˜m(x)Rl(z, x)∂
i
xRj(z, x) = δk0,
zRk(z, x)−
∑
i+j=k
σi(x)Rj(z, x) = T˜k(z, x) +
1
2
∑
i+j=k,j<k
1
i!
∂ixT˜j(z, x).
(184)
For k = 0 we have
R0(z, x) = w(z, x), T˜0(z, x) = (z − σ0(x))w(z, x). (185)
Using induction it is straightforward to prove that the coefficients Rk and T˜k (k ≥ 1)
can be expressed in the form
Rk(z, x) =
2k−1∑
j=1
(αk,j(x) + βk,j(x)(z − σ0(x)))w(z, x)2j+1,
T˜k(z, x) =
2k−1∑
j=1
(γk,j(x) + ξk,j(x)(z − σ0(x)))w(z, x)2j+1,
(186)
where
w(z, x) =
1√
(z − σ0(x))2 − 4ρ˜0(x)
(187)
and
αk,1(x)− 2ρ˜k(x), βk,1(x)− σk(x),
γk,1(x)− 4ρ˜0(x)σk(x), ξk,1(x)− 2ρ˜k(x), (188)
αk,j(x), βk,j(x), γk,j(x), ξk,j(x) (j = 2, . . . , 2k − 1),
are polynomials in ρ˜0, . . . , ρ˜k−1, σ0, . . . , σk−1 and their x-derivatives.
Now we substitute the expansions (182)–(183) in the continuum limit of the string
equations (20),
1
2pii
∮
γ∞
W ′0(z)T (, z, x)dz +
m∑
i=1
µi (T (, qi, x)− 1) = 2x, (189)
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1
2pii
∮
γ∞
W ′0(z)R(, z, x)dz +
m∑
i=1
µiR(, qi, x) = 0. (190)
In order to analyze the equations that the system (189)–(190) imply for the coefficients
ρ˜k and σk it is useful to introduce the function
G(σ0, ρ˜0) = −
∮
γ∞
dz
2pii
W ′0(z)
w(z, x)
−
m∑
i=1
µi
(
1
w(qi, x)
+ σ0
)
. (191)
Notice that for k = 0 the system (189)–(190) can be rewritten as
∂G
∂σ0
= 2x,
∂G
∂ρ˜0
= 0. (192)
Moreover, substituting (186)–(188) into the system it is straightforward to prove that
for k ≥ 1 both quantities
∂2σ0G(σ0, ρ˜0)σk + ∂σ0∂ρ˜0G(σ0, ρ˜0)ρ˜k,
∂σ0∂ρ˜0G(σ0, ρ˜0)σk + ∂
2
ρ˜0
G(σ0, ρ˜0)ρ˜k,
(193)
are differential polynomials in ρ˜0, . . . , ρ˜k−1, σ0, . . . , σk−1, and their x-derivatives.
Therefore, if ∣∣∣∣∣ ∂2σ0G(σ0, ρ˜0) ∂σ0∂ρ˜0G(σ0, ρ˜0)∂σ0∂ρ˜0G(σ0, ρ˜0) ∂2ρ˜0G(σ0, ρ˜0)
∣∣∣∣∣ 6= 0, (194)
then all the coefficients σk and ρ˜k can be recursively obtained from the linear
system (193).
Finally, it is easy to prove that if R(, z, x), T (, z, x), r(, x) and s(, x), solve (94)–
(95) and (189)–(190), then so do
Rˆ(, z, x) = R(−, z, x+ ), Tˆ (, z, x) = T (−, z, x),
rˆ(, x) = r(−, x), sˆ(, x) = s(−, x+ ). (195)
Moreover, it is clear from our preceding analysis that there is only one solution of (94)–
(95) and (99)–(100) with the form (182)–(183). Therefore, it must be
R(, z, x) = R(−, z, x+ ), T (, z, x) = T (−, z, x),
r(, x) = r(−, x), s(, x) = s(−, x+ ). (196)
Consequently we have proved the existence of the expansions of the form (73) and (74)
and that they satisfy (196). Note also that the constraint (196) for s implies
s(, x) ≈
∞∑
k=0
2kσ˜k
(
x+

2
)
. (197)
A similar structure for the expansion of R holds.
It should be noticed that the recurrence coefficients r(, x) and s(, x) for Penner
models have the same type of expansions in  as those rigorously proved for matrix
models with polynomial potentials [24, 41].
A similar analysis can be applied to Z2-symmetric Penner models in the two-cut
case to prove the existence of the expansions (144)–(146): we perform the continuum
Partition functions and the continuum limit in Penner matrix models 28
limit of the string and resolvent equations (26) and (29), and introduce two expansions
U and V of the form [34]
T2n+1(λ) ∼ U(, x, λ) ≈
∞∑
k=0
Uk(x, λ)
2k, T2n(λ) ∼ V (, x, λ) ≈
∞∑
k=0
Vk(x, λ)
2k, (198)
where
x =
2n
N
,  =
1
N
. (199)
Then identification of the coefficients of 2k in the continuum limit of the resolvent
identities (159) leads to a system of recurrence relations for the coefficients Uk and Vk.
Moreover, from the form (159) it follows that the expressions for the coefficients Vk are
obtained from those for Uk under the substitution (αi, βi)→ (βi, αi). Furthermore, one
finds that the coefficients Uk can be written in the form
Uk =
3k∑
j=0
(Rk,j + λSk,j)u
2j+1, k ≥ 0, (200)
where
u(λ, x) =
1√
(λ− (α0 + β0))2 − 4α0β0
. (201)
and Rk,j = Rk,j(α0, β0, . . . , αk, βk) and Sk,j = Sk,j(α0, β0, . . . , αk, βk) are polynomials in
α0, β0, . . . , αk, βk and their x derivatives.
The final step is to introduce the expansions (198) in the continuum limit (163)
of the string equation. Then it can be proved that identifying powers of 2 in (163)
determines recursively all the coefficients αk and βk.
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