In analyzing the survey propagation algorithm, Maneva, Mossel, and Wainwright discovered a polynomial identity that holds for a Boolean formula F and a satisfying assignment a. We show that F and a give rise to a convex geometry, and that convex geometries are precisely the combinatorial objects satisfying (the multivariate analog of) that polynomial identity.
Introduction
The k-SAT problem for k ≥ 3 is a classical NP complete problem [5] that is of great importance to multiple areas of computer science, most notably complexity theory, artificial intelligence, and hardware verification. As an NP-complete problem it is not known (or believed) to admit any subexponential algorithm. A great deal of research goes into designing algorithms that are successful at least for some subclass of instances of the problem. An important example is the subclass of formulas drawn from the uniform probability distribution on formulas of a given size. One of the most exciting recent developments in the area of algorithms for k-SAT is the survey propagation algorithm, designed by Mézard, Parisi, and Zecchina [21] for the uniform distribution. This algorithm remains effective at solving very large instances of random k-SAT problems in a regime where all other known algorithms typically fail.
Maneva, Mossel, and Wainwright [19] showed that the survey propagation algorithm is equivalent to a common marginalization heuristic (known as belief propagation [15, 25] ) applied to a particular distribution with a simple combinatorial description. (A special case of this theorem appeared independently in [3] .) Thus the mystery of the excellent performance of survey propagation is captured by a well-defined distribution, whose properties however are still to be understood.
In their analysis, Maneva et al discovered an important polynomial identity that holds for any SAT problem and any satisfying assignment. In this article we solve the problem [24] of characterizing the combinatorial structures that satisfy the multivariate version of this identity: they are precisely the convex geometries.
Convex geometries are combinatorial objects which describe the properties of convexity. They also arise naturally in various "pruning" processes that have been studied in the literature on computing on random structures. This specific application to k-SAT problems suggests further study of randomly generated convex geometries, and their role in other similar processes.
The paper is organized as follows. In Section 2 we define precisely the k-SAT problem, and introduce the probability distribution and the polynomial identity of [19] we are concerned with. In Section 3 we recall the definitions and basic properties of convex geometries that we will need. Section 4 provides a characterization of convex geometries as the objects that induce certain partitions of a Boolean lattice into intervals. Finally, Section 5 shows that a SAT problem and a satisfying assignment determine a convex geometry, and that this is the reason for the polynomial identity of [19] to hold.
Satisfiability and survey propagation
Let F be a Boolean formula such as
We can assume that F is written in conjunctive normal form as a conjunction of certain clauses C in the variables V and their negations. The Boolean satisfiability problem (SAT) is to determine whether there is some assignment of TRUE (1) and FALSE (0) to the variables which makes the entire formula true. The k-SAT problem is the same problem when restricted to formulas with clauses of a fixed size k. For k = 2 there is a polynomial time algorithm for deciding satisfiability, however for k ≥ 3 the problem is NP-complete.
The model for generating random k-SAT formulas is the following: for a fixed density parameter α > 0, choose ⌊αn⌋ clauses uniformly from the set of all kclauses on n variables. A formula drawn randomly from this distribution becomes increasingly difficult to satisfy as the clause density α increases. Friedgut [10] proved the existence of a threshold density α c such that a random k-SAT formula is satisfiable with very high probability (going to 1 as n goes to infinity) for any α < α c and with very low probability (going to 0 as n goes to infinity) for any α > α c . There is a large body of work devoted to the study of this threshold density α c . However, except for the case k = 2 [4, 7, 11] , the value of the threshold is currently unknown; the best known bounds for 3-SAT, found in [13] and [8] are 3.52 < α c < 4.51.
When the density α is very close to the threshold density α c , it is extremely difficult in practice to determine whether a k-SAT problem is satisfiable. Survey propagation is the first algorithm that is effective even in this range.
The main physical assumption in the design of survey propagation is that if k ≥ 3 and the density is close to the satisfiability threshold, the structure of the space of solutions of a random formula changes. For lower densities (below certain α d < α c ) the space of solutions and near-solutions is well connected and easily navigable, so many simple algorithms are successful at locating a solution. For densities close to the satisfiability threshold, the space of solutions and near-solutions breaks up into clusters and that presents a challenge for all previously known algorithms. Figure 1 illustrates how the structure of the space of solutions evolves as the density of a random formula increases. The connection between the structure of the space of solutions and the difficulty in finding them is only speculative, and the intuition behind the algorithm is purely heuristic and physical in nature. For details on this we refer the reader to [21] . More recently, Mora, Mézard and Zecchina [20] , as well as Achlioptas and Ricci-Tersenghi [1] have demonstrated rigorously that for k ≥ 8 and some clause density below the satisfiability threshold, clusters of solutions do indeed exist. In order to understand the survey propagation algorithm, Maneva et al. [19] introduced the concept of partial assignments, where to each variable is assigned one of the values 0, 1, or * ; the value * indicates that a variable is unassigned and free to take either value. Say that a partial assignment x is invalid for a clause C if plugging x into C gives either 0 ∨ 0 ∨ · · · ∨ 0 (which makes the clause invalid) or 0 ∨ · · · ∨ 0 ∨ * ∨ 0 ∨ · · · ∨ 0 (where the * is not free to take either value). A partial assignment x is valid for a formula if it is valid for all its clauses. For example, some valid partial assignments for the formula F = (x 1 ∨x 2 ∨ x 3 ) ∧ (x 2 ∨x 3 ∨x 4 ) are (1, 1, 1, 1 ), ( * , 1, * , * ) and (1, * , * , 1), and some invalid partial assignments are (1, 1, 0, * ) and ( * , * , 1, 1). Note that in this example, somewhat surprisingly, (1, 1, 1, 1) is not greater than (1, * , * , 1) in P (F ), because to stay valid one must switch x 2 and x 3 from 1 to * simultaneously: (1, * , 1, 1) and (1, 1, * , 1) are invalid. Figure 3 provides an idealized illustration of the space of valid partial assignments, for a problem where the density of clauses is close to the satisfiability threshold. The satisfying complete assignments, represented by black dots on the top layer, are quite disconnected. The introduction of the partial assignments yields a modified search space that is far less fragmented. ********** **1001*0*1 Figure 3 : The set of fully assigned satisfying configurations occupy the top plane, and are arranged into clusters. Enlarging to the space of partial assignments leads to a new space with better connectiviity. Definition 2.1 suggests that, given a valid partial assignment a, we call a coordinate i either: (a) a star * , (b) unconstrained if a i ∈ {0, 1} and setting a i = * keeps the assignment valid, or (c) constrained if a i ∈ {0, 1} and setting a i = * gives an invalid assignment; that is, if a i is the only satisfying variable in some clause of F . Let S(a), U (a), and C(a) be the sets of star, unconstrained, and constrained variables of a, respectively.
Maneva et al [19] define the weight of a partial assignment a to be
where p and q are parameters in the interval [0, 1]. They consider the probability distribution which assigns to a a probability proportional to W (a) for every valid partial assignment a. The survey propagation algorithm is equivalent to applying the belief propagation marginalization heuristic to this distribution with suitably chosen p and q. This distribution has the following remarkable property:
For any satisfying assignment a of a Boolean formula F and
summing over all valid partial assignments b which are less than a in P (F ); that is, summing over the subposet P (F ) ≤a .
Therefore this probability distribution on partial assignments may be regarded as a smoothed version of the uniform distribution over satisfying assignments: if we choose a valid partial assignment b at random, then the probability of being under a is the same for any satisfying assignment a.
Consider the following experiment: 1. in a valid assignment a, change a random unconstrained variable to * , and 2. repeat until there are no unconstrained variables. This procedure, which has been refered to as "peeling", "whitening", "coarsening" and "pruning", is equivalent to taking a random path from x down the partial order P (F ), by choosing at each step a random partial assignment that is covered by the current one. For a fixed choice of a, any such path terminates at the same partial assignment, which is known as a "core". (Note, however, that different a may lead to different core assignments; in the example of Figure 3 , one might end up at ( * , * , 1, 0, 0, 1, * , 0, * , 1) or ( * , * , * , * , * , * , * , * , * , * ).)
The proof of Achlioptas and Ricci-Tersenghi [1] of the existence of multiple clusters proceeds by examining the above pruning process, and in particular the number of unconstrained variables at each step. They prove that, for k ≥ 9, there is some density below the satisfiability threshold such that this pruning procedure results in a non-trivial (different from ( * , . . . , * )) core assignment with high probability. This is easily shown to imply the existence of multiple clusters of solutions. On the other hand this has not been observed to hold for k = 3.
Random processes generating convex geometries
The literature on random structures has many examples of similar pruning processes, where one removes one element at a time from a combinatorial object.
The most notable examples of pruning processes are in the analysis of identifiable vertices in random hypergraphs [6] , and of k-cores in random hypergraphs [23, 26] . Additionally, in the analysis of satisfiability problems such processes have appeared repeatedly -most notably for the pure-literal rule algorithm for k-SAT [23, 27] , and the study of clustering of solutions for XOR-SAT [22] and k-SAT [1] .
Pruning processes appear also in practical applications, such as in the area or error correcting codes, more specifically LDPC codes [18] and LT codes [16] over the erasure channel. A unified analysis of the processes in error-correcting codes and the pure-literal rule was provided in [17] .
We are particularly interested in processes with the following property: if one can remove an element at a certain point in time, then one will be able to remove it at any later stage. Any such process is encoded by a convex geometry, or equivalently by a dual object known as an antimatroid; see [14] for more information on this topic. While some work has been done on randomly generated convex geometries [2, Proposition 8.6.5] [12] , this connection certainly motivates further study of this topic.
Convex geometries
In this section we give a very brief description of convex geometries. Convex geometries provide a combinatorial abstraction of the notion of convexity. They have several equivalent definitions, and a rich underlying theory [2, 9, 14] . We only present, without proofs, the point of view and results that we will need.
A convex geometry is a pair (E, N ) where E is a set and N ⊆ 2 E is a collection of subsets of E satisfying:
(N3) For every A ∈ N with A = E there is an x / ∈ A such that A ∪ x ∈ N . The sets in N are called closed or convex. We think of (N3) as a property of accesibility from the top: every closed set can be obtained from E by removing one element at a time in such a way that every intermediate set in the process is also closed.
The closure of A ⊆ E is defined to be
It is easy to see that this is, in fact, a closure operator ; that is, for all A we have A ⊆ τ (A) and τ (τ (A)) = τ (A), and for all A ⊆ B we have τ (A) ⊆ τ (B). Also, a set A is closed if and only if τ (A) = A.
Example 3.1. Let E be a set of points in R n . Say a subset A ⊆ E is closed if it contains all the points p ∈ E which are in the convex hull of A. Then (E, N ) is a convex geometry. The closure of an arbitrary subset A ⊆ E is the set of points of E contained in the convex hull of A.
For the first configuration of Figure 3 , the only non-closed sets are {c, d} and {a, c, d}, whose closures are {b, c, d} and {a, b, c, d}, respectively. For the second configuration, the non-closed sets are {1, 2}, {1, 4}, {3, 4}, {1, 2, 4}, and {1, 3, 4}.
An extreme point of a set A is an element a ∈ A which is not in the closure of A − a. The set ex(A) of extreme points of A is the unique minimal set whose closure is A.
A free set is one of the form ex(A). A circuit is a minimal set which is not free, and one can check that each circuit C has a unique element a which is in In the first configuration of Figure 3 , the only sets which are not free are {b, c, d} and {a, b, c, d}, so the only rooted circuit is ({b, c, d}, b). In the second configuration, the rooted circuits are ({1, 2, 3}, 3), ({1, 2, 4}, 2), ({1, 3, 4}, 3), and ({2, 3, 4}, 2).
One can recover a convex geometry from its list of rooted circuits. In fact, any collection of rooted sets-that is, sets with a designated element called the root-gives rise to a convex geometry. Suppose C is a family of rooted subsets of E; label them (A i , a i ) where a i ∈ A i and A i ∈ E. Call a subset S of E full if A i − a i ⊆ S implies a i ∈ S for each i; that is, if the root of a circuit is never the only element of the circuit missing from S. Say a full set S is accessible from E if there exists a sequence of full subsets E = S 0 ⊃ S 1 ⊃ · · · ⊃ S k = S with |S i − S i+1 | = 1 for each i. The following is, in a different language, Lemma 3.7 of [14] .
Proposition 3.2. [14] Let C be a collection of rooted sets in E. The collection N (C) of full subsets of E which are accessible from E is the collection of closed sets of a convex geometry on E.
Note that in general, the collection of circuits of the convex geometry (E, N (C)) is not equal to the collection C of rooted sets that we started with. However, these are equal if we start with the collection C of circuits of a convex geometry (E, N ); it is not hard to see that in this case we obtain N (C) = N .
Even though we will not need this fact, let us conclude this section by pointing out that the collection of full sets of a family of rooted sets has a nice structure.
Proposition 3.3. A collection F ⊆ 2 E is the collection of full sets determined by a family of rooted sets if and only if it contains E and is closed under intersection.
Proof. First, it is easy to see that the collection of full sets determined by a family of rooted sets C contains E and is closed under intersection.
Next, suppose F is a collection of subsets of E that contains E and is closed under intersection. We start with C being the complete set of rooted sets on E. For every F ∈ F remove from C all rooted sets (A ∪ a, a) , where A ⊆ F and a / ∈ F . We claim that F is the collection of full sets of C. It is immediate by the construction that every F ∈ F is a full set. It remains to show that there are no other full sets. Suppose D ⊂ E is a full set for C. That means that all rooted sets (A ∪ a, a) with A ⊆ D and a / ∈ D have been removed. In particular (D ∪ a, a) has been removed for all a / ∈ D. This implies that for every a / ∈ D there exists F a ∈ F such that D ⊆ F a and a / ∈ F a . Since D = ∩F a and F is closed under intersection, D is in F.
Convex geometries and interval partitions of Boolean lattices.
In this section we show that convex geometries on a set E are characterized by the fact that they induce a certain partition of the Boolean lattice 2 E . This partition is encoded in a polynomial identity which, as we will later see, generalizes Theorem 2.2 from [19] . For any collection N ⊆ 2 E of subsets of E, and a set A in N , say that an element a ∈ A is excludable from A if A − a is in N . Let ex(A) be the set of excludable elements of A. Notice that if N is the collection of closed sets of a convex geometry, then ex(A) is the set of extreme points of A. 2. implies 1. We define the map φ : 2 E → N , as follows: for every D ⊆ E, let φ(D) be the unique element A ∈ N such that ex(A) ⊆ D ⊆ A. We need to show axioms (N1)-(N3) of a convex geometry (E, N ): E is in N , N is closed under intersection, and every A ∈ N is accessible from E. Axiom (N1) obviously holds, because φ(E) = E is in N . To show (N3), we show that every set A ∈ N is accessible from any superset B ⊇ A that also belongs to N . It suffices to prove that there exists an element of B\A that is excludable from B. If that were not the case, then ex(B) ⊆ A, and both of the intervals [ex(A), A] and [ex(B), B] would contain A, a contradiction.
Finally, we need to prove (N2), which states that N is closed under intersection. First we prove the following statement:
If B ∈ N and A ⊆ B then φ(A) ⊆ B. Suppose that we remove one element at a time from B in any arbitrary way, with the restriction that the intermediate sets in the process must all be in N and contain A. We keep doing this until we cannot continue anymore; suppose the set we obtain is C; by construction, B ⊇ C ⊇ A. That means that every element excludable from C is in A, so ex(C) ⊆ A ⊆ C. Thus C = φ(A) and we obtain the desired statement. Now suppose A 1 and A 2 are in N . From
But the reverse inclusion holds by definition, so we must have equality. It follows that
Therefore, since for every D there is a unique A such that ex(A) ⊆ D ⊆ A, it suffices to prove that for every A ∈ N :
This is easily seen to be true because:
3. implies 2. Consider any set D ⊆ E, and let p a = 1 if a ∈ D and p a = 0 otherwise. The equality becomes:
Therefore there is exactly one set A ∈ N for which ex(A) ⊆ D ⊆ A.
5 The convex geometry of a SAT problem.
Let F be a SAT formula with variables V , and let a be a valid (possibly partial) assignment for F . For each valid partial assignment b which is less than a in the poset P (F ), let the sets of star, numerical, unconstrained, and constrained variables of b be Proof. Consider the clauses of F with a unique satisfying variable in a, which give 0 ∨ · · · ∨ 0 ∨ 1 ∨ 0 ∨ · · · ∨ 0 when we plug a into them. If C is the set of variables in such a clause (which must be a subset of N (a)) and v is the unique satisfying variable, form a rooted set (C, v). By Proposition 3.2, this collection defines a convex geometry; we will see that this is precisely (N (a), N ) .
Consider, for example, the SAT formula F = (x 1 ∨x 2 ∨ x 3 ) ∧ (x 2 ∨x 3 ∨x 4 ). For a = (0, 1, 1, 1) , the first clause is satisfied by a 1 and a 3 , so it does not define a rooted set. The second clause is satisfied by a 2 , so it defines the rooted set ({2, 3, 4}, 2) . If a = (1, 1, 1, 1) , the two clauses give rise to the rooted sets ({1, 2, 3}, 3) and ({2, 3, 4}, 2) . The two resulting convex geometries are isomorphic to the ones of Figure 3 .
To show that the resulting convex geometry is (N (a), N ) , we need to check that the sets N (b), for b a valid partial assignment with b ≤ a, are precisely the full sets which are accessible from N (a).
Recall that in a valid partial assignment b ≤ a one cannot have a clause consisting of unsatisfying numerical values and one * , which gives 0∨· · ·∨ * ∨· · ·∨0 when we plug in b. This condition is exactly equivalent to the condition that the set of numerical values of b is full.
Also recall that the poset on valid partial assignments is defined so that b ≤ a if b can be obtained from a by successively changing one numerical entry a i to a * , with the condition that all intermediate assignments along the way are also valid. This corresponds precisely to the condition that the corresponding full set N (b) is accessible from N (a).
In the opposite direction, one can start with a given convex geometry and obtain its set C of rooted circuits. For each circuit ({x a , . . . , x z }, x i ) consider the clause x a ∨· · ·∨x i ∨· · ·∨x z , and form the conjuntion F of those clauses. The valid assignment (0, . . . , 0) for F clearly gives rise to the given convex geometry. One might wonder whether something more specific can be said about the convex geometries that arise from a k-SAT problem, where the clauses in the Boolean formula F (i.e., the rooted sets) have a fixed size k. For k = 2 the situation is quite nice. Recall that a lattice L is distributive if x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z) for any x, y, z in L. Proof. For a 2-SAT formula F , a valid assignment a gives rise to a rooted set of the form ({x i , x j }, x j ). This set forces x j to occur in every closed set in which x i appears; we denote this constraint by x i → x j . We obtain a directed graph G in this way. Consider a cycle C of G. A full set must contain either all or none of the variables in C. But N (a) contains them all so for any b ≤ a the set N (b), being accessible from N (a), contains them as well. Therefore we can ignore the vertices and edges of the cycle C, as well as those in any path which starts at C. We are left with an acyclic directed graph, which we can regard as a poset. The closed sets N (b) correspond to the order ideals of this poset. It then remains to recall Birkhoff's theorem [28] : The collection of order ideals of a poset, ordered by inclusion, is a distributive lattice; and conversely, every distributive lattice arises in that way.
For higher values of k the situation seems more complicated. If we start with a collection C of rooted sets of size k, the resulting convex geometry N will generally have rooted circuits of different sizes. For example, the convex geometry defined by the rooted 3-sets (abc, b) and (bde, d) also has (acde, d) as a circuit.
The machinery that we have built up will now provide a more illustrative multivariate version of Maneva, Mossel, and Wainwright's Theorem 2.2 on the probability distribution determined by a SAT problem F and a valid assignment a. More importantly, in view of Theorem 4.1, it tells us that the identity of Theorem 2.2 holds precisely because a SAT problem gives rise to a convex geometry, as described in Theorem 5.1. Therefore convex geometries are really the context in which this identity should be understood. 
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