The coefficient of determination (R 2 ) is used for judging the goodness 
forms are the known covariance matrix of measurement errors associated with the explanatory variables and the known reliability matrix associated with the explanatory variables. The asymptotic properties of the conventional R 2 and the proposed variants of R 2 like goodness of fit statistics have been studied analytically and numerically.
Introduction
The linear regression analysis has a prominent role in extracting the statistical information from the data through the determination of relationship between the study and explanatory variables. An adequate linear regression model provides valid statistical inferences on various applications including the forecasting. The success of linear regression analysis lies on the adequacy of the fitted model in explaining the variations in the data set. A popular tool to determine the adequacy of the fitted model is the coefficient of determination and the adjusted version. The coefficient of determination is popularly known as R 2 and its adjusted version is called as adjusted R 2 . They are treated as summary measures for the goodness of fit of any linear regression model. The R 2 is based on the proportion of variability of the study variable that can be explained through the knowledge of a given set of explanatory variables. It is the square of multiple correlation coefficient between the study variable and all the explanatory variables present in the linear regression model. The R 2 and its adjusted version are also used for the model selection. For example, if there are several fitted models available from the same data set, then a model with the least lack of fit is preferred and can be determined based on the values of coefficient of determination or its adjusted version. Although R 2 and its adjusted versions have certain limitations, see Hahn (1973) , but in spite of them, they remain a popular choice among practitioners.
The research work in obtaining the different suitable forms of the coefficient of determination for various situations has been addressed in the literature by several researchers. Tabata (2010, 2011) proposed the coefficient of determination in entropy form for generalized linear models. Renaud and Victoria-Feser (2010) presented a robust coefficient of determination in regression. Tjur (2009) proposed a coefficient of determination for the logistic regression model, see also Hong, Ham and Kim (2005) , Liao and McGee (2003) . Huang and Chen (2008) addressed the issue of coefficient of determination in the local polynomial model. Hössjer (2008) discussed the role of coefficient of determination in the mixed regression model. Linde and Tutz (2008) considered the coefficient of determination in the case of association in a regression framework. Srivastava and Shobhit (2002) proposed a family of the coefficients of determination in the linear regression model. Marchand (2001) discussed the point estimation of coefficient of determination, see also Marchand (1997) . Lipstiz et al. (2001) discussed the partial correlation coefficient and the coefficient of determination for the multivariate normal repeated measures data. Tanaka and Hahn (1998) presented a general coefficient of determination for the covariance structure models under arbitrary generalized least squares estimation. Nagelkerke (1991) presented a generalization of the coefficient of determination. McKean and Sievers (1987) obtained a new coefficient of determination for the least absolute deviation analysis. Knight (1980) and Hilliard and Llyod (1980) discussed the role of coefficient of determination in the simultaneous equation models. Ohtani (1994) derived the density of R 2 and its adjusted version.
He also analyzed their risk performance under an asymmetric loss function in the misspecified linear regression model.
One of the fundamental assumptions in using the coefficient of determination in the linear regression analysis is that all the observations on the study and explanatory variables are correctly observed. Many times in practical situations, the variables are not correctly observable and the measurement errors creep into the data. If the magnitude of measurement errors is negligible, then it may not pose any big challenge to the derived statistical inferences. On the other hand, when the magnitude of measurement errors is large, then it disturbs the optimal properties of the estimators. A serious consequence of measurement errors in linear regression analysis is that the ordinary least squares estimator (OLSE) of the regression coefficients becomes biased and inconsistent. Note that the same OLSE is the best linear unbiased estimator of the regression coefficients in the absence of measurement errors in the data. The coefficient of determination (R 2 ) is a function of OLSE. So consequently, the presence of measurement error disturbs the properties of R 2 . The value of R 2 obtained by ignoring the measurement errors becomes misleading and may provide incorrect statistical inferences. So we are faced with the question of how to judge the goodness of fit in the linear regression model when the observations are contaminated with measurement errors. Such an issue has never been addressed in the literature, to the best of our knowledge.
It may also be noted that the expression of conventional R 2 in the multiple linear regression model is based on the analysis of variance. It is defined as the ratio of the sum of squares due to regression and the total sum of squares. Unfortunately, such analysis of variance in the setup of measurements error models is not possible. This is due to the nonexistence of the moments of the estimators and complicated structure of moments, if they exist in some cases, see Cheng and Van Ness (1999) and Cheng and Kukush (2006) . So the only option left is possibly to look at the structure of R 2 and adjust it in the framework of measurements error model so as to reflect the goodness of fit. We have attempted in this direction.
In order to obtain the consistent estimators of regression coefficients in the presence of measurement errors in the data, the OLSE is adjusted for its inconsistency. Such an adjustment is done by using the additional information from outside the sample. Various forms of additional information can be used to obtain the consistent estimators, see Van Ness (1991), Fuller (1987) etc. for more details. In the context of the multiple measurement error model, there are two possible forms of additional information which can be used to obtain consistent estimators of the regression coefficient vector. These two forms are based on the knowledge of the covariance matrix of measurement errors associated with explanatory variables and the knowledge of the reliability matrix of explanatory variables, see, e.g. Cheng and Van Ness (1991) , Schneeweiss (1976) , Gleser (1992 Gleser ( , 1993 , Shalabh (1998 Shalabh ( , 2000 Shalabh ( , 2003 etc. Since the form of the conventional R 2 is directly related to OLSE of regression coefficient in the no-measurement error linear regression model, so an idea to obtain a statistics for judging the goodness of fit in the measurement error model can be based on the form of conventional R 2 . Our objective in this paper is to use both types of available information and obtain an appropriate form of the coefficient of determination which can be used to judge the goodness of a fit in the measurement error models.
The plan of the paper is as follows. The multivariate ultrastructural model and the various statistical assumptions are described in Section 2. In Section 3, we demonstrate the inconsistency of the coefficient of determination under the ultrastructural form of measurement error model. We propose two goodness of fit statistics based on R 2 -like expressions. These statistics are consistent for the population counterpart of R 2 which is the square of the population multiple correlation coefficient. The asymptotic distributions of the proposed R 2 like goodness of fit statistics are derived under the specification of ultrastructural measurement error model in Section 5. In order to study the small sample properties of the proposed goodness of fit statistics, Monte Carlo simulation experiments are conducted. The findings of the simulation study are presented in Section 6 followed by some concluding remarks in Section 7. Lastly, the proof of the results are given in the appendix.
The model
We consider the following exact relationship between the (n × 1) vector of values of study variable η and the (n × p) matrix Ξ of n values on each of the p explanatory variables:
where α is the intercept term, 1 n is the (n × 1) vector of elements unity (1 ′ s), and β is the (p × 1) vector of regression coefficients.
When the observations on the study and explanatory variables are contaminated with measurement errors, then η and Ξ can not be accurately observed. We assume that they are observed with additive measurement errors as
respectively. Here, ϵ = (ϵ 1 , ϵ 2 , . . . , ϵ n ) ′ is the (n × 1) vector of measurement errors associated with η and ∆ = (δ 1 , δ 2 , . . . , δ n ) ′ is the (n × p) matrix of measurement errors associated with the explanatory variables in Ξ, respectively. Further, we assume that the true values of explanatory variables are expressible as and finite fourth moment.
The equations (2.1)-(2.4) describe the setup of an ultrastructural model (see Dolby (1976) ) which is the synthesis of the structural form and the functional form of measurement error model, see Gleser (1985) , Cheng and Van Ness (1991) , Shalabh, Garg and Misra (2007 , 2009 We further assume that lim n→∞ n −1 M ′ P M =: Σ µ which is a symmetric and positive definite matrix where
This assumption is needed for the validity of asymptotic results and avoids the possibility of any trend in the data, see Schneeweiss (1991) .
Coefficient of determination in classical regression model
First we state the definition of convergence in probability and notations used for better understanding.
Definition: Let {Z n } be a sequence of random variables defined on some probability space. Then {Z n } is said to converge to the random variable Z if for every
We say that {Z n } converges to Z on probability as n goes to infinity and is denoted as plim n→∞ Z n = Z. The notation plim denotes the "probability in limit". The probability in limit also indicates the consistency property of an estimator. Ifπ is a consistent estimator of ϖ, then plim n→∞π = ϖ. 
where y * is the (n × 1) vector of values on the study variable, X * is the (n × p) matrix of n values on each of the p non-stochastic explanatory variables, α is the intercept term, β is the (p × 1) vector of regression slopes, and u is the (n × 1)
vector of the disturbances. The notation of * denotes that the concerned variables are obtained without any measurement errors. Under this classical multiple linear regression model, the coefficient of determination is defined as 
denotes the square of population multiple correlation coefficient between the study and explanatory variables and is the population counterpart of R 2 . Thus it is established that R * 2 is a consistent estimator of θ * . This conclusion remains true only in the absence of measurement errors in the data. It may be noted that R * 2 is a biased estimator of θ * .
A systematic study of the properties of R 2 and its adjusted version under the normality of disturbances was conducted by Cramer (1987) . Ohtani and Giles (1996) studied the relative performance of R 2 and its adjusted version with respect to the criterion of risk under an absolute error loss function. Relaxing the assumption of normal distribution and considering the multivariate t-distribution of errors, Ohtani and Hasegawa (1993) analyzed the properties of R 2 and its adjusted version in the presence of specification error. The specification error relates to the mis-specification of multiple linear regression model with respect to the explanatory variables in the sense that either some important explanatory variables are not included or some unimportant explanatory variables are included in the model. In all these studies, the exact expressions of the properties of R 2 and/or its adjusted version turn out to be quite intricate. Consequently, no clear and useful conclusions can be drawn. These expressions are therefore evaluated numerically for some selected values of the parameters and the sample sizes. Obviously, the observations emerging from such numerical exercises are limited in their scope and
value.
An alternative route is to follow some asymptotic theory and use it to obtain the suitable approximations for the exact expressions. Generally, the approximations obtained in this way are much simpler in comparison to their exact counterparts and it is not difficult to draw meaningful inferences from them. In fact, the application of asymptotic theory in many situations does not require the assumption of any specific distribution of errors like normal. It may then be sufficent to assume the finiteness of first few moments of the distribution and thus it is possible to draw fairly general conclusions. Ullah and Srivastava (1994) obtained the approximations for the exact moments of R 2 by employing the small disturbance asymptotic theory. The conclusions drawn from such approximations have their validity only when θ * is near 1,
i.e., the case of perfect fit. Thus the use of small disturbance asymptotic theory in analyzing the performance of R 2 does not seem to be appropriate and worthwhile; see also Smith (1996) who examined the closeness of small disturbance and other asymptotic approximations to the exact results. Srivastava, Srivastava and Ullah (1995) utilized the large sample asymptotic theory and derived the approximations for the biases and mean squared errors of R 2 and its adjusted version.
Now we illustrate the performance of the coefficient of determination in the measurement error model. Note that the equations (2.1)-(2.2) can jointly be written as
Under the model (3.2), the coefficient of determination can be defined along similar lines as in the case of classical regression model without measurement errors as
where
is the square of the population multiple correlation coefficient. So this establishes a sort of similarity between the coefficients of determination in the linear regression models under two cases, viz., with and without measurement errors.
Goodness of fit statistics in measurement error model
The matrix Ξ is not observable in the measurement error model. The values of explanatory variables can only be observed as X with measurement errors given by ∆. So we replace the unobservable Ξ by observable X in (3.3) and attempt to obtain the expression for the goodness of fit statistics based on the form of coefficient of determination as follows:
In case, X has no measurement errors, then the coefficient of determination defined in (4.1) is consistent for estimating the parameter
where Σ := plim n→∞ n −1 X ′ P X. The ordinary least squares estimate of the regression coefficient becomes inconsistent in the presence of measurement errors in the data. Several approaches are available to find the consistent estimators of regression coefficients in the multiple measurement error models, e.g. use of additional information from outside the sample, instrumental variable method etc. We use the approach based on the use of additional information from outside the sample.
There are two popular forms of information which can be used. These forms are the known covariance matrix of measurement errors associated with the explanatory variables and the known reliability matrix associated with the explanatory variables.
First we investigate the consistency of conventional R 2 for the parameter θ in the presence of measurement errors in the model. We present some results in lemma 1 which are useful in establishing the inconsistency of conventional R 2 defined in (4.1).
Lemma 1 Under the model (2.1)-(2.4) and the assumptions made in Section 2,
we have the following results.
Proof of the lemma is omitted.
Theorem 1 Under the results of Lemma 1, the probability in limit of conventional
Clearly, under the measurement error models, plim n→∞ R 2 ̸ = θ, in general. This proves that the R 2 is an inconsistent estimator of θ under this setup.
Consequently, the conclusions obtained by using the conventional R 2 to judge the goodness of the fitted linear regression model will be misleading if the data has measurement errors. Therefore it is not advisable to use the conventional coefficient of determination (R 2 ) as a tool to decide about the goodness of fit in the measurement error models.
In order to provide a goodness of fit statistic based on the structure of coefficient of determination, we would like to develop the statistic which is at least a consistent estimator of θ in the presence of measurement errors in the model.
The property of unbiasedness is difficult to meet. To fulfill such a requirement, we need some additional information from outside the sample. Such additional information is the same as that is required to estimate the β consistently. We consider here two cases. In the first case, we assume that the common covariance matrix of measurement error vectors δ i , (i = 1, 2, . . . , n) is known. In the second case, we assume that the reliability matrix of the explanatory variables is known.
Such additional information can be available from various resources like the past experience of the researcher, from some similar kind of studies done in the past, some pilot survey etc.
In case such additional information is not available but if the repeated data are available, then such information can be estimated from the sample itself. The forms of proposed goodness of fit statistics remains the same under the repeated multiple measurement error model and they can be obtained just by replacing Σ δ or K x by their respective estimated values. The asymptotic distributions of the statistics thus obtained will be different than those reported in this paper. Deriving these expressions is out of the purview of this paper.
Σ δ is known
We attempt to obtain a goodness of fit statistic based on the form of coefficient of determination which should be at least consistent for estimating the parametric function θ as in (4.2). 
is the OLSE of β, see Cheng and Van Ness (1999) and Fuller (1987) . We now present the lemma 2 which is a direct consequence of the fact that plim n→∞ b δ = β and Lemma 1:
Lemma 2
Using Lemma 1(i), Lemma 2 and b δ in (4.3), we propose a new goodness of fit statistic based on the form of coefficient of determination under the knowledge of
So the modified coefficient of determination like statistic under the assumption of known Σ δ can possibly be defined as
It can be seen that
Thus the proposed goodness of fit statistic R 2 δ can be used to judge the goodness of fit in the linear measurement error model in place of the traditional R 2 .
Reliability matrix is known
The reliability ratio is defined as the ratio of the variances of true and observed values of explanatory variable. The reliability matrix is the multivariate generalization of reliability ratios. The reliability matrix is defined as
When K x is known, then the consistent estimator of β in ultrastructural model (2.1)-(2.4) is given by
see Cheng and Van Ness (1999) and Fuller (1987) . This estimator has its own advantages, see Gleser (1992 Gleser ( , 1993 ) for more details. For example, this estimator can be obtained by obtaining the OLSE. We now present a lemma which is a direct consequence of the result plim n→∞ b k = β and Lemma 1:
Lemma 3
Using Lemma 1(i), Lemma 3 and b k in (4.7), we propose a new goodness of fit statistic based on the form of coefficient of determination under the knowledge of
we take the value of R 2 k as 1. So the modified coefficient of determination like statistic under the assumption of known reliability matrix can be defined as
Using the results of Lemma 1 and the consistency of b k for estimating β, it can be proved that plim n→∞ R 2 k = θ. Thus, it is clear that the proposed coefficient of determination like statistic R 2 k is a better choice as a measure of goodness of fit in the linear measurement error model in place of the conventional R 2 .
Relation between the estimated reliability matrix and known Σ δ cases
When K x is known, then β is consistently estimated by b k in (4.7). The case of known reliability matrix in obtaining the consistent estimates of regression coefficient received more attention after the work of Gleser (1992) . He suggested that if the reliability matrix is not known from outside the sample and somehow if it is possible to estimate it asK x , then the consistent estimator of β is given bŷ
where b in (4.4) is the ordinary least squares estimator of β based on the measurement error ridden observed values of the study and explanatory variables. An interesting observation arises which gives a one-to-one relationship between the two cases ofK x and known Σ δ as follows.
If Σ δ is known, then
In such a case
If K x is known
The relationships (4.12) and (4.13) indicate that if either Σ δ is known or K x is estimated, then both the estimators, viz., b δ or b k can be determined from each other.
In our case, if Σ δ is known or K x is estimated, then the corresponding coefficient of determination can be determined directly. Moreover, we can also conclude that both R Also, the behavior of values of coefficient of determination in the two cases, viz., known K x or estimated K x will differ in finite sample cases. Their large sample behavior may not differ much and may be the same in some cases.
Asymptotic properties
The finite sample properties of R 1, 2, . . . , n, j = 1, 2, . . . , p. are also assumed to be statistically independent of each other. We further assume that the nth row of matrix M converges to σ
We define following quantities which are useful in deriving the asymptotic distributions
We present a lemma which is used to derive the asymptotic results:
Lemma 4 Let {d n } be a sequence of (p × 1) non-stochastic vectors such that
where the function f :
the Hadamard product operator of matrices and d

−→ denotes the convergence in distribution.
Proof of lemma 4 is detailed in the appendix.
Theorem 2 The asymptotic distribution of R
Here 
(5.10) Using (5.10), Slutsky's lemma and Lemma 4, we derive the asymptotic distribution of R 2 k in the next theorem.
Theorem 3 The asymptotic distribution of R
2 k as n −→ ∞ is given by √ n ( R 2 k − β ′ Σ x β β ′ Σ x β + σ 2 ϵ ) d −→ N (0, ω ′ k Ω k ω k ) , where ω k =         σ 2 ϵ β (ΣK x ) −1 {σ 2 ϵ I p − (I p − K x )Σβ ′ β}Σβ (ΣK x ) −1 Σβ(σ 2 ϵ − β ′ Σβ) β ′ Σβ         , Ω k =         Ω H (ββ ′ ) Ω H (ββ ′ (I p − K x )) Ω hH (β) Ω gH (β) Ω ′ H (ββ ′ (I p − K x )) Ω H ((I p − K x )ββ ′ (I p − K x )) Ω hH ((I p − K x )β) Ω gH ((I p − K x )β) Ω ′ hH (β) Ω ′ hH ((I p − K x )β) Ω h Ω gh Ω ′ gH (β) Ω ′ gH ((I p − K x )β) Ω ′ gh Ω g         ,
and the elements of the asymptotic covariance matrix are obtained using (5.4)-(5.9) in Lemma 4.
Proof Using (4.8), (2.1)-(2.4), (5.1) -(5.3), we have
As a consequence of Lemma 4, it is easy to show that
Thus, using Slutsky's Lemma, the theorem is proved.
Simulation study
The asymptotic distributions of R 
Here τ 1 is the location parameter, τ 2 is the shape parameter and τ 3 is the scale parameter.
Note that the normal distribution has zero values for both the coefficients of skewness and kurtosis, gamma distribution has both nonzero values for the coefficients of skewness and kurtosis whereas t-distribution has only nonzero coefficient of kurtosis but zero coefficient of skewness. An inter comparison of the simulated values of bias and mean squared errors from these three distributions will give an idea about the effect of departure from normality on the properties of R Tables 1-7 where θ = 0.9 is considered for generating the data. Next, we also studied the effect of measurement errors on the values of R 2 , R 2 δ and R 2 k when the data is generated from a reasonably large range of values of θ. This is done for the structural model and the results are presented in Table 8 . 
The results of the simulation outcomes on the empirical absolute bias and the empirical mean squared errors are presented in Table 7 . We observe that the results are more or less similar to the cases when Σ δ = σ 2 is an inconsistent estimator of θ and it will never converge to θ howsoever large n may be. 
Conclusion
The conventional coefficient of determination becomes inconsistent for the population version of the coefficient of determination given by θ in the presence of measurement errors in the data. So we have proposed two forms of goodness of fit statistics which can be used to judge the goodness of fit in measurement error models. These statistics are based on the utilization of two variants of additional Table 7 : Absolute bias and mean squared error when random terms have multivariate normal distribution and θ = 0.9. information and the conventional form of coefficient of determination. The additional information are assumed to be available from outside the sample in the form of the known covariance matrix of measurement errors in the explanatory variables and the known reliability matrix associated with the explanatory variables. We also have established a connection between the two cases, i.e., when the reliability matrix is estimated from the data and when the covariance matrix of measurement error associated with the explanatory variables is known. Thus obtained statistics like coefficients of determination are consistent for estimating the θ and can be used to judge the goodness of fit in measurement error models. Due to the issues like the first moment of b δ does not exist (see Cheng and Kukush (2006) ) it is difficult to define the coefficient of determination for measurement error models as it is done through analysis of variance in the linear regression analysis in no-measurement error situations. The asymptotic distributions of R The resulting statistics will remain consistent. The investigation of their properties is out of the purview of this paper.
where, for i = 1, 2, . . . , n, A in = n −1/2 (d 
2 + p 3 ) × 1) independently and identically distributed random vectors.
Similarly, we can write 
2 ) × 1) independently and identically distributed random vectors.
In the similar manner we write 
