The identification of the vocal repertoire of a species represents a crucial prerequisite for a correct interpretation of animal behavior. Artificial Neural Networks (ANNs) have been widely used in behavioral sciences, and today are considered a valuable classification tool for reducing the level of subjectivity and allowing replicable results across different studies. However, to date, no studies have applied this tool to nonhuman primate vocalizations. Here, we apply for the first time ANNs, to discriminate the vocal repertoire in a primate species, Eulemur macaco macaco. We designed an automatic procedure to extract both spectral and temporal features from signals, and performed a comparative analysis between a supervised Multilayer Perceptron and two statistical approaches commonly used in primatology (Discriminant Function Analysis and Cluster Analysis), in order to explore pros and cons of these methods in bioacoustic classification. Our results show that ANNs were able to recognize all seven vocal categories previously described (92.5-95.6%) and perform better than either statistical analysis (76.1-88.4%). The results show that ANNs can provide an effective and robust method for automatic classification also in primates, suggesting that neural models can represent a valuable tool to contribute to a better understanding of primate vocal communication. The use of neural networks to identify primate vocalizations and the further development of this approach in studying primate communication are discussed. Am. J. Primatol. 72:337-348, 2010. 
INTRODUCTION
The structural identification of different vocal units constitutes a crucial step for an effective comparison of vocal repertoires. Owing to the need of identifying discrete categories in comparing diversity at several level of analysis (description of different notes to define the vocal repertoire, function-and context-dependent variability, ecologically related diversity, species, and individual identification, etc.), the development of mathematical computational techniques for discrimination among vocal signals has become one of the main tasks in studying animal vocal communication [Clemins et al., 2005; Gamba & Giacoma, 2007; Murray et al., 1998 ].
Traditionally, within primates, the study of the vocal repertoire has been performed using the following three different approaches: (1) contextual approach that identifies vocalizations emitted in different behavioral situations [Baldwin & Baldwin, 1976] ; (2) behavioral approach that looks at vocalizations and behaviors to infer functional properties of the calls [Pereira et al., 1988] ; and (3) acoustic approach that mainly classifies different vocal types on the basis of their acoustic structure with a limited impact of behavioral information [Gamba & Giacoma, 2005 . A combination of behavioral and acoustic data is now widely used in primatology [Gosset et al., 2002; Gros-Louis et al., 2008; Range & Fischer, 2004] and several statistical methods are commonly used, such as Multivariate ANalysis Of VAriance [MANOVA; Owren et al., 1997; Range & Fischer, 2004] , Discriminant Function Analysis [DFA; Gamba & Giacoma, 2007] , Principal Components Analysis [PCA, Gros-Louis et al., 2008; Pistorio et al., 2006; Rendall, 2003] , and Cluster Analysis [CA; Hammerschmidt & Fischer, 1998; Hammerschmidt & Todt, 1995] . An alternative to the statistical approach, but still not common in primatology, is the comparative classification of nonhuman vocalizations by multiple human listeners [Nicastro & Owren, 2003; Riede et al., 2005] .
Unfortunately, current classificatory methods do not always give unambiguous results, in particular when data are nonlinearly distributed (i.e. vector inputs that are not separable into two subsets by a plane) [Demuth & Beale, 1993] and, moreover, present some disadvantages. First, most studies focusing on acoustic classification very often involve a number of a priori assumptions that may affect the objectivity of the classification and, therefore, the results of the analyses can be difficult to compare with other studies. Second, most of the statistical techniques mentioned above are time-consuming and do not allow an automatic or semi-automatic analysis of large numbers of calls [Placer & Slobodchikoff, 2000; Placer et al., 2006] .
However, until the end of the 1980s, little progress was made in developing a more reliable or ''objective'' procedure to categorize vocal repertoires in different species. Over the last decade, the development of cheap and fast computers and the availability of reliable, inexpensive software have encouraged researchers to design computational methods of classification. Nowadays, the attention of researchers is focused on establishing new techniques that may provide an independent call categorization, based on the acoustic structure of the vocalization, in order to minimize the effect of the researcher subjective perception and to provide a tool for fast screening of a large number of vocalizations. Automatic systems of vocal repertoire categorization directed toward the recognition of potential discrete vocal categories have recently been explored in several mammal species [African elephants : Clemins et al., 2005; bats: Melendez et al., 2006; humpback whales: Mercado & Kuh, 1998 ; false killer whales: Murray et al., 1998 ]. One benefit is that these systems are not only able to classify a large number of signals, but the automatic procedure can also reduce the human bias in the classification process and, therefore, allows replicable results across different studies [Melendez et al., 2006] .
Artificial Neural Networks (ANNs) represent one of those automatic systems that have been widely used in the field of pattern recognition and acoustic classification. They provide an effective, yet partially unexplored, method for solving relevant problems in this field. Neural networks grew out of research in artificial intelligence in the 1960s, and they attempt to mimic the fault-tolerance and capacity to learn of biological neural systems by modeling the low-level structure of the brain [Patterson, 1996] . The great success of ANNs can be attributed to their ability of learning from experience in order to improve their performance, and to adapt themselves to changes in the environment, to better deal with incomplete information or noisy data [Placer & Slobodchikoff, 2000] , and to address nonlinear relation problems [Demuth & Beale, 1993] .
Here, we illustrate the first application of ANNs for classifying primate vocalizations in discrete categories. Our study has three main goals: (1) to introduce the framework and functioning of ANNs and their use in primatology; (2) to apply ANN to a sample of vocalizations in order to investigate its potential as a classificatory tool of nonhuman primate vocal repertoire; and (3) to compare the performance of ANNs with statistical methods, which are already commonly used in studying primate communication, such as Discriminant Function Analysis and Cluster Analysis.
To achieve these goals, we examined some of the most common vocalization types uttered by black lemurs (Eulemur macaco macaco). Like many other primate species, black lemurs show a vocal repertoire including vocalizations that strongly differ in duration, spectral structure, and phonation mechanism [Gamba & Giacoma, 2005; Gosset et al., 2002; Macedonia & Stanger, 1994] . This species is, thus, a very good test bed to investigate the ability of ANNs in categorizing vocal signals. Although the lemurs of Madagascar have been widely studied by primatologists, only a few articles have investigated the modalities of communication in the genus Eulemur and the vocal repertoire has been described for a few species only. Pioneering studies by Klotz [1966] and Petter et al. [1977] described some vocalizations emitted by E. macaco macaco but, since then, technical advances in bioacoustics have allowed researchers to analyze the black lemurs' vocal repertoire in a more detailed way. In Table I , we present a brief description of seven vocalization classes that have been recognized by earlier studies based on the assessment of spectrograms types with behavioral analysis and statistical classification [Gamba & Giacoma, 2005; Gosset et al., 2002; Macedonia & Stanger, 1994 ]. An example of the spectrogram for some of these vocalizations is shown in Figure 1 .
A Brief Introduction to ANNs
ANNs are mathematical/computational models based on biological neural networks. They consist of an interconnected group of simple elements or units (neurons), usually organized in different layers (Fig. 2) . A set of numeric values (weights and biases) is associated to each interneuronal connection and is adjusted over time to create a mapping between an input matrix and an output space. The operation of a general neural network can be simply divided into two phases: (1) the learning and (2) the classification phase. During the learning phase (or training), the network learns (adjusting weights and biases) to recognize specific output targets that are provided by an external operator, by successive iterations (epochs) of a specific set of inputs, called training set. In the classification phase, or generalization, a new, previously unseen set of inputs is classified in the predefined output categories, according to the classification scheme learnt during the earlier phase (Fig. 2) . ANNs are adaptive systems that change their structure based on external or internal information that goes through the network, resembling biological neuron systems not only in their architecture (series of units interconnected to form a web), but also in their functioning; these computational systems are in fact able to ''learn'' from earlier experience and consequently adapt their ability of classification.
Owing to their ability of modeling complex functions and solving problems of classification and regression, ANNs are today considered as a powerful technique in behavioral sciences [Changeux & Dehaene, 1989; Enquist & Ghirlanda, 2005; Ghirlanda & Enquist, 1998 ]. In bioacoustics, ANNs have been applied to address several classification tasks, such as species [Chesmore, 2001 [Chesmore, , 2004 Chesmore & Ohya, 2004; Deregnaucourt et al., 2001; Houser et al., 1999; Parsons, 2001; Parsons & Jones, 2000; Tian & Shang, 2006] and individual recognition [Campbell et al., 2002; Deecke et al., 1999; Reby et al., 1997] , discrimination of different call types [Mellinger & Clark, 2000; Mercado & Kuh, 1998; Murray et al., 1998; Potter et al., 1994; Schon et al., 2001] , and analysis of the call structure Nickerson et al., 2006] ; today, many authors consider this approach to yield better results than conventional techniques [Mercado et al., 2008; Placer & Slobodchikoff, 2000; Reby et al., 1997] . ANNs, in fact, present several advantages over classical statistical methods because they do not require any assumptions about both the input characteristics, such as data linearly distributed and the acoustic features that can be relevant for the classification [Mercado et al., 2008] .
Although today neural networks are widely applied in biology, to our knowledge, no experimental studies have ever applied this computational technique in studying nonhuman primate vocalizations. Almost 15 years ago, Zimmermann [1995] suggested neural network modeling as a powerful tool for the analysis and interpretation of primate signals; however, since then, no studies have used neural network to investigate acoustic communication in primates, despite the wide application in other mammal and bird taxa. This article is aimed at fulfilling this lacuna and to suggest neural network as a powerful technique also in studying primate vocal communication.
METHODS

Sample: Animals and Recordings
The research described here utilized digitized calls made from tape recordings of calls obtained [Gamba & Giacoma, 2005; Gosset et al., 2002; Macedonia & Stanger, 1994] over a period of 10 years (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) , at several captive and wild populations of black lemurs. All individuals were kept in captivity in zoos in Europe (Parco Natura Viva (PNV), Bussolengo; Verona and Bioparco, Rome), Madagascar (Parc Botanique et Zoologique de Tsimbazaza (PBZT), Antananarivo), the United States (St. Louis Zoo), and in the wild at the Lokobe Lemur Reserve, Madagascar. In PNV, Bioparco, and St. Louis Zoo, the groups were kept in two indoor-outdoor enclosures, whereas in PBZT, the animals were housed in one cage with an artificial cover. During the day, lemurs had free access both to the indoor and outdoor spaces (when available). The floors in each indoor area were Am. J. Primatol.
covered with sawdust, whereas the outdoor areas were enriched by trees, trunks, rocks, and artificial tools, such as ropes and perches. All enclosures were approved by the World Association of Zoos and Aquarium animal welfare standards. Subjects usually received food twice a day; all animals were fed a diet of fruit, vegetables, and seeds, and had access to water ad libitum. All research, reported in this article, adhered to the American Society of Primatologists' principle for the ethical treatment of nonhuman primates and was approved by the Italian Ministry of Scientific Research (MIUR), the University of Torino, and all zoological parks where the recordings were performed. Recordings were obtained by using Digital Audio Tape (DAT; e.g. Sony TCD-D100) recorders or solidstate recorders (e.g. Marantz PMD671) and ultradirectional microphones, as Sennheiser ME88 with K3U module. The database includes calls from 26 individual black lemurs. A total of 344 vocalizations were selected from the recordings described above, including 20 different individuals, twelve males and eight females. The final data set included seven different vocal types: 28 Alarm Calls, 22 Grunted Hoots, 31 Hoots, 156 Grunts, 23 Long Grunts, 44 Long Grunt Clear Calls, and 40 Tonal Calls. Vocalizations were randomly sampled from the recordings; however, spectrograms for each signal were visually evaluated and poor quality signals were excluded from the final sample. All vocalizations were visually or acoustically identified and then saved as single files onto a computer via sound cards (e.g. Creative Labs SoundBlaster Audigy), at a sampling rate of 44,100 Hz using the software Sony SoundForge version 7.0.
Acoustic Analyses and Construction of the Input Vectors
We classified each signal in a specific vocal category following some earlier classifications of black lemur vocal repertoire [Gamba & Giacoma, 2005; Gosset et al., 2002; Macedonia & Stanger, 1994] . This preliminary classification, necessary to test the efficiency of different methods, was based on the spectrogram assessment and acoustic discrimination by different researchers. Both ANNs and statistical methods have been tested using the same sample as described above. In order to fully automatize the sound analysis, we set up an automatic procedure that allowed us to describe each vocalization on the basis of both spectral (fundamental frequency and formants) and temporal (duration) parameters. Sound features were automatically extracted from each sound using the software PRAAT [Boersma & Weenink, 2005] combined with AKUS-TYK, a comprehensive vowel analysis software package by Plichta [2005] at the Michigan State University. To detect fundamental frequency, Fast Fourier transforms were generated for all calls (frequency range: 015,000 Hz; maximum: 50 dB/Hz; dynamic range: 30 dB; pre-emphasis: 6.0 dB/Oct; dynamic compression: 0.0). Formants were studied using linear predictive coding (LPC). Two methods were used to evaluate the formant prediction by LPC. First, formant analyses were superimposed over the signal spectrogram. Second, autocorrelation-based LPC spectra were overlaid on independently derived Fast Fourier Transform spectra of the same frames to verify the LPC analysis. Typical settings were 12 kHz for the maximum formant and 22.0 Hz for the dynamic range. The formant pattern was inferred during a step-by-step monitored process, where the operator could interrupt the analysis and modify the analysis parameters [see also Gamba & Giacoma, 2005 , for further details about acoustic features extraction].
For each signal, the software saved a spreadsheet summarizing all spectral and temporal measurements extracted; then, each signal was automatically transformed in an input vector and all vectors were , 1996-2000) , and WEKA 3 [Witten & Frank, 2005] .
This automatic procedure of acoustic feature extraction allowed us to describe each sound by taking into account not only the acoustic/physical structure of each vocalization, but also to detect how these features change over time. The characterization of acoustic signals in input vectors is a crucial point in neural network analysis, and earlier studies have addressed this problem in different ways. One of the most popular ways to construct input vectors has been the codification of time-frequency representations or spectrograms [Deregnaucourt et al., 2001; Walker et al., 1996] . However, spectrograms may not be appropriate to characterize objectively acoustic signals because the time-bandwidth tradeoff can dramatically affect the representation of the signal. Slight changes in the window size may in fact result in very different spectrogram representations of the same signal and, therefore, an arbitrary choice of window sizes may mislead categorization [Murray et al., 1998 ]. Moreover, to include sound of different duration, spectrograms have to be stretched to create vectors of the same length [Deregnaucourt et al., 2001] . This procedure implies a distortion of signals that strongly differ in duration and may not provide an ''objective'' representation of the call structure. The characterization of sounds, using spectral and temporal parameters, has been proved to provide an accurate description of primate vocalizations [Fitch & Hauser, 2002; Gamba, 2005; Owren & Rendall, 2001] . In order to describe the time-variable features, each sound was, therefore, characterized by spectral measurements (fundamental frequency and formants) at three different points along sound duration (beginning, center, and end of the signal). Each vocalization was thus characterized by a 13-element vector: three elements each corresponding to measurements of fundamental frequency (F0) and first three formants (F1, F2, and F3) and one element corresponding to duration. Figure 3 summarizes how each signal was characterized in an Fig. 3 . Structure of the input used in the study. We collected 13 measurements to build each input vector used in this study. 1-3: fundamental frequency (F0); 4-6 first formant (F1); 7-9: second formant (F2); 10-12: third formant (F3); 13: duration (DUR).
Am. J. Primatol. input vector. This approach allowed us to describe the array of vocal types uttered by black lemurs, independently from the duration or the acoustic structure of the sound. Additionally, in contrast to some earlier studies, the total duration of signals have been used and all parameters have been sampled using the same time step window, avoiding distortion of sounds.
A full data set (including all 344 signals) and a reduced subset (only 232 signals) were built, in order to test the classification ability of both ANNs and statistical analyses where signals are unevenly distributed across different categories. In our case, the number of Grunts exceeds the average of the other six categories; therefore, a subset where the number of these signals was randomly reduced to 44 (same amount of the second most numerous category, Long Grunt Clear Call) was employed for each analysis.
Experimental Protocol
Artificial neural network
The input sample (full data set or subset) was divided into two sets: a training set (67% recordings) and a test set (33%). In each of the analysis we performed, the two sets were randomly subsampled, with respect to the fraction of each vocal type, 10 times. Moreover, we subsampled the whole set into 10 different subsets, submitted to additional runs of the analyses. To reduce the risk of overlearning (when the network overfits the training data and cannot generalize previously unseen data during the test phase), we applied a cross-verification approach. To determine the structure of the network and then to test the reliability of the results obtained, we followed the same experimental protocol described by Reby et al. [1997] . We first performed a series of analyses in order to assess the network behavior, varying the number of neurons and iterations during the training and the test phase. These preliminary analyses allowed us to choose the best network architecture, i.e. the network with the best performance.
Statistical analyses
Several statistical analyses have been commonly used in studying nonhuman primate vocal repertoires, including Stepwise Discriminant Function Analysis (sDFA) and Cluster Analysis (CA) [Fischer et al., 2001; Gouzoules & Gouzoules, 1989; Hammerschmidt & Fischer, 1998; Hammerschmidt & Todt, 1995] . In order to test the ability of ANNs in classifying discrete acoustic categories, we applied both sDFA and CA on the same data set described above (13 variables: three for F0, three for F1, F2, F3, respectively, and one for duration). Specifically, sDFA has been applied to identify linear combinations of predictor variables that maximize the differences among vocal types [Lehner, 1998] . sDFA is a valuable tool to define which variable(s) discriminates best between groups (e.g. vocal types, species, or individuals). Among the measurements taken from the various representations of a vocal signal, it is possible to show which ones are useful to discriminate between groups, and then to combine them into a number of classification scores (nÀ1). The sDFA was run using a stepwise procedure, and F-value thresholds for acceptance or rejection of independent variables were set at F 5 2.71 and 3.84, in all analyses. First, sDFA was run on both the full data set and the subset described above. To assess to what extent differences among individuals might have biased the statistical inferences, we repeated sDFA on 20 randomly selected subsamples, each of them composed of 70% of the complete vocalization set [Mundry & Sommer, 2007] . The mean percentage of correct classification was considered as an estimate of the robustness of the analysis.
We performed a K-means cluster analysis to confirm the presence of seven call types corresponding to our own subjective classification. K-means clustering seeks to partition the data set into a predefined number of groupings to minimize variability within clusters and maximize variability between clusters. Cluster analysis has been run for 100 iterations and minimum standard deviation of 10
À6
.
RESULTS
Artificial Neural Networks
During the preliminary analyses, the behavior of the network according to the number of epochs and interactions was studied using a trial-and-error approach; we selected a 15 units network (one hidden layer network; Fig. 3 ), trained for 500 iterations (learning rate 5 0.2; momentum 5 0.2), which yield the best performance with 93.7% of correct attributions for the full data set and 94.0% for the subset test phase.
Because we initialized our ANN with random connection weights before the training, the results of different training can vary based on both the training sample and the initial assignation of connection weights. This particular aspect results in a possible differential ability of separately trained network to classify input signals. To test the reliability and the consistency of the network classification independently from the weight initialization, we tested ten experimental runs, each performed with an independently trained network, and ten different training and test sets by randomly sampling the vocalizations from the whole data set. We then analyzed the mean performance for each target output (vocal category) in the ten runs. The results for each category in the ten runs are reported in Table II . Different training networks showed variations in performance values. The overall performance of the network varied from 92.5 to 95.6% for the entire data set. In total, all seven categories were recognized by the network with percentage of correct classification ranging from 83.6% for the Grunted Hoot to 100% for the Long Grunt (Table II) . In all ten runs performed, seven vocal types were correctly classified with percentage over 80%. Only in run two, Grunts were recognized with lower performance (71.4%). Most cases signals that were classified differently from the a priori categories were misclassified among the categories Grunt and Grunted Hoot. The overall average performance of prediction of the network, i.e. the number of signals that were assigned to the correct category, was 93.7% (Table II) .
Statistical Analyses: sDFA and Cluster Analysis
The sDFA, used to discriminate among vocal types, showed Factor 1 primarily based on F02 (loading: À4.3719) and F03 (loading: 3.48) while Factor 2 was primarily based on F02 (loading: 1.894) and Dur (loading: À0.806). The sDFA model correctly categorized 85.7% Alarm Calls, 90.9% Grunted-Hoots, 79.5% Hoots, 74.2% Long Grunts, 97.7% Long Grunt Clear Calls, 95.7% Grunts, and 100% Tonal Calls. The Discriminant Model was highly significant and correctly classified 86% (83.7% cross-validated jackknife classification) of cases according to the vocal type. There were six Discriminant dimensions, five of which were statistically significant. The canonical correlations for the first two dimensions were 0.97 and 0.96, respectively (Wilks' Lambda 5 0.083; F 12;672 ¼ 138:756, Po0.001) in the full data set. The sDFA applied to the 20 subsets showed average correct classification of 87.372.2% of the cases.
Cluster analysis correctly classified only 76.1% of the signals in the subset, but showed a better performance than sDFA in the full data set (88.4%). The performance for each of the vocal types used in the full data set is: 35.7% Alarm Calls, 0% GruntedHoots, 100% Hoots, 100% Long Grunts, 100% Long Grunt Clear Calls, 100% Grunts, and 100% Tonal Calls.
Comparative Evaluation of the Classification Rates
Within the same data set, we tested whether the classification rate between Cluster analyses, sDFAs and ANNs, were significant or not. Both sDFAs and ANNs correct classification rates resulted in being higher than those showed by Cluster analyses over the same data set (N 5 11; t 5 5.755, Po0.001 and N 5 11; t 5 10.001, Po0.001, respectively). In the comparison between sDFA and ANN, the result showed that the percentages of correct classification were significantly higher in the networks (N 5 11; t 5 10.363, Po0.001).
DISCUSSION
The study of animal communication is a challenging task for biologists and often requires the development of classification tools in order to categorize vocal signals at different levels of analysis-individuals, populations, and species [Giacoma & Castellano, 1999] . The classification of different vocalizations is not only a preliminary, necessary task in bioacoustic studies, but it is also particularly useful in comparative approach. The comparison of vocal systems across different species requires the identification of homologous signals that can be identified, either studying the behavioral context in which they are emitted or analyzing the acoustic structure of similar signals, or better, combining both approaches. The characterization of animal vocalizations is not trivial and the great variety of vocal types within animal repertoire requires attention by researchers. Moreover, animal vocalizations are usually given in less standardized conditions and research data sets rarely match speech databases in terms of completeness of information about instances, attributes, and individuals. Therefore, over the last few years, much effort has been directed toward the development of ''objective,'' automatic, and more effective systems for vocal classification [Clemins et al., 2005; Melendez et al., 2006; Murray et al., 1998 ]. Although artificial neural networks are now widely used in the study of vocal communication across a high number of taxa [Chesmore, 2001; Dawson et al., 2006; Deregnaucourt et al., 2001; Murray et al., 1998; Parsons & Jones, 2000; Reby et al., 1997] , this study represents the first use of this computational tool for the identification of the vocal repertoire in a nonhuman primate species. This is probably owing to the fact that most primatologists are not familiar with this computational method, and because ANNs were considered for a long time as a sort of ''black box'' to evaluate classification functions. This article was designed to further explore the ability of this approach in identifying discrete categories in primate vocalizations and to compare ANNs with statistical techniques, commonly used in primatology.
Our results demonstrated that ANNs using spectral (fundamental frequency and formants) and temporal (duration) inputs, are a very effective way of categorizing lemur vocalizations. Earlier studies on primate vocalizations have demonstrated that features related to the morphology of the vocal tract (formants) are crucial in discriminating call structure [Fitch, 1997; Owren & Rendall, 2001; Rendall et al., 1998 Rendall et al., , 2004 . The use of features correlated to anatomical or morphological characteristics as well as physiological or behavioral factors, are therefore to be preferred to others, whose causes of variability are completely unknown. In this study, we combined spectral (fundamental frequency and formants) and temporal features in order to describe as best as possible the acoustic structure of black lemur calls. Earlier studies on lemur vocalizations have in fact shown the importance of duration as a critical feature in distinguishing different calls [Gamba & Giacoma, 2005 . For example, all earlier studies on the black lemur vocal repertoire identified the Grunt and the Long Grunt as two different call types emitted in different behavioral contexts [Gosset et al., 2002; Macedonia & Stanger, 1994] . However, the spectral profile of these two calls is identical and they differ only for their duration (o150 ms for grunts and 4500 ms for long grunts [Gamba, 2005] ). Including also temporal parameter along spectral measurements plays therefore a crucial role in categorizing lemur vocal repertoire. The characterization of vocalizations in this study provides a simple, fast, and reliable description of the call structure, and allows the application of automatic systems of classification, such as neural networks.
The neural network, applied in this study, showed response properties highly consistent with all seven of the categories developed by human observers [Gamba & Giacoma, 2005; Gosset et al., 2002; Macedonia & Stanger, 1994] . ANNs were in fact able to classify black lemurs' vocalization types with a level of accuracy higher than any other techniques used so far (general prediction of approximately 94%). These results are even more relevant if compared with the performance of the two statistical analyses that are commonly used in the literature to identify different vocal types within nonhuman primate vocal repertoires. The ANNs, in fact, outperformed their equivalent DFA (subsets: 87.3%; full data set: 86.0%) and CA (subsets: 76.1%; full data set: 88.4%). Cluster analysis seems to be more affected by the composition of the sample and its performance differs significantly between the full data set and the subset, with 88.4% and 76.1%, respectively. In contrast, ANNs are not particularly affected by the different composition of the input, and even when signals are unevenly distributed across categories (e.g. Grunts, in this study), the overall performance of the network is pretty consistent (subset: 93.7% vs. full data set: 94%).
The comparison between ANNs and statistical analyses performed in this study allows us also to draw some interesting conclusions on the advantages and constraints of the neural network application in primate call classification. As described above, supervised networks need the external operator to define target categories and to train the network to recognize them. Because these ANNs are able to detect autonomously a rule of classification during the learning phase and to reduce the noise in the signals, this approach is extremely powerful to classify not only vocalizations in earlier defined categories, but also in case of low quality recordings [Placer & Slobodchikoff, 2000] . The main advantage of ANNs is to be trained on a well-defined set of signals and then, once the weight factors are saved, easily be reused to classify previously unseen additional records. These ANNs are, thus, better suited to classification tasks where some knowledge of patterns of use is already known. This characteristic makes ANNs a suitable tool for automatic classification of calls: once the network has learnt the classification scheme during the training, it is possible to completely automatize the procedure of call classification, reducing the time of analysis for large data set.
Although we encourage the use of ANNs in studying vocal communication in nonhuman primates, we also acknowledge some of the limitations of this approach. First, the performance of ANNs may be influenced by the training stage. Both the composition of the training set and the protocol Am. J. Primatol. applied may in fact reduce the ability of generalization of the network, affecting the overall performance during the test phase [Ozesmi et al., 2006] . For instance, if the signals used in the training set are from only one or a few animals and do not well represent the interindividual variability, ANNs may ''learn'' to recognize some acoustic features that are not representative of the species itself (or more specifically, are individual-or sex-specific). Moreover, if the training phase is not run properly, the risk of overgeneralization may be common. In this situation, the network can overfit the training data (overlearning), resulting in a network able to perfectly recognize the training sets, but not to generalize previously unseen data during the test phase. This problem can be easily overcome, running a network with different training sets and different architecture in order to assess the behavior of the network itself and to avoid overlearning on a specific data set. Moreover, the use of a verification set (as employed in this study) can reduce the risk of overlearning [Demuth & Beale, 1993] .
A second major problem of supervised ANNs is that they require the definition of a priori categories during the learning phase and, therefore, not helpful in establishing new categories. Although ANNs, such as the multilayer perceptron used in this study, can classify signals only in a predefined number of categories, there are other network models that may be applied to recognize new categories within a vocal repertoire. For example, competitive selforganizing maps [Kohonen, 1988] can be used to detect regularities and to classify inputs into discrete categories without defining a priori number and types of target outputs [Murray et al., 1998; Placer et al., 2006] . Although not shown in this study, preliminary analyses on the data set described above using self-organizing networks provided results comparable to the categories used in this study [Pozzi et al., 2006, in press] .
To conclude, although our results are promising and demonstrate that ANNs may provide a new powerful tool for studying nonhuman primate vocal communication and more specifically for classifying calls within a vocal repertoire, they should not be generalized. The performance we achieved is particular to the species studied, the methods with which their calls were recorded and analyzed, and the variables we chose to measure. However, our study suggests that ANNs may not only be more powerful in performing classification task than equivalent statistical analyses, but also be very helpful to assign calls with a high background noise. This is especially relevant because most primates live in forest habitats where background noise is particularly high and good quality recordings are often hard to obtain (especially for poor-studied species). Further development of this approach will include the application of ANNs to the classification of vocalizations within other species of nonhuman primates and also their use to address other problems in primate bioacoustics, such as individual, sex, or species identification [Pozzi et al., 2008, in press] .
