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1. Introduccio´n
1.1. Simulaciones moleculares
El objetivo de este trabajo es obtener propiedades meca´nicas y te´rmicas mediante
te´cnicas computacionales de nanoestructuras como los nanohilos de silicio. A diferencia
del mundo macrosco´pico, cuando se quieren conocer propiedades de materiales a esca-
la microsco´pica su determinacio´n resulta mucho ma´s compleja al abandonar el mundo
continuo y pasar a trabajar con sistemas discretos, adema´s de que las propiedades que se
miden durante la simulacio´n no son directamente las que se quieren conocer y por tanto
hay que establecer relaciones entre unas y otras que sean consistentes con las leyes fı´sicas.
La meca´nica estadı´stica [1] proporciona la base teo´rica para estudiar el comporta-
miento termomeca´nico de la muestra de estudio. A trave´s de un tratamiento probabilı´sti-
co, es posible conocer observables macrosco´picos de la muestra a partir del conocimiento
de sus variables microsco´picas. Una de las metodologı´as ma´s usadas para calcular estos
observables es el denominado me´todo de Monte Carlo [2], y consiste en evaluar de forma
aleatoria posibles estados del sistema, de modo que cuantos ma´s estados aleatorios ten-
gamos y cuanto ma´s se acerquen estos al estado real en el que se encuentra el sistema,
menor sera´ el error cometido. Otra de las metodologı´as para realizar simulaciones mole-
culares ma´s extendida es la dina´mica molecular [3]. Esta te´cnica consiste en resolver las
ecuaciones de movimiento de Newton para un sistema de N partı´culas hasta que las pro-
piedades del sistema no varı´en, momento en el que se habra´ alcanzado el equilibrio. Una
vez alcanzado el equilibrio, se puede medir cualquier observable de la muestra, como la
temperatura o la energı´a, a partir del conocimiento de la posicio´n y velocidad de cada
partı´cula.
En este trabajo se utilizara´ una teorı´a termodina´mica estadı´stica de no equilibrio
[4], que permitira´ el estudio de sistemas fuera del equilibrio, pudiendo trabajar en todo
momento con valores macrosco´picos de las variables.
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1.2. Materiales termoele´ctricos
Aproximadamente el 90% de la produccio´n de energı´a del mundo es generada por
motores te´rmicos que usan combustibles fo´siles como fuente de calor y que operan gene-
ralmente entre un 30− 40% de eficiencia, de modo que cerca de 15 teravatios de calor se
pierde al ambiente. Los materiales termoele´ctricos pueden convertir energı´a te´rmica en
energı´a ele´ctrica o viceversa y podrı´an convertir parte de este calor perdido a electricidad
aprovechable. La eficiencia de un material termoele´ctrico se caracteriza por su figura de
me´rito (ZT), un para´metro adimensional que viene dado por
ZT =
S2GT
κ
(1.1)
donde S es el coeficiente de Seebeck, G es la conductancia electro´nica, T es la tempera-
tura y κ es la conductividad te´rmica, respectivamente. Los materiales que tienen ZT ≈ 1
se consideran como buenos termoele´ctricos, mientras que ZT > 3 se requiere para com-
petir con refrigeradores convencionales o generadores. Un material termoele´ctrico ideal
es aquel que se comporta con los fonones como vidrio y los dispersa, dando un valor bajo
de κ, mientras que con los electrones es como un cristal perfecto sin dispersio´n, dando
un valor alto del factor de potencia (S2G).
El material termoele´ctrico ma´s ampliamente usado comercialmente es el telururo de
bismuto (Bi2T e3) y sus aleaciones con Sb, Se, etc, que tienen una figura de me´rito ZT ≈ 1.
Es difı´cil escalar el telururo de bismuto macizo para conversio´n de energı´a a gran escala,
pero fabricar nanoestructuras sinte´ticas con este propo´sito es incluso ma´s difı´cil y caro.
El silicio, por otro lado, es el conductor ma´s abundante y usado, con una gran infra-
estructura industrial para su procesamiento a bajo coste. El silicio macizo, sin embargo,
tiene una figura de me´rito ZT ≈ 0,01 a 300K [5]. La distribucio´n espectral de fonones que
contribuyen a la κ del silicio a temperatura ambiente es bastante amplio. Debido a que
el ratio de dispersio´n fono´n-fono´n Umklapp se escala como ω2, donde ω es la frecuen-
cia del fono´n, los fonones acu´sticos de baja frecuencia (o gran longitud de onda) tienen
un gran camino libre medio y contribuyen significativamente a la κ a altas temperaturas
[6, 7] . Ası´, incorporando elementos de dispersio´n de fonones a distintas escalas se puede
esperar una alta disminucio´n de la κ del silicio.
Los nanohilos de silicio son candidatos prometedores como materiales termoele´ctri-
cos eficientes [8, 9, 10] a pesar de que el silicio macizo no lo sea. Los nanohilos conducen
bien la carga, pero la conductividad te´rmica se reduce dra´sticamente debido a la disper-
sio´n de fonones en las superficies rugosas.
Este trabajo se organiza de la siguiente manera: en el Capı´tulo 2 se hace una descrip-
cio´n general del material a estudiar, el silicio. En el Capı´tulo 3 se presenta la teorı´a ter-
modina´mica estadı´stica de no equilibrio que se utilizara´ para el estudio. Seguidamente,
en el Capı´tulo 4 se presenta un modelo simple de ca´lculo de conductividad te´rmica para
nanohilos de silicio. En el Capı´tulo 5 se comentara´n los me´todos matema´ticos utilizados
para la resolucio´n de los sistemas de ecuaciones no lineales planteados. En el Capı´tulo
6 se introducira´n y describira´n los potenciales interato´micos utilizados para simular las
fuerzas entre a´tomos y generar un modelo ma´s complejo que incluya la parte meca´nica.
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Finalmente, en el Capı´tulo 7 se recogera´n las conclusiones y se presentara´n las lineas de
trabajo futuras.
2. El silicio
El silicio es un material que no se encuentra en la naturaleza solo. Normalmente
aparece formando o´xido de silicio, conocido como sı´lice. No se puede considerar ni como
metal ni como no metal. Es un metaloide, un elemento que se encuentra entre ambos y
que tiene propiedades de ambos, pareciendo meta´lico pero conduciendo la electricidad
solo a medias. En concreto, el silicio es un semiconductor, que conduce mejor la electri-
cidad cuanto ma´s aumenta la temperatura.
El silicio fue aislado por primera vez en 1824 por el quı´mico sueco Jo¨ns Jacob Berze-
lius, mediante calentamiento de sı´lice con potasio. Hoy en dı´a, es el elemento principal
utilizado en alta tecnologı´a, dado que como semiconductor puede ser usado para hacer
transistores. Se usa en toda la industria, desde en placas solares hasta en tele´fonos mo´vi-
les.
Actualmente, se esta´n llevando a cabo estudios para la fabricacio´n de nanoagujas de
silicio para la neovascularizacio´n [11] o para la utilizacio´n del nanohilos en biosensores
[12, 13] y baterı´as [14]. Todo esto convierte al silicio en un material de rabiosa actualidad,
presente constantemente casi en cada momento de nuestra vida y con infinitas posibili-
dades de aplicacio´n en mu´ltiples campos, desde el energe´tico al sanitario.
2.1. Descripcio´n de la red cristalina del silicio
El silicio tiene una estructura cu´bica de diamante con un para´metro de red a =
5,430710 A˚ a temperatura ambiente. Esta estructura cu´bica se forma por la repeticio´n
de 8 a´tomos y pertenece al grupo espacial Fd3m, formada por dos estructuras cu´bicas
centradas en las caras. Tiene un factor de empaquetamiento ato´mico de FEA = 0,34 y
la distancias de un a´tomo a su primer, segundo, tercer y cuarto vecino son: nnd1 =
√
3
4 a,
nnd2 =
√
2
2 a, nnd3 =
√
11
4 a y nnd4 = a. A continuacio´n, se presenta en la Figura 2.1 la
estructura cu´bica de diamante
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Figura 2.1. Estructura cristalina cu´bica de diamante, presente en el silicio.
2.2. Conductividad te´rmica del silicio
En un semiconductor, varios portadores pueden contribuir a la conductividad te´rmi-
ca: fonones, fotones, par electro´n-hueco y electrones y huecos por separado. En el caso
concreto del silicio, el calor es transportado casi exclusivamente por fonones [7] y sera´ ne-
cesario conocer tanto la relacio´n de dispersio´n como el camino libre medio. La primera
no es ma´s que la relacio´n que existe entre la frecuencia del fono´n y su vector de onda.
El segundo es la distancia media que recorre el fono´n entre colisiones sucesivas. Este
camino libre medio se ve afectado por distintos procesos de dispersio´n: fono´n-fono´n,
electro´n-fono´n, defectos puntuales..., y todos dependen fuertemente de la temperatura y
la concentracio´n de impurezas [6, 15]. Adema´s, cuando las dimensiones de la muestra son
del orden o ma´s pequen˜as que el camino libre medio de electrones o fonones, las propie-
dades fı´sicas cambian dra´sticamente debido a la dispersio´n de frontera. A continuacio´n,
en la Figura 2.2 se muestra la conductividad te´rmica del silicio frente a la temperatura.
Figura 2.2. Conductividad te´rmica del silicio macizo frente a la temperatura.
Se puede observar como para temperaturas bajas, la conductividad es κ ∝ T 3, ya que
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domina la dispersio´n de frontera. A temperaturas medias las impurezas toman impor-
tancia y se alcanza un ma´ximo de la conductividad. A partir de este ma´ximo, la conduc-
tividad se comporta como κ ∝ T −1 y para altas temperaturas el proceso de dispersio´n
fono´n-fono´n Umklapp se vuelve dominante.
La principal ventaja de usar nanohilos de silicio para aplicaciones termoele´ctricas re-
side en la gran diferencia en las longitudes del camino libre medio entre electrones y fo-
nones a temperatura ambiente: 110nm para electrones en muestras altamente dopadas y
∼ 300nm para fonones. Consecuentemente, incorporando estructuras con dimensio´n/es-
paciado crı´tico por debajo de 300nm en silicio deberı´a reducir la conductividad te´rmica
sin afectar significativamente al factor de potencia. En la Figura 2.3 se representa la con-
ductividad de nanohilos de distintos dia´metros en funcio´n de la temperatura obtenida
recientemente de forma experimental [16].
Figura 2.3. Conductividad te´rmica de distintos nanohilos de silicio frente a la
temperatura.
Se puede comprobar como la conductividad puede llegar a ser de hasta dos o´rdenes
de magnitud inferior en comparacio´n con el silicio macizo, ası´ como que al disminuir el
dia´metro disminuye igualmente la conductividad. Esto muestra claramente que la dis-
persio´n de frontera tiene un fuerte efecto en el trasporte de fonones en los nanohilos
de silicio. Ası´ mismo, se observa que para los dia´metros mayores el pico de conductivi-
dad te´rmica se alcanza para temperaturas bastante mayores que para el caso del silicio
macizo, de modo que la dispersio´n de frontera domina sobre la dispersio´n fono´n-fono´n
Umklapp, lo que disminuye la conductividad te´rmica al incrementar la temperatura.
3. Teorı´a termodina´mica
estadı´stica de no equilibrio
A continuacio´n se presenta una teorı´a termodina´mica estadı´stica de no equilibrio pa-
ra conjuntos de a´tomos y mole´culas propuesta por [4]. Esta teorı´a permite el desarrollo
de modelos computacionales capaces de simular procesos termo-meca´nicos lentos, como
la corrosio´n. En concreto, este trabajo se centra en procesos de difusio´n te´rmica y, por
tanto, la descripcio´n de la teorı´a obviara´ la parte correspondiente a procesos de difusio´n
de masa.
Esta teorı´a es una aplicacio´n del principio de ma´xima entropı´a de Jaynes, que permi-
te el tratamiento estadı´stico del sistema fuera del equilibrio. Maximizando una entropı´a
restringida adecuada se obtienen potenciales termodina´micos efectivos que caracterizan
el estado instanta´neo del sistema. Adema´s se caracteriza la evolucio´n del sistema me-
diante ecuaciones cine´ticas de tipo Onsager [17, 18], y en base a estas se introduce un
potencial cine´tico discreto empı´rico que hay que modelar, de la misma forma que los po-
tenciales interato´micos. Por u´ltimo, se presenta una teorı´a variacional de campo medio
[19] que permite el tratamiento computacional de sistemas termodina´micos complejos.
3.1. Aproximacio´n de ma´xima entropı´a y relaciones de equilibrio
Se considera un sistema formado por N partı´culas. Los estados microsco´picos del
sistema esta´n definidos por la posicio´n {q} = (qi)Ni=1 y la cantidad de movimiento {p} =
(pi)Ni=1 de las N partı´culas.
Supo´ngase que la funcio´n A({q}, {p}) representa una propiedad fı´sica del sistema. El
valor macrosco´pico esperado de A viene dado por
〈A〉 = 1
h3N
∫
Γ
A({q}, {p})ρ({q}, {p})dqdp (3.1)
donde Γ = (R3xR3)N , h es la constante de Planck y h−3N se considera la unidad de
volumen del espacio de fases para un sistema de partı´culas distinguibles. La funcio´n
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ρ({q}, {p}) se conoce como funcio´n de densidad de probabilidad y representa la probabili-
dad de encontrar al sistema en un momento dado en el estado definido por ({q}, {p}). Esta
funcio´n cumple la condicio´n de normalizacio´n
〈ρ〉 = 1 (3.2)
Se asume que la estadı´stica del sistema obedece el principio de ma´xima entropı´a
de Jaynes. Este principio postula que la funcio´n de densidad de probabilidad que mejor
caracteriza la probabilidad de encontrar el sistema en un estado dado es aquella que
maximiza la entropı´a teo´rica de la informacio´n
S [ρ] = −kB〈logρ〉 (3.3)
entre todas las posibles probabilidades que sean consistentes con las condiciones de con-
torno del sistema. En la Ecuacio´n 3.3 kB representa la constante de Bolzmann.
El sistema considerado esta formado por partı´culas distinguibles, cuyos hamiltonia-
nos tienen la estructura aditiva
H =
N∑
i=1
hi (3.4)
donde hi es el hamiltoniano local de la partı´cula i. Supo´ngase que los valores esperados
de las energı´as de cada partı´cula
〈hi〉 = ei (3.5)
son conocidos.
Considerando las restricciones locales (Ecuacio´n 3.5) mediante el uso de multiplica-
dores de Lagrange se puede construir el lagrangiano
L [ρ, {β}] = S [ρ]− kB{β}T {〈h〉} (3.6)
donde {〈h〉} = (〈h〉)Ni=1. Optimizando L [ρ, {β}] en funcio´n de las medidas de probabilidad
obtenidas resulta
ρ =
1
Ξ
e−{β}T {h} (3.7)
donde
Ξ =
1
h3N
∫
Γ
e−{β}T {h}dqdp (3.8)
Por analogı´a con la meca´nica estadı´stica del equilibrio, se pueden interpretar las
Ecuaciones 3.7 y 3.8 como la generalizacio´n de la funcio´n de densidad de probabilidad
3. Teorı´a termodina´mica estadı´stica de no equilibrio 9
gran cano´nica de Gibbs fuera del equilibrio. Adema´s, por la misma analogı´a se puede
interpretar
θi =
1
kBβi
(3.9)
como la temperatura absoluta de la partı´cula i, que puede variar de una partı´cula a otra.
Adema´s, la entropı´a total del sistema se puede identificar con la entropı´a de la informa-
cio´n para la distribucio´n gran cano´nica
S = kB{β}T {e}+ kBlogΞ (3.10)
De forma directa se puede calcular la relacio´n local de equilibrio
βi =
1
kB
∂S
∂ei
({e}) (3.11)
que relaciona la energı´a de cada partı´cula con su temperatura.
3.2. Relaciones cine´ticas
Una vez conocidas las expresiones que permiten conocer los valores macrosco´- picos
de las variables del sistema considerado, se procede a introducir la formulacio´n que se
utilizara´ para el estudio de procesos cine´ticos.
3.2.1. Balance local y desigualdad de disipacio´n local
Se comienza examinando el balance de energı´a a nivel de partı´cula. La energı´a de la
partı´cula i puede identificarse como el valor esperado del hamiltoniano de la partı´cula
ui = 〈hi〉 (3.12)
para i = 1, ...,N . Supo´ngase, adema´s, que los hamiltonianos locales hi dependen de varia-
bles macrosco´picas. Entonces, el balance de energı´a a nivel de partı´cula se escribe como
u˙i = w˙i + ri (3.13)
donde w˙i es el trabajo meca´nico externo y ri es el flujo de calor en la partı´cula i.
Suponiendo que el flujo de calor ri en la partı´cula i es de la forma
ri =
∑
j,i
Rij (3.14)
donde la suma se extiende a todas la partı´culas distintas de i y
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Rij = −Rji (3.15)
es el flujo de calor discreto desde la partı´cula j hasta la i.
Ahora, se busca formular el balance de entropı´a y una desigualdad de disipacio´n a
nivel de partı´cula. Para ello, se considera cada partı´cula como un sistema en equilibrio
con su entorno, considerado como un ban˜o de calor, y se espera que aparezca disipacio´n
como resultado del flujo de calor entre partı´culas. Como analogı´a con la termodina´mica
continua, se puede definir la variacio´n de entropı´a a nivel de partı´cula por medio de la
relacio´n
s˙i
kBβi
= u˙i − w˙i (3.16)
Adicionalmente, si se considera un subsistema formado por dos partı´culas, i y j, la
cantidad
Σij =
1
θi
u˙i − w˙i −∑
k,i,j
Rik

+
1
θj
u˙j − w˙j −∑
l,i,j
Rjl

=
Rij
θi
+
Rji
θj
= PijRij
(3.17)
donde se escribe
Pij =
1
θi
− 1
θj
= kB(βi − βj ) (3.18)
mide la tasa de produccio´n interna de entropı´a para el par de partı´culas, es decir, la tasa
de entropı´a dentro del par en exceso de la tasa de entropı´a debido al calor externo sumi-
nistrado. Entonces, se postula la desigualdad de produccio´n interna local de entropı´a
Σij ≥ 0 (3.19)
La Ecuacio´n 3.19 es ana´loga a la desigualdad de disipacio´n cla´sica de Clausius-
Duhem de la termodina´mica continua.
3.2.2. Cine´tica de Onsager
Evidentemente, la desigualdad local de disipacio´n (3.19) restringe el tipo de proce-
so, o de evolucio´n, de la temperatura que puede ocurrir. Adema´s, la desigualdad (3.19)
establece el emparejamiento dual entre flujos y fuerzas: los flujos de calor Rij esta´n im-
pulsados por el gradiente dual discreto de temperatura Pij . Ası´, por analogı´a con la teorı´a
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de Onsager de relaciones cine´ticas, la desigualdad local de disipacio´n (Ecuacio´n 3.19) su-
giere una ley cine´tica del tipo
Rij =
∂Ψ
∂Pij
({P }) (3.20)
donde Ψ ({Pij}) es un potencial cine´tico discreto. La Ecuacio´n 3.20 se puede considerar
como una ley discreta de Fourier de conduccio´n de calor. La ecuacio´n discreta de conser-
vacio´n de energı´a puede escribirse entonces como
s˙i
kBβi
=
∑
j,i
∂Ψ
∂Pij
({P }) (3.21)
3.2.3. Cine´tica Lineal
La relacio´n cine´tica considerada es una relacio´n empı´rica, que tiene que ser modela-
da de la misma forma que los potenciales interato´micos.
Para obtener un modelo cine´tico simple con el que trabajar, se considerara´ que la
relacio´n entre flujos y fuerzas es lineal y que el potencial cine´tico es la suma de las con-
tribuciones de cada enlace entre partı´culas. De esta forma, el potencial tiene la forma
general
Ψ ({P }) =
∑
〈i,j〉
Aijθ
2
ijP
2
ij (3.22)
donde 〈i, j〉 representa el enlace definido por las partı´culas i y j y la suma se extiende
sobre todos los enlaces del sistema. Adema´s, se ha introducido la temperatura media de
enlace definida como
θij =
1
2
(θi +θj ) (3.23)
El coeficiente Aij es un coeficiente cine´tico que depende, de forma general, de la tem-
peratura y es diferente para cada material. Entonces, la ley discreta de Fourier ( Ecuacio´n
3.20) se escribe como
s˙i
kBβi
=
∑
〈i,j〉
Aijθ
2
ijPij =
∑
〈i,j〉
Aijθ
2
ijkB(βi − βj ) (3.24)
3.3. Teorı´a variacional de campo medio
A pesar de la simplicidad formal de la teorı´a meca´nica estadı´stica del no equilibrio
presentada, el ca´lculo de potenciales termodina´micos en forma cerrada es, en general, in-
tratable. Para lidiar con este problema, conside´rese un conjunto de funciones de densidad
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de probabilidad de prueba P0 y p∗0 la mejor probabilidad dentro del conjunto obtenida
por medio del principio de ma´xima entropı´a
L[p∗0, {β}] = sup
p0∈P0
L [p0, {β}] (3.25)
para {β} fijo. En la pra´ctica, se elige una funcio´n de densidad de prueba de la forma
ρ0 =
1
Ξ0
e−{β}T {h0} (3.26)
donde
Ξ =
1
h3N
∫
Γ
e−{β}T {h0}dqdp (3.27)
y {h0} en algu´n conjunto H0 de hamiltonianos locales de prueba. Entonces, el principio
de ma´xima entropı´a (Ecuacio´n 3.25) es equivalente a minimizar el funcional
F [{h0}, {β}] = kB{β}T {〈h− h0〉0} − kBlogΞ0 (3.28)
Se considerara´ un hamiltoniano de prueba de la siguiente forma
h0i({q}, {p}) = 12mi | pi −pi |
2 +
mω2i
2
| qi −qi |2 (3.29)
de modo que los hamiltonianos estara´n parametrizados por los campos {q} = (qi)Ni=1,
{p} = (pi)Ni=1, y {ω} = (ωi)Ni=1, que pueden ser considerados como la posicio´n y el mo-
mento medios de las partı´culas y su frecuencia de vibracio´n efectiva respectivamente. El
valor o´ptimo de esos campos se obtiene variacionalmente mediante la minimizacio´n del
funcional. Adema´s, no´tese los hamiltonianos de prueba se han elegido de forma que sean
cuadra´ticos y que solo dependan de la posicio´n y el momento de la partı´cula.
De esta forma, el funcional puede ser escrito de la forma
F [{h0}, {β}] = kB
N∑
i=1
[βi〈hi〉0 − 3 + 3log(~βiωi)] (3.30)
Bajo condiciones cuasiesta´ticas, los valores o´ptimos {q∗}, {p∗}, y {ω∗} se obtienen mi-
nimizando F bajo {β} constante. Las correspondientes ecuaciones de Euler-Lagrange se
escriben
∂F
∂qi
=
∂
∂qi
(
kB{β}T {〈h〉0}
)
= 0
∂F
∂pi
=
∂
∂pi
(
kB{β}T {〈h〉0}
)
= 0
∂F
∂ωi
=
∂
∂ωi
(
kB{β}T {〈h〉0}
)
+
3kB
ωi
= 0
(3.31)
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3.4. Evaluacio´n de las medias de fase de campo medio
Como se puede observar en la Ecuacio´n 3.30, la evaluacio´n del funcional requiere el
ca´lculo de los hamiltonianos locales 〈hi〉0, es decir, la media de fase de los hamiltonianos
locales con respecto a la funcio´n de densidad de probabilidad de campo medio. Si, por
ejemplo, los hamiltonianios locales son de la forma
hi({q}, {p}) = 12mi | pi |
2 +Vi({q}, {p}) (3.32)
donde Vi({q}, {p}) es un potencial interato´mico multiespecie, entonces se tiene
〈hi〉0 = 32βi +
1
2mi
| pi |2 +〈Vi〉0 (3.33)
En general, la evaluacio´n exacta de este valor efectivo no es posible, au´n para un ha-
miltoniano de prueba simple como el propuesto. Para calcular entonces dicho valor, se
aproxima la integral utilizando dos me´todos distintos: expansio´n multipolos y cuadratu-
ra de Gauss.
3.4.1. Expansio´n multipolos
Sea µ una medida acotada sobre Rn y sea f ∈ C(Rn). La accio´n de la medida µ sobre
f se escribe
µ(f ) =
∫
f (x)dµ(x) (3.34)
La aproximacio´n por multipolos de grado k de µ es la medida µk tal que
µk(f ) =
∑
|α|≤k
cαD
αf (0) (3.35)
donde α es un ı´ndice en N3 y los coeficientes {cα , | α |≤ k} son elegidos para que la aproxi-
macio´n sea exacta para polinomios de grado ≤ k, tal que
µk(x
α) = µ(xα), | α |≤ k (3.36)
Este requisito implica que
cα =
1
α!
∫
xαdµ(x) (3.37)
Utilizando esta metodologı´a, la expansio´n multipolos de segundo orden de 〈Vi〉0 tie-
ne la forma
3. Teorı´a termodina´mica estadı´stica de no equilibrio 14
〈Vi〉0 =
∫
Vi({q})
 N∏
j=1
(~βjωj )3e
−βj 12mj |pj−pj |2−βj
mjω
2
j
2 |qj−qj |2
 dqdph3N
=
∫
Vi({q})

N∏
j=1
βjmjω2j2pi

3
2
e−βj
mjω
2
j
2 |qj−qj |2
dq
≈ Vi({q}) +
N∑
j=1
1
2βjmjω
2
j
∆jVi({q})
(3.38)
donde
∆jVi({q}) =
3∑
α=1
∂2qjαVi({q}) (3.39)
De este modo, se puede considerar que el potencial esta´ termalizado en tanto en
cuanto las temperaturas (βi = 1/kBθi) aparecen involucradas en el ca´lculo del valor efec-
tivo del mismo.
3.4.2. Cuadratura de Gauss
Supo´ngase que cada funcio´n Vi involucra un nu´mero finito de a´tomos vecinos. En-
tonces, la integral 〈Vi〉 puede ser calculada usando la regla de cuadratura Hermite-Gauss
apropiada para la dimensio´n del espacio. Para el caso general de un potencial de interac-
cio´n de n cuerpos φ(q1, ...,qn) el valor esperado resulta
〈φ(q1, ...,qn)〉 = 1h3n
∫
Γ
φ(q1, ...,qn)
n∏
i=1
ρidqidpi
=
1
h3n
∫
Γ
φ(q1, ...,qn)
n∏
i=1
(~βiωi)3
n∏
i=1
e
− βi2mi |pi−pi |2−
βimiω
2
i
2 |qi−qi |2dqidpi
=
∏n
i=1(~βiωi)3
h3n
∫ n∏
i=1
e
− βi2mi |pi−pi |2dpi
[∫ φ(q1, ...,qn)e− βimiω2i2 |qi−qi |2dqi]
=
∏n
i=1(~βiωi)3
h3n
 n∏
i=1
(√
2pimi
βi
)3[∫ φ(q1, ...,qn)e− βimiω2i2 |qi−qi |2dqi]
=
∏n
i=1(~βiωi)3
h3n
 n∏
i=1
(√
2pimi
βi
)3
 n∏
i=1
(
1
ωi
√
2
βimi
)3[∫
φ(q1, ...,qn)e
−|xi |−...−|xn|dxi · · · dxn
]
=
(
1√
pi
)3n [∫
φ˜(x1, ...,xn)e
−|xi |−...−|xn|dxi · · · dxn
]
(3.40)
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donde la Ecuacio´n 3.40 es de dimensio´n 3n y se ha hecho el siguiente cambio de variables
xi =
√
βimi
2
ωi(qi −qi)
φ˜(x1, ...,xn) = φ(q1(x1), ...,qn(xn))
(3.41)
Para una regla de cuadratura que utiliza M puntos la integral anterior se reduce a
〈φ(q1, ...,qn)〉 ≈
( 1
pi
) 3n
2
M∑
k=1
φ˜(x1, ...,xn)wk (3.42)
donde wk es el peso de cuadratura correspondiente. Debido al taman˜o del espacio de in-
tegracio´n que requiere un potencial multicuerpo como el MEAM, se utilizara´ una apro-
ximacio´n de 3er orden. Para el caso de un potencial que considere n vecinos para calcular
la energı´a de un a´tomo, se tendra´n puntos de cuadratura de dimensio´n m = 3n hasta un
total de M = 2m.
Para un espacio de dimensio´n m los puntos de cuadratura propuestos por [20] son
(
±
√
m
2
,0, ...,0
)
...(
0,0, ...,±
√
m
2
) (3.43)
y los pesos se escriben como
wk =
pi
m
2
2m
k = 1, ...,M (3.44)
4. Modelo simple para el
estudio de la
conductividad te´rmica en
nanohilos de silicio
A continuacio´n se pretende reproducir los resultados experimentales obtenidos en
[16]. Para ello, se utilizara´ la teorı´a expuesta en el Capı´tulo 3, pero realizando varias
simplificaciones. En primer lugar, se considera que el sistema es rı´gido y por tanto los
a´tomos esta´n fijos, de modo que solo es necesario resolver la ecuacio´n discreta de Fourier
(Ecuacio´n 3.21). Adema´s, se considerara´ que se trabaja en estado estacionario.
Se define una celda computacional Ω consistente en una rebanada de expesor l for-
mada por 20 (111) planos ato´micos y se utiliza un sistema de coordenadas cartesiano
cuyo eje z coincide con el eje del nanohilo. Adema´s, se establece la temperatura de un
a´tomo a temperatura ambiente, denominada T0, y un gradiente te´rmico
T z =
∆T
L
(4.1)
donde ∆T = 5.0 K es aproximadamente la ma´xima variacio´n de temperatura observada
en el experimento, y L = 3.0 µm es la longitud aproximada del nanohilo.
En re´gimen estacionario, el campo de temperatura {θ} se obtiene resolviendo el pro-
blema
mı´n
{θ}
∑
〈i,j〉
1
2
Aijθ
2
ijP
2
ij (4.2)
s.a.
∑
i∈Γ0
θiσi −
∑
i∈Γ20
θiσi = |Ω|T z (4.3)
s.a. θi0 = T0 (4.4)
donde Γ0 y Γ20 son el primero y el u´ltimo plano ato´mico de la rebanada respectivamente,
y σi es el rea de la seccio´n correspondiente al a´tomo i, que viene dada por
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σi =
piR2
N
(4.5)
siendo R el radio del nanohilo. Haciendo uso del me´todo de los multiplicadores de La-
grange, el problema se puede escribir como
∑
〈i,j〉
1
2
Aijθ
2
ijP ij
2 − Jz
T
2
0
∑
i∈Γ0
θiσi −
∑
i∈Γ20
θiσi − |Ω|T z

−λ(θi0 − T0) = 0
(4.6)
donde Jz y λ son los multiplicadores de Lagrange introducidos, representando el primero
de ellos el flujo medio de calor que atraviesa el nanohilo. De este modo, la conductividad
te´rmica efectiva se puede calcular como
κ =
Jz
T z
(4.7)
Figura 4.1. Modelo computacional para la conduccio´n de calor en nanohilos de silicio
(a) D = 56 nm; τa = 1.7 nm (b) D = 115 nm; τa = 3.5 nm. A´tomos pertenecientes a la
capa amorfa coloreados en rojo.
Como se puede ver en [16], los nanohilos usados durante el experimento tenı´an una
capa rugosa de un espesor aproximado t = 1 nm para un dia´metro de 22 nm. Se han rea-
lizado muchos estudios [21, 22, 23, 24, 25] sobre la efecto de esta capa amorfa superficial
en la conductividad te´rmica de los nanohilos de silicio. Segu´n se ha observado en [26], la
relacio´n entre el espesor de esta capa rugosa y el radio del nanohilo es aproximadamente
t ≈ 0,06 R. En este estudio se ha utilizado esta relacio´n, y dicha capa amorfa se genera
desplazando de forma aleatoria los a´tomos desde su posicio´n en la red perfecta hasta un
ma´ximo del 10% del para´metro de red. En concreto, la posiciones ato´micas medias se
obtienen como
qi =
 q(0)i + pidi , si i ∈Ωa;q(0)i , en otro caso (4.8)
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donde q(0)i representa la posicio´n media del a´tomo i en la red perfecta del Si y
Ωa =
∈Ω|
√
q
(0)2
ix + q
(0)2
iy > R− τa
 (4.9)
identifica a los a´tomos localizados dentro de la capa amorfa.
El espesor de la capa amorfa τa se ha calculado como τa = 0,06 R como se ha comen-
tado antes, mientras que pi y di son un mo´dulo y una direccio´n que se generan aleato-
riamente. El mo´dulo se genera mediante una distribucio´n Gausiana N
(
pmax
2 , (
pmax
8 )
2
)
, con
pmax = a/10, mientras que la direccio´n se genera con una distribucio´n uniforme en una
esfera unidad S2 =
{
x ∈ R3 |‖ x ‖2= 1
}
. En la Figura 4.1 se representan los modelos compu-
tacionales para nanohilos de D = 56 nm y D = 115 nm, donde la capa amorfa se colorea
en rojo.
En cuanto al coeficiente cine´tico de transporte, se supone que es de la forma
Aij =

Aa, si i ∈Ωa o j ∈Ωa,‖ qi −qj ‖< rc
Ac, si i,j ∈Ω \Ωa,‖ qi −qj ‖< rc
0, si ‖ qi −qj ‖< rc
(4.10)
con
Aa(T ,D) = α(D)T
3 + β(D)T 2 +γ(D)T (4.11)
+ δ(D) (4.12)
Ac(T ,D) =
Aa(T ,D)
0,005
(4.13)
donde Ac y Aa son los coeficientes de transporte para las fases cristalina y amorfa y rc
es un radio de corte. Se establece el valor de dicho radio segu´n rc = (r1 + r2)/2, donde r1
y r2 son los radios de la primera y segunda capa de vecinos en la red perfecta. De este
modo, solo se considera la interaccio´n con los primeros vecinos en la red perfecta. Para
fijar la relacio´n entre Ac y Aa se han comparado los resultados presentados para el silicio
cristalino en [5] con los obtenidos para el silicio amorfo en [27], y se ha observado que
para el rango de temperaturas de intere´s dicha relacio´n se encuentra en torno al valor
escogido.
Ası´ mismo, los coeficientes α(D),β(D),γ(D) y δ(D) dependen del dia´metro del na-
nohilo. Al igual que para la dependencia de Ac y Aa con la temperatura, para los coefi-
cientes α(D),β(D),γ(D) y δ(D) tambie´n se han usado polinomios cu´bicos. En concreto,
tienen las expresiones:
α(D) = −(1,526 · 10−16) ·D3 + (3,032 · 10−13) ·D2
− (1,27 · 10−10) ·D + (1,538 · 10−8) (4.14)
β(D) = (9,616 · 10−14) ·D3 − (1,909 · 10−10) ·D2
+ (7,565 · 10−8) ·D − (8,689 · 10−6) (4.15)
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γ(D) = −(1,781 · 10−11) ·D3 + (3,540 · 10−8) ·D2
− (1,297 · 10−5) ·D + (1,401 · 10−3) (4.16)
δ(D) = (2,730 · 10−10) ·D3 − (5,362 · 10−7) ·D2
+ (1,821 · 10−4) ·D − (1,742 · 10−2) (4.17)
donde D esta dado en nm.
A continuacio´n se presentan los resultados obtenidos con el modelo presentado. En
la Figura 4.2 se representa la evolucio´n de la conductividad te´rmica con la temperatura
para nanohilos de distinto dia´metro
Figura 4.2. Conductividad te´rmica de los nanohilos de silico: resultados
computacionales (smbolos rellenos) y datos experimentales (smbolos huecos).
Adema´s, en la Tabla 4.1 se comparan los valores de conductividad a T = 300 K para
los distintos taman˜os de nanohilo obtenidos con este modelo computacional y los valores
experimentales.
diameter (nm) espesor (nm) κ - num. (W/m-K) κ - exp. (W/m-K)
22 0.7 7.29 6.9± 0.5
37 1.1 17.18 17.6± 0.5
56 1.7 25.23 25.7± 0.5
115 3.5 39.69 40.5± 0.5
Tabla 4.1. Comparacio´n de la conductividad te´rmica de nanohilos de silicio de diferente
dia´metro obtenida en este trabajo (num.) frente a resultados experimentales (exp.).
Se puede observar que el modelo reproduce adecuadamente los resultados experi-
mentales. Tanto la evolucio´n de la conductividad con la temperatura, como la variacio´n
con el taman˜o del nanohilo esta´n bien recogidas por el modelo propuesto. La diferencia
observada a T = 300 K entre los valores nume´ricos y experimentales se encuentra entre
un 2% y un 6% en funcio´n del taman˜o del nanohilo.
En todas las simulaciones se ha observado un campo de temperaturas practicamente
uniforme (∼ T0) en la zona cristalina pero una variacio´n en la capa amofra. En la Figura
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4.3 se muestra un ejemplo. Esto se explica por la gran diferencia que existe entre los coe-
ficientes cine´ticos Ac y Aa.
Seguidamente, se ha estudiado el efecto que el espesor de la capa amorfa tiene sobre
la conductividad. En concreto, se ha simulado un nanohilo de dia´metro D = 37 nm a una
temperatura T = 300 K . En la Figura 4.4 se representa la conductividad te´rmica obtenida
para distintos espesores de capa amorfa, expresados como porcentaje del dia´metro del
nanohilo. Se pone de manifiesto que es suficiente con utilizar una capa rugosa de espesor
un 3% del dia´metro para obtener una conductividad de un orden de magnitud menor
que la conductividad del silicio, en consonancia con [8].
Figura 4.3. Solucio´n del campo te´rmico para un nanohilo de dia´metro D = 22 nm.
Figura 4.4. Variacio´n de la conductividad te´rmica con el espesor de capa rugosa.
5. Me´todos nume´ricos para
la optimizacio´n de
problemas no lineales
Los me´todos nume´ricos se utilizan para aproximar la solucio´n de una ecuacio´n o
conjunto de ecuaciones cuando dicha solucio´n no puede obtenerse de manera algebraica.
De forma general, estos me´todos consisten en empezar por un punto arbitrario (lo ma´s
cercano a la solucio´n posible) y realizar sucesivas iteraciones construyendo una aproxi-
macio´n de la solucio´n en cada una, de modo que cuando se cumplan uno o varios criterios
de parada escogidos la aproximacio´n se de por buena. En la literatura se pueden encon-
trar multitud de me´todos nume´ricos: me´todos de Newton [28], gradiente conjugado [29],
residuos mı´nimos generalizados [30], me´todos de broyden [31]..., siendo necesario con-
siderar dos criterios a la hora de la seleccio´n de uno u otro: convergencia del me´todo y
coste de ca´lculo del mismo.
En este caso concreto, el sistema de ecuaciones a resolver viene dado por la Ecuacio´n
3.31. De forma general se puede escribir como
F(x) = 0 (5.1)
con F :R7N →R7N siendo la derivada del funcional F que se quiere minimizar con res-
pecto a las posiciones {q}, las velocidades {p} y las frecuencias {ω} ato´micas. Suponiendo
que las velocidades ato´micas con nulas {p} = {0}, el sistema que habrı´a que resolver re-
sulta
∂F
∂qi
=
∂
∂qi
(
kB{β}T {〈h〉0}
)
= 0
∂F
∂ωi
=
∂
∂ωi
(
kB{β}T {〈h〉0}
)
+
3kB
ωi
= 0
(5.2)
Por simplicidad, se ha decidido resolver el sistema de forma desacoplada de forma
iterativa, de modo que en cada iteracio´n se minimiza primero F con respecto a las po-
siciones ∂F∂qi = 0 y posteriormente respecto a las frecuencias
∂F
∂ωi
= 0, hasta que las dife-
rencias entre una iteracio´n y la anterior sean lo suficientemente pequen˜as como para dar
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por va´lido el resultado.
A continuacio´n se describen los dos me´todos que se han implementado para resolver
este sistema de ecuaciones: el me´todo del gradiente conjugado no lineal (NLCG) y el
me´todo de relajacio´n dina´mica adaptativa (ADR).
5.1. Gradiente conjugado no lineal
En el gradiente conjugado no lineal, NLCG por sus siglas en ingle´s, la solucio´n a la
Ecuacio´n 5.2 se busca mediante pasos del tipo
qi+1a = q
i
a +α
idi (5.3)
donde di es la direccio´n de bu´squeda, direccio´n en la que la funcio´n disminuye, y αi es
la magnitud del paso en dicha direccio´n.
Para obtener el valor del para´metro αi es necesario encontrar el cero de la expresio´n
f ′(qia +αidi). Para ello se utilizara´ el me´todo de la secante, que evita calcular la segunda
derivada de f (qia+α
idi) aproxima´ndolo por el valor de la primera derivada en dos puntos
αi = 0 y αi = σ , donde σ tiene un valor pequen˜o arbitrario
d2
dαi2
f (qia +α
idi) ≈
[
d
dαi
f (qia +α
idi)
]
αi=σ
−
[
d
dαi
f (qia +α
idi)
]
αi=0
σ
=
[
f ′(qia + σdi
]T
di −
[
f ′(qia)
]T
di
σ
(5.4)
Entonces, utilizando un desarrollo de Taylor y la expresio´n presentada se puede
aproximar f ′(qia +αidi) como
d
dαi
f (qia +α
idi) ≈
[
f ′(qia)
]T
di +
αi
σ
{
[
f ′(qia +αidi)
]T
d−
[
f ′(qia)
]T
di} (5.5)
Minimizando f ′(qia +αidi) haciendo su derivada nula se obtiene
αi = −σ
[
f ′(qia)
]T
di[
f ′(qia +αidi)
]T
d−
[
f ′(qia)
]T
di
(5.6)
El me´todo de la secante aproxima f (qia +α
idi) con una para´bola usando la derivada
de la funcio´n en dos puntos. El valor del para´metro σ puede elegirse arbitrariamente en
la primera iteracio´n. En las siguientes, se elegira´ como valor σ i+1 = −αi .
Para obtener la direccio´n di se utiliza el me´todo de ortogonalizacio´n de Gram-Schmidt.
Denominando residuo a ri = −f ′(qia), se definen para el paso inicial la direccio´n como
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Figura 5.1. Diagrama de bloques del me´todo del gradiente conjugado no lineal.
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d0 = r0 = −f ′(q0a) (5.7)
y en los siguientes pasos se obtiene una direccio´n ortogonal a la del paso previo mediante
di+1 = r i+1 + βi+1di (5.8)
En el gradiente conjugado lineal, hay diferentes expresiones para el para´metro β,
pero e´stas no son va´lidas para el NLCG. Todavı´a se esta´ investigando en busca de la
mejor eleccio´n para la expresio´n de este para´metro, pero dos de las ma´s usadas son la
fo´rmula de Fletcher-Reeves y la de Polak-Ribie`re
βi+1
FR
=
ri+1
T
ri+1
riT ri
, βi+1
P R
=
ri+1
T
(ri+1 − ri)
riT ri
(5.9)
El me´todo de Fletcher-Reeves converge si el punto de inicio esta´ lo suficientemente
cercano al mı´nimo buscado, mientras que el me´todo de Polak-Ribie`re puede no converger
en casos raros. Sin embargo, Polak-Ribie`re converge ma´s ra´pidamente normalmente, y es
el me´todo que se utilizara´ en este trabajo. En la Figura 5.1 se presenta un diagrama de
bloques completo del me´todo implementado.
5.2. Relajacio´n dina´mica adaptativa
Desde hace tres de´cadas, el me´todo de Relajacio´n Dina´mica Adaptativa, ADR por
sus siglas en ingle´s, se ha estado usando para resolver ecuaciones no lineales en el me´to-
do de los elementos finitos con buenos resultados en aplicaciones como los problemas
de hiperelasticidad. El me´todo esta´ basado en la siguiente idea: supo´ngase que se quie-
ren encontrar los ceros de un vector de fuerza. Entonces, la idea es reemplazar por una
ecuacio´n diferencial de segundo orden de la forma
Mq¨ + Cq˙ + F(qa) = {0} (5.10)
La ecuacio´n introduce unas matrices de pseudomasa y pseudoamortiguamiento, M y
C respectivamente. Estas matrices son equivalentes a las de masa y amortiguamiento en
el caso de un problema masa-muelle-amortiguador. Sin embargo, las matrices M y C no
incluyen cantidades fı´sica del problema. Por lo tanto, cuando se alcanza la solucio´n es-
tacionaria del problema, e´sta coincide con la solucio´n de la ecuacio´n original. Entonces,
se puede usar un integrador temporal para resolver la ecuacio´n y calcular las posiciones
de equilibrio de los a´tomos. La principal ventaja de este me´todo es que las matrices M y
C pueden ser modificadas para asegurar la convergencia o´ptima del problema y que el
tiempo necesario para la integracio´n viene determinado por la rutina de evaluacio´n de
las fuerzas.
En este trabajo se utiliza un integrador temporal explı´cito con un esquema de dife-
rencias finitas, por su simplicidad en la implementacio´n y porque su gran estabilidad en
la integracio´n de ecuaciones de segundo orden. Especı´ficamente, se utiliza un me´todo de
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diferencias centrales con estacio´n intermedia. De este modo, las velocidades se definen
en el punto medio del paso de tiempo y la aproximacio´n para las derivadas temporales
son
q˙
n+ 12
a =
1
h
(
qn+1a −qna
)
(5.11)
q¨na =
1
h
(
q˙
n+ 12
a − q˙n−
1
2
a
)
(5.12)
donde h es el incremento de tiempo fijado. El vector de velocidad para computar la fuerza
amortiguadora se puede estimar como
q˙na =
1
2
(
q˙
n+ 12
a − q˙n−
1
2
a
)
(5.13)
Introduciendo las Ecuaciones 5.12 y 5.13 en 5.10 y reagrupando te´rminos en la Ecua-
cio´n 5.11, se llega a que la velocidad y el desplazamiento en el siguiente paso de tiempo
son
q˙
n+ 12
a =
(
2− ch
2 + ch
)
q
n− 12
a +
(
2h
2 + ch
)
M−1
(
Fnext −Fnint
)
qn+1a = q
n
a + hq˙
n+ 12
a
(5.14)
donde la inversa de la matriz M se calcula de forma trivial al ser M una matriz diagonal.
La ecuacio´n anterior nos da el proceso iterativo para calcular qa, pero el paso inicial no
esta´ determinado. Dado que q˙0a y q
0
a son conocidos, se puede obtener la siguiente relacio´n
q˙
1
2
a =
h
2
M−1
(
Fnext −Fnint
)
+
1
2
(2− ch) q˙0a (5.15)
El algoritmo de integracio´n queda ası´ completo a falta de determinar los para´metros
de integracio´n, como M, c y h.
Para calcular cada componente diagonal de la matriz M se utiliza la siguiente expre-
sio´n
Mii ≥ h
2
4
N∑
j=1
| Kij | (5.16)
donde K es la matriz global de rigidez, que en general es muy difı´cil de obtener para
sistemas ato´micos. En su lugar, se podrı´a calcular la matriz cuasi-armo´nica de rigidez de
cada nodo como en [32], pero en este trabajo se ha optado por utilizar Mii =m, donde m
es un para´metro que se estima con la ayuda de la matriz cuasi-armo´nica de rigidez. Por
otro lado, h es el paso de tiempo y normalmente toma el valor h = 1,0 y N es el nu´mero
de filas de la matriz K. El coeficiente de amortiguamiento se calcula como
c ≈ 2√λ0 (5.17)
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Figura 5.2. Diagrama de bloques del me´todo del relajacio´n dina´mica adaptativa.
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donde λ0 es el menor autovalor de la matriz de K y se calcula como
λ0 ≈ W
T
nS
nWn
WTnMnWn
Snii =
Ftint −Ft−1int
hq˙
t− 12
i
(5.18)
donde W es una matriz de peso elegida (en este caso la matriz identidad) y Snii es el com-
ponente ii de la matriz de rigidez direccional.
En la Figura 5.2 se presenta un diagrama de bloques completo del me´todo imple-
mentado.
6. Potenciales
termodina´micos para el
silicio
A la hora de estudiar las propiedades de un material a nivel ato´mico, los resulta-
dos ma´s precisos se obtienen mediante ca´lculos ab initio, resolviendo la ecuacio´n de
Scho¨rdinger, pero la complejidad es alta y el taman˜o de la muestra que se puede anali-
zar esta´ muy limitado. Alternativamente, se realizan simulaciones ato´micas con me´todos
como Monte Carlo o dina´mica molecular. Estos me´todos necesitan un modelo de fuerzas
entre los a´tomos que forman la muestra, los denominados potenciales interato´micos.
Dada la importancia tecnolo´gica del silicio, se han publicado y comparado [33, 34,
35] multitud de potenciales interato´micos para este material, con diferentes grados de
sofisticacio´n. A continuacio´n se introducen dos de los ma´s usados: el potencial Stillinger-
Weber [36] y el potencial del me´todo modificado del a´tomo embebido [37], MEAM por
sus siglas en ingle´s. El primero tiene siete para´metros y la energı´a total de una configura-
cio´n ato´mica viene dada por te´rminos de interaccio´n entre dos y tres a´tomos. El segundo
incluye enlaces direccionales y puede aplicarse a sistemas covalentes.
Se presenta la formulacio´n de ambos potenciales y los valores de los para´metros con-
siderados en este estudio. Adema´s, en los Ape´ndices A y B se recogen las expresiones de
las fuerzas y del te´rmino de expansio´n por multipolos presentado anteriormente.
6.1. Potencial Stillinger-Weber
La energı´a potencial del sistema se aproxima como:
E =
1
2
 N∑
i=1
∑
j,i
vij(rij ) +
N∑
i=1
∑
j,i
∑
k,i,j
vjik(rij ,rik)
 (6.1)
donde el para´metro  se elige de forma que f2 toma como valor mı´nimo −1, y σ se elige
para que el valor f2
(
2
1
6
)
sea nulo. Adema´s, f3 posee simetrı´a traslacional y rotacional.
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El termino de interaccio´n entre pares se escribe de la forma:
vij(rij ) = f2(rij /σ ) (6.2)
f2(r) =
{
A (Br−p − 1)e(r−a)−1 , r < a
0, r ≥ a (6.3)
donde losA, B, p y a toman valores positivos. Esta forma gene´rica corta la funcio´n para r =
a sin discontinuidad en ninguna derivada, siendo esto una ventaja para las aplicaciones
en dina´mica molecular. A continuacio´n, en la Figura 6.1 se representa el valor de f2 en
funcio´n de rij /σ .
Figura 6.1. Evaluacio´n de la funcio´n f2(rij /σ ).
Por otro lado, el termino de interaccio´n de tres cuerpos toma la forma
vjik(rij ,rik) = f3(rij /σ ,rik/σ ) (6.4)
f3(rij ,rik) = h(rij , rik ,θjik) + h(rji , rjk ,θijk) + h(rki , rkj ,θikj ) (6.5)
donde θjik es el a´ngulo entre rj y rk subtendido al ve´rtice i. La funcio´n h depende de dos
para´metros (λ,γ), y tiene la forma:
h(rij , rik ,θjik) = λe
γ(rij−a)−1+γ(rik−a)−1
(
cosjik +
1
3
)2
(6.6)
El angulo tetrahe´drico ideal θt es tal que
cosθt = −13 (6.7)
de modo que la parte trigonome´trica de la expresio´n discrimina a favor de pares de en-
laces que salen del ve´rtice i con la geometrı´a deseada.
Los valores utilizados para los para´metros que aparecen en las expresiones anteriores
se presentan en la Tabla 6.1, donde se han modificado los valores originales de acuerdo
con [38].
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A 7.526106281
B 0.6022245584
p 4
a 1.8
λ 22.4196
γ 1.20
σ 0.20951
 2.1678
Tabla 6.1. Para´metros utilizados para el potencial Stillinger-Weber.
6.2. Potencial MEAM
En el formalismo MEAM, la energı´a total del sistema se aproxima como
E =
∑
i
Fi(ρi) + 12
∑
j,i
φij(rij )
 (6.8)
donde Fi es la funcio´n embebida, ρi es la densidad electro´nica de fondo en el sitio i, y
φij(rij ) es el par de interaccio´n entre a´tomos i y j separados una distancia rij , respectiva-
mente.
De forma general, para calcular la energı´a tienen que ser dadas las expresiones de las
funciones Fi y φij(rij ). La densidad electro´nica de fondo se calcula teniendo en considera-
cio´n la direccionalidad del enlace. La funcio´n embebida Fi tiene una forma dada, pero no
ası´ el te´rmino entre pares. En su lugar, se define una estructura de referencia donde los
a´tomos se encuentran en puntos exactos de la red y la energı´a total por a´tomo de dicha
estructura se estima de la ecuacio´n universal de estado a temperatura cero de Rose. En-
tonces, el te´rmino entre pares se evalu´a a partir de valores conocidos de la energı´a total
por a´tomo y la energı´a embebida, como una funcio´n de la distancia a sus vecinos.
La energı´a embebida tiene la forma
Fi(ρi) = AiE
0
i ρi lnρi (6.9)
donde la energı´a cohesiva E0i y el para´metro Ai dependen del tipo de a´tomo. La densi-
dad electro´nica de fondo,ρi esta´ compuesta por una parte esfe´rica sime´trica, ρ
(0)
i , y otras
partes angulares, ρ(1)i , ρ
(2)
i , ρ
(3)
i . Su expresio´n se escribe como
ρi =
ρ
(0)
i
ρ0
Gi(Γi) (6.10)
donde
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Γi =
3∑
k=1
t
(k)
i
ρ(k)i
ρ
(0)
i

2
G(Γ ) =
2
1 + e−Γ
(6.11)
Las densidades electro´nicas parciales vienen dadas por
ρ
(0)
i =
∑
j,i
ρ
a(0)
j (rij )Sij
ρ
(1)
i =
3∑
α=1
∑
j,i
ρ
a(1)
j (rij )
rijα
rij
Sij

2
ρ
(2)
i =
3∑
α=1
3∑
β=1
∑
j,i
ρ
a(2)
j (rij )
rijαrijβ
r2ij
Sij

2
− 1
3
∑
j,i
ρ
a(2)
j (rij )Sij

2
ρ
(3)
i =
3∑
α=1
3∑
β=1
3∑
γ=1
∑
j,i
ρ
a(3)
j (rij )
rijαrijβrijγ
r3ij
Sij

2
− 3
5
3∑
α=1
∑
j,i
ρ
a(3)
j (rij )
rijα
rij
Sij

2
(6.12)
donde
ρ
(k)
i (rij ) = ρ0e
[
−β(k)i
(
rij
r0ij
−1
)]
(6.13)
siendo ρ0 un factor de escalado, β(h) ajustables y r
0
ij la distancia al primer vecino en el
equilibrio para la estructura de referencia.
Como se comento´ anteriormente, la funcio´n φij(rij ) no se especifica directamente. En
su lugar, viene dada por
φij(rij ) = φij(rij )Sij
φij(rij ) =
2
Zij0
[
Eui (rij )−Fi(ρ0(rij ))
]
Eui (rij ) = −E0ij(1 + a∗ij + da∗3ij )e−a
∗
ij
a∗ij = α
rijr0ij − 1

(6.14)
donde Eui (rij ) es la funcio´n universal para una expansio´n o contraccio´n uniforme en la
estructura de referencia.
En cuanto a la funcio´n de apantallamiento, esta´ disen˜ada para que tome el valor
Sij = 1 si los a´tomos i y j no esta´n apantallados y dentro de un radio rc, mientras que
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toma el valor Sij = 0 si esta´n completamente apantallados o fuera del radio de corte. La
funcio´n es producto de una funcio´n de corte y una funcio´n de te´rminos de tres cuerpos
que considera el resto de a´tomos del sistema
Sij = S ijfc
(rc − rij
∆r
)
S ij =
∏
k,i,j
Sikj
Sikj = fc
(
Cikj −Cmin,ikj
Cmax,ikj −Cmin,ikj
)
Cikj = 1 + 2
r2ijr
2
ik + r
2
ijr
2
jk − r4ij
r4ij − (r2ik − r2jk)2
fc(x) =

1, x ≥ 1[
1− (1− x)4
]
, 0 < x < 1
0, x ≤ 0
(6.15)
El para´metro ∆r controla la distancia sobre la cual el radio de corte es suavizado des-
de 1 a 0 cerca de rij = rc.
La versio´n del potencial MEAM utilizada en este trabajo considera hasta segundos
vecinos y los valores de los para´metros utilizados vienen dados en la Tabla 6.2.
Ec 4.63 β(2) 0.00
re 2.35 β(3) 3.00
α 4.90 t(1) 1.45
d 0.03 t(2) 7.61
A 0.53 t(3) -2.10
β(0) 3.00 Cmax 2.60
β(1) 7.5 Cmin 2.75
Tabla 6.2. Para´metros utilizados para el potencial MEAM.
6.3. Comparacio´n entre la aproximacio´n de multipolos y la cuadratura
de Gauss para el potencial Stillinger-Weber
En este apartado se presenta una comparacio´n entre las dos aproximaciones presen-
tadas en el Capı´tulo 3 para evaluar las medias de fase de campo medio. En concreto, se
comparara´n los resultados obtenidos a la hora de calcular distintas magnitudes con el
potencial Stillinger-Weber, ası´ como los tiempos de ca´lculo requeridos para ello.
En las Figuras 6.2 y 6.3 se representa la energı´a de formacio´n, energı´a por a´tomo de
la red perfecta, y el valor del para´metro de red de equilibrio para distintas temperaturas,
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calculado minimizando el potencial F respecto al valor del para´metro de red. Se com-
prueba que apenas hay diferencia entre ambas aproximaciones y, por tanto, ambas son
va´lidas para evaluar el potencial.
Figura 6.2. Comparacio´n de la energı´a por a´tomo de la red perfecta para distintas
temperaturas, calculada con el potencial Stillinger-Weber y las dos aproximaciones
presentadas: multipolos (MP) y cuadratura de Gauss (GAUSS).
Figura 6.3. Comparacio´n del para´metro de red de equilibrio para distintas
temperaturas, calculado con el potencial Stillinger-Weber y las dos aproximaciones
presentadas: multipolos (MP) y cuadratura de Gauss (GAUSS).
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A continuacio´n se presenta en la Tabla 6.3 la diferencia entre el valor de la energı´a
de formacio´n calculada con ambas aproximaciones para distintas temperaturas y valores
del para´metro de red.
a/a0 T = 0 K T = 50 K T = 100 K T = 300 K T = 500 K T = 1000 K
0.85 0.0 4 · 10−6 1,4 · 10−5 1,22 · 10−4 3,39 · 10−4 1,37 · 10−3
1.0 0.0 0.0 2,0 · 10−6 2,30 · 10−5 4,70 · 10−5 2,93 · 10−4
1.23 0.0 2,30 · 10−5 9,40 · 10−5 9,19 · 10−4 2,81 · 10−3 1,55 · 10−2
Tabla 6.3. Diferencia entre la energı´a de formacio´n, calculada por ambas
aproximaciones para distintas temperaturas.
De este modo, considerando que el valor proporcionado por la aproximacio´n por
multipolos es el real, el error ma´ximo que se da para los distintos valores del cociente
a/a0 y las distintas temperaturas ensayadas toma un valor de errmax = 0,696%, un valor
que resulta admisible.
En cuanto a las fuerzas, se ha utilizado un cubo con condiciones perio´dicas de con-
torno con el a´tomo que debe estar en el origen desplazado a la posicio´n [d, d, d] a distintas
temperaturas y se ha calculado el mo´dulo de la fuerza del a´tomo desplazado. En las Ta-
blas 6.4, 6.5 y 6.6 se recogen las fuerzas, dadas en eV /A˚, calculadas utilizando cada una
de las aproximaciones presentadas (MP y Gauss) de forma analı´tica (A) y la diferencias
entre ellas para distintos valores del desplazamiento d. Se observa como al aumentar el
valor de d la diferencia entre las aproximaciones aumenta, ası´ como al aumentar la tem-
peratura para un valor de d fijo.
T | FA | (MP) | FA | (Gauss) | FA(MP )−FA(Gauss) |
0 1.808792 1.808792 2,49 · 10−8
100 1.808902 1.808895 6,74 · 10−6
500 1.809342 1.809174 1,68 · 10−4
1000 1.809891 1.809241 6,5 · 10−4
Tabla 6.4. Fuerza de un a´tomo calculada con las dos aproximaciones para distintas
temperaturas y un valor de desplazamiento d = 0,01a.
T | FA | (MP) | FA | (Gauss) | FA(MP )−FA(Gauss) |
0 0.167930 0.167930 1,16 · 10−13
100 0.167891 0.167890 6,00 · 10−7
500 0.167735 0.167720 1,54 · 10−5
1000 0.167540 0.167478 6,17 · 10−5
Tabla 6.5. Fuerza de un a´tomo calculada con las dos aproximaciones para distintas
temperaturas y un valor de desplazamiento d = 0,001a.
En cuanto a los tiempos de ca´lculo, en las Tablas 6.7-6.9 se presentan los tiempos
de ca´lculo de la energı´a, la fuerza, donde FNi es la fuerza calculada de forma nume´rica
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T | FA | (MP) | FA | (Gauss) | FA(MP )−FA(Gauss) |
0 64.98393 64.98393 3,50 · 10−11
100 65.05589 65.05599 9,87 · 10−5
500 65.34371 65.34617 2,45 · 10−3
1000 65.7035 65.71335 9,85 · 10−3
Tabla 6.6. Fuerza de un a´tomo calculada con las dos aproximaciones para distintas
temperaturas y un valor de desplazamiento d = 0,1a.
utilizando diferencias centradas, y la frecuencia de equilibrio utilizando distinto nu´mero
de nu´cleos
Ei Fi FNi ωi
MP 5,68 · 10−3 3,61 · 10−2 2,91 · 10−2 6,87 · 10−3
Gauss 1,12 · 10−3 4,65 · 10−4 6,84 · 10−3 4,96 · 10−2
Tabla 6.7. Comparacio´n de los tiempos de ca´lculo, en segundos, de distintas
magnitudes calculadas con el potencial Stillinger-Weber utilizando las dos
aproximaciones presentadas, utilizando un solo nu´cleo.
Ei Fi FNi ωi
MP 1,67 · 10−3 3,69 · 10−2 1,30 · 10−2 2,08 · 10−3
Gauss 3,21 · 10−4 5,16 · 10−4 2,18 · 10−3 1,75 · 10−2
Tabla 6.8. Comparacio´n de los tiempos de ca´lculo, en segundos, de distintas
magnitudes calculadas con el potencial Stillinger-Weber utilizando las dos
aproximaciones presentadas, utilizando un cuatro nu´cleos.
Ei Fi FNi ωi
MP 1,27 · 10−3 3,96 · 10−2 1,49 · 10−2 1,73 · 10−3
Gauss 2,32 · 10−4 6,14 · 10−4 1,79 · 10−3 1,19 · 10−2
Tabla 6.9. Comparacio´n de los tiempos de ca´lculo, en segundos, de distintas
magnitudes calculadas con el potencial Stillinger-Weber utilizando las dos
aproximaciones presentadas, utilizando ocho nu´cleos.
Se aprecia que la aproximacio´n por cuadratura de Gauss requiere menor tiempo de
ca´lculo para obtener la energia y la fuerza de un a´tomo pero tarda mucho ma´s en obtener
las frecuencias de equilibrio.
6.4. Comparacio´n entre potenciales en te´rminos energe´ticos
A continuacio´n, se realiza una comparacio´n entre los dos potenciales presentados
donde se calcula la energı´a y el valor del funcional F para distintas temperaturas y dis-
tintos valores de la distancia a primer vecino con ambos potenciales. Adema´s, tambie´n
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se comparan los valores obtenidos para las frecuencias de equilibrio de un cubo a × a × a
con condiciones perio´dicas de contorno, donde a es el para´metro de red y toma el valor
comentado anterioremente, y se comparan tambie´n los tiempos de ca´lculo de energı´a,
fuerzas y frecuencias de equilibrio para el caso del cubo comentado. Todos estos ca´lculos
se llevan realiza con la aproximacio´n multipolos expuesta anteriormente, puesto que re-
sulta ma´s ra´pida a la hora de utilizar el potencial MEAM.
Figura 6.4. Energı´a por a´tomo de la red perfecta calculada con los potenciales SW y
MEAM para distintas temperaturas usando la aproximacio´n multipolos.
Figura 6.5. Valor del funcional F por a´tomo de la red perfecta calculada con los
potenciales SW y MEAM para distintas temperaturas usando la aproximacio´n
multipolos.
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En primer lugar, en la Figura 6.4 se compara la energı´a por a´tomo de la red perfecta
frente a la temperatura para ambos potenciales. Se puede observar como la evolucio´n de
la energı´a en ambos casos es la misma y la diferencia entre ambos potenciales es muy
pequen˜a. En concreto, la diferencia entre ambos alcanza el valor de ∆E = 0,004 eV para
la temperatura T = 1000 K . Adema´s, en la Figura 6.5 se compara el valor del funcional
F por a´tomo de la red perfecta frente a la temperatura para ambos potenciales.
Adema´s, se presenta en la Figura 6.6 el valor de la energı´a por a´tomo de la red pa-
ra distintos valores del para´metro de red y distintas temperaturas. Como se puede ver,
para valores de la distancia a primer vecino (nnd) de hasta nnd = 2,5 A˚ los potenciales
pra´cticamente coinciden, aumentando la diferencia entre ambos con la temperatura, pa-
ra luego empezar a diferenciarse. Ası´ mismo, se observa como para valores pequen˜os de
nnd aparecen tambie´n pequen˜as diferencias. Tambie´n se representa en la Figura 6.7 el
valor del funcional F de nuevo para distintos valores del para´metro de red y distintas
temperaturas. En ambos casos se observa como lo sen˜alado para la energı´a es valido tam-
bie´n para el funcional F .
En cuanto a las frecuencias de equilibrio, se han calculado con ambos potenciales
a distintas temperaturas. En este caso, como ya se vio´ anteriormente, los resultados no
varı´an al variar la temperatura, por lo que se presentan en la Tabla 6.10.
SW MEAM Diferencia
ω1 0.080579 0.066766 0.013813
ω2 0.080579 0.066766 0.013813
ω3 0.080579 0.066766 0.013813
ω4 0.080579 0.066766 0.013813
ω5 0.080579 0.066766 0.013813
ω6 0.080579 0.066766 0.013813
ω7 0.080579 0.066766 0.013813
ω8 0.080579 0.066766 0.013813
Tabla 6.10. Valores de las frecuencias o´ptimas (1/f s) de los a´tomos que componen la
muestra, calculados con las potenciales SW y MEAM.
En este caso si se observa una diferencia considerable entre los valores que arrojan
ambos potenciales.
En cuanto a los tiempos de ca´lculo, en las Tablas 6.11-6.13 se presentan los tiempos
de ca´lculo de la energı´a, la fuerza y la frecuencia de equilibrio utilizando disto nu´mero
de nu´cleos. Se concluye que el potencial Stillinger-Weber requiere mucho menos tiempo
de ca´lculo que el potencial MEAM, siendo la diferencia entre uno y otro de hasta tres
o´rdenes de magnitud.
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Figura 6.6. Energı´a por a´tomo de la red para distintos valores del para´metro de red y
distintas temperaturas, calculada con los potenciales SW y MEAM utilizando la
aproximacio´n multipolos.
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Figura 6.7. Valor del funcional F por a´tomo de la red para distintos valores del
para´metro de red y distintas temperaturas, calculada con los potenciales SW y MEAM
utilizando la aproximacio´n multipolos.
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Ei Fi FNi ωi
SW 5,68 · 10−3 3,61 · 10−2 2,91 · 10−2 6,87 · 10−3
MEAM 2,01 5,96 11,4 2,02
Tabla 6.11. Comparacio´n de los tiempos de ca´lculo, en segundos, de distintas
magnitudes calculadas con el potencial MEAM y el potencial SW utilizando la
aproximacio´n multipolos y un solo nu´cleo.
Ei Fi FNi ωi
SW 1,67 · 10−3 3,69 · 10−2 1,30 · 10−2 2,08 · 10−3
MEAM 5,56 · 10−1 6,04 3,24 5,43 · 10−1
Tabla 6.12. Comparacio´n de los tiempos de ca´lculo, en segundos, de distintas
magnitudes calculadas con el potencial MEAM y el potencial SW utilizando la
aproximacio´n multipolos y cuatro nu´cleos.
6.5. Validacio´n de los potenciales para representar el comportamiento
del silicio
En esta seccio´n se calculan propiedades del silicio como la matriz de constantes de
fuerza, las constantes ela´sticas y las curvas de dispersio´n de fonones utilizando ambos
potenciales y se comparan estos resultados con otros resultados, tanto experimentales
como nume´ricos, obtenidos por otros grupos de investigacio´n.
6.5.1. Matriz de constantes de fuerza
Debido a la periodicidad de las redes cristalinas, la posicio´n de un a´tomo cualquiera
puede expresarse como
r
(
l
j
)
= R(l) + rj (6.16)
donde R(l) es la posicio´n de un a´tomo de referencia de la celda a la que pertenece el a´to-
mo en cuestio´n y rj es la posicio´n relativa respecto a dicho a´tomo de referencia. Adema´s,
un pequen˜o desplazamiento del a´tomo
(l
j
)
se escribira´ como u
(l
j
)
= uα
(l
j
)
.
Ei Fi FNi ωi
SW 1,27 · 10−3 3,96 · 10−2 1,49 · 10−2 1,73 · 10−3
MEAM 3,44 · 10−1 6,11 2,14 3,79 · 10−1
Tabla 6.13. Comparacio´n de los tiempos de ca´lculo, en segundos, de distintas
magnitudes calculadas con el potencial MEAM y el potencial SW utilizando la
aproximacio´n multipolos y ocho nu´cleos.
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La energı´a potencial de la red Φ se puede escribir utilizando un desarrollo de Taylor
de la forma
Φ = Φ0 +
∑
lj
Φα
(
l
j
)
uα
(
l
j
)
+
1
2
∑
lj
∑
l′j ′
Φαβ
(
l l′
j j ′
)
uα
(
l
j
)
uβ
(
l′
j ′
)
+O(| u |3) (6.17)
donde
Φα
(
l
j
)
=
 ∂Φ∂xα(lj)

u=0
Φα
(
l l′
j j ′
)
=
 ∂2Φ∂xα(lj)∂xβ(l′j ′)

u=0
(6.18)
La fuerza que actu´a sobre el a´tomo
(l
j
)
se puede calcular derivando Φ con respecto a
u
−F
(
l
j
)
= Φα
(
l
j
)
+
∑
l′j ′
Φαβ
(
l l′
j j ′
)
uβ
(
l′
j ′
)
+O(| u |2) (6.19)
Teniendo en cuenta que en la configuracio´n de equilibrio se da que F
(l
j
)
= 0, la fuerza
resulta
F
(
l
j
)
= −
∑
l′j ′
Φαβ
(
l l′
j j ′
)
uβ
(
l′
j ′
)
(6.20)
donde se han despreciado los te´rminos de orden superior. Entonces, la matriz Φαβ
(l l′
j j ′
)
representa la fuerza cambiada de signo que aparece en el a´tomo
(l
j
)
en la direccio´n α
cuando se aplica un desplazamiento unitario en el a´tomo
(l′
j ′
)
en la direccio´n β.
Imponiendo las distintas condiciones de simetrı´a de la red es posible establecer rela-
ciones entre las matrices de los a´tomos que se encuentran a la misma distancia del a´tomo
de referencia conformando los distintos niveles de vecinos. En el caso de este trabajo se
va a considerar hasta segundos vecinos. Las matrices de constantes de fuerza de prime-
ros vecinos para la estructura cu´bica de diamante tienen, de acuerdo con [39], la siguente
forma

α β β
β α β
β β α


α −β −β
−β α β
−β β α


α −β β
−β α −β
β −β α


α β −β
β α −β
−β −β α

Por otro lado, las matrices correspondientes a segundos vecinos tienen la forma
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
µ ν δ
ν µ δ
γ γ λ


µ −ν δ
−ν µ −δ
γ −γ λ


µ −ν −δ
−ν µ δ
−γ γ λ


µ ν −δ
ν µ −δ
−γ −γ λ


µ δ ν
γ λ γ
ν δ µ


µ δ −ν
γ λ −γ
−ν −δ µ


µ −δ −ν
−γ λ γ
−ν δ µ


µ −δ ν
−γ λ −γ
ν −δ µ


λ γ γ
δ µ ν
δ ν µ


λ γ −γ
δ µ −ν
−δ −ν µ


λ −γ γ
−δ µ −ν
δ −ν µ


λ −γ −γ
−δ µ ν
−δ ν µ

En este trabajo se han calculado las 7 constantes (α, β, µ, ν, δ, γ y λ) utilizando los
dos potenciales presentados. En la Tabla 6.14 se comparan los resultados obtenidos con
los valores calculados mediante primeros principios [40].
Constante SW MEAM Ab initio
α -7.8115 -5.4678 -5.47
β -4.9131 -4.1257 -3.88
µ -0.1207 -0.368 -0.35
ν -0.1207 -0.3128 -0.29
δ 0.2415 0.3776 0.68
γ -0.2415 -0.3776 -0.68
λ 0.4831 0.0103 0.17
Tabla 6.14. Comparacio´n de los valores de las constantes de fuerza para primeros y
segundos vecinos del silicio calculadas con distintos me´todos. Los valores esta´n dados
en 104dyn/cm.
Se puede comprobar como el potencial MEAM es el que ofrece unos resultados ma´s
cercanos a los obtenidos mediante primeros principios. Adema´s, se han calculado las
constantes ela´sticas del silicio, utilizando las constantes de fuerza calculadas, para com-
parar tambie´n la validez de ambos potenciales. En concreto, las constantes ela´sticas se
pueden calcular a partir de las constantes de fuerzas mediante las expresiones de la Ecua-
cio´n 6.21
c11 = −(α + 8µ)/a
c12 = (α − 2β + 4µ− 8ν + 4λ)/a
c44 = (−α − 4µ− 4λ+ β2/α)/a
(6.21)
donde a es el para´metro de red y toma el valor ya mencionado. A continuacio´n, se presen-
ta en la Tabla 6.15 una comparacio´n entre los valores de las constantes ela´sticas obtenidas
con los potenciales presentados, con el me´todo de primeros principios usado en la com-
paracio´n anterior y con los valores experimentales [41]
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Constante SW MEAM Ab initio Experimental
c11 161.6 154.9 152.3 165.7
c12 81.6 71.0 71.6 63.9
c44 60.3 69.7 63.3 79.6
Tabla 6.15. Comparacio´n de los valores de las constantes ela´sticas del silicio calculadas
con distintos me´todos. Los valores esta´n dados en GP a.
Se observa como de nuevo el potencial MEAM presenta la mejor aproximacio´n a los
valores experimentales.
6.5.2. Matriz dina´mica
Utilizando la matriz de constantes de fuerza definida en la seccio´n la ecuacio´n de
movimiento del a´tomo
(l
j
)
se puede escribir como
mj u¨α
(
l
j
)
+
∑
l′j ′
Φαβ
(
l − l′
j j ′
)
uβ
(
l′
j ′
)
= 0 (6.22)
donde mj es la masa del a´tomo j en la celda.
Considerando la variable reducida
wα(j) =m
1/2
j uα(j) (6.23)
la Ecuacio´n 6.22 resulta
w¨α(j) +
∑
l′j ′
Dαβ
(
l − l′
j j ′
)
wβ
(
l′
j ′
)
= 0 (6.24)
donde
Dαβ
(
l − l′
j j ′
)
=
1√
mjmj ′
Φαβ
(
l − l′
j j ′
)
(6.25)
es la matriz dina´mica.
Ensayando una solucio´n del tipo
wα
(
l
j
)
=Wα(j)e
iωte−ik·r(
l
j) (6.26)
se tiene
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ω2Wα
(
l
j
)
=
∑
l′j ′
Dαβ
(
l − l′
j j ′
)
Wβ(j
′)e−ik·
[
r(lj)−r(l
′
j′)
]
(6.27)
resultando un problema de autovalores y autovectores.
En el silicio la red esta´ compuesta por dos tipos de a´tomos, uno por cada una de las
dos redes FCC que se entrecruzan, de modo que la matriz dina´mica tiene la expresio´n
D(k) =
[
DAA(k) DAB(k)
DBA(k) DAA(k)
]
Resolviendo el problema de autovalores y autovectores planteado en la Ecuacio´n 6.27
se obtienen las frecuencias de vibracio´n para distintos valores del vector de onda k para
cada uno de los 6 modos de vibracio´n, 3 por cada tipo de a´tomo. En el caso del silicio,
considerando que el a´tomo de referencia es de tipo A, todos los primeros vecinos sera´n
del tipo B y todos los segundos vecinos sera´n del tipo A. De este modo, las submatrices
que forman la matriz dina´mica sera´n de la forma
DAA(k) = Φ0 +
∑
i∈Ω1
Φie
−ik·ri
DAB(k) =DBA(k) =
∑
i∈Ω2
Φie
−ik·ri
(6.28)
donde Ω1 y Ω2 son los conjuntos de primeros y segundos vecinos respectivamente.
6.5.3. Dispersio´n de fonones
La relacio´n ω(k) se conoce como relacio´n de dispersio´n y es muy u´til a la hora de
estudiar procesos de transporte puesto que contiene informacio´n de la forma en la que
vibra la red. Debido a la periodicidad de la red, esta relacio´n solo es necesaria calcularla
dentro de una pequen˜a zona conocida como Primera Zona de Brillouin, de modo que los
valores del vector de onda que se estudian son los contenidos en esta zona. Adema´s, se
estudian normalmente direcciones de alta simetrı´a, que vienen definidas generalmente
por una serie de puntos caracterı´sticos.
La Primera Zona de Brillouin para el caso del silicio se muestra en la Figura 6.8. Las
posiciones de los puntos de alta simetrı´a sen˜alados en la figura se presentan a continua-
cio´n
Γ =
2pi
a

0
0
0
X = 2pia

1
0
0
L = 2pia

1
2
1
2
1
2

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W =
2pi
a

1
1
2
0
K = 2pia

3
4
3
4
0
U = 2pia

1
1
4
1
4

Figura 6.8. Primera zona de Brillouin en la estructura cu´bica del diamante.
En esta estructura, las lineas de simetrı´a a lo largo de las cuales se estudia la disper-
sio´n son estas tres
∆ : k =
2pi
a
(ξ,0,0) 0 < ξ < 1
Λ : k =
2pi
a
(ξ,ξ,ξ) 0 < ξ <
1
2
Σ : k =
2pi
a
(ξ,ξ,0) 0 < ξ < 1
(6.29)
De esta forma se han obtenido las curvas de fonones para ambos potenciales. Adema´s,
para el caso del potencial Stillinger-Weber se han considerado dos modelos: uno has-
ta primeros vecinos y otro hasta segundos. En las Figuras 6.9, 6.10 y 6.11 se comparan
los resultados obtenidos con resultados experimentales [42, 43]. Se observa como ambos
potenciales captan bien la tendencia y las magnitudes observadas en los experimentos,
aunque presentan mayor rı´gidez.
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Figura 6.9. Curva de dispersio´n de fonones obtenida con un modelo hasta primeros
vecinos del potencial Stillinger-Weber (lı´nea continua) frente a resultados
experimentales (cı´rculos [43], tria´ngulos [42]).
Figura 6.10. Curva de dispersio´n de fonones obtenida con un modelo hasta segundos
vecinos del potencial Stillinger-Weber (lı´nea continua) frente a resultados
experimentales (cı´rculos [43], tria´ngulos [42]).
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Figura 6.11. Curva de dispersio´n de fonones obtenida con un modelo hasta segundos
vecinos del potencial MEAM (lı´nea continua) frente a resultados experimentales
(cı´rculos [43], tria´ngulos [42]).
Figura 6.12. Curva de dispersio´n de fonones obtenida con un modelo hasta primeros
vecinos del potencial Stillinger-Weber (azul) frente a resultados obtenidos en [33]
(amarillo).
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Figura 6.13. Curvas de dispersio´n de fonones obtenida con un modelo hasta segundos
vecinos del potencial Stillinger-Weber (azul) y del potencial MEAM (rojo) frente a
resultados obtenidos en [33] (amarillo).
Por u´ltimo se comparan los resultados obtenidos en este estudio con otros resultados
computacionales obtenidos con dina´mica de red en [44], utilizando el potencial EDIP
(Environment Dependent Interatomic Potential)[33]. En la Figura 6.12 se comparan los
resultados obtenidos con el modelo hasta primeros vecinos del potencial Stillinger-Weber
con los de la fuente citada, mientras que en la Figura 6.13 se comparan los resultados del
modelo hasta segundos vecinos de los potenciales utilizados en este estudio con los de la
fuente.
Se comprueba ası´ que los resultados obtenidos con la misma metodologı´a aquı´ em-
pleada y distinto potencial presentan resultados similares a los presentados anteriormen-
te.
7. Conclusiones y trabajos
futuros
En este trabajo se ha aplicado una teorı´a termodina´mica estadı´stica de no equili-
brio para el estudio procesos termomeca´nicos en materiales a escala nanosco´pica. Se ha
presentado un modelo simple para calcular la conductividad te´rmica en nanohilos de
silicio, se han ajustado los coeficientes empı´ricos de dicho modelo y se han comparado
los resultados del mismo con otros resultados experimentales, quedando demostrada la
capacidad del mismo para reproducir el comportamiento de este nanomaterial.
Tambie´n se han presentado dos potenciales interato´micos de amplia utilizacio´n para
el estudio termomeca´nico del silicio y dos me´todos nume´ricos para la resolucio´n de sis-
temas de ecuaciones no lineales que se utilizan para resolver los sistemas que aparecen
en la teorı´a comentada.
Para la validacio´n de la teorı´a y los potenciales presentados se ha obtenido distintas
magnitudes fA˜sicas como la energı´a de formacio´n, las constantes de fuerza, las constan-
tes ela´sticas o las curvas de dispersio´n de fonones y se han comparado ambos potenciales
entre sı´ y con otros resultados tanto experimentales como nume´ricos, ponie´ndose de ma-
nifiesto la idoneidad tanto de la teorı´a como de los potenciales para su utilizacio´n en
procesos termomeca´nicos en silicio.
Los posibles trabajos futuros se centran principalmente en las siguientes lı´neas:
Construccio´n de un modelo ma´s complejo para el estudio de conductividad te´rmica
en nanohilos de silicio que involucre la utilizacio´n de los potenciales presentados.
Estudio de la influencia de defectos en las propiedades termomeca´nicas de nanohi-
los de silicio.
Estudio del comportamiento de otras estructuras como las nanopartı´culas de silicio.
Aplicacio´n de la teorı´a presentada a otros materiales de intere´s tecnolo´gico y actua-
lidad como el grafeno.
A. Ape´ndice A
A.1. Derivadas del potencial Stillinger-Weber
Conociendo la expresio´n de la energı´a para el potencial Stillinger-Weber
E =
1
2
 N∑
i=1
∑
j,i
vij(rij ) +
N∑
i=1
∑
j,i
∑
k,i,j
vjik(rij ,rik)
 (A.1)
, la fuerza se puede escribir entonces como
fi =
∂E
∂ri
=
−1
2
∑
j,i
∂vij(rij )
∂ri
+
∑
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−
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∑
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∂ri
+ 2 ·
∑
j,i
∑
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∂vjik(rji ,rjk)
∂ri

(A.2)
A.1.1. Derivadas del te´rmino vij(rij )
∂vij(rij )
∂ri
=
∂vij(rij )
∂rij
∂rij
∂rij
∂rij
∂ri
= −∂vij(rij )
∂rij
rij
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(A.3)
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2

(A.4)
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A.1.2. Derivadas del te´rmino vij(rji)
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=
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A.1.3. Derivadas del te´rmino vjik(rij ,rik)
∂vjik(rij ,rik)
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A.1.4. Derivadas del te´rmino vjik(rji ,rjk)
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A.2. Expresio´n del te´rmino ∆jVi(q) para el SW
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B. Ape´ndice B
B.1. Derivadas del potencial MEAM
Conociendo la expresio´n de la energı´a para el potencial MEAM
E =
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Fi(ρi) + 12
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B.1.1. Derivadas del te´rmino Sij
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B.1.2. Derivadas del te´rmino ρ(0)i
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B.1.3. Derivadas del te´rmino ρ(k)ij
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B.1.4. Derivadas del te´rmino t(k)i
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B.1.5. Derivadas del te´rmino Γ (k)i
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B.1.6. Derivadas del te´rmino ρi
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B.2. Expresio´n del te´rmino ∆jVi(q) para el MEAM
En este caso, debido a la complejidad del potencial, el te´rmino se calculara´ de forma
nume´rica, utilizando diferencias centrales de segundo orden
f ′′(x0) ≈ f (x0 + h)− 2f (x0) + f (x0 − h)h2 (B.60)
De este modo, el te´rmino se aproxima como
∆lVi({q}) =
3∑
α=1
∂2qlαVi({q}) =
3∑
α=1
∂2Vi
∂q2lα
≈
3∑
α=1
Vi(qi ,qj , ..., qlα + h,qN )−Vi({q}) +Vi(qi ,qj , ..., qlα − h,qN )
h2
(B.61)
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