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ABSTRACT
Colloids are micron-sized particles widely used in industrial processes and ev-
eryday products. Conventional interest has focused on their equilibrium self-
assembly structures by engineering static interactions between the colloids.
The introduction of the fourth dimension, time, gives rise to a new generation
of dynamic structures with novel functions. In this thesis, magnetic and elec-
tric fields are employed to inject energy into Janus colloids, particles with
two sides of different properties. Many interesting dynamics are observed
for single particles as well as the whole system. Meanwhile, a plethora of
dynamic structures and patterns are discovered. Starting from hexagonal
crystals in a rotating magnetic field, Janus particles are observed to undergo
a transition to bound dumbbells and further self-assemble into dynamics
superlattices. In a precessing field, a single Janus sphere performs curious
nutation-like motion with adjustable phases. By synchronizing their dynam-
ics, these magnetic Janus spheres self-assembles into microtubular structures
that further synchronize with the constituent particles. Upon the introduc-
tion of AC electric fields that drive the particles to swim, non-equilibrium
phase segregation is observed from two species that spontaneously move in
opposite directions. In the absence of magnetic fields, millions of Janus
spheres form coherent swarming patterns, such as moving bands and vor-
texes, by aligning with each other through electric dipole-dipole interactions.
Also explored is the effect of anisotropy in the building blocks, as well as
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directional interactions when particles are confined on regular lattices. The
phenomena and principles studied in this thesis vastly enrich our knowledge
about colloidal suspensions under external driving forces, and point to many
potential applications such as intelligent materials that can shift properties
with external triggers.
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CHAPTER 1
INTRODUCTION
1.1 Background
1.1.1 Introduction to Janus colloids
Colloids are micron-sized particles widely used in industrial processes and
everyday products. For colloidal scientists, the special charm of colloidal
spheres is to present states of organization that can be imaged readily at
the single-particle level, unlike atoms and molecules. They enable real-space
experiments with striking analogies to phenomena for atomic systems such
as crystallization, melting, and epitaxial growth, with the great advantage
that the experiments are not predicated on ensemble averaging [1–3]. The
earliest experiments in this spirit concerned colloids whose interactions were
isotropic. To also consider how directional interactions give rise to new order
is an obvious next step, but this has not been possible until the burgeoning
of the field of anisotropic colloids [4, 5]. With the advances in synthetic
techniques, particles with various shapes and compositions become available
in large quantities, via different synthetic routes such as electro-jetting [6],
phase separation [7], mold imprinting [8], lithography [9], chemical synthesis
[10, 11], microfluidic synthesis [12], mechanical stretching[13], etc.
As a special type of anisotropic colloids, Janus particles have come a long
way since their origin as a suggestion by the Nobel Prize winner de Gennes
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[14], who envisioned particles with two faces and already potential applica-
tions. Although the original vision concerned athermal Janus particles [15],
later development in the field mainly concerns particles that are colloid-sized,
larger than molecules but small enough to diffuse by Brownian motion. These
particles possess different surface chemistry on two sides, for example positive
and negative domains of electric charge [16], or hydrophobic and hydrophilic
domains [17].
As the synthetic methods mature, a paradigm shift is now underway to
understand the self-assembly of the Janus particles [18–20]. For example, the
earliest report on dipolar Janus spheres revealed compact clusters that differ
from hard-sphere clusters [16]. Following the same line of research, Qian
et al. observed beautiful helical structures formed by amphiphilic Janus
spheres [17], confirmed by many simulations [21–24]. Notably, the observed
helical structures are stabilized kinetically rather than thermodynamically,
stressing the importance of dynamic pathways in the self-assembly processes.
In two dimensions, similar micelle-like structures are observed recently [25]
and further extended to high density case, compact crystalline structures
with internal orientational order [26]. Apart from hydrophobic interactions,
preferential wetting in a solvent mixture near critical point can also guide
the self-assembly of Janus spheres [27]. On much smaller scale, Mu¨ller et
al. have observed formation of nanoscale clusters, sheets, discs, and tubular
structures, all based on the Janus feature of the building blocks with differ-
ent shapes [28, 29]. These assembly protocols have now been extended to
particles with higher valency, such as triblock spheres [30] or particles with
multiple reactive patches [31] or compartments [32, 33].
Concerning potential applications, much guidance is provided by analogy
with small surfactant molecules. Amphiphilic Janus particles stabilize emul-
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sions, as surfactant molecules are known to do; such particles are expected
to adsorb to interfaces and foam surfaces even more strongly than do parti-
cles whose chemical makeup is isotropic [34, 35]. But applications go beyond
this. Janus particles can also assist the efficiency of catalysis [36], provid-
ing higher catalytic activity over traditional catalysts. In the field of drug
delivery, they can assist in delivering drugs [37, 38]; into the same particle,
a variety of drugs can be loaded together and subsequently released, either
simultaneously to achieve synergy between them, or in staged release if this
effect is preferable. There also exist potential applications in display tech-
nology, as shown long ago by the controlled orientational switch between
the dark and bright sides, by external magnetic or electric fields. [39]. In
the field of polymer-filled composites, there exist potential applications to
assemble stress networks and tailored pathways of electrical conductivity. In
the field of template-directed synthesis, the unique structures formed from
their self-assembly can serve as templates by building around these exotic
structures, and even by first building around them and then removing them
afterwards.
1.1.2 Introduction to colloids under magnetic and electric
fields
Structures that can be obtained with the spontaneous self-assembly of col-
loidal particles are limited. Moreover, the sole reliance on thermal energy
means that these structures lack dynamic information, on-demand reconfig-
urability, and often they are trapped in unwanted meta-stable intermediate
states. To circumvent these obstacles, external fields are widely used to add
additional control over the colloidal structures and dynamics [40]. Among
the various external fields, magnetic and electric fields are the two most con-
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venient ways [41]. Other methods include shear force [42], hydrodynamic
flow [43], temperature gradient [44], and gravity [45].
Magnetic fields represent an exceptional method to control colloids, due
to the unique advantage of remote controllability, capability of parallel pro-
cessing, and relative ease of device configuration [41]. In a static magnetic
field, paramagnetic particles acquire an induced dipole moment and interact
with each other through the induced dipole moment [46]. Such paramag-
netic particles are commercially available (Dynabeads for examples), which
are normally prepared by embedding superparamagnetic iron-oxide nanopar-
ticles in a polymer matrix. Upon removal of the external field, such particles
disassemble readily. In this way, one can first assemble desired structures
from paramagnetic particles (such as a photonic crystal) and later switch
the field on and off to dynamically change the lattice constants [47, 48]. In
contrast, ferromagnetic particles retain a permanent moment even in the ab-
sence of external fields. Commercially available ferromagnetic particles (from
Spherotech for example) are quite polydisperse and not suitable for regular
suprastructures. However, one can synthesize monodisperse ferromagnetic
spheres by coating magnetic materials onto monodisperse starting materials.
For example, Kopelmann et al. have synthesized magnetic Janus spheres
with 4% variability in magnetic response, using selective deposition of nickel
films [49].
The difference between the two kinds of spheres becomes critical when a
time-dependent field is applied. Traditionally, a static magnetic field, either
homogeneous or spatially variant, is applied to a suspension of magnetic col-
loids. For example, the popular technique of magnetic tweezers, which is
widely used to measure forces between biomolecules, relies on a known force
exerted on a superparamagnetic colloid by a magnetic field gradient [50]. To
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introduce further controllability, as well as to induce dynamics to colloids,
time-dependent magnetic fields can be employed [51]. With a single magnetic
axis, an AC field can be introduced to move a particle back and forth [52].
With multiple axes, one can design a rotating magnetic field [53, 54], a pre-
cessing field [46, 55], or more generally any kind of time-dependent field [56].
In such time-dependent fields, a paramagnetic sphere does not physically
move; its induced dipole follows the motion of the external field. In contrast,
a ferromagnetic sphere physically follows the changing external fields; this
fact leads to interesting dynamics of the particle, as well as the resultant
suprastructures: hydrodynamic interactions, generated by the motion of the
colloids in the suspension, come into play. If the particle is nonspherical in
shape, a paramagnetic particle can also move due to its anisotropic magnetic
susceptibility [57]. In this case, shape also matters when interparticle inter-
actions are concerned, further enriching the suprastructures one can design.
The selectivity of magnetic field control has pros and cons. On the one
hand, magnetic particles might be the only responsive component in a com-
plex colloidal suspension. The magnetic response of non-magnetic particles
and solvents are negligible. Hence, data analysis and modeling are greatly
simplified. However, this also limits the applicability of magnetic fields. To
circumvent this limitation, one can render the background solvent magnet-
ically responsive. This can be done either by using ferrofluids (suspensions
of superparamagnetic nanoparticles) [58] or aqueous solution with magnetic
ions (Ho3+ for example) [59]. A nonmagnetic particle becomes a hole in a
magnetizable fluid; it acquires a negative magnetic moment. All equations
regarding dipole-dipole interactions still apply. With this elegant method,
normal colloidal particles and even cells can be transported by a patterned
substrate [58], or form regular patterns [59]. By mixing magnetic and non-
5
magnetic particles, higher order multipole structures can be observed [60, 61].
The response of a colloidal suspension towards an electric field is much
more complicated. Not only the particles but also the ions in the solution
will respond to the electric field [62–64]. At low electric field frequency, the
latter effect dominates. Such dielectric dispersion is extensively documented
in the literature, but many open questions remain when a dielectric par-
ticle is near a conductive surface (such as Indium-Titanium-oxide-covered
glass slide) [65], a common situation in laboratory and industry. Concerning
interparticle interactions, one can assign an effective dipole moment for a
particle, but the calculation of this dipole moment is not straightforward. At
high electric field frequency where ions can not response fast enough, the di-
electric response is determined by the bulk material of the colloid. Due to the
large dielectric constant of water, a common dielectric colloid has negative
dipole moment in an aqueous suspension. At low frequency (<10 kHz ap-
proximatively, depending on the ionic concentration), the dielectric response
is dominated by the ionic double layer surrounding the colloid and the ef-
fective dipole moment of a colloid can be positive or negative, depending on
the ionic concentration and zeta potential. The change of effective dipole
moment with frequency presents a convenient way to tune the interparti-
cle interaction. For example, by judiciously choosing colloids with different
dielectric spectra, it is possible to realize attractive interaction between par-
ticles perpendicular to the E field in the frequency window where the two
species have opposite effective dipole moments [66]. At even lower frequency
(<1 kHz), strong electro-hydrodynamic flow swipes particles together to form
extended hexagonal crystals [67].
The response of a colloid towards electric fields becomes more interesting
when made anisotropic. If half of the sphere is coated with metal, a so-called
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induced-charge electro-osmosis effect comes into play [68–70]. The metal
surface creates a surface flow that pushes solvent sway on the metal side;
the asymmetric flow around the particle causes it to swim perpendicular the
electric field, a peculiar effect unique to metallodielectric Janus particles [71].
1.1.3 Introduction to non-equilibrium and active systems
Extensive knowledge has been gathered for system under thermal equilibrium
since the early day of thermodynamics. The Brownian motion of particles
in water, statistical properties of gases, the transition from ice to water and
water to vapor, are all well understood using the powerful tools of statistical
mechanics [72]. In daily life, however, equilibrium structures are exceptions
rather than rules. Our body itself is an intricate system far away from
equilibrium, taking and giving away energy constantly to maintain an open,
self-organized structure. When people interact to form a network, the rich
dynamics inside the network cannot be described by traditional statistical
mechanics even though the number of the ’atoms’ is huge. Back to nonliving
things, even the packing of grains in a sugar box is not well understood
because the grains do not need to reach the lowest energy state, if there is
one, a priori. This incomplete understanding of nonequilibrium system keeps
attracting physicists’ attention. In his famous Nobel Laureate speech [73],
Prigogine proposed that the entropy production rate should be minimized
for system near equilibrium, which seems to be a quite general principle.
However, for systems further away from equilibrium, no general rule seems
to be present so far.
A particular interesting non-equilibrium system is an ensemble of active,
self-propelling particles. First proposed by Vicsek et al. [74] as the simplest
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simulation model to reproduce various collective motions in nature such as
flocks of birds and schools of fish [75, 76], the self-propelling particle (SPP)
model becomes a paradigm in exploring emergent collective behavior for ac-
tive systems with many interacting and moving building blocks [77]. To
mimic the alignment between individuals in nature, usually a presumed ef-
fective alignment rule is put into simulation. Depending on the simulation
details, many fascinating dynamic structures can be observed, such as mov-
ing bands and clusters [78, 79], gliders [80], spiraling vortexes and asters
[81, 82], etc. The burgeoning of this field is unfortunately not accompanied
by enough experiments, mainly due to the lack of suitable experimental ap-
proach to produce active particles. This situation starts to change with the
growing interest in the so-called artificial swimmer. In solution, colloids can
be coaxed to swim like bacteria by up-taking chemical fuels [83], by uti-
lizing electro-hydrodynamic flow [71], or by receiving magnetic signals [84].
Biomolecules certainly serve as a convenient source of active matters, such as
actin driven by myoson [85, 86] or microtubules driven by kinesin [87, 88]. For
dry granular materials, experimental approach has now matured to produce
self-propelling disks or rods using a vibrating table [89]. With these active
particles in hand, more efforts are now underway to study their collective
behavior. For example, actins walking on a myosin-decorated surface form
large scale coherent pattern such as density waves or transient vortexes, due
to collision-induced alignment [86]. Colloids rolling on a substrate in electric
field, through the Quincke rotation mechanism, form running bands in an
artificial race track, through hydrodynamic interactions [90]. Self-propelling
granular rods are observed to interact with each other through a sea of non-
motile spheres and ”flock at a distance” [91]. These model experimental
systems allow rigorous test of many predictions made by extensive simula-
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tions and theories. But still, more experiments need to be done to fully
explore the richness of this deceptively simple and aesthetically appealing
phenomenon.
1.1.4 Objective and significance
In this Ph.D. Thesis, an organic combination of above disciplines is presented
to generate a new thrust in an underexplored research area. I follow the
traditional spirit of using colloidal particles as a model system to understand
broader phenomena at other length scales. But on the other hand, I cast my
eye on new problems. Going beyond mimicking thermal system, I introduce
external fuels, in the form of magnetic and electric energy, into individual
particles to drive the colloidal suspensions far away from equilibrium. These
external energy supplies allow a system to exhibit rich dynamics and non-
equilibrium behavior that are absent in traditional thermal suspensions of
colloidal particle, no matter how complex the particles are. Combing the
external energy with the unique feature of Janus particles, I have discovered a
plethora of interesting phenomena, ranging from synchronized self-assembly
to collective swarming. Rather than focusing on a specific system, I have
tried to distill out the essence of the system and generalize it into a new
principle. The content in the following chapters might seem scattered since
each chapter explores a different direction. However, all studies fall under
the same umbrella of dynamic systems with a large number of interacting
building blocks. The scattering reflects the diverse nature of nonequilibrium
systems.
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1.2 Organization
As a start, Chapter 2 explores the collective dynamic response of magnetic
Janus particles in a simple rotating magnetic field.
Chapter 2: Rich dynamics arise when time-dependent external fields are
married with anisotropic colloidal building blocks. In this chapter, using
magnetic Janus colloids with homogeneous size and magnetic response, we
study the dynamic suprastructures of dipolar particles in a rotating mag-
netic field. We first observe a phase transition from a disordered liquid state
to an ordered hexagonal crystalline state, which is directly coupled to the
dynamical transition of single particle motion. Moreover, we observe that
the strong hydrodynamic interaction between the particles, absent in para-
magnetic particles, results in many unpredicted intriguing phenomena, such
as boundary shear melting, dislocation formation and rotation, and periodic
dynamic pattern of domain boundaries.
Although interesting, the symmetry of the dynamic crystals in Chapter
2 remains hexagonal. To expand the structural diversity, in Chapter 3 we
scrutinize the effect of materials and thickness of the magnetic coatings.
During the course, we observe unexpected formation of colloidal dumbbells
that further self-assemble into various dynamic structures in situ.
Chapter 3: Magnetic interaction has long been used to generate respon-
sive colloidal suprastructures. Studies so far, however, have been mainly
concentrated on homogeneous particles with primitive magnetic properties,
represented by dipolar hard spheres. In this chapter, we demonstrate that by
carefully engineering magnetic thin films onto a spherical colloid and subject-
10
ing them to a homogeneous rotating magnetic field, one can programmably
produce a rich variety of novel, regular suprastructures. By changing the
coating thickness, one can fine-tune the shift of the magnetic dipole from the
particle’s geometric center; this in turn results in a transition from hexagonal
to square lattices in a rotating magnetic field. Upon ramping up the field
strength, an unexpected transition from single particles to bound dimers are
observed. The increasing anisotropy in the colloidal dumbbells results in even
richer dynamical ordering, ranging from superlattices with square symmetry
to footstep-like linear structures. The simplicity of the particle design and
the consequent structural diversity clearly demonstrates the advantage of the
current approach.
In Chapter 4, we add an extra dimension to the magnetic setup. By
using a precessing (triaxial) magnetic field, we observe curious, nutation-like
dynamics of single Janus sphere. We are able to understand the observation
by solving the dynamic equations of motion. The detailed understanding lays
a solid foundation for the self-assembly of an ensemble of Janus particles in
the same precessing field.
Chapter 4: Manipulation of microscopic objects is a subject of long-
standing scientific interest. Among various methods, magnetic fields have the
unique advantages of remote controllability, capability of parallel processing,
and biocompatibility. In this chapter, we study in detail how magnetic Janus
spheres respond to a precessing magnetic field, i.e. a combination of a ro-
tating field and a static field. We observe an interesting, three-dimensional
particle dynamics combining rotation and oscillation, and by solving the dy-
namic equations of motion, we analyze such motion in detail and compare
it with relevant literature. The nutation-like dynamics has the important
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feature of phase freedom, which serves as the prerequisite for the study of
synchronized self-assembly in the following study.
Based on the full knowledge of single particle behavior, in Chapter 5 we
study the self-assembly behavior of multiple magnetic Janus spheres in a
precessing field. This leads to the discovery of a novel self-assembly principle:
synchronized self-assembly.
Chapter 5: Synchronization occurs widely in the natural and technologi-
cal worlds, from the rhythm of applause and neuron firing to the quantum me-
chanics of coupled Josephson junctions, but has not been used to produce new
spatial structure. Understanding of self-assembly has evolved independently
in the fields of chemistry and materials, and with a few notable exceptions
has focused on equilibrium instead. In this chapter we combine these two
phenomena to create synchronization-selected microtubes of colloidal Janus
spheres, studied by computer simulation and experimental imaging. A thin
nickel film coats one hemisphere of each silica particle to generate a discoid
magnetic symmetry, such that in a precessing magnetic field its dynamics re-
tain crucial phase freedom. Synchronizing their motions, these Janus spheres
self-organize into micron-scale tubes in which the constituent particles rotate
and oscillate continuously. In addition, the microtube must satisfy tidal lock-
ing with the particles. This requirement leads to a synchronization-induced
structural transition that offers various applications based on the potential to
form, disintegrate, and fine-tune self-assembled in-motion structures in situ.
Furthermore it offers a generalizable strategy to control structure via dy-
namic synchronization criteria rather than static energy minimization, and
to design new field-driven microscale devices in which components do not
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slavishly follow the external field.
To further explore the richness of dynamic behavior of colloidal particles,
we incorporate electric field control in Chapter 6. Learning from literature
on induced-charge electro-osmosis, we are able to drive particles to swim like
bacteria. In combination with a rotating magnetic field, we observe that
particles spontaneously split into two groups and undergo phase separation,
in this novel nonequilibrium system. This allows us to make a rigorous
comparison between thermal and nonthermal systems in this model colloidal
system, using various statistical tests.
Chapter 6: Phase transition is an everyday observation, epitomized by
the conversion from water to ice or the demixing of oil and water. A major
success in 20th century physics is a unifying understanding of such phase
transitions by statistical mechanics. A continuing effort among physicists
is to extrapolate such knowledge to nonequilibrium systems, such as granu-
lar materials, active particles, and the vast majority of biological processes,
where the building blocks are driven by external forces or internal fuels.
Progress is impeded due to the absence of a model system that allows a rig-
orous comparison with a thermodynamic counterpart. In this chapter, using
an exact dynamic analog of molecular binary fluids, i.e. an active binary
mixture of Janus spheres that respond differentially to external drives while
identical in all other aspects, we demonstrate this rigorous correspondence,
combining experiments and simulations. This active mixture phase sepa-
rates similar to a binary fluid, with a coexistence curve separating mixing
and demixing regimes and a critical point that we demonstrate to belong
to the 2D Ising universality class. Within the coexistence curve, we locate
the spinodal curve that separates spinodal decomposition from nucleation
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and growth. This result establishes a strong phenomenological link between
active systems with external driving and their equilibrium analogs, and sug-
gests generalization of equilibrium statistical mechanics to nonequilibrium
case.
As a supplement to Chapter 6, in Chapter 7 we document the analysis on
the same system but at a lower particle concentration. In this case, the phase
transition is not determined by equilibrium-like fluctuations, but rather by a
much simpler geometric reason.
Chapter 7: Surprises always arise when multiple dynamic components
interact with each other. In the last chapter, we have mapped an exact cor-
respondence between the non-equilibrium segregation of binary mixture of
driven Janus spheres with molecular phase separation of binary fluids. How-
ever, the picture qualitatively changes as the overall area fraction decreases.
Although similar mixing-demixing transition is observed, the phase bound-
ary shows an opposite trend compared to the high area fraction case. Mean-
while, the exponent of power law growth of the domains size changes from
1/2 to 1/3, indicating a change in the dominating mechanism. Indeed, with
decreased probability of collision, the evolution of the whole system is domi-
nated by the geometric feature of the binary collision processes. Deep in the
mixed region of the phase diagram, the two species spontaneously form rotat-
ing lanes; we compare this observation with recent theories of lane formation
and find good agreement as well new features. The rich physics contained
in this simple system makes it an excellent model system to measure ba-
sic quantities and answer some of the unsettled questions in nonequilibrium
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system with an ensemble of dynamic components.
During the exploration of Janus particle behavior in electric fields, we dis-
cover an unreported experimental window where millions of Janus spheres
swarm much like fish schools. Based on simple dipolar interactions, we sort
out the alignment rules between the spheres and further explore the result-
ing large-scale collective behavior. This study provides a strong experimental
support to the trendy research area of active particles that is mainly popu-
lated by theoretical and simulation works.
Chapter 8: Away from equilibrium, active agents such as birds and fishes
often form intriguing patterns such as coherent clusters, active vortexes and
asters. Theories and simulations are quickly maturing in this burgeoning
field, albeit with an embarrassing lack of experimental proof. In this chap-
ter, we have explored swimming Janus spheres as model animals to exper-
imentally study collective behavior of self-propelling agents. The shift of
the electric dipole from the particles’ geometric center, coupled with their
induced-charge electro-phoresis motion, results in a simple alignment rule.
On longer time scale and larger length scale, the swarms turn into isolated
rotating vortexes, each containing thousands of particles. Beyond the tra-
ditional swarming idea, these Janus spheres also undergo hierarchical self-
organization process, by first self-assembling into dimer or linear chains and
further self-organizing into moving bands. The rich collective, active motions
observed in this simple system makes it an excellent model to test many pre-
dictions born by the theoretical and simulation studies on active matters.
Going beyond spheres, we explore the behavior of rod-like particles when
they are rendered Janus and subjected to magnetic fields. We explore their
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self-assembly behavior close to zero-magnetic fields, where the structural re-
sponse is at maximum. We confirm several long-predicted speculations by
theories and computer simulations, and discover other new features due to
the Janus characteristics of the building block.
Chapter 9: Dipolar particles are fundamental building blocks in nature
and technology, yet the effect of particle anisotropy is seldom explored. In
this chapter, we fabricate colloidal silica rods coated with a hemicylindri-
cal magnetic layer to satisfy multiple criteria: nearly monodisperse, easily
imaged, and magnetic interaction that dominates over gravity. We confirm
long-predicted features of dipolar assembly and stress the microstructural
variety brought about by shape and constituent anisotropy, especially by
extrapolating knowledge learned from literal molecules. In this colloidal sys-
tem, we describe analogies to liquid crystalline deformations with bend, splay
and twist; an analogy to cis/trans isomerism in organic molecules, which in
our system can be controllably and reversibly switched; and a field-switching
methodology to direct single ribbons into not only single but also multiple
rings that can subsequently undergo hierarchical self-assembly. We highlight
subtle materials issues of control and design rules for reconfigurable dipolar
materials with building blocks of complex shape.
As an interesting digression, in this final chapter we explore the self-
assembly of thermal Janus spheres without external fields. Still, some in-
teresting collective dynamics are observed that comes solely from thermal
fluctuation. We relate our observations with glass formation, which stands
as a long-lasting, unsolved question in physics and materials science, and
provide special insight based on this new model system.
Chapter 10: Colloidal Janus spheres in water (one hemisphere attrac-
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tive and the other repulsive) assemble into two-dimensional crystals with
hexagonal translational order complemented by decoupled orientational cor-
relations that are glass-like, with correlation dynamics that depend on ionic
strength. The time dependence of glass-like orientation correlations, quan-
tified by imaging experiments and Monte Carlo simulations, demonstrate
universal features in these colloidal building blocks with spherical shapes yet
anisotropic interactions. .
1.3 Future prospects
The rich phenomena presented in this thesis only give a glimpse on the under-
explored realm of collective colloidal dynamics under external driving forces.
Many extensions can be envisaged.
The most straightforward extension is to employ particles of more com-
plex shapes and compositions [4]. Most of the studies in this thesis use the
simplest shape: sphere, to simplify the problem at hand, at the expense of
structural diversity. Indeed, an effort was made in Chapter 9 to use the sec-
ond simplest building block: rod, and already we see many new features due
to the cooperative effect of shape and composition anisotropy. What about
polygons [92–94], or tri-valent and multivalent particles [31, 95]? What new
dynamics they will exhibit when subjected to a rotating or a precessing mag-
netic field (Chapters 2-5)? Will they display the same swarming behavior
(Chapter 8) or phase segregation (Chapters 6-7) now that the binary colli-
sion events are modulated by the shape? What if we deliberately introduce
polydispersity in the sample, or use a mixture of shapes?
Another intuitive extension is to explore other dynamic patterns of the
electromagnetic fields. In this thesis, only simple fields such as rotating
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fields and precessing fields are employed. However, in principle all the three
axises can change with time and they do not need to have the same frequency
or strength [51]. A difference in frequency is known to give rise to Lissajous
signals; how such signals transform into real particle trajectories is an in-
teresting question. Moreover, higher order structures are expected if other
driving forces are incorporated, such as hydrodynamic shearing, gravity, or
temperature gradient.
In all studies in this thesis, spatially homogeneous fields are used. How-
ever, it will be extremely interesting to generate a spatially modulated field
and explore its effect on the colloidal suspension. This can be done by two
ways. Patterning the substrate with magnetic domains or discrete electrodes
[59, 96], either by a lithographic method or spontaneously formed magnetic
domains, should be able to locally concentrate electromagnetic fields and
drive the particles towards or away from the patterned region, or create a lo-
cal field with properties (field strength, precession angles, etc) different from
the bulk enviroment. Alternatively, a sharp magnetic tip or a tiny helical
electrode can be introduced to dynamically modulate the field distribution
in a specific place. Such exquisite control might generate highly organized
structures not achievable with a homogeneous field.
External fields also offer many potential applications. For example, during
the study on the synchronously self-assembled microtubules, I have explored
them as pumps and valves in microfluidic devices, or as micro-carriers that
can be assembled and disassembled on command. In the future, it might be
more efficient to use a patterned substrate as a ”conveyor” belt to transfer
cargoes more efficiently [58]. Meanwhile, to extend the applicability of this
method to any colloid, ferrofluids or solutions with magnetic ions could be
used (see section 1.1).
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Due to the coupling between ions and flows, the response of a colloidal
suspension towards electric fields is much more complicated. However, this
is also where the opportunity lies. Chapter 8 represents a tip of the ice-
berg: a huge variety of self-propelling structures is observed in the labo-
ratory. Raising up the electric field frequency causes the particles to form
swimming snakes, which often ”bite” their own ends to form a ever-rotating
ring. Adding a tiny amount of salt kills the swarming phenomenon and in-
stead, the active system spontaneously undergoes spinodal decomposition
into particle-rich and particle-poor regions. Further lowering the frequency
gives living crystals, in which particles attract each other through electrohy-
drodynamic flows while retaining active motions. More efforts are needed to
characterize the different behaviors in the full frequency spectrum, as well as
the underlying mechanisms.
The insight gained in the thesis should also benefit and stimulate research
in other communities. Most notably, many ideas in this thesis come from
the community of granular materials. Without thermal agitation, granular
systems are inherently out of equilibrium. By shaking a granular system,
fluctuation can be introduced, but it is still an open question whether such
fluctuation is comparable to thermal fluctuation [97]. We note that similar
segregation phenomena, the main subject of Chapter 6, has been extensively
documented by the granular community [98, 99]. However, the main diffi-
culty in the granular community lies in the lack of large quantity statistics
and the uncertainty in the energy injection mechanism, as the mechanical
energy is always introduced indirectly from the boundary. Another key dif-
ference between granular system and colloidal suspension is the medium,
which overdamps particle motion in the case of colloids. It will be interest-
ing to compare the two systems and sort out the importance of inertia, as
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well as the fluctuation. Due to the industrial importance of granular mate-
rials, the lessons learned in this thesis would be more relevant if they can be
extended to granular systems.
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CHAPTER 2
DYNAMIC PATTERNS OF MAGNETIC
JANUS COLLOIDS IN ROTATING FIELD
2.1 Background
External fields are widely used to direct colloidal particles to assembly into
various functional structures. Common methods include electric field [100–
102], magnetic field [60, 61, 94, 103], mechanical shearing [104], gravity [105],
and temperature gradient [106]. Among these methods, magnetic control has
many unique advantages. Unlike electric field where contact must be made
with sample, magnetic field can be applied remotely, which avoids contami-
nation and allows easier device integration. From fundamental point of view,
magnetic interactions are unscreened in suspension and hence much easier to
model and characterize. Using static magnetic field, isotropic magnetic par-
ticles can be directed into periodic structures with various symmetries, such
as two-dimensional hexagonal array or three-dimensional body-center-cubic
lattices [107–109]. A growing trend is to use time-dependent field, such as a
biaxial (rotating) [54] or triaxial (processing) field [46, 55, 56, 110]. For exam-
ple, colloidal membranes have been synthesized with processing field at the
”magic” precession angle of 54.7 degree [55]. Such structures with anisotropic
magnetic, conductive, and thermal properties have many potential applica-
tions in smart materials that can be readily reconfigured by external triggers
[51].
So far, most efforts have been placed on paramagnetic or superparamag-
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ntic particle with induced dipoles. For such particles, the magnetic moment
follows the external field instantaneously, while the bulk colloid does not re-
spond in physical space. This often simplifies interparticle interactions to
a time-averaged form, and the assembly structures could be understood by
the time-averaged interaction using equilibrium knowledge. More interesting
phenomena arise if the particle possesses permanent dipoles, i.e. ferromag-
netic colloids. In this case, the bulk particle instead of its moment responds to
the changing field, which now experiences resistance from solvent. The pro-
totypical case is particles in rotating field. Single particle dynamics has been
extensively studied by Kopelmann et al. [111]. At low frequency strength, the
particle rotates synchronously with the field, while viscous drag prevents par-
ticles from frequency locking above a threshold frequency. Recently, Klapp
et al. show [112], by computer simulation, that the loss of synchronicity of
single particle motion results in a macroscopic phase transition, from a lay-
ered state to a disordered state. More recently, the same group investigated
the effect of hydrodynamic interaction arising from the rotation-translation
coupling of such particle through the medium [113]. However, none of these
has been tested experimentally so far.
Here, using magnetic Janus colloids with homogeneous size and magnetic
response, we study the dynamic structures of dipolar particles in a rotating
magnetic field. We first observe a phase transition from disordered liquid
states to an ordered hexagonal crystal state, which is directly coupled to
the dynamical transition of single particle motion. Moreover, we observe
that the strong hydrodynamic interaction between the particles, absent in
paramagnetic particles, results in many unpredicted intriguing phenomena,
such as boundary shear melting, dislocation formation and rotation, and
periodic dynamic pattern of domain boundaries.
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2.2 Results
We choose magnetic Janus particles as the experimental realization of dipolar
spheres, as such particles can be prepared in large quantity with very homo-
geneous magnetic properties [49]. Meanwhile, rotation of sphere, which is
not detectable for isotropic spheres, can be visualized [114]. We sequentially
deposited 18 nm Ni as the magnetic materials and 15 nm SiO2 as protective
layers (Fig. 2.1) onto silica spheres (with diameter d of 2 or 1.6 µm). After
synthesis, such particles bear a moment parallel to the Janus interface. In
an aqueous suspension, they sediment close to chamber bottom due to large
density mismatch with solvent. After turning on a rotating magnetic field B,
particles aggregate into clusters, indicating interparticle attraction. The in-
ternal order of the cluster is drastically different for different field strengths.
At low field strength, the cluster is liquid-like (Fig. 2.2a) without positional
order. Meanwhile, the Janus director nˆ, defined as the vector pointing from
the particles geometric center to the coated side, has random orientation.
The rotation of individual particles does not follow the field, but exhibit
Figure 2.1: Experimental scheme. Thin nickel film and protective SiO2
layer are sequentially deposited on silica spheres directionally, producing
half-coated Janus particle. After released in water, the particles are
subjected to a rotating magnetic field provided by two orthogonal pairs of
solenoids.
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periodic backward rocking characteristic of asynchronous rotation.
Above a threshold field strength, the cluster turns into an ordered hexag-
onal crystal (Fig. 2.2b). Moreover, particles appear completely opaque,
meaning that their Janus directors point perpendicular to the image. Close
inspection shows that individual particles are still rotating, with the same
Figure 2.2: Liquid-crystal transition. (a) A disordered cluster in a 0.6
mT, 20 Hz rotating B field. (b) Inside a hexagonal crystal in a 1.0 mT, 20
Hz rotating B field. (c) Critical frequency ωc (unit: rad/s) as a function of
field strength B. The red line represents a linear fit. (d) Formation of a
hexagon. Note the orientation change of the particle being incorporated
(indicated by red arrows). t = 0, 0.59, 0.66, 1.75 s. All scale bars are 2 µm.
Unless noted, data are shown for 2 µm particles.
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frequency of the external field ωB. Meanwhile, the whole crystal rotates as
a whole, with a much smaller angular speed Ω.
Above observation suggests that the liquid-crystal transition is directly
caused by the dynamic transition of single particle motion [111]. A rotating
magnetic field exerts a torque on a dipole τmag = ⇀m0 × ⇀B = m0B sinϕ, where
m0 is the dipole moment and ϕ = ωBt − θ is the phase lag of the dipole with
the external field. The rotation of particle is impeded by a viscous torque
τvis = piηd3 dϕdt in which η is the solvent viscosity. Neglecting inertia in the
low Reynolds number condition, one arrives at equation dϕdt = ωBωc − sinϕ, in
which ωc = m0B/piηd3. For ωB < ωc, the equation has steady state solution
with dψ/dt = 0, so the particle rotates synchronously with the field with the
same speed and a constant phase lag. For ωB > ωc, no steady solution exists.
We map the relationship between critical frequency ωc with field strength
B (Fig. 2.2c), by visually detecting the transition from liquid to hexagonal
state. A clean linear relationship is observed. From the slope, we calculate
m0 to be 5.0×10−15A ⋅m2, close to that estimated from hysteresis curve [115].
Hence, we confirm that the dynamic transition on the single particle level
is directly dictating the phase change on the assembly level, similar to that
predicted by simulation [112].
Several things are worth further discussion. First, from hysteresis curves
[115], such particles do have strong paramagnetic response in addition to a
remnant moment. Recently, we worked out the equation of motion of such
particle in a precessing magnetic field by modeling them as pure paramag-
netic particle (see later chapters). However, putting a precessing angle of
90○ (rotating field) in that equation leads to singularity; in other words, the
paramagnetic response does not actually leads to physical rotation of the
particle in a rotating field. Hence, its rotation is governed by the residual
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dipole moment in this case.
Second, it is interesting to observe that all particles point perpendicular
to the rotating field. The above equation of motion places no restriction on
the directors orientation, because the dipole moment is perpendicular to the
Janus director. The most likely cause is optimization of dipole-dipole inter-
action. As shown by [115], the location of the dipole in such Janus particles is
shifted from the geometric center [116]. Therefore, the dipole-dipole distance
between neighboring particles depends not only on the relative position, but
also their orientations. The observed configuration equalizes all dipole-dipole
separation and minimizes the total magnetic energy. Supporting this hypoth-
esis is the change of state when a particle is incorporated into a cluster (Fig.
2.2d). When alone, a particle does possess freedom in its orientation. Once
inside a cluster, it keeps a full moon configuration. In contrast, in the liquid
state where the dipoles are not in the same direction instantaneously, this
orientation locking is lost.
Third, compared to simulations by Klapp et al. [112], the hexagonal or-
der in the synchronous state is much more pronounced. This is due to the
much larger particle size than that in simulation, and therefore much reduced
thermal motion. In common though is the applicability of an isotropic, time-
averaged interaction, balanced here by electrostatic repulsion. This potential
with a minimum naturally leads to hexagonal packing. The detailed form
and characterization of the potential is given in the next chapter.
Now we turn to the dynamic behavior of the whole crystal. The rotation
of the whole cluster is due to the rotation-translation coupling between par-
ticles through hydrodynamic interaction. We propose here a simple picture
that explains this rotation and predicts the scaling relationship between the
crystal size R and the rotation speed Ω (Fig. 2.3a).
26
A fast spinning sphere creates a flow field and exerts shear force on a
nearby particle with the same motion Fshear = 0.2piηωd2 ln(H/d), in which H
is the surface-to-surface separation between the particles. This form is valid
Figure 2.3: Rotation of crystal. Schematic representation of the rotation
mechanism. Only particles at the boundary experience an unbalanced
hydrodynamic shear force that is tangent to the boundary (red arrows). (b)
Inverse of the angular velocity of a crystal Ω as a function of its size R. Red
line represents a parabolic fit. Data are shown for 1.6 µm particles to
access larger crystal size. (c) A large crystal piece with shear melted
boundary. The dotted red circle delineates the boundary between solid and
shear melted region. Scale bar is 5 µm. (d) Against the distance r away
from a clusters center, plotted are a particles number of nearest neighbors
(Nnn) and its angular velocity ∆ω around the cluster center in the reference
frame of the rotating cluster. Unit for angular velocity is rad/s.
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in the limit of H << d, which applies here. This force provides the torque
to rotate a pair of particles at a frequency of Ω = 0.13 ln(d/H)ω [117]. We
measured H to be ≈ 200-400 nm, corresponding to Ω = 0.2 − 0.3ω, close to
experimental observation. Now extend this analysis to the whole crystal. Due
to the short-ranged nature of the interaction, we only consider the force from
nearest neighbors to the first approximation. For particles in the interior of
a crystal, the total force vanishes. Only those at the boundary experience
an unbalanced force tangent to the interface (Fig. 2.3a). In other word, the
cluster is experiencing an effective shear applied at its boundary [118]. This
rotates the whole cluster.
To provide the scaling relationship, we treat the crystal as a continuum.
The total shear torque scales with the number of particles at the boundary
(∝ 2piR) and the cluster size, hence ∝ R2. On the other hand, treating the
crystal piece as a rotating disk, its viscous drag scales with ΩR4. Balancing
these two torques gives Ω ∝ R−2. This is indeed observed (Fig. 2.3b), sup-
porting our simple analysis. The detailed modeling of the system, however,
awaits future studies.
An intriguing outcome of the above mechanism is shear melting at the
boundary (Fig. 2.3c). Inside the dotted circle, particles remain hexagonally
ordered undergo rigid body rotation. Outside the circle, the crystalline order
and local density gradually decay, while the particles move much faster due
to stronger shear. This sharp transition is quantified in Fig. 2.3d by the
local angular velocity and number of nearest neighbors (Nnn) as a function
of radial distance r. This behavior is generic for all crystals above a critical
radius about 5d for current parameters.
Shear melting is a reoccurring scheme in the rheological studies of colloidal
crystals [42, 119]. Qualitatively, one can understand it as the dominance of
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the shear force at the boundary over the rigidity of the crystal provided by
the interparticle interaction. In our case, the time-averaged potential pro-
vides an energy minimum, while the hydrodynamic shear pushes the particle
away from this minimum. Once the particle is driven out of the equilibrium
position by strong enough shear force, it experiences much stronger unbal-
anced force and move much faster than particles on the lattice. This effect
extends several layers from the boundary to the core.
The viscous stress experienced by the solid core generates another inter-
esting phenomenon. The liquid-like boundary provides continuous source of
defects, among which the most common ones are dislocations. Dislocation is
Figure 2.4: Dislocation dynamics. (a-f) Images at times t = 0, 0.76,
0.81, 0.89, 0.91, 1.04 s, respectively. Red, yellow, and green dots represents
particles with Nnn=5, Nnn=7, and Nnn < 5, respectively. A red dot and a
yellow dot forms a dislocation; its 5-7 dipole orientation is indicated by the
yellow arrows. New-born free dislocations are indicated by white arrows.
Scale bar is 10 µm.
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easily identified as a pair of particles with Nnn = 5 and 7 (Fig. 2.4) [120]. Dis-
locations are initiated via the classic mechanism of dissociation of dislocation
pairs [121, 122]; thus-formed free dislocation has its 5-7 dipole preferentially
oriented tangential to the boundary. Once detached from the boundary, it
has a tendency to move towards the center via a gliding mode (Fig. 2.4b to
2.4d) [123]. After the first free dislocation reaches the center, another free
dislocation emerges at the edge, whose orientation is rigorously at an angle
120○ with respect to the existing one (Fig. 2.4e). The new-born dislocation
quickly travels towards the center (Fig. 2.4f) and merge with the first one,
producing a new dislocation with direction determined by vector addition
(Fig. 2.4g). This mechanism repeats regularly, giving the central dislocation
a discrete, apparent rotation in the reference frame of the rotating crystal
(Figs. 2.4f-2.4h).
The stress in the crystalline core comes from the simple fact that, due to
constant angular speed, a particle at the exterior has larger linear velocity
than interior, and experiences larger viscous drag. Although formation of a
dislocation causes additional elastic energy, it releases the stress to certain
extent. Since the energy associated with stress scales with R stronger than
that of the dislocation energy, crystals above a critical size spontaneously
releases stress by forming dislocations. Once formed, a dislocation with its
burger vector in the radial direction experiences a Peach-Kohler force [124]
that drives it towards the center, where shear stress vanishes.
More generally, multiple dislocations can exist and connect to form grain
boundaries [125], splitting the crystal into domains. Again, quasi-periodic
behavior is observed S˙tarting from a single crystal, it first builds up stress
and then release by breaking into multiple domains (Fig. 2.5a) separated by
clear domain boundaries. Such domain boundaries self-heal over some time,
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reestablishing a single crystalline core (Fig. 2.5b). This pattern repeats itself.
We quantify this by tracking the number of dislocations N in the center solid
core (Fig. 2.5d), showing occasional burst and sudden decrease of N .
To understand the mechanism of the periodic self-healing behavior, we
illustrate the similar process for smaller cluster (Fig. 2.5e-2.5h) with De-
launay triangulation. The grain boundary is easily identified as strings of
dislocation [121, 125]. From a single crystal with large strain, a small part
of the crystal starts to have crystal orientation different from the bulk, assist
by the dislocations. The mismatch grows and the small part finally devel-
ops into a separated domain. Apart from rotation around the center of the
whole cluster, the smaller domain also rotates around its own center. Once
the phase of the small domain exceeds that of the large domain by 60○, the
Figure 2.5: Grain boundary dynamics. (a-c) Snapshots of a large
cluster undergoing periodic breaking down into multidomains and reunion
into single crystal. t = 9.4, 13.6 and 42.4 s. (d) Time trace of the number
of dislocations pairs N for sample shown in a-c. Only the dislocations
within the crystalline core are counted. (e-h) Snapshots of a cycle of
domain dynamics. White arrows indicate the crystal orientation of the
major and minor domain. Time difference is 0.36 s between e and f and
0.15 s between f-h. All Scale bars are 10 µm.
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two domains regain registry due to the hexagonal symmetry. Hence, we ten-
tatively attribute the observed pattern to the periodic release of strain into
grain boundaries and subsequent, differential rotation of subdomain due to
different mass.
2.3 Summary and Outlook
In this study, for the first time we experimentally observed the so-called
layering transition for particles with magnetic dipoles in a rotating magnetic
field, using magnetic Janus spheres. We confirmed that such a structural
transition is dictated by the dynamic transition on a single particle level, i.e.
from synchronous to asynchronous rotation. This contrasts with the much
studied system of paramagnetic particles, where particle motion is decoupled
from the moment and hence single particle dynamics is not relevant. The
optical contrast due to the Janus coating and the collective alignment of
particle orientation, allows us to precisely map this transition without the
need to track single particle dynamics.
We further demonstrated a plethora of dynamic patterns that are not
predicted by simulation. The whole assembly experiences a hydrodynamic-
induced rotation with speed predictable by a simple scaling argument. The
effective shear at the boundary gives rise to intriguing phenomena such as
boundary shear melting, dislocation generation and recombination, and pe-
riodic pattern in the domain dynamics. The detailed physics underlying
these phenomena is relevant to the behavior of crystalline materials sub-
jected to strong shear force. Converting the building blocks to atomic size,
such crystals correspond to nanocrystals of 1-20 nm in size, whose mechan-
ical responses are interesting [126] yet hard to measure. Achieving atomic
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resolution is hard for nanoparticles under external force, while the large col-
loid size allows easy imaging. Another advantage is the remote application
of shear, which avoids many sample-device contact problems in conventional
rheological experiment [119]. Therefore, we believe our system represents a
suitable model system to study these condensed matter physics problems.
Rotating field represents the simplest time-dependent field. Extension to
multiaxial field is expected to generate more interesting dynamics, both on
single particle dynamics [57, 127] and assemblies structures [46, 55] Regard-
ing building block, extending to anisotropic shape brings another dimension
into the problem [4, 93, 94]. The interplay between the dipolar interaction
and the anisotropic shape should give rise to assemblies with new symmetries.
The property and dynamics of defects would also be significantly modified.
The directional coating method here is compatible with the rapidly expand-
ing repertoire of colloids with nonspherical shape, as the magnetic materials
are introduced afterwards. We expect many interesting nonequilibrium phe-
nomena to arise in bother directions, as well as combination of the two.
2.4 Materials and Methods
The magnetic Janus particles are synthesized using directional electron beam
deposition with either 2 µm or 1.6 µm silica particles as starting materials,
following reported procedure [17]. We sequentially coated nickel (typical
thickness is 18 nm) and SiO2 (typical thickness is 15 nm) on to the particle.
After sonication and releasing the particle into deionized water, we subject
the particles into a homogeneous rotating magnetic field (typical frequency
is 20 Hz and strength up to 2 mT). The rotating magnetic field is generated
by applying two sinusoidal signals with a pi/2 shift to two pairs of iron-core
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solenoids placed at an orthogonal angle, using a function generator coupled
with a dual channel power amplifier. To map the liquid-solid transition, we
apply a constant frequency ωB and slowly increase the field strength.
Image analysis is performed with home-written Matlab code. Particle po-
sition is tracked with circle finding toolbox. To track the rotation of the
crystal, we apply a fast Fourier transform and track the motion of one of the
six diffraction spot. To obtain the particle trajectory, we develop a rotational
version of the correlated image tracking methods [128]. Particles are first as-
sumed to rotate with respected to the crystal center with the same angular
speed; their locations in the next frame are predicted. By comparing the
predicted positions with real positions, we map the particle identity. Stan-
dard Delaunay triangulation is performed to obtain the number of nearest
neighbor of a particle and to identify dislocation pair.
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CHAPTER 3
ENGINEERING COLLOIDAL
SUPRASTRUCTURES FROM JANUS
PARTICLES WITH BIAXIAL MAGNETIC
FIELD
3.1 Background
Magnetic interaction has long been used to generate responsive colloidal
suprastructures, a classical example being ferrofluid [129]. More recently,
the availability of monodisperse, superparamagnetic particle with embedded
magnetic nanoparticles allows the preparation of regular periodic structures,
with optical properties suitable for phonic application [47, 107]. Apart from
simple static field, time-dependent magnetic fields, such as biaxial (rotating)
[54] or triaxial (precessing) field [46, 51, 55, 56] have been shown to give rise to
assembly structures with new symmetries and anisotropic magnetic, conduc-
tive, and thermal response not available to uniaxial field. Using multiaxial
field allows larger freedom in selecting magnetic structures by introducing
extra parameters such as frequency and relative strength between the fields,
etc. Studies so far, however, have been mainly concentrated on homogeneous
particles with primitive magnetic properties, represented by dipolar spheres
[46]. The limited crystal lattice available to this approach calls for more
sophisticated engineering of the colloidal units. In this regard, the recent
surge of anisotropic building blocks gives us inspiration in the design of new
magnetic colloids [4, 94, 130–132].
Here, we demonstrate that by carefully engineering magnetic thin films
onto a spherical colloid (Fig. 3.1a) and subjecting them to a homogeneous
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rotating magnetic field, one can programmably produce a rich variety of
novel, regular structures. The simplicity of the particle design and synthesis
and consequent diversity of programmable structures exemplify the advan-
tage of the current approach.
3.2 Results
We use the simplest departure from the prototypical dipolar spheres: mag-
netic Janus sphere. Using electron beam deposition, we sequentially deposit
a film of 2 nm Ag/ 5-30 nm Ni/ 15 nm SiO2 onto spherical colloids with
diameter of 2 or 3 µm. In the chosen range of Ni thickness, uncontrolled ag-
gregation is minimal and response towards external field is robust. The thin
Ag layer is used as seeding layer to improve the quality of the nickel film, and
the thin silica shell is used to protect the magnetic material against oxida-
tion, as well as to make the particle chemically isotropic. As we have shown
recently, this method can be easily generalized to particles of any shape as
long as the homogenous starting material is available [133]. Meanwhile, the
numerous choices of magnetic materials [134] allow custom-tailoring of the
magnetic properties of the colloids.
The simple synthesis procedure belies the complexity of magnetic proper-
ties of the thus synthesized particle. For a flat film, the large shape anisotropy
pins the moment almost exclusively in the plane; but on a spherical contour,
such a film will have continuously changing surface normal [135]. Conse-
quently, the Janus particle has comparable magnetic response in both direc-
tions, shown by the hysteresis curve (Fig. 3.1b). This allows fine control over
the particle orientation, and gives rise to unexpected transition in particle
morphology as we show later. The pinch-off of the hysteris curve in the di-
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Figure 3.1: Single particle design and property. (a) Schematic
representation of the particle design. Coated on a spherical cap, the
magnetic thin film acquires magnetic response in two orthogonal directions
(red arrows). The one-sided incorporation of the film makes the position of
the dipole moment (red spot) offset from the center of mass (black spot).
(b) Magnetic hysteresis curve of a dense monolayer of Janus particle
(particle diameter d = 2 µm, nickel coating thickness tNi = 18 nm). The
direction of measurement is indicated in the inset. The pinch-off of the
hysteresis curve indicates a magnetic vortex state in the spherical cap, as
shown in the bottom right inset. (c) Zigzag angle θ versus tNi. Inset shows
a typical zigzag chain in static field with definition of θ. All θs are
measured for chains assembled in a static 5 mT field with d = 3 µm. (d)
Schematic representation of the relationship between tNi, dipole offset, and
θ. The red angle defines the region that contributes to the magnetic
moment. Thin coating leads to smaller effective region, giving larger offset
and subsequently smaller θ.
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rection parallel to the Janus interface indicates a magnetic vortex state (Fig.
3.1b inset): instead of coherent rotation of spins, magnetic vortex nucleates
on the hemispherical cap when the magnetic field is reversed [135–137].
The second consequence of the directional coating is the unbalanced dis-
tribution of magnetic material on a colloid. This effect can be modeled by a
magnetic dipole shifted from geometric center of the sphere [116] (Fig. 3.1a).
Due to the dipole offset, particles form zig-zag chains in a static field, char-
acterized by a zig-zag angle θ. We measure θ for different coating thickness
and observed a monotonic trend: thicker coating corresponds to larger θ. As
shown in Fig. 3.1d, a larger zig-zag angle signifies smaller offset. To un-
derstand the origin of this trend, notice that due to the directional coating,
the film thickness is not homogeneous on the cap: the film is thickest at the
top and tapers towards the equator. Once the actual thickness is below 4
nm, Ni film becomes discontinuous with reduced magnetization [138]. On a
porous SiO2 substrate, this threshold is expected to be even larger. Hence,
the effective magnetic region on a colloid is much less than a hemisphere.
The thinner the film, the smaller the effective region and consequently the
larger the offset. The control over the offset gives another knob to fine-tune
interparticle interaction.
In water suspension, the silica Janus spheres sediment to the chamber bot-
tom due to large density mismatch. We then subject them to a magnetic field
that rotates in the same plane as the imagining plane, with moderate strength
(2-5 mT). In this strength range, the magnetic cap responds by shifting the
center of the vortex and has almost linear magnetic response [135]. Mean-
while, the much larger magnetic response in the transverse direction ensures
that the particle aligns instantly with the Janus interface parallel to the ex-
ternal field. For most of the coating thickness, extended hexagonal crystals
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Figure 3.2: Two dimensional assembly of Janus particle in a
rotating magnetic field. (a) A piece of hexagonally ordered crystal in a
rotating B field (20 Hz, 2 mT). The small yellow arrow indicates the
rotation of a particle. The large black arrow indicates the rotation of the
whole crystal piece. (b) Pair potential U(r) in unit of 10−18 J, calculated by
U(r) = −µ08pim2/r3 + 2piεε0ζ2R ln[1 + exp(−κ(r − d))], in which ε is the
dielectric constant of the water (79.8 at 294 K), ε0 the vacuum permittivity,
µ0 the vacuum permeability, m the magnetic dipole strength, ζ the
particles zetapotential (-34.6 mV), and κ−1 the Debye length (≈ 160 nm).
Interparticle distance r is normalized by particle diameter d. From top to
bottom, the curves correspond to pair potentials in external fields of 1, 2, 4,
10, and 20 mT. Inset: Schematics of forces involved in the system:
electrostatic repulsion Fe, time-averaged magnetic attraction Fmag,, and
hydrodynamic shear force Fshear. (c) Snapshot of a small region of crystal
with square symmetry, formed by particles (d = 3 µm and tNi = 7.6 nm) in
a 5 mT, 20 Hz rotating field. (d) Schematics of top view (top) and side
view (bottom) of the structure shown in (c). All scale bars are 2 µm.
form (Fig. 3.2a). In this crystalline state, all particles appear completely
opaque in the optical image; they point their Janus director perpendicular
to the rotating field, either towards or away from the substrate.
Close inspection shows that individual particles rotate synchronously with
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the external field in the crystal. Therefore, the relative orientation of the
instantaneous dipole moment of two neighboring particles is well-defined,
leading to a time averaged attraction V attr = −µ08pim2/r3 [139], in which r is
the dipoles center-to-center distance and m is the dipole strength. Balancing
this with electrostatic repulsion, we arrive at an effective pair potential for
such particles shown in Fig. 3.2b. A minimum emerges around 1.2d, which
agrees well with image tracking results. The position of the minimum can be
easily shifted by changing external field strength. Such layering of dipolar
particles in a rotating field has been predicted recently in computer simula-
tion, but this is the first experimental confirmation as we know. A feature
not predicted by simulation is the rotation of the crystal piece as a whole,
with a much smaller angular velocity (1.6 Hz for this cluster). For a pair of
spinning colloids, each particle experiences a hydrodynamic shear force due
to the rotation of the other particle, which is significant only for close sepa-
ration [117]. This total shear force from all neighbors vanishes for a particle
inside the crystal, but not for those at the boundary. In other words, the
whole cluster is experiencing an effective shear along the boundary, resulting
in an overall rotation [118].
Hexagonal is the expected symmetry if all particles remain in the same
plane. However, particles are free to distribute into different heights if that
configuration minimized the actual dipole-dipole distance, due to dominance
of magnetic interaction (≈ 103kBT ) over gravitational energy (≈ 101kBT ).
This requires large dipole offset. Indeed, for the smallest coating thickness
(tNi = 7.6 nm), we observe a transition to another lattice type (Fig. 3.2c).
Particles spontaneously differentiate into two planes pointing in the opposite
directions (Fig. 3.2d). Meanwhile, the lattice symmetry in each plane adapt
to square to allow more favorable interplane interaction. Further stacking of
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Figure 3.3: Dynamic colloidal crystals of dicolloid. (a) Snapshot of a
small cluster of rotating dicolloids. (b,c) Snapshots of square dicolloid array
inside a large rotating aggregate. (d) Schematics of the dicolloid formation
process. (e,f) Top view of schematic representation of dicolloid arrangement
in (b) and (c). (g) Side view of schematic representation of dicolloid
arrangement in (c). (h) Long exposure image of the dicolloid assembly. Top
right inset: the darker spots correspond to rotating dicolloids at the focus
(blue in the cartoon). The grey spots correspond to dicolloids in another
plane (cyan in the cartoon). Bottom left inset: enlarged view of small area
of the lattice. All scale bars are 2 µm.
planes could potentially leads to three dimensional body-centered-tetragonal
lattices with alternating magnetic layers in the c direction.
We now ramp up the field to much higher strength (30 mT). A dramatic
change takes place for particles initially forming hexagonal crystals (Fig. 3.3).
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At this high field strength, particles first vibrate vigorously in the lattice.
Once two particles come close to contact (Fig. 3.3d), they grab each other
and face their magnetic hemispheres inward to form a dumbbell. The thus-
formed dicolloids are slightly asymmetric, with one particle pointing slightly
outwards. Conversion is instantaneous and almost complete, with only a
small fraction of monomer left. Once formed, the dicolloid starts to rotate
around its own center of mass, which protects it from further aggregation.
Note that such dicolloids have a completely different configuration from the
staggered configuration of two particles in static field. More curiously, they
align their long axis parallel to the external field, contrary to what would
be expected from single particle orientation. The transition also occurs in
static field with similar threshold; the advantage of using a rotating field is
to spatially concentrate the particles and allow many binary collision events
in a short time. In other words, the initial hexagonal crystal provides an
optimal reaction precursor for the formation of dicolloids.
We propose here a possible scenario for the dicolloid formation. In high
magnetic field, time-averaged approach in Fig. 3.2b no longer holds because
interparticle distance changes dramatically in one cycle of particle rotation.
Instantaneously, particles experience a much stronger attraction that drives
them into close contact. Van der Waals attraction [140] sets in and holds
them together, irreversibly. At such high field strength, the magnetic cap
experiences almost full magnetization; the vortex core is expelled from the
cap [135]. A single particle still prefers aligning parallel to the external field
due to larger moment in that configuration, but neighboring particles tend
to point towards each other to concentrate the magnetic materials. The
observed asymmetric configuration might represent a compromise between
these two competing trends. These hypothesis, however, remain to be con-
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firmed by detailed simulation.
The high uniformity of the thus-formed dicolloid allows us to study its dy-
namic assembly in situ after its formation. If the initial cluster size is small,
the whole aggregate retains an overall hexagonal symmetry, with lattice con-
stant twice as large as before (Fig. 3.3a). Although the dumbbell shape
breaks the spherical symmetry such that instantaneously they cannot pack
hexagonally, rotation restores the symmetry and the center of the dicolloid
retains a hexagonal lattice. The symmetry is also robust towards residual
monomers.
The more intriguing case is when the dicolloids form larger and denser ag-
gregate. Figs. 3.3b and 3.3c show two snapshots of such aggregate. In Fig.
3.3b, the lobes of the dicolloids are closely packed as squares, as schematically
shown in Fig. 3.3e. After pi/4 rotation, the lobes seem to overlap with each
other in the bright field image, which is physically impossible. In analogy to
the previous observation, they must have been divided into different planes.
To show this, we use long exposure time to average out the angular infor-
mation and focus on their center of mass arrangement. In Fig. 3.3h, apart
from the square symmetry, one can clearly identify two species with different
intensities. Each forms a square array and penetrates each other to form
a superlattice in this tow-dimensional projection. The darker points corre-
spond to the dicolloids at the focus plane, and the relative intensity could
be reversed by changing the focus. Therefore, the following arrangement is
proposed for the observed assembly: In each subset of plane, dicolloids are
arranged in a square lattice with center-to-center distance about 2d (Fig.
3.3e). Another subset of dicolloids with the same arrangement lies in a plane
elevated by 0.91d (see Fig. 3.6 for geometric calculation) and shifted by half
of the lattice constant in both x and y axis. Tracking the inter-dicolloids
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Figure 3.4: Different self-assembly structures of isomeric dicolloids.
(a) Footstep-like assembly of dicollloids in static magnetic field and its
schematic representation. (b) Snapshots of incorporation of a dicolloids into
an existing footstep-chain. From top to bottom: t = 0, 355, 1065, 1420 ms.
(c) Schematics showing possible arrangement of dicolloid director nˆ and
dipole moment m and the angle α between the two. (d) Centipede-like
assembly of dicolloids with α = 90○ in a static magnetic field and its
schematic representation. (e) Hexagonal magnetic bilayer of dicolloids
rotating around its long axis and its schematic representation. The grey
particle corresponds to a residual monomer. All scale bars are 2 µm.
distance gives a value of 1.46d, close to the predicted value of
√
2d based
on the proposed structure. In analogy to the square lattice of monomers,
we propose that the square superlattice is a direct result of dicolloids dipole
being offset from the center, which is a result of asymmetry in the dicolloid
configuration.
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A vivid demonstration of the dipole offset in the dicolloids is their as-
sembly in static magnetic field (Fig. 3.4a): they arrange into a footstep-like
chain, instead of head-to-tail configuration expected for point dipoles. Closer
inspection shows that the tilted monomer is always pointing towards the cen-
terline, reminiscent of single particle behavior. Compared to a head-to-tail
configuration, the distance between the dipoles is much smaller in this stag-
gered configuration (Fig. 3.6b), due to the intriguing shape of the dicolloid.
Lending credit to this explanation is the kinetics of the assembly (Fig. 3.6c).
The incoming dicolloid I is first attracted by the long-range dipolar field to
form a head-to-tail configuration with dicolloid II. Once in close contact with
II, it further minimizes energy by sliding along II’s contour to a new posi-
tion where it interacts favorably with both dicolloids II and III. Finally, it
rotates around its long axis and positions its dipole closer to the centerline,
maximizing dipolar attraction.
The intriguing coupling between the shape and the magnetic property of
the dicolloid potentially gives a library of different building blocks. Hypo-
thetically, the dipole moment could have any angle α with respect to the
dicolloids long axis (Fig. 3.4a), each α giving a different building block. This
”isomeric” phenomenon is general for anisotropic particles with more than
two degrees of anisotropy. Here we demonstrate another extreme case with α
= 90○. We find that a fast, alternating magnetic field can transform the di-
colloid from α = 0○ to α = 90○. The dicolloid cannot track the fast oscillating
field and end up aligning with its short axis with the AC field, and gradually
become magnetized along the short axis. The thus-obtained dicolloids at-
tract side by side, forming a centipede-like chain (Fig. 3.4b), consistent with
dumbbells having a moment along the short axis [141]. Upon subjecting to a
rotating field, all dicolloids stand up and assume a ballet-like rotation around
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its long axis (Fig. 3.4c) instead of spinning in the plane, due to less viscous
drag in this mode. Meanwhile, they attract each other much the same way as
monomers do, forming a hexagonally close packed bilayer, a magnetic analog
of lipid membrane [142].
3.3 Conclusions
To sum up, with the simplest design of a magnetic Janus particle, we realize
a rich variety of colloidal suprastructure with novel symmetries. By engi-
neering the size of the particle and the coating thickness, we can precisely
control the magnetic properties such anisotropic susceptibility and dipole off-
set, which gives rise to global symmetry change in the assembly. By driving
the field to nonlinear region, we observe a drastic transition in the building
block and opened subsequently a plethora of new structure due to the pecu-
liar properties of the dicolloid. The union of multiaxial external field with
anisotropic colloidal building blocks, each of which has thrived as a separate
field so far, points to a fruitful direction in designing reconfigurable colloidal
suprastructures. The voluminous literature on magnetic thin film and col-
loids with different shapes allows huge design freedom of the building block.
Multi-patched particles [30] should exhibit even more interesting magnetic
properties depending whether the patches interact individually or collectively.
On the other hand, the many possible ways to apply multiaxial field, such
as elliptical field [96], precessing field [143], or even unsynchronized field [56]
can be expected to generate more interesting colloidal suprastructures.
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3.4 Materials and Methods
The magnetic Janus particles are synthesized using electron beam deposition
with either 2 µm or 3 µm silica particles (Tokuyama) as starting materials,
following reported procedure [17]. A homogeneous rotating magnetic field
(up to 50 mT) is generated by applying two sinusoidal signals with a pi/2
shift to two pairs of iron-core solenoids placed at an orthogonal angle, using
either a function generator or Labview controlled I/O board. The AC sig-
nals are amplified with a dual channel power amplifier (Crown, XLS 202).
Static magnetic field is generated by attaching one pair of solenoids to a DC
power supply. Hysteresis loop measurements are carried out with a Quan-
tum Design SQUID magnetometer MPMS-XL. Zeta potential measurement
is performed with (Malvern Zetasizer Nano). Debye length of the system
is inferred from conductivity measurements made immediately before the
experiment, following the standard procedure [144].
3.5 Supplementary Information
Discussion on the geometric calculation. To the first-order approxi-
mation, we assume the dicolloids to come as close as possible, only stopped
by excluded volume. Fig. 3.6a shows the distance between the two types of
neighbors in the two-dimensional projection, referred to as type A and type
B in Fig. 3.6b. The measured distance between a type A neighbor is 1.46d.
Considering the ≈300 nm gap between the particles due to electrostatic re-
pulsion, the agreement is quite well. Fig. 3.6c shows the side view of the
type A neighbors. From the red triangle, the separation between the two
planes h is calculated to be
√
2
√
2 − 2d = 0.91d. This is twice as large as
the depth of focus of our objective (0.9 µm), so it is possible to differentiate
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Figure 3.5: Comparison between hysteresis curves on planar and
curved substrates. (a) Magnetic hysteresis curve of a dense monolayer of
Janus particle (d = 2 µm) with 2 nm Ag/18 nm Ni/15 nm SiO2 coating.
The black curve is measured in the film plane (parallel to the Janus
interface). The red curve is measured in the direction perpendicular to the
film (parallel to the Janus director). (b) Enlarged view of (a), the same as
Fig. 3.1b. (c) Magnetic hysteresis curve of the same material deposited on
a flat substrate. (d) Enlarged view of (c).
the two layers by changing focus. The center-to-center distance rc-c can be
calculated by the black triangle to be
√
2
√
2d = 1.68d, still closer than the
type B pair.
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Figure 3.6: Geometric calculation of the square dicolloid array.
(a,b) Top view of snapshots of the square array corresponding to Figs. 3.3b
and 3.3c in the main text, respectively. (c) Side view of snapshot (b).
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CHAPTER 4
SINGLE JANUS PARTICLE DYNAMICS IN
PRECESSING MAGNETIC FIELD
4.1 Background
Manipulation of microscopic objects is a subject of long-standing scientific in-
terest. In particular, micron-sized objects such as colloids and cells provides a
convenient length scale where multiple techniques, such as optical traps [145],
hydrodynamic flow[146], electric fields [100, 101], and temperature gradient
[106] are applicable. Among them, optical trap has achieved most success
due to its wide applicability and precision, as well asa good theoretical un-
derstanding of its operation. However, limitations exist for optical method,
first the inability to address a large amount of object simultaneous and sec-
ondly the inability to manipulate things in turbid environment with serious
light scattering. In contrast, magnetic manipulation presents a promising
alternative method. Working through space, magnetic field surpass electric
field by requiring no direct contact between the setup and the sample and
avoid contamination. Being inherently a parallel method, magnetic field can
address a collection of particles simultaneously. Moreover, most solvents or
even complex enviroment such as human bodies are essentially transparent
This chapter is partially reproduced from Yan, J; Bloom, M.; Bae, S.C.; Luijten, E.;
Granick, S. Linking synchronization to self-assembly using magnetic Janus colloids Nature
2012, 491, 578-587.
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to magnetic field, which makes this method potentially applicable to many
real-world situation.
As the first step, simple magnetic colloidal particles are addressed with
magnetic fields for various applications, such as magnetic tweezers [50]. The
most commonly employed mechanism is to use a field gradient to attract and
move particles. However, this method, although straightforward and simple
in implementation, becomes less and less efficient as the size of the object
decreases [84]. Meanwhile, it is difficult to set a precise gradient at micron
scale. Using substrate with magnetic templates represents a way around
this obstacle, but tremendously increases the complexity in fabrication and
limited the working region to the proximity of the substrates [58, 59, 147].
As an alternative method, the use of the field itself rather than the field
gradient emerges as an alternative venue for magnetic manipulation.
For a magnetic particle to respond to a magnetic field rather than the
gradient, two strategies can be pursued. The first way is to use ferromagnetic
particles with inherent dipole moment, such that they align with the external
magnetic field [49, 148]. However, such remnant moment generally cause
strong aggregation even before the manipulation. The second way is to use
particles with anisotropic paramagnetic particle. Indeed, it has been shown
that paramagnetic rods show interesting dynamics in rotating and precessing
magnetic fields [57, 127]. Here, we realize that the such anisotropy does not
need to arise from the particle shape; even spheres with magnetic responses
that differ in different orientation will respond to external magnetic field,
and display rich dynamics. In this regard, we employ Janus colloids, spheres
with magnetic materials only on one side [6, 18, 39]. In addition to the
curious three-dimensional nutation-like dynamics, we demonstrate that the
motion of such Janus spheres in a precessing field possesses phase freedom, an
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important feature that allows them to couple to each other and form higher
order synchronized self-assembly structures, which will be the focus of the
next chapter.
Figure 4.1: Synthesis of Janus spheres and their behavior in static
magnetic fields. (a) Schemes of how to synthesize magnetic Janus
particles. Thin films of nickel and SiO2 are deposited sequentially onto a
submonolayer of silica spheres that sit on a flat substrate. The directional
deposition causes the coating to be thickest at the pole with taper towards
the equator. The resulting particle has a discoid symmetry, with the Janus
director denoted as nˆ. (b) Optical snapshots of 18 nm nickel-coated
particles in a static 5 mT magnetic field perpendicular to the image. Their
Janus directors assume random orientation in the imaging plane. Scale bar,
5 µm.
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4.2 Results
4.2.1 Design, synthesis, and characterization of single Janus
particles
We select nickel as the magnetic coating because of its small remnant mag-
netization [149], which minimizes particle aggregation in the absence of an
external field. We find that a thickness of ≈ 20 nm is an optimal choice,
allowing a sufficiently strong response to the external field while avoiding
irreversible aggregation due to magnetic attraction. We use silica particles
because their higher density causes them to sediment close to the chamber
wall, allowing easier imaging. To render the particles surface chemically
nearly homogeneous we deposit a SiO2 layer on top of the metal coating.
We choose the particle size to be 3 µm, such that the metal side and the
uncoated side can be clearly distinguished in transmission microscopy. None
of these choices are inherent to the observation we show below. Indeed, we
have also tested polystyrene particles and other particle sizes (16 µm), and
found the observations presented below to be generally valid.
Figure 4.1a outlines our synthesis scheme. After the directional coating,
the particle becomes axially symmetric. We thus define a Janus director nˆ
parallel to this symmetry axis, pointing from the uncoated to the coated side
[150]. Since we coat the particles via a uniform flux of metal from above, the
coating is thickest at the top and tapers off towards the equator [18, 150].
Figure 4.1b shows an experimental image of our Janus particles in a static
field of 5 mT perpendicular to the image. The black sides correspond to the
metal coating and the white sides are the uncoated silica sides. Particles
tend to align their equatorial plane parallel to the external field, leaving a
degeneracy (namely, one angular degree of freedom) in the orientation of nˆ.
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The freedom in orientation is immediately visible: although nˆ is perpendic-
ular to the external field, it can point in any direction in the image plane.
This is due to the discoid magnetic symmetry of Janus sphere, which we
characterize in detail below.
To characterize the magnetic properties of a Janus particle and hence un-
derstand its behavior in magnetic fields, we first perform SQUID measure-
ments (Figs. 4.2a and 4.2b). To elucidate the effect of the curved contour,
we compare to flat samples coated with the same material. The hysteresis
curves show that the magnetic response is indeed much stronger in the film
plane than out of the plane [151]. Also, due to the small thickness of the
coating, the coercive field in the plane is small. Hence, in our later theoreti-
cal treatment we will ignore the ferromagnetic contribution to the magnetic
response. When deposited on top of a colloidal sphere, the difference in
magnetic response between the in-plane and out-of-plane directions becomes
smaller, because the local surface normal of the sphere changes continuously
when going from the top to the equator [134, 135]. By averaging the upper
and lower branches of the hysteresis curves and applying a linear fit, we ob-
tain the effective susceptibility χ∥ and χ⊥, parallel and perpendicular to nˆ,
respectively.
To further understand the observed magnetic anisotropy, we perform three-
dimensional finite-element analysis [102, 152] of a single particle in a static
magnetic field. We calculate the energy of a Janus particle inside a field of
5 mT for two configurations: ∆U⊥ (Fig. 4.2c) and ∆U∥ (Fig. 4.2d). It is
energetically more favorable to align the Janus director perpendicular than
parallel to the external field, with an energy difference of 7.9 × 104kBT . The
main reason for this preference is the anisotropic shape of the film due to
the one-sided coating: the overall scale is smaller along (≈ radius) than the
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perpendicular direction (≈ diameter). Moreover, the effect is magnified by
the coating profile (Fig. 4.1a): For a hypothetical particle with homogeneous
hemispherical coating, the energy difference is only 2.7 × 104kBT . The ratio
Figure 4.2: Magnetic properties of Janus spheres. (a,b) Magnetic
hysteresis curves of as-deposited films (Ni thickness tNi = 18 nm), on a flat
substrate (a) and on a dense monolayer of silica particles on a planar
support (b). The black curve is measured in the film plane. The red curve
is measured in the direction perpendicular to the surface. Scale bar, 1 µm.
(c) Magnetic flux density distribution for a system with a Janus particle
subjected to a 5 mT magnetic field, the Janus director being perpendicular
to the field (indicated by the yellow arrow), calculated using COMSOL
software. The unit for the color coding is T. The streamlines (inset)
indicate the local magnetic field direction, and the density of the
streamlines indicates the magnitude of the local magnetic field strength.
For clarity, only those streamlines passing through the nickel coating are
shown. (d) The same as (c) with the Janus director parallel to the field.
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∆U⊥/∆U∥ can be used as an estimate of the ratio between the perpendicular
and parallel susceptibility of a particle χ⊥/χ∥. The obtained value of 1.72
is close to the experimental value of 1.90 from the hysteresis curves. This
reasonable agreement provides justification for modeling the particle to first
order as a dipole with its strength dependent on its orientation with respect
to the magnetic field, which we use later to study single-particle dynamics.
4.2.2 Single-particle dynamics in a precessing field
We employ a precessing magnetic field (Fig. 4.3a), with a moderate strength
of 520 mT, well above the coercive field of the particle yet not so strong as
to induce irreversible aggregation. We keep the frequency (ωH) relatively
low (20 Hz), such that there is no lag between the external field and the
magnetic response of the nickel film. This leaves θ, the precession angle
of the external field, as the key variable parameter in the system. In this
precessing field, Janus particles execute a motion that visually resembles
the nutation of a gyroscope: the particle rotates around the precession axis
with a frequency lower than the driving frequency, while oscillating in the
perpendicular direction.
The observed single-particle dynamics can be understood from the equa-
tions of motion derived below. This derivation follows the reasoning of Tierno
et al. [57]; we change the coordinate system to be more suitable for our sys-
tem (Fig. 4.3b). The volumetric magnetization of a particle is:
m⃗ = χ¯H⃗ = χH⃗ −∆χ(H⃗ ⋅ nˆ)nˆ (4.1)
where χ¯ is the susceptibility tensor and ∆χ = χ−χ∥. Only the second term
contributes to a torque on the particle τ⃗m = µwVNim⃗× H⃗ = −µwVNi∆χH2(nˆ×
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Figure 4.3: Single Janus sphere dynamics in a precessing field. (a)
Left : schematic representation of a precessing magnetic field, with
precession axis z and precession angle θ. Right : schematics of nutation-like
particle motion in a precessing field. The particle rotates around the
precession axis (red circle) and oscillates in the perpendicular direction
(blue dashed arrow). (b) Coordinates and symbols used in the derivation of
the equations of motion. (c) Time trace of tip of the Janus director
generated by the equations of motion. Time is coded using standard HSV
color code, from 0 to 534 ms. The black arrow indicates the direction of
time flow. Parameters: ωc = 942 rad/s (150 Hz), ωH = 127 rad/s (20 Hz),
θ = 25○, field strength 5 mT. (d) Projection of the trajectory in (c) in x − y
plane. (e) Experimental snapshots (corresponding to the four points
highlighted in (c)) of particle motion with the same parameters as (c). The
precession axis of the external field is perpendicular to the image for the
Left column and horizontal in the image for the Right column. Scale bar, 2
µm. (f) Time traces of α, nˆ ⋅ Hˆ (left axis), and dϕ/dt (right axis) for the
trajectory shown in (c).
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Hˆ)(nˆ ⋅ Hˆ), where µw is the permeability of water and VNi is the volume
of nickel coated on one particle. The precessing magnetic field can be ex-
pressed as H⃗ = (sin θ cosωHt, sin θ sinωHt, cos θ). The particle director can be
expressed as nˆ = (cosα cosϕ, cosα sinϕ, sinα), where ϕ is the azimuth angle
and α the complement of the inclination angle (Fig. 4.3b).
Under the conditions of the experiments, the hydrodynamic flow has a low
Reynolds number (Re ≈ ρωHD2/ν = 6×10−6 ≪ 1, where ρ and η are the solvent
density and viscosity, respectively). Therefore, the motion is overdamped and
inertia can be ignored. The extra weight due to the coating (1.2 × 1012g) is
less than 5% of the weight of the particle (2.8 × 1011g). This translates to a
maximum gravitational energy difference of about 2 kBT between downward-
pointing and upward-pointing particles, far less than the magnetic energy of
the particle itself. Hence, the weight of the coating has a negligible influence
on particle orientation. Furthermore, since the magnetic energy is so much
larger than kBT , we do not include thermal noise in the derivation.
By balancing the viscous drag τ⃗v against magnetic torque τ⃗m, we arrive at:
0 = τ⃗v + τ⃗m = −ζrω⃗ + µ0VNim⃗ × H⃗ (4.2)
where ζr = 8piηR3 is the rotational drag coefficient of a sphere in the fluid,
and ω⃗ is the particle’s angular velocity. After some trigonometry we obtain
dα
dt
= ωc(sinα cosβ sin θ − cosα cos θ)(cosα cosβ sin θ + sinα cos θ)
dβ
dt
= ωH + ωc sinβ sin θ
cosα
(cosα cosβ sin θ + sinα cos θ) (4.3)
Here the parameter β = ωHt−ϕ is the phase lag between the azimuth angles
of the external field and the particle, and ωc is defined as µwVNi∆χH2/ζr,
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arising when the magnetic force is balanced by the viscous drag. For an
external field of 5 mT and an 18 nm Ni coating, ωc = 942 rad/s, corresponding
to 150 Hz. We use the values of ∆χ obtained from the experimental hysteresis
curve.
We note that the equations of motion should be essentially equivalent to
those derived for rod-like particles [57, 153]. In reality, equation 4.3 differ
from the equation of motion in Ref [57]; we believe that in the original
derivation the viscous drag is not correctly projected onto different planes.
Comparing paramagnetic rod and Janus spheres, the difference in sign of
∆χ leads to completely different solutions. For a rod (negative ∆χ in our
definition), there exists a steady-state solution in which the particle precesses
with ωH and a precession angle smaller than θ. The phase of the particle
is locked with the external field, as observed in Ref. [57]. However, for the
Janus particles we study here, the system of equations has no steady-state
solution in which either α or β is constant. Hence, we numerically solve the
system of equations and follow the time evolution of α and β (Figs. 4.3c-
d). The equations of motion predict the same rotationoscillation motion we
observe in experiment. The out-of-plane angle α oscillates between θ and −θ,
while the in-plane angle ϕ rotates with a fluctuating angular velocity.
To obtain more insight into this nutation-like motion, we analyze in detail
one oscillation cycle in the trajectory, highlighted in Fig. 4.3c. The corre-
sponding experimental snapshots in Fig. 4.3e show excellent agreement with
this trajectory. Figure 4.3f plots the time evolution of α, nˆ ⋅ Hˆ, and the
in-plane angular velocity dϕ/dt. First, one sees that the angle between nˆ
and Hˆ stays close to pi/2. Since τ⃗m = −µwVNi∆χH2(nˆ × Hˆ)(nˆ ⋅ Hˆ), the nˆ ⋅ Hˆ
term determines the fluctuation in the magnetic torque. At point A (α = 0),
nˆ ⋅ Hˆ reaches a maximum, so the particle rotates and oscillates fastest at this
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point. Then, nˆ ⋅Hˆ decreases and reaches zero at point B. This can be seen in
the movie as a stagnant point when the particle displays maximum out-of-
plane tilting. After passing this stagnant point, nˆ ⋅ Hˆ increases in magnitude
but becomes negative. However, for a paramagnetic particle, the induced
magnetic moment can never be at an angle larger than pi/2 with the external
field. As a result, the director will move back towards the equator. On the
other hand, dϕ/dt always stays positive; there is no backward rotation, as
one observes in the asynchronous region of a rotating ferromagnetic particle
[111]. This pattern repeats from B to C and from C to D, completing one
oscillation cycle.
The equations of motion predict that the rotation speed around the pre-
cession axis increases with θ while the oscillation speed decreases. Physically,
a smaller θ implies that less torque is distributed along the z-axis and hence
leads to slower rotation. For example, Fig. 4.4a shows the predicted angular
trajectory of a particle for θ = 50○. To quantitatively confirm the equation of
motion, we extract the rotation and oscillation frequencies in the experiment
(Fig. 4.4b), which agree very well with the predicted values.
Another important prediction from the system of equations 4.3 is phase
freedom, which is at the heart of synchronization phenomena [154, 155]. This
phase freedom is inherited from the angular freedom of the particle in a static
field (Fig. 4.1c). Starting from random initial conditions, Janus particles
will relax to different instantaneous states (Fig. 4.4c). In contrast, rod-like
particles align all in parallel in a static external field and, in a precessing
field, have the same instantaneous α and ϕ. More rigorously, the phase-
space attractor [156] for the rod is a point whereas for the Janus particle
it is a circle (Fig. 4.4d). A limit circle has precisely the properties needed
for synchronization: it has zero Lyaponuv component [156] tangential to the
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Figure 4.4: Verification of the equation of motion and phase
freedom. (a) Time trace of tip of the Janus director generated by the
equations of motion at θ = 50○. Time is color-coded from 0 to 133 ms. The
black arrow indicates the direction of time flow. (b) Rotation (red) and
oscillation (blue) frequency vs θ with prediction from equations of motion
(dashed lines). (c) Optical microscope image of multiple particles in a
precessing field with θ = 50○ and precession axis perpendicular to the image.
The scale bar is 3 µm. (d) Phase portrait of free particles generated by
simulation. The large blue circle shows the limit cycle in α taken from the
trajectory of one particle. Small red circles correspond to the instantaneous
phase of 100 randomly picked particles. The y-axis has units of rad/s. Inset
shows a histogram of the distribution of instantaneous phases of all
particles on the limit cycle.
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limit cycle and negative Lyaponuv component in all other directions.
4.3 Conclusions
In this chapter, we have systematically studied the dynamic behavior of single
magnetic Janus sphere in a precessing magnetic field. By combining FEM
analysis and SQUID measurement, we extensively characterized the magnetic
anisotropy of the Janus spheres. The discoid magnetic symmetry leads to
two important consequences: the first one is the curious rotation-oscillation
dynamics of the Janus sphere, resembling the nutation of a gyroscope. In
future, it is interesting to further explore the correlation between particle
anisotropy and the resulting dynamics. The second consequence is the phase
freedom in their dynamics. In the next chapter, we explore the second aspect
of the motion to create novel self-assembly structures in which the constituent
building blocks are synchronized.
4.4 Materials and Methods
Particle Synthesis. Janus particles are created using directional deposition
of metal onto dry colloidal particles in vacuum. Typically, a 2% suspension
(20 µl) of 3 µm diameter silica particles (Tokuyama) is spread on a half
glass slide (1.0×1.5 inches2), pretreated with Piranha solution, and dried
to form a submonolayer. Next, a 18 or 21 nm nickel coating followed by
15-20 nm SiO2 is deposited vertically using electron-beam deposition, at
3×10−6 Torr and a deposition rate of ≈ 0.5A˚/s. A control glass slide without
particles is coated simultaneously and used to measure the apparent film
thickness by ellipsometry (J.A. Woollam VASE ellipsometer). The monolayer
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is washed thoroughly with deionized (DI) water and isopropyl alcohol, and
then sonicated in 15 ml DI water for 45 s to collect the particles. Further
sonication for 30 minutes is applied to break up any aggregates, ensuring
the production of discrete Janus spheres. In certain experiments, instead of
silica particles, we use 2.8 µm diameter paramagnetic polystyrene particles
(Dynabead, Invitrogen).
Characterization. To measure the magnetic hysteresis loop and under-
stand the magnetic response of a single Janus sphere, we prepare a dense
monolayer of particles on a silicon substrate (0.5×0.5 cm2). Measurement is
performed with a SQUID magnetometer (Quantum Design MPMS-XL). To
assess the contribution of curvature, we compare to the magnetic properties
of the same film, coated using the same deposition conditions onto a flat
silicon wafer with thermally grown SiO2 on top. This silicon-wafer chemistry
mimics the surface chemical makeup of silica particles.
Setup. In a home-built magnetic setup, a spatially homogeneous precess-
ing magnetic field is generated by three orthogonal pairs of solenoids (Science
Source #14835 with iron cores for solenoids in the table plane), and custom-
designed coils from Teachspin for the solenoid in the perpendicular direction).
Two pairs of solenoids receive a sinusoidal voltage from a function generator
(Agilent 33522A), amplified by power amplifiers (Kepco 100-4D), with pi/2
phase difference between the signals to produce the rotating component of
the precessing field. The third pair of solenoids is connected to a DC power
supply (HewlettPackard 6266B) to provide the static component of the pre-
cessing field. The static component can be the vertical pair of solenoids; in
that case, the precession axis is perpendicular to the image. It can also be
one of the solenoid pair in the table plane; the precession axis then lies in
the imaging plane. The field strength and frequency response are calibrated
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using a triaxial Gaussmeter (Alpha Lab, model VGM). The setup can gen-
erate up to 20 mT for the static field and 5 mT at up to 100 Hz for the
rotating field. The magnetic field at the center is homogeneous within 5%
across 1 cm, which greatly exceeds the maximum field of view of 170×128
µm2. The setup is equipped with a simple bright-field microscope with an
LED light source (Thorlabs MCWHL2), a 50× long-working-distance objec-
tive (Mitsutoyo, N.A.= 0.55), and a CMOS camera (Edmund Optics 5012M
GigE).
Single-particle tracking. A dilute suspension (≈ 102 mg/ml) of Janus
particles in DI water is introduced into the imaging chamber (Lab-Tek II
chambered cover glass). The particles sediment to the bottom, but negative
charges on the silica particles prevent adsorption to the chamber walls as well
as irreversible clustering of particles. A precessing magnetic field is applied
with the precession axis either perpendicular to or in the imaging plane; in
the latter case the particles roll on the substrate and translate accordingly,
which is used to concentrate them. By restricting the field of view to a small
area, we are able to capture high-speed movies of single-particle dynamics at
up to 600 frames per second (fps). The rotation and oscillation frequencies of
the particles are determined using home-written Matlab code [114]. The in-
plane angle ϕ of the Janus director, defined in Fig. 4.3(b), can be determined
unambiguously, but the out-of-plane angle α cannot be tracked accurately so
we infer it from the total intensity of each particle. However, the periodicity
of the variation in the integrated intensity allows us to precisely determine
the frequency of the oscillation in α. We observe no difference in the particle
dynamics between separate experiments in which the precession axis is either
perpendicular or parallel to the substrate, confirming that the chamber wall
has negligible effect on single-particle dynamics despite the rolling motion.
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Finite-element analysis of a single particle. Finite-element analysis
is performed using the COMSOL Multiphysics, AC/DC Module [102, 152]
to gain insight in the anisotropic magnetic property of a single particle. We
model the coating contour by subtraction of two spheres with a diameter of 3
µm and their centers shifted by the coating thickness (18 nm). The relative
permeability of nickel is taken as 110 [149]. The permeability of the rest of
the simulation cell is set to unity, given that both silica and water have a
negligible magnetic susceptibility. The entire volume (5×5×5 µm3) is meshed
by 1,967,274 tetrahedra. A uniform magnetic field of 5 mT is applied be-
tween two opposing faces of the box, with a magnetically insulating boundary
condition on the other four faces. After solving Maxwell’s equations for all
elements, we integrate the magnetic energy density over the system volume
to obtain the total system energy U . We place the Janus particle with its
director either parallel or perpendicular to the external field to study the
orientation dependence of U . We also calculate the magnetic energy stored
in the system without the particle (Uref), so that the magnetic energy due to
the introduction of the particle into the magnetic field is ∆U = U −Uref.
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Figure 4.5: COMSOL simulation result of single Janus sphere in a
static magnetic field. (a,b) Magnetic flux density distribution of a
hypothetical particle with homogeneous hemispherical 18 nm Ni coating in
a 5 mT magnetic field, in two orthogonal directions. The distribution is
similar to the case of the actual particle, after proper conversion (the
hypothetical coating has 4 times more magnetic materials) (c,d)
Streamlines of the magnetic flux corresponding to (a) and (b). For
comparison, enlarged view of the streamlines for the actual particle is
shown in (e) and (f). The main difference can be seen near the equator: For
the actual particle, the thickness tapers to zero and hence has legible
perturbation on the flux near the equator; this is more pronounced in the
nˆ ∥H configuration. As discussed in the text, this gives the extra
preference for the actual particle to align with the configuration nˆ ⊥H.
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CHAPTER 5
SYNCHRONIZED SELF-ASSEMBLY OF
MAGNETIC JANUS COLLOIDS
5.1 Background
Spontaneous synchronization among units with rhythmic motion has long
been a subject of nonlinear physics [157, 158]. In 1665, Huygens first ob-
served and described the spontaneous phase locking of two pendulums clocks
hanging from a common support [159]. Numerous other examples have since
been recognized, most commonly in natural settings, owing to the prevalent
periodic activities of biological entities [154]. Perhaps the most well-known
example involves the coordinated flashing of Asian fireflies [154]. On the
cellular scale, cells often produce periodic chemical signals that allow nearby
cells to coordinate their activities, such as pace-maker cells in the heart and
circadian system [160]. On submicron scales, cilia beat in a synchronized
fashion via hydrodynamic coupling to create directional flows for nutrient
transport and self-propulsion of the bacterium or cell [161, 162]. Humans
show similar patterns: after a short chaotic period, hand clapping by an
audience after a musical performance often becomes coordinated [163]. In
recent years, technological applications of synchronization have appeared.
This chapter is partially reproduced from Yan, J; Bloom, M.; Bae, S.C.; Luijten, E.;
Granick, S. Linking synchronization to self-assembly using magnetic Janus colloids Nature
2012, 491, 578-587.
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The classic example is the coupled Josephson superconductor junction, used
for example to generate THz radiation [164]. Femtosecond lasers have also
been tuned in sync to increase emitted light power density [165]. Even more
recently, appreciation has grown of how synchronization can manifest itself
in networks, for example of power plants, a phenomenon with obvious energy
relevance [166].
Self-assembly, in which building blocks interact and arrange themselves
into higher-order structures in a defined way, has been extensively studied in
the past twenty years, but those studies are centered in a different community,
primarily of chemists and material scientists [167, 168]. With a few notable
exceptions, efforts have focused on static or equilibrium structures. Little
attention has been paid to self-assembled systems driven out of equilibrium,
especially when the building blocks possess their own dynamics. Grzybowski
et al. [53] reported pioneering work on magnetized, millimeter-sized disks
floating at an interface, driven by a rotating magnetic field. More recently,
Snezhko and Aronson studied nickel particles with a diameter on the order of
100 µm that were driven vertically by an oscillating field to excite waves at the
liquidair or liquidliquid interface; beautiful, unanticipated nonequilibrium
structures resulted [169–171]. For smaller colloidal particles, Klapp et al.
used computer simulation to study the layering transition of ferromagnetic
colloids driven by a rotating field [112, 113]. All of the above systems were
designed such that the constituent particles in the self-assembled structure
exactly followed the time evolution of the field. However, freedom in the
dynamics of individual constituents is precisely the freedom one needs to
impart to a system the capacity to synchronize.
Here, to tie these two disparate concepts together, we present a colloidal
system in which synchronization and self-assembly are intertwined. The
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building blocks we use are magnetic Janus particles. Popularized as a con-
cept by de Gennes in his Nobel lecture [14], Janus particles (particles with
two faces of different properties) have recently experienced a surge in atten-
tion, due to their relevance as a model system for molecular organization
[18, 29, 172] and potential applications such as bio-sensors [173], display
technology [39], catalysis [36], and emulsions [174]. A special type of Janus
particle is the magnetic Janus particle, which can be easily and remotely
controlled by a magnetic field. There exist two ways to introduce magnetic
properties into a Janus particle. One is to incorporate magnetic nanoparticles
into a hemisphere [6, 39]; this method is only applicable to large (≈ 100 µm)
particles amenable to microfluidic flow synthesis. The other is to direction-
ally deposit a magnetic film onto a homogeneous sphere [49, 102, 175]. This
can produce magnetic Janus particles as small as hundreds of nanometers in
diameter [175]. The latter method yields much higher geometric homogene-
ity and a tunable Janus balance (the ratio between the two disparate sides)
[18, 176, 177]. Hence, we adopt this method in the present study.
In this chapter we report the full analysis on an interesting system that
intimately link the concept of synchronization with self-assembly, using mag-
netic Janus particles. The discoid magnetic symmetry of magnetic Janus
spheres allows them to adjust their phases when coupled to each other, a
phenomenon at the heart of synchronization. We explain how, in the pre-
cessing field, particles self-assemble into microscale tubular structures. We
further explain how an emergent, higher level of synchronization, namely
between the self-assembled structure and its constituent particles, governs
the stability of the microtube. We connect these emergent structures to the
classical Adler equation of synchronization [178].
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5.2 Result
5.2.1 Synchronization between two particles
In the previous chapter, we analysis in detail the nutation-like dynamics of
single Janus sphere in a precessing field. We now proceed to analyze the
synchronization of two Janus magnetic particles, comparing this to classical
Figure 5.1: Synchronization between two Janus particles in a
precessing field. Images of two approaching particles at θ = 25○
(precession axis is vertical) at successive times. Initially approximately
in-phase, the directors end in antiphase (scale bar 2 µm). (b-c) Simulations
of two particles approaching synchronization at the same condition, for a
randomly picked initial phase difference of 140○. (b) shows long time scale
dynamics approaching synchronization. Top: trajectory of enter-center
separation r and the phase difference ∆ϕ. Bottom: trajectory of z-direction
torque τ ′z on the top particle (blue particle in the inset in (b)) generated by
the bottom particle (magenta particle). (c) shows short time scale
dynamics after synchronization. Top: trajectories of angle α for the two
particles. The inset shows an illustrated snapshot at the time indicated by
dashed line. The color of the trajectory corresponds to the color of the
particle. Bottom: trajectory of τ ′z on the top particle generated by the
bottom particle.
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synchronization theory, for which it is known that sufficiently strong coupling
between two self-sustaining oscillators will lock them into a synchronized
state with well-defined phase difference [158]. In classical synchronization,
the coupling coefficient is treated as a constant [157]. However, the coupling
between two Janus particles, which arises from the spatially decaying and
anisotropic magnetic dipolar interaction, depends on the arrangement of the
two particles and hence also evolves in time. In turn, the interaction between
two particles also depends on the phase difference in their dynamics. Hence,
self-assembly and synchronization are intertwined in this system. Experi-
mental images in Fig. 5.1a shows two particles initially attract and approach
each other, and then gradually enter an antiphase steady state in both α and
ϕ. We observe this synchronization regardless of the initial state. Once syn-
chronized, the particles rotation slows slightly, while their geometric centers
start to rotate around a common central axis.
To shed light on the underlying physics, we analyze in detail the forces
and torques involved during the synchronization between two particles, in
simulation. Figures 5.1b shows how two particles synchronize with each
other starting from a separation 3.5D and a randomly chosen phase differ-
ence of 140○, with exactly the same external parameter in experiments (Fig.
5.1a). First, the two particles experience an attractive force that pushes
them together, as observed in the first 0.7 s (Fig 5.1b, top). The final sepa-
ration is determined by the balance between the magnetic attraction and the
short-range repulsion employed in the simulation. In experiment, the final
interparticle separation is determined by the balance between the magnetic
attraction and electrostatic repulsion. We track this distance to be ≈ 200
nm, consistent with the experimentally measured Debye length of ≈ 250 nm.
During the first 0.7 s, single-particle dynamics are only weakly affected by
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the mutual approach of the two particles.
Once the two particles have approached closely (separation ≈ D), they
start to synchronize. The dipole moment of each particle generates an addi-
tional magnetic field that acts on the other particle’s dipole, which generates
a torque that acts against that created by the precessing external field and
slows down the rotation of the particles. The additional torque is always neg-
ative and significant only when particles are in close proximity (Figs. 5.1b-c,
bottom panels). The additional field also modifies the moments of the other
particle, but this effect is of secondary importance as verified in simulation
by turning off the self-consistent calculation of the magnetic moment.
Figure 5.1c shows the relevant quantities after the system has reached a
synchronized state. The top panel shows the perfect antiphase locking in
the oscillation angle α. Particles are not linearly aligned along the preces-
sion axis due to the off-center placement of the dipole moments [116, 133]
(Fig. 5.1c, inset); such an arrangement minimizes the separation between
the dipoles and maximizes their mutual magnetic attraction. The dynamic
coupling between the particles is maximized as well, causing the antiphase
lock. In experiment we sometimes observe a metastable state in which the
two particles are temporarily move in phase, but eventually such states evolve
into the antiphase arrangement.
In these experiments, we use particles with the same inherent rotation
frequency, but even in this simple case the decrease in rotation speed upon
pairing shows that more than mere phase synchronization takes place. We
also tested particles with different inherent frequencies, achieved by variation
of the coating thickness; in this case, the particles are still able to phase
synchronize by adjusting their frequencies.
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5.2.2 Synchronization and self-assembly of many particles -
An overview
We identify three different regimes for the self-assembled structures and their
dynamics (Fig. 5.2a), as a function of precession angle θ:
Region I: Tubes. Figure 5.2b shows representative examples of the synchro-
nized micron-scale tubular structures, along with their schematic drawings.
Statically, these structures resemble the arrangement of homogeneous spheres
close-packed within a cylinder of comparable diameter, a classic problem first
Figure 5.2: Synchronized self-assembly of microtubular structures.
(a) Phase diagram for 18 nm nickel-coated particles in a precessing
magnetic field. Black lines representing the phase boundary are guides to
the eye. Region I (blue squares) corresponds to various tubular structures.
Region II (red crosses) correspond to discrete zig-zag chains parallel to the
precessing axis. Region III (green circles) corresponds to hexagonal sheets
perpendicular to the precessing axis. (b) Microtubular structures in region
I. Shown from top to bottom are (330), (440), and (550) structures along
with their schematic representations (both side view and top view), in a
precession field of 5 mT, 20 Hz, θ = 25○. The same field strength and
frequency are used for (c-e). The precession axis is horizontal in the image.
(c) Discrete zig-zag chains in Region II. θ = 30○. (d,e) Hexagonal sheets
perpendicular to the precession axis in Region III. θ = 70○. The precession
axis is perpendicular to the image in (d) and vertical in the image plane in
(e). All scale bars are 3 µm.
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studied by Erickson [179]. However, unlike the chiral helices observed in am-
phiphilic self-assembly [17] or magnetic assembly directed by steric hindrance
[103], these microtubes are achiral and can be interpreted as staggered stacks
of regular polygons with k edges. We follow the naming convention suggested
by Erickson [179], i.e., the structures in Fig. 5.2b are (330), (440), and (550),
respectively. Their formation follows a nucleation-and-growth scheme. Ini-
tially, zig-zag chains approach and wrap around one another randomly, then
short ordered (kk0) strands nucleate and finally nuclei propagate to zip up a
corresponding structure. Once formed, these structures roll on the substrate.
Although static tubular packings have long been known [179] and real-
ized recently [180], here the spheres remain in continual motion, exhibiting
nutation-like dynamics even within the aggregate. Moreover, they synchro-
nize: e.g., Fig. 5.5a shows three particles within a triangular cross section
of the (330) structure, locked into a 120○ phase shift. More interestingly,
the whole tube rotates and rolls on the bottom of the sample cell, with the
same angular speed as their constituent particles, such that the constituent
particles always point their nickel-coated sides inward. This synchroniza-
tion (tidal locking) between the self-assembled structure and its constituent
particles, is discussed in detail below.
Region II: Zig-zag chains. At higher θ, microtubes dissociate into dis-
crete chains (Fig. 5.2c). The zig-zag angle of the discrete chains increases
monotonically with θ until it reaches a limiting value of 180○.
Region III: Rotating hexagonal crystals. At even higher θ (≈ 55○), we
observe 2D hexagonal crystals oriented perpendicular to the precession axis
(Fig. 5.2d). Multiple hexagonal layers repel each other; see Fig. 5.2e, where
the precession axis is oriented vertically in the image plane and the hexagonal
layers (appearing as dark lines in the side view) are separated by roughly
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equal distances. The phase ordering within each such rotating crystal, a
dynamic analog of the rotator phase observed in various condensed matter
system [181] might be of interest for further studies.
To compare, isotropic paramagnetic particles in a precessing magnetic field
are known to experience a time-averaged interaction [55, 143] that changes
sign at the magic angle θ = 54.7○. The effective pair potential between
particles becomes repulsive along the precession axis and attractive in the
perpendicular direction above the magic angle. This is analogous to the
transition from region II to region III, except that in the present system the
particle interactions depend on the instantaneous orientation of the particles
and thus cannot be time averaged. Consequently, the transition from region
II to region III is frequency-dependent. For isotropic particles there appears
to be no analogue of the transition from region I to region II, which arises not
merely because of a change in relative energy, but also signals a transition
in the dynamics of the structure. This transition is the main focus of this
study.
5.2.3 Tidal Locking: synchronized microtubes
Energy considerations. Before we study in detail the stability of the
microtubes, it might seem natural to analyze the dependence on particle vol-
ume fraction, but experimentally this would not be feasible to do strictly.
The local volume fraction, i.e. in the region where the self-assembly takes
place, cannot be precisely controlled in our experiment, because particles
and microtubes are rolling unidirectionally on the substrate and therefore
accumulate on one side of the cell while being depleted on the other side.
We circumvent the issue experimentally by imaging the middle of the sam-
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ple chamber, covering a broad range of concentrations at which individual
tubes exist with minimum mutual interference; accordingly, the precise local
volume fraction does not affect the analysis of single tube stability.
To start with, we consider the stability of the tubular structure in a static
magnetic field, taking (330) structure as an example. The orientation depen-
dence of dipolar interaction dictates that each two nearest neighbors in the
same cross-sectional plane repel, while particles in different planes attract.
Detailed calculation shows that the latter greatly outweigh the former (Table
5.1) because there are more of them. This is general for all (kk0) structures
that we observe. For isotropic dipolar spheres, the body-centered-tetragonal
structure is the ground state [182]. In contrast, the asymmetry of magnetic
Janus particles favors instead tubular structures self-limited in the x−y plane.
This is because their magnetic materials are more concentrated in the inner
region of the tube, lowering the magnetic energy.
Kinetically trapped intermediates are often observed for isotropic dipolar
particles, specifically hexagonal sheets with surface normal perpendicular
to the external field [182]. We also observe such sheet structures when we
apply a static field; these structures persist up to θ = 15○, and do not relax
Table 5.1: Energy calculation for various (kk0) structures. Energies
were inferred from simulation for finite length structures of variable length
and extrapolated to infinite length. Energies are normalized by that of a
free particle under the same conditions.
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to more stable tubular structures on experimental time scales. Therefore,
one function of having precessing fields is to introduce perturbations to the
system by imbuing particles with inherent dynamics. This assists the system
to jump out of local energy minima in the direction of more global energy
minima.
Stability in precessing fields - tidal locking. The magnetic energy
of the microtubes becomes less relevant, however, when the microtubes are
subjected to a precessing field. A simple dynamic criterion, namely tidal
Figure 5.3: Origin of the tube rotation. (a) Schematic representation of
top view of a (330) microtube in a precessing field. Particles do not
perfectly face the center but deviate by an angle ψ. Arrows indicate the
rotation of the tube and a constituent sphere. (b-d) Calculation of the
magnetic energy for various microtubes. (b) In a static (θ = 0○) magnetic
field of 5 mT along the z axis, E (black, in unit of kBT ) and dE/dψ (blue,
in unit of kBT/rad) are plotted versus ψ for (330) structure. (c) In a static
magnetic field of 5 mT along z axis, dE/dψ is plotted versus ψ for different
(kk0) structures. (330), black; (440), red; and (550), blue. The same color
coding applies to (d). (d) Coupling parameter ε (in unit of kBT/rad)
plotted against θ for different structures.
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locking between the self-assembled structure and its constituent particles,
takes over in determining structural stability (Fig. 5.3a). In a precessing
field, particles adopt an average rotation frequency ω. The value of ωfree for
a free particle is precisely predicted by equation set 4.3 and also tracked from
experiment 4.2.2. Meanwhile, we observe both in experiment and simulation
that entire tubular structures also rotate, with a frequency Ω. We refer to
the state ω = Ω as tidally locked: the particles always face their magnetic
side inward, like the earth-moon system. .
Origin of tube rotation. Why do the microtubes rotate in the first
place? Computer simulation reveals that the constituent particles do not
point their directors exactly towards the center of the tube but deviate by an
angle ψ on average, in the reference frame of the tube (Fig. 5.3a). Below we
show how ψ gives rise to the tube rotation and subsequent tidal locking. We
assume this angle to be identical for all particles inside one tubular structure,
as verified by explicit simulation; we also consider the out-of-plane oscillation
in α and fluctuations of particles rotation velocity, as well as any positional
fluctuations, to be second-order effects.
We first calculate the energy E of a (kk0) structure as a function of ψ
(Fig. 5.3b). The ground state of the tubular structure corresponds to a
configuration with ψ = 0, which is the state the system assumes in a static
field. Deviation from this configuration raises the energy, as characterized by
dE/dψ. Physically, a constituent particle in the reference frame of the tube
experiences a torque τp = dE/dψ that tends to drives the particle back to the
state ψ = 0. Thus, a countertorque on the tube (normalized by the number of
particles in the tube) τtube = dE/dψ arises. This torque provides the driving
force for rotation of the entire structure. By numerical calculation of dE/dψ,
we found the torque to depend sinusoidally on ψ, namely dE/dψ = ε sinψ,
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with the coefficient ε quantifying the rigidity of the structure in response
to this distortion and the maximum torque the tube can deploy with this
mechanism. Figures 5.3c and 5.3d summarize the ε for various structures for
various θ. Notice that ε depends strongly on the type of structure.
Derivation of the Adler equation. Despite the apparent complexity,
the stability of the self-assembled rotating microtube can be understood by
an equation whose mathematical form is the Adler equation, which is widely
used to describe synchronization between self-sustained oscillators as well
as the entrainment of such units by external periodic signals [178]. Below
we derive the Adler equation in this system, by making certain simplifying
assumptions.
For a phase-locked system, dψ/dt = 0 and by definition, dψ/dt = ω − Ω.
Hence, we first consider Ω and ω. Treating the whole structure as a rotating
entity with an effective rotation frictional coefficient ζtube, we balance the
magnetic torque on the tube with the viscous drag of the entire structure,
and find Ω = ε sinψ/ζtube. While the magnitude of ζtube is difficult to calcu-
late in a full hydrodynamic analysis, we can approximate it as coming from
the translational drag of a sphere rotating at an angular speed Ω around
the center of the microtube of a radius Rtube. This simplification leads to
ζtube = 6piηRR2tube. We find ζtube/ζr = 1.45, 2.18, and 3.20 for k = 3, 4, 5,
respectively, by calculating Rtube as the distance between the tube center and
the center of a constituent sphere.
Next, we derive ω. In addition to τp derived from considering interparticle
interactions, the external field also applies a magnetic torque to each con-
stituent particle. We approximate this torque as ζrωfree, which is the torque
needed to balance viscous drag if the particle were a free particle rotating
with the averaged angular velocity ωfree predicted by the single-particle equa-
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tions of motion, at the specified θ. One can understand ωfree as the inherent
frequency of the particle, before it is coupled to the microtube. Thus, the
total magnetic torque τmag on a constituent particle is τmag = ζrωfree − ε sinψ.
Balancing τmag with viscous drag ζrω, we obtain the particles angular veloc-
ity ω = ωfree−ε sinψ/ζr. Notice that the second term slows the single-particle
rotation for ψ < pi/2. The equation for dψ/dt follows:
dψ
dt
= ω −Ω = ωfree − ε(ζ−1r + ζ−1tube) sinψ (5.1)
This has the same form as the Adler equation. Hence, the known implications
of the Adler equation1 can be applied to the current system.
Solution of the Adler equation. For ωfree < ωc-free = ε(ζ−1r + ζ−1tube),
equation 5.1 has a steady-state solution, in which ψ = arcsin[ωfree/ε(ζ−1r +
ζ−1tube)] and dψ/dt = 0. The rotation speed of the tube and its constituent
particles are the same, and Ω = ω = ωfree/(ζtube/ζr + 1); this is a dynamically
stable state. For ωfree > ωc-free, there is no steady state solution for ψ; this will
be shown as a sharp transition at ωc-free. Because ωfree depends monotonically
on θ as we show by numerical solution of equation set 4.3, this same transition
is also controlled by θ, an external parameter that is easily controllable in
both experiment and simulation.
To prove the validity of equation 5.1, we plot both sinψ and the ratio
ωfree/ω versus ωfree in simulation (Fig. 5.4a). The small discontinuity around
5 rad/s is due to end effects and does not affect the global stability of the
structure. In both regions separated by this discontinuity, sinψ is linear
with ωfree as predicted by equation 5.1. Another prediction from equation
5.1 is that in the synchronized state, the ratio ωfree/ω equals (ζtube/ζr + 1),
a constant independent of ε and ω. Indeed, this is what we observe (Fig.
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5.4a). In these respects, the Adler analysis does describe the system well to
a first approximation.
The physical picture behind this is that although one may think of the
rotating constituent particles as driving the whole tubes rotation, the rela-
tionship is mutual; this can be seen in the symmetric contribution of friction
coefficient in equation 5.1, as well as in the slowing down of the particles
once they are incorporated into a tube. In fact, other systems give rise to
similar mathematical relationships: a single ferromagnetic particle driven by
a rotating external field, studied experimentally [49] and in simulation [112],
Figure 5.4: Validation of the Adler equation. (a) Both sinψ and
ωfree/ω are plotted versus ωfree for (330) structure with 21 nm Ni coating,
obtained from simulation. (b,c) The frequency ω is plotted versus θ in the
synchronized region for various tubular structures in simulation (b) and in
experiment (c). From top to bottom: free single particle (black square),
(330) (red circle), (440) (magenta upward-pointing triangle), and (550)
(blue downward-pointing triangle). Experimentally the microtubes are
stable up to higher θ and hence up to larger ω. (d) ψ plotted against θ in
simulated (330) tube.
81
also displays sinusoidal dependence of torque, so the final equation is sim-
ilar. A critical frequency also divides the solution space into synchronous
and asynchronous regions. However, in that system the equation describes
behavior of a single particle and the driving frequency is a fixed external
quantity.
Synchronization-induced structural transition. Above ωc-free (or θc),
Figure 5.5: Synchronization-induced structural transitions. (a)
Illustration of phase locking of the oscillation angle α for cross-sectional
particles in a (330) microtube (inset), simulated at θ = 18○. (b) Order
parameter S and difference ∆ω (rad/s) in rotation frequency between
constituent particle and microtube, plotted versus θ for simulated (330)
microtube (inset). Particle directors deviate from center-pointing by angle
ψ. Arrows indicate rotation of tube and individual sphere. (c) Time
evolution of ψ (black) and energy E (blue, in kBT ) during disassembly of
an unstable (330) microtube at θ = 30○. Shaded regions highlight phase slip.
Snapshots along axis are shown at times indicated by dots.
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no steady state solution exists for ψ; a tubular assembly cannot track its
constituent particles. In that case, the time trajectory of ψ displays peri-
odic phase slips [161] (shaded region in Fig. 5.5c), which occur when the
constituent particles face outwards away from the tube axis. Figure 5.3b
shows that dE/dψ and the torque experienced by the microtube starts to de-
crease once ψ > pi/2, and even changes sign at pi. Thus, when the constituent
particles face outward, the whole structure slows and starts to rotate back-
ward slightly. Meanwhile, the particles rotate faster temporarily, according
to ω = ωfree − ε sinψ/ζr. The faster rotation of single particles and reverse
rotation of the entire structure eventually give rise to the phase slip events.
The outward-facing configurations during phase slips have high energy (Fig.
5.5c) because dipole moments of the particles are farther apart and align less
favorably. Therefore, the unsynchronized microtube disassembles quickly
into loose aggregates of zig-zag chains; this disassembly manifests itself as a
rapid decrease of tubular order parameter S (See Appendix for definition).
Experimentally, these loose aggregates dissociate quickly into discrete zig-
zag chains (Region II). Hence, the phase boundary between regions I and
II, a structure transition, is in fact governed by a dynamic synchronization-
desynchronization transition. To further confirm the intimate relationship
between the disassembly and desynchronization, Fig. 5.5b show that the
sharp increase in ∆ω is coupled to and the structural transition, reflected
by the sharp decrease of S. This process explains the boundary between
Regions I and II of Fig. 5.2a.
Structural selection. This dynamics-induced transition offers interest-
ing possibilities for structural selection (Fig. 5.6) that would not be possible
with conventional static energy minimization. The large energy barriers be-
tween different (kk0) tubes preclude thermal equilibration; hence both in
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static fields and at low θ a broad distribution of k is observed. However, at
higher θ, synchronization criteria set in. One can select between different
(kk0) structures because they become unstable at different θc. For example,
with increasing θ in Fig. 5.6c one sees fewer (550) microtubes and none above
θc (≈ 25○ for this structure). The abundance of medium-diameter structures
such as (330) thus first increases at the expense of thicker structures and
dominates at some angles. This agrees qualitatively with the trend seen in
simulation (Fig. 5.7), which shows increasing θc with increasing k. The se-
lection operates mainly through the parameters ε and ζtube. From Figs. 5.3c
and 5.3d one sees that the larger the (kk0) (the thicker the microtube), it
is characterized by a lower value of ε. Another contribution comes from the
larger rotational frictional drag ζtube experienced by larger k structures, since
Figure 5.6: Structural selection by θ. Experimentally determined
distributions of microtube structures are plotted against θ, showing all
(kk0) structures that we observed at a given θ. The (220) and (660)
structures contribute less than 15% under all conditions tested. Many
higher-k structures coexist below 20○, but their visual identification is
difficult.
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in the synchronous region, Ω = ω = ωfree/(ζtube/ζr + 1). Hence structures with
larger k will rotate more slowly. Figure 5.4b confirms this in simulation. The
ratios ζtube/ζr were found to be 1.88, 2.64, and 3.47, for (330), (440), and
(550), respectively, close to the value predicted from simple analysis in the
previous section. Figure 5.4c confirms this trend in the experimentally trace-
able region, although quantitative difference exists due to following reasons.
Limitations of the Adler equation analysis. Having discussed why
the Adler equation is believed to captures the essence of synchronization in
this system and how this depends on precession angle, we now turn to certain
Figure 5.7: Limits of stability of various microtubes, obtained by
simulating particles with 21 nm nickel coatings. The order
parameter S and the frequency difference ∆ω (units of rad/s) are plotted
against θ for different microtubes. Before reaching the instability transition,
the small negative trends reflect end effects; a visual check confirms that
the main structures are phase-locked and stable. Above θc the plots are
noisy, because the microtubes have lost synchronization and have
disassembled into loose aggregates whose overall rotation speeds are
ill-defined. The simulated critical values of θc, 23○, 20○ and 16○ for (330),
(440) and (550) structures, respectively, agree in trend with experimental
observations but are slightly lower quantitatively, probably due to the point
dipole simplification or omission of hydrodynamic interactions.
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discrepancies of this equation with simulation and experiment.
First, ε is in fact not constant: it depends on θ or ωfree, as shown in
Fig. 5.3c, and implies that structures become looser as θ increases. At a
certain point a structural transition must occur for purely energetic reasons:
when ε crosses zero, any small deviation will lead to spontaneous dissociation
of the tube. In simulations, we explored the consequences by artificially
suppressing the nutation-dynamics of the single particle (i.e. removing the
torque term), and confirmed that this hypothetical pure-structural transition
occurs at much higher θ than occurs in experiment and normal simulation.
Hence it is not practically relevant.
The second point concerns the exact criteria of the synchronization transi-
tion. The actual structures in experiments might not be able to sustain the
large ψ predicted by the Adler criterion, which defines mathematically a crit-
ical ωc-free by assuming that the maximum value of sinψ is unity. As shown
in Fig. 5.4d, we found in simulation that usually the (330) structure starts
to dissociate earlier when ψ exceeds ≈ 30○. This corresponds to a state in
which each particle points to its nearest neighbor in the same cross-sectional
plane instead of the tube center. We suspect that at this point our simple
Figure 5.8: Fluctuation inside the microtubes. Time trajectory of and
in a stable (330) structure at θ = 18○.
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assumption of E ∝ sinψ breaks down. Assuming this different value of ψc
and our calculated value of ε, the Adler equation predicts θc = 24○, very close
to the observed transition.
Third, hydrodynamics may play a role in experiment, but its consequences
were not considered in deriving our current form of the Adler equation, and
have not been included in our simulations of tube rotation. In the labora-
tory, rotation of a particle creates a hydrodynamic shear flow which exerts
a force on neighboring particles, and this force contributes to the torque on
the whole tube. However, our estimates of the present system show hydrody-
namic interaction to be a secondary effect, too weak to cause synchronization
between the tube and constituent particles unless the separation is unreal-
istically small (≈ 2 nm). Specifically, consider two spheres of diameter D
with surface separation h that rotate with rotational frequency ω around
their respective centers, while simultaneously rotating as a pair with rota-
tional frequency Ω around the center of their common axis. In the absence
of magnetic coupling between the spheres, the drag force on each sphere
must be balanced by a lateral force on the same sphere generated by the
hydrodynamic coupling [117],
−0.2 ln(h/D)ζrω/D = 1.5piηDΩ(h +D) (5.2)
The experimentally observed separation h = 200 nm yields Ω/ω ≈ 0.36. This
is less than what is required for synchronization, Ω/ω = 1. Another impor-
tant feature of the hydrodynamic contribution that is inconsistent with our
observation is its independence of ω, and hence of θ. Hence, we conclude that
hydrodynamic shear is not the main cause of the synchronization. However,
the exclusion of hydrodynamics in simulation might explain why simulation
87
predicts a critical θc lower than observed experimentally. Explicit inclusion
of hydrodynamics might give result closer to experiment, but would be very
computationally costly to do. Hydrodynamic contributions could also be in-
cluded in the Adler equation as a simple additive term in principle; this is
however beyond the scope of the current study.
Fourth, both simulation and experiment show disassembly and desynchro-
nization to always start from the end of a microtube with finite length. This
reflects the fact that due to fewer nearest neighbors, end particles have the
highest energy and consequently the least driving force to rotate around the
tube axis. These considerations explain why (kk0) tube always taper towards
its ends, ending with a short zig-zag chain.
Finally, we have assumed that in the reference frame of the tube, each
constituent particle is stationary. In reality, ψ fluctuates and particles os-
cillate according to the single particle dynamics described in the previous
chapter. Figure 5.8 shows that fluctuation of ψ is coupled with single par-
ticle dynamics (represented here by the out-of-plane angle α). Physically, a
single particle fluctuates in its angular speed as predicted by the system of
equations, but the whole tube rotates at a more constant speed, causing ψ
to fluctuate. Overall, ψ fluctuates about 10% around its averaged value.
In addition to limitations attributable to these theoretical simplifications,
the stability analysis of the Adler equation has an inherent practical limita-
tion: it can only predict the θc above which certain microtubular structures
are unstable. This suggests that multiple types of structures can coexist.
This is indeed what we observed experimentally (Fig. 5.6). To understand
this distribution, we have simulated structure formation from randomly cho-
sen initial conditions for a set of Janus particles mimicking the experimental
conditions. However, the tubular structures observed in simulation are sig-
88
nificantly less than those observed in experiments; at low θ, sheet structures
with their surface normals perpendicular to the precession axis prevail. In the
assembly of dipolar spheres, this structure is seen ubiquitously as a kinetic
intermediate [100, 182]. Reasoning by analogy, we speculate that, for low θ,
perturbation introduced by single particle dynamics might not be vigorous
enough to move the system out of this local minimum. Experimentally, such
sheets are also observed at low θ (≤ 15○), but they transform into tubes read-
ily at moderate θ. We suspect that the rolling of structures on the substrate
mechanically destabilizes such sheets to a certain extent. At the same time,
the abundance of zig-zag chains is also higher than observed experimentally.
This might be again related to the rolling of structures on the substrate. As
we have shown, thinner structures, of which the zig-zag chain is the extreme,
rotate most rapidly and translate most quickly on the bottom of our sam-
ple cell, effectively promoting the mixing of different structures and giving
zig-zag chains more opportunity to come closer and reach a tubular configu-
ration. Experimentally, we often observed insertion of a zig-zag chain into a
(kk0) structure to form a thicker ((k + 1)(k + 1)0) structure. In contrast, in
simulation, once settled into separate linear structures, chains and thin tubes
remain repulsive and separated; they do not fuse to form thicker structures.
In future experiments, it may be desirable to produce a density-matched sys-
tem such that the tubular assembly could be studied without the interference
from substrate; so far we have not found a system fulfilling this requirement.
5.2.4 Paramagnetic particles with Janus magnetic coating
A limitation of the above experiments is that one sole type of tubular packing
was observed, namely the (kk0) family. There are many more possibilities
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[179, 180], most prominently the chiral structures (mnk) with distinct m, n,
k and achiral families such as (kk2k). Our simulations that began with ran-
domly initial condition did produce chiral structures in addition to the (kk0)
family. This discrepancy appears to arise from the point dipole assumption
made in our simulations; actual Janus particles possess a continuous distri-
bution of the magnetic material on the curved surface (Fig. 4.1a). Inclusion
of multipole moments [183] might yield a more faithful representation of the
magnetic Janus particle, but would require additional parameters that can-
not be determined experimentally. An alternative approach is to perform
finite element analysis on a full assembly structure of Janus particles [102].
However, such a full finite-element analysis is computationally prohibitive for
Figure 5.9: Zoology of microtubular structure obtained with
paramagentic particles. Representative structures formed by 2.8 µm
paramagnetic particles coated with 18 nm nickel in a precessing field of 3
mT, 20 Hz, θ = 20○, along with the schematics of their side view and top
view. Lower field strength is used to avoid aggregation due to larger
susceptibility of the particles. (a) A right-handed (123) structure. (b) A
left-handed (123) structure. (c) (134) structure. (d) (224) structure. All
scale bars are 3 µm.
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dynamic structures.
Therefore, we inverted the question and sought to synthesize particles with
properties closer to the point dipole model we simulated. By depositing the
same magnetic (nickel) films onto paramagnetic colloids, we could obtain
the entire variety of tubular structures, including chiral. For such particles,
we estimate that the magnetic contribution from the bulk bead is about
three times that from the nickel coating, using an isotropic susceptibility
of 0.17 for the 2.8 µm Dynabeads [46]. Thus, the nickel film now serves
as a perturbation to the dominant magnetic property, not as the dominant
contributor, so that the shifted-dipole model is more pertinent. Meanwhile,
the nutation-like single particle dynamics are qualitatively the same as the
original system, because the discoid symmetry is preserved.
Figure 5.9 shows representative structures that we observed: note the pres-
ence of chiral helices such as the (123) Boerdijk-Coxeter helix [17] and the
(134) helix. Optical absorption from the constituent spheres renders these
structures hard to recognize, but periodic pattern on rims of the tubes enable
us to identify the pitch and structure type. For each type of chiral structure,
both chiralities are observed without preference. Such chiral structures, when
rotating, visually give rise to a traveling wave, with opposite directions for the
opposite chiralities. In addition to (kk0) structures observed for magnetic-
coated silica spheres, achiral structures such as (224) can also be found in
this system. These results demonstrate the potential to generate a greater
number of possible structures, though accompanied by greater difficulty to
select specific ones.
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5.3 Discussion and Conclusion
This study demonstrates, with microtubular structures of magnetic Janus
particles, how synchronization can be linked with self-assembly to produce
the selective formation of dynamic structures. Such microtubular structures,
with their hollow channels and the ability to translate from spot to spot
under the direction of magnetic fields, carry potential in applications such
as selective uptake and transport of cargos at the microscale. We have suc-
cessfully incorporated magnetic nanoparticles within such microtubes and,
in principle, it should be possible to incorporate more general types of cargo.
The control over tubular size might be deployed to select cargo particles of
different sizes. Another potential application builds on the ready assembly
and disassembly of these rotating structures: this quality may make them
suitable as active valves and pumps in microfluidic device for fluid control.
A third potential application may be to use them as active sorting matrices.
For example, when passing through arrays of such tubes, analytes such as
DNA or other large biomolecules [184] might encounter a complicated yet
well-defined micro-enviroment, both inside and outside the tube. Finally,
these microstructures might be used in the aggregated form as structural
materials, wherein the ready switching between different anisotropic struc-
tures provides a way to change mechanical properties in different directions.
The core concept is synchronized self-assembly. We recapitulate the three
key ingredients in the design of such systems. First, the basic units must
possess a rhythmic motion with phase freedom. Second, there should be ad-
equate interaction between the particles that drives both the synchronization
of their dynamics and the formation of higher-order structure. Finally, the
self-assembled structures should change properties according to their dynam-
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ical state. Among the three criteria, the first is the most difficult to design,
since colloidal particles usually have only passive Brownian motion. We now
suggest several possible avenues to fulfill the first criterion.
While it may seem self-evident that one should use a time-varying exter-
nal field (electric, magnetic, etc.), it is not so simple because commonly the
resulting particle dynamics are completed slaved to the external field. To
achieve phase freedom, one may take two paths. One is to design a proper
symmetry for the particles, as we have demonstrated in this study. As the
synthesis of colloidal particles with different shapes and patches advances
rapidly [4], this could continue to be very fruitful when one employs particles
of more complex shape. For example, we notice that, in the first demonstra-
tion of lock and key colloids [130], the lock particles with one buckle point
in any direction perpendicular to the electric field when subjected to exter-
nal electric fields, analogously to our Janus spheres in static magnetic fields.
Particles with higher symmetry, such as cubic [94] or dodecahedral particles
[92, 93], present interesting cases where the preferential orientation resides
on certain axes. For such particles, the allowed phases might be quantized.
More generally, trivial slaving can be avoided by working in the parameter
space of asynchronous driven dynamics. In any colloidal system with viscous
damping, if the driving frequency is too high or the driving field strength is
too small, the particle cannot follow the external field. In this region, the
phase of the particle is not locked with the external field and the challenge
becomes: how to use interparticle interactions to synchronize their dynamics?
If this could be realized, it should present a general region in which one could
explore synchronized self-assembly in magnetically, electrically, chemically or
hydrodynamically driven systems.
It is our hope that such synchronized self-assembly systems may arouse in-
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terest from both the perspectives of self-assembly and synchronization. Apart
from the possibility for better control of self-assembled structure, many inter-
esting questions related to synchronization phenomena arise in such systems.
Here, we used identical particles that have the same inherent frequencies.
What happens if their preferred frequencies are different? In classic synchro-
nization theory, only within certain inherent frequency differences can the
units synchronize, resulting in the Arnold tongue figure [156]. Preliminary
results from mixing two types of particle show signs of this transition. The
tidal locking we observed corresponds to the simplest case of 1:1 frequency
locking. Are there other regions with n:m phase locking? A celestial ana-
logue is Mercury, which rotates around itself two times when it finishes its
third turn around the sun [185]. We hope our demonstration of this concept
will be spur exploration of these fascinating questions.
5.4 Materials and Methods
Assembly protocol. Before each experiment, particles are concentrated on
one side of the cell using a 20 Hz, 5 mT rotating field with the precession
axis parallel to the sample substrate. This drives the particles toward one
side of the imaging chamber. Subsequently, a precessing field rotating in
the opposite direction is applied. Movies are taken at rates of up to 300 fps
for the self-assembled structures. Within 5 minutes, microtubes form; their
distribution reaches a steady state within 10 minutes.
The zeta potential of the particles in de-ionized water is measured (Malvern
Zetasizer Nano) to be -36 ± 6 mV vs. -52 ± 4 mV for the original silica
particle, indicating that the thermally deposited SiO2 is not as negatively
charged as the original surface. The Debye length of the system is estimated
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to be ≈ 250 nm from conductivity measurements (VWR Scientific digital
conductivity meter, model 1052) made immediately before the experiment,
following the standard procedure [144]. The decrease of Debye length due to
CO2 absorption is minimal on the time scale of the experiment (≈ 10 min).
Figure 5.10: Definition of tubular order parameter S. Coordinate
system for the quantitative assessment of tubular order. To quantify the
positional order in these tubular structures, we define
S = 1n ∣ n∑
j=1 exp(i2kθjin)∣ where θjin is the azimuth angle of the position vector
of particle j (cyan in the figure) and the sum runs over all particles in the
tube. This definition yields S = 1 for a perfect (kk0) structure and 0 for a
random distribution around the z-axis.
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Figure 5.11: ε − ν plot of the synchronization phase diagram. The
experimentally measured state diagram Fig. 5.2a) is replotted in the
B2 − ωfree plane, to compare with the classic ε − ν plot in synchronization
[158]. Here B is the strength of the magnetic field in tesla and ωfree the
single particle rotation frequency (rad/s), calculated from the equations of
motion. Only the portion concerning the synchronization transition is
shown. The blue squares denote the region inhabited by microtubes and
red crosses denote the region consisting purely of zig-zag chains. This plot
essentially gives the right half of the Arnold tongue known in the field of
synchronization [158]. Though the data exhibit scatter, this plot does show
a roughly linear boundary between the region of microtube and the zig-zag
chain, as predicted from the Adler analysis. The effect of external
frequency enters indirectly through the modulation of ωfree, as
quantitatively described by the equations 4.3.
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CHAPTER 6
SEGREGATION OF ACTIVE MIXTURES:
A FULL ANALOGY WITH
THERMODYNAMIC SYSTEM
6.1 Background
Cooling down a hot soup, oil eventually floats on the top, phase-separated
from water below. The drastic difference in intermolecular forces between oil
and water molecules make them avoid each other at room temperature, while
the natural tendency to disorder wins at higher temperature. Mature theo-
retical tools have been developed for such mixing-demixing transitions and
more generally other thermal phase changes [72, 186]. Similar phenomena are
also observed in nonequilibrium systems, such as segregation of driven granu-
lar systems [98, 187], self-sorting of cells [188], and collective motions of birds
and bacteria [77]. But is there a deep connection between the transitions in
this context with the thermodynamic counterparts? Despite sporadic efforts
in granular [98, 99, 189, 190] and other communities [191, 192], the answer to
this question remains elusive, mainly due to the lack of a model system that
allows strict comparison with an equilibrium analog. In this chapter, we set
out to design such a model system, with which one has a direct comparison
between equilibrium and nonequilibrium counterpart.
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6.2 Design
To do this, we employ driven Janus colloidal particles [17, 18, 29, 115] in aque-
ous suspension. In contrast to the much-studied energized granular system,
the colloidal motions are completely overdamped and collisions are purely in-
elastic. The large size (3 µm) allows single particle tracking in both rotation
and translation and minimizes Brownian fluctuation, while the large number
of particle in a sample (≈ 106) minimizes finite size effect. For easier imaging,
Figure 6.1: Schematic representation of the design of a model
system for nonequilibrium phase separation. (a) Schematic
illustration of the experimental setup. (b) Explanation of the spontaneous
formation of two species. See the text for more details.
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we chose heavy silica particles that form a two-dimensional (2D) layer.
To deliver energy homogeneously and remotely to each individual unit, we
coat them with a thin magneto-conductive film (4 nm Ni/30 nm Ti/5 nm
SiO2) on one hemisphere Fig. 6.1a. Subjected to an out-of-plane AC electric
field, particles assume a random direction in the two-dimensional plane and
move forward due to induced electroosmotic flow Fig. 6.1b [68–71]. The
electric field also fix the Janus interface perpendicular to the plane, because
the metal film obtains strongest electric dipole in this configuration [102].
With an additional magnetic field, the particle spontaneously split into two
groups. In both configurations, the induced magnetic dipole moments are
maximized and parallel to the B field. The extreme thin thickness of nickel
coating as well as the large field strength used (5 mT) ensures that particles
respond paramagnetically. To avoid directionality in the driving force, we
spin the magnetic field to cause the particles to run in circles Fig. 6.1b.
The particles retain one of the degenerate, opposite orientations in the cyclic
motion. In other words, they have a phase difference of pi in their cyclic
motion. Once a particle takes one of the two configurations in response
to the applied field, it does not flip during the course: the alignment torque
exerted by the internal field is much stronger than any extra torque a particle
would experience.
The key symmetry breaking in the system is illustrated in Fig. 6.2a, where
collisions occur between opposite species but not between the akin. Such
collisions cause particle to effectively diffuse with a diffusion coefficient con-
trolled by the radius of the circle R, which is in turn determined by the ratio
of the swimming speed and rotation frequency. As we see later, R serves
as the role of effective temperature in this system, and control the phase
behavior along with ϕ, the composition of the mixture.
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6.3 Results
As shown in Fig. 6.2c (simulation) and Fig. 6.3 (experiment), a system with
small R gradually evolve into domains of the same type of particles, in which
the particles are protected from collision and retain a circular trajectory.
Figure 6.2: Nonequilibrium phase diagram of binary phase
separation. (a) Experimental image overlaid with reconstructed
trajectories of two oppositely moving particles, color coded with time. (b)
Dynamic phase diagram with the radius of circle R (unit: D) as an effective
temperature in simulation at a total surface coverage φ of 0.37. The red
and black curves correspond to the conventional spinodal and binodal lines,
respectively. (c, d) Representative simulation snapshots for a spinodally
decomposed system (R = 1.0D) and a homogeneous state (R = 2.0D).
Trajectories of selected particles are highlighted, color coded with time. In
(d), longer trajectories of two particles are shown to illustrate long-term
diffusion-like behavior; only the positions at the end of a cycle are shown.
Insets: distribution of local order parameter m in a region (12 × 12),
showing bimodal distribution for the phase separated state and single
Gaussian distribution for the mixed state. The axis goes from 1.5 to 1.5,
and the y axis goes from 0 to 8 in (c) and 0 to 4 in (d) (total area under the
curve is 1).
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In contrast, above a certain critical Rc, the system remains homogeneously
mixed Fig. 6.2d. These phenomena are reminiscent of the phase separa-
tion of binary fluids [193–195]. To map the full phase diagram, we employ
simulation that scans a wider parameter space. For a symmetric mixture,
the distribution of order parameter m (by assigning each particle with ±1
and averaging over a local area of 12×12) changes gradually from a Gaussian
Figure 6.3: Experimental snapshots of a phase separating mixture.
(a) Representative images for a phase separating system
(φ = 0.45,R = 0.90D). t = 0 s in (a) and 35 s in (c). (b) and (d) show
reconstructed image after image analysis. Briefly, the centers of the spheres
are first tracked with circle finding toolbox in Matlab. Then, an intensity
weighting within each tracked circle allows determination of particle
orientation. The orientations of particles show bimodal distribution, which
allows unequivocal assignment of particle type for each Janus sphere. The
two species are labeled as green and red, respectively. Scale bar: 10 µm.
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distribution centered at zero to a bimodal distribution centered at ±1, as R
decreases (Fig. 6.2c-d insets). This bifurcation is the hallmark of a phase
transition in equilibrium systems with a Landau-Ginzburg free-energy func-
tional [186]. Indeed, we map the whole phase diagram of the system (Fig.
6.2b) to be remarkably similar to the classic phase diagram of binary fluids,
sectioned by a binodal line and a spinodal line with R in place of temperature
[196].
We now take a quantitative assessment of phase separation pathway. By
using small magnification and a stroboscopic imaging technique [158], we ex-
perimentally track the large scale evolution of the active mixture (Fig. 6.4a).
Within the spinodal line, the system is locally unstable to any fluctuation,
and undergoes spontaneous decomposition with interconnected, bicontinu-
ous domains [197, 198]. Within each domain crystal order emerges, but the
boundaries remain fluid-like with directional motion along the boundary (see
Discussion) [199]. By following the spatial correlation C(r) in the binarized
image (Fig. 6.4b), we see a clear periodicity that indicates a characteris-
tic length scale ξ, defined as the distance where C(r) first crossover of zero
[200], that grows with time. Rescaling the distance by r/ξ collapses all data
at different time on a single curve (Fig. 6.4b inset), meaning that the sys-
tem obeys a dynamic scaling relationship C(r, t) = f(r/ξ(t)) [201, 202]. By
tracking the time evolution of ξ, we robustly find a power law of 1/2 within
experimentally accessible time window.
This 1/2 power law matches the prediction for a 2D binary fluid [195, 201–
203], in which capillary forces drives the domain coarsening. Consistently,
we find the domains to behave remarkably like a fluid (Fig. 6.5c), taking a
spherical shape when isolated and merge together with pinch-off followed by
spreading [204]. To further prove the hydrodynamic coarsening mechanism,
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Figure 6.4: Large scale dynamics of a mixture undergoing spinodal
decomposition. (a) Time-elapsed binarized image. (φ = 0.42,R = 0.88D).
Scale bar: 100 µm. (b)Spatial correlation C(r) at different time (from left
to right, t = 25, 100, 250, 500 s). Inset: Collapsing of C(r) by normalizing
all curves by the correlation length ξ. (c) Time-evolution of ξ. Four
independent samples are shown. Extracted exponent from late stage is 0.51± 0.02. (d) Color-coded time evolution of the boundary lines. An interface
with local curvature κ will move perpendicular to the interface with a
velocity V⊥ proportional to κ, as shown in the inset. Scale bar: 50 µm.
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we followed the evolution of the local curvature (Fig. 6.4d) [205]. Each point
on the boundary experiences a capillary pressure γκ, where γ is the surface
tension (line tension in 2D). The capillary pressure difference between high
and low κ regions drives a flow from high κ regions to low κ regions [201, 202].
This causes the high (low) κ regions to shrink (grow), with a speed V⊥ that is
linearly proportional to κ (6.4d inset). The slope of the curve matches well
with the coefficient in the ξ − t plot, showing the hydrodynamic mechanism
to be dominant. The extracted capillary velocity is on the order of µm/s,
much smaller value than water (≈ 10 m/s) [204]. This large difference in
scale clearly shows that the surface tension and viscosity are all emergent
properties [206] of the binary colloidal domains rather than the suspending
fluid.
Moving to the region between spinodal and binodal lines, the system be-
comes stable towards small local fluctuation. In the classic nucleation and
growth mechanism, the free energy of a new phase shows a peak at a crit-
ical nucleus radius R′c, demarcating spontaneous growth and shrinkage of a
nascent cluster [3, 207]. The current system shows the same threshold behav-
Figure 6.5: Droplet coalescence during the domain growth. From
left to right, t = −84,−42,0,42,84 s, where 0 s corresponds to instance of
film break up. White arrow indicates the position of film break up and
yellow arrow denotes the small amount of opposite particles that are
trapped in the white domain due to the droplet coalescence event. Note
that the interior of a domain is hexagonally packed whereas the boundary
is fluid like; during the coalescence the droplet becomes disordered and once
is it fully incorporated into larger domain, it becomes crystalline again.
Scale bar, 20 µm.
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Figure 6.6: Nucleation and growth. (a) Time sequence of binarized
image of a system undergoing nucleation and growth. φ = 0.36,R = 0.50D,
and component fraction ϕ = 0.15. From (a) to (d), t = 0, 150, 300, 450 s.
After the formation, the supercritical nuclei grow either by recruiting
nearby monomers, or by merging with each other, indicated by the red
arrows in the third frame. Scale bar is 50 µm. (e) Evolution of scattering
function I(k) with time at the initial stage, for both a spinodal
decomposing system (ϕ = 0.5,R = 0.88D) (top, shifted vertically for clarity)
and a nucleation-growth system (ϕ = 0.15,R = 0.50D) (bottom). (f)
Merging of nuclei (time difference: 50 s, scale bar: 20 µm).
105
ior: Random association between minority particles generates small clusters
that are easily destroyed by collisions; only large enough clusters can sustain
and grow (Figs. 6.6a-d). The stochastic appearance of the supercritical nu-
clei leads to aperiodic structure, evident in the disappearance of the peak in
the scattering function I(k) at the initial stage (Fig. 6.6e) [207]. By moni-
toring the time evolution of I(k), we can identify a kmerge above which the
scattering intensity does not grow with time [208], which gives an estimate of
R′c of about 3D, agreeing well with visual inspection. The nascent nuclei are
diffuse in shape and fluctuating wildly (Fig. 6.6f). As they merge and grow
with time, their shape becomes more spherical and the interface sharpens.
In the end the system is left with islands of droplets from the minority phase.
The analogy to phase behavior described by equilibrium thermodynamics
would be complete if this dynamical system were to display the most intri-
cate aspect of a phase boundary, namely a critical point with the concomitant
universal singular behavior [72, 209]. Due to the inherent symmetry of the
system, this point - if present - would occur in a system with an equal num-
ber of A and B particles. In finite systems, any singularities are rounded, a
feature that can be exploited to perform a finite-size scaling analysis [210].
Strikingly, we found that, as R was decreased from the homogeneous to the
segregated regime, the fluctuations of the order parameter, which are pro-
portional to the susceptibility, diverged as a function of system size (Fig.
6.7a) [210]. At the critical point, we observed the so-called critical fluctua-
tion with fluctuation at all length scales (Fig. 6.7c) [72, 211]. By analyzing
this divergence, which reflects the diverging correlation length that is a hall-
mark of criticality, we find γ/ν = 1.71 ± 0.01, in agreement with the value
2D Ising value 7/4 expected for a scalar order parameter and short-range
interactions. Consideration of the order parameter at the transition point
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confirms the consistency of our observations. Again, we find singular behav-
ior, described by an exponent β/ν = 0.132± 0.002, to be compared to the 2D
Ising value 1/8. Moreover, subcritical growth of the order parameter yields
a somewhat higher value β = 0.18± 0.03; such crossover behavior is expected
Figure 6.7: Critical nature of the phase transition. (a) Susceptibility
χ is plotted against R for a symmetric mixture of two species at φ = 0.37,
at different subbox size L (from bottom to top, L = 7.14, 8.33, 10.0, 12.5,
16.7). Inset: maximum susceptibility χmax vs. L, showing divergence with
system size. (b) Divergence of relaxation time τ (in unit of cycle) versus
reduced radius R = (R −Rc)/Rc. Inset: same plot on log-log scale. (c) A
representative image of a system at the critical point (R = 1.84D), showing
fluctuation at all scales.
107
and in accordance with the Ginzburg criterion. Remarkably, the analogy
with equilibrium critical phenomena extends even to dynamic effects. From
the autocorrelation of the order parameter in a 6.67×6.67 subbox, we observe
that the relaxation time diverges as (R−Rc)zν upon approaching the critical
point from the supercritical regime (Fig. 6.7b), with zν = 2.2 ± 0.2, in agree-
ment with zν = 2.1665 for dynamics controlled by local displacements [212].
In aggregate, our observations confirm that the analogy of our transition with
equilibrium phase behavior extends to critical phenomena, quantitatively re-
flecting all aspects of a continuous phase transition, including a consistent
set of critical exponents belonging to the appropriate universality class.
6.4 Discussion
6.4.1 R as an effective temperature
Under the influence of a rotating magnetic field with a low frequency, each
particle follows a circular trajectory with a large radius, and the system
remains in a mixed state with a homogeneous spatial distribution of both
species. In this mixed state, the two species with opposite direction of mo-
tion undergo numerous collisions within each cycle. Consequently, when
considered in a stroboscopic view at time intervals that are an integer mul-
tiple of the cycle time, the particles perform Brownian-like motion. This is
indeed confirmed in simulation by the linear time dependence of the mean
squared displacement.
We then define the displacement per cycle as the effective stroboscopic
velocity of the particle vstr. As illustrated in Fig. 6.8a, the velocity along
a Cartesian axis (vstr-x in this case) is described by a Gaussian distribution,
108
again consistent with the idea of Brownian motion. The only exceptions are
cases with radius R/D < 2, where the system approaches the phase transition.
Employing the period of the magnetic field as time unit, we can define the
effective diffusivity De as half the variance of the one-dimensional velocity
distribution. Referring to the Einstein relation D = µkBT with µ being the
mobility [213], we note that this effective diffusivity can be associated with
an effective temperature.
Figure 6.8: Exploring the concept of effective temperature. (a)
Distribution of the x-component of the stroboscopic velocity, for various
choices of the radius R. (c) Diffusivity extracted from the variance of the
velocity distribution, as a function of the radius of rotation R. (a,b) come
from simulation results. (c) Effective diffusion coefficient De and number of
collisions per cycle Nc versus R, for an experimental sample with density
φ = 0.18. Both quantities increase approximately linearly with R. This
means that within a cycle, a particle experiences enough collision to assume
a diffusive motion, with mean square displacement < x2 > scaling linearly
with Nc, and hence De.
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Indeed, at large R, there is a linear relationship between the diffusivity De
and the radius R (Fig. 6.8b), indicating that the radius R does directly act
as an effective temperature Teff. Physically, as the radius of rotation R in-
creases, the number of collisions per cycle increases and thus the fluctuations
are enhanced. The relationship deviates from the linearity at small radius,
where the system approaches the phase transition. All these observations are
reproduced in the experiment (Fig. 6.8c).
6.4.2 The origin of the phase segregation
The much harder question remains pertaining to the origin of the phase
segregation we observed in this active mixture. As a first step to understand
the origin the phase segregation process, we extract the effective interaction
between particles of the same species from the relative potential of mean
Figure 6.9: Exploring the concept of effective interaction. Relative
potential of mean force as a function of the particle center-to-center
separation r for various choices of the radius of rotation R.
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force (RPMF) [199]:
βV BBRPMF = − log((NA − 1)gBB(r)(NB − 1)gAA(r) (6.1)
where gAA and gBB are the radial distribution functions of type A and
type B respectively, and NA and NB are their populations. The RPMF is
automatically scaled by the fluctuation β−1, which is equivalent to kBT in
a thermal system. In the dilute limit for type B (at constant total particle
density (NA +NB)/L2), the relative potential of mean force reduces to the
effective (induced) pair interaction. However, the dynamic system considered
here poses some particular problems: An individual particle of type B, while
rotating, will perturb a roughly circular region of type-A particles that has
a radius twice as large as the radius of rotation. If the regions perturbed by
two type-B particles do not overlap, these two particles will be fully screened
from each other by the intervening region of type-A particles. Consequently,
the system can be trapped in a state where a pair of type-B particles is
stable at a large separation. To avoid this nonergodicity, the density of type-
B (i.e., minority) particles must be large enough to perturb the environment
of type-A (i.e., majority) particles. We found that this restriction required us
to maintain a number density for type B of at least 0.5%. As a consequence
of this threshold, we observe several cluster of three or four particles, so that
the RPMF displays many-body effects and cannot strictly be interpreted as
the induced effective pair potential.
Nevertheless, the RPMF in Fig. 6.9 indicates an effective attraction among
particles belonging to the same species. Furthermore, the attractive well
(scaled by the fluctuation) becomes deeper with decreasing radius R. Analo-
gous to the liquid-gas transition, the trend that the attraction overcomes the
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fluctuation indicates the existence of a transition from a homogeneous to a
segregated regime.
An alternative way to explain the observed phase separation phenomena
is the density-dependent-diffusivity theory, first proposed by Tailleur et al.
[214–216] to explain the self-trapping effect of interacting run-and-tumble
bacteria [217]. Indeed, we have mapped that for a particle (m = +1) residing
in a sea of the opposite particles (m = −1), its diffusivity is high and when
it is surrounded by species of the same type, its diffusivity is low. This
is conceptually similar to bacteria which swim faster when dilute and slow
down when clustering. This analogy encouraged us to extend the density-
dependent diffusivity theory for one species to a binary mixture, with the
local composition ϕ in place of overall density φ. The criterion for phase
separation turns to be simple for a symmetric mixture: the absolute value
of the negative slope dD(ϕ)/dϕ should be at least two times larger than
D(ϕ = 0.5). However, as shown in 6.10, this is not what we observed; even the
trend is reversed from what will be expected from the theory. We attribute
Figure 6.10: Compare with the theory of density-dependent
diffusivity. Composition dependent diffusivity D(ϕ), normalized by its
value at ϕ = 0.5, for different R.
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the non-applicability of the theory to the fact that origin of the diffusion-
like behavior of particles is different in our case from the run-and-tumble
bacteria, or self-propelled particles with a rotational diffusion. In our case,
the diffusivity is not clearly coupled with the instant velocity of a particle,
which violates the assumption in the original density-dependent theory. It
will be interesting to devise bacteria or self-propelled particle mixtures that
show similar phenomena and test the validity of the theory, in the future.
6.4.3 Minimization of energy dissipation
We can also pose the question in a much broader sense: does this active
phase segregation follow a general rule of nonequilbrium process [218]? To
answer this question, we followed the evolution of the distribution of particles’
instantaneous velocity v (Fig. 6.11) and extract the mean velocity v¯ and its
variance σv. These quantities can be related to the energy dissipation rate
Figure 6.11: Minimization of entropy production. (a) Evolution of
speed distribution of a system undergoing phase separation. t = 0-20 s
(black), t = 100-120 s (red), t = 450-470 s (blue). The maximum of the
peak shifts to higher value and the peak narrows with time.
R = 0.79, φ = 0.16. (b) Time evolution of mean instant velocity and its
standard deviation σv, in unit of µm/s.
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of the system using following equation [219]
dE
dt
= Nζv¯(V0 − v¯) − N∑
i=1 ζ(δvi)2 (6.2)
in which E is the total energy of the system, N is the total number of par-
ticles, ζ is the friction coefficient, V0 is the unperturbed velocity of a single
particle. As system phase separates, v¯ evolves to a steady state value close
to V0, so that the first term vanishes. This means that the energy input
rate Nζv¯V0 is balanced by the so-called the rate of housekeeping heat Nζv¯2
[220], corresponding to the average energy dissipation needed to keep the
system at this steady state. The second tern corresponds to the excess en-
ergy dissipation rate Q˙ex and is directly related to the entropy production
rate. As the system involves into a fully phase separated state, collisions
between opposite species are minimized and most particles (except those at
the interface) assume a velocity similar to the unperturbed velocity. This
sharpens the distribution of velocity and decreases Q˙ex; the system mini-
mizes energy dissipation rate, as well as the entropy production rate. Note
in this calculation we assumed that there is a constant force applied on a
particle that is balanced by the viscous drag from the solvent, as is done in
simulation. In reality, the electroosmotic flow around a particle causes more
complicated energy dissipation [69, 70]. However, the qualitative trend is the
same: reduction in particle collision reduces energy dissipation and hence the
entropy production rate [221].
6.4.4 Directed transport of particles at the domain boundaries
The collision at the domain boundary drives particles near the boundary to
move in opposite directions parallel to the boundaries, as shown by V∥ (Fig.
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Figure 6.12: Particle motion at domain boundaries. Heat map of
particle velocity parallel to the domain boundaries V∥. The velocity data
are averaged over 5 s, during which the boundary lines (magenta) do not
change significantly. The inset plots V∥ versus distance z away from a
boundary. Scale bar: 10 µm. Unit for V∥ is µm/s. φ = 0.44, R = 0.54D in
this case.
6.12). The reversal in V∥ can be seen from the sharp change in sign across a
narrow region at the interface (Fig. 6.12). Away from the boundary, we first
observed a linear decay of V∥, indicating a viscous response [119]. Therefore,
two colliding domains can be thought of as effectively shearing each other.
Towards the interior of the domain V∥ starts to levels off, consistent with the
particle crystallinity seen in the optical image.
6.5 Conclusions
To sum up, in this chapter we have designed and realized a model nonequil-
brium system that undergoes phase segregation, with striking correspondence
with its thermodynamic counterpart. The exact mapping of such a driven
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system onto a thermodynamic analog clearly indicates the applicability of
statistical mechanics to nonequilibrium systems. Such equilibrium-like prop-
erty has been long thought-after, but the system present here serves as the
first unambiguous evidence of this connection. Further theoretical works are
needed to establish a theoretical background for this observation. A unify-
ing concepts coming from such theoretical treatment will allow prediction
of many industrial and natural processes, such as agitated granular systems
[222] and self-propelled bacteria species [223] or animal groups [75]. Looking
into the future, we expect such knowledge to also benefit molecular science,
when single molecules are driven to move [44]. Common in all these phenom-
ena are the non-equilibrium nature, with energy supplied either internally or
externally, in which intuition would suggest the violation of thermodynamic
laws whereas our studies indicate otherwise, for this particular case.
6.6 Materials and Methods
Particle Synthesis. Onto a planar submonolayer of monodisperse 3 µm
silica particles (Tokuyama), obtained by drying 20 µL 2 wt% particle sus-
pension in deionized (DI) water onto a half glass slide (1.5 inch × 1 inch), a
thin film of 4 nm Ni/10 nm Ti/5 nm SiO2 is sequentially deposited vertically
using electron-beam deposition. The monolayer is washed thoroughly with
DI water and isopropyl alcohol, and then sonicated in 20 mL DI water to
collect the particles in a 50 mL centrifuge tube.
Setup. A spatially homogeneous rotating magnetic field is generated by
two orthogonal pairs of solenoids in a home-built magnetic setup. Details
of the setup are given in Ref [115, 133]. Briefly, the two pairs of solenoids
receive two sinusoidal voltages from a function generator, amplified by power
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amplifiers, with pi/2 phase difference between each signal to produce an in-
plane rotating field B.
To apply an electric field, the particles are sandwiched between two cover-
slips coated with indium tin oxide (ITO) from SPI. The ITO-coated coverslips
are further coated with 25 nm SiO2 using electron-beam deposition to elec-
trostatically prevent the particles from surface absorption. A thin strip on
one side of the ITO-coated coverslip is uncoated during the SiO2 deposition,
which is used later to connect to copper tapes and further to a function
generator (Agilent 33522A). A square wave of 5 kHz and 7 V is used for
all experiments. The two ITO-coated coverslips are separated by a spacer
(Grace Biolab, SecureSeal) about 120 µm thick, with a 9 mm diameter hole.
Movies are taken in a home-built microscope using an LED light source
(Thorlabs MCWHL2) and a CMOS camera (Edmund Optics 5012M GigE).
For high magnification view in which Janus features can be resolved, a 50×
long-working-distance objective (Mitutoyo, numerical aperture = 0.55) is
used. For large scale view, a 10× long-working-distance objective (Mitu-
toyo, numerical aperture = 0.28) is used. In this case, the light source is
intentionally misaligned with the optical axis, such that the metal coating
casts a shadow on the particle. Hence, particles that instantaneously face
their metal sides towards the light source appear darker than those with
the opposite direction. We then use stroboscopic sampling, only analyzing
one frame per cycle, such that one species is consistently brighter than the
other. Experimental procedure: 10 µL of concentrated particle suspension
is dropped onto an ITO-coated coverslip with spacer, and then sandwiched
with another ITO coverslip. Repeated experiments can be done one sample
for 2-3 hours, after which significant particle clustering or substrate adsorp-
tion occurs. Before each run, a constant magnetic field is applied in the
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image plane to cause particles to assemble into zig-zag chain, which erases
memory from previous experiments and ensures a completely mixed state to
start with. A rotating magnetic field is then applied with a strength of 5 mT
and a frequency ranging from 16 Hz to 0.05 Hz, followed immediately by the
application of an AC electric field (5 KHz, 58 V/mm). This we define as t =
0 s. Movies are taken up to 20 minutes for each condition, at a frame rate
of 16 frames per second.
To change the ratio between the two species, an addition z-axis magnetic
field is applied. The detailed mechanism of the conversion is not known;
however, we are able to roughly control the composition by the duration of
the applied z-field.
Image processing for large view. We first subtract background light
gradient due to the optical misalignment, obtained by averaging over a whole
movie. The image is then smoothened and binarized, with each pixel now
having a value S(r) of +1 or −1. Spatial correlation C(r), defined as< S(0) ⋅ S(r) >, is calculated from the binarized image. Correlation length ξ
is defined as the r value where C(r) first passes zero. Linear interpolation
between the last positive value and first negative value is used to improve
accuracy. Structure factor is obtained by applying fast Fourier transform to
the image and taking a radial average.
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CHAPTER 7
GEOMETRIC PHASE SEPARATION IN
ACTIVE JANUS COLLOIDS
7.1 Background
In the previous chapter, we have mapped an exact correspondence between
the non-equilibrium segregation of binary mixture of driven Janus spheres
with molecular phase separation of binary fluids [186, 195, 196, 224]. Be-
yond a phase diagram with spinodal and binodal lines, the system even
demonstrates the hallmark of phase transition, the critical behavior, with
Ising-type universality class [209–211]. We have further mapped the origin of
the phase transition to be an effective nonequilibrium attraction between the
same species; the collision between particles acts both to generate stochastic
particle motion and to give rise to the effective interaction.
The picture qualitatively changes as the overall area fraction φ decreases.
With decreased probability of collision, the evolution of the whole system is
dominated by the geometric feature of the binary collision processes. This is
the subject of the current chapter.
7.2 Design of the experimental system
Figure 7.1 sketches the experimental setup as well as the essence of the
experimental. The Janus colloids are produced by selective coating of one of
the hemisphere of 3 µm silica spheres with metal film (4 nm Ni/10 nm Ti/5
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nm SiO2). The large density mismatch with the solvent ensures that particles
sediment close to the conductive substrate, forming a quasi-two-dimensional
system. The large size of the silica spheres allows single particle tracking
in both rotation and translation and minimizes Brownian fluctuation. In
response to an AC electric field perpendicular to the imaging planes, all
spheres align with its metal-silica interface parallel to the external field, in
order to maximize their dipolar responses. The AC electric field also excites
an induced electroosmotic flow on the surface of a Janus sphere, which has
been shown to cause a Janus particle to swim with the silica side forward
[68–71]. The motion is deterministic, with a velocity V of ≈ 20 − 30µm/s.
Due to the roughness of the substrate, particles are sometimes deflected and
reoriented. This introduces some non-thermal noise into the system.
Upon the application of an extra magnetic field, particles spontaneously
split into two degenerate configurations that point towards each other, due
to the discoid symmetry of the sphere in both the magnetic and electric
responses (Fig. 7.1a) [115]. Rotating the magnetic field causes the spheres
to run in circles, with the radius of the circle R defined by the ratio between
V and ω the frequency of the rotating magnetic field. This geometric number
R serves as the key parameter in the system, along with φ. The choice of
thin magnetic layer (4 nm Ni) and the field strength (5 mT) ensures that a
particle can follow the rotation of the external field (with a constant phase lag
[111]) while experiencing minimum magnetic attraction with other particles.
In a sea of circulating spheres, two equal populations emerge, which again
points towards each other at any instantaneous moment. In other words,
these two populations have constant phase difference of pi in their cyclic
motions. A sphere keeps its identity if the external fields are on; it does not
flip. Once the fields are turned off, one can no longer define two populations.
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Therefore, species here refer to the dynamic identity that a sphere chooses
at the beginning of the experiment and keeps during the experiment.
If two particles of the same type are close to each other, they can perform
circular motion without colliding with each other. If two particles of the
opposite type are close by, their trajectories will overlap and they collide
with each other. Such collision causes energy dissipation and as a general
principle for non-equilibrium systems, the mixture will evolve to minimize
Figure 7.1: General design of the experimental system (a) Schematic
illustration of the experimental setup. An aqueous suspension of Janus
particles is sandwiched between two indium titanium oxide (ITO) coated
coverslips, which are connected to a function generator to apply an
alternating electric field in the direction perpendicular to the image plane.
Simultaneously, two orthogonal pairs of solenoids generate a rotating
magnetic field B in the plane. (b) Schematic representation of the essence
of the system. The Janus spheres swim with linear velocity V due to the
asymmetric induced charge electroosmotic flow generated by the electric
field, and rotate with a frequency ω defined by B, thus moving in a circle
with radius R = V /ω. Particles with opposite phases (left and right
particles) collide, whereas in-phase particles do not. The blue color
represents a Ni/Ti/SiO2 coating on one hemisphere.
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such collision [73, 219]. This leads to the equilibrium-like phase separating
phenomena we reported in the last chapter, for mixtures with high φ. At
low φ, however, the geometry of the binary collisions alone can determine
the mixing-demixing transition, as we show below.
The transitions of states as a function of R are shown in Fig. 7.2. Similar to
the high φ case, the increase in R induces a transition from a phase separating
state (Fig. 7.2a) to a mixed state (Fig. 7.2b). Further increase in R causes
the system to form dynamic lanes (Fig. 7.2c). Below, we investigate different
regions as well the transitions in-between.
7.3 Result and Discussion
7.3.1 Phase separation at small R
At small R, the binary mixture spontaneously undergoes an instability: the
two species segregate into different domains, much like the phase separa-
tion processes in molecular fluids [202, 203, 207, 208]. For 1:1 symmetric
Figure 7.2: Transition of states as R changes. (a) Representative image
of a phase separating system at small low R (φ = 0.18,R = 1.09D), t = 210
s. (b) Representative image of a homogeneous mixture (R = 2.18D). (c)
Representative image of a lane formation state (R = 10.9D). Scale bar is 10
µm.
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mixtures, the segregation process is visually similar to molecular spinodal
decomposition, in which two species form a bicontinuous pattern [194] with
growing domain size (Fig. 7.3). By using a tilted illumination technique, we
can induce optical contrast between the two species even at lower magnifi-
cation, which allows us to follow the large scale evolution of the separation
process. By binarizing the experimental image into white and black domains
and assign each domain with a +1 or 1 value, we calculate the instantaneous
correlation function of the system C(r). We define the characteristic size
ξ(t), or the domain size to be the r value where the radially averaged corre-
lation function C(r) first passes zero (Fig. 7.4) [200]. Following the growth
of ξ(t) with time, we obtain a robust power law of ξ(t) = t1/3 (Fig. 7.4 inset).
The 1/3 value is consistent with the well-known Lifshitz-Slyozov coarsening
mechanism for diffusive order parameter [225, 226]. In this process, particles
in the high curvature regions evaporate and condense in low curvature regions
through bulk diffusion. In contrast, at high φ (0.44), the power law is 1/2,
suggesting a hydrodynamic coarsening mechanism (see the previous chapter)
[201, 202]. This qualitative difference stems from the different behavior of
the domains. At low φ the domains behave like gas, with low cohesion and
Figure 7.3: Large scale view of time-elapsed false-color images of a
dilute system undergoing spinodal decomposition.
φ = 0.18,R = 1.21D. From (a) to (c), t = 1, 250, 1000 s. Scale bar: 100 µm.
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surface tension; hydrodynamic flow is of secondary importance. Meanwhile,
the larger interparticle distance allows particles to enter and diffuse in the
domains composed of the opposite species (see Fig. 7.2a).
Figure 7.4: Evolution of correlation function C(r) with time. The
three curves correspond to the images shown in 7.3, respectively. Inset:
Time evolution of the correlation length ξ, averaged over 8 samples
(φ = 0.23,R = 0.42D).
Figure 7.5: Characterization of domain boundary. (a)
Cross-correlation function gAB(x, y) in a dense phase separating system
(R = 1.18D,φ = 0.44). Data in each frame is rotated with respect to the
direction of instant magnetic field, indicated by the red line. (b)
Self-correlation function gAA(x, y) in a dilute phase separated system
(R = 1.09D,φ = 0.18).
124
The difference between high and low φ is most evident at the domain
boundary. To quantify this difference, we calculate the partial correlation
function [227]:
gαβ(r, r′) = 4
ρ2
⟨ N∑
i,j=1
i≠j,α≠β
δ(r − rαi (t))δ(r − rβi (t))⟩ (7.1)
In which ρ is the total number density (directly related to φ by φ = piρ/4 if
length unit is normalized by D) and α,β corresponds to A or B species. The
cross-correlation function gAB(x, y) are plotted in Fig. 7.5 for different φ.
For high φ the depletion in the second quadrant means that an impenetrable
boundary forms, such that opposite particles, after collision at the boundary,
always return to the original domain. In contrast, the bright spot around
the positive y axis for gAB(x, y) at low φ means significant interpenetration
at the boundary. Note that rigorously gAB cannot be defined for an evolving
system; in this case, we look at a short time window after large domains form
so that the overall structure does not change much within this time window
during which data are collected.
7.3.2 Mixing-demixing transition: A geometric view
As R increases above a critical value Rc (≈ 1.5D for φ = 0.18), the dynamic
mixture enter into a steady state in which the two species remain mixed.
For high φ, we have mapped this transition to be exactly the same as the
transition one observes in raising the temperature of binary fluids, with R
serving as an effective temperature. At the low density (φ < 0.3) concerned
in this paper however, a simpler, geometric origin can be elucidated because
collisions are mostly binary.
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A hint for this geometric explanation comes from the comparison with a
recent simulation by Glozter et al. [199], which considers counter-rotating
spheres with four protrusions. In that study, no such mixing-demixing transi-
tion occurs. We emphasize that the transition seen in that paper corresponds
to an absorbing state transition, which we also see at low enough R. For very
Figure 7.6: Characterization of collision events. (a) Schematic
representation of outer collision and inner collision. Red arrow indicates the
direction of deflection caused by the collision. (b-e) Distribution of
departure angle θde (defined schematically in the inset) for
R = 0.54,1.09,2.18, and 10.9 D,φ = 0.18.
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low R(< 0.1D), a particle does not collide with any other one during a cycle;
the system is frozen. The transition from demixing to mixing of our concern
here occurs as R increases, rather than decreases in that study. The key
difference is that in our system, the trajectories of two opposite particles can
cross or interpenetrate each other, as we already saw in the previous session
at the domain boundary.
We believe the following scenario to be responsible for the observed mixing-
demixing transition. Upon collision, two scenarios can happen: the two
spheres can be deflected towards their original position, such that (Fig. 7.6a,
left panel) they are further apart at the end of cycle compared to their initial
configuration. This scenario promotes phase separation. We call this type
of collision outer collision. On the other hand, two particles can experience
inner collision, during which they swap positions (Fig. 7.6a, right panel).
Their trajectories intersect, and this scenario promotes mixing. To char-
acterize these two events, we record many collision events for each R. We
define two particles undergoing collision when their interparticle distance rc-c
is smaller than a threshold slightly larger than D. We find that departure
angle θde, defined as the angle between a particles director and rc-c at the time
the two spheres start to move away from each other (Fig. 7.6b inset), gives a
unique characterization of such collision events. A collision with θde < pi cor-
responds to an outer collision, whereas a collision with θde > pi corresponds to
an inner collision. The competition between outer collision, which promotes
phase separation, with inner collision, which promotes mixing, give rise to
the mixing-demixing transition as we increase R. Indeed, in the phase sepa-
rated region (Figs. 7.6b-c), collisions are predominantly of the former type,
whereas in the mixed state (Figs. 7.6d-e), the two modes are comparable in
abundance.
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This observation encourages us to derive the phase boundary analytically
from a geometric argument (Fig. 7.7). Let us consider the configuration
shown in Fig. 7.7a. If two opposite particles approach each other in this
configuration, chance will be equal for them to end up in an outer or inner
collision. Therefore, we estimate the Rc for a given φ at which this critical
Figure 7.7: Geometric calculation of the phase boundary. (a)
Schematics of the critical collision state. (b) Experimental phase diagram
in φ −R plane for symmetric composition. Green circles correspond to
frozen states. Blue squares correspond to systems undergoing phase
separation. Red crosses correspond to homogeneous mixtures or lane states.
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configuration dominates. For simplicity, we first ignore the dipolar repulsion
in the plane, which tend to enlarge the effective diameter of a particle. In this
scenario, A type A particle takes an effective diameter σAB = √(2R′)2 + 1
(length units are normalized by D) with respective to a particle of type B
[228–230]. Between the same type of particles where collision is impossible,
σAA or σBB remains 1. For a symmetric mixture with a random configu-
ration, the probability of having neighbor of the same type equals that of
the opposite type. Assuming that the transition takes place at an effective
volume fraction φeff for 2D random packing (0.82) [231], we arrived at the
relationship between φ and transition radius R′c.
0.82 = 0.5 × pi
4
ρd2(4Rc′2 + 1) + 0.5 × pi
4
ρd2 (7.2)
ρ = 0.82/(2Rc′2 + 1) (7.3)
As shown in Fig. 7.7b, the above relationship predicts the experimental phase
boundary pretty well at low density (φ < 0.3). At higher concentrations,
collisions are no longer binary; R′c shifts towards higher value.
This geometrical argument can be extended to mixtures with unequal ratio
between the two species. Take ϕ as fraction of component A, the total
effective volume of component A is x[ρϕ + ρ(1 −ϕ)(4R′2 + 1)], and the total
effective volume of component B is (1 −ϕ)[ρ(1 −ϕ) + ρϕ(4R′2 + 1)]. Adding
their effective volumes together to 0.82, we can predict the phase boundary
to be:
Rc(ϕ) = (0.82/ρ − 1
8ϕ(1 − ϕ))0.5 (7.4)
This leads to a unintuitive prediction: the phase boundary should take an
unusual inversed shape. Indeed, we observed this inverse curve in simulation
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with different ϕ, although quantitative agreement has not been achieved (Fig.
7.8).
Figure 7.8: Phase diagram in R − ϕ plane. Spinodal line mapped by
simulation at φ = 0.15 (red open circle), compared with the prediction by
the geometric argument (blue line).
Figure 7.9: Interpenetrating crystal. The trajectory of the two species
are represented by series of open circles, color coded from dark to light as
time proceeds, for red and green respectively (φ = 0.16,R = 0.79D). Scale
bar: 5 µm.
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In this transition region, sometimes the system can be trapped in an in-
teresting state where the trajectories of opposite species intersect with each
other without any physical collision between the two species (see Fig. 7.9).
The interpenetrating trajectories of two neighboring particles form a hexag-
onal pattern. This is a metastable state, however; over time collisions set in
due to imperfect circular motion or from collision with particles from other
places. Finally, the metastable crossing crystal gives way to a phase separa-
tion. The longevity of such metastable state might be facilitated by residual
magnetic attraction between the two opposite species.
7.3.3 Lane formation at large R
Slightly above Rc, the system looks like a homogeneous gas mixture of the
two types of particles, without obvious structures. At even larger R, how-
ever, dynamic lanes emerge. Lane formation has been extensively studied in
pedestrian dynamics and in oppositely charged colloids or plasma driven by a
DC electric field, in both experiment and simulation [191, 192, 227, 232–234].
Again, as a general principle of reduction of energy dissipation by reducing
collisions, particles of the same type form lanes, in which a leading parti-
cle shields the collision from opposite species for the rest of the particles in
the same lane, in agreement with our daily experience in pedestrian walk.
The current system at large R shows similar feature as well as additional
complexities, due to the rotational motion.
Figures 7.10a and 7.10b illustrate such a lane state with time elapsing effect
to stress the dynamic nature of the lanes. On average, particles move parallel
to the lane. As particles rotate, the lanes also rotate. However, this rotation
should not be thought as a simple rotation of a static lane; rather, particles
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rearrange to form lanes that follow the rotation of the field only in a time-
averaged sense. Meanwhile, the finite rearrangement time causes a phase lag
between the lanes and the external field. To characterize this phase lag as
well as the internal configuration of the lanes, we plotted the self-correlation
function gAA(x, y) and the cross-correlation function gAB(x, y) (Figs. 7.10c-
d). For gAB(x, y), the distribution is significantly asymmetric: behind a type
A particle, there is much reduced possibility to find a type B particle. In
Figure 7.10: Characterization of the lane state. (a) Representative
images for lane formation for large R (φ = 0.18,R = 8.9D). The two species
are represented by black and white circles, respectively. To highlight
particle dynamics, each particles position in previous frame is shown with
reduced contrast. (b) Image after 1/4 rotation cycle. Scale bar is 10 µm.
(c) Cross-correlation function gAB(x, y). (d) Self-correlation function
gAA(x, y). Data in each frame is rotated with respect to the direction of
instant magnetic field, indicated by the red line.
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gAA(x, y), one sees the characteristic probability enhancement along the lane
direction. Particles preferentially follow other particles of the same type, to
gain advantage from the shielding effect. These data are comparable with
the theoretical calculation for lane formation systems [227]. However, careful
inspection shows that the lane direction and the field direction do not exactly
overlap; this phase lag is defined by the characteristic rearrangement time of
the dynamic lanes.
Due to the constant reorganization caused by the rotating field, lanes never
grow unboundedly as would be expected for bidirectional lane formation
system with infinite size (or with periodic boundary conditions in simulation).
To characterize the average width and length of the lanes, we adopt the same
tilted illumination techniques that allow us to differentiate particle identity at
Figure 7.11: Large scale pattern in lane formation system.
(φ = 0.18,R = 8.9D). (a) Representative binarized image. Scale bar: 50 µm.
(b) 2D correlation functions C(r). The color coding goes from 0.05 to 1.
(c) Correlation function C(r) in direction parallel (black) and
perpendicular (red) to lane direction, averaged over 10 minutes.
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lower magnification as before (Fig. 7.11). Unlike a phase separating system,
a lane-forming system relaxes into the steady state almost instantaneously
(within one cycle). This allows us to collapse large amount of data at different
times together to arrive at a 2D correlation function C(r), as shown in Fig.
7.11b. The anisotropy in C(r) is evident, as would be expected for lane
structures. Correlation perpendicular to the lane C(r)⊥ shows oscillation
around zero, indicating a characteristic lane width of two to three particles.
This is in agreement with similar lane formation system with oppositely
charged colloids in DC electric fields. In contrast, the parallel correlation
C(r)∥ shows monotonic decrease towards zero, meaning a broad distribution
of lane length.
7.4 Discussions and Conclusions
In this chapter, we have extended the observation of binary segregation of
active Janus colloids from concentrated mixtures (the topic of last chapter)
to the dilute case. In the dilute case, although a mixing-demixing transition
is still observed, it has a completely different origin from the concentrated
case. Because each particle only experiences few collisions during a cycle, the
idea of Brownian motion and effective temperature do not apply. Rather, we
focused on the binary collision events and based on the geometrical analysis,
we were able to predict the mixing-demixing phase boundary.
In this regard, the current system can be seen as a dynamic variation of the
non-additive hard sphere model [228, 229], first proposed by Widom [230] to
understand the gas-liquid phase transition. The dynamic difference between
the two species causes them to have larger effective radius with respect to the
opposite species, and eventually leads to the final phase separation. However,
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in contrast to a thermal system where the competition between entropy and
energy determines the equilibrium state, here the transition is athermal and
the contribution of entropy is negligible. The situation is closer to a jamming
problem: once the system reaches the effective ”jamming” concentration,
phase separation occurs.
Not included in the current analysis is the transition that takes place at
even smaller R (the left phase boundary in Fig. 7.7). This transition might
the same nature as the absorption transition recently discovered by Pine et al.
[235]. Below the transition concentration/radius, the system can self-organize
into a quiescent state where no further collisions occur between opposite
species; the system is frozen in a mixed state. Right above this transition,
the system is unable to settle down into a stroboscopically invariant state: a
collision between two opposite species displaces the particles to new positions
and to collide with new partners. A cascade of collision events ensue; the
only way to organize the system again into a minimally dissipative structure
is to phase separate. From this perspective, the frozen mixed state and the
phase separated state represent two non-equilibrium steady states, preferred
under different situations. It will be interesting in future studies to delve into
this transition and its associated universality class, which should be different
from the phase transition of interest in these two chapters.
The rich physics contained in this simple system makes it an excellent
model system to measure basic quantities and answer some of the unsettled
questions in nonequilibrium system with an ensemble of dynamic compo-
nents. In some cases (such as the geometric aspect of the phase separation
in dilute mixtures) the conclusion seems to be system-specific, whereas in
other cases (such as the universal critical behavior in the concentrated mix-
tures) the observations are generalizable to a wide range of non-equilbrium
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phenomena that are more abundant around us, than the well-understood
thermodynamic systems.
7.5 Materials and Methods
The details of the experiment is given in the previous chapter and only briefly
summarized here. Coatings of 4 nm Ni/10 nm Ti/5 nm SiO2 are sequentially
deposited vertically onto a planar submonolayer of monodisperse 3 µm sil-
ica particles using electron-beam deposition. The submonolayer is washed
thoroughly with deionized (DI) water and isopropyl alcohol, and then son-
icated in DI water to collect the particles. A 10 µL concentrated solution
of particle is sandwiched between two coverslips coated with indium tin ox-
ide with a 25 nm SiO2 protective coating, separated by a 120 µm spacer.
The conductive coverslips are connected through copper tapes and wires to
a function generator. A spatially homogeneous rotating magnetic field gen-
erated by two orthogonal pairs of solenoids is applied within a home-built
microscope equipped with 10× or 50× long-working-distance objectives and a
CMOS camera. Generally, A 5 KHz, 58V/mm electric field and a 5 mT mag-
netic field are applied. The frequency of the magnetic field ω is modulated
to define R by V /ω, where V is the calibrated particle velocity from particle
tracking. All image analyses are performed using Matlab with home-written
code. To identify particles identity at low magnification, the illumination is
intentionally tilted with respect to the optical axis. The shadowing effect the
metal coating, which depends on relative orientation a Janus particle towards
the light source, causes the optical contrast.
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CHAPTER 8
SWARMING JANUS COLLOIDS
8.1 Background
Active matters are fascinating [77]. Ranging from moving bacteria to flying
birds, the constant energy consumption and dissipation allow the natural
agents to actively explore their environments. When thousands of such active
agents form a group and communicate with each other, collective behavior
emerges, in examples as familiar as bird flocks and fish schools [75, 76], as
technologically relevant as swarming robots [236], and sometimes as lethal as
bacterial films [237]. To understand the collective behavior of active agents
has been a strong thrust in the community of biologists, ecologists, computer
scientists, and predominately physicists. Since the original publication by
Vicsek [74], tons of simulation results, accompanied by theories [78–82, 238–
240], appear to address various aspects of collective behavior, such as the
nature of the phase transition [79], statistics of density fluctuations [78], role
of topological patterns [241], etc. Experimentalists are slowly catching up
with the trend to produce real laboratory systems that display collective
motion, primarily using extracts of cells [85, 86, 242] or granular matters
energized by mechanical vibration [89, 91]. Still, a lot of mysteries and
debates from theories and simulations await experimental answer.
Here, we set out to design a minimal system with simple interactions to
generate collective patterns. Firstly realizing self-propelling Janus swimmers,
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we further design the dipolar interactions between the spheres in such a away
to promote mutual alignment. This strategy successfully leads to large-scale
coherent patterns in the form of polar flows and density waves. Exploring
the Janus particles’ ability to self-assemble [17, 115], we subsequently realize
hierarchically self-organized streamers made of swarming dimers and chains.
Efforts in this chapter set a promising model system to study collective be-
havior of active agents.
8.2 Design of the experimental system
To design active colloidal suspensions that can display collective swarming,
two ingredients are essential. The first thing is active motion of the build-
ing block. Rapid development in the field of microswimmers gives a list of
possible driving mechanisms [83, 84, 243]. Here we choose to employ the phe-
nomenon of induced-charge electrophoresis (ICEP), first proposed by Bazant
et al. [68–70] and later experimentally realized by Velev et al. using metal-
lodielectric Janus spheres [71]. In an AC electric field, a strong surface flow is
induced from the apex to the equator of a Janus sphere, pushing fluids away
on the metallic surface. The composition asymmetry of a Janus sphere re-
sults in a directed motion, with the dielectric side heading forward. Recently,
such metallodielectric Janus spheres are observed to reverse their direction
of motion when the E field frequency is raised to tens of kHz, presumably by
reversal of the surface flow [244]. A favorable feature of this driving mech-
anism is that the Janus interface is fixed to be parallel to the E field to
maximize electric dipoles, whereas the Janus director (Fig. 8.1a), defined as
the unit vector pointing from the dielectric to the metallic side, still has the
freedom to rotate. Hence, a Janus sphere can randomly pick a swimming
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direction perpendicular to E and adjust its direction when interacting with
other particles.
The second key component for collective motion is alignment. In nature,
animals have sophisticated sensory organs and central processing system to
adjust their direction of motion according to the surrounding environment
[75, 76]. Such decision-making ability can be extended to swarming robots
with computer programs [236]. For primitive microswimmers, one can only
rely on physical mechanisms to generate alignment. This is where the huge
gap between simulations and experiments lies: in simulation, usually a priori
alignment rules are used as input [74, 79, 80, 82], which may not find ways to
be experimentally realized. Indeed, for simple self-propelling hard spheres,
only phase separation is observed both in simulations and experiments [245,
246]. A major experimental breakthrough recently comes from Bartolo et al.
[90]: by using spheres rolling on a substrate, the hydrodynamic interaction
between the spheres generates an alignment rule that can be reduced to the
form originally proposed by Vicsek in his seminal paper [74]. Alternatively,
in dry granular materials, alignment can also be realized, albeit with indirect,
friction-based collision events that are hard to predict a priori [89, 91].
We wish to design self-propelling particles with an intuitive alignment rule.
One key lesson learned in previous chapters is that if the dipole moment of
a sphere, be it electric or magnetic, is shifted from the geometric center
[115, 116, 247], the dipolar interaction can be translated into a torque on the
sphere. If the torque on two colliding spheres could adjust their orientations
to be more colinear, the spheres will align. Borrowing the notion of push-
ers and pullers from biological swimmers [239, 240], we realize that Janus
spheres performing ICEP and reversed ICEP (rICEP) motion belong to two
completely different types of swimmers: one has its repulsive site on the back
139
(for ICEP) and one on the front (for rICEP). For the latter case, a simple
torque analysis suggests that alignment is possible; this hypothesis is also
confirmed by simulation.
Hence, we set out to search for experimental realization. We employ silica
spheres that sediment into a quasi-two-dimensional layer; the intermediate
size (diameter D = 2a = 3µm) allows visualization of the two different sides
and one-batch preparation of millions of spheres in one experiment. We work
slightly above the frequency of motion reversal (10 kHz), since particles form
chains at higher frequency [244]. Within the frequency window of 20-50 kHz,
swarming Janus spheres are observed.
8.3 Result
8.3.1 Binary collisions
We first confirm our hypothesis by analyzing binary collision events between
two Janus spheres with rICEP motion. A collision event is defined as the
period during which the center-to-center distance between two spheres is less
than three particle diameter D. This choice takes into account the long
range nature of dipolar interaction; conclusions below do not depend on the
exact threshold. Figure 8.1a shows a representative collision event. Due to
the repulsion between the electric dipoles in the metallic hemispheres that
translates into a torque, both spheres rotate away and align with each other
for the first half of the collision event, starting from this initial configuration.
They become maximally aligned at approximately 3/4 through the collision
event, and finally depart. Note that the final divergence is characteristic of
such dipole-induced alignment rule: alignment is transient. The repulsion-
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induced torque keeps acting on both spheres that first leads them to align
for a short time and then to divergence. This is in contrast to the recently
reported system of swarming colloids [90], in which hydrodynamic interaction
always keeps two colloidal rollers to align.
By tracking tens of thousands of collision events, we generalize the above
observation by following the angle between two spheres θ throughout the
collision (Fig. 8.1). Indeed, the distribution of θ changes from a broad
distribution peaked near pi/2, to a sharp peak at 0 (the aligned state) with
Figure 8.1: Alignment between two particles. (a) Sequential images of
two colliding Janus spheres (arrows indicate their orientation); the borders
are color-coded by time. Time difference between images corresponds to a
quarter of the duration of the collision event (0.7 s in this case). A collision
is defined when the particle-particle distance is smaller than 3D (Red
dashed line). Scale bar, 5 µm. (b) Schematic representation of the collision
event. Yellow dots represent electric dipoles. nˆi is the director of particle i.
(c) Time evolution of probability distribution of θ, the angle between the
two directors. Color-coding is same as in (a).
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long tails, as time passes. By the end of the collision event, the distribution
broadens again and the peak at 0 disappears, consistent with the picture of
dipole-induced alignment. Note in these statistics, we only include geometries
that are effective. At the beginning the collision, the geometry has to satisfy:
nˆi × nˆj > 0 and (nˆi ⋅ rij)(nˆj ⋅ rij) < 0, in which rij is the vector pointing from
particle i to particle j. Geometrically, this means that the two spheres are
pointing towards a common center. Ineffective geometries include passing-by
events or head-to-head collisions, which constitute 34% of the total collision
events. Such geometry dependence is also characteristic of the dipole-induced
alignment: as the dipole center is shifted towards the head, only geometries
with small head-to-head distance lead to effective alignment.
8.3.2 Large scale coherent pattern
The realization of alignment rule further encourages us to explore the swarm-
ing behavior of Janus spheres. Indeed, at higher concentration large scale
coherent patterns emerge, in the form of polar waves with millions of spheres
all moving in the same direction. The spatio-temporal plot (Fig. 8.2a) clearly
demonstrates that the wavefront moves at a constant speed, 42.6 µm/s in
this case obtained from particle image velocimetry (PIV) analysis [248]. Sur-
prisingly, this is about 1.7 times faster than the speed of a single sphere, or
equivalently the flow velocity inside the wave (25.4 µm/s). In other word,
the density wave is similar to a shock wave [249]. Closer inspection reveals
that the progression of the wavefront is not only due to the polar flow: parti-
cles in the isotropic state near the wavefront are constantly recruited to join
polar wave. This also means that the density profile of the wavefront cannot
be constant. Indeed, the density profile of the wavefront in Fig. 8.2b (φ(r)
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Figure 8.2: Large-scale swarming pattern. (a) Spatio-temporal
evolution of a coherent wave. Scale bar: 200 µm. (b) Time-coded evolution
of concentration profiles of the wave, characterized by local area fraction
φ(x). (c) Collision between two density waves (indicated by blue and red
arrows, respectively). (d) Vorticity map ωz(r) normalized by ∣ωz ∣
corresponding to (c). The color bar goes from −5 to 5. Streamlines are
shown to aid visualization. (e) Experimental image of a large scale vortex,
superimposed with the velocity field obtained from PIV tracking. The
average length of the arrow is 31.6 µm/s. Scale bar: 100 µm. (f-g) Closer
view of the squared regions in (e). Scale bar: 5 µm.
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characterizes the local area fraction) keeps broadening and the wavefront be-
comes less well-defined, as time elapses. Such shock-wave-like density wave is
characteristic of collective motion of active self-propelling agents with mutual
alignment [90].
Since no geometric constraints are placed on the system, such density
waves can spontaneously nucleate in any directions. When two density waves
collide, sharp increases in φ(r) are expected (Fig.8.2c). Meanwhile, much like
the collision between two water streams, collisions between density waves
generate lines and arrays of vortexes (Fig. 8.2d), giving rise to beautiful
dynamic patterns.
The density waves are transient, however; in the end, only stable, large-
scale vortexes with size up to millimeters, remain in the system (Fig. 8.2e).
Density fluctuations persist in the vortex (Figs. 8.2f-g), with regions more
densely packed than others. There is also a non-uniform density profile as
one moves away from the vortex center (Fig. 8.9). Due to the high angular
velocity at the vortex center, it is usually devoid of particles or occupied by
non-mobile clusters. The density first increases as one goes away from the
vortex center, and then decreases towards the vortex edge. The same trend
is seen in the velocity profile (Fig. 8.9).
We also track the evolution of the whole system. For this purpose, we
study systems at slightly lower area fraction (φ = 0.04). Starting from an
isotropic state, the system forms many small vortexes as the electric field
is turned on. These vortexes nucleate spontaneously, or form by collisions
between smaller coherent flows. Once formed, they diffuse and merge with
each other. Intriguingly, we only observe merging between two vortexes of
the same chirality; an example is given in Figs. 8.3d-e. Merging of two vor-
texes in the vorticity field is accompanied by merging of the two groups of
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Figure 8.3: Multi-vortex pattern and evolution. (a) Representative
density field φ(r), overlaid with the associated velocity map for a dilute
system. The longest arrow represents a velocity of 33.5 µm/s, and (b)
corresponding vorticity field ωz(r) (normalized by ∣ωz ∣), overlaid with
streamlines. Scale bar: 200 µm. (c) Time evolution of in-plane energy Exy
(unit: µm2/s2) and total enstrophy Ωz (unit: s−2). (d) Merging of two
vortexes of the same chirality and (e) corresponding vorticity maps. Time
difference between two images is 7.0 s. Scale bar: 40 µm.
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particles. We never observed annihilation between vortexes of the opposite
chirality. Annihilation, which is an important dynamic event in supercon-
ductors and hydrodynamic flows, are prohibited here: two opposite vortexes
share a flow of the same direction in-between, leading to a stable configura-
tion. In the end, the system is left with an array of vortexes with alternating
chiralities (Figs. 8.3a-b). We quantify the time evolution by following the
average enstropy Ωz and average in-plane energy Exy [250, 251]. Exy quickly
rises to a steady state value as particles form coherent patterns that reduces
counteracting flows, whereas Ωz experiences a sharp increase at the start,
and gradually decreases as vortexes merge with each other.
The most puzzling question in the system is of course, the origin of the
vortex formation. With alignment rules, the Vicsek model [74] as well as its
numerous variations predict a polar state with density bands. Formation of
vortexes requires long range attraction. Simulation models combining align-
ment rule and a generalized Morse potential (with a short range repulsion
and long range attraction) are known to robustly produce rotating vortexes
[81]. Meanwhile, certain features in the simulation results, such as a low
density vortex core, are also observed in the experiment (Fig. 8.9). Other
system-specific simulation models that produce vortex also assume certain
form of attraction between the self-propelling units [82, 252, 253]. In the
current system, an inward flow exists at the equator of the particle for rI-
CEP motion, which we observe in simulations taking full consideration of
ions. This inward flow in principle can lead to a weak but long range attrac-
tion between spheres. Indeed, incorporation of a long range attraction that
decays as 1/r2 [70] transforms the polar flow into isolated vortexes. We are
now actively search for closer match between the simulation and experiment,
to reveal the origin of the vortex formation in the current system.
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8.3.3 Hierarchically self-organized streamers
The amazing characteristics of Janus spheres is that, apart from collective
phenomena similar to other self-propelling agents, they can also undergo
various self-assembly processes as shown by rapid progress recently [18, 28].
The anisotropic interparticle interaction due to the Janus feature allows much
more diverse assembly structures than homogeneous spheres. We combine
self-assembly and swarming in the current system to observe hierarchically
Figure 8.4: Hierarchically self-organized streamers. (a) Experimental
image of swarming dimers of Janus spheres (Coating: 20 nm Ti/20 nm
SiO2). Red arrow indicates the direction of the stream. Scale bar: 100 µm.
(b) Closer view of the dimer. Scale bar: 5 µm. (c) Schematic representation
of the dimer. Arrows represent electric dipole moments. (d) Swarming
chains (Coating: 6 nm Ti/10 nm SiO2). Scale bar: 5 µm. (c) Schematic
representation of the chain.
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self-organized streamers.
By decreasing the coating thickness of the metal film, we decrease the
response of the metallic side and hence the repulsion between the spheres.
This allows the spheres to come closer to each other, so close that one sphere
can jump to the second layer to reach a more favorable configuration (Figs.
8.4b-c). Such zig-zag chain is a reoccurring scheme in the self-assembly of
spheres with shifted dipole moments [102, 115]. The rICEP flows of the two
spheres do not cancel each other completely, however; the dimeric object
moves as a whole towards the direction determined by the bottom particle,
due to the electrohydrodynamic flow [254] near the conductive substrate
[255]. The dimer now acts as the new self-propelling unit. Steric effect
now comes into play for dimer-dimer collision: the elongated shape further
promotes alignment during a collision event [87]. Indeed, we observe dimers
to form thin streams that extend up to millimeters, in which all dimers move
in the same direction parallel to the stream (Fig. 8.4a). This is in sharp
contrast to the behavior predicted by Vicsek-type models [78, 79] as well as
the monomer case, and has never been observed experimentally.
Further decreasing the metal coating thickness allows dimers to connect
with each other, with the help of the dipole moments in the silica hemisphere,
now comparable with the dipole moment in the metallic hemisphere. The
length of the chains are not well-defined, however; a broad distribution is
observed and chains can dynamically form and break. The swarming be-
havior of the chains is similar to that of the dimers, forming coherent thick
steamers.
148
8.4 Discussions
8.4.1 On the motion reversal
The exact mechanism of motion reversal at high frequency is unknown, but
it is a robust observation in both this lab and other labs [244]. As fre-
quency increases, ions surrounding the particle do not have enough time to
respond to the electric field so that the equilibrium configuration is not estab-
lished. The magnitude of induced-charge electroosmotic (ICEO) flow hence
decreases with frequency. On the other hand, there is constantly an ion flow
from the bulk solution to the metallic surface. This flow is exactly in the
opposite direction of the normal ICEO flow and takes over once the nor-
mal ICEO flow vanishes with increasing frequency. The reversal frequency
is consistent with the rough estimation by the inverse of charging time of a
metallic particle τc =D/2κDi ≈ 10−4s, in which κ−1 is Debye screening length
and Di is the ion diffusivity [69]. The reversal of the surface flow direction,
we believe, is the origin of the motion reversal. Experiments with tracer
particles are unfortunately unable to unequivocally prove this mechanism,
because the dielectric response of the tracer colloids forces the tracers to be
concentrated at the apex of the larger Janus sphere. Electrohydrodynamic
flow near the conductive substrate has been proposed to explain such motion
reversal [255]. However, control experiments with parallel electrodes config-
uration similar to Ref. [71] show motion reversal even above an insulating
SiO2 surface. Simulations with full electrostatic field calculation, coupled
with ionic motions, are underway to further clarify this point.
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8.4.2 Calculation of dielectric spectra of the Janus spheres
In the previous discussions we have neglected the contribution of the elec-
tric dipole moment in the silica hemisphere. To justify this argument, we
calculate the frequency dependent dielectric response of the Janus particle.
Since no analytical results are available for Janus spheres, we treat the two
hemispheres separately; i.e. we calculate the dielectric responses of a metallic
sphere and a silica sphere of diameter D. For a metallic sphere, we follow
the analytical method in Ref. [256], and take into account the effect of the
protective SiO2 coating [257]. For a silica sphere, in principle no analytical
solution is possible for this intermediate κa range (κa = 6) [258]. As a first
approximation, we use the approximate solution in Ref. [259]. The detail of
the calculation can be found in the Method session.
Figure 8.5 shows the calculation result. The real part of the normalized
complex polarizability αM of the metal side Re(αM) changes from negative to
close to 1 as the frequency increases. At low frequency, ions in the solution
have enough time to respond to the local electric field around the sphere
Figure 8.5: Calculation of dielectric spectra. Both the real (a) and
imaginary part (b) the complex polarizability are plotted versus electric
field frequency f .
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and fully screen the metallic surface. Hence, Re(αM) is close to -0.5. As
frequency increases, ions do not have sufficient time to relax and in the high
frequency limit, Re(αM) approaches the unscreened value of 1. Correspond-
ingly, the imaginary part of the polarizability Im(αM) shows a peak around
the transition frequency. The presence of the SiO2 layer slightly reduces the
magnitude of the dipole and shifts the transition frequency to higher value.
For a silica sphere, the dielectric response comes from two effects. The first
part is due to the mismatch between the dielectric constants of the materi-
als; this contribution is always negative due to the high dielectric constant
of water. On the other hand, the negatively charged colloid carries many
counterions in the diffuse layer as well as in the tightly bounded layer, all of
which respond to the external field and generate a positive contribution to
the polarizability. Again, the relative importance of these two contributions
depends on frequency. At low frequency, the ion contribution dominates
whereas at high frequency, the inherent material response dominates. The
frequency-dependent dielectric responses of the metal and silica hemispheres
give rise to a sweet spot around tens of kHz. The swarming experiments are
carried out at 30 kHz, where the dipolar response (real part) of the metal
hemisphere is close to its asymptotic value while the silica hemisphere has
a small absolute value. More rigorously, the interaction between two dielec-
tric spheres can be written as UAB = Re(α⋆AαB)E20(1 − 3 cos3 β)/4piεsε0r3AB)
[66, 260], in which ⋆ denotes complex conjugate, E0 is the amplitude of the
applied field, εs the relative permittivity of the solvent, ε0 the vacuum per-
mittivity, rAB the distance between the particle, and β is the angle between
the electric field and the line of particle centers, which equals pi/2 in the
current configuration. Hence, both the real part and imaginary part of the
polarizability contribute to interparticle interaction. At 30 kHz, Usilica-silica
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and Usilica-metal are less than 20% of Umetal-metal. This justifies our assumptions
about particle-particle interaction.
We agreed that the above calculation has many limitations. Apart from
the intrinsic errors due to the intermediate κa value, a real Janus sphere
possesses other features that are not included in the model. For example,
as the metal layer gets thinner, its dielectric response should also start to
deviate from ideal metals (as seen in section 8.3). In addition, both the
metal and the protective coating have a space-varying coating profile due
to the directional e-beam evaporation procedure [115]. Therefore, Fig. 8.5
should only be viewed as a rough estimate. Nevertheless, the qualitative
trend of the dielectric responses should hold.
The observed two-particle alignment and the subsequent swarming behav-
ior can persist, however, with a finite dipole coefficient of the silica hemi-
sphere. In simulations where we assign a positive dipole moment mM to the
metal side and a negative dipole moment mSiO2 to the silica side, the swarm-
Figure 8.6: Snake formation at high frequency. Left : Zoom-in view of
the snakes. Note the formation of rings. Scale bar, 10 µm. Right :
Large-scale view of a system at 5 Mhz in a steady state. Scale bar, 50 µm.
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ing phenomena can be observed down to mSiO2/mM ≈ −0.3. Below this value,
the attraction between the silica hemisphere and the metal hemisphere causes
particles to connect into chains, with the silica side facing the metal side and
vice versa. Indeed, we observe these chains above ≈ 100 kHz (Fig. 8.6a).
The observed transition from swarming to chaining is consistent with above
calculation: above 100 kHz, Im(αSiO2) vanishes and Re(αSiO2) approaches its
asymptotic value of -0.46. For the metal hemisphere, Im(αM) also vanishes
and Re(αSiO2) approaches the asymptotic value of 0.91. Chains formed in
this way retain certain amount of flexibility and swim gracefully like a snake.
Moreover, we often observe a snake to bite its end and form an ever-rotating
ring. Rings are kinetically stable: given enough time, a system will end up
in arrays of rings (Fig. 8.6b), with sparse snakes meandering in-between.
Even concentric rings can be observed, with minimum coupling between the
concentric rings. Although possible in principle, we never observe collective
polar pattern from the snakes. Collision between two snakes does lead to
temporary alignment, but the persistent length of the snakes’ trajectory is
too short due to their flexibility. More efforts are now underway to study the
intriguing phenomenon at high frequency.
8.4.3 Binary collisions of silica-forward swimmers
We never observe any collective pattern at low frequency (f < 10 kHz),
where the Janus particles undergo normal ICEP motion. To understand
this observation at two-particle level, in Fig. 8.7a we characterize binary
collision events between Janus spheres at 5 kHz. From sequential images,
we observe no obvious orientation change during a collision event. This is
further quantitatively confirmed by the distribution of θ (in this case, the
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unit vector points from the metal side to the silica side) in Fig. 8.7b. No
significant change in the distribution is observed throughout the collision
event. A Janus sphere with ICEP motion has its repulsive, metallic side on
the back, such that no appreciable torque is transmitted between two Janus
spheres during a binary collision. This leads to the absence of collective
behavior at low frequency.
Figure 8.7: Collision between particles swimming with ICEP
mechanism. (a) Sequential images of two colliding Janus spheres with
ICEP motion; the borders are color-coded by time. Note now the particles
swim with the silica side forward. Scale bar, 5 µm. (b) Time evolution of
probability distribution of θ, the angle between the two directors.
Color-coding is same as in (a).
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8.4.4 On the criteria for effective collisions
We use a simple geometric criterion to sort out effective collisions, namely
that at the beginning of the collision, nˆi, nˆj, and rij need to form a triangle.
To prove the validity of this criterion, in Fig. 8.8b we plot the evolution of
θ1 and θ2, the angle of one colliding spheres with respective to rij. In the
scatter plot of θi − θj, the geometric criterion picks points with θi ⋅ θj > 0
and ∣θj ∣ > ∣θi∣ (Fig. 8.8b, top panel). A major portion of points with this
criterion evolve into a state of θi = θj when the collision event is 3/4 through,
although unaligned events, characterized by points along the θi = −θj line, are
also observed. In contrast, collision events that do not satisfy this geometric
criterion almost exclusively lead to an unaligned state (Fig. 8.8b, bottom
panel). In these ineffective events, particles do not adjust their orientation
much, as the configuration does not generate enough torque either because
the dipole centers are too far apart, or because the angle between nˆi and
rij is too small (so that the cross product is too small). Therefore, the
criterion we use is a necessary but insufficient one. It is possible to put more
stringent criteria to further filter out the unaligned events, but the current
analysis satisfies to prove the alignment between spheres, induced by dipolar
repulsion.
8.5 Conclusions
In conclusion, in this chapter we have designed and discovered a novel swarm-
ing system with Janus spheres in AC electric fields, by utilizing the mundane
dipole-dipole repulsions that translate into an effective alignment rule by the
Janus feature. We observe large coherent patterns, including density waves
and vortexes. Using the same Janus feature we are able to self-assemble the
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Figure 8.8: On the criteria for effective collisions. (a) Schematic
representation of the collision event, with definition of θi and θj. (b)
Evolution of scatter plot θ1 − θ2 using the same color coding, for the aligned
case (top) and the unaligned case (bottom).
Figure 8.9: Characterization of vortexes. Flow speed V (r) and local
area fraction φ(r), as a function of distance r away from vortex center,
identified by tracking the point in the image with highest ωz.
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particles into other geometries such as dimers and chains that further self-
organize into coherently moving streamers. The unexpected richness in this
simple system, as well as the rich parameter space to explore (such as field
strength and frequency, coating materials and thickness, etc), make Janus
spheres an attractive model system to check the predictions from numerous
theoretical and simulation works on active systems, as well as to explore
novel collective phenomena. The major obstacle so far has been the detailed
physical mechanism of the rICEP motion and concomitantly the resulting
hydrodynamic interaction. More detailed studies in simulation is now un-
derway. Experimentally, we are continuing on the study of the circulating
snakes and active spinodal decomposition, in frequency regions different from
the current chapter.
8.6 Materials and Methods
Particle Synthesis. Janus particles are created using directional deposition
of metal onto dry colloidal particles in vacuum. Typically, a 2% suspension
(20 µl) of 3 µm diameter silica particles (Tokuyama) is spread on a half
glass slide (1.0×1.5 inches2), pretreated with Piranha solution, and dried to
form a submonolayer. Next, a 6-35 nm titanium coating followed by 10-20
nm SiO2 is deposited vertically using electron-beam deposition, at 3 × 10−6
Torr and a deposition rate of ≈ 0.5A˚/s. The monolayer is washed thoroughly
with deionized (DI) water and isopropyl alcohol, and then sonicated in 15
ml DI water for 90 s to collect the particles. Further sonication for 1 hour is
applied to break up any aggregates, ensuring the production of discrete Janus
spheres. After sedimentation for another hour, the concentrated suspension
at the bottom of the centrifuge tube is taken out for swarming experiments.
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Swarming experiment. To apply an electric field, the particles are
sandwiched between two coverslips coated with indium tin oxide (ITO) from
SPI. The ITO-coated coverslips are further coated with 25 nm SiO2 using
electron-beam deposition to prevent the particles from surface absorption. A
thin strip on one side of the ITO-coated coverslip is left uncoated during the
SiO2 deposition, which is used later to connect to copper tapes and further
to a function generator (Agilent 33522A). The two ITO-coated coverslips
are separated by a spacer (Grace Biolab, SecureSeal) about 120 µm thick,
with a 9 mm diameter hole. A square wave of 10 V and 30 kHz is used
for most experiments. Dimer formation occurs above 60 kHz. Imaging is
done on a Zeiss inverted microscope using transmission mode. 5× objective
is used for large-scale image and 40× long working distance objective is used
for zoomed-in view. Movies are recorded using a CMOS camera (Edmund
Optics 5012M GigE or iXon Neo).
Particle image velocimetry. Home-written Matlab codes are developed
for particle image velocimetry, following the general principles [248]. To avoid
pixel locking effects [261], a hybrid method is used to find the displacement
of a subwindow: first, using 2D Fourier transform based correlation, the
integers of the displacement vector are obtained. Next, local search with
a step size of 0.1 pixel is performed to improve the accuracy. Pixel locking
effects are minimized in this way. Typical interrogation window size is 32×32
pixels2 (40.5 µm2), with a 50% overlap. Arrows on the figures represents
averaged value from 2×2 subwindows. Local area fraction φ(r) is calculated
by counting the number of particles which appear as black dots in images
with 5× objective.
To generate the spatio-temporal plot [249] and analyze the density profile
of the shock wave, the images are rotate to place the direction of wave motion
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in the x axis. φ(x) is then averaged long the direction perpendicular to the
wave motion.
Analysis on binary collision. Binary collisions are studied under the
same condition as swarming experiment except much lower particle concen-
tration. The position and orientation of Janus particles are tracked in each
frame with home-written code [114, 150]. A collision is defined when rij, the
length of the center-to-center vector rij, is smaller than a threshold value
of 3D. We have changed this value from 2-4D; the qualitative conclusions
remain valid. To reveal the orientational evolution, we sample 5 points for
a collision event, separated equally. A total of 12488 collision events are an-
alyzed. As a control, we also study collision events when particles perform
normal ICEP motion. No alignment is observed.
Parameters for the calculation of the dielectric spectra. The di-
electric response of a metallic sphere is calculated following the procedure in
Ref. [256]. The parameters we use are: κ−1 = 250 nm [115, 144], T = 298
K, εs = 78.5. The solution conductivity Ks is calculated with equation (25)
in Ref. [259], where D+ = 9.3 × 10−9 m2/s corresponding to H+ [262] and
D− = 1.1 × 10−9 m2/s corresponding to HCO−3 [263], which are the only ions
present in deionized water due to the absorption of CO2. To take into account
of the protective SiO2 coating on the metallic surface, the critical frequency
ωc (see Ref. [259] for definition) is increased by a factor of (1+δ1) [257], in
which δ1 = εsdκ/εSiO2, where d is the thickness of the protective coating (15
nm) and εSiO2 = 3.9. Meanwhile, the magnitude of the dipole is reduced by
a factor of (1+δ2), in which δ2 = εsd/εSiO2D.
The dielectric response of a silica sphere is calculated following the proce-
dure in Ref. [259]. The ζ potential of the silica surface is measured to be -52
mV; the viscosity of water η is set at 0.89×10−3 Pa⋅s. Finally, the parameter
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Θ, which characterizes the relative contribution of the surface conductivity
in the tightly bounded layer to that of the diffuse layer, is set at 1.2 according
to the measured value in Ref. [264].
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CHAPTER 9
COLLOIDAL RIBBONS AND RINGS FROM
JANUS MAGNETIC RODS
9.1 Background
Spontaneous assembly of objects with permanent dipoles governs association
on many length scales in natural and technologically relevant systems [151]:
at the molecular level, polar molecules such as water and chloroform; at the
nanoparticle scale [265, 266], ferrofluids [129] and magnetosomes in magneto-
tactic bacteria [267, 268]; at human scales, various magnetic tools and toys.
To date, experimental studies have mainly focused on materials in which
electric or magnetic dipoles exist solely due to the presence of externally ap-
plied fields [60, 61, 100, 269]. Here we introduce a new system composed of
magnetic Janus rods that possess permanent dipoles and, referring to their
association as dipolar assembly, explore their assembly into unique and in-
teresting structures with analogies to liquid crystalline materials and organic
molecules.
Experiments lag behind extensive theory and simulation of dipolar as-
sembly, even for spheres [108, 109, 270–276]. On the experimental side,
structures of ferromagnetic nanoparticles were inspected by cryogenic elec-
This chapter is partially reproduced from Yan, J.; Chaudhary, K.; Bae, S.C.; Lewis,
J.A.; Granick, S.Colloidal ribbons and rings from Janus magnetic rods. Nature Commu-
nications 2013, 4, 1516.
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tron microscopy [277, 278], but all dynamics were missing due to the sample
preparation. Granular particles can be made monodisperse and studied in
real time, but their large size means that gravity dominates over the intrinsic
dipolar interaction, limiting the system to two dimensions [279–281].
Here, we consider dipolar particles of intermediate size: ones that are
small enough that the dipolar interaction can overwhelm gravity, yet large
enough to visualize optically in real time, and which possess uniform magnetic
properties. Although some particles of this kind were known from earlier
work by others, previous emphasis was on their assembly or dynamics in the
presence of external magnetic field [49, 60, 94, 102, 103, 282, 283]. Here,
taking advantage of rapid progress in the synthesis of anisotropic colloids
[4, 30, 130, 284–286], we go beyond this to delve into the role of shape
and constituent anisotropy. Beyond validating and testing the generality of
theoretical and in silico predictions regarding dipolar assembly, these findings
shed new light on the design of reconfigurable materials [287] in which large
structural transitions can arise from small changes in field strength [288].
9.2 Results
Synthesis of magnetic Janus rods. To implement the goal of monodis-
perse size and homogeneous magnetic response, we take the approach of
directionally depositing thin magnetic coatings onto monodisperse colloids
[49, 60, 102, 134, 183]. To realize shape anisotropy, we first prepare silica
rods that are 2.4 ± 0.1 µm long and 0.81 ± 0.04 µm wide (i.e., an aspect ratio
of 3), using a known method [132]. They are further coated on one hemi-
cylinder with a nickel layer 9.8 nm thick. The strength of the dipole moment
can be precisely controlled by the rod dimension and coating thickness. The
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Ni layer is further protected by a 15 nm layer of SiO2. This layer makes the
particle surface chemically isotropic, such that surface-induced interaction
anisotropy does not come into play; meanwhile, it raises the particles surface
charge (zeta potential of -43 ± 4 mV). We study magnetic assembly in deion-
ized water, where the strong electrostatic repulsion prevents the particles
from uncontrolled aggregation or adsorption onto the sample chamber from
van der Waals attraction or gravitational pinning. The parameters employed
in the current study minimize unwanted aggregation while ensuring dom-
inance of magnetic energy (≈ 103 kBT ) (balanced by electrostatic energy)
over thermal energy and gravitational energy (≈ kBT ).
Ribbon formation. We found a simple method to remedy the fact that
as-synthesized particles possess magnetic moments of uncontrolled orienta-
tion with respect to their long axis. When subjected to a magnetic field
much larger than their coercive field, individual rods align their long axis
perpendicular to the field and subsequently stack into ribbons parallel to the
field, regardless of their initial magnetization direction. Turning off the field
at this point does not change the acquired magnetization direction. The
findings were the same regardless of coating thickness or rod aspect ratio,
when these parameters were varied in control experiments. The origin of the
observed magnetization direction along the short axis is not understood, but
it is convenient in constructing building blocks for the present experiments
because it favors rods to arrange side-by-side, a phenomenon that we exploit
in the assembly described below.
After the magnetic field is turned off, stray field from ambient objects
and the earths magnetic field are compensated using a homebuilt triaxial
magnetic setup, resulting in near-zero magnetic field (≈ 0.05 G). The ribbons
display flexibility, yet retain their integrity owing to remnant moments of
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the nickel coating. Ribbons point in random directions and form a beautiful
labyrinthian pattern (Fig. 9.1a), confirming vividly a theoretical prediction
made long ago [272, 273].
Analogies to molecular assembly. Moving from macroscopic pat-
terns to microstructural features, we note two analogies to molecular as-
sembly: deformations akin to those in liquid crystals and neighbor-neighbor
arrangement akin to cis/trans conformations of the double bond in organic
molecules. The former results from the elongated shape and the latter from
the Janus feature. Together, they add richness and controllability to the
Figure 9.1: Ribbons of dipolar Janus rods at zero magnetic field.
(a) Representative optical image of a concentrated suspension of the dipolar
Janus rods. The image includes some solitary uncoated particles, which do
not interfere with the dipolar assembly. Scale bar: 5 µm. Inset:
Representative SEM image of individual rods with schematic
representation, in which blue represents the nickel-coated side and white
the bare silica side. Scale bar 0.5 µm. (b) Liquid-crystal-like deformation
modes of a colloidal ribbon, images accompanied by schematic illustrations.
For clarity, the Janus feature is not illustrated. Scale bars 2 µm. (c)
End-on view of a ribbon in a small vertical field (1.6 G), accompanied by
schematic illustrations highlighting the trans and cis bonds. Yellow arrows
denote the dipole moment of each rod. Red lines highlight trans and cis
bonds. Scale bar 2 µm.
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dipolar self-assembly process.
Specifically, close inspection of Fig. 9.1a reveals three types of deformation
on the ribbon: bend, splay, and twist (Fig. 9.1b), reminiscent of the classic
deformation modes of liquid crystals [289]. Bend, which refers to deforma-
tions in a plane looking into the rods such that their cross-section is circular,
is energetically least costly. Splay, which refers to deformation in the plane
of the rods, is more energetically costly. Even more costly, pure twist is ob-
served, but only under special conditions. The effect of constituent (Janus)
anisotropy is also manifested in the ribbon geometry. Consider a view looking
end-on into these ribbons such that the cross-section of a rod is a circle (Fig.
9.1c). As the magnetic material is distributed on just one hemicircle (hemi-
cylindrical in three dimensions), the dipole moment is shifted away from the
geometrical center towards the coated side [116]. This shift gives rise to two
ways in which the rods may line up. The most stable configuration is a
zig-zag chain in which particles alternately face one another, which we call
the trans configuration in analogy to a carbon-carbon double bond. Another
possibility observed is the cis configuration, in which the magnetic sides of
two neighboring rods face the same direction. This configuration is higher in
energy, ∆E (estimated ∆E ≈ 1.3×103kBT per pair, because the dipole sepa-
ration between neighboring particles is larger. It is also metastable, since the
conversion from a cis to trans configuration requires 180○ rotation of half a
chain with respect to the other half, which involves a highly twisted interme-
diate state. Hence, both the kinetics and thermodynamics of these trans/cis
bonds are similar to their molecular analog in carbon double bonds. From
time-lapse movies of the ribbon formation process, we find that particles al-
ways adopt the trans configuration when they add individually to the end of
a ribbon, but that when two ribbons link, there is a chance to be trapped
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in a cis configuration. Therefore, statistically each ribbon possesses both cis
and trans bonds, the latter being more abundant. Note (Fig. 9.1c, middle
panel) that a cis bond introduces a kink in an otherwise-straight pure trans
chain. The interesting consequences are discussed below.
Dynamics of ring formation: buckling and splitting into daughter
rings. Now we turn to dilute conditions in which ribbons do not interact.
Static energy calculation of dipolar spheres at zero field show that rings rep-
resent the minimum energy configuration [108]. Attraction between ends
Figure 9.2: How cyclic structures of dipolar Janus rods form from
linear ribbons when reversing the field. (a) In this example, a single
ring forms from a C-shaped intermediate. From left to right: t = 0, 1.33,
1.86, 2.64 s. (b) In this example, a ribbon splits into two rings via S-shaped
and figure-8 shaped intermediates. From left to right: t = 0, 3.08, 4.16,
4.86, 5.73 s. (c) In this example, a ribbon splits into three rings. From left
to right: t = 0, 2.05, 2.51, 2.86. 3.05, 4.62, 13.9 s. Included is a schematic
illustration of the intermediate state as well as an enlarged view of the
discontinuity. The red arrows indicate the collective dipole of the daughter
rings. Scale bars 4 µm.
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should always dominate bending energy, the latter resulting from misalign-
ment between neighboring dipoles in a bent chain. A lingering question is
what pathway leads to this energy minimum. Conventional simulation starts
from an isotropic distribution of particles, a situation relevant to the nature
of phase transition and associated aggregation kinetics in dipolar fluid [290];
but the alternative approach of watching relaxation from an existing chain
is interesting from a materials point of view. It is predicted that to reach a
ring state, a large kinetic barrier of bending, before ends come sufficiently
close to attract can prohibit this transformation in zero field [291]. However,
we find that by switching the field direction, ribbons can be directed into
cyclic structures. The ribbon tries to follow the reversal of the field, but
not instantaneously due to viscous drag, which causes the ribbon to buckle
[292, 293] in different ways and ultimately leads to different fates.
Figure 9.2 shows three outcomes from repeated experiments on the same
ribbon when reversing the field. Ends always follow the field reversal faster
than the main body. If they curve in the same direction, further relaxation
results in a completed loop (Fig. 9.2a). If they curve in opposite directions,
the ends cannot meet, so the ribbon simply reverses direction via an S-shaped
intermediate. But often, the S-shaped intermediate collapses transiently into
a figure-8 shape (Fig. 9.2b), which subsequently splits in the middle to form
two separate rings. Further complexity arises when the magnetic field re-
verses direction rapidly. Under these conditions, even if the ends curve in
the same direction, the splayed middle section can suddenly develop a singu-
larity that absorbs the curvature (Fig. 9.2c). The splay deformation is not
only one of higher energy, but also more susceptible to failure by undergo-
ing twist around a single bond, as shown in the schematic representations in
Fig. 9.2c. In this particular case, the ribbon finally breaks into three pieces,
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each of which forms an individual small ring. As analyzed below, such rings
have a collective dipole perpendicular to their contour, causing them to align
with the field and undergo hierarchical assembly into stacks. If this could
be scaled up, it suggests the possibility of forming tubular structures spon-
taneously from single ribbons [294]. In addition to the rate of field reversal,
we find the ring formation dynamics also depend on many other factors, es-
pecially the initial orientation relative to the sample substrate and presence
of cis bonds, revealing the richness of these phenomena.
Non-circular complex rings. After forming cyclic configurations, we
cancel the field such that rings adopt configurations without interference from
external field. Under this circumstance, we always observe rings to lie parallel
to the substrate owing to gravity, such that their cross-sectional shapes as
well as cis/trans configurations can be visualized (Fig. 9.3). Rings composed
only of trans configurations assume the circular shape long known to hold
for dipolar spheres [270] (Fig. 9.3a-1). However, cis bonds introduce kinks
that subsequently determine the ring shape. Rings with a single cis bond
assume a raindrop shape (Fig. 9.3a-2). In real-time movie one can observe
the dynamic transition from circular to raindrop shape via the addition of
a single cis bond. Rings with two equally spaced cis bonds are football-
shaped (Fig. 9.3a-3). Three equally spaced cis bonds define three vertexes
of a triangle (Fig. 9.3a-4). The same trend extends to squares (Fig. 9.3a-
6) and even larger polygons. In addition to this dependence on number of
cis bonds, obviously their shapes also depend on the distance between them
(compare Figs. 9.3a-4 and 9.3a-5). In the future, it may be desirable to find
ways to precisely control the number and positions of cis bonds, permitting
one to engineer polyhedral shapes via dipolar self-assembly.
Occasionally, Mbius strips [296] are observed, but they are only transient
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owing to the large twisting energy. Rings with pure splay deformation are
also observed (Fig. 9.3b), provided that repeating units within a ribbon are
Figure 9.3: Optical images of dilute cyclic structures formed from
dipolar Janus rods at zero field. Panel a shows an inventory of ring
shape with all-bend deformations: An all-trans configurations produce
circular rings (a-1). A single cis bond (highlighted by the red symbol)
produces a raindrop shape (a-2). Two equally-spaced cis bonds shape a
football (a-3). Equilateral (a-4) and isosceles (a-5) triangles result from
three cis bonds. From 4 equally spaced cis bonds, a square results (a-6).
Scale bars 2 µm. (b) A large ring formed solely by splay deformation. Scale
bar 10 µm. (c) Ring with mixed deformation in a small (1.5 G) horizontal
field, with a schematic representation generated by following Euler
coordinates [295]. Scale bar 2 µm.
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sufficiently many.
Field response. A converse question to how rings form is: what happens
to cyclic structures when a small magnetic field is applied? Ultimately, they
must break into ribbons that align with the field; but understanding the
dynamic route is of interest. We observe beautiful pathways from the ring
to ribbon states, and in contrast to the many ways that rings can form, their
rupture kinetics are deterministic, robust, and general. Figure 9.4 shows
snapshots of a ring containing one cis bond, responding to a small vertical
field in the image plane. In this example, the ring first rotates in the image
plane, placing the cis bond on one side (Fig. 9.4b). It then stands up on
the substrate, perpendicular to the external field such that in the image one
observes a side view of the ring (Fig. 9.4c). Standing-up behavior signifies
that the ring acquires a collective dipole moment perpendicular to itself.
To our knowledge, it is the first observation of this long-predicted behavior
[270], which arises because the magnetic attraction dominates over gravity at
the colloidal scale, allowing the ring structure to rotate in three dimensions.
For spheres, the mechanism was predicted to be simultaneous rotation in
the external field direction of all spheres dipoles, adding up to an overall
moment perpendicular to the ring. In these experiments, the rods have the
same tendency; however they cannot do so without hitting one another due
to their geometric shape and the steric constraint of tracing a circle. This
excites collective deformations of the ring contour, visible in the side view
for a larger ring (Fig. 9.3c). Distortion on a circle formed by a ribbon has
been predicted to simultaneously excite three deformation modes [295]: not
only bend, but also splay and twist must come into play. Figure 9.3d shows
that the observed conformation is consistent with a hypothetical sinusoidal
variation of rod angle moving along the rings contour, although detailed
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energy calculation awaits further study.
Spiral rupture. Rings break predictably at their weakest spots, the cis
bonds, when the magnetic field exceeds a limit dependent on the specific ring
size and configuration, such as the number and position of the cis bonds (Fig.
9.4d). The qualitative feature of breakage dynamics is robustly observed
for all rings without defects: ring breakage generates two ends that go in
opposite directions, giving a spiral breakage mode [279]. The middle part of
the ribbon is then left in an awkward configuration: it contains a large twist
in addition to bend and splay, which is the highest-energy deformation. To
release twist from that state, one half of the ribbon must rotate with respect
to the other half, around the bond indicated by the red box in Fig. 9.4e.
This converts a trans bond into a cis bond, as shown by the side view of
the resultant ribbon (Fig. 9.4g). The reverse transformation from cis to
trans bond can also take place. It was shown recently that mechanical force
can switch the configuration of double bonds in organic molecules [297]; here
we see a colloidal analog of this interesting phenomenon. Importantly, this
allows some control over the number and position of cis bonds on a ring.
Transient helices. Intriguing collective dynamics arise for strongly cou-
pled rings. Fig. 9.5a shows two standing-up rings in a small horizontal field.
They stand side-by-side because of their collective dipole moments; their sim-
ilar size leads to similar threshold field for rupture. As shown in Fig. 9.5b,
at the time of breakage the top part of the left ribbon moves to the right
and its bottom part moves to the left, or vice versa, and the same is true
for the right ribbon. Hence, the top end of the left ribbon meets the bottom
end of the right ribbon, connecting the two ribbons into one. This gives a
transient helical structure, as depicted in a schematic illustration (Fig. 9.5b).
Although it is possible to produce helical colloidal springs and related struc-
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tures as a provocative proof of concept, chemical advances would be needed
to render them permanent.
9.3 Discussion
By synthesizing monodisperse Janus magnetic particles, we have created
a new model system in which to study self-assembly based on permanent
dipoles. These building blocks, anisotropic in both shape and chemical con-
stituents, enable one to test some of the classical predictions from extensive
theory and simulation, although to do so is not the main point of this study.
The microscopic size of our rods allows direct visualization of dynamic path-
ways of the resulting dipolar rings in response to external fields. Some of
these dynamic features were previously observed in granular particles of much
larger size, but in granular systems gravity restricts particles to two dimen-
sions. The present system allows rotation of individual building blocks as well
as their assemblies in three-dimensional space. We therefore observe inherent
three-dimensional dynamic features of these dipolar structures, uninfluenced
by the much weaker gravity. Looking to the future, it is evident that en-
hanced image quality and genuine three-dimensional information could be
obtained by implementing fluorescent-core silica rods coupled with confocal
microscopy, which we have not pursued here. Extensive earlier theoretical
interest about dipolar particles dwelt on their equilibrium configuration and
resulting phase diagrams starting from the isotropic state. By contrast, here
we stress their microstructural variety. Borrowing a language developed to
describe molecules, we show that colloidal-scale cis/trans isomerism gives rib-
bons with kinks, which subsequently form rings of noncircular contour with
bend, splay and twist deformations akin to liquid crystals. Above a thresh-
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old external field, they interconvert via well-defined pathways with rupture
initiated at spatially localized kinks. Our observations provide design rules
for reconfigurable dipolar materials with building blocks of complex shape.
Our observations were qualitatively the same when, in addition to Janus
magnetic rods of aspect ratio of 3 reported in detail above, we also tested rods
with aspect ratios of 2 and 4, as well as Ni coating thicknesses varied from 10
to 20 nm, above which irreversible aggregation occurs. Extensions of these
ideas to other particle shapes [93] are evident. For example, for cubic particles
[94], there is a tendency for three cubes to form a defined 90 kink rather
than uniform bending, hence the ring might be inherently rectangular. In
the future, it should also be possible to design multiple magnetic patches on
a single colloid. Such particles might under some situations behave as a gross
dipole, under other situations interact through different patches separately,
leading to interesting control possibilities.
It is intriguing that the seemingly simpler system of magnetic Janus spheres
did not display such rich phenomena. For the choice of materials studied
here, Janus magnetic spheres collapse into hexagonal sheets in which all par-
ticles face their magnetic side in the same direction of surface normal, in zero
magnetic field. These sheets align with their surface normal perpendicular
to the external field [182], prohibiting formation of circular structures. The
generality of this observation is unclear, as it might be related to the way
the actual magnetic material is distributed on a Janus sphere [134], as well
as to the specific magnetization direction and strength, but it does present
the example of a system in which magnetic Janus spheres do not necessarily
assemble into rings. For Janus rods, this hexagonal packing is simply not
available, for geometric reasons. Hence, the unique combination of elongated
shape and Janus character of these colloids is not merely a convenient choice,
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but an essential one to realize the complex ring conformations and diverse
dynamics reported here. However, the assembly of Janus magnetic spheres
under time-dependent magnetic fields does present other interesting issues
involving the selection of structures that can tolerate synchronized motion
[115]. Looking to the future, we note that the surface coating methods em-
ployed here lend themselves to such studies of dipolar particles in facile ways.
First, they allow realization of any particle shape provided that the starting
monodisperse material is available. Second, variations of the coating thick-
ness allow precise control of the dipole strength. Third, variations of the
shape anisotropy, as in our case, or incorporation of special magnetic films
[183], allow precise control of the dipole orientation.
9.4 Conclusions
To conclude, this chapter demonstrates a self-assembly paradigm for creating
field-responsive colloidal assemblies that are dynamically reconfigurable and
possess interesting instability modes and rich kinetic pathways. Implemented
here for magnetic rods using methods readily extendable to other particle
shapes, dipolar colloids with constituent (Janus) and shape anisotropy are
shown to display dipolar assembly that shares some of the long-predicted fea-
tures of dipolar spheres, yet differ from what has been predicted for spheres.
There are fundamental consequences from loss of symmetry on the single par-
ticle level. This causes, on the assembly level, inhomogeneous distributions
of stress arising from constituent anisotropy and new deformation modes
arising from anisotropic shape, resulting in major new pathways of rational
design and control.
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9.5 Materials and Methods
Particle Synthesis: The silica rods are synthesized by slight modification
of a known procedure [132]. We introduced a filtration step to achieve more
monodisperse emulsion droplets for the nucleation process, which leads to
highly monodisperse silica rods. The initial synthesis results in rods 1.9 ±
0.2 µm in length and 0.31 ± 0.05 µm in diameter. Seeded Stber processes
are used to grow additional layers of silica. After 13 additions of water and
tetraethyl orthosilicate, the rods are 2.4 ± 0.1 µm in length and 0.81 ± 0.04
µm in diameter as manually measured from SEM images. Rods of aspect
ratios of 2 and 4 are synthesized in similar way.
To produce magnetic coatings, the rods are then dried and resuspended
in deionized (DI) water at 1% weight concentration. A 20 µL suspension is
spread onto a half glass slide (1.0 × 1.5 inch) pretreated with Piranha solution,
and dried quickly to form a submonolayer of rods lying parallel to the glass.
The drying edge of the glass contains multilayers with ill-defined orientation;
it is covered with a glass slide during the metal deposition and removed later.
A 9.8 nm nickel coating followed by a 15 nm SiO2 coating is then vertically
deposited using electron-beam deposition. In control experiments, we also
tested Ni coating thicknesses from 10 to 20 nm. A control glass slide without
particles is coated simultaneously and used to measure the film thickness by
ellipsometry (J.A. Woollam VASE ellipsometer). The monolayer is washed
thoroughly with DI water and isopropyl alcohol, then sonicated in 15 mL DI
water to collect the particles. In deionized water, the particles have a zeta
potential of -43 ± 4 mV (Malvern Zetasizer Nano). SEM images are taken
in a Hitachi S4800 electron microscope with particles without SiO2 layer to
improve contrast.
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Setup: A spatially homogeneous magnetic field with controllable x, y, and
z components is generated by three orthogonal pairs of solenoids (Science
Source #14835 with iron cores, and custom-designed coils from Teachspin),
controlled by three power supplies (Kepco 100-4D). We install a Gaussmeter
(Alpha Lab, Model VGM) from the side to monitor the field at the center
during all experiments. The conversion factor of the reading of the moni-
toring Gaussmeter to the actual field under which assembly takes place is
calibrated with a second Gaussmeter placed at the focus of the objective.
During the experiment, zero magnetic field is defined as the field strength
when ribbons show random orientations. Movies are taken in a home-built
microscope using an LED light source (Thorlabs MCWHL2), a 50× long-
working-distance objective (Mitutoyo, Numerical Aperture = 0.55) and a
Complementary metaloxidesemiconductor camera (Edmund Optics 5012M
GigE).
Assembly Protocol: A 400 L suspension (≈ 0.01 mg/ml) of the Janus
rods is introduced into the imaging chamber (Lab-Tek II chambered cover
glass). The particles sediment but negative charges on the silica particles
prevent adsorption to the chamber walls as well as irreversible clustering of
particles. A static field with strength up to 200 G is applied overnight to
assemble the rods into ribbons. Then, the field strength in each direction is
carefully tuned by the power supplies to ensure no preferential alignment of
the ribbons; this, we defined as zero field.
To form rings, first we cancel the field in two directions, then reverse the
field direction along the remaining axis. After rings form, we relax back to
zero field in all directions to observe the zero field configuration. For the
breakage dynamics, we slowly increase the field strength in one axis. To
force the ribbon to stand up (in order to check the trans/cis configuration),
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we apply an additional alternating field of 10 G at 20 Hz in the z direction,
perpendicular to the image. To observe twisting modes, a precessing field
[115] of 50 G at 20 Hz and precession angle of 20○ is applied with precession
axis vertical in the image plane. Ribbons align parallel to the precession axis
of the external field and rotate around their long axis. Meanwhile, they show
significant twisting due to uneven distribution of torque.
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Figure 9.4: How a ring of dipolar Janus rods deforms and breaks in
response to a small field. Each optical image is accompanied by a
schematic illustration where dark grey represents the line of magnetic
dipoles holding the ring together. Blue and orange are guides to the eye to
distinguish outer and inner sides of the original ribbon ring. In going from
0.2 G to 2.1 G, the ring first rotates in the image plane from (a) to (b),
then out of plane from (b) to (c). Increasing further to 2.7 G, rupture
dynamics initiates from (d), leaving a large twist on the ribbon that
releases by rotating the top half with respect to the bottom half in (e); the
flipped bond is highlighted. Finally, a linear ribbon results (f), which is
forced to stand up in (g) by applying a 10 G field at 20 Hz perpendicular to
the image, showing the newborn cis bond. Scale bars 2 µm.
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Figure 9.5: How two stacked rings collectively evolve into one
single ribbon. In this example, the field increases from 1.3 to 1.8 G in the
horizontal direction, in a time series from (a) to (d) 0, 0.58, 0.94, and 3.03
s, respectively. Schematic depictions of the ribbon state accompany each
structure. Scale bars 2 µm. The color usage is the same as Figure 4.
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CHAPTER 10
ORIENTATIONALLY GLASSY CRYSTALS
OF JANUS SPHERES
10.1 Background
The charm of colloidal spheres is that they present states of organization
that can be imaged readily at the single-particle level, unlike atoms and
molecules. They enable real-space experiments with striking analogies to
phenomena known for atomic systems, such as crystallization, melting, and
epitaxial growth, with the great advantage that the experiments are not pred-
icated on ensemble averaging [1–3]. The earliest experiments in this spirit
concerned colloids whose interactions were isotropic. However, the majority
of molecular systems are controlled by directional interactions, so that it is
an obvious next step to consider how such interactions give rise to collective
orientational order. Related earlier studies concerned particles of anisotropic
shape, e.g., peanut-like [123, 286], rod-like [298–300], and polygonal [301]),
resulting in a coupling of translational and orientational order that made
it difficult to separate the effects of the directional interactions from those
arising from translation ordering.
Here, we consider the simpler system of Janus spheres whose two hemi-
This chapter is partially reproduced from Jiang, S; Yan, J; Whitmer, J.K.; Anthony,
S.M.; Luijten, E.; Granick, S. Orientationally Glassy Crystals of Janus Spheres. Phys.
Rev. Lett. 2014, 112, 218301.
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spheres produce anisotropic interactions while maintaining a geometry that is
spherically symmetric [17, 18]. They crystallize into extended two-dimensional
(2D) structures with hexagonal spatial symmetry, yet with nontrivial rota-
tional freedom of motion. This study shows that despite a striped ground
state in agreement with a recent theoretical prediction [302], long-range ori-
entational order is superseded by slow orientational glassy dynamics. The
combined simulations and visualization experiments presented below allow
us to map out such rotational glass-like behavior explicitly in real space. The
complete decoupling of crystalline translational order and glassy, heteroge-
neous rotational dynamics provides a unique decomposition of these different
aspects of the glass transition phenomenon [303].
10.2 Results
Figure 10.1a shows the experimental system in which we quantitatively image
orientational order. Silica spheres with a diameter D = 2 µm are made Janus
via directional electron-beam evaporation following a standard procedure
[17, 115], in which a 2-nm titanium and a 25-nm gold coating (measured at
the thickest point of the film) are sequentially deposited onto one hemisphere.
The gold surface is further modified with a hydrophobic, self-assembled n-
octadecylthiol monolayer. The other hemisphere is bare, hydrophilic silica
carrying a negative surface charge. The spheres sediment in water onto a
planar surface, as shown schematically in Fig. 10.1a. Tilting the sample cell
concentrates the sediment, creating an extended 2D crystal near the lower
edge of the cell. Within this positionally ordered crystal, secondary order
emerges from the competition between the attraction between neighboring
hydrophobic hemispheres and the repulsion between charged hemispheres
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(Fig. 10.1b), the cross interaction between them being inert. The orien-
tational order, not to be confused with bond-orientational order of spatial
position, arises uniquely due to the Janus-type anisotropic interaction be-
tween the building blocks.
The orientational order is modulated by the strength of the electrostatic
Figure 10.1: Design and realization of two-dimensional Janus
crystal. (a) Schematic representation of the experiment. Particles sediment
onto a slightly tilted (≈1 degree) sample cell such that multilayers form at
the lower end and a dilute phase at the other end, with an extended region
of close-packed monolayer in-between. (b) Schematic representation of how
the interactions between these Janus particles depend on their mutual
orientation. (c) Representative optical image of a Janus monolayer at 2 mM
NaCl. Black regions are hydrophobic hemispheres on silica, white regions
are bare silica. Scale bar 4 µm. Inset: Fourier transform of the optical
image. The six-fold symmetry between the two concentric rings reflects
hexagonal positional order. (d) Schematic representation of the emergence
of ordered structures as the particles maximize hydrophobic contacts.
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repulsion. At low ionic strength, where the hydrophobic attractions are over-
whelmed by the electrostatic repulsion, the particles possess hexagonal posi-
tional order but display completely random orientations, making the orienta-
tional order liquid-like [181]. Added salt screens the electrostatic repulsions,
reducing the interparticle distances and unmasking the amphiphilic character
of the particles. The resulting labyrinthine pattern (Fig. 10.1c) consists of
alternating black and white stripes formed by attractive (black) hemispheres
facing one another. Some 120○ kinks are clearly visible in these stripes. For
the salt concentrations studied here (1-2 mM NaCl) the directors of the Janus
particles (defined in the inset of Fig. 10.2a) on average are oriented parallel
to the plane, as this configuration maximizes the hydrophobic attractions.
The observation of stripes is consistent with the recent theoretical analy-
sis of Shin and Schweizer, who predicted a state of long-range orientational
order [302]. We also note the analogy with the ground state of the antifer-
romagnetic XY model on a triangular lattice [304]. To first approximation,
the striped order arises from a simple geometric requirement: each particle
is driven enthalpically to maximize its number of neighboring hydrophobic
contacts. As the salt concentration increases, randomly oriented monomers
indeed join to form trimers, tetramers, and finally extended parallel chains
reminiscent of wormlike micelles (Fig. 10.1d). The chains consist of con-
nected tetramers, permitting three hydrophobic neighbor contacts per parti-
cle. Within the extended structure, both straight chains and 120○ kinks are
possible. Whereas kinks constrain the particle orientations, straight chains
permit particles to have multiple orientations and thus dominate for entropic
reasons [302, 305]. In a recent experimental realization, Janus particles fol-
lowed this route when self-assembled freely without positional constraint [25];
however, in the present case, particles must compete for hydrophobic contacts
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while confined to a hexagonal lattice.
To quantify orientational order, we first extract single-particle information
from the optical image. A frequency filter is applied to the Fourier trans-
form (Fig. 10.1c, inset) of the raw image to remove the Janus features; this
makes it possible to accurately determine the center positions of all spheres.
Weighing the pixel intensity within each sphere makes it then possible to
extract their in-plane orientation vectors (directors) nˆ. Figure 10.2a shows
the static angular correlation G(r) = ⟨nˆ(0) ⋅ nˆ(r)⟩, which reveals the spatial
orientational order superimposed on the hexagonal positional order. The os-
cillations in the radially averaged G(r) (Fig. 10.2b), similar to those observed
for frustrated magnetic systems [306], reflect the striped nature of the ground
state. The exponential decay enveloping the oscillation defines a correlation
length ξ that increases monotonically with increasing salt concentration. In-
Figure 10.2: Static correlations in two-dimensional Janus crystal.
(a) Static angular correlation G(r) = ⟨nˆ(0) ⋅ nˆ(r)⟩ in the presence of 2 mM
NaCl; the intensity scale, denoted in shades of grey, is shown on the right.
Inset shows the definition of Janus director nˆ. (b) Radially averaged
correlation G(r) plotted as a function of distance at different salt
concentrations (from bottom to top: 1.00, 1.25, 1.50, 1.75, and 2.00 mM
NaCl). Inset: correlation length ξ extracted from the positive peaks of
G(r), plotted as a function of salt concentration in units of mM. Length
scales are normalized by the lattice constant a at each salt concentration.
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deed, salt concentration provides direct control over the nearest-neighbor
coupling strength. Increasing electrostatic screening decreases the electro-
static repulsion, allowing the gravitational pressure to reduce the average
surface-to-surface distance d between the colloids. This in turn increases the
magnitude of the hydrophobic attraction, which depends exponentially on
d [140, 307]. However, as the ionic strength is increased, the system does
not undergo a transition to the fully orientationally ordered phase, but in-
stead becomes trapped in an orientationally glassy state already at moderate
interaction strength.
Therefore, we turn to the dynamical properties of the 2D crystal. Images
of this colloidal system fluctuate in time. To be quantitative, after the addi-
tion of salt we permit the system to equilibrate for 12 hours and then sample
the configurations for 30 minutes. We then calculate the single-particle angu-
lar autocorrelation function C(t) = ⟨nˆ(t) ⋅ nˆ(0)⟩ (Fig. 10.3a), averaged over
all particles and time origins in this interval. The measured curves are well
described by the KohlrauschWilliamsWatts function C(t) = exp(−(t/τ)β), as
commonly observed in the relaxation spectra of supercooled molecular liquids
and glasses [308]. The characteristic relaxation time increases nearly expo-
nentially with salt concentration, while the stretching parameter β decreases
from 0.7 to around 0.3 (Fig. 10.3b), implying slower and more heterogeneous
dynamics as the salt concentration increases. An alternative, related mea-
sure of rotational dynamics is the mean square angular displacement (MSAD)
[309], which is usually inaccessible for molecular fluids. Figure 10.3b shows
a representative curve at the highest attraction strength, with a subdiffusive
regime corresponding to caging of the particle orientations, followed by a re-
turn to diffusive behavior. Caging here refers to the librational motion [310]
of a particle within the basin of attraction created by all of its neighbors that
185
face their hydrophobic sides towards the particle.
To access higher attraction range than experiments allow, and hence ob-
tain further insight into interparticle interactions, we employ Monte Carlo
(MC) simulations. The use of only local orientational moves permits a direct
dynamic interpretation of the results. The particles are fixed on a hexagonal
Figure 10.3: Local dynamics in two-dimensional Janus crystal. (a)
Single-particle angular autocorrelation function C(t) and mean square
angular displacement (MSAD) versus time in experimental samples at 2
mM NaCl. Units are degrees for angle and seconds for time. Overlaid on
C(t) is a stretched exponential fit with exp(−(t/τ)β). (b) Relaxation time
τ and stretching parameter β as a function of salt concentration. (c) MSAD
versus time from simulations at various d/λ (from bottom to top: 0, 0.25,
0.5, 0.75, 1, 1.25, 1.5, 3.5), in which d is the surface-to-surface separation
and λ the range of the hydrophobic interaction. Time is in units of Monte
Carlo sweeps (MCS) and angles are measured in degrees. Solid line
segments in panels (a) and (b) indicate a slope of 1. (d) τ and β
determined from simulation as a function of (λ/d)2.
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lattice and allowed to rotate freely. The hydrophobic attraction is modeled
as U = U0 exp(−d/λ), where λ is the characteristic length scale of hydropho-
bic attraction and U0 = −10kBT , in accordance with similar systems [17].
We vary the lattice spacing d to mimic the experimental variation in salt
concentration. The interaction anisotropy arising from the Janus nature of
the colloids is modeled by a sharp boundary that extends over an angu-
lar range of 2○. This idealized crystalline rotor model captures the essence
of the experimental observations from just the hydrophobic-hydrophobic at-
tractions without needing to involve either the hydrophilichydrophilic or hyr-
drophilichydrophobic forces. In particular, the dynamics becomes slower and
more heterogeneous with decreasing d/λ (Figs. 10.3c and 10.3d). An approx-
imate quantitative mapping between the simulation and the experiment is
achieved by relating d to the Debye length, which scales inversely with the
square root of the salt concentration. Increasing the coupling strength be-
yond what is possible in experiment, we observe a plateau in the MSAD,
characteristic of glassy dynamics (Fig. 10.3c).
A central issue in the study of glassy systems is the origin of the dynamic
heterogeneity. The interplay between rotational and translation degrees of
freedom results in complex dynamics as the glass transition is approached
for systems of anisotropically shaped molecules or colloids. In the present
model system, we have removed the complications caused by translational
heterogeneity and focus solely on rotational heterogeneity. The simplicity of
the geometrically well-defined pattern allows us to trace the origin of het-
erogeneity at different levels. On the single-particle level, individual spheres
perform local librational motion similar to the short-time -relaxation process
in molecular glasses. The magnitude of such librational motion depends on
the local environment defined by the number of hydrophobic contacts. As
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illustrated in Fig. 10.4, particles with more hydrophobic contacts display
slower relaxation. This increased sluggishness arises since a larger number
of hydrophobic neighbors deepens the attractive well for a given particle. As
the interaction strength increases, particles in all configurations slow down,
accompanied by an increase in the percentage of particles with more hy-
drophobic contacts and hence slower dynamics.
At the multi-particle level we clearly observe cooperative rotational re-
Figure 10.4: Orientation dynamics in various micro-environments.
The experimental correlation function C(t) is plotted for (a) 1.50 mM NaCl
and (b) 2.00 mM NaCl for different local environments (characterized by
the number of attractive contacts) shown schematically on the right. The
magenta curve represents the ensemble-averaged dynamics. The
percentages indicate the relative occurrence of the different
micro-environments.
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arrangements, analogous to the translational cooperative effects known to
occur in conventional glassy systems [311, 312]. For example, Fig. 10.5
Figure 10.5: Hierarchical dynamics. (a) Representative angular
trajectories of three neighboring particles, showing their dynamic
correlation during large angular jumps. The angle refers to the orientation
of the director of the particle (pointing from the silica side to the coated
side) with respect to the reference axis (horizontal black arrow). At the
time indicated by the dashed vertical line, the center (black) particle
switches partners and afterwards points its hydrophobic side towards the
blue particle instead of the red one. (b) Excess joint probability
distribution, P (∆θ1,∆θ2,∆t) − P (∆θ1,∆t)P (∆θ2,∆t), for neighboring
particles at ∆t = 1 min at 2 mM NaCl. Positive values along the x = y axis
indicate the anti-correlated motion of neighboring particles. The bin size is
10 degrees in each direction. (c) Excess joint probability distribution in
simulation with d/λ = 1 at ∆t = 10,000 MCS. The bin size is 6 degrees in
each direction. (d) Example of inter-chain dynamics. Two parallel chains
(first panel, t = 0 s) transition to a Z-shaped chain flanked by two short
chains (center panel, t = 7 s), which then breaks into an L-shaped chain
and a short chain near the top (right panel, t = 98 s). Scale bar 2 µm.
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shows characteristic experimental trajectories of three neighboring particles.
Rising above a background of small, uncorrelated fluctuations, infrequent
large-amplitude rotations transpire in a highly correlated way. These are
mostly unsuccessful attempts to break local caging, with orientations return-
ing to their original environment within the next few seconds, even if two
particles temporarily break their hydrophobic bond. Indeed, a successful
cage-escape event, the equivalent of the α-relaxation process in this system,
requires rearrangement of more than a single pair. At the time denoted by
the dotted line, two neighboring particles rotate together like gears, switch-
ing cooperatively to a new configuration. Such discrete, large orientational
jumps are also observed in simulations of molecular fluids [310, 313]. The
characteristic time between such events corresponds roughly to the start of
the upturn in the MSAD curve, around 1 min in samples with 2 mM NaCl.
To quantitatively capture such cooperative events, in Fig. 10.5b we plot the
excess joint probability distribution, P (∆θ1,∆θ2,∆t)−P (∆θ1,∆t)P (∆θ2,∆t)
at ∆t = 1 min. Here, ∆θ1 and ∆θ2 are the angular changes of two neighboring
particles during the time ∆t, P (∆θ1,∆θ2,∆t) is the probability of observing
a pair (∆θ1,∆θ2), and P (∆θ1,∆t)P (∆θ2,∆t) the probability of observing
a pair of uncorrelated rotations ∆θ1 and ∆θ2. The sharp isotropic peak at
the center and the dip along the ∆θ1 and ∆θ2 axes reflect confinement to
the local cage. Neighboring particles tend to move in an anti-correlated way,
reflected by the symmetry of Fig. 10.5b along ∆θ1 = ∆θ2. Meanwhile, large
jumps preferentially take place around 50−60○, matching the angular change
necessary for a cage-escape event. These characteristics are seen more clearly
in simulation (Fig. 10.5c). The gear-like rearrangement mechanism pertains
only to the intrachain dynamics, however. There are also correlated motions
of particles belonging to different chains, the chain-swap events illustrated in
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the consecutive images in Fig. 10.5d. Although rare, these events cause large
structural changes, and hence can be more effective in relaxing the system
configuration.
10.3 Conclusions
In conclusion, going beyond the prevalent use of Janus particles as model sys-
tems in which to study self-assembly [17, 18, 25, 115] we have demonstrated
their collective behavior when their anisotropic interactions produce orienta-
tional order on top of hexagonal positional order. The predicted orientational
crystal is superseded, in experiment and also in simulation, by glassy dynam-
ics. The simple geometric arrangement allows us to decompose and diagnose
different levels of dynamic heterogeneity, from a distribution of single-particle
environments to multi-particle, cooperative rearrangements. We expect sim-
ilar observations to hold universally for particles with spherical shapes but
anisotropic interactions, which become increasingly available with the ad-
vance of microfabrication techniques [18, 177]. The approach demonstrated
here to separate the contributions of translational and rotational dynamics
potentially can elucidate the kinetics of other phase transitions in addition
to the glass transition problem.
10.4 Materials and Methods
Experimental Details. Silica spheres were rendered amphiphilic by modi-
fication of a method described previously [17, 115]. A submonolayer of 2 µm
silica particles (Tokuyama), pretreated with piranha solution, was deposited
on a glass slide and dried by evaporation. Electron-beam evaporation was
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then used to deposit 2-nm titanium as adhesion layer, followed by 25-nm
gold onto the exposed hemisphere, the bottom hemisphere being protected
by shadowing. This procedure produced a hemispherical coating that is
thickest at the top where the nominal thickness is measured, and tapers to-
wards the Janus equator. The gold side was then rendered hydrophobic by
exposure to an ethanol solution of n-octadecylthiol (2 mM) overnight. The
thickness profile is not relevant to the current study; the interparticle inter-
action is determined by the hydrophobic surface coating. After rinsing with
copious ethanol, the treated particles were removed from the glass slide by
sonication and collected in deionized water. To subsequently prepare two-
dimensional crystals, a dilute suspension of these Janus particles was injected
into a sample cell for optical microscopy. Density mismatch caused the par-
ticles to quickly sediment to the bottom but levitated by electrostatic repul-
sion from the substrate, which was then slightly tilted (≈1 degree) overnight
(≈12 hours). Between multilayers at the lower end of the sample cell and a
dilute phase at the upper end, an extended area of monolayer colloidal crys-
tal formed readily. After slowly adding millimolar quantities of NaCl, the
particles became effectively close-packed. These samples were left overnight
Figure 10.6: Representative experimental images at different salt
concentrations. (a) No salt added; (b) 1.00 mM NaCl; (c) 1.50 mM NaCl.
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again, which homogenized the ionic strength throughout the sample and al-
lowed the lattice distance to reach equilibrium. With this slow sedimentation
technique, we were able to obtain single crystalline domains on the order of 50
particles on a side. For analysis, we selected only regions deep inside these
single crystalline domains, usually roughly 20 particles on a side, regions
without any positional defects. The resulting 2D crystals were then imaged
under a Zeiss microscope in transmission mode using an air objective of 63×
magnification (N.A. = 0.75), with 1.6× post-magnification. The images were
captured using an Andor iXon EMCCD camera, usually at 10 frames/sec for
fast dynamics or 1 frame/sec for long-time dynamics, for times up to 30 min-
utes. Figure 10.6 shows representative images of thus-observed 2D crystal at
different salt concentration. No aging was detectable during this time, as we
confirmed by analyzing data at different stages of the time sequences. We did
observe aging after 2-3 days, which stands as an interesting observation for
future study. For each salt concentration, four independent single crystalline
areas were imaged and averaged for analysis.
Image Analysis. To infer positional order, a band-pass filter was applied
to the Fourier transform (FT) of the raw image (Fig. 10.7a) to remove
both low- and high-frequency components (Fig. 10.7b). Inverse FT then
showed the hexagonal positional order in real space (Fig. 10.7c). After
identifying the center of each particle using a conventional particle tracking
code, the in-plane rotation angle was obtained by connecting this center with
the center of the bright pixels of the image, mathematically defined as the
centroid of that portion of the image [114], as shown schematically in Fig.
10.7c. Positional order, quantified by the local sixfold bond-orientational
order parameter [314], was found to increase monotonically as 0.88, 0.92,
0.94, 0.96, and 0.97 for the five salt concentrations (1.00 mM, 1.25 mM, 1.50
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mM, 1.75 mM, and 2.00 mM, respectively). We picked crystalline regions
without any positional defects; the values of less than unity reflected the
thermal fluctuation of particles on an otherwise perfect hexagonal lattice.
Such fluctuations are stronger for samples with lower salt concentrations.
Figure 10.7: Image analysis process. (a) Raw image obtained at 2 mM
NaCl. (b) Fourier transform of (a). The sixfold symmetry between the two
concentric rings corresponds to hexagonal positional order. (c) Inverse
Fourier transform of panel (b) after applying a band-pass filter. Red crosses
indicate the particle centers determined by the tracking algorithm. (d)
Reconstructed representation of the experimental image, including particle
orientation.
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Occasionally, untreated (homogeneous) particles were observed as another
type of defect in the hexagonal lattice, but they were rare, fewer than 0.1%.
Each particle was tagged with positional information r and orientational
information nˆ. We ignored the out-of-plane fluctuation of particles and only
focused on the in-plane component nˆ. This approximation is valid because for
the relevant salt concentrations the directors of the particles are preferentially
oriented in the x − y plane, to maximize the hydrophobic attraction. We
then calculated various forms of spatial and temporal correlation functions
following the standard procedures. The characteristic oscillations in G(r)
reflect the striped nature of the orientational order: neighboring particles
tend to point to each other, while two particles that are separated by twice
the lattice constant a tend to point in the same direction. The lattice constant
a increases with decreasing salt concentration. For simplicity, we normalized
r by the lattice constant a for each salt concentration; as a result, the peak
positions of G(r) do not shift with salt concentration.
To characterize the local environment, we first identified the number of
attractive bonds Ni for each particle i. An attractive bond is defined if both
nˆi ⋅ rˆij > 0 and nˆj ⋅ rˆji > 0, where rˆij is the unit vector pointing from particle i
to particle j. The particle trajectories were then divided into pieces in which
Ni stays unchanged. It is possible that a particle flips from one orientation
to another while keeping Ni unchanged. However, since the configurations
that permit this are rare, and the barriers between two such orientations are
high (especially when the hydrophobic attractions are strong), such events
contribute minimally to our characterization.
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