Abstract-The QoS provisioning in home networks is being more often considered for future use cases, where multiple high bandwidth flows are accommodated in the home environment. This paper investigates chosen characteristics of one of the home network control and management protocol suites, namely UPnP. Using network modeling tools, we evaluate UPnP QoS Architecture and its resource management influence on the end-to-end packet delay characteristics for different scheduling approaches.
I. INTRODUCTION
Home networks are constantly under development and typical complexity of an in-home network infrastructure is growing which imposes a number of considerations for the QoS provisioning. As huge impact on the home networks development is caused by the triple-play expansion, one of the important issues is the service differentiation and the ability to provide an appropriate treatment of the traffic depending on the requirements from applications and users. The possible traffic flows ranging from HDTV streams, through WEB browsing, to alarm signals increase the need for QoS within the home network. There is a number of protocols designed for dynamic service discovery that can be used for home network management; UPnP [1] , DPWS [2] , Bonjour [3] , Jini [4] and IGRS [5] . Out of the aforementioned protocols only UPnP and DPWS are explicitly describing network QoS mechanisms. Jini and IGRS are considering the end-devices' resources and Bonjour does not explicitly consider QoS. In this paper we focus on Home Gateway (HG) capabilities, choosing the UPnP QoS Architecture with the Parametrized QoS [6] to verify if it allows simplification in an interface/scheduler implementation.
The remainder of this paper is organized as follows. Section II is treating the basics of UPnP QoS, section III describes the model and the simulation together with the results. Finally, the conclusions are placed in section IV.
II. UPNP QOS ARCHITECTURE
The UPnP QoS Architecture defines services that allow the network resources to be controlled, providing the QoS for flows being forwarded in the network. During development of the model we prepared the implementation of three types of UPnP devices. The first one is the management unit that implements the functionality of Control Point (CP), QoS Manager (QM) and QoS Policy Holder (QPH), the second device is a source or destination QoS Device (QD), finally the third is the intermediate QD that acts as a switch and forwards the traffic between a source and a destination QDs. The management node initiates the establishment of the QoS for all the flows, it also requests a particular behavior from the QDs. Typically, the QM's requests will first verify the device's state and attempt to admit a flow that QoS is requested for. In case the devices report an insufficient amount of the available resources the preemption procedures can take place during which QM determines if some resources can be reassigned depending on the User Importance Number (UIN). 
III. SIMULATIONS

A. Model details
The model used during the work presented in this paper is a representation of the UPnP QoS Architecture in a parametrized setup. It was developed using the OPNET modeling tool [7] . In our model we use the centralized CP which requests the QoS establishment for all the traffic flows in the network. The inter-arrival time for request is exponentially distributed with the average specified for a particular simulation run (0.1 -3 requests per second). The UIN is uniformly distributed and grouped in 10 classes (from 0 to 9). The flow's assignment to a particular queue is also uniformly distributed -each interface is composed of 8 queues and each flow is assigned to one of them. We can discuss here about two levels of priority. One on the signaling level when UIN is determining which UPnP QoS requests are rejected or accepted -this approach is used for performing reservations within single set of resources assigned to a particular queue. The second level of priority is a queue number related and it is determining how the queues in each interface are serviced during the time of congestion. The second level of priority is related to Traffic Importance Number (TIN). The average packet size is 512 bytes and the average flow holding time is 120 seconds.
B. Simulation Results
Simulations performed were aiming at analysis of the delay for different approaches to queuing and verification if simplified queuing in the home networks can be supplemented with application level control bookkeeping using UPnP QoS. The analysis were performed in order to assess the improvement in the end-to-end delay characteristics. First, we look at the delay characteristics in a case where all the end devices and the HG implement simple FIFO queuing. The second simulation shows the results for all the interfaces based on priority queuing. Finally, the third scenario presents the results for a case where the end devices are equipped with FIFO queue and HG scheduler provides strict priority. It is important to point out that for all the devices and interfaces in all the scenarios UPnP QoS resource administration is taking place. Devices control and report the state of eight virtual queues whether they are implemented (here as priority queues) or not (for cases where FIFO queue is described). The results of the first scenario (Fig. 2) , which are treated as a base line, show how UPnP based QoS provisioning can limit the maximum packet delay. The initial growth of the delay with growing reservation load is very limited once the resources are exhausted and the QM starts to perform limited admissions. Fig. 2 also clearly shows that prioritization that takes place on the UPnP level will not affect delay characteristics and flows in all priority classes will experience the same delays. The priority that is considered by the UPnP QM is taking place only on signaling/control plane and is strictly UNI related. The packets that are generated with different UINs and TINs will eventually be queued in the same FIFO queue and will experience the same delays. Here the benefits from deploying UPnP is limited to admission control which will limit the queuing delay as a consequence of resources exhaustion. Once UPnP QoS gets "support" from the lower layer in the form of multiple queues that packets can be queued in, the benefits of using TIN can be noticed. For a case where all the end devices are equipped with a FIFO queue and the UPnP enabled HG queues uses priority queuing the data (see Fig. 3 ) show that very good separation of delay experienced by traffic belonging to different classes (here understood as different TIDs) can be obtained using described queuing. For a case where all the interfaces in the modeled network implement priority queuing (see Fig. 4 ) further improvement is visible (in sense of lowering delay of high priority flows), though the improvement factor is not significant.
IV. CONCLUSIONS AND FUTURE WORK
Described here delay analysis were performed mainly in order to determine the need for advanced queue mechanisms with consideration of flow's priority. The results were aimed at capturing the delay reduction for high priority flows comparing strict priority queuing to simple and cheap FIFO queue. As described before all the devices and network components implement UPnP QoS Device functionality and the network is managed according to the parametrized UPnP QoS Architecture. The results show straight forward benefits from implementation of priority based queuing. On the other hand one can argue that the 40 µs improvement is not economically justified. The deployment of the UPnP Architectures alone with its resource and admission control can serve well enough even for a case where interfaces have simple FIFO queues implementations. In the future we are planing to extend the model and verify how devices non compliant with UPnP QoS are affecting the network performance and how different types of queuing or QM's detection of nonUPnP devices can minimize the undesirable lowering QoS level.
