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This work describes first commissioning results from the Cornell Brookhaven ERL Test Acceler-
ator fractional arc test. These include the recommissioning of the Cornell photoinjector, the first
full energy operation of the main linac with beam, as well as commissioning of the lowest energy
matching beamline (splitter) and a partial section of the Fixed Field Alternating gradient (FFA)
return loop featuring first production Halbach style permanent magnets. Achieving these tasks
required characterization of the injection beam, calibration and phasing of the main linac cavities,
demonstration of the required 36 MeV energy gain, and measurement of the splitter line horizontal
dispersion and R56 at the nominal 42 MeV. In addition, a procedure for determining the BPM
offsets, as well as the tune per cell in the FFA section via scanning the linac energy and inducing
betatron oscillations around the periodic orbit in the fractional arc was developed and tested. A
detailed comparison of these measurements to simulation is discussed.
I. INTRODUCTION
The construction of a high energy, high luminosity, po-
larized Electron-Ion Collider (EIC) remains one of the
highest priorities for the nuclear physics and accelerator
communities and continues to drive research and devel-
opment of many state-of-the-art accelerator technologies
[1, 2]. These include (but are not limited to): high-
brightness, high current electron sources capable of deliv-
ering both polarized and unpolarized electrons, various
electron-ion cooling schemes, as well as (multi-pass) en-
ergy recovery linacs (ERL). In fact, both the electron -
Relativistic Heavy Ion Collider (eRHIC) under design at
Brookhaven National Lab (BNL), and the Jefferson lab
Electron-Ion Collider (JLEIC) under design at Thomas
Jefferson National Accelerator Facility (TJNAF) require
high current electron beams for use in electron ion cool-
ing, making the use of an ERL in either EIC design all
but required [3]. Meeting the design parameters in either
case will require significant development of the underly-
ing accelerator technologies, as well as investigation of
possible cost reducing mechanisms. In the case of the
eRHIC design(s), the use of Fixed Field Alternating-
gradient (FFA) recirculating loop(s) [4, 5] may provide
significant cost reduction by shortening the length of the
linac, as well as minimizing the number of recirculating
loops required.
As part of this development effort, the Cornell-BNL
ERL Test Accelerator (CBETA) [3], a 4-pass, 150 MeV
ERL utilizing a Non-scaling Fixed Field Alternating-
gradient (NS-FFA) permanent magnet return loop, is
currently under design and construction at Cornell Uni-
versity through the joint collaboration of Brookhaven Na-
tional Lab (BNL) and the Cornell Laboratory for Accel-
erator based Sciences and Education (CLASSE). Build-
ing on the significant advancements in high-brightness
photoelectron sources and SRF technology developed at
Cornell [6–11], as well as the FFA magnet and lattice
design expertise from BNL [12–18], CBETA will estab-
lish operation of a multi-turn SRF based ERL utilizing a
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2Figure 1. Layout of the injector, merger, linac, and diagnostic sections of the FAT experiment. The beam begins in the gun
section (“A1”), accelerates to 6 MeV in the Injector Cryomodule (“A2”), and then merges into the Main Linac Cryomodule
(“B1”, “D1”).
compact FFA return loop with large energy acceptance
(a factor of roughly 3.6 in energy), and thus demonstrate
one possible cost-reduction technology under considera-
tion for the eRHIC design. Moreover, successful comple-
tion of the CBETA project requires the study and mea-
surement of many critical phenomena relevant to both
the EIC and ERL communities. Examples include the
Beam-Breakup (BBU) instability, halo-development and
collimation, as well as Coherent Synchrotron Radiation
(CSR) microbunching and energy spread growth [3].
In order to demonstrate the viability of the CBETA
design, the Fractional Arc Test (FAT) was added to
the CBETA commissioning sequence. Completed in the
spring of 2018, this test brought together for the first
time elements of all of the critical subsystems required for
the CBETA project: the injector, the Main Linac Cry-
omodule (MLC), the low energy (S1) splitter line which
includes several new electromagnets, a path length ad-
justment mechanism, and a new BPM system, as well
as a first prototype production permanent magnet girder
featuring 4 cells of the FFA return loop with its own
corresponding vacuum system and BPM design. Conse-
quently, the main technical goals of the FAT included:
recommissioning of the injector, full energy commission-
ing of the main linac with beam, commissioning of the
S1 splitter line including beam-based calibration of the
S1 magnets and diagnostics, testing of the splitter path
length adjustment mechanism, calibration of the S1 and
FA BPM designs, and beam based characterization of the
permanent magnets in the fractional arc.
II. EXPERIMENTAL SETUP
Construction of the CBETA machine at Cornell began
in earnest with the disassembly and removal of the injec-
tor [6–9, 19] from its original experimental hall in early
2015. At this time, the Injector Crymodule (ICM) was
temporarily removed for maintenance, and a short beam-
line constructed to study high current operation (up to
45 mA) from the original Cornell DC gun in the CBETA
experimental hall. Between 2016-2017, after the mainte-
nance on the ICM was completed, the injector was rebuilt
and recommissioned, now with the Cornell Mark II DC
gun, which features a segmented insulator design [20–
22]. During that time the MLC was installed and tested
without beam [11] in the CBETA experimental hall be-
fore being moved to its final location for CBETA. Work
on the permanent magnets and girder design proceeded
at BNL in parallel to this effort [12–16], resulting in the
first production permanent magnet girder being assem-
bled in early 2018. Upon completion, this girder was
sent to Cornell and installed along with the lowest en-
ergy splitter line in anticipation of the FAT experiment
that spring.
A. Layout and Description
Together, Fig. 1 and 2 show the beamline layout of the
CBETA FAT. In particular Fig. 1 shows the Cornell injec-
tor, merger section, diagnostic beamline, and main linac.
For these measurements, the segmented Cornell DC gun
was high voltage processed up to roughly 350 kV using
the same techniques described in [20]. However, given
the limited number of photocathodes currently available
for the CBETA project, the gun voltage was set to 300
31.8
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Figure 2. Layout of the post linac section of the FAT experiment. Beam exits the linac and enters the S1 splitter line at the
bottom right and proceeds to the fractional FA arc (top right).
kV in order to eliminate any risk of degradation from
possible vacuum activity at higher voltages. This work
makes use of a single NaKSb photocathode similar to
those used previously in the Cornell injector [6]. At the
time of these measurements, the cathode quantum ef-
ficiency was roughly 4.5%. While the mean tranvsverse
energy (MTE) of this cathode was not measured directly,
similarly grown cathodes in the past typically had MTE’s
around 140 meV. The drive laser used in conjunction with
this cathode is the same 50 MHz, 520 nm laser system
[23] used previously for low emittance/high bunch charge
measurements [7–9]. This laser produces roughly 1 ps
long pulses, which are shaped longitudinally using four
rotatable birefringent crystals set to produce a roughly
flat-top distribution with a 9.3 ps RMS duration. The
use of a pulse picking Pockels cell following shaping al-
lows for reduction of the average beam power. Typical
operation saw generation of pulse trains between 0.3-1.0
microseconds long, at rates from 0.3-2.0 kHz.
Much of the CBETA injector layout following the gun
remains the same as described before [7]: the beam is
compressed transversely and longitudinally using a nor-
mal conducting 1.3 GHz bunching cavity and two emit-
tance compensation solenoids located in the beamline im-
mediately after the gun (labeled as “A1”), before being
accelerated to the CBETA injection energy of 6 MeV in
the injector cryomodule (ICM). Following the ICM the
beam is passed through a four-quad telescope (“A3”) and
a merger section comprised of a conventional three-dipole
achromat (“B1”), and matched into the linac (“D1”). For
characterization of the injector beam and to verify this
matching, the FAT layout features a diagnostic beam-
line line (“B2”) comprised of a separate merger mirroring
the merger into the linac, followed by a suite of diagnos-
tics including the Cornell Emittance Measurement Sys-
tem (EMS). The placement of the EMS at roughly the
corresponding position of the first MLC cavity allows for
detailed characterization of the beam entering the MLC.
The EMS installed here makes use of the same two-slit di-
rect phase space measurement system described in detail
in [24, 25], and features a vertical deflecting cavity [26]
for time resolution of the vertical phase space. Following
the EMS is a dipole spectrometer, which combined with
the deflecting cavity allows for the direct measurement
of the longitudinal phase space of the beam.
Beams sent to the main linac nominally receive a total
of 36 MeV from the combined voltage of the six 7-cell 1.3
GHz SRF cavities before being passed into the CBETA
low energy splitter line (labeled “S1”). Through the set-
tings on its 8 dipoles and 8 quadrupole magnets man-
ufactored by Elytt Magnets [27], the S1 splitter line is
designed to match the beam orbit and Twiss parameter
values required for proper transport through the FFA
return loop. In addition, the S1 line features a pair of
automated adjustment stages and bellows which provide
the necessary path length control required to establish
4energy recovery in future CBETA experiments.
The fractional FFA arc (labeled “FA”) is a prototype
example of the first arc girder for CBETA. The mag-
nets are all Halbach style permanent magnets [28] of two
types, a focusing quadarupole and a defocusing gradient
dipole [12, 17]. It begins with a half-length defocusing
magnet [13], and then four cells of the periodic FFA arc
lattice, each of which consists of a focusing and a defo-
cusing magnet in a doublet configuration. There are four
BPMs throughout the girder in periodic positions cen-
tered in the shorter drift of the cell, all of which were in-
strumented for the FAT, and four total viewscreens: two
viewscreens within the arc (centered in the long drifts
between cells 1 and 2, and 3 and 4), and one viewscreen
at both the entrance and exit to the arc. The horizontal
and vertical corrector dipoles that are wound around the
permanent quadrupole magnets were installed but not
powered during the FAT test.
B. Modeling
The majority of the CBETA lattice design was done
using Bmad, primarily within the Tao simulation envi-
ronment [29, 30]. In order to avoid complications from
space charge, the design lattice begins after the MLC,
where the beam energy significantly reduces the space
charge forces. This approach allows the for fast evalua-
tion of the single particle dynamics through the remain-
der of the CBETA lattice. Space charge modeling from
the cathode up to that point was performed using Gen-
eral Particle Tracer (GPT) [31, 32] in conjunction with
the user interface to injector’s EPICS control system de-
tailed in [7].
In order to facilitate online simulation of the single
particle dynamics using Tao, we developed a new appli-
cation called the CBETA Virtual Machine (CBETA-V)
[33] which combines the functionality of the Tao envi-
ronment with the ability to communicate with EPICS
records[34]. When running, this software creates its own
copy of the CBETA EPICS power supply and diagnos-
tic records and links them to the corresponding beamline
elements in Tao, allowing users to command virtual opti-
cal elements in the simulation via standard EPICS com-
mands. By changing any of these soft EPICS records,
the CBETA virtual machine recomputes all relevant sin-
gle particle tracking data (i.e. centroid orbit, dispersion,
transfer matrix, etc), and publishes the results to its own
EPICS diagnostic records, thus making the virtual ma-
chine data available to the user via EPICS in exactly
the same manner as real machine data. This allows for
simultaneous online display of both measured and simu-
lated data for use by operators. Additionally, the virtual
machine provides the ability to develop automated mea-
surement procedures to command and take data from
both the real and virtual machine, in the later case prior
to beam measurements, and to easily produce simulated
predictions of measured data.
Many of the experimental procedures used in this work
were developed and tested offline in this manner. The
software also provides a “sync” mode where the CBETA
Virtual Machine continuously monitors the status of real
CBETA EPICS records, and updates the simulated ma-
chine data upon detecting a change in the settings of the
real machine, thus providing a useful online diagnostic as
well. For the low energy portion of the FAT layout (in-
jector through MLC), the CBETA Virtual Machine uses
the same fieldmap data used in the corresponding GPT
injector model described above. While necessary for cap-
turing the low energy dynamics, tracking through field
maps inevitably slows down the simulation, and leads to
simulation times of on the order of a few seconds.
III. MEASUREMENTS
The measurements completed during the FAT break
down naturally into the following categories: tune-up and
characterization of the injector at 6 MeV, beam-based
calibration of the MLC cavities, tests of the diagnostics
in the S1 splitter line, tune-up and characterization of
the beam dynamics in the splitter and FFA fractional
arc at the nominal 42 MeV settings, and finally charac-
terization of the beam dynamics through the S1 line and
FFA fractional arc over a wide energy range (specifically
38 - 59 MeV).
A. Injector Tune-up and Characterization
Ultimately, the demonstration of the CBETA design
parameters hinges on the production and transport of
high quality beams through the injector. For bunch
charges within that a significant fraction of the 125 pC
peak design charge, space charge forces dominate the
beam dynamics in the injector (and to a lesser extent
through the first pass of the linac), and thus require de-
tailed modeling and optimization to ensure emittance
preservation and proper matching into the main linac.
For this work, we made use of the same Multi-Objective
Genetic Algorithm optimization (MOGA) software used
in [7–9, 35, 36], and applied it to 3D space charge simula-
tions of the beam passing through injector, merger, and
MLC.
To ensure the highest beam quality and proper match-
ing of the beam at the end of the MLC and entering the
S1 splitter, the optimizer minimized the emittance at the
match point (s = 22.5 m) as a function of the maximum
error in the match to the desired four Twiss parameters
βx,y = 12.5 m, and αx,y = −1 for several different bunch
charges ranging up to 125 pC. Table I displays an exam-
ple of the resulting optimized injector settings for a 6 pC
bunch charge. We note that while the design Twiss val-
ues are specified at the end of the MLC, their only direct
measurement is located in the EMS in the diagnostic line,
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Figure 3. Nominal simulated Twiss parameters: beam dynamics with space charge are simulated up to s = 22.5 m (just after
the linac) using GPT. The resulting beam distribution is then tracked using Bmad to end of the fractional arc. The dashed
line in (a) and (b) shows the point where the two simulations are joined. In the plot of dispersion, only the Bmad simulation
is shown for all s.
Table I. Simulated and Experimental Injector Settings
Name Simulation Experiment Units
Bunch charge 6 6 pC
Laser diameter (rms) 0.28 0.28 mm
Laser duration (rms) 9.3 9.3 ps
Gun voltage 300 300 kV
Solenoid 1 current -3.07 -3.15 A
Buncher voltage 30 30 kV
Buncher phase -90 -90 deg.
Solenoid 2 current 2.27 2.28 A
ICM 1 voltage 1500 1500 kV
ICM 1 phase 0 0 deg.
ICM 2 voltage N/A N/A kV
ICM 2 phase N/A N/A deg.
ICM 3 voltage 1600 1600 kV
ICM 3 phase -15 -15 deg.
ICM 4 voltage 1300 1300 kV
ICM 4 phase 20 20 deg.
ICM 5 voltage 1300 1300 kV
ICM 5 phase -20 -20 deg.
A3 Quad 1 current 2.30 1.7 A
A3 Quad 2 current 1.21 1.0 A
A3 Quad 3 current -2.54 -1.8 A
A3 Quad 4 current -1.86 -1.8 A
B1 Quad 1 current 6.0 6.0 A
B1 Quad 2 current 6.0 6.0 A
which is equivalent to a measurement at the entrance to
the first MLC cavity, not at the optimized match point.
We began injector tuning by loading the machine set-
tings from the 6 pC GPT simulation into the machine,
and then tuning the settings manually from that start-
ing point. The procedure involved first measuring both
the horizontal and vertical phase spaces of the beam us-
ing the EMS, calculating the Twiss parameters from the
measured distributions, and then manually adjusting ma-
chine parameters (primarily the quadrupoles in the A3
section and the solenoids in the A1 section) to try to op-
timize them. After we reached an acceptable machine
setting, we re-ran GPT using the measured initial laser
distribution and the used machine settings. Comparisons
between the measured and simulated phase spaces are
shown in Fig. 4, and their predicted Twiss functions in
Fig. 5. In addition, we also measured the beam size on
all viewscreens throughout the injector at this machine
setting, and summarized that data in Fig. 5. In general,
the phase space data shows strong qualitative agreement.
Perhaps most interesting is the skew in the measured
transverse profile of the beam at the EMS slits. The
origin of this remains unresolved, but could be due to
tilt errors in the alignment of the quadrupoles in the A3
section. Better agreement with simulation will require
resolving this problem in future experiments. It is im-
portant to emphasize here that the agreement shown in
Figs. 4 and 5 represents the best attempt at injector tun-
ing made thus far. Unfortunately, subsequent attempts
at reproducing these results did not achieve this level of
agreement.
B. Main Linac Commissioning
1. MLC Cavity Energy Gain Calibration and Phasing
Multiple methods were considered for determining the
absolute energy gain calibrations of each MLC cavity. For
example, a simple spectrometer consisting of a dipole im-
mediately downstream of the MLC followed by a BPM
allows for an accurate determination of the beam mo-
mentum, provided the spectrometer calibration is known
(either by careful analysis of the dipole field or through
an initial calibration measurement at a well known beam
momentum). Unfortunately, the FAT layout features a
sector magnet just after the MLC. Use of a sector mag-
net as a spectrometer requires control of the beam orbit
entering the dipole, as the integrated field through the
60
nx
=0.298 7m,  -
x
=3.76 m,  ,
x
=-0.612
-1 -0.5 0 0.5 1
x (mm)
-6
-4
-2
0
2
4
6
- x
 
. 
(x 
10
00
)
0
0.2
0.4
0.6
0.8
1
(a) Measured horizontal phase space.
0
ny=0.263 7m,  -y=3.36 m,  ,y=-0.587
-1 -0.5 0 0.5 1
x (mm)
-6
-4
-2
0
2
4
6
- y
 
. 
(x 
10
00
)
0
0.2
0.4
0.6
0.8
1
(b) Measured vertical phase space.
<
x
=0.3 mm,  <y=0.266 mm
-1 -0.5 0 0.5 1
x (mm)
-1
-0.5
0
0.5
1
y 
(m
m)
0
0.2
0.4
0.6
0.8
1
(c) Measured transverse profile.
0
x
 = 0.348 7m,  -
x
 = 4.36 m,  ,
x
 = -0.766
-1 -0.5 0 0.5 1
x (mm)
-6
-4
-2
0
2
4
6
- x
 
. 
(x 
10
00
)
0
0.2
0.4
0.6
0.8
1
(d) Simulated horizontal phase space.
0y = 0.237 7m,  -y = 2.8 m,  ,y = -0.68
-1 -0.5 0 0.5 1
x (mm)
-6
-4
-2
0
2
4
6
- y
 
. 
(x 
10
00
)
0
0.2
0.4
0.6
0.8
1
(e) Simulated vertical phase space.
<
x
 = 0.359 mm,  <y = 0.237 mm
-1 -0.5 0 0.5 1
x (mm)
-1
-0.5
0
0.5
1
y 
(m
m)
0
0.2
0.4
0.6
0.8
1
(f) Simulated transverse profile.
Figure 4. Measured (top row) and simulated (bottom row) transverse phase spaces and beam profiles.
magnet depends on the incoming beam position. This is
difficult in the FAT layout as there is only a single BPM
before this magnet. As an alternative, we opted to use
the change in beam arrival phase on the first BPM after
the MLC (ID1BPC01) as a measure of energy via the
beam’s average velocity.
In general, the phase on the BPM downstream of the
cavity is given by
φ =
ω
c
∫ bpm
cav
ds
β(Vc, φb, E0)
+ φoffset, (1)
where β = β(s) is the velocity of the beam along the
trajectory from cavity to BPM determined by the cav-
ity voltage Vc (defined as the on-crest energy gain of a
speed of light particle), phase relative to the beam φb,
and initial beam energy E0. The term φoffset represents
an unknown BPM specific offset. In this expression, the
path length differential depends on the beam’s instan-
taneous transverse angles with respect to the beamline
axis: ds = dz
√
(1 + x′2 + y′2). Note that the beam pipe
aperture effectively limits the size of the angle terms.
Assuming a 2′′ pipe diameter and minimum drift length
from the last cavity to the BPM of roughly 2 meters ef-
fectively limits the angle terms to roughly x′ . 25 mrad.
This implies that the correction to the beam phase from
the angle terms is on the order of δφ(x′) . 10−3. For a
(maximum) beam phase change of 360o this corresponds
to a correction of about 0.36o, which is within noise level
of the BPM phase reading (0.3o for nominal operation),
and justifies the approximation ds ≈ dz. Forming the
phase change with respect to the on-crest beam arrival
phase gives:
∆φ =
ω
c
∫ bpm
cav
dz
(
1
β(Vc, φb)
− 1
β(Vc, φb = 0)
)
, (2)
In general, accurate evaluation of this expression re-
quires particle tracking through the MLC cavity fieldmap
(scaled for a desired cavity voltage and phase) and relies
on knowledge of the correct drift length from cavity to
BPM.
Fig. 6 shows the phase change computed numerically
as a function of cavity voltage Vc and beam phase φb for
a 6 MeV beam entering the first (RD1CAV06) and last
cavity (RD1CAV01), respectively. While not shown, sim-
ilar results for the other MLC cavities demonstrate that
the phase change accurately scales with the distance from
cavity to BPM. For the examples shown, this implies that
the data in Fig. 6(b) should be approximately given by
scaling the data in Fig. 6(a) by roughly 9/2, which one
can see holds true by examining the maximum in the
each plot.
Inversion of Eq. (2) in the least squares sense provides
a simple way of determining the cavity energy gain cal-
ibration Vc, as well as the initial beam energy entering
the cavity E0 (if not known) from the measured BPM
phase change ∆φ for each cavity. The two cavity param-
eters Vc and φb in this expression suggest two methods
for changing the energy gain through each cavity: ramp-
ing up the cavity voltage at constant phase, or changing
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Figure 5. Comparison between simulated (lines) and measured (points) properties of the beam through the injector and
diagnostic line. The rms beam widths were measured on both viewscreens and with the EMS, while the other plots only show
measured data from the EMS (at s ≈ 12.5). Importantly, the GPT simulations shown here are taken through the diagnostic
line, or equivalently, with the MLC turned off, which is why they disagree qualitatively with Fig. 3 after s ≈ 12.5 m.
the cavity phase at constant voltage. The voltage scan
method suffers from the fact that it implies knowledge
of the beam phase φb at each cavity setting, while the
phase scan method requires no knowledge of φb (the on-
crest phase is found by including it as another fit parame-
ter) and still provides significant measured phase change,
particularly when decelerating the beam. After settling
on this method, each MLC cavity was calibrated by first
setting the voltage to a fixed value of roughly 2-4 MeV,
and then slowly changing the cavity phase from 0-360o.
An example set of data for the first MLC cavity is shown
in Fig. 7. In the figure, the trend for the best fit energy
calibration is shown, along with energy gains 5% higher
and lower, to give a sense of the measurement sensitivity.
From the random error in the BPM phases, we estimate
an error of approximately 0.4% for the final cavity cali-
brations. Assuming this represents the most significant
source of error, this implies an overall error in the total
MLC energy gain of roughly
√
6·0.4% ≈ 1% for any given
machine setting.
In addition to the cavity energy gain calibrations, use
of the beam arrival phase in principle allows for the de-
termination of the on-crest phases. To test this, we re-
purposed a single BPM arrival time phasing procedure
typically used to phase the injector buncher cavity and
last two ICM SRF cavities. This method measures the
arrival time at the downstream BPM while scanning the
cavity phase by ±60o in small steps from its starting set-
point and finding the minimum phase change, as this oc-
curs when the beam accelerates on-crest. Unfortunately,
this method runs into practical limitations for initial en-
ergies well above 6 MeV. Fig. 8 illustrates this point by
plotting the phase change at φb = ±60o as a function of
voltage for each MLC cavity. For each cavity in the MLC,
all upstream cavities are set to their nominal 6 MV volt-
age, and any downstream cavities are off. The dashed
line indicates the typical noise level of the BPM phase
reading (roughly 0.3o). These results predict the failure
of this approach for all but the first two MLC cavities.
Beam based measurements of the on-crest phase via
this method confirm this prediction. Fig. 9(a) and 9(b)
show the results of this procedure when phasing the first
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Figure 6. Relative BPM phase change simulated ∆φ as a
function of both cavity phase and cavity energy gain for the
first cavity (a) and last cavity (b). The dashed line and inset
shown in (a) display the voltage and predicted phase change
used in calibrating the first MLC cavity.
cavity with an incoming beam energy of 6 MeV, and the
second cavity with an incoming beam energy of 12 MeV.
Note that use of the cavity hardware phase in these plots.
The location of the BPM phase minimum corresponds
to the cavity hardware phase for on-crest acceleration
(φb = 0
o). We estimate the resulting on-crest phase un-
certainties to be roughly ±0.8o and ±2.5o for the two
cases, respectively. Data taken for the remaining cavities
show worse signal to noise, and we conclude that this
procedure only meets the desired phase requirements of
φerror < 1
o when used to phase the first MLC cavity.
Due to the time constraints for the FAT, we decided on
the following procedure to phase the remaining MLC cav-
ities. Before turning on the cavity to phased, the beam
is steered to the first splitter viewscreen, IS1SCR01,
and the position on that screen and the BPM before it
recorded. The cavity in question is then turned on to
the desired voltage (nominally 6 MeV) and the phase ad-
justed until the beam returns to same location on the
screen, thus determining one of the cavity zero-crossing
phases. In the relativistic limit, the on-crest phase is
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Figure 7. Change of the arrival time of the beam (shown as a
phase change with respect to the RF clock) as a function of
MLC cavity 6 phase set-point at a constant cavity gradient.
Measured points are shown compared to the best fit model,
and models that have ±5% energy gain.
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Figure 8. Change of the arrival time of the beam (shown as
a phase change with respect to the RF clock) for each MLC
cavity voltage turned on sequentially. The input energy to
the cavity being scanned assumes the cavities before it are
set to the nominal 6 MV voltage.
roughly ±90o from this value, with the sign chosen to
ensure the resulting phase increases the energy. During
the FAT, operators performed this procedure by hand
during tune up and the method thus currently lacks a
systematic procedure for error estimates. Future contin-
ued use of this procedure requires both automation, as
well as systematic characterization of the accuracy of the
resulting on-crest phase.
2. MLC Vertical Offset
Initial attempts at steering the beam through the
center of the main linac cavities indicated an offset of
the MLC with respect the BPMs on either side of the
linac (IB1BPC03 and ID1BPC01). In particular, man-
ual alignment of the beam in the first cavity suggested a
vertical offset of roughly 5 mm. Consequently, more de-
tailed measurements were performed to better quantify
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6 MeV.
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Figure 9. Dependence of the arrival phase at BPM ID1BPC01
on the hardware phase of the first (a) and second (b) MLC
cavity. The lower initial beam energy going into the first
cavity results in larger BPM phase changes, and thus provides
sufficient accuracy for the on-crest phase determination.
these observations. These measurements proceeded as
follows: each cavity was turned on individually (all other
cavities turned off). In each transverse direction a pair
of corrector magnets was used to scan the beam position
on the BPM just upstream of the MLC while keeping the
beam’s angle constant. For each incoming beam position
in this scan, the phase of the cavity was then scanned
from 0o to 360o in steps of 30o, and the transverse po-
sitions on the downstream BPM (ID1BPC10) measured.
If the beam enters the cavity off axis, then the cavity
focusing delivers a phase dependent kick, resulting in a
periodic beam displacement on the downstream BPM.
The variance of the downstream positions on the BPM
each direction gives was used to estimate the cavity off-
set, allowing for a rough centering of each position scan.
Horizontal scans were performed first, in order to min-
imize any horizontal beam offset going into the cavity,
after which vertical scan data was taken for each cav-
ity. In order the partially compensate the change in drift
lengths when taking data for different cavities, the volt-
age set-point of was varied linearly with the cavity index
from 500 kV (RD1CAV06) for the first cavity to 1000 kV
for the last cavity (RD1CAV01).
Fig. 10 shows the vertical position on the downstream
BPM as a function of the vertical upstream BPM position
for the various values of the first cavity (RD1CAV06)
phase and a cavity voltage of 500 kV. The data clearly
imply a linear relationship between BPM readings.
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Figure 10. Example BPM data taken for the first MLC cavity
with best fit lines. Each line corresponds to a different cavity
phase.
In this case, the linear transport of the beam centroid
trajectory u = (y, y′, 1)T through each cavity can be
written as
uf = D(L2)RoutT (φ)D(L1)Rinui ≡Mui, (3)
where D(L) is the standard form for a drift transfer ma-
trix and L1 and L2 are the drift lengths between the
upstream BPM and cavity and cavity and downstream
BPM respectively, T (φ) is the cavity transform matrix,
and Rout and Rin transform the centroid position and an-
gle into and out of the offset and tilted cavity coordinate
system. In terms of the cavity offset yc and tilt y
′
c, these
matrices take the form:
Rin =
1 0 −yc + Lc2 y′c0 1 −y′c
0 0 1
 , (4)
Rout =
1 0 yc + Lc2 y′c0 1 y′c
0 0 1
 , (5)
assuming the cavity is tilted about its center point. Note
the use of the third row in the above matrices and phase
space vector, which allows for instantaneous shifts in co-
ordinates at the cavity entrance/exit. The tilt y′c is in-
cluded the analysis appears as a titled cavity provides
a transverse kick from the Ez component of the cavity
field, and thus contributes to phase dependent motion on
the downstream BPM.
It turns out that the expression in Eq. (3) simplifies
by writing the problem in terms of the “effective thin
lens” cavity matrix T˜ = D(−Lc/2) ·T ·D(−Lc/2), which
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parametrizes the problem in terms of one single drift
length L˜ = L2 + Lc/2. Ignoring the initial angle of the
beam (estimated here to be . 0.1 mrad), the downstream
position of the beam becomes:
yf = yc +M11(yi − yc) +
[
L˜
(
1− T˜22
)
− T˜12
]
y′c, (6)
where M11 = T˜11 + L˜T˜21. Note that the above ex-
pression takes the form of a line: yf = m · yi + b
where the phase dependent slope and intercept are iden-
tified as m(φ) = M11(φ) = T˜11 + T˜21L˜ and b(φ) =
(1−M11)yc+
[
L˜
(
1− T˜22
)
− T˜12
]
y′c. In order to extract
the offsets, these terms are Fourier expanded:
m(φ) =
∞∑
n=0
m(c)n cos(nφ) +m
(s)
n sin(nφ) (7)
b(φ) =
∞∑
n=0
b(c)n cos(nφ) + b
(s)
n sin(nφ) (8)
T˜ij(φ) =
∞∑
n=0
T˜
(c)
ij,n cos(nφ) + T˜
(s)
ij,n sin(nφ), (9)
where φ = 0 corresponds to the on-crest acceleration
of the cavity. Substituting these expressions into Eq. 6
and collecting like Fourier coefficients gives the following
expression for the cavity offsets (as a function of n):(
yc
y′c
)
= −
(
m
(c)
n L˜T˜
(c)
22,n + T˜
(c)
12,n
m
(s)
n L˜T˜
(s)
22,n + T˜
(s)
12,n
)−1(
b
(c)
n
b
(s)
n
)
. (10)
Equation 10 finds the cavity offset and tilt using a com-
bination of the data (m(φ) and b(φ)) and matrix elements
of the cavity (T˜ij(φ)), which we compute by integrat-
ing through a field map for the cavity. There may be a
phase offset between our data and the model of the cav-
ity through which we integrated, so our next step will be
to find that phase offset. We do this by taking advan-
tage of the fact that m(φ) = M11(φ). We first integrate
through the cavity field map to determine M11(φ), and
fit the results to a Fourier expansion through the third
harmonic. We then make a least squares fit of m(φ) to
AM11(φ + φ0) + B and find the parameters φ0, A, B.
Fig. 11 shows the result of this procedure for the slope
data from the cavity 6. For that cavity, the scaling factor
A was roughly 0.967 (the other cavities had A ranging
from 0.942 to 1.03). The purpose of this step is only to
compute φ0; A and B are not used in subsequent calcu-
lations..
The uncertainties shown in Fig. 11, as well as those in
all subsequent calculations arise from two sources: uncer-
tainty in the underlying BPM readings, and systematic
errors due to the model being an imperfect representa-
tion of our data. The systematic errors can be seen in the
linear fits that determine m and b at each φ. We estimate
the systematic error by computing the χ2 per degree of
freedom for the line fits, assigning the systematic error
to be the square root of χ2 times the random errors, and
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Figure 11. Example of finding the on-crest phase by scaling,
offsetting, and phase shifting the model Fourier components
to match the measured data. The results here show the mea-
sured data with the on-crest phase offset included, that is φ=0
corresponds to on-crest in the data and model shown here.
adding that to the random error in quadrature to obtain
our uncertainty estimate. The systematic errors are al-
ways larger than the random errors, and for cavity 1 by
a large factor.
Now that we have the phase offset φ0, we perform a dis-
crete Fourier transform on m(φ) and b(φ), phase shifted
by φ0, to obtain m
(c,s)
1 and b
(c,s)
1 (Fig. 12 shows the m
and b data along with the Fourier series approximation
to the third harmonic). We also fit T˜12(φ) and T˜22(φ) to
a Fourier expansion to the third harmonic. We then ap-
ply Eq. (10), with n = 1 (which is the dominant Fourier
mode) to obtain yc and y
′
c.
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Figure 12. Example of the final fit to the slope and offset
terms in Eq. (6). φ=0 corresponds to on-crest acceleration.
The resulting offsets and tilts are shown in Fig. 13. All
of the cavity offsets are in the positive vertical direction
and have a weighted average of roughly 4.0 mm, very
near the rough estimate provided by operators manually
trying to center the beam through the linac cavities. As
a consequence, further surveying of the beamline, BPMs,
and MLC will be performed, and the linac cryomodule
will be lowered. Additional beam based measurements
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(b) Vertical cavity tilts.
Figure 13. Vertical cavity offsets (a) and tilts (b). The error
estimates here include both systematic in fitting lines to the
BPM data, as well as the random error in the BPM position
readings.
will be performed to test for any remaining offsets of the
cavities during the next commissioning period.
C. S1 Splitter Line Commissioning
1. Splitter Line BPM Nonlinearity Correction
In general, the particular method used to convert the
BPM button signals into beam positions fundamentally
limits the accuracy of BPM position data. While compu-
tationally simple, the well known “difference over sum”
method for four button signals typically introduces large
errors for beams significantly off axis. As a consequence,
many methods exist to correct this effect [37]. In the
past, the CBETA/Cornell injector stripline BPMs made
use of an analytic expression for the four BPM signals.
This approach approximates the beam as an infinite line
charge located inside an infinite circular conducting pipe.
In this 2D approximation, the BPM signals are computed
by integrating the induced surface charge density on the
conductor over the angular width θb of the four striplines
attached to the beam pipe [7]. The resulting expression
depends only on the beam position (x, y), pipe radius R,
and θb. Inversion of this expression for the beam posi-
tion (x, y) is achieved using a χ2 fit of the model to the
real BPM signals. A similar procedure allows for cor-
recting the BPM intensity. Note that as striplines are
not actually 2D objects, we allow θb to vary in order to
best correct the measured nonlinearity. This procedure
results in corrected BPM positions over nearly the entire
enclosed beam pipe area.
Since the publication of [7], modifications to the fit-
ting process described have been made. In particular, the
original routine fits for all four individual BPM signals,
along with an overall scale. While this fitting method has
the benefit of easily extending to arbitrary numbers and
locations of BPM buttons, it results in increased sensi-
tivity to scale errors between the associated signal pairs
(top-bottom, left-right) in the 4 BPM signal case. Divid-
ing out the overall amplitude of each associated signal
pair removes this sensitivity:
Sx =
Sright − Sleft
Sright + Sleft
Sy =
Stop − Sbottom
Stop + Sbottom
The new fitting method calculates these quantities and
fits them to the measured values.
The vacuum chamber in the S1 splitter section features
a racetrack profile (see Fig. 14(a)-14(c)), with width of
36 mm and height of 24 mm. This violates the assump-
tion of cylindrical symmetry made in the analytic model
described above, resulting in a decreased range of valid-
ity for the resulting BPM positions. While the racetrack
geometry precludes analytic treatment, programs such
as Poisson [38] allow one to find a numerical solution to
the 2D electrostatic BPM problem featuring the correct
beam pipe cross-section using the method described by
Helms and Hoffstaeter [39]. The generation of a look up
table of beam positions from BPM signals based on this
numerical approach provides a simple method to inter-
polate and invert (via χ2 fitting) the BPM signals for
the BPM positions. Unfortunately the schedule of the
FAT test prohibited the integration of this method into
the control system, and thus its online evaluation. In-
stead, it turns out that replacing the beam pipe radius
R with the average of the two inner radii of the pipe
Ravg =
1
2 (23.0/2 + 35.5/2) = 14.625 mm significantly ex-
tends the range of validity of the analytic BPM method
to a fraction of the beam pipe area suitable for initial
commissioning efforts.
We quantified the effects of these methods by perform-
ing a rectangular scan of the beam position on the first S1
BPM (IS1BPM01) using the first horizontal and vertical
dipoles in the splitter line (MS1DPB01 and MS1CRV01)
and recording the corresponding BPM button signals.
The signal data was then inverted to find the predicted
BPM positions for each of the three methods: the stan-
dard “difference/sum” model (x = R2 · Sx, y = R2 · Sy),
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(a) Beam positions using the
difference/sum model.
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(b) Beam positions using the circular
pipe approximation.
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(c) Beam positions using the Poisson
model.
0
10
0.5
20
1
In
te
ns
ity
1.5
y (mm)
0
x (mm)
2
0
-10
-20
(d) Beam intensity using the
difference/sum model.
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(e) Beam intensity using the circular pipe
approximation.
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(f) Beam intensity using the Poisson
model.
Figure 14. Comparison of the beam positions and intensity using three different models to interpret the raw data from the
BPM. First, a simple difference/sum model is used (a,d). Next, a correction is made using an approximation for a circular pipe
(b,e). And finally, the model using a fieldmap from a Poisson calculation of the correct 2D pipe geometry is used (c,f).
the modified analytic approximation with average radius,
and the model incorporating Poisson generated fieldmaps
for the 2D racetrack pipe geometry. In the latter two
cases, the effective size of the BPM buttons was allowed
to change to best correct the non-linearity. The beam
energy for all of these measurements was 6 MeV.
Fig. 14 displays the resulting beam positions and in-
tensities measured. The top row shows the predicted
beam positions, while the bottom row shows a corrected
intensity of the beam, which is proportional to the total
bunch charge. The results make clear that the simplest
model produces accurate beam positions only within a
few millimeters of the center of the pipe, and results in
a reported intensity that varies greatly over the scanned
area. Interestingly, the modified analytic approximation
more than doubles the useful region of the pipe, out to at
least ±5 mm in x and y. The corrected intensity is nearly
flat, and a much better measure of the bunch charge. Fi-
nally, using the Poisson look-up table, the final amount
of nonlinear curvature is nearly fully corrected, and the
BPM intensity slightly more flat. The remaining slight
curvature near the edge of the measured grid indicates
beam clipping, as also seen in the decreased intensity.
2. Path Length Adjustment
The establishment of single or multi-pass energy re-
covery requires precise control of the return phase(s) of
the beam(s) at the MLC. To achieve this, the CBETA
design makes use of two adjustable path length chicanes
in for each beam energy. Each chicane features a pair
of remotely controlled translation stages for online con-
trol of the path length. In particular, the low energy S1
splitter line path length adjustment system provides up
to 9.6 mm (or 15o at the speed of light) total path length
adjustment during beam operation. Synchronous move-
ment of the two stages ensures minimal stress is placed
on the bellows connecting the chicane vacuum chambers.
In the S1 splitter line these two stages are located di-
rectly under S1 dipoles MS1DIP04 and MS1DIP05, as
shown in Fig. 2. A change in translation stage position
of ∆l results in a path length change ∆s experienced by
the beam given by:
∆s = 2 (1− cos θbend) ∆l, (11)
where θbend = 23.3
o is the bend angle of the inner splitter
chicane.
In order to test path length adjustment, we temporar-
ily rewired the BPMs in the splitter line, making the
fifth BPM in the S1 line capable of reporting both po-
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sition and beam arrival phase. With all cavities in the
MLC turned off, we then steered a 6 MeV electron beam
through the splitter line and zeroed the reported BPM
arrival phase. We then commanded the stage to move
∆l = +1 cm and then back −1 cm, and recorded the
measured BPM phase during the movement, as shown in
Fig. 15. Eq. (11) implies a ∆l = 1 cm stage movement re-
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Figure 15. The beam arrival phase on S1 BPM 5 during a
splitter stage movement forward and back of 1 cm.
sults in a 1.63 mm path length change seen by the beam.
This corresponds to a predicted BPM phase change of
2.54o. The measured BPM phase data in Fig. 15 gives a
measured BPM phase change of 2.8o, roughly 10% larger
than expected. Translated into angle, this corresponds
to a bend of θb = 24.5
o, or about 1 deg larger than the
design value. While more work is needed to understand
and resolve this discrepancy, the measured path length
change with beam demonstrate the ability to tune path
length during operation, and thus constitutes a success-
ful preliminary test of the proposed path length control
in CBETA.
D. Measurements at 42 MeV
The nominal energy of the first pass is 42 MeV. Con-
sequently, reaching this energy represented a major mile-
stone for the project, and allowed for quantification of
the beam dynamics through both the splitter line in its
design setting as well as the prototype permanent magnet
girder.
1. Horizontal Dispersion and R56
The horizontal dispersion and R56, defined here as
ηx = dx/dδ and R56 = (c/ω)dφ/dδ, where δ =
(E [MeV] − 42)/42, ω is the angular cavity frequency,
and φ is the BPM phase change in [rad], play important
roles in controlling emittance dilution and establishing
energy recovery in the full CBETA design, and thus ne-
cessitated experimental verification in the FAT. Scanning
the voltage of the last MLC cavity allows for the simul-
taneous determination of both the dispersion ηx and R56
matrix element by measuring the orbit and arrival phase
response on the downstream BPMs. Only the BPM di-
rectly after the linac (ID1BPC01) and first BPM in the
FA arc (IFABPM01) were configured to read phase data
for these measurements. Typical measurements scanned
the voltage of the last MLC cavity in the range of ±200
kV around the desired set-point in 7 steps. At each scan
point, the beam position and phase was measured 10
times at 5 Hz and averaged. The slope of the result-
ing orbit and phase response as a function of voltage,
along with the beam momentum, determine ηx and R56.
Fig. 16 shows an example data set, with the raw beam
position and phase data, as well as the best linear fits
to the data shown in Fig. 16(a) and 16(c) respectively.
Fig. 16(b) and 16(d) display the corresponding measured
and simulated dispersion and R56. The agreement seen
here required tweaking the quad settings by a few per-
cent using a scale single factor for all of these quads,
indicating a small disagreement with the model.
This discrepancy was further investigated by focusing
on the dispersion values in the FA section. Here, proper
set up of the splitter magnets is designed to create a
periodic dispersion solution in the FA section’s repeat-
ing cells. At the FA BPMs, the model periodic value is
−11 mm (see Fig. 3(c)). With the quadrupole currents at
their design settings, we measured a non-periodic disper-
sion at the FA BPMs, with magnitudes as high as 0.4 m.
To bring the dispersion values closer to periodic, we first
scaled all of the quadrupoles by a single scaling factor.
Fig. 17 shows the measured dispersion on the FA BPMs
as a function of the single quadrupole scaling factor. The
smallest magnitude for the dispersion occurred when the
quadrupole scaling factor was about 1.04, with the re-
sulting dispersion values having a maximum magnitude
of about 0.1 m (still larger than anticipated). We ac-
knowledge the use of a single adjustment scale factor for
the quads is likely too simplistic. Attempts were made to
use the dispersion response values from the model to fur-
ther improve the dispersion. Unfortunately, these were
unsuccessful, indicating a difference between the model
and the experiment. To achieve the correct dispersion in
the future, we will measure the response of the dispersion
(and R56) to quadrupole gradient changes and make cor-
rections based on that. Nonetheless, for the remainder of
this work a scale factor of 1.04 was applied to the splitter
quads automatically in order to keep the dispersion to a
minimum.
2. Orbit Response
Measurement of the orbit response matrix provides a
straightforward way of characterizing the single particle
optics throughout the entire FAT layout, including verifi-
cation of various magnet strength calibrations, and allows
for comparison with the online simulation model. Addi-
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Figure 16. Left: BPM position (a), and phase change (c) measured as a function of energy around the nominal 42 MeV energy.
Each line corresponds to data on an individual BPM. Right: the resulting dispersion (b) in the S1 and FA line and R56 in the
S1 line (shown in blue) compared with the simulated values from the model (black line).
tionally, use of the response matrix features prominently
in various feedback routines such orbit correction.
The procedure for measuring the orbit response on
each BPM begins by scanning the corrector and dipole
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Figure 17. Dispersion measured in the FA section as a func-
tion of an overall scale of the S1 splitter quadrupoles. At
around a factor of 1.04, the dispersion is minimized.
currents over a broad range (the full range in the case
of correctors), and recording the beam position and in-
tensity on all downstream BPMs. For each BPM, the
data was truncated to include only those points within
a small region around the BPM center, to best avoid
BPM nonlinearity, and with intensity above a user de-
fined BPM specific thresholds, to avoid cases of lost or
partially scraped beam. The slope of each line yields the
corresponding orbit response in [mm/A].
Fig. 18 displays several example orbit response data
sets and their comparison to the response computed by
the CBETA Virtual Machine. The top row, Fig. 18(a)-
18(c), shows the response from various correctors in the
merger section before the main linac. The measured
and simulated response on the BPMs upstream of the
MLC show good agreement, however the two disagree
once the beam passes through the linac. We point out
that the Bmad lattice currently used in the online simula-
tion makes use of a simple analytic cavity model instead
of the realistic field maps for the cavities, and therefore
may not accurately simulate the orbit through the MLC.
Figs. 18(d)-18(f) show the BPM response to several S1
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Table II. Magnet combinations used for grid scan.
Horizontal Magnet Scale Vertical Magnet Scale
MS1DIP07 -0.9303 MS1CRV03 0.1641
MS1DPB08 -4.0451 MS1CRV04 -1.2621
magnets downstream of the MLC. Here the measured
data and simulated responses agree well, especially the
horizontal orbit. For all of the simulations, the S1 splitter
quad strengths were scaled in exactly the same manner
as for the dispersion measurements discussed previously.
3. Grid Scan in the Fractional FFA Arc
Sending a grid of beam positions into the FFA arc and
measuring the resulting positions on the FA BPMs pro-
vides a simple way of checking for BPM and magnet er-
rors. Using the Bmad model, we construct combinations
of changes to the last two dipole currents that produce
1 mm changes in beam position and no change in angle
at the first BPM in the fractional arc. These combina-
tions are shown in Table II. In the Bmad model of the
machine, these pairs produce roughly 1 mm beam offsets
with zero angle at the position of the first FA BPM.
Fig. 19 shows the BPM positions when scanning the
BPM offsets on the first FA BPM by±2 mm in nine steps.
For each BPM, both the measured and corresponding
simulated BPM data are shown. Reasonable qualitative
agreement can be seen in all cases. In order to provide a
more quantitative comparison between the Bmad model
of the FA magnets and measurement, the central (x = 0
and y = 0) data in each grid pattern on each of the last
three BPMs were fit to a quadratic function of the beam
position on the first FA BPM:
xk = x0,k + bxx1 + axx
2
1 (12)
yk = y0,k + byy1 + ayy
2
1
The linear terms in the above expressions are given ex-
plicitly by bx = ∂xk/∂x1(y = 0) and by = ∂yk/∂y1(x =
x0) where x0 and y0 are near the design orbit. Assuming
that the beam angles at the first FA BPM remain fixed,
these derivatives represent the m11 and m33 transfer ma-
trix elements from the first BPM to the three downstream
BPMs. Fig. 20(b) shows the comparison of the linear
coefficients in Eq. 12 to the predicted m11 and m33 ma-
trix elements from the Bmad model of the FA section.
Defining the horizontal and vertical relative error in the
measured quantities as (∂xk/∂x1 −m11)/max(m11) and
(∂yk/∂y1 −m33)/max(m33) implies the measured slopes
agree with the theoretical matrix elements to within 7%
for all three downstream BPMs.
E. Measurements over a Broad Energy Range
The CBETA design features four accelerating passes
through the linac, each with 36 MeV gain, requiring a
factor of about 3.6 in energy acceptance through the
FFA return loop. To study the machine behavior over
as much of this energy range as possible, we transported
a beam through the FFA arc at a number of energies,
ranging from the the minimum energy required to form a
stable periodic orbit through the fractional arc (roughly
38 MeV), to the maximum energy deliverable from the
main linac (59 MeV). This allowed us to measure intrinsic
properties of the FFA arc (betatron phase advance per
cell and periodic orbit location), study our model of the
splitter line by measuring dispersion and R56 near the
end of the splitter line, estimate BPM offsets in the FFA
arc, and determine a lower bound on the orbit distortions
resulting from magnet errors in the FFA arc.
Performing the energy scan required computing a new
periodic orbit and the set of matched optics settings
in splitter line for each desired energy set point. Ap-
pendix A details the optimization algorithm for deter-
mining these new splitter line settings. Table IV shows
the results of this procedure for the energy settings even-
tually used in the following measurements. Additionally,
Table V shows the MLC cavity set points for the cor-
responding energies. For each energy set-point, the ap-
propriate settings from Table IV were loaded into the
machine. The dipoles were then adjusted slightly to zero
the BPM positions through the splitter line and to steer
the beam onto the periodic orbit in the FFA magnets.
1. Betatron Oscillations
Driving betatron oscillations at various amplitudes
through the FFA arc and measuring the position response
on the FFA bpms allows for determination of various lat-
tice properties as a function of energy. In particular,
these include intrinsic properties of the FFA arc lattice
cell, namely the periodic orbit position at the BPMs and
the betatron phase advance per cell (i.e., the tune per
cell). In addition, because the phase advance varies as a
function of energy, we will be able to estimate the offsets
of the BPMs in that arc. These measurements provide
a useful test of the validity of the our transport model
through the downstream end of the splitter line and frac-
tional arc.
At each of the energy setpoints specified in Table IV
and Table V, the beam was kicked using two lin-
ear combinations of the last two S1 splitter dipoles
(MS1DIP[06,07]) and the last two vertical correctors
(MS1CRV[03,04]). These linear combinations were cho-
sen to correspond to a betatron oscillation with a max-
imum amplitude at the FFA BPMs of 1 mm. Table VI
shows the linear combinations used as a function of en-
ergy. Two linear combinations were chosen for each
plane, chosen to give betatron oscillations that are 90◦
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(d) First S1 splitter dipole, the temporary
replacement for the common magnet.
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Figure 18. Measured orbit response to dipole magnet kicks (points) compared to prediction from simulation (lines). Horizontal
response is shown in red, and vertical in blue. An example magnet is shown for each type of dipole encountered after the
injector merger.
apart in phase. Each linear combination was multiplied
by a factor which was scanned from -2 to 2 in unit
steps. Only one combination was scanned at a time. For
each setting, the beam position on the four FFA BPMs
(IFABPM[01-04]) were recorded. This procedure was au-
tomated and tested with the online CBETA Virtual Ma-
chine before use. While taking the final measured data,
the BPM readings were sampled 10 times at 5 Hz, and
the average value and standard deviation saved for of-
fline analysis. A single second pause was used between
magnet setpoints to allow the beam to stabilize.
Our measurements at the mth BPM and the nth en-
ergy were fit in the least squares sense to the following
functions:
xmn =
(
s(1)x ·A(1)x,n +B(1)x,n
)
cos
(
2pim · νx,n + φ(1)x,n
)
+
(
s(2)x ·A(2)x,n +B(2)x,n
)
cos
(
2pim · νx,n + φ(2)x,n
)
+ Cx,m +Dn (13)
ymn =
(
s(1)y ·A(1)y,n +B(1)y,n
)
cos
(
2pim · νy,n ·+φ(1)y,n
)
+
(
s(2)y ·A(2)y,n +B(2)y,n
)
cos
(
2pim · νy,n + φ(2)y,n
)
+ Cy,m (14)
s
(1,2)
x,y are the scale factors of the kick, scanned from −2
to +2 in unit steps with only one of the four s
(1,2)
x,y being
nonzero. A
(1,2)
x,y,n are the unit amplitudes of the two kicks
used in each transverse plane at each energy; if our model
were perfect they would be 1 mm. B
(1,2)
x,y,n is the amplitude
of the betatron oscillation with no additional kicks; if
the orbit found by hand were the periodic orbit, these
would be zero. Cx,y,m are the (energy independent) BPM
offsets. Dn is the (energy dependent) horizontal periodic
orbit position; the vertical periodic orbit is known to be
zero, so this term only appears in the horizontal function.
φ
(1,2)
x,y,n are phase offsets of each betatron oscillation; φ
(1)
x,y
and φ
(2)
x,y will differ by pi/2 if out model were perfect.
Finally νx,y,n are the tunes per cell of the periodic orbit at
energy En. The initial guess for A
(1,2)
x,y,n coefficients was set
to 1 mm. Similarly, the initial guesses for B
(1,2)
x,y,n, φ
(1,2)
x,y,n,
and, Cx,y,m were set to zero, and the initial horizontal
periodic orbit positions Dm guesses set to roughly 15 mm
(here the positive x-direction points towards arc center).
νx,y and Dn are intrinsic to the arc design; they give
a measure of how accurate the Bmad model of the FFA
arc is. Cx,y,m give an estimate of the BPM offsets. Note
that in the horizontal plane, there is a redundancy be-
tween Cx,m and Dn; one can add a given constant to all
of the Cx,m and subtract that same constant from the
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(b) Position scan measured on FA BPM 2.
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(c) Position scan measured on FA BPM 3.
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(d) Position scan measured on FA BPM 4.
Figure 19. FA BPM positions resulting from a single x, y grid scan going into the FA arc. For each BPM, the measured data
is shown on the left, and the simulated data shown on the right.
Dn. We adopt the convention that the average of the
Cx,m is zero. For full turn energy recovery operation, in
particular for 150 MeV energy recovery where the beam
passes through the arc with four different energies, hav-
ing an estimate of the BPM offsets will be extremely
helpful for orbit correction since they will help distin-
guish between orbit offsets caused by magnet errors and
position reading errors arising from BPM offsets. Thus a
similar energy scan and fit will be performed for the full
ring to obtain an estimate of the BPM offsets via this
method. A
(1,2)
x,y,n and φ
(1,2)
x,y,n give an estimate of the error
in the model from MS1DIP06 through IFABPM01.
Fig. 21 shows an example of the fit to the horizontal
(Fig. 21(a)) and vertical (Fig. 21(b)) BPM data at 42
MeV for both betatron oscillations, as well as the cor-
responding resulting fit residuals (Fig. 21(c) and 21(d)).
For all horizontal/vertivcal positions we use an estimate
of the error on the BPM positions of roughly 0.1 mm
horizontally and 0.03 mm vertically, based on all of the
BPM measurements taken during the energy scan. The
residuals in the fit that are beyond what one expect sta-
tistically are present due to magnet imperfections. Mag-
net imperfections can also change the parameters that
we solve for, but having more cells and/or a wider range
of energies will tend to make the parameters we solve
for more accurate and transfer more of the imperfections
into the residuals.
The resulting fit parameters are displayed in Fig. 22.
These include the resulting tunes as a function of the ma-
chine set-point energy (Fig. 22(a)), the energy indepen-
dent BPM offsets (Fig. 22(b), also in Table III), the unit
horizontal and vertical betatron amplitudes (Figs. 22(c)
and 22(d)), the phase difference between the two beta-
tron oscillations in each direction (Fig. 22(e)), and the
measured and simulated horizontal periodic orbit posi-
tions as a function of energy (Fig. 22(f)). In Fig. 22(a)
the dashed lines show the corresponding prediction for
the tunes, determined by tracking particles through 3D
fieldmaps of the FA magnets and solving for the closed
orbit, and displays good quantitative agreement.
Both the horizontal unit betatron amplitudes and
phases shown Fig. 22(c) and Fig. 22(e) indicate an in-
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Figure 20. (a): Fitting the position of of the downstream
FA BPMs to the position on first FA BPM. The dashed lines
show the resulting fit to the data, the solid lines indicate the
prediction from the model. (b): The first derivative term for
the x (blue) and y (red) data in (a). The solid lines show
the m11 and m33 transfer matrix elements as a function of s
through the FA line computed from the model.
Table III. BPM offsets (mm)
BPM X offset (Cx) (mm) Y offset (Cy) (mm)
IFABPM01 −0.40± 0.02 0.70± 0.04
IFABPM02 −0.43± 0.02 0.34± 0.04
IFABPM03 0.28± 0.03 0.45± 0.04
IFABPM04 0.54± 0.02 −0.28± 0.04
accuracy in the Bmad FAT model. In the former case
the unit amplitudes were designed to be 1 mm, in the
later case the phase difference was intended to be 90 deg.
In the vertical plane, the measured amplitude and phase
difference is in good agreement with the model as can
be seen in the vertical unit amplitudes in Fig. 22(d) and
vertical phase shifts (red) in Fig. 22(e).
The horizontal periodic orbit position shown in
Fig. 22(f) has an average systematic error with respect to
the theoretical prediction for the orbit position of roughly
1.5 mm. This could arise from a nonzero average in the
BPM offsets (though it is unlikely to be this large), non-
linearity in the BPM response, a systematic difference
between the modeled and as-built magnets, and possibly
other effects.
All of these measurements relied on the semi-analytic
model discussed in Sec. III C 1 for the BPM nonlinear cor-
rection in FA BPMs. Unfortunately, direct measurement
of the FA BPM non-linearity wasn’t possible during the
FAT as the beam offset here is purposely large (15 mm)
which limits position range required to carefully quantify
the effect.
Upon comparing the tune data with the model in
Fig. 22(a), we sought to determine whether some of the
difference could arise from energies being off by a uniform
scaling factor (as a result of an energy calibration error,
for instance). This scale factor is determined by a least-
squares fit in by exploiting the relationship between the
tunes and the energy: cos(2piν) =
∑
n bnE
−n. Inverting
this relationship (and keeping the first six terms) gives:
1
E
=
6∑
n=1
a(n)x,y cos
n (2piνx,y) . (15)
This relation allows for a closed form solution for the best
energy scale factor α (in the least-squares sense) of
α =
1
2〈E2〉
[〈
E∑6
n=1 a
(n)
x cosn(2piνx)
〉
(16)
+
〈
E∑6
n=1 a
(n)
y cosn(2piνy)
〉]
.
This results in an energy scale factor of α = 1.018. This
puts the predicted tunes from 3D tracking nearly within
all of the errorbars on the measured tune data, as seen
in Fig. 23. Note that this scaling factor could arise not
only from a systematic scaling of the energy, but also
systematic error in the model of the quadruple magnets.
IV. CONCLUSIONS
The CBETA fractional arc test provided invaluable ex-
perience testing and commissioning many of the most
critical CBETA subsystems. Full beam commissioning of
the MLC yielded beam energies up to roughly 60 MeV,
nearly a factor of 1.6 times the 36 MeV necessary for
the CBETA design. Reaching these energies required de-
velopment of many important measurement procedures
including a method for cavity energy gain calibration us-
ing BPM time of arrival. Similarly, commissioning of the
low energy splitter line saw development of procedures
for testing non-linearity correction of the splitter BPMs
and the first successful test of the path length adjust-
ment mechanism. Additionally, we successfully trans-
ported the beam through the MLC and splitter, and ul-
timately injecting the beam onto the periodic orbit in
the fractional arc. We succeeded in measuring the phase
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(b) Fit of model to vertical 42 MeV data.
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(c) Horizontal residuals at 42 MeV.
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(d) Vertical residuals at 42 MeV.
Figure 21. Example data and model fits (top) and residuals (bottom) for the horizontal (left) and vertical (right) BPM positions
on the FA BPMs for each value of the horizontal and vertical betatron oscillation kick(s) at 42 MeV.
advance per cell and the periodic orbit location in that
arc over a broad energy range. The results in Figs. 22(a)
represent a significant milestone for the CBETA project.
Many of the measurement techniques developed in this
work will be used for commissioning the full return loop.
The FAT also proved extremely helpful in developing the
CBETA Virtual Machine online modeling software. The
simulation results here demonstrate its usefulness as a
tool for not only displaying useful physics data to op-
erators in real time, but also for debugging and testing
measurement procedures before putting them to use in
the real machine.
In addition to these successes, the results of the FAT
highlight several important issues that require address-
ing prior to future CBETA beam commissioning. Mea-
surement of the MLC cavity offsets of roughly 4.0 mm
(on average) represents a particularly important, if sur-
prising, example. Others include difficulty establishing a
reproducible good match of the injector beam into the
MLC and splitter line, lack of an automated MLC cav-
ity phasing procedure, the inability currently to quantify
the FA style BPM non-linearity, and lack of development
for diagnostic procedures (other than beam profiles on
viewscreens) to verify the match after the linac. Addi-
tionally, while we did develop and test a measurement
method for determining the corrector-to-BPM response
matrix throughout the machine, we did not substantially
test the orbit correction software under development for
CBETA. Fortunately, with the help of the CBETA Vir-
tual Machine, this work has been able to continue past
the end of the FAT experimental period, with promising
initial results using Single Value Decomposition (SVD)
[33]. We have not at this time fully accounted for the
discrepancy between the quad settings giving the best fit
to the dispersion in the permanent magnet arc in mea-
surement and in the Bmad FAT model. Measurements
of the tunes via induced betatron oscillations around the
periodic orbit suggest an overall energy scale factor could
explain the discrepancy between the measured and sim-
ulated tunes as a function of beam energy. This could
arise from an unknown systematic discrepancy between
the 3D field maps for the permanent magnets and the
fields in the magnets themselves or from an error in our
energy calibration.
Significant effort is currently underway to address
many of these issues: offline analysis of beam-based cal-
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(f) Measured and simulated horizontal periodic orbit
position.
Figure 22. Resulting fit parameters: tunes (a), BPM offsets (b), horizontal (c) and vertical (d) unit amplitudes, oscillation
phase difference (e), and horizontal periodic orbit position (f). The solid line in (f) shows the simulated prediction for the
periodic orbit position.
ibration data for the splitter magnets continues, as does
orbit correction software development. In addition to the
direct measurement of the BPM non-linearity described
in this work, 3D simulations of the splitter/FA BPM de-
signs have been planned. Additionally, we plan to explore
new injector machine, as well as investigating methods
for verifying the match after the linac. Perhaps most im-
portantly, the entrance and exit beamlines to the MLC
as well as the cryostat itself are currently being surveyed
with the goal of centering the MLC for operation with
the full return loop. Given the demonstrated usefulness
of the CBETA Virtual Machine online model, significant
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Figure 23. Measured horizontal and vertical tunes, compared
to simulation, after a systematic scaling of the energy.
development of the software is ongoing, and we have be-
gun to use the 42 MeV energy recovery lattice in the
model. With this work and more we hope to build on
the results achieved during the CBETA FAT as we move
forward to the final completion of CBETA construction
and beam commissioning.
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Appendix A: Machine Settings used in the Energy
Scan
To produce quadrupole and dipole settings which suc-
cessfully match the beam from the splitter line into the
fractional arc, we use an optimization process which
starts from magnet settings at one energy and determines
settings for a nearby energy. To do this requires a two-
level nested optimization. The inner layer has a fixed set
of quadrupole gradients and begins with the dipoles set
to their 42 MeV settings multiplied by the ratio of the
beam momentum at the desired energy to the momentum
at 42 MeV/c. It then adjusts the fields of MS1DIP06
and MS1DIP07 to steer the beam onto the periodic orbit
in the FFA. For each evaluation performed in the outer
layer, it chooses a set of quadrupole gradients, calls the
inner layer solution process, then computes the Betatron
functions βx,y and αx,y, and the dispersion functions, ηx
and η′x, and subtracts the target values computed in the
previous paragraph.
To find the optimal quadrupole gradients, the outer
layer applies the equivalent of a nonlinear SVD optimiza-
tion. One step of the optimization involves a computa-
tion of the Betatron and dispersion functions, a compu-
tation of the derivative of those functions with respect
to the quadrupole gradients, and finding a step in the
quadrupole gradients that to linear order would match
the Betatron and dispersion functions, while minimizing
the sum of the squares of the quadrupole gradient steps.
To determine usable settings for the energy scan per-
formed during the FAT, we first determined the lowest
linearly stable energy in the model. This resulted in a
lowest stable energy of 38.5 MeV. Starting with our set-
tings for 42 MeV, we scaled the quadrupole gradients
from their 42 MeV design values by the momentum ratio
of 38.5/42, and found the settings for 38.5 MeV. We then
stepped in 0.1 MeV steps up to our highest energy, using
the quadrupole settings from the previous energy. Note
that the settings that this process finds for 42 MeV will
be different from the initial 42 MeV design values. Be-
cause we were able to find stable orbits in the machine for
38 MeV, (below the minimum 38.5 MeV in the model),
we scaled the quadrupole and dipole settings by a factor
of 38/38.5 to find the settings to use for 38 MeV.
A subset of these energies was used take to take beam
data with. Table V collects the various energies data
was taken at, along with the corresponding the cavity
voltages. All cavities were set to on-crest acceleration.
Finally, a simple response matrix calculation was used
to generate linear combinations of the last two splitter
dipoles and vertical correctors for use in inducing beta-
tron oscillations around the peridic orbit established at
the energies in Table V. Two linear combinations were
formed, corresponding to betatron oscillations 90 deg out
of phase in the Bmad model of the fractional arc.
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Table IV. D1/S1 splitter magnet current setgtings (Amps) used during the energy scan
Energy (MeV) 38 39 40 42 45 47 49 51 53 55 57 59
D1DIP01 1.5502 1.5910 1.6318 1.7134 1.8358 1.9174 1.9990 2.0806 2.1622 2.2438 2.3254 2.4070
S1DPB01 202.0905 207.4092 212.7283 223.3664 239.3234 249.9614 260.5992 271.2371 281.8749 292.5126 303.1504 313.7881
S1DIP02 57.3341 58.8430 60.3521 63.3701 67.8972 70.9153 73.9333 76.9513 79.9693 82.9873 86.0052 89.0232
S1DIP03 99.0435 101.6501 104.2569 109.4706 117.2911 122.5047 127.7182 132.9318 138.1453 143.3588 148.5723 153.7858
S1DIP04 73.9750 75.9219 77.8689 81.7630 87.6041 91.4981 95.3921 99.2860 103.1800 107.0739 110.9678 114.8618
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S1QUA08 2.5738 2.2134 1.8072 1.4061 1.1062 0.9808 0.8821 0.7971 0.7180 0.6401 0.5604 0.4767
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