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A conceptual variable is any variable defined by a person or by a group of persons. Such variables may be inaccessible,
meaning that they cannot be measured with arbitrary accuracy on the physical system under consideration at any given
time. An examplemay be the spin vector of a particle; another example may be the vector (position, momentum). In this
paper, a space of inaccessible conceptual variables is defined, and group actions are defined on this space. Accessible
functions are then defined on the same space. Assuming this structure, the basic Hilbert space structure of quantum
theory is derived: Operators on a Hilbert space corresponding to the accessible variables are introduced; when these
operators have a discrete spectrum, a natural model reduction implies a new model in which the values of the accessible
variables are the eigenvalues of the operator. The principle behind this model reduction demands that a group action
may also be defined also on the accessible variables; this is possible if the corresponding functions are permissible, a
term that is precisely defined. The following recent principle from statistics is assumed: every model reduction should
be to an orbit or to a set of orbits of the group. From this derivation, a new interpretation of quantum theory is briefly
discussed: I argue that a state vector may be interpreted as connected to a focused question posed to nature together
with a definite answer to this question. Further discussion of these topics is provided in a recent book published by the
author of this paper.
I. INTRODUCTION
The standard textbook treatment of quantum mechanics re-
lies on a few axioms, of which two are the most basic. The
first axiom assumes the Hilbert space structure. It states that
to each physical variable there is a corresponding operator A,
and that the possible values of that variable are the eigenval-
ues of A. The second axiom gives the probability structure,
namely the Born formula. This paper will concentrate on the
first axiom. I intend to show that it follows from a simple
logical structure: a conceptual variable with a concrete group
acting on the space over which this conceptual variable varies.
One purpose of the book [1] is to propose a common basis
for statistical inference theory and quantum theory. To achieve
this, it is crucial to take a definition of a conceptual variable as
a point of departure. For this purpose a conceptual variable is
any variable that can be defined in words by a person or by a
group of persons in an experimental or observational situation,
or more generally in any epistemic process. Behind this defi-
nition of conceptual variables there also lies an interpretation
of quantum theory where the observer plays an essential role.
Some conceptual variables are inaccessible, meaning that they
cannot be assessed with full accuracy by any observer. An ex-
ample can be a spin or angular momentum vector of some par-
ticle. Another example is the vector (position, momentum) for
a particle. However, some functions of inaccessible variables
can be measured, and these functions are called e-variables
(epistemic conceptual variables). Part of the philosophy of [1]
is that the e-variables are closely related to the parameters of
statistical inference; these parameters can be modelled as they
are in statistical inference theory when data are present.
In the following discussion, I may also partly have in mind
other situations than epistemic processes. In these cases a con-
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ceptual variable is any variable that can be defined by a person
or by a group of communicating persons. Some such variables
only have meaning for this specific group of people, and thus
can not be generalized. Some do not have a precise mean-
ing at all in their given context, in the sense that their com-
ponents are mutually exclusive. These variables may tenta-
tively be called inaccessible. The e-variables then correspond
to less ambitious conceptual variables which can be precisely
defined, at least to the group of people that define them. These
notions are by necessity a bit vague. For more concrete ideas,
look at the qualitative discussion of complementarity in Chap-
ter 6 of [1]. Those who prefer so, may limit the discussion
below to the epistemic process case.
However, in a more general context the notions of focusing
and decisions are very important. These notions are used in
statistical theory, but they should here be interpreted in their
primitive sense.
It is crucial in our context here that we assume that there
are defined transformation groups on the spaces of concep-
tual variables that are discussed. This may the group of all
automorphisms on the space in which the conceptual variable
varies, or it may be a concrete subgroup of this group.
In this paper I discuss such situations more closely with a
focus on the more mathematical aspects of the notions and sit-
uations described above. I assume the existence of a concrete
(physical) situation, and that there is a space Φ of the inac-
cessible conceptual variable φ with a group K acting on this
space. There is an e-variable, an accessible conceptual vari-
able, θ defined, a function on Φ. This θ varies on a space
Θ, and the group K induces a transformation group G on Θ.
A very simple situation is when φ is a spin vector, and θ
is a spin component in a given direction, but this paper fo-
cuses on more general situations. When there are more poten-
tial e-variables, I will denote this by a superscript a: θ a and
Ga = {ga}. Note that in Chapter 4 of [1] I used different no-
tations for the groups: G and G˜a for what is here called K and
Ga. The group Ga which was refered to there, is here the sub-
2group of K corresponding to Ga, denoted by Ha below. Both
here and in [1] I will use the word ‘group’ as synonymous to
‘group action’ or transformation group on some set, not as an
abstract group.
II. BASIC SETTING
In Chapter 3 of [2] right-hand notation is used for group
transformations: φ 7→ φk for k ∈ K and θ 7→ θg for g ∈ G.
This allows right-invariant measures to be defined in a sim-
ple way and has also the following simple advantage: If g1 is
applied first to Θ followed by g2, then the composed transfor-
mation is g1g2, rather than g2g1. However, in this paper I will
need the left-invariant measure, so I will use the more familiar
notation: φ 7→ kφ [= k(φ)] and θ 7→ gθ .
Starting with Φ and the group K acting on Φ, let θ (·) be a
function on Φ, and let Θ be the range of this function.
As discussed in the Introduction, I regard ‘accessible’ and
‘inaccessible’ as primitive notions. Θ and Φ are equipped
with topologies, and all functions are assumed to be Borel-
measurable.
Definition 1. The e-variable θ is maximally accessible if
the following holds: If θ can be written as θ = f (ψ) for a
function f that is not one-to-one, the conceptual variable ψ is
not accessible. In other words:θ is maximal under the partial
ordering defined by α ≤ β iff α = f (β ) for some function f .
Note that this partial ordering is consistent with accessibil-
ity: If β is accessible and α = f (β ), then α is accessible.
Also, φ is an upper bound under this partial ordering. The
existence of maximal accessible conceptual variables follows
then from Zorn’s lemma.
Definition 2. The e-variable θ is called permissible if the
following holds: θ (φ1) = θ (φ2) implies θ (kφ1) = θ (kφ2) for
all k ∈ K.
With respect to parameters and subparameters along with
their estimation, the concept of permissibility is discussed in
some details in Chapter 3 in [2]. The main conclusion, which
also can be generalized to this setting, is that under the as-
sumption of permissibility one can define a groupG of actions
on Θ such that
(gθ )(φ) := θ (kφ); k ∈ K. (1)
Herein I use different notations for the group actions g on
Θ and the group actions k on Φ; in contrast, the same symbol
g was used in [2]. The background for that is
Lemma 1. Assume that θ is a permissible e-variable. The
function from K to G defined by (1) is then a group homomor-
phism.
Proof. Let ki be mapped upon gi by (1) for i = 1,2. Then,
for all φ ∈ Φ we have (giθ )(φ) = θ (kiφ). Assume that k2φ is
mapped to θ ′ = θ (k2φ) = (g2θ )(φ). Then also θ (k1k2φ) =
(g1θ
′)(k2φ) = (gθ )(φ) for some g. Thus (g1(g2θ ))(φ) =
(gθ )(φ) for all φ , and since the mapping is permissible, we
must have g= g1g2.
In the statistical context of parameters and subparameters,
the concept of permissibility is connected to several deep
problems, as briefly discussed in [2]. First, one should men-
tion Peter McCullagh’s general categorical theory-based re-
quirements for statistical models, see [3]. Next, under tran-
sitivity and other week assumptions it implies that Bayesian
credibility sets based on a right invariant prior and frequentist
confidence sets are numerically equal. Finally, the assump-
tion of permissibility and the use of a right invariant prior turn
out to be enough to eliminate the marginalization paradoxes
of Dawid et al. [4], along with some similar inconsistencies,
see [5].
In the more general context considered here, it is also im-
portant to define left and right invariant measures, both on
the groups and on the spaces of conceptual variables. In the
mathematical literature, see for instance [6,7], Haar measures
on the groups are defined (assuming locally compact groups).
Right (µK) and left (νK) Haar measures on the groupK satisfy
µK(Dk) = µK(D), and νK(kD) = νK(D)
for k ∈ K and D⊂ K, respectively.
Next define the corresponding measures on Φ. As is com-
monly done, I assume that the group operations (k1,k2) 7→
k1k2, (k1,k2) 7→ k2k1 and k 7→ k
−1 are continuous. Further-
more, I will assume that the action (k,φ) 7→ kφ is continuous.
As discussed in Wijsman [8], an additional condition is
that every inverse image of compact sets under the function
(k,φ) 7→ (kφ ,φ) should be compact. A continuous action by
a group K on a space Φ satisfying this condition is called
proper. This technical condition turns out to have useful prop-
erties and is assumed throughout this paper. When the group
action is proper, the orbits of the group can be proved to be
closed sets relative to the topology of Φ.
The connection between νK defined on K and the corre-
sponding left invariant measure ν defined on Φ is relatively
simple: If for some fixed value φ0 of the conceptual variable
the function β on K is defined by β : k 7→ kφ0, then ν(E) =
νK(β
−1(E)).This connection between νK and ν can also be
written νK(dk) = dν(kφ0)), so that dν(hkφ0) = dν(kφ0) for
all h,k ∈ K.
The following result, originally due to Weil is proved in [8];
for more details on the right invariant case, see also [2].
Theorem 1. The left-invariant measure measure ν on Φ
exists if the action of K on Φ is proper and the group is locally
compact.
Note that ν can be seen as an inducedmeasure on each orbit
of K on Φ, and it can be arbitrarily normalized on each orbit.
ν is finite on a given orbit if and only if the orbit is compact.
In particular, ν can be defined as a probability measure on Φ
if and only if all orbits of Φ are compact. Furthermore, ν is
unique only if the group action is transitive.
3In a corresponding fashion, a right invariant measure can be
defined on Φ. This measure satisfies dµ(khφ0) = dµ(kφ0) for
all k,h ∈ K. In many cases the left invariant measure and the
right invariant measure are equal.
III. OPERATORS AND QUANTIZATION
In the quantum-mechanical context defined in [1], θ =
θ (φ) is an accessible e-variable, and one should be able to in-
troduce an operator associated with θ . The following discus-
sion which is partly inspired by [9]. considers an irreducible
unitary representation of K on a complex Hilbert space K .
A. Brief discussion of group representation theory
A group representation of K is a continuous homomor-
phism from K to the group of invertible linear operators V
on some vector space K :
V (k1k2) =V (k1)V (k2). (2)
It is also required that V (e) = I, where I is the identity, and
e is the unit element of K. This assures that the inverse ex-
ists: V (k)−1 = V (k−1). The representation is unitary if the
operators are unitary (V (k)†V (k) = I). If the vector space
is finite-dimensional, we have a representation D(V ) on the
square, invertible matrices. For any representation V and any
fixed invertible operatorU on the vector space, we can define
a new equivalent representation as W (k) =UV (k)U−1. One
can prove that two equivalent unitary representations are uni-
tarily equivalent; thusU can be chosen as a unitary operator.
A subspace K1 of K is called invariant with respect to the
representation V if u ∈ K1 implies V (k)u ∈ K1 for all k ∈ K.
The null-space {0} and the whole space K are trivially in-
variant; other invariant subspaces are called proper. A group
representation V of a group K in K is called irreducible if
it has no proper invariant subspace. A representation is said
to be fully reducible if it can be expressed as a direct sum of
irreducible subrepresentations. A finite-dimensional unitary
representation of any group is fully reducible. In terms of a
matrix representation, this means that we can always find a
W (k) =UV (k)U−1 such that D(W ) is of minimal block diag-
onal form. Each one of these blocks represents an irreducible
representation, and they are all one-dimensional if and only if
K is Abelian. The blocks may be seen as operators on sub-
spaces of the original vector space, i.e., the irreducible sub-
spaces. The blocks are important in studying the structure of
the group.
A useful result is Schur’s Lemma, (see for instance [10]):
Let V1 and V2 be two irreducible representations of a group
K; V1 on the space K1 and V2 on the space K2. Suppose that
there exists a linear map T from K1 to K2 such that
V2(k)T (v) = T (V1(k)v) (3)
for all k ∈ K and v ∈ K1.
Then either T is zero or it is a linear isomorphism. Fur-
thermore, if K1 =K2, then T = λ I for some complex number
λ .
Let ν be the left-invariant measure of the space Φ induced
by the groupK, and consider the Hilbert spaceK = L2(Φ,ν).
Then the left-regular representation of K on K is defined by
UL(k) f (φ) = f (k−1φ). This representation always exists, and
it can be shown to be unitary, see [10].
If V is an arbitrary representation of a compact group K
in K , then there exists in K a new scalar product defining
a norm equivalent to the initial one, relative to which V is a
unitary representation of K.
For references to some of the vast literature on group rep-
resentation theory, see Appendix A.2.4 in [2].
B. A resolution of the identity
In the following I assume that the group K (and later also
the groups G and H) have representations that give square-
integrable coherent state systems (see page 43 of [11]). For
instance this is the case for all representations of compact
semisimple groups, representations of discrete series for real
semisimple groups, and some representations of solvable Lie
groups.
Let K be an arbitrary such group, and let V (k) be one of its
unitary irreducible representations acting on the Hilbert space
K . Assume that K is acting transitively on a space Φ, and fix
φ0 ∈ Φ. Then every φ ∈ Φ can be written as φ = kφ0 for some
k ∈ K.
Also, fix a vector |φ0〉 ∈ K , and define the coherent states
|φ〉= |φ(k)〉 =V (k)|φ0〉. With ν being the left invariant mea-
sure on Φ, introduce the operator
T =
∫
|φ(k)〉〈φ(k)|dν(kφ0). (4)
Note that the measure here is over Φ, but the elements are
parametrized by K.
Lemma 2. T commutes with every V (h);h ∈ K.
Proof. V (h)T =
∫
V (h)|φ(k)〉〈φ(k)|dν(φ0k) =
∫
|φ(hk)〉〈φ(k)|dν(kφ0)
=
∫
|φ(r)〉〈φ(h−1r)|dν(h−1rφ0).
Since |φ(h−1r)〉 = V (h−1r)|φ0〉 = V (h
−1)V (r)|φ0〉 =
V (h)†|φ(r)〉, we have 〈φ(h−1r)| = 〈φ(r)|V (h), and since the
measure ν is left-invariant, it follows that V (h)T = TV (h).
From the above and Schur’s Lemma it follows that T = λ I
for some λ . Since T by construction only can have pos-
tive eigenvalues, we must have λ > 0. Defining the measure
dµ(φ) = λ−1dν(φ) we therefore have
∫
|φ〉〈φ |dµ(φ) = I. (5)
4For a more elaborate similar construction taking into account
the socalled isotropy subgroup, see Chapter 2 of [11].
C. Focusing and a new resolution of the identity
Again let Φ be the space of inaccessible conceptual vari-
ables, and let us focus on a permissible accessible function
θ (·) on Φ. Then, using (1) we can define a group G acting
upon the range Θ of θ (·). In principle θ (·) and thus G can be
quite arbitrary. However I will now introduce a recent prin-
ciple from statistical inference. For discussion, examples and
motivation, see Section 2.2 in [1].
Principle. Every model reduction of a statistical model
should be to an orbit or to a set of orbits of the group when a
group is defined on the parameter space.
I will now extend this principle to the quantum setting, con-
sider a model reductionwhereΘ is reduced to a subset, assum-
ing that this model reduction is to a simple orbit of the group
G. But then G is transitive on the new Θ, and the construction
of the previous section can be repeated.
Explicitly, fix θ0 ∈ Θ (the reduced space). Then every θ ∈
Θ can be written as θ = gθ0 for some g ∈ G. Also, let U(g)
be a unitary irreducible representation ofG acting on a Hilbert
space H , and fix a vector |θ0〉 ∈ H . Define the coherent
states |θ 〉 =U(g)|θ0〉 when θ = gθ0. Then by the argument
of the previous section there exists a measure ρ on Θ such that
∫
|θ 〉〈θ |dρ(θ ) = I. (6)
For later use it may be convenient to treat θ explicitly as a
function on Φ, and let ρ be the marginalization of a measure
τ on Φ. Then it follows that
∫
|θ (φ)〉〈θ (φ)|dτ(φ) = I. (7)
Note that if |ψ(φ)〉=V |θ (φ)〉 for some unitary operatorV ,
then an equivalent resolution of the identity is
∫
|ψ(φ)〉〈ψ(φ)|dτ(φ) = I. (8)
D. Quantum operators
Again let Φ be the space of inaccessible conceptual vari-
ables, and let θ (φ) be an accessible e-variable that is assumed
to be permissible with respect to the group K.
In general, an operator corresponding to θ may be defined
by
A= Aθ =
∫
θ (φ)|θ (φ)〉〈θ (φ)|dτ(φ) (9)
=
∫
θ |θ 〉〈θ |dρ(θ ). (10)
A is defined on a domain D(A) of vectors |v〉 ∈ H where the
integral defining 〈v|A|v〉 converges.
This mapping from an e-variable θ to an operator A has the
following properties:
(i) If θ = 1, then A= I.
(ii) If θ is real-valued, then A is symmetric (for a defini-
tion of this concept for operators and its relationship to self-
adjointness, see [12].)
(iii) The change of basis through a unitary transformation
is straightforward.
For further important properties, we need some more the-
ory.
Theorem 2. For the reduced model, let H be the subgroup
of K consisting of any transformation h such that θ (hφ) =
gθ (φ) for some g ∈ G. Then H is the maximal group under
which the e-variable θ is permissible.
Proof. Let θ (φ1) = θ (φ2) for all θ ∈ Θ. Then for h ∈ H
we have θ (hφ1) = gθ (φ1) = gθ (φ2) = θ (hφ2), thus θ is per-
missible under the group H. For a larger group, this argument
does not hold.
For h ∈ H we have a mapping h→ g for some g ∈ G. For
this g define V (h) =U(g). Then it is easy to see that V (h) is
a unitary representation of H on some subspace of K .
Theorem 3. For h ∈ H, V (h−1)AV (h) is mapped by
θ ′(φ) = θ (hφ).
Proof. V (h−1)AV (h) =∫
θ (φ)|θ (h−1φ)〉〈θ (h−1φ)|dτ(h−1φ)
=
∫
θ (hφ)|θ (φ)〉〈θ (φ)|dτ(φ)
Here,V (h) is a unitary representation, and ρ can be taken as a
left-invariant measure (cf. the construction in subsection B).
An equivalent conclusion is that U(g−1)AU(g) is mapped
by θ ′ = gθ for g ∈ G.
Further properties of the mapping from θ to A may be de-
veloped in a similar way. The mapping corresponds to the
usual way that the operators are allocated to observables in
the quantummechanical literature. But note that this mapping
comes naturally here from the notions of conceptual variable
and e-variables on which group actions are defined.
For any Borel-measurable function f of θ , one can define
an operator corresponding to (10):
A f (θ) =
∫
f (θ )|θ 〉〈θ |dρ(θ ). (11)
Important special cases include f (θ ) = I(θ ∈ B) for sets B,
which can be related to the spectral theorem.
Another important case is connected to inference theory in
the way it is advocated in [1]. Assume that there are data z
and a statistical model for these data of the form P(z ∈ C|θ )
for sets C. Then a positive operator-valued measure (POVM)
on the data space can be defined by
M(C) =
∫
P(z ∈C|θ )|θ 〉〈θ |dρ(θ ). (12)
5The density of M at a point z is called the likelihood effect
in [1], and is the basis for the focused likelihood principle
formulated there.
Finally, given a probability measure with density pi(θ ) over
the values of θ , one can define a density operator σ by
σ =
∫
pi(θ )|θ 〉〈θ |dρ(θ ). (13)
In [1] the probability measure pi was assumed to have one
out of three possible interpretations: 1) as a Bayesian prior,
2) as a Bayesian posterior or 3) as a frequentist confidence
distribution (see [13]).
Assume that θ is real-valued. Then based on the spectral
theorem (e.g., [12]) we have that there exists a projectionval-
ued measure, E on Θ such that for |v〉 ∈D(A)
〈v|A|v〉=
∫
σ(A)
θd〈v|E(θ )|v〉. (14)
Here σ(A) is the spectrum of A as defined in [12]. The case
with a discrete spectrum is discussed in the next subsection.
E. The model reduction as a quantization
Note that the construction in subsection D can be made for
any conceptual variable φ and for any e-variable θ = θ (φ).
I will assume that A has a purely discrete spectrum. Let the
eigenvalues be {u j} and let the corresponding eigenspaces be
{V j}. The vectors of these eigenspaces are defined as quantum
states, and as in [1], each eigenspace V j is associated with a
question ‘What is the value of θ?’ together with a definite
answer ‘θ = u j’. This assumes that the set of values of θ can
be reduced to this set of eigenvalues, which I will attempt to
justify as follows.
Recall the model reduction principle formulated in the be-
ginning of subsection C.
Theorem 4. Assume that the e-variable θ is permissible,
which allows the group G on Θ to be defined. Let {u j} be
the eigenvalues of the operator A corresponding to θ . Then
∪ j{θ : θ = u j} is an orbit or several orbits under the group
G. If the set of eigenvalues constitute just one orbit, then G is
the permutation group on these eigenvalues.
Proof. For each j, let | j〉 be an eigenvector of A with eigen-
value u j, and let g∈G. Then gθ (φ) = θ (hφ) for at least some
h ∈H. By Theorem 3 we have that the operatorV (h−1)AV (h)
is mapped by gθ (φ). Assume now that θ0 = u j for some j.
We need to show that gθ0 is another eigenvalue for A, which
follows from the fact that |V (h−1)AV (h)−λ I|= |A−λ I|, so
that these two determinants have the same zeros.
Let I0 = {u j : u j = gθ0 for some g ∈ G}. Then this is
an orbit for G. Either the orbit contains all eigenvalues or
there is an eigenvalue θ1 not in I0. Then let I1 = {u j : u j =
gθ1 for some g ∈ G} and continue. Sooner or later all eigen-
values are reached, and we obtain the set of eigenvalues as a
union of orbits of G.
In subsection D it was assumed that G in the final reduced
model was transitive. Then the set of eigenvalues constitute
just one orbit. The model reduction determined by this case
constitutes a natural quantization procedure.
We also have the following:
Theorem 5. Assume that the set of measurable values of θ
is restricted to the above eigenvalues. Then θ is maximally ac-
cessible if and only if each eigenspace V j is one-dimensional.
Proof. The assertion that there exists an eigenspace that is
not one-dimensional, is equivalent with the following: Some
eigenvalue u j correspond to at least two orthogonal eigenvec-
tors | j〉 and |i〉. Based on the spectral theorem, the operator
A corresponding to θ can be written as ∑r urPr, where Pr is
the projection upon the eigenspace Vr. Now define a new e-
variable ψ whose operator B has the following properties: If
r 6= j, the eigenvalues and eigenspaces of B are equal to those
of A. If r = j, B has two different eigenvalues on the two
one-dimensional spaces spanned by | j〉 and |i〉, respectively,
otherwise its eventual eigenvalues are equal to u j in the space
V j. Then θ = θ (ψ), and ψ 6= θ is inaccessible if and only if
θ is maximally accessible. This construction is impossible if
and only if all eigenspaces are one-dimensional.
IV. COUPLING DIFFERENT FOCUSINGS TOGETHER
A. The maximal case
In this section consider a Hilbert space H of finite dimen-
sion n. Again let φ be an inaccessible conceptual variable.
For an index set A , focus on λ a for a ∈ A , a set of maxi-
mally accessible e-variables. Note that each λ a corresponds
to a unique operator Aa, and that this operator has the spectral
decomposition
Aa = ∑
j
uaj |a; j〉〈a; j|. (15)
By maximality, only one λ a can be measured on the sys-
tem at a given time. This is a manifestation of Niels Bohr’s
complementarity.
The following is proven in [1] under certain technical con-
ditions, and also in the case of spin/ angular momentum:
given a vector |v〉 ∈ H , there is at most one pair (a, j) such
that |a; j〉 = |v〉. The main interpretation in [1] is motivated
as follows: Suppose the existence of such a vector |v〉 with
|v〉 = |a; j〉 for some a and j. Then the fact that the state of
the system is |v〉 means that one has focused on a question
(‘What is the value of λ a?’) and obtained the definite answer
(λ a = uaj .) The question can be associated with the orthonor-
mal basis {|a; j〉; j = 1,2, ...,n}.
6After this we are left with the problem of determining con-
ditions under which all vectors |v〉 ∈ H can be interpreted
as above. This will require a richn index set A . This prob-
lem will not be considered further here. However, it should be
noted, this richness requirement holds in the simple case of a
spin 1/2 particle, as discussed in [1].
The following simple observation should also be noted:
Trivially, every vector |v〉 is the eigenvector of some opera-
tors. Assume that there is one such operator A that is physi-
cally meaningful, and for which |v〉 is also a non-degenerate
eigenvector. Let λ be a physical variable associated with A.
Then |v〉 can again be interpreted as a question (‘What is the
value of λ?’) along with a definite answer to this question.
B. The general case
First go back to the maximal symmetrical epistemic setting.
Let again λ a = λ a(φ) be as in the previous subsection. Let ta
be an arbitrary function on the range of λ a, and let us focus
on θ a = ta(λ a) for each a ∈A .
Let the Hilbert space be as in the previous subsection, and
suppose that it has an orthonormal basis that can be written
in the form |a; i〉 for i= 1, ...,n. Let {uai } be the values of λ
a,
and let {saj} be the values of θ
a. DefineCaj = {i : t
a(uai ) = s
a
j},
and let V aj be the space spanned by {|a; i〉 : i ∈C
a
j }. Let Π
a
j be
the projection uponV aj .
Then we have the following interpretation of any |a; i〉 ∈V aj .
(1) the question: ‘What is the value of θ a?’ has been posed,
and (2) we have obtained the answer θ a = saj . Note that in this
case, several pairs (a, i) correspond to a given vector |v〉.
From the above construction we may also define the opera-
tor connected to the e-variable θ a as
Aa = ∑
j
sajΠ
a
j = ∑
i
ta(uai )|a; i〉〈a; i|. (16)
Note that this gives all possible states and all possible val-
ues corresponding to the accessible e-variable θ a. Unless the
function ta is one-to-one, the operator Aa has no longer dis-
tinct eigenvalues.
V. SIMPLE EXAMPLES
A. Spin/ angular momentum and the rotation group
The group theory applied in this and in the following ex-
amples is well known and discussed in depth in many books.
Here, the point is to consider the group as a group action on a
space of conceptual variables. To this end, consider a spin or
angular momentum vector φ with fixed norm r varying on a
sphere Φ with radius r. This vector is inaccessible. However,
given some direction a, the components θ a = a ·φ can be mea-
sured and are e-variables. After model reduction/quantization,
each θ a takes the values − j,− j+1, ..., j−1, j for some inte-
ger or half-integer j.
The group K consists of rotations of the vector φ , while Ga
is simply the permutation group on the values of θ a. The (left)
invariant measure for K is the natural symmetry measure on
the sphere.
The operator Aa can be written Aa = a · J for some vector
operator J= (Jx,Jy,Jz) acting on a Hilbert spaceH of dimen-
sion 2 j+ 1. It is well known (see for example [13]), that by
taking h¯ = 1, the irreducible representations of the group K
can be written as
V (k) = exp(−iφk · J), (17)
where the rotation k is represented by the rotation angle φk.
B. Position and momentum
Consider the one-dimensional case, where a point in the
phase space is given by φ = (ξ ,pi), ξ ∈ Ξ and pi ∈ Π are
the position and the momentum of some particle, respectively.
The vector φ is inaccessible, while both ξ and pi are accessible
e-variables.
We can let the group K consist of simultaneous translations
of ξ and pi :
ξ → ξ + c, pi → pi + d. (18)
The invariant measure for this group is dν = dξdpi , and the
groups Gξ and Gpi consist of separate transitions. As dis-
cussed in [1] and elsewhere, a Hilbert space can be chosen
by a position representation or by a momentum representa-
tion. In the first case, we have H = L2(Ξ,dξ ), the operator
Aξ consists of multiplication with ξ , and (h¯ = 1 again) Api is
a differentiation operator i−1d/dξ , both operators with suit-
able domains of definitions. These operators have continuous
spectra; no model reduction is called for.
VI. CONCLUDING REMARKS
Group theory and quantum mechanics are intimately con-
nected, as discussed in details in [14] for example. The pur-
pose of this article is to show that the familiar Hilbert space
formulation can be derived mathematically from a simple ba-
sis of groups acting on conceptual variables. The conse-
quences of this is further discussed in [1]. This discussion
also provides a link to statistical inference, a link that will be
further discussed elsewhere.
However, we already here must view the existence of such
a connection between quantum theory and statistical infer-
ence theory as an essential assumption. From the viewpoint of
purely statistical inference the e-variables discussed in this pa-
per are parameters. In many such situations also, it is useful to
have a group of actions G defined on the parameter space; see
for instance the discussion in [15]. In the present paper, the
quantization of quantum mechanics is derived from the fol-
lowing principle: all model reductions in some given model
should be to an orbit or to a set of orbits of the group G.
7It is of some interest that the same criterion can be used to
derive the statistical model corresponding to the partial least
squares algorithm in chemometrics [16], and also to motivate
the more general recently proposed envelope model [17].
This paper focuses on group symmetry in spaces of concep-
tual variables, partucularly those referred to as parameters/e-
variables in [1]. When data are present, in statistical inference
one often starts with a group G∗ on the data space (see for
instance [18]). Referring to the statistical model Pθ (X ∈ B)
for Borel-sets B in the data-space, the relationship is given
by Pgθ (X ∈ B) = Pθ (X ∈ g∗B). This induces a group homo-
morphism from G∗ to G. In some cases, this is an isomor-
phism, and the same symbol g is often used in the data space
and the parameter space. However, this is not the case when
the data space is discrete and the parameter space is contin-
uous, as when the model is given by a binomial distribution
or a Poisson distribution. This case is studied in detail in
[19]. In these cases, group-theoreticalmethods were first used
to construct the Poisson family and the binomial family, and
the basic tool is coherent states for certain groups (the Weyl-
Heisenberg group in the Poisson case and the group SU(2) in
the binomial case). Finally, inference is studied by reversing
the roles of data and parameter. The result in both cases is
equivalent to Bayesian inference with a uniform prior on the
parameter, which may be a coincidence. Taking this and the
present paper as a point of departure, there seems to be a pos-
sibility to provide new ideas to symmetry-based approaches
to statistical inference, and perhaps a possibility to relate this
to quantum measurement theory; however, this problem area
remains to be addressed in the future.
As an extension of [19], a large class of probability distribu-
tions are shown to have connections to coherent states in [20].
For a general reference regarding coherent states, see [21].
In the present paper, the first axiom of quantum theory is
derived from reasonable assumptions. The second axiom, the
Born formula, is derived in [1] based on the following: 1)
a focused version of the likelihood principle from statistical
inference, and 2) an assumption of perfect rationality, as ex-
pressed by the Dutch book principle.
As also briefly stated in [1], one can perhaps expect after
this, that such a relatively simple conceptual basis for quan-
tum theory may facilitate a further discussion regarding its re-
lationship to relativity theory. However, such considerations
go far beyond the scopes of both [1] and the present paper.
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