In this paper we investigate the multi-armed bandit problem, where each arm generates an infinite sequence of Bernoulli distributed rewards. The parameters of these Bernoulli distributions are unknown and initially assumed to be Beta-distributed. -Every time a bandit is selected its Betadistribution is updated to new information in a Bayesian way. The objective is to maximize the long term discounted rewards.
Introduction
The bandit problem of Bellman is a classical problem in sequential adaptive control. The importance of this model follows from its direct applications [l, 2,4]. Furthermore this problem is perhaps the simplest problem in the important class of Bayesian adaptive control problems [7, 81. Even though the dynamic programming equation can be explicitly written down, it is difficult to obtain closed form solutions.
are profitable in future. The possible contradiction between these two reasons for choosing an arm makes the problem difficult and interesting. The amount of information one has about the projects plays an important role. It helps to answer the question whether one should select a less rewarding but more informative selection over one that is more rewarding but less informative.
A survey on bandit models can be found in Kumar [7] . De- Berry and Kertz [3] have studied the worth of perfect information for multi-armed bahdits. They have defined an information comparison region in order to compare the reward of the decision maker with the reward of the decision maker who has perfect information. Relations between these comparisons and the concept of regret in the minimax approach to bandit processes were established.
The methods studied in [3, 51 are cumbersome in practice, since the computational complexity is too large. In this paper we tackle this problem by adopting a direct approach. b e consider two extreme situations, which occur when a bandit has been played N times; the situation where the decision maker stops learning and the situation where ,the decision maker acquires full information about that bandit. we express the in reward between this lower and upper bound in grows large.
The multi-armed bandit problem of Bellman models sequential trials of altemative arms on a machine. The successive rewards for each arm forms a Bernoulli process with an unknown success probability. Since the characteristics of the processes are unknown, one learns about them when the processes are observed. This model plays an important part in sequential clinical trials, where the arms represent altemative treatments for a disease. In this paper we model the arms as projects with unknown rewards.
There are two reasons for selecting a particular project to work on. The first reason is to obtain a high reward. The second is to acquire information which can be used to determine whether subsequent selections of the same project with parameters x and y will be denoted with F(x,y) and the corresponding probability density function with f(x,y). Recall that a Beta distribution F(x,y) with parameters x ,~ E IN has the following probability density function fix,y)
The The dynamic programming equation shows that the decision maker not only receives a direct reward in selecting a project, but also gains information that can lead to better decisions in future. When action a is chosen, the parameter of project a either has distribution 4xa+2,ya+l) or qxa+l,yq+2), depending on whether a success or failure is observed. Since a random variable with such a distribution has lower variance than a random variable with probability distribution F(xa+l,ya+l) the decision maker is better informed. A formal proof of this statement is given in Lemma 3.1.
One could argue that when a particular project has been selected N times, where N can be large, enough information about the project has been obtained. Therefore basing future decisions only on this information for this project should not result in a great difference. In that case the decision maker does not need to keep record of changes in the state for this project anymore. This means that the decision maker stops learning about the unknown parameter of this particular project.
In order to compare this situation with the standard model we formulate this problem again as a Markov decision problem. Since the decision maker stops learning about a project when it has been selected N times, the corresponding state is frozen and we obtain the following $nite state space S= {(x,y) E No x NO Ix+y I N } M . Takes= Aandchange the transition probabilities as follows. clear that if the decision maker has full information, then the expected total reward will be greater than V(s) for all s E S.
The following lemma justifies this intuition. where U E [0,1]. Define the direct reward by Note that the difference between and 7 is reflected in the transition probabilities. In the former case one had to deal with a continuous probability distribution. In the latter case the probability distribution is discrete and concentrated on two special points only. If Z1 and Zz are twoLandom variables with probability distribution F(x,y) and F(x,y) respectively, then Z2 is stochastically larger than Z1; i.e., P(Z1 > The process with reward E(s) is constructed in such a way, that the information structure when a project has been selected N times is nearly the same as in &($). The decision maker either observes P + 6 or 1 as the realization for the unknown parameter. In the first case the decision maker has the same information as in &(s), namely the expectation. In the second case we know that since 1 is the highest possible reward, the decision maker is going to select that project continuously in future. This fact enables us to prove the main theorem. The bounds in the previous theorem still contain 6 > 0. Since 6 was arbitrarily chosen, we can minimize the bound for fixed N with respect to 6. This will result in a bound independent of 6 and the result is stated in the following theorem. Observe that the bound in Theorem 3.5 has the property that the difference goes to zero as N grows large. However, this
is not due to discounting, since
The latter bound, which is less tight, also goes to zero as N grows large even without the discount factor. Moreover, observe that this bound also holds for any state. One can even show that the bound for the reward at any time t is [(E+ fi)im]/mX.
Numericalresults
In this section we illustrate Theorem 3.5 derived in the previous section by showing that in practice the state space can indeed be chosen finite in order to be close to the optimal solution.
Suppose that in the initial state SI = (0, . . . ,0) the decision maker wants to obtain a solution which differs less than E = from the optimal solution. We call such a solution a &-optimal solution. Note that the initial state SI represents the situation where the decision maker does not have any information about the unknown parameters of the projects.
By using the bounds derived in Theorem 3.5 one can determine the value of N for which the decision maker can stop learning about the unknown parameter of a particular project. However since the total reward will increase for h close to one, the value of N will grow large. Therefore it is better to look at the relative difference w. This leads to the following table when M and h are varied. 
