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Applicazione della Tecnologia See-Through nello Sviluppo di un Sistema per il Supporto di un 
Operatore addetto alle Linee di Montaggio 
Francesco Di Lecce 
Sommario 
Questo lavoro di tesi tratta l'applicabilità di tecnologie AR nell'ambito dell'assemblaggio industriale. 
In precedenti studi sono state identificate diverse problematiche relative alle attuali stazioni di 
assemblaggio manuale; da qui si è partiti per sviluppare un sistema innovativo di rilevazione e 
correzione degli errori dell' operatore. 
È stato realizzato un ambiente (stazione di assemblaggio) appositamente strutturato per supportare 
le operazioni di assemblaggio con l’ausilio della Realtà Aumentata. Quest'ultima è stata realizzata 
con un software commerciale (METAIO® SDK). Il lavoro svolto prevede l'uso di un dispositivo 
see-through, unitamente ad un sensore di forza, al fine di realizzare una procedura in grado di 
correggere le operazioni di un operatore, identificandone tutti i possibili errori. 
I risultati raggiunti, confermano la fruibilità del sistema in ambiente industriale, la riduzione degli 
errori di assemblaggio e la risoluzione delle problematiche legate all'eccessivo carico di 
informazioni per l'operatore. In sintesi, risulta che l'attuabilità di tale sistema è condizionata dalla 
possibilità di collocare marker sugli oggetti da assemblare e sul pianale di lavoro. 
Ulteriori valutazioni sono state condotte nel caso di utilizzo del tracking markerless. Questa 
tecnologia, pur non essendo stata adottata nel sistema finale (qualità del tracking non 
soddisfacente), mostra elevata applicabilità e possibile riduzione delle problematiche legate alla 
strutturazione dell'ambiente AR. 
Abstract 
This thesis work deals about the applicability of AR Technologies in the framework of Industrial 
assembly. In previous studies, several problems of the current manual assembly stations were 
identified; starting from here, an innovative system for detection and correction of operator's error 
was developed. 
A customized environment (assembly station) has been developed to perform all the necessary 
operations in Augmented Reality, using a commercial software (METAIO® SDK). The work, 
focuses on the use of see-through device, with a force sensor, with the aim to realize a procedure to 
correct operator's task, identifying all possible errors. 
The reached results confirms the applicability of the system in an industrial environment, the 
decrease of assembly errors and the solution of those problems connected to information overload 
for operator. In any case, it appears that the feasibility of this system, depends on the possibility of 
placing a Marker on objects to be assembled and of course within the working area. 
Further assessments were made when using markerless tracking. This technology, although not used 
on final version of system, (not satisfactory tracking quality), shows high applicability and 
substantial reduction of AR environment structuring problem 
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Introduzione 
La necessità di fronteggiare produzioni estremamente variabili e costituite da piccoli lotti, ha fatto sì 
che i sistemi automatizzati di produzione cedessero il passo ai sistemi Flexible Manufacturing 
System. Tali sistemi ben si prestano all'integrazione di forme di Realtà Aumentata che possano 
agevolare le operazioni manuali, fornendo uno strumento di guida ai diversi task industriali. Inoltre, 
la continua evoluzione e la forte riduzione dei costi/limiti all'integrazione di questi apparati, li ha 
resi una dei più interessanti strumenti nell'ottica della riduzione degli sprechi e controllo di 
processo.  
Negli ultimi anni si è assistito alla diffusione della tecnologia video indossabile, applicata in 
contesti lavorativi e professionali di ogni genere. In contesto industriale, la tecnologia video appare 
elettiva ed in grado di mitigare il gap di competenze tra operatore e compito da svolgere,  fornendo 
in maniera visiva e poco invasiva le informazioni di contesto e/o aggiuntive. Inoltre, data la recente 
informatizzazione ed forte automazione subita dai processi industriale, l'applicazione di nuove 
forme innovative di ausilio all'assemblaggio manuale risultano particolarmente utili a ridurre 
l'errore umano, elemento intrinseco alla natura umana.  
Attualmente il processo che coinvolge la percentuale più rilevante della forza lavoro, impiegata 
all’interno dell’industria manifatturiera, è il montaggio. Infatti, nel contesto dell'assemblaggio 
manuale, necessario in determinati tipi di produzione, l'elemento umano è contraddistinto 
dall'attitudine a gestire in modo flessibile compiti diversi, cosa che invece, sistemi puramente 
automatizzati non sono in grado di possedere. Ecco che l'utilizzo della Realtà Aumentata, 
accoppiata ad un nuovo ed innovativo sistema di visualizzazione delle informazioni, può rendere le 
attitudine umane all'assemblaggio ancor più precisa ed efficiente. 
Malgrado ciò, l'utilizzo pratico di forme avanzate di Realtà Aumentata, si scontra con la necessità di 
strutturare un ambiente, prima di poterlo arricchire con informazioni digitalizzate; inoltre è 
necessario compiere importanti scelte riguardanti i componenti fondamentali di tali sistemi: 
 selezione, studio e configurazione dell'elemento di ripresa video (input video); 
 progettazione del sistema di virtualizzazione/calcolo (software AR); 
 selezione, studio, calibrazione e configurazione dell'elemento di visualizzazione delle 
immagini (output video); 
 studio del sistema di tracking e della strutturazione dell'ambiente;  
 studio ed integrazione delle componenti nell'ambiente reale. 
In aggiunta, la Realtà Aumentata, in versione basilare, cioè senza l'aggiunta di apparti secondari in 
grado di colmare le sue limitazioni fisiche (es. geolocalizzazione, riconoscimento delle feature, 
tecnologia di tracking, sensori ottici, accelerometri, giroscopi, ecc), poco si presta all'identificazione 
dell'errore umano. Per creare un sistema in grado di aiutare in modo attivo i processi produttivi, è 
necessario progettare una procedura complessa (metodologia di approccio al problema), in grado di 
identificare le azioni umane, ed agire di conseguenza. Tralasciando la Realtà Artificiale, 
attualmente non realizzabile, lo scopo tradizione dei sistemi di Realtà Aumentata integrati in 
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stazioni di assemblaggio manuale è solamente quello di mostrare determinate informazioni, dati, 
ecc.. 
Intento di questo studio è di utilizzare tale tecnologia come parte attiva nel processo di correzione 
dell'errore umano rendendola elemento centrale (in grado di comunicare con la sensoristica 
integrata all'ambiente industriale) per discriminare le azioni di un operatore addetto 
all'assemblaggio manuale.   
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1.Contesto generale 
1.1 Stazione di assemblaggio 
Una stazione di assemblaggio è il luogo in cui più parti vengono "unite" fra loro, per realizzare un 
nuovo elemento, formato proprio dalla loro unione. 
Una generica stazione di montaggio è caratterizzata da diverse aree, o zone, in cui si svolgono le 
diverse operazioni del ciclo di assemblaggio. Queste presentano una suddivisione spaziale in base 
alla natura dell'oggetto; possono essere presenti oltre ai pezzi oggetto dell'assemblaggio 
(generalmente contenuti in appositi contenitori), anche strumenti, dispositivi di misura e tutte le 
altre componenti utili all'operatore.  
Ogni stazione può avere procedure di assemblaggio specifiche o non, può ospitare uno o più 
operatori (in relazione alla complessità del task svolto) e possedere sistemi di 
trasferimento/alimentazione pezzi automatizzati, manuali o a buffer . La natura dell'assemblaggio da 
completare genera ulteriori classificazioni nella tipologia di stazione di assemblaggio o workstation: 
 stazioni con postazione in piedi o seduta: generalmente le postazioni in piedi servono per 
oggetti molto ingombranti o in movimento. In relazione al caso, la stazione potrebbe 
comprendere sistemi di ausilio come nastri trasportatori o AGV.  
Stazioni con postazione seduta, permettono all'operatore di compiere il task previsto senza 
muoversi. Questa soluzione ben si presta al montaggio di componenti di piccole dimensione; 
 stazioni chiuse o aperte: le stazioni chiuse prevedono operazioni in particolari ambienti e/o 
atmosfere. Alcune tipologie di assemblaggio necessitano di determinate condizioni 
ambientali della workstation, tali da dover richiedere una specifica area, appositamente 
controllata; 
 tipologia di "tempo di ritmo": dove per "tempo di ritmo" si intende il tempo che intercorre 
tra il montaggio di due prodotti consecutivi. Esistono stazioni sincrone, asincrone e con 
trasferimento continuo.  
Nelle prime, sincrone, il pezzo viene assemblato (compiute le dovute operazioni da parte 
dell'operatore) e successivamente trasferito, solamente dopo aver concluso tutte le 
operazioni necessarie. Le stazioni asincrone, dotate di appositi sistemi di trasferimento, 
prevedono che le diverse parti si muovano simultaneamente da una stazione alla successiva; 
il tempo di stazionamento del pezzo nelle diverse stazioni è fisso. Le stazioni a trasferimento 
continuo prevedono che l'operatore segua il pezzo compiendo le dovute operazioni sullo 
stesso sistema di trasferimento. 
1.2 Tipologie di montaggio 
Come mostrato in Figura 1, la fase di assemblaggio o assembly è sicuramente una delle più rilevanti 
all'intero del PDC (Product Development Cicle). La fase di assemblaggio rappresenta la maggior 
parte del costo totale di produzione di un oggetto. Tale incidenza è attribuibile, in larga parte, al 
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costo della manodopera, ma anche a costi supplementari come quelli di errato 
assemblaggio/montaggio dei componenti. 
Figura 1: Product Development Cycle [1] 
Attualmente l'assemblaggio può avvenire in maniera automatica (utilizzando manipolatori, robot, 
macchinari appositamente creati, ecc), manuale (operatore umano, con l'ausilio di utensili e/o 
attrezzature specifiche) o ibrida (alcune operazioni sono svolte dall'uomo, ed altre dalla macchina). 
Per specifici componenti e/o in alcuni particolari casi di assemblaggio, è prevista la presenza di un 
operatore umano, quindi parleremo di assemblaggio manuale. In questo caso, un operatore 
specializzato, compie tutte le operazioni necessarie ad ottenere il prodotto finito/semilavorato, 
seguendo dei sistemi di "guida", come i blueprint, procedure di assemblaggio o istruzioni; casi di 
assemblaggio unicamente manuale sono tipici di volumi di produzione che non giustificano il costo 
dell'automazione. Montaggi automatici sono generalmente adoperati in caso di ingenti volumi 
produttivi, tali da giustificare l'esborso iniziale per l'acquisto dei relativi macchinari.  
L'ultima tipologia di montaggio è quella ibrida, che prevede l'intervento sia di operatori umani, che 
di appositi macchinari. Questa configurazione è estremamente diffusa, grazie alla possibilità di 
elevata flessibilità nella suddivisione delle operazioni.  
Il montaggio manuale, essendo imprescindibile dalla componente umana, non può essere ritenuto 
privo di errore. Di conseguenza esistono numerosi sistemi finalizzati alla riduzione dell'errore, 
all'eliminazione o alla sua identificazione; questi sistemi sono tipicamente integrati nell'ambiente di 
assemblaggio. Nel caso di sistemi completamente automatizzati è possibile ritenerli, con buona 
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approssimazione, privi di errori; infatti, molte delle presenti soluzioni prevedono sistemi aggiuntivi 
per il monitorano e gestione dell'intero processo. 
1.3 Operazioni generalmente svolte 
Le operazioni necessarie per assemblare una o più parti possono essere distinte in base alla 
tipologia. È possibile individuare alcune attività frequentemente svolte in fase di assemblaggio: 
 manipolazione di oggetti: presa e spostamento di componenti; 
 accoppiamento tra due componenti: prevede l'unione di due componenti, svolta tramite 
inserimento meccanico o con altre tipologie di unione; 
 avvitatura: prevede l'accoppiamento di due pezzi, uno conformato a vite e l'altro a 
madrevite; 
 pressatura: applicazione di un elevato carico, generando l'unione dei componenti; 
 incollaggio: è una giunzione di tipo chimico, svolta da un apposito collante; 
 deposizione di sigillanti: prodotti chimici che evitano il passaggio di sostanze fra i due 
componenti in cui è stato applicato; 
 controlli intermedi: atti a valutare le azioni svolte fino in quel momento. Esse possono 
essere di diversa natura e riguardare una o più parti del prodotto in oggetto; 
 attività di supporto: anche se di secondaria importanza rispetto al processo svolto, sono 
essenziali per il corretto svolgimento dello stesso. 
Per ogni operazione da svolgere esistono apposite procedure, sviluppate in fase di progettazione per 
controllare i tempi e la qualità, nonché gli innumerevoli possibili errori e problematiche ad esso 
connesse.  
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2.Problematiche degli attuali sistemi 
Un errore può avere diverse accezioni, quella più significativa, almeno ai fini dello studio 
effettuato, è l'ottenimento di un output del processo svolto, non conforme a quello previsto; in 
termini di processo, è possibile intendere errore qualsiasi operazione o manipolazione di 
componente, non svolta seguendo le dovute procedure. 
La natura dell'errore, dipende dall'operazione compiuta e dalle circostanze del contesto lavorativo. 
Tuttavia la classificazione dell'errore, sempre in ambiente di montaggio, può essere ricondotto ai 
seguenti casi [2]: 
 "oggetto errato": azione intrapresa su un oggetto diverso da quello richiesto; 
 "omissione": una delle azioni richieste non viene eseguita, o viene eseguita solo 
parzialmente; 
 "troppo basso/alto": forza applicata inferiore/superiore a quanto richiesto; 
 "azione errata": esecuzione di un'azione non pianificata o di un'azione in modo errato. 
Evidentemente questi errori derivano, anche in piccola parte, da problematiche connesse ai task 
svolti. Prendendo a riferimento il caso di un assemblaggio manuale, è possibile individuare le più 
comuni problematiche, anche in riferimento ai risultati ottenuti in precedenti studi: 
 problemi di progettazione pezzi: molte volte i componenti da assemblare vengono 
progettati in maniera errata, rendendo ambiguo, o addirittura indistinguibile, un singolo task. 
Per questo motivo sono utilizzati monitor o documenti cartacei che indichino le azioni da 
effettuare, cercando di diminuire l'ambiguità generata. Nel caso in cui la natura 
dell'assemblaggio non permetta la riduzione di queste problematiche, esistono appositi 
mezzi, come ad esempio i sistemi Poka-Yoke, che vincolano l'operazione a seguire un 
percorso prestabilito; 
 problemi nella azioni da compiere: gli errori più gravi sono, ovviamente, generati da 
mancanze o difetti nella descrizione/indicazione dei task da compiere. Errate azioni possono 
essere anche ricondotte ad altre cause, come problemi locali della singola stazione di 
assemblaggio (ad attrezzi o altri strumenti), o problematiche riconducibili all'operatore; 
 problemi nel livello delle informazioni disponibili: malgrado gli addetti all'assemblaggio 
manuale siano dotati di strumenti di guida, sono molto comuni casi in cui le informazioni 
disponibili e fruibili all'operatore sono troppe o troppo poche. In tal caso sta all'esperienza 
dell'operatore gestire le informazioni disponibili in riferimento alle azioni da compiere. È 
comunque preferibile la suddivisione della procedura in operazioni meno complesse, o 
prevedere controlli intermedi. 
 
Nelle moderne stazioni di assemblaggio è possibile trovare diverse soluzioni commerciali e non, 
introdotte a fronte di tali problematiche. La maggior parte di queste soluzioni fungono da guida non 
intrusiva alle azioni svolte dall'operatore. Ad esempio, utilizzando un documento riportante le 
operazioni necessarie, l'operatore dovrebbe, durante l'esecuzione delle operazioni stesse, prestare 
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attenzione contemporaneamente a questo documento ed all'assemblaggio, rendendo quindi ancor 
più complesse le sue azioni.  
Stesso discorso può essere fatto per sistemi di schermi che guidano le operazioni, riconducibili alla 
modalità paperless. Questa modalità è principalmente utilizza in contesti industriali (aree di 
assemblaggio) che presentano già una buona informatizzazione, in modo da sostituire i supporti 
cartacei, con appositi display di ausilio. La diffusione dei sistemi paperless, ha avuto, di recente, un 
forte incremento, grazie alla disponibilità a basso costo di sistemi di visualizzazione dei dati.  
L'utilizzo di monitor, oltre a "distrarre l'operatore", genera anche un certo ritardo nell'esecuzione dei 
task, aumentando il tempo totale di assemblaggio. Considerando gli elevati costi connessi alle fasi 
di assemblaggio, come precedentemente accennato, questi dispositivi possono o meno essere 
convenienti in termini di rapporto costo/beneficio.  
È chiaro, da quanto visto, che sistemi di visualizzazione delle informazioni utili all'assemblaggio 
non eliminano totalmente l'errore, ma ne riducono solamente la frequenza di accadimento. Inoltre, 
questi sistemi, sono da valutarsi in relazione alla specifica componente umana: non tutti gli 
operatori svolgono le azioni come vengono proposte, invece cercano di diminuirne la durata o 
l'intensità cambiandone lo svolgimento. 
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3.Impiego della Realtà Aumentata 
Per Realtà Aumentata (in inglese augmented reality, abbreviato AR), o (forse con minore 
approssimazione tecnica e linguistica) realtà mediata dall'elaboratore, si intende l'arricchimento 
della percezione sensoriale umana mediante informazioni, in genere manipolate e convogliate 
elettronicamente, che non sarebbero percepibili con i soli cinque sensi. Il cruscotto dell'automobile, 
l'esplorazione della città puntando lo smartphone o la chirurgia robotica a distanza sono tutti esempi 
di realtà aumentata. 
La Realtà Aumentata, come presentata da Feiner in "Knowledge-based, augmented reality"[3], è un 
sistema che sostituisce tutta o parte della visione dell'utente del mondo reale con elementi 3D come 
grafica e suono. L'autore però ha indagato solo parte della galassia che è oggi rappresenta l'AR, 
infatti Feiner descrive nel '93 funzionalità di un sistema considerabile come l'antenato dell'attuale 
Realtà Aumentata. 
3.1 Storia AR 
Figura 2: Augmented Reality timeline 
Nei primi anni '90, malgrado fosse ben chiaro il concetto di unire oggetti virtuali alla realtà, ben 
poco era possibile fare, viste le dimensioni dei singoli dispositivi e la non esaltante potenza di 
calcolo disponibile (per lo più sotto forma di main frame decisamente ingombranti e costosi). La 
limitazione della tecnologia disponibile in quegli anni (si pensi ai sistemi di virtualizzazione basati 
su CRT, verso gli attuali LCD) incideva in modo particolare sullo sviluppo di sistemi di 
visualizzazione; come d'uso all'epoca, il dispositivo utilizzato permetteva, tramite un display 
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inclinato di 45°, di combinare la visione dell'ambiente circostante dell'utente alle immagini del 
display, oggi classificabile come Projected See Through. Di maggiore attualità appare il lavoro di 
Azuma[4] che, scritto un decennio dopo il lavoro di Feiner, tratta la manutenzione di una stampante 
laser; diverse sono comunque le fonti in letteratura che applicano l'AR a contesti non industriali 
(come le applicazioni in campo medico [5][6]) 
Affermare, però, che il cruscotto dell’automobile o addirittura lo specchietto retrovisore siano 
ascrivibili all’AR appare una questione storica (quasi filosofica), esattamente come la 
considerazione che i fili segnavento della vela possano fornire indicazioni rispetto alle condizioni 
del vento. Tendenzialmente per avere AR serve un sistema di elaborazione dati che prelevi 
informazioni dall'ambiente esterno (immagini), e li trasferisca, arricchendoli di contenuti utili 
all’utente, attraverso una visione modificata della realtà. A tal proposito, alcuni esempi storici sono 
mostrati in Figura 2. 
Figura 3: Prime forme di AR in campo automotive 
In generale, se il cruscotto dell’automobile, oppure una o più indicazioni erano proiettate sul 
parabrezza (Figura 3), era possibile cominciare a 
parlare di AR. Il vantaggio era (ed è) reale: il 
guidatore non deve distogliere lo sguardo dalla 
strada, per avere indicazioni aggiuntive sulle 
condizioni di marcia (nel caso di Figura 3, la 
velocità). Da notare che l’informazione non era 
univocamente utile, perché correlata al tipo di 
strada, di veicolo, di esperienza del guidatore, di 
condizioni meteo, ecc. Dovranno passare molti anni 
prima di arrivare ad indicazioni del tipo "rallenta" o 
"gira a destra", proprie di una tecnologia molto 
avanzata, in grado di registrare lo stato 
dell'ambiente esterno, o le informazioni salienti. 
Proprio nell'ottica di mantenere l'attenzione del 
pilota "sul nemico" si mossero i militari tedeschi 
Figura 4: Mirino tedesco 
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negli anni trenta. I tedeschi, svilupparono un sistema ottico basato su un cristallo semiriflettente, ed 
un sistema ottico solidale con un giroscopio. Il mirino giroscopico aggiungeva all’immagine reale 
un reticolo che si muoveva in base alla velocità, ed indicava la quantità di proiettili necessaria per 
colpire un bersaglio, durante la manovra. Alcuni disegni di tale dispositivo sono mostrati in Figura 
4Figura 5.  
Nel 1958, venne realizzato, dagli inglesi, il dispositivo Strike Sight, meglio noto come "Buccaneer 
HUD" e mostrato in Figura 5Figura 4. Questo dispositivo, simile a quello tedesco, generava 
l’immagine arricchita, sovrapponendo all'immagine vista dal pilota i dati prodotti da un elaboratore 
analogico, grazie ad un tubo catodico ed un cristallo semiriflettente. 
Successivamente, l’evoluzione dei dispositivi per AR, cominciò a prendere una doppia strada. Da 
una parte i dispositivi see-through (di cui si 
parlerà nel paragrafo 3.2), e dall’altra, il sistema 
di generazione dei dati, da aggiungere alla realtà 
percepita dall’operatore. Questi ultimi avevano, 
inizialmente, costo e complessità assai elevata, 
tanto da riservarne l’uso reale solo per 
applicazioni militari. 
È necessario aspettare gli anni ‘90 per la nascita 
ufficiale dell'AR così come da noi intesa. Si 
ritiene comunemente che la dizione  Augmented 
Reality sia stata coniata da Tom Caudell, mentre 
lavora allo sviluppo di un progetto  per la  Boeing 
a Seattle.  
Figura 6: Prime forme di AR in contesto industriale 
Nella ricerca di metodi semplici per aiutare la produzione e l'ingegneria di processo della società 
aerea, Caudell, negli anni '90, iniziò ad applicare la tecnologia informatica (ormai matura), a display 
Figura 5: Mirino inglese 
17 
 
posizionati nell’area di lavoro, o indossati: gli operatori non dovevano chiedere, o cercare di 
interpretare negli schemi estratti dai manuali, ma dovevano semplicemente seguite le informazioni 
presentate sullo schermo, come mostrato in Figura 6. 
3.1.1 Mixed reality 
Esistono diverse forme di Realtà Aumentata, ed ancora meglio la Realtà Aumentata è a sua volta 
una modulazione della più ampia Mixed Reality, come illustrato da Milgram[7] (Figura 7). 
Figura 7: Virtuality Continuum 
Figura 8: Esempi di Mixed reality 
La MR è l'insieme che raggruppa tutti i possibili sistemi che vanno dall'ambiente puramente reale 
all'ambiente completamente virtuale. Tali sistemi sono riconducibili in quattro forme principali: 
 Real Environment (Figura 8, estremo sinistro), cioè l'ambiente reale, senza nessun apporto 
di contenuti virtuali; 
 Virtual Environment (Figura 8, estremo destro), è quell'ambiente in cui sono presenti solo 
elementi virtuali, senza connessioni dirette con l'ambiente reale; 
 Augmented Reality (AR) comprende tutti quei casi in cui l'ambiente reale viene "aumentato" 
tramite la sovrapposizione di oggetti virtuali. Gli attuali sviluppi di quest'area puntano 
principalmente all'utilizzo di Head Mounted Display (display indossati dall'operatore) in 
ambiente industriale, ed al cellulare in ambiente consumer, con il fine di sovrapporre 
fisicamente le informazioni virtuali alle immagini del Real Environment; 
 Augmented Virtuality (AV) racchiude tutti quei sistemi o dispositivi che aggiungono, su 
base virtuale, immagini o oggetti presi dall'ambiente reale. Questa suddivisione, che è una 
via di mezzo tra la pura virtualizzazione e l'AR, è stata resa necessaria dall'avanzamento 
tecnologico in campo della simulazione ottica e sensoristica, in generale. Un esempio, delle 
differenze tra AR e AV è mostrato in Figura 9. Nell'immagine di Augmented Reality, su uno 
sfondo reale viene ricreato (in questo caso grazie l'utilizzo di marker, immagine 
bidimensionali disposta nell'ambiente di utilizzo) un pupazzo, completamente virtuale, 
altrimenti non presente. Nell'immagine riguardante l'AV si può vedere come venga inserita 
18 
 
l'immagine reale di una persona in un contesto completamente virtuale; inoltre in questo 
caso, risulta caratterizzante l'interazione tra elemento reale ed ambiente virtuale.  
Figura 9: Confronto tra AR e AV 
In conclusione, la Mixed Reality comprende tutti quei casi in cui, ambiente reale ed ambiente 
virtuale, hanno un qualche tipo di interazione. L'identificazione della categoria di interesse avviene 
principalmente valutando le tecnologie utilizzate, quindi le caratteristiche di implementazione e le 
relative funzionalità. 
Volendo approfondire le peculiarità dell'Augmented Reality, è possibile ricondurle al seguente 
elenco: 
 uno sfondo, tipicamente ripreso da fotocamere o altri dispositivi di capture image, su cui poi 
viene inserita la struttura virtuale; 
 un sistema di tracking il quale serve ad allineare, in tempo reale, gli oggetti virtuali alle 
immagini reali (capacità di un elemento di stabilire un riferimento spaziale tra l'immagine 
video ed il modello virtuale 3D); 
 avere oggetti bidimensionali o tridimensionali, nel caso in cui si voglia sfruttare la 
profondità dell'immagine o l'orientamento dello stesso oggetto; 
 non limitare i sensi dell'utente, anzi aumentarli arricchendoli di contenuti;  
 utilizzare un sistema di visualizzazione che permetta la riproduzione dell'AR, o meglio, 
dell'unione fra i due ambienti (virtuale e reale), facendo in modo da non ridurre, ad esempio, 
il campo visivo dell'utilizzatore. 
3.1.2 Principali utilizzi 
Dai primi anni '90, quando è stato introdotto il termine Augmented Reality, ad oggi sono stati 
prodotti numerosi studi e realizzati numerosi sistemi che integrano in diverso modo forme di AR in 
contesti industriali, commerciali, militari, medici, ecc.  
Un autore molto conosciuto in questo campo, nonché uno dei primi ad analizzare e classificare le 
varie forme di AR, è stato R.T.Azuma. L'autore in "A Survey of Augmented Reality"[8] ha definito, 
descritto ed illustrato molte applicazioni note all'epoca, classificandone vantaggi e carenze. Secondo 
Azuma esistono principalmente due tipologie di combinazione degli ambienti reali e virtuali, le 
quali dividono il campo dell'AR in due categorie: tramite utilizzo dell'ottica o tramite tecnologia 
video. Per quanto riguarda l'utilizzo della tecnologia video, questa, di solito sfrutta due fotocamere 
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che lavorano in simultanea, per catturare la visione dell'operatore e trasmetterla ad un sistema di 
elaborazione che fa il merging con il l'ambiente virtuale. Successivamente l'utilizzatore riceve le 
immagini di AR tramite un display, che può anche essere montato in un HMD.  
Per quanto riguarda la tecnologie ottica, generalmente, comporta una riduzione della luce ricevuta 
da parte dell'utilizzatore,  questo perché non sfruttata veri e propri display, ma suoi sostituti: 
vengono adoperati display semi-trasparenti che riducono la luce incidente sull'occhio (in genere la 
riduzione di luminosità dipende dall'angolo di inclinazione del dispositivo e/o dalla sua 
trasparenza). Caso particolare riguarda la tecnologia chiamata Projection Display [4], illustrata in 
seguito. 
Fin da quando la tecnologia ha reso possibile l'utilizzo di forme di AR in contesti applicativi reali, 
diverse innovative soluzioni hanno migliorato tale fruibilità. Di seguito è riportata una sintesi dei 
possibili settori di utilizzo: 
Figura 10: CNC machining simulation system [1] 
 campo industriale: l'utilizzo in questo contesto è stato ampiamente analizzato e prevede 
forme di Realtà Aumentata in molte delle fasi produttive classiche. Nel design e PDC 
(Product Development Cycle) vengono utilizzate per la creazione di schizzi tridimensionali 
a sostituzione dei prototipi classici [9], creando anche forme di design collaborativo in cui il 
numero di utilizzatori della Realtà Aumentata è superiore ad uno. Sempre nella fase di PDC 
sono presenti sistemi di design evaluation che focalizzano l'attenzione sui feedback ottenibili 
dall'ambiente virtuale [10][11].  
Nel campo del manufacturing, è attualmente possibile simulare lavorazioni ed errori di 
lavorazione, valutarne i risultati con parametri di processamento differenti, anche in tempo 
reale, come mostrato in Figura 10 [12]; ma anche verificare la fattibilità dell'assemblaggio 
[13] o simularlo. Di particolare interesse sono tutte quelle applicazioni che sfruttano l'AR 
nel training [14] e nella guida all'assemblaggio manuale [15], contesto in cui è collocabile 
questa tesi.  
Dato il recente sviluppo nel campo della robotica, sono stati studiati sistemi che permettono 
una programmazione della posizione dei giunti di un robot articolato e simulano il percorso 
degli stessi tramite tecnologia AR[16].  
Anche il layout planning è stato "arricchito" da sistemi su base AR, infatti è possibile 
simulare ed ottimizzare disposizione di macchinari, materiali, ecc...[17]; recenti studi 
puntano anche alla risoluzione dei classici problemi di facility layout planning tramite 
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tecniche di AR[18]. Funzionalità simili a quelle presenti nei sistemi di supporto 
all'assemblaggio sono state usate per creare maintenance procedures di tipo correttivo e 
preventivo, soprattutto allo scopo di ridurre il tempo di reperimento delle informazioni utili 
ed implementare un supporto di tipo collaborativo[19]; 
 campo medico/chirurgico: riferendosi ad operazioni chirurgiche la Realtà Aumentata è 
stata usata principalmente allo scopo di guidare l'operatore, fornendogli utili informazioni 
sullo stato del paziente, in tempo reale, ma anche nel virtualizzare la posizione di organi e 
parti del corpo, senza averle effettivamente visibili[20].  
Nel campo dell'endoscopia specialistica, questa tecnologia viene adoperata, invece, come 
vero e proprio sistema di navigazione [21]; 
 
Figura 11: Military aircraft display 
 contesto militare: in questo campo la Realtà Aumentata ha avuto largo impiego, fin dai 
primi sviluppi. Un esempio molto famoso (Figura 11) è quello dello schermo dei piloti di 
aerei, in grado di fornire dati di volo ed altre informazioni. Varianti più moderne 
permettono, anche, di visualizzare ed "agganciare" unità nemiche che entrano nel campo 
visivo o a portata di tiro. 
Questa è una delle applicazioni più famose (note al pubblico grazie a numerosi film e 
telefilm che ne enfatizzano l'utilizzo), ma sono presenti altri sistemi di ausilio, come elmetti 
con AR per l'analisi dell'ambiente di guerra, visori che agevolano la guida di mezzi pesanti, 
ecc; 
 campo entertainment: nel gaming sono presenti dispositivi che permettono di virtualizzare 
intere scenografie e di interagire con esse ai fini ludici.  
Esistono anche sistemi più complessi che sfruttano localizzazione GPS, ambiente AR e 
sensori di diverso tipo per coinvolgere l'utente il più possibile nell'ambiente di gioco 
(virtuale). Tuttavia, malgrado gli studi in tal campo abbiano prodotto buoni risultati[22], non 
sono attualmente presenti dispositivi di largo impiego, che possano essere liberamente 
utilizzati/acquistati; 
 commerciale: di recenti sono state sviluppate diverse applicazioni ai fini commerciali o 
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semplicemente di intrattenimento che sfruttano dispositivi elettronici quali smartphone, 
tablet o pc, e permettono di visualizzare ed analizzare oggetti tridimensionali, o anche, 
creare il proprio ambiente AR.  
Ikea è stata la più famosa, nonché una delle prime aziende, ad implementare un servizio di 
Realtà Aumentata per la consultazione del proprio catalogo, sfruttando appunto, dispositivi 
portatili (Figura 12).  
Sono presenti inoltre, applicazioni: che permettono l'interazione con opere d'arte; 
applicazioni di Realtà Aumentata che forniscono informazioni turistiche in base al luogo di 
utilizzo Figura 13, sistemi televisivi per la moviola o altre animazioni.  
Bisogna precisare che gli attuali dispositivi portatili ben si prestano all'implementazione di 
ambienti AR, grazie alla presenza di fotocamere, potenza di calcolo per l'elaborazione del 
flusso ottico sufficiente, display e sensoristica varia. Date tali caratteristiche, la maggior 
parte degli sviluppi in ambiente AR, sono volti a generare sistemi o applicazioni su 
dispositivi commerciali (basti pensare agli smartphone o ai recenti Google Glass e Oculus 
Rift).
Figura 12: Ikea AR Figura 13: Position AR 
I contesti non si limitano, tuttavia, a quelli elencati sopra, ma possiamo trovare applicazioni AR 
anche in:  
 archeologia; 
 architettura; 
 arte e cultura; 
 costruzioni; 
 contesto educativo; 
 navigazione; 
 contesto linguistico ed interpretativo. 
Malgrado tale tecnologia abbia toccato molti dei possibili contesti lavorativi, nella maggior parte 
dei casi, il rapporto tra benefici e costi in termini di risultati ottenuti, non è sufficientemente 
maggiore di quello ottenibile con le classiche soluzioni (si tenga anche conto del costo legato 
all'utilizzo di dispositivi altamente specializzati). Ad esempio, nel campo della produzione o dello 
sviluppo dei prototipi, la virtualizzazione di oggetti o la simulazione di particolari lavorazioni, 
sfruttando le tecnologie AR, ha ovvie limitazioni fisiche per quanto riguarda le dimensioni in gioco, 
le finiture superficiali ed altre proprietà fisiche impossibili da riprodurre. 
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3.2 Storia tecnologia See-Through 
Il termine see-through, almeno nell'accezione utilizzata in questo studio (dispositivo dotato di 
display semi-trasparente nel quale sono riprodotte solo le informazioni aggiuntive dell'AR), è legato 
all'accezione Realtà Aumentata (AR), di cui l'origine è da attribuirsi all'ex ricercatore Boeing, Tom 
Caudell. Apparentemente l’idea nasce nel 1990, ma ha precedenti che possono essere ricondotti fino 
agli ultimi decenni del 1800. In realtà Caudell stabilisce una nomenclatura per attività di ricerca e 
sviluppo industriali (o non) che utilizzi sistemi ottici/video (a volta anche tramite sostanze 
chimiche) per modificare in qualche modo la percezione degli oggetti reali. Malgrado esista una 
grande differenza fra questi sistemi ed i dispositivi see-through attuali, è verosimile attribuirgli la 
paternità. 
Figura 14: Brevetto McCollum 
I principi di funzionamento di tali artefatti però erano ben noti al mondo scientifico, basandosi su 
considerazioni ben più antiche. Tutto è incentrato sul concetto di tridimensionalità, molte volte 
chiamata stereoscopia. Partendo da Euclide che nel 208 a.c. comprese per primo i principi della 
visione tridimensionale, si arriva fino al diciannovesimo secolo, in cui lo studioso inglese Sir 
Charles Wheatstone sviluppò approfonditi studi su questo argomento, dimostrando i principi che 
regolano la visione stereoscopica. Da allora, anche se non erano state ancora sviluppate forme di 
see-through utili nel campo industriale/manifatturiero, gli apparati stereoscopici iniziarono ad 
essere venduti liberamente, malgrado il loro elevatissimo costo e le loro scarse funzionalità.  
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Molto prima che i Google Glass godessero di grande popolarità, con il debutto nel mese di aprile 
2013 (in cui è stato presentato il prototipo funzionante dei “Gglass”), numerosi display montati 
sulla testa dell'utilizzatore erano apparsi già nel secondo dopoguerra, facendo così focalizzare gli 
sforzi della ricerca e sviluppo dai grandi apparati stereoscopici fissi, ai dispositivi "portabili". 
Il primo concept, accreditato da un brevetto, risale al 1945, quando McCollum propose il primo 
apparato televisione stereoscopico. La finalità dell'invenzione era fornire una nuova e migliorata 
famiglia di apparecchi televisivi (stereoscopici) in grado di essere indossati dall’utente grazie ad 
una montatura per occhiali. 
Figura 15: Sensorama Simulator 
Questo concept, descritto nel disegno di brevetto di Figura 14, fu creato proprio per migliorare i 
dispositivi di allora, aumentandone l'efficienza, la convenienza economica e la semplicità 
costruttiva ed utilizzativa.  
A metà del 1950 il direttore della fotografia e regista Morton H. Eilig, costruì una singola console 
utente chiamata Sensorama, che includeva un display stereoscopico, ventilatori, emettitori o 
altoparlanti stereo e una sedia movibile, Figura 15. Ciò doveva permettere all’utente una 
“percezione” tridimensionale delle immagini proiettate al suo interno. Questo dispositivo, anche se 
ha poco in comune con i recenti see-through, può essere ritenuto uno dei primi elementi funzionanti 
in grado di arricchire un ambiente. 
Nel 1961, la Philco Corporation presentò un casco (prototipo non commercializzato) in grado di 
seguire i movimenti dell’utente attraverso microinterruttori posizionati su una apposita pedana. 
Questo era in grado di generare la sensazione di essere in un ambiente diverso da quello fisico/reale 
(similmente ad un film ripreso a 360 gradi). L’invenzione fu chiamata Headsight, Figura 16.  
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Contemporaneamente l’americana Advanced Research Projects Agency, aveva proposto alcune 
soluzioni innovative legate alla nascente informatica. I progettisti di aerei cominciarono a 
sperimentare metodi, che sfruttavano computer, per visualizzare graficamente modelli e dati di 
flusso d'aria in modo tridimensionale. Questo potrebbe essere uno dei prime forme di AR con see-
through, in un contesto industriale (campo aeronautico).   
Figura 16: Philco Headsight 
Da questo punto in poi, esperti programmatori cominciarono lo sviluppo di software finalizzati al 
calcolo (scientifico e di simulazione), con output di tipo visivo (si ricordi che all’epoca i terminali 
erano di tipo alfanumerico, molto lontani dalle capacità grafiche degli attuali sistemi).  
Figura 17: RADAR 
Ed ancora, agli inizi degli anni '60 la RCA, la General Electric e la Sylvania, per rispondere alla 
paura di un attacco nucleare contro l’America, svilupparono, per le forze armate statunitensi, un 
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nuovo sistema in grado di trattare e rappresentare grandi quantità di informazioni e farle 
visualizzare (in maniera intuitiva e percettiva) agli operatori. Questo sistema di difesa fu 
denominato RADAR ("The RCA 474L Ballistic Missile Early Warning System" Figura 17). Il 
RADAR può essere considerato come la  prima applicazione in tempo reale, o quasi, che fonde dati 
fisici a "simulazioni algoritmiche" di rotta e/o traiettoria.  
Fu però subito evidente, che con l’aumento della tecnologia dei monitor, l’interazione tra uomo e 
macchina poteva essere ampiamente potenziata. Negli anni seguenti, presso il MIT (Massachusetts 
Institute of Technology) numerosi ricercatori tentarono di ridurre le limitazioni dell'interazione 
umana con il computer, sostituendo tastiere con dispositivi interattivi che facevano affidamento 
sulle immagini e gesti delle mani, per manipolare i dati. Nel 1962 Ivan Sutherland sviluppò una 
"penna ottica" con la quale le immagini potevano essere abbozzate su un monitor. Sketchpad  fu il 
primo programma di progettazione virtuale mai inventato. Questo sistema computer-aided ha aperto 
la strada ai  progettisti per l’utilizzo dei computer e sistemi di virtualizzazione, in svariati campi 
industriali, tra cui  automotive, architettura e prodotti industriali.  
Figura 18: Sutherland, Sword of Democles 
Nel 1970 lo stesso Sutherland ideò un display da montare direttamente sulla testa, denominato 
"Spada di Damocle" Figura 18. Questo fu il primo display BOOM - Binocular Omni Orientation 
Monitor. In sostanza, il sistema era formato da un computer ed un display, per la visualizzazione di 
un singolo oggetto in stereoscopia (un cubo wireframe), posto davanti agli occhi dell'utilizzatore. 
Purtroppo, al momento della sua creazione, l'apparato era troppo ingombrante per poter essere 
utilizzato in applicazioni industriali. L'obiettivo dell'invenzione di Sutherland era quello di 
circondare l'utente con le informazioni visualizzate tridimensionalmente; queste, idealmente, 
dovevano cambiare con il movimento della testa dell'operatore. Tuttavia, a causa della limitata 
potenza di elaborazione dei computer nel 1970, potevano essere visualizzate in tempo reale solo 
forme e disegni molto semplici.  
Il display, se pur primitivo, confrontato agli standard odierni, era dotato di sensori in grado di 
leggere la posizione di entrambi gli occhi permettendo all'utente una rotazione attorno all'asse Z di 
360 gradi, ricostruendo l'orientamento e la posizione della testa dell'utente. Inoltre, il sistema non 
era "immersivo", come i sistemi di VR, consentendo all'utente di vedervi attraverso, tramite 
elementi trasparenti dell'hardware. Sicuramente la "Spada di Damocle" è stato il padre di tutte le 
applicazioni moderne di see-through.  
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Figura 19: Steve Mann, prima versione dell'EyeTap 
Figura 20: Private Eye 
Nel 1977 Daniel J. Sandin, Tom DeFanti e Rich Sayre, progettarono il Sayre Glove, il primo guanto 
tattico. Il guanto fu realizzato con una sovvenzione da parte del National Endowment for the Arts. 
Questo dispositivo utilizzava conduttori di luce basato su tubi flessibili, con una sorgente di luce ad 
una estremità, ed una fotocellula dall'altra. Piegando le dita, la quantità di luce che colpiva le 
fotocellule variava, fornendo così una misura della flessione delle dita. Tale dispositivo fu 
accoppiato ai see-through presenti all'epoca, realizzando sistemi abbastanza affidabili. Tuttavia 
diversi problemi affliggevano questi sistemi; oltre alle difficoltà di interazione uomo-macchina, vi 
erano i problematiche legata alla trasportabilità del sistema stesso.  
L’avvento dei processori ad 8 bit della classe 8080 e 6502 permise nel 1981 a Steve Mann di 
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“indossare” il sistema chiamato EyeTap. Questi, mentre era ancora al liceo, cablò un computer 
basato su 6502 (un Apple-II), per il controllo di una sorgente luminosa, collocandolo in uno zaino 
(rinforzato con struttura in acciaio), una  macchina fotografica ed un sistema di memoria a nastro. Il 
display era realizzato con un CRT alfanumerico che fungeva da mirino della fotocamera (essendo 
solidale alla fotocamera stessa). Alcuni microinterruttori incorporati nel manico di un flash, 
permettevano di scattare foto, registrando i parametri letti dal CRT. Il sistema era alimentato da 
batteria al piombo Figura 19 . 
Nel 1989, venduto da Reflection Technology, il sistema Private-Eye (Figura 20) fu il primo vero 
dispositivo commerciale e funzionante dotato di tecnologie allo stato solido. Il display scansionava 
un'array verticale di LED posti in tutto il campo visivo, utilizzando uno specchio vibrante.  
Come già detto nel 1990, presso la Boing, Tom Caudell e David Mizell coniarono il termine realtà 
aumentata per fare riferimento a sovrapposizione di materiale testuale ad immagini del mondo 
reale; il fine era sostituire il materiale cartaceo per la realizzazione di parti di aerei. Caudell e Mizell 
discussero i vantaggi [23] di utilizzo della VR rispetto all'AR (e dispositivi see-through), la quale 
richiedeva minore potenza di elaborazione, in quanto non devono essere realizzate immagini simili 
al mondo reale. Gli stessi autori cominciarono a definire gli essenziali requisiti di allineamento per 
la sovrapposizione di dati reali e virtuali.  
Negli ultimi 20 anni lo sviluppo di HMD è cresciuto notevolmente; diverse aziende hanno proposto 
numerosi prodotti con di diverse tecnologie, tipologie, strutture ed usi. Dispositivi di input, per 
generare i riferimenti mostrati nell'elemento see-through, si sono sviluppati per migliorarne la 
mobilità e/o l'utilizzo senza mani. Avremo, ad esempio:  
 touchpad e pulsanti ; 
 dispositivi compatibili (smartphone o unità di controllo);  
 riconoscimento vocale;  
 riconoscimento dei gesti; 
 tracciamento degli occhi. 
I principali dispositivi in questo campo sono: 
Figura 21: Digital Eye Glass EyeTap 
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 1998: Digital Eye Glass, EyeTap Augmediated Goggles Reality Figura 21; 
 2000: TASK-9 (Figura 22) della MicroOptical, fondata nel 1995 da Mark Spitzer, che è ora 
il direttore del laboratorio Google X. La società ha cessato l'attività nel 2010, ma i brevetti 
sono stati acquistati da Google;  
Figura 22: TASK-9 
 2005: Digital display (Figura 23) della Nomad MicroVision: questa lavora tutt'oggi con 
fornitori nel settore automobilistico per sviluppare "heads-up laser display", in grado di 
fornire informazioni ai conducenti;  
Figura 23: Digital display 
 2008: MyVu Personal Media Viewer, Crystal Edition: collegato a sorgenti video esterne, 
come ad esempio un iPod, da l'illusione di guardare un grande schermo a diversi metri di 
distanza Figura 24;  
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Figura 24: MyVu Crystal Edition 
 2009: Wrap SeeThru Proto: Wrap SeeThru è stato sviluppata da Vuzix nel 2009. La società 
quotata in borsa, ha sviluppato questi occhiali per 15 anni e ha decine di brevetti sulla 
tecnologia adoperata;  
Figura 25: Wrap SeeThru 
 2013: Gli occhiali MetaPro (Figura 26), che usano il tracking delle mani per interagire con il 
mondo virtuale. Il sistema Meta include occhiali 3D stereoscopici ed una macchina 
fotografica 3D, per tracciare i movimenti delle mani;  
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Figura 26: MetaPro glass 
 2013: Google Glass, Figura 27: progetto di Google, per lo sviluppo di una linea di HMD in 
grado di lasciare le mani dell'utilizzatore libere. Lo scopo è creare dispositivi "intelligenti" 
indossabili (appunto HMD) dotati di "wearable computing" riducendo al minimo l'apparato 
del sistema AR. 
Figura 27: Google Glass 
Quanto appena delineato certamente non è la storia completa della tecnologia see-through, ma solo 
una breve sintesi degli eventi più significativi.  
3.2.1 Stato attuale dell'arte 
Dal momento in cui fu coniato il termine "realtà aumentata" [24], questa tecnologia e le tecniche 
connesse ad essa, hanno costituito il focus principale della ricerca e sviluppo di settore, compresa la 
progettazione generale di interfacce utente sia sul lato hardware, con l'avvento di diversi dispositivi 
di virtualizzazione, che su quello software. Oggi le forme di AR che utilizzano HMD posso essere 
differenziate secondo tre tecniche di visualizzazione: video-see-through (VST), optical-see-through 
(OST) e projection-see-through (PST). Nel seguente capitolo verranno illustrate le rispettive 
peculiarità, con particolare riferimento agli optical-see-through. 
  
Uno dei primi obiettivi della ricerca in ambito AR, fu la creazione di dispositivi in grado di 
sovrapporre alcune informazioni, di particolare importanza nel processo in esame, solamente in 
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caso di necessità. Risultò quindi necessario categorizzare l'urgenza di informazioni e determinare la 
misura in cui le singole categorie dovevano essere sovrapposte, su richiesta o su necessità. Tuttavia, 
malgrado siano passati diversi anni da tali studi, ad oggi la quantità di contenuti informativi 
necessari in un particolare contesto non è ancora ben definita, benché si sia cercato di adattarla 
dinamicamente a seconda della distanza o forma dell'oggetto di destinazione [25].  
La tecnologia dei monitor continua, però, ad essere un fattore limitante per lo sviluppo di sistemi di 
AR, fin da quando Ivan Sutherland sviluppò il primo HMD nel 1965. Di recente, grazie all'avvento 
di nuove tecnologie e forme di display (LCD e Led), si è  avuto un notevole miglioramento nel 
costo, peso e prestazioni di dispositivi di visualizzazione, realmente indossabili 
Essendo il settore dei see-through, o ancora meglio dei monitor, ad alto impatto tecnologico, il 
numero delle aziende che hanno iniziato la produzione di display indossabili, negli ultimi 5 anni è 
notevolmente aumentato. Ad oggi, sono presenti aziende private produttrici di componenti HMD e 
tecnologia AR come: Sony, Olympus, Samsung, Atari, Canon, Epson, Philips, Motorola; molte di 
queste hanno realizzato dispositivi adatti all'utilizzo in giochi e nel personal entertainment. Con una 
maggiore specializzazione di settore, la Vuzix, è riuscita a commercializzare, con successo, alcune 
forme di dispositivi OST e VST, utilizzabili principalmente nell'ambito dell'industria.  
Per quanto riguarda la tecnologia PST, diverse fra le aziende citate e molti enti di ricerca, stanno 
studiando e lavorando per il suo utilizzo nel mondo reale. Malgrado ciò, attualmente, non sono 
presenti forme commerciali o acquistabili (escludendo il contesto militare) di dispositivi che 
sfruttano questa tecnologia. 
Nonostante tali interessi ed estesa diffusione, non è ancora disponibile un metodo per classificare le 
prestazioni dei diversi tipi di "display" AR, ovvero: quale tipo di rappresentazione consenta 
migliore comprensione, fruizione delle informazioni, in modo efficace e produca risultati ottimali. 
Mentre, è noto che la tipologia di rappresentazione delle informazioni influenza fortemente i tempi 
di completamento del task. 
 
Come già evidenziato, le specifiche di funzionamento dei see-through variano in base alle loro 
diverse forme: VideoSeeThrough, OpticalSeeTthrough e ProjectionSeeThrough.  
 
Tipicamente il dispositivo VST è unito ad una o due videocamere, ed indossato dall'utente tramite 
HMD, con appositi sistemi di bloccaggio, come ad esempio, elmetti, caschi o occhiali. Le immagini 
così prodotte vengono elaborate da un computer (con funzioni di generazione delle componenti e di 
mixer), che genera una o due nuove immagini, nel caso di doppia telecamera. Ovviamente, 
trattandosi di un contesto di Augmented Reality, queste immagini, sono arricchite con ulteriori 
sovrapposizioni virtuali. Successivamente un monitor riproduce la nuova immagine nel campo 
visivo dell'utente; nell'ipotesi di doppia telecamera, nella classe dei VST, si avrà anche un doppio 
schermo/monitor, proprio per sfruttare il multi input.  
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Figura 28: Esempio di dispositivo Video-see-through (Vuzix) 
Il dispositivo descritto, di cui un esempio è mostrato in Figura 28, altera o addirittura compromette 
l'interazione occhio-mano [26], ritardando e rendendo poco naturale l'interazione tra l'utente ed il 
mondo reale. Tale ritardo è intrinseco all'attuale tecnologia, che impiega un certo lasso di tempo per 
acquisire, elaborare e trasmettere le immagini, lasciando nel frattempo l'operatore al "buio". Di 
conseguenza, dispositivi di questa tipologia, sono raramente impiegati in ambienti industriali in cui 
è essenziale la percezione ottimale o interazione manuale con l'ambiente; si ricordi che un buon 
dispositivo AR non deve limitare i sensi dell'utente. Eventuali miglioramenti sono ottenibili 
dall'utilizzo di componentistiche avanzate e sistemi di ottimizzazione ottica ed hardware; ad oggi 
non sono presenti, ad esempio, dispositivi VST che forniscano in tempo reale un ambiente AR, 
senza alcun tipo di ritardo temporale. 
Figura 29: Dispositivo Optical-see-through (Liteye) 
Il funzionamento di un dispositivo OST si differenzia da quello dei VST per la presenza di uno 
schermo semi-trasparente, come mostrato in Figura 29. Il funzionamento è analogo a quanto detto  
per la precedente categoria. Nella maggior parte dei dispositivi OST esistono, alcune differenza di 
tipo componentistico rispetto ai VST, questi ultimi comprendono sempre una o più telecamere quasi 
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in asse con i/il monitor (e quindi gli occhi dell'operatore). Mentre negli OST, la telecamera non 
potendo essere collocata davanti al monitor, viene posizionata in altre parti dell'HMD o della sua 
struttura. Questa configurazione comporta grandi differenze nelle dimensioni/focus fra l'area 
inquadrata e l'area osservata dall'utente. 
Al contrario dei VST, i dispositivi OST, aggirano il problema dell'interazione occhio mano perché 
garantiscono una visione dell'ambiente quasi normale (l'utente ha la reale percezione, in ogni 
istante, dell'ambiente che lo circonda). Infatti le informazioni virtualizzate dall'OST vengono 
semplicemente sovrapposte allo sfondo reale, istante per istante. L'immagine completa 
(informazioni virtuali più l'immagine del mondo reale) si può quasi dire che venga direttamente 
percepita dall'utente, e non più unificata dal computer e mostrata a schermo. Coerentemente con 
quanto detto anche la potenza di calcolo necessaria per la sua implementazione è molto minore se 
confrontata con i dispositivi VST. 
Questa tecnologia dà origine a nuove sfide riguardanti il corretto posizionamento degli oggetti 
virtuali rispetto al mondo reale [27]. Basti pensare a tutte le tecniche ed algoritmi, per la corretta 
visualizzazione delle immagini con l'OST utilizzate in letteratura. Il dispositivo presentato in questa 
tesi, rientra, infatti, nella classe degli OST. Bisogna, tuttavia precisare, che l'HMD è stato 
modificato tramite l'aggiunta di una fotocamera, posta superiormente a questo; il prototipo così 
realizzato può essere ricondotto a dispositivi commerciali. 
 
Un approccio alternativo all'AR è dato dalla terza tecnologia di visualizzazione, projection-see-
through (PST). Questa, se confrontata alle precedenti, è relativamente nuova ed ancora scarsamente 
studiata in letteratura.  
Il principio di funzionamento è quello di proiettare le informazioni virtuali direttamente su quegli 
oggetti del mondo fisico che devono essere oggetto dell'arricchimento informativo. Nel caso più 
semplice, l'arricchimento dell'ambiente, quindi la sua proiezione, è complanare con la superficie su 
cui sono proiettate le informazione; in questo caso, le informazioni stesse, vengono sovraimpresse 
"monoscopicamente" da un proiettore montato sulla fotocamera. Questa logica viene ampiamente 
sfruttata negli ambienti CAVE multi-parete [28], in cui più proiettori sovrapposti lavorano insieme 
sovrapponendo le immagini su grandi superfici (muri, pareti, pannelli, ecc). 
Un altro approccio nello sviluppo dei dispositivi PST, riguarda l'utilizzo di proiettori montati 
direttamente nell'HMD. Gli oggetti utilizzati (hanno una funzione simile ad elementi di tracking) 
devono essere rivestiti con un materiale specifico, che rifletta indietro la luce con lo stesso angolo di 
incidenza. In questo modo, più utenti possono vedere immagini diverse sullo stesso oggetto reale, 
proiettate dai propri sistemi di HMD in loro possesso; questi sono resi necessari, rispetto al caso 
precedente, dal fatto che le immagini proiettate non possono essere viste, tranne che nella zona 
dell'angolo visivo in cui avviene la proiezione. Per oscurare o eliminare oggetti virtuali indesiderati 
basta utilizzare proiettori con bassa uscita luminosa o oggetti non retroriflettenti.  
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Figura 30: Dispositivo Projection-see-through 
Mentre le precedenti tecnologie (VST ed OST) ben si prestano alla progettazione di sistemi 
indossabili leggeri e efficienti, l'uso di proiettori rappresenta una sfida per la realizzazione di HMD 
dotati di tecnologia PST. La Figura 30 mostra uno dei pochi prototipo indossabili, il cui peso si 
aggira intorno ai 700 grammi, operante secondo la logica mostrata in Figura 31. 
Figura 31: Logica di funzionamento Projection-see-through 
Date le caratteristiche di utilizzo, nonché i noti problemi di portabilità, non sono note applicazioni 
in contesti industriali, in quanto i metalli e le finiture dei materiali possono rendere un'immagine 
proiettata difficile da discernere.  
3.2.2 Parametri tecnici di un See-through 
Di seguito sono illustrate alcune caratteristiche tecniche che un dispositivo see-through deve 
possedere per poter essere utilizzato efficacemente in contesto industriale: 
 schermo del see-through parallax-free: una delle sfide più ardue nel miglioramento di 
questi dispositivi risiede nel garantire che gli occhi degli utenti e le telecamere condividano 
efficacemente lo stesso "cammino ottico". Questo è possibile eliminando gli errori di 
parallasse, che possono influenzare le prestazioni dei task a distanza ravvicinata. Nei sistemi 
di Mixed Reality, nel caso di allineamento per ogni occhio degli assi ottici, si parlerà di 
stereo video see-through; 
 supporto alle occlusione nei display see-through: nei convenzionali schermi see-through, 
non è possibile che oggetti virtuali occludano completamente quelli veri. Infatti tipicamente, 
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i primi, vengono visualizzati con una certa trasparenza (simili ad "immagini fantasma"), 
rendendo parzialmente visibili gli oggetti reali di sfondo. Le attuali tecnologie (come gli 
LCD) cercando di risolvere questo problema tramite l'aumento della luminosità e/o 
opacizzando selettivamente alcune zone dello stesso display; 
 supporto al variare dell'accommodation: accommodation è il processo mediante il quale 
viene cambiato il focus di un oggetto al variare della sua distanza, per mantenere nitida 
l'intera immagine. Negli schermi see-through convenzionali vi è un conflitto tra il mondo 
reale, visto con un'accommodation variabile, ed il mondo virtuale, visto con accommodation 
fissa. Infatti, gli schermi see-through forniscono una accomodation fissa, sempre ad una 
stessa distanza, sia per l'ambiente virtuale, sia per quello reale. Questo risultato è 
fondamentalmente sbagliato, tranne che per quegli oggetti i quali sono alla stessa fissa 
distanza del display. Tuttavia, in entrambi i casi, si può incorrere in errori visivi, 
affaticamento oculare ed ad errori percettivi. Non si è ancora una modalità univoca per 
risolvere tali problemi, ma sono già note alcune possibili soluzioni: come monitor che 
permettono di regolare l'accommodation selettivamente in relazione ai valori di 
convergenza. 
3.3 Sviluppi futuri 
Malgrado i recenti sviluppi in questo campo e le recenti invenzioni, i miglioramenti apportabili a 
sistemi see-through sono ancora tanti. Nella valutazione dell'uso industriale, infatti, è necessario, 
per un buon display, possedere: 
 valori di luminosità molto ampi; 
 valori di angolo di visione molto alti; 
 bassa opacità; 
 basso peso; 
 basso ingombro. 
L'evoluzione attuale ha portato alla creazione di due principali filoni di sviluppo. In entrambi i casi, 
si cerca di diminuire, in diverso modo, l'impatto che il display ha nel suo utilizzo, cercando di 
lasciare solamente "l'arricchimento" dell'ambiente. 
Figura 32: Esempio di occhiali-display 
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Avremo:  
 occhiali-display: in teoria, i display AR possono non essere più grandi di un paio di occhiali, 
tanto che diverse aziende hanno iniziato a sviluppare schermi che letteralmente incorporano 
le normali lenti degli occhiali. Questa tecnologia però ha innumerevoli risvolti e varianti 
applicative; infatti si va dai semplici display a sostituzione di una lente o più, a sistemi che 
prevedono l'integrazione di piccoli display (o surrogati), solamente in una piccola sezione 
della lente. 
In Figura 32 è mostrato un esempio di come dovrebbe essere strutturato un see-through 
display-glass. Sono già stati sviluppati diversi prototipi in cui un display, posto vicino la 
lente, viene proiettato (integrando le immagini reali e virtuali) direttamente nell'occhio 
dell'operatore, tramite un prisma incorporato nella lente stessa. Ovviamente, un sistema di 
questo tipo, comporta grandissimi vantaggi all'utilizzatore, in termini di peso ed ingombro.  
 virtual retinal display (VRD): in un display convenzionale (ed anche nel caso precedente) 
l'immagine viene semplicemente riprodotta o proiettata su una superficie. Nel caso di VRD, 
l'immagine viene formata direttamente sulla retina dell'utilizzatore; lo schema di 
funzionamento è mostrato in Figura 33. 
Figura 33: Virtual Retinal Display 
Per realizzare questa proiezione, viene utilizzata una sorgente di fotoni (o tre fonti, nel caso 
display a colori) per generare un fascio di luce coerente. L'utilizzo di una sorgente coerente 
(ad esempio un diodo laser) premette al sistema di comporre sulla retina solamente una 
limitata zona di luce. Conseguentemente il fascio di luce è ad intensità modulabile, in modo 
da abbinarvi l'intensità luminosa dell'immagine da renderizzare. 
Il fascio modulato risultante viene, poi, sottoposto a "scansione" per collocarlo nella giusta 
posizione sulla retina ogni punto dell'immagine/pixel. L'efficacia di riproduzione di questa 
tecnologia dipenderà dalla tipologia di "scansione" utilizzata; è possibile adoperare 
scansioni calligrafiche (vettori), come la maggior parte dei monitor e televisioni (le linee che 
formano l'immagine vengono disegnate direttamente, o in una modalità raster). L'uso del 
metodo di scansione di immagini raster, consente al VRD, di essere guidato da sorgenti 
video standard. Per disegnare il raster, uno scanner orizzontale sposta il fascio di luce in 
modo da disegnare una riga di pixel. Lo scanner verticale, poi sposta il fascio alla riga 
successiva, in cui è disegnata un'altra fila di pixel, come una sorta di stampante luminosa 
oculare. 
Dopo la scansione, il fascio ottico prodotto, deve essere adeguatamente proiettato 
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nell'occhio. L'obiettivo è quello di far combaciare il focus in uscita dal VRD, con il centro 
della pupilla. La posizione sulla retina del centro della pupilla è determinato dall'angolo in 
cui la luce entra nell'occhio; in un modello raster, questo angolo è determinato dallo scanner 
in tempo reale. Infine, la componente elettronica sincronizza lo scanner e la modulazione del 
segnale video in ingresso permette la visione di un'immagine stabile.  
Il principali vantaggi del VRD sono che la proiezione della luce può avvenire in maniera 
separata su entrambi gli occhi, riuscendo a fornire immagini tridimensionali molto più 
vivide e definite rispetto agli altri sistemi. La bontà degli oggetti virtualizzati è determinata 
dall'efficienza del sistema di scansione; in alcuni casi è possibile ottenere oggetti 
perfettamente sovrapposti all'ambiente reale senza problematiche di occlusione. Inoltre, 
visto che il sistema genera solamente la luce necessaria (e quando necessario) può essere 
considerato estremamente più efficiente in termini energetici rispetto ai classici display, 
rendendo plausibile applicazioni completamente wireless. Ultimo potenziale vantaggio, 
sfruttabile in contesi industriale particolarmente caratterizzati da radiazioni 
elettromagnetiche, riguarda la sua insensibilità a tali elementi.  
Ad oggi non sono noti utilizzi specifici di dispositivi sì fatti, in ambito industriale ed 
esistono alcuni prototipi funzionanti anche in contesto militare e medico. Sicuramente i 
futuri sviluppi punteranno al miglioramento di questa tecnologia, fino ad ottenere veri e 
propri see-through funzionanti. 
  
38 
 
4.Obiettivi generali  
L'obiettivo generale è quello di far interagire fra loro un sensore di forza e le componenti di un 
sistema AR, al fine di  realizzare un apparato in grado di supportare  un operatore, addetto 
all'assemblaggio di un componente, fornendogli tutte le informazioni necessarie per svolgere i 
compiti previsti,. Nello specifico, il software AR e le informazioni fornite tramite see-through 
(indossato dall'operatore), devono utilizzare gli elementi di input al sistema (telecamera e sensore di 
forza) per fungere da guida e correttore all'intero processo. Il fine ultimo è quello di realizzare un 
sistema che possa: 
 diminuire il carico di informazioni richieste all'operatore; 
 diminuire il numero degli errori di assemblaggio, fungendo da strumento di training; 
 fornire nel minor tempo possibile azioni correttive di eventuali errori; 
 ridurre il tempo totale per completare l'intera procedura di assemblaggio (teoricamente). 
L'intero sistema, è stato implementato e testato nella stazione di assemblaggio e descritta nel 
successivo capitolo 5. 
Nello studio sono state trattate tutte le tematiche di implementazione, configurazione e applicazione 
dell'ambiente AR, affrontate proponendo possibili soluzione ed identificando elementi limitanti le 
prestazioni dello sistema stesso. 
 
Un altro importante obiettivo è quello di rendere la stazione ed il suo funzionamento "riproducibile" 
in un contesto industriale reale. Quindi è stata posta particolare attenzione alla complessità della sua 
realizzazione, in termini di risorse necessarie e di elementi aggiuntivi "estranei" ad un normale 
stazione di assemblaggio, limitandone la presenza. Gli elementi aggiunti ad una tipica stazione sono 
stati identificati in: dispositivo HMD, sensore di forza e software AR.  
Ad oggi, diverse soluzioni industriali, prevedono l'utilizzo di postazioni di assemblaggio dotate di 
varia sensoristica. Ad esempio è possibile trovare monitor, sensori di vario tipo, trasduttori (tattile, 
acustico, ecc); tutti questi elementi vanno sicuramente ad arricchire un eventuale implementazione 
di un sistema di Realtà Aumentata. Quindi, il sensore di forza, in alcuni casi, potrebbe addirittura 
essere un elemento non estraneo al processo di assemblaggio manuale, rendendo meno oneroso la 
realizzazione del sistema qui descritto.      
La telecamera, l'illuminazione ed il computer necessitano di specifiche considerazioni, benchè la 
loro diffusione sia ormai ubiquitaria. Similmente a quanto detto per il sensore di forza, questi 
elementi sono estremamente diffusi in ambito industriale. L'illuminazione è un elemento 
fondamentale; essa ha principalmente due scopi: rendere visibile ogni oggetto nell'area di lavoro 
(evitando errori di presa, collocamento, riconoscimento) e, facendo riferimento alla sicurezza sul 
lavoro, "alleggerire" lo sforzo visivo richiesto all'operatore. Eventualmente, l'illuminazione può 
essere collocata non direttamente sul piano di lavoro, ma anche in maniera diffusa in tutta l'area di 
lavoro. 
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Per quanto riguarda il computer e la telecamera sono anch'essi oggetti di uso "comune" in ambito 
industriale. Molte stazioni di assemblaggio, infatti, sono munite di monitor, telecamera ed 
ovviamente di un elemento di calcolo, in grado di inquadrare l'area di lavoro ai fini del controllo 
qualità, e monitor per la fruizione di informazioni di vario tipo.  
 
Sotto queste ipotesi, il sistema oggetto di implementazione richiede ancora, per la sua applicazione 
reale: 
 la strutturazione dell'area oggetto dell'applicazione dell'AR; 
 la regolazioni delle componenti del sistema, inteso come necessità di studiare 
adeguatamente le risorse e le relative interazioni fra queste; 
 la comprensione dell'ambiente software per l'AR e suo utilizzo; 
 utilizzo di un dispositivo HMD. 
Queste problematiche saranno affrontate e risolte nei successivi capitoli. 
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5.Base di partenza 
Il contesto degli studi e delle applicazioni presentate in questa tesi, è in continuazione a precedenti 
lavori di tesi sviluppati, presso il laboratorio SIP, ubicato nel dipartimento di "Ingegneria 
dell’Energia, dei Sistemi, del Territorio e delle Comunicazioni" dell’Università degli Studi di Pisa. 
Durante le passate attività di tesi sono state formulate diverse considerazioni sulle problematiche 
degli attuali sistemi di assemblaggio manuale, progettando una apposita workstation di prova; di 
seguito sono riportati i principali lavori e risultati da questi ottenuti:  
 creazione di un ambiente di assemblaggio "prototipale", per una linea di montaggio 
manuale, comprensivo di pezzi, componenti, area di assemblaggio, riferimenti ed 
attrezzature. Il fine era quello di avere un ambiente di assemblaggio in cui implementare 
vari sistemi di supporto, di diverso tipo, allo scopo di valutarne le prestazioni; 
 implementazione di un sensore di forza/coppia che permettesse di individuare la posizione 
dei pezzi posti sull'intera area di lavoro e di misurare eventuali azioni compiute 
dall'operatore. L'introduzione di questo sensore, innovazione tra le prime (a livello 
temporale) ad essere implementate come ausilio all'assemblaggio, ha permesso la 
classificazione dei segnali per la discriminazione delle azioni di montaggio. In questo modo 
è stato possibile realizzare un sistema, che in base alle variazione delle masse nel sistema, è 
in grado di classificare i movimenti compiuti, evidenziando, anche, errori di montaggio. La 
Figura 34 mostra un'immagine del sensore posto sotto l'area di lavoro; 
Figura 34: Sensore di forza/coppia 
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 studio degli approcci cognitivi all'assemblaggio manuale, quindi alla caratterizzazione degli 
errori e studio della loro natura. Lo scopo è stato quello di far applicare nel miglior modo 
possibile (senza informazioni aggiuntive, in modo chiaro ed univoco) le eventuali 
correzioni. Ultima fase è stata quella di progettare vere e proprie azioni di correzione, 
avviso e guida alle procedure di assemblaggio, nel modo più univoco possibile; 
Figura 35: Esempio di WoW 
 applicazione dell'Augmented Reality (più precisamente, una Monitor Based, Figura 35, o 
WoW [7] AR) all'intero del processo di assemblaggio, tramite l'utilizzo di una telecamera 
posta sopra l'intera area di lavoro, un monitor di supporto ed un computer per l'elaborazione 
in tempo reale. In questo modo, sfruttando le informazioni provenienti dal solo sensore di 
forza/coppia, l'operatore è guidato dalle azioni rappresentate nel monitor della stazione di 
assemblaggio (Figura 36).  
Figura 36: Pianale di assemblaggio oggetto dell'AR 
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5.1 Stazione di assemblaggio 
Figura 37: Area di lavoro 
Per il lavoro di tesi è stata utilizzata la stazione di assemblaggio usata in passato e mostrata in 
Figura 37. Questa è dotata di un pianale di lavoro di forma rettangolare con dimensioni 50*18 cm, 
spesso 1 cm, sul quale è stato testato l'assemblaggio di tre pezzi (con geometrie specificatamente 
progettate per simulare possibili condizioni critiche di orientamento e posizionamento)  
Figura 38: Pezzo 1 
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Sebbene i pezzi siano già stati analizzati, è necessario valutare alcune loro particolari caratteristiche, 
le quali possono influire l'efficienza e l'implementazione stessa di un sistema AR based. In una 
prima analisi, prendendo spunto dalle informazioni raccolte in letterature [29], gli elementi di 
particolare criticità sono: 
 dimensioni/geometria marker o sistema di tracking; 
 grado di riflettanza del materiale usato per il tracking o dell'ambiente inquadrato; 
 qualità del sistema di tracking , come grado e numerosità dei contrasti, forma e disposizione 
dell'immagini su cui avviene il tracking; 
 distanze di utilizzo, cioè distanza massima tra elemento di tracking e telecamera. Maggiore 
è questa distanza, più sarà difficoltosa l'identificazione. 
In riferimento ai pezzi da utilizzare, questi sono tutti costituiti da materiale metallico, la cui 
riflettanza assume valori massimi intorno al 90% della luce incidente [30]. Valori così alti posso 
rendere, in alcune condizioni, molto difficile il riconoscimento tramite tecnologie markerless (per le 
motivazioni esposte in seguito). Lo scopo della tecnologia markerless è quello di provvedere al 
riconoscimento e tracking in un ambiente reale senza l'utilizzo di specifici elementi distintivi. 
 
Figura 39: Pezzo 3 
Altra caratteristica rilevante, è la superficie disponibile per il posizionamento di eventuali sistemi di 
tracking; in maniera più specifica: 
 il pezzo 1(Figura 38) ha dimensioni 12*12*2.5 cm con la presenza di 3 fori; la superficie 
più ambia presente sul pezzo è di 3.75*10 cm sulla faccia Fb e di 2*10 cm sulla faccia Fa; 
 il pezzo 2 sono 3 viti lunghe 3.5 cm (compresa la testa) di diametro 0.5 cm, le quali sono 
inserite nei tre fori del pezzo 1; 
 il pezzo 3(Figura 39) ha dimensioni 10*10*3 cm con una sporgenza cilindrica di 2*4 cm ed 
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un incavo centrale di 5*5*0.2 cm; la superficie più ambia, in tale pezzo, è la faccia Fb con 
10*10 cm, rispetto ad Fa con soli 5*5 cm. Questo pezzo deve essere inserito, con un preciso 
orientamento delle facce, sul pezzo 1; 
 il pezzo 4(Figura 40) è un prisma con dimensioni 5*5*1.5 cm, il quale ha superficie libera 
pari all'intera faccia del prisma. Questo componente viene inserito nella concavità superiore 
del pezzo 3. 
La procedura di assemblaggio dei vari pezzi, quindi, è stata divisa in quattro fasi (numero dei 
componenti da assemblare): 
 fase 1.a: Presa pezzo 1; 
 fase 1.b: Posizionamento ed orientamento pezzo 1; 
 fase 2.a: Presa vite; 
 fase 2.b: Posizionamento vite; 
 fase 2.c: Pre-serraggio vite;  
 fase 2.d: Serraggio vite; 
 fase 3.a: Presa pezzo 3; 
 fase 3.b: Posizionamento ed orientamento pezzo 3; 
 fase 4.a: Presa pezzo 4; 
 fase 4.b: Posizionamento ed orientamento pezzo 4. 
L'area di lavoro, comprensiva di pezzi da assemblare, attrezzi per l'assemblaggio e pianale stesso, 
essendo posta su un sensore di forza e coppia, permette il riconoscimento di alcuni errori di presa e 
collocamento pezzi, ma non di orientamento degli stessi; quindi non è possibile il riconoscimento 
della totalità degli errori di assemblaggio/collocamento pezzi.  
Figura 40: Pezzo 4 
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Anticipando quanto verrà presentato in questa tesi, per superare questo limite, è stato integrato un 
sistema di AR, che consente un miglioramento nei risultati ottenuti in precedenza. Tale integrazione 
ha ridotto il tempo per la correzione dei singoli errori, essendo aumentato il tasso di riconoscimento 
in modalità AR degli stessi. 
5.2 Procedura di assemblaggio 
Come, ormai noto, l'applicazione della Realtà Aumentata è possibile solo grazie ad un preventivo 
studio dell'ambiente di utilizzo e delle fasi di assemblaggio dei singoli pezzi. Questo studio è 
fondamentale per poi realizzare un ambiente strutturato (ambiente o area di lavoro che presenti dei 
riferimenti fisici o visivi, a cui la Realtà Aumentata possa far riferimento, per collocare i dovuti 
sistemi di riferimento) grazie al quale è possibile virtualizzare oggetti virtuali[31]. In questo 
paragrafo vengono studiate le fasi di assemblaggio utilizzate.  
"Optical, marker-based tracking systems should be heavily incorporated into the application for 
component and tool tracking."[32] Come evidenziato nel rapporto "Augmented Reality for 
Maintenance and Repair (ARMAR)" è necessario integrare l'elemento di tracking nei componenti 
stessi (sia esso con marker o markerless). Quindi, in maniera più precisa, verrà valutata la presenza 
di una forma di tracking per il sistema AR, in ogni fase della procedura di assemblaggio. È evidente 
come questa caratteristica sia un vincolo molto stringente nell'implementazione di un qualsiasi 
sistema AR; l'occlusione di uno o più sistemi di tracking potrebbe, nel peggiore dei casi, portare 
all'impossibilità di virtualizzare le corrette istruzioni da parte del sistema. 
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6.Obiettivo della tesi 
L'analisi del sistema sopra descritto, benché non operante in un ambiente industriale reale, ha 
portato a valutarne i miglioramenti introducibili in una tradizionale linea di montaggio, come: 
 miglior fruizione delle informazioni necessarie durante l'assemblaggio [33]; 
 riduzione carico di informazione per l'operatore; 
 miglioramento nella comprensione e nell'efficienza di svolgimento dei task (anche inteso 
come training) [34] [35]; 
 correzione tempestiva degli errori di assemblaggio [36]; 
 riduzione tempi di assemblaggio [14]; 
 riduzione del numero degli errori commessi durante l'assemblaggio[14]. 
 
Un operatore addetto all'assemblaggio, che utilizzasse un sistema di ausilio come quello progettato, 
potrebbe consultare tutte le informazioni utili mostrate direttamente nel suo campo visivo, 
riducendo i noti problemi di distrazione, sovraccarico di informazioni, perdita di produttività, ecc... 
Quindi, in accordo con i recenti studi sulla Realtà Aumentata applicata ai processi industriali [37] e 
di manutenzione [38], ed alla necessità di discriminare l'orientamento dei pezzi, è stato previsto 
l'utilizzo di un Head Mount Display (HMD) [39], Figura 41, come forma di ausilio continuo durante 
l'assemblaggio e/o training per l'operatore [14]. 
L'adozione di un HMD garantisce un ulteriore miglioramento nella riduzione del carico di 
informazioni per l'operatore, ed, al tempo stesso, un aumento della specificità delle stesse. Difatti, 
se nei precedenti lavori di tesi le informazioni erano visualizzate in un monitor affiancato all'area di 
lavoro, in questo caso le informazioni, gli avvisi e gli oggetti/animazioni 3D sono mostrate sempre 
nel campo visivo dell'operatore, appunto tramite Head Mounted Display. 
 
Le principali differenze tra il sistema messo a punto in questa tesi, e quello di partenza, dotato di 
monitor e telecamera separate, sono da ricercare in: 
 strutturazione dell'ambiente: questa 
potrebbe avvenire tramite ARTag (nome per 
definire il riconoscimento con marker) disposti 
sul pianale e/o sui pezzi da assemblare; 
attualmente la tecnologia AR necessita per 
funzionare, di tre marker posti unicamente sul 
pianale. 
Verranno anche presentata la possibilità di 
utilizzare la tecnologia markerless [40] (non 
utilizzata in precedenza). Questa tecnologia 
renderebbe sicuramente meno oneroso 
strutturare l'ambiente, in termine di spazio fisico Figura 41: Funzionamento di un HMD 
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richiesto nell'area di lavoro e di difficoltà di integrazione nella stessa. I vantaggi, gli 
svantaggi e le peculiarità di questa modalità di tracking saranno trattati nei capitoli 
successivi con riferimento all'applicazione di test, escludendone tipologie non 
immediatamente implementabili, quali: optical sensors, magnetic, accelerometers, GPS, 
gyroscopes, solid state compasses, RFID e wireless sensors[41]; 
 presenza di un Optical See Trough (nel seguito OST), che sostituisce l'attuale monitor. I 
vantaggi sono di diverso tipo, e verranno discussi nei successivi capitoli.  
Inoltre la presenza di HMD, dotato di telecamere, ha il vantaggio di generare una ripresa 
dell'area di lavoro dallo stesso punto di vista dell'operatore, con ovvi vantaggi per quanto 
riguarda l'impiego delle informazioni. 
 
La stazione ospita i pezzi descritti prima (sono presenti due copie dei pezzi 1,3,4 e 5 viti, pezzo 2), i 
relativi box in cui sono contenuti, la piastra forata su cui avviene l'assemblaggio, ma anche diversi 
sensori e componenti: 
Figura 42: Prototipo di HMD 
 sistema di illuminazione ad intensità regolabile costituito da due lampade "LED ML360" 
della Manfrotto in grado di produrre, alla massima potenza, 126 lumen. Queste lampade 
sono fissate allo scheletro della struttura, ad una distanza di circa 50 cm dal piano; sono 
collocate con un'angolazione di 30° - 40° rispetto alla verticale, in modo da illuminare 
completamente il pianale di lavoro e ridurre al minimo la luce riflessa da quest'ultimo.  
Inoltre, il fatto di posizionare due lampade in maniera opposta e simmetrica fra loro, 
permette di ridurre al minimo le ombre, aumentando, quindi, la qualità di riconoscimento del 
sistema AR; 
 set di brugole, necessarie per il serraggio del pezzo 2; 
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 sensore di forza/coppia che comunica i dati al computer, tramite apposito cablaggio; 
 HMD prodotto da Liteye, serie LE-700. Questo dispositivo è dotato di un unico ingresso 
VGA, dedicato alla fonte video, ed alimentazione separata, tramite connessione USB; 
 fotocamera "Logitech HD Pro Webcam C920", dotata di unica uscita USB per dati ed 
alimentazione. La risoluzione massima ottenibile è di 1080p, anche se il sistema sarà 
limitato dal componente con la gestione della risoluzione minore; funzione particolarmente 
utile è l'autofocus (essendo un problema ben noto in letteratura [8]) e la correzione 
automatica in condizioni di illuminazione insufficiente; 
 computer, dotato di processore "Intel Core Duo E8400 3.00GHz", 4 GB di memoria ram, 
GPU "Nvidia GeForce 8500GT". Inoltre la GPU permette il supporto di due uscite video 
contemporaneamente, questo servirà a connettere, da una parte l'Optical See-Through, e 
dall'altra, un monitor per la programmazione dell'ambiente AR; 
 monitor secondario, utilizzato durante le fasi di configurazione del sistema e per verificare 
il corretto funzionamento dell'HMD.  
Figura 43: Schema dei flussi di informazioni fra le varie parti del sistema 
La fotocamera Logitech è stata fissata sul HMD Liteye, come mostrato in Figura 42; in questo modo 
il dispositivo di image capture si può muovere con la testa dell'operatore.  
Uno schema riassuntivo degli input ed output di come l'intero sistema deve funzionare è 
rappresentato in Figura 43. Una delle due fonti di input al sistema è la fotocamera, che cattura le 
immagini dell'area di lavoro. Queste vengono trasferite al computer, grazie a specifici driver che ne 
permettono l'acquisizione; da notare che la fotocamera scambia dati con il computer in un unico 
verso (è definito come dispositivo di input, diversamente da quanto fatto nei precedenti lavori di 
tesi). 
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Al computer quindi arrivano le immagini acquisiti dalla telecamera, che vengono poi elaborati dal 
software AR. Il blocco "Logica del WorkFlow" sarà di più facile comprensione dopo aver 
presentato le peculiarità del software utilizzato, per ora basta considerarlo come insieme di 
istruzioni e comandi scritte dal programmatore del sistema. Il software AR, tuttavia, deve gestire 
anche i dati provenienti dal sensore di forza e combinarli con quelli detti prima (provenienti dalla 
logica del WorkFlow). 
L'output del sistema sono i dati elaborati dal computer, che vengono rappresentati nell'HMD, ed 
eventualmente nel monitor secondario.       
6.1 Obiettivi di sperimentazione 
Obiettivo della sperimentazione, strettamente connesso a quello più generale, riguarda il fornire 
informazioni utili alla correzione di eventuali errori di assemblaggio, creando una procedura 
funzionante del sistema descritto nell'obiettivo generale. In relazione alla struttura dell'ambiente AR 
ed alle possibilità di tale tecnologia è stato cercato di riconoscere la tipologia di errore per 
implementare delle istruzioni in grado di "guidare" alla correzione dell'errore stesso. 
 
L'idea principale è quella di virtualizzare, in prima istanza, gli oggetti e gli strumenti da prendere. 
Successivamente, ogni fase della procedura di assemblaggio deve prevedere: presa 
dell'oggetto/strumento ed suo collocamento nell'area di lavoro (comprensivo di guida al 
posizionamento e giusto orientamento). Come noto, il pezzo due (tre viti per il bloccaggio del pezzo 
uno) necessita di fasi di montaggio leggermente differenti rispetto agli altri pezzi. Solo per questo 
pezzo, sono state previste ulteriori fasi, da affiancare alle precedenti, fra cui: presa strumento di 
serraggio (brugola), serraggio pezzo due e deposito strumento. 
In caso di errore, per ognuna di queste fasi, è stata prevista un'azione correttiva (un'apposita 
animazione per la correzione dello specifico errore) che guidi le operazioni dell'operatore. 
L'operatore perciò, se commette un errore: 
 sarà avvertito dell'errore, fermando, quindi, l'avanzare del singolo task;  
 verrà guidato tramite animazioni in ambiente AR alla correzione dello stesso errore; 
 verrà validata l'azione correttiva o eventualmente ripetuta fino al raggiungimento del 
corretto stato; 
 sarà ripresa la procedura d'assemblaggio con ausilio dell'AR. 
6.2 Obiettivi per il sistema di tracking 
Per obiettivi per il sistema di tracking, si intende il raggiungimento di una strutturazione 
dell'ambiente, intesa come modalità di tracking, sufficientemente affidabile per essere adoperata in 
un contesto industriale, ed al tempo stesso, facilmente implementabile. Quindi, tale selezione, 
deriva dal precedente studio di due particolari forma di tracking: tramite tecnologia markerless e 
tramite ARTag. 
L'ARTag è sicuramente uno dei sistemi di tracking più conosciuti ed è anche uno dei più usati e 
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diffusi, per via della sua robustezza, facilità di implementazione, basso costo, ecc..., però ne 
esistono molti altri. Tra questi, il riconoscimento markerless (una qualsiasi immagine o oggetto 2D 
che viene usata come forma di tracking) ha subito un rapido miglioramento, tanto da poter pensare 
che questo tipo di tracking, possa sostituire i metodi tradizionali. Il principale motivo della sua 
crescita è dovuto alla possibilità di implementare come tracking image, un riferimento di un oggetto 
già presente nell'area di lavoro; in questo modo, l'onere di strutturare un ambiente AR 
(estremamente rilevante in caso di ARTag) sarebbe estremamente limitato. Altro grandissimo 
vantaggio risiede nella sua flessibilità; essendo, teoricamente, utilizzabile con una grande varietà di 
immagini di riferimento, in un contesto molto variabile come quello dell'assemblaggio manuale, 
potrebbe essere facilmente sostituito o riadattato alla situazione specifica.     
Quanto detto fin qui, viene tradotto in un ulteriore obiettivo secondario, ma caratterizzante la scelta 
delle modalità di tracking dell'ambiente AR: studio della tecnologia markerless. Questa verrà 
valutata per capire quali sono le principali caratteristiche che influenzano il suo grado di 
riconoscimento ed efficienza, confrontandone i risultati con un marker classico. L'obiettivo, quindi, 
è capire se è possibile utilizzare markerless nella stazione di assemblaggio, in sostituzione ai 
classici marker.  
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7.Descrizione dell'attività svolta 
7.1 Studio dell'ambiente 
Lo studio delle tecniche per la correzione degli errori di assemblaggio è di fondamentale importanza 
per il raggiungimento dei risultati prefissi.  
Al fine di consentire tale correzione è necessario provvedere alla identificazione e classificazione 
degli errori specifici dell'ambiente in cui deve essere implementato il sistema. 
Figura 44: Errore di presa, evidenziato dal colore rosso del pezzo 
Nel caso di studio le possibilità di errore sono di tre tipi: di presa, di posizionamento e di 
orientamento dei pezzi. Esempi di questi errori e come dovrebbero essere corretti, ottenuti da alcuni 
test preliminari svolti sull'area di lavoro, sono mostrati in Figura 44, Figura 45 e Figura 46. 
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Figura 45: Errore di orientamento, evidenziato dal colore rosso del pezzo 
Figura 46: Errore di posizionamento, evidenziato dal colore rosso del pezzo (sinistra); corretto 
posizionamento, evidenziato dal colore verde del pezzo (destra) 
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Tuttavia non tutte le combinazioni di errori sono state analizzare, a causa di alcuni evidenti limiti 
fisici e statici delle configurazioni in oggetto; infatti, alcuni tipi di posizionamento degli oggetti, 
sono relativamente difficili da ottenere. Come mostrato in Figura 47 l'orientamento del pezzo è 
diverso dalla posizione di virtualizzazione dello stesso e non avrebbe alcun significato pratico 
collocare un pezzo in tale maniera.  
Bisogna precisare che errori di questo tipo sono difficilmente riconoscibili dal sensore di forza e 
tanto meno dal sistema AR. 
Figura 47: Errore non classificato 
La classificazione degli errori è presentata in Tabella 1, comprensiva di una descrizione dell'errore 
stesso e delle generalità sulla sua correzione.  
 
Dalla Tabella 1 si individuano in maniera più precisa  le aree in cui l'attuale sensore di forza non 
può servire come input per l'intero sistema di supporto all'assemblaggio. Proprio in questi punti si è 
focalizzata l'applicazione delle tecniche di realtà aumentata. Risulta, quindi, essenziale uno 
strumento di identificazione degli errori di orientamento ma, anche di posizionamento per i pezzi 
1,3,4. 
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Errori di presa 
L'operatore può erroneamente prelevare l'oggetto 1/2/3/4 dai 
relativi contenitori. Questo errore viene corretto prima dei 
possibili errori di posizionamento ed orientamento pezzi; 
attualmente è già individuato dal sensore di forza 
 
 
 
Le combinazioni di 
errori di posizionamento 
ed orientamento, da 
parte dell'operatore, 
sono considerate 
unitamente, quindi 
correggendo 
simultaneamente sia la 
posizione del pezzo che 
il suo orientamento 
 
 
 
 
Posizionamento 
L'operatore può posizionare 
erroneamente l'oggetto 1/3/4 sul 
piano di lavoro, allineandoli in 
modo differente da quello previsto 
L'errore di posizione può 
riguardare l'asse x,y,z. In 
relazione all'entità 
dell'errore, il sensore di 
forza potrebbe 
riconoscerlo. Tuttavia per 
errori di posizionamento 
molto grandi non è 
possibile completare la 
stessa operazione  
Non è stato valutato l'errore di posizionamento dell'oggetto 2 
(viti), per le motivazioni esposte in precedenza. Infatti non 
risulta possibile l'inserimento delle viti (fase 2.b) con 
orientamenti differenti da quello classico  
Orientamento 
L'operatore può orientare l'oggetto 
1/3/4 in modo errato, sbagliando la 
disposizione delle facce dei pezzi. 
Attualmente questi errori non sono 
individuabili dal sensore di forza 
L'errore di orientamento 
può riguardare gli assi di 
rotazione di x,y,z ed è 
sempre limitato al 
massimo a 6 
configurazioni date dal 
collocamento dei pezzi 
sulle relative facce 
Non è stato valutato l'errore di orientamento dell'oggetto 2 
(viti), per via dell'impossibilità di completare il posizionamento 
delle stesse ed il relativo pre-serraggio 
Tabella 1: Classificazione errori 
7.1.1 Studio degli errori di assemblaggio 
In base alle caratteristiche dei pezzi, alla procedura di assemblaggio, ed alle caratteristiche del 
sistema AR, è possibile stabile se e quali errori della precedente classificazione sono individuabili. 
L'individuazione dell'errore e relativa attribuzione dell'identificazione al sensore di forza o al 
sistema AR deriva da un processo logico basato sulla provenienza dei dati stessi. Infatti la funzione 
del sensore di forza/coppia è fornire, in continuo, valori numerici, che successivamente, grazie al 
processo di elaborazione, permettono di poter individuare un errore di assemblaggio; mentre quella 
del sistema AR è "catturare" immagini dell'ambiente, riconoscendo eventuali tracking (marker o 
immagini di riferimento), elaborando l'oggetto 3D da riprodurre. 
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I dati provenienti dal sensore di forza e dalla telecamera, opportunamente trattati secondo la logica 
descritta (Figura 48), permettono il riconoscimento dell'errore e la produzione delle procedure di 
correzione.  
 
 
Tabella 2: Elemento del sistema che individua l'errore 
 Sensore di 
forza/coppia 
Sistema AR 
Fase 1.a X X 
Fase 1.b 
Posizionamento X  
Orientamento  X 
Fase 2.a X X 
Fase 2.b X  
Fase 2.c X  
Fase 2.d X  
Fase 3.a X X 
Fase 3.b 
Posizionamento X  
Orientamento  X 
Fase 4.a X X 
Fase 4.b 
Posizionamento X  
Orientamento  X 
Figura 48: Oggetti dell'authoring system [16] 
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Dalla tabella si nota che: 
 gli errori di presa degli oggetti, cioè la sotto-fase "a" di tutti i pezzi (es. presa del pezzo 1 
piuttosto che del pezzo 2) sono riconosciuti dal sensore di forza. Infatti il sensore misura il 
peso dell'intera area di lavoro, dopo la presa di un oggetto, e lo confronta con il peso che 
deve avere il sistema dopo la rimozione del pezzo corretto; se i valori non coincidono viene 
segnalato l'errore.  
Per quanto riguarda il sistema di Realtà Aumentata, questo potrebbe discriminare l'eventuale 
prelievo di un pezzo diverso da quello programmato. L'aleatorietà del riconoscimento è 
dovuta al fatto che il sistema di tracking (sia esso tramite ARTag o tecnologia markerless) 
potrebbe non essere individuato (visto) a causa del movimento subito dall'oggetto stesso o 
dall'oscuramento del tracking system; 
 le sotto-fasi "b" (es. collocamento dell'oggetto 1 su coordinate x ed y errate) dei pezzi 1,3,4 
devono essere scomposte in errori di posizionamento ed errori di orientamento, come già 
rappresentato nella Tabella 1. 
Per quanto riguarda il solo sensore di forza, questo riconosce la maggior parte degli errori di 
posizionamento; tuttavia, errori nel collocamento di bassa entità (< 1cm) sono difficilmente 
identificabili. Mentre, il sistema AR non può riconoscere errori di posizione degli oggetti 
perché non permette la loro localizzazione spaziale. L'unico sistema noto in letteratura che 
permetterebbe di correggere tali errori è la "geolocalizzazione [42] degli oggetti", che 
risulterebbe conveniente solo in situazioni di assemblaggio manuale più complesse e 
ingombranti;  
 le sotto-fasi "b" (es. posizionamento superiore della faccia b del pezzo 1, piuttosto che faccia 
a) di orientamento, sono riconoscibili solamente grazie all'AR, come si evince dalla  
Tabella 2, qualsiasi sia la modalità di tracking utilizzata. Infatti con tecnologia markerless è 
possibile individuare l'orientamento del pezzo considerando, ad esempio, l'immagine della 
faccia sbagliata del pezzo come immagine su cui effettuare il tracking. Anche utilizzando 
marker, sarebbe comunque possibile tracciare il pezzo grazie al posizionamento di ARTag 
sulla connessa faccia.  
Il sensore di forza/coppia difficilmente, in caso di orientamento errato dei pezzi, permette di 
individuare imprecisioni nell'assemblaggio. Questo deriva dal fatto che la distribuzione dei 
pesi nei diversi orientamenti, non genera variazioni di forza/coppia significative per poter 
essere rilevate dal sensore (a volte addirittura inesistenti, come per quanto riguarda il pezzo 
4); 
 il pezzo 2 ha una procedura di assemblaggio specifica, la quale va studiata separatamente 
rispetto a quanto fatto per gli altri pezzi. È presente un primo posizionamento delle viti, 
seguito da una fase di "pre-serraggio" ed infine serraggio; il posizionamento ed il "pre-
serraggio" si svolgono in successione per ogni singola vite, in modo da garantire la stabilità 
nel collocamento delle stesse. La priorità nell'ordine di posizionamento delle viti è già stata 
esposta nei precedenti lavori di tesi, e prevede l'inserimento della prima vita nel foro C13 (o 
H8), seguita dalla vite nel foro H8 (o C13). In fine l'ultima vite deve essere inserita nel foro 
H13; 
 la sotto-fase "b" riguarda solamente il posizionamento della vite nell'incavo del pezzo 1; 
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l'inserimento errato (es. inserimento della prima vite nel foro H13, piuttosto che nel foro 
C13) può essere controllato dal sensore di forza per via della diversa distribuzione dei pesi. 
L'AR, in questa categoria di errori (controllo del serraggio), come detto prima, risulta 
attualmente inutilizzabile; 
 le sotto-fasi "c" e "d" riguardanti il "pre-serraggio" ed il vero e proprio serraggio. Questi 
sono controllate solamente dal sensore, che misura l'entità della coppia, e nel caso di valori 
eccessivi invia la segnalazione dell'errore. La Realtà Aumentata, anche in questo caso, non 
può essere di aiuto nel riconoscimento di situazioni critiche, come il serraggio eccessivo o 
insufficiente. In maniera più specifica, il sistema attuale non può, utilizzando l'analisi di due 
immagini differenti, pre e post serraggio, e valutare se le viti sono state fissate 
correttamente. 
7.1.2 Illuminazione 
Creare immagini virtuali 3D ed inserirle in immagini reali rendendo il risultato il più armonico 
possibile è un processo estremamente complesso. Se da un lato sono necessari ottimi modelli 
tridimensionali, buone proprietà superficiali e parametri di rappresentazione sufficienti (fps, 
risoluzione, ecc), anche l'illuminazione dell'area è essenziale per ottenere un rendering realistico. 
Tale fattore non solo determina la coerenza fra gli oggetti virtuali e le superfici reali, ma influenza 
anche le performance di riconoscimento del sistema AR. 
Errori nell'illuminazione sono sicuramente da evitare, sia per la riduzione delle performance del 
sistema (viene compromessa la qualità del tracking), sia per via di un possibile calo nelle 
prestazione dell'operatore (scarsa visibilità). Infatti, visualizzare oggetti tridimensionali distanti dal 
punto ideale, non a fuoco, o ancora peggio, troppo o troppo poco illuminati, inficerebbe le stesse 
prestazioni umane di assemblaggio. Risulta quindi essenziale garantire un livello di illuminazione 
ottimane, onde evitare di compromettere la corretta visualizzazione degli oggetti tridimensionali ed 
il relativo assemblaggio. 
 
Sono già presenti alcuni studi [43] con sistemi di illuminazione con effetto "lucido" (glossy 
illumination) o diffusa, che permettono una buona occlusione degli oggetti reali. In figura Figura 
49, è mostrato un esempio di queste due tipologie di illuminazione. In relazione all'ambiente di 
lavoro ed ad eventuale illuminazione già presente, è necessario considerare le due problematiche 
sopra esposte (riconoscimento del tracking system e rendering realistico) e fare in modo di  adottare 
una tipologia di illuminazione sufficiente a soddisfarle entrambe. 
Nell'ambiente realizzato è stata preferita un'illuminazione diretta del pianale di lavoro, tramite due 
lampade poste sullo scheletro della struttura portante. Queste permettono una buona illuminazione 
di tutta l'area di lavoro, limitano molto la percentuale di luce riflessa dai pezzi, dal pianale di lavoro 
e dai marker. 
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Figura 49: (Sinistra) Modello virtuale di un angelo illuminato con luce diffusa; (Destra) Modello 
virtuale di statua greca, illuminato con glossy illumination; modelli derivano dal laboratorio di 
Computer Graphics dell'Università di Stanford  
7.2 Software AR 
Un elemento essenziale nello sviluppo di un sistema AR è l'ambiente software. Questo è formato 
dal motore grafico, che permette l'elaborazione delle immagini, l'estrazione della fonte di tracking 
(algoritmo di riconoscimento), l'elaborazione e renderizzazione finale ('"arricchimento" 
dell'immagine reale).  
In molti dei programmi oggi disponibili, è possibile, tramite apposite interfacce, variare diversi 
parametri di funzionamento, come velocità nel riconoscimento dei marker, numero e forma dei 
sistemi di tracking, proprietà fisiche e visive degli oggetti virtualizzati, ecc. Inoltre diverse case 
produttrici non limitano l'offerta solamente all'ambiente in cui generare il proprio sistema AR, ma 
arricchiscono ne arricchiscono il contenuto proponendo strumenti di calibrazione di tutte le possibili 
interfacce hardware o software ad esso connesse. La piena compatibilità a tutte le forme di capture 
image o ai diversi tipi di HMD va considerata da software a software, logicamente, passando al 
campo mobile, gli strumenti di configurazione sono molto più limitati, anche se in forte espansione, 
rispetto a quelli presenti in analoghi programmi desktop. 
 
Poiché l'uso dell’AR in applicazioni industriali appariva promettente ed il suo sviluppo 
impegnativo, nel 2010 il Governo Tedesco lanciò il progetto AR-Project - ARVIKA. Il progetto 
ARVIKA, promosso dal BMBF  (Ministero Dell'Istruzione e Della Ricerca) e sotto la supervisione 
del DLR (Centro aerospaziale tedesco), era centrato sull’utilizzo della tecnologia basate su Realtà 
Aumentata (AR) per la ricerca e la creazione di un ambiente orientato all'utente e di supporto alle 
procedure operative industriali. In questo ambito è nata la ditta METAIO che ha poi integrato e 
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messo in commercio alcune rilevanti componenti, derivanti dal progetto ARVIKA. 
In questa tesi, il software adoperato è, appunto, METAIO SDK versione 4.0.3, messo a disposizione 
dal laboratorio SIP dell'Università di Pisa; su questa piattaforma, e più in particolare usando gli 
ambienti di programmazione Unifeye e WorkFlow, è stata sviluppata la successiva trattazione.   
7.2.1 Specifiche software AR 
Le principali caratteristiche che distinguono le diverse soluzioni software per Realtà Aumenta 
attualmente in commercio sono: 
 disponibilità strumenti di calibrazione; 
 numero di tracking simultanei supportati; 
 possibilità di sovrapporre oggetti 3D su marker reali; 
 numero e formato di input supportati; 
 capacità di tracking su multicamera; 
 proprietà attribuibili al tracking; 
 efficienza del tracking su marker (proprio dell'algoritmo di riconoscimento); 
 efficienza del tracking su markerless (proprio dell'algoritmo di riconoscimento); 
 compatibilità con altri linguaggi di programmazione (JAVA, Matlab, C, ecc); 
 compatibilità con source GPL o proprietarie. 
 
Esistono software open source o proprietari; in relazione a questa divisione, se si prevede l'acquisto 
di software proprietari, il fattore di selezione è il rapporto prezzo/prestazioni. Infatti programmi 
proprietari come Rox Odometry SDK, APRA SDK, Xloudia, Catchoom SDK, Metaio SDK, 
PointCloud SDK, VYZAR, Wikitude, Layer, possono avere un costo di circa 500 euro (per 
soluzioni base), fino a svariate migliaia (per versioni altamente specializzate o con piene 
funzionalità). Sono presenti anche soluzioni free, quali: Argon, ARToolkit, ArUco, ATOMIC 
Authoring Tool, Goblin XNA, GRATF, mixare, PTA, ecc. 
Nella maggior parte degli utilizzi commerciali o industriali, vengono preferiti software proprietari 
piuttosto che software liberi. Tale tendenza è condizionata dal voler vedere ogni attività come costo 
esternalizzabile, piuttosto che come competenza interna, specie se lontana dal core businness 
aziendale. I software proprietari hanno attività di assistenza, e spesso, di personalizzazione 
riconducibili a canoni di spesa. 
La scelta di soluzioni non a pagamento, benché non soggetta a rapporto qualità/prezzo (di acquisto), 
ha comunque alcuni lati negativi. Una delle principali problematiche è la carenza di ambienti grafici 
di sviluppo integrati, offrendo nella logica open source, solamente gli strumenti di realizzazione del 
generico sistema AR. Sono presenti "librerie software", che devono essere utilizzate per sviluppare 
le applicazioni di Realtà Aumentata desiderate (desktop o mobile); sono necessarie, quindi, buone 
conoscenze nei linguaggi di programmazione, quali C e C++, per poter utilizzare software open 
source. 
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7.2.2 Librerie e qualità dei software AR  
Per lo sviluppo della tesi è stato adottato, come già nei precedenti lavori, l’ambiente METAIO. 
Questo ambiente è proprietario, quindi non vengono rilasciate informazione tecniche di dettaglio 
relative alla struttura software interna, o agli specifici algoritmi di calcolo. Di conseguenza, in 
questo paragrafo, sarà trattato il funzionamento di un generico software di AR e saranno mostrate le 
fasi di particolare interesse del loro funzionamento, al fine di studiare di capire il funzionamento di 
un moderno algoritmo di tracking.  
 
Come si può immaginare, ogni software, sia esso proprietario o open source, ha una propria 
"qualità", intesa come capacità di isolare, elaborare l'immagine/oggetti virtuali e riprodurne il 
risultati. Questa qualità è determinata, in gran parte, dalle librerie possedute, nonché dal motore 
grafico utilizzato. 
In ambiente di programmazione, le librerie sono una collezione di comportamenti o funzioni, scritte 
in un preciso linguaggio, che grazie ad una struttura ben definita ed ad un'interfaccia possono essere 
richiamate dal programma. Quindi, la vera logica di funzionamento di un software che sfrutta delle 
librerie, è da ricercarsi proprio nella natura stessa delle librerie e nella loro capacità di trattare i dati; 
se un software AR utilizza librerie standardizzate e di libero accesso, allora, nella maggior parte dei 
casi, è possibile modificarne la qualità o il comportamento, come la logica di riconoscimento. 
 
Il funzionamento di una generico framework basato su librerie (struttura interna di un software), si 
articola in[44]: 
I. acquisizione dell'input proveniente da fotocamera singola o multipla; 
II. correzione dell'immagine, in cui avviene il primo "processamento" dell'immagine. 
Quest'ultima viene sempre binarizzata (bianco e nero) ed, inoltre, alcuni software, riducono 
la distorsione delle lenti o apportano modifiche alla qualità; 
III. feature detect; analizzando punto per punto l'immagine vengono effettuate delle scelte 
locali, discriminando eventuali feature di interesse (marker, forme di tracking, o zone di 
interesse), quindi vengono estrapolate tali feature per poter essere utilizzate negli step 
successivi. Le principali tipologie di feature individuabili sono: bordi, angoli, punte di 
interesse e regioni di interesse/punti di interesse.  
Questa fase è una delle più significative e determina, in gran parte, il tempo totale che 
intercorre fra l'acquisizione dell'immagine e l'individuazione del tracking system. Essa 
comporta un grandissimo sforzo computazionale per il sistema. Determina, inoltre, la 
ripetibilità del riconoscimento (capacità di identificare le stesse aree di 
interesse/caratteristiche in due immagini simili), che si rispecchia sulla capacità del sistema 
AR di rilevare un segnale di tracking in circostanze analoghe. È suddivisa in: 
a. uso della correlazione per individuare punti di corrispondenza (feature di interesse, 
quali marker o immagini campione markerless) in due immagini a breve termine, 
cioè sequenziali. Questo passaggio è generalmente uno dei primi a livello temporale, 
ed il risultato può portare o meno il software a sviluppare le fasi successive; 
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b. estrazione delle feature e correlazione; il programma identifica una precisa 
tipologia di corrispondenza. In questo caso, la corrispondenza potrebbe essere 
l'identificazione di un preciso marker, quindi determinare il suo numero/riferimento, 
o l'analisi dell'immagine in memoria per il tracking markerless; 
c. costruzione del flusso dei vettori di spostamento dei singoli punti nell'immagine 
(flusso ottico). Uno dei principali metodi per la creazione del flusso ottico è il 
metodo di Lucas–Kanade, che assume che il flusso sia essenzialmente costante nelle 
vicinanze del pixel analizzato. Quindi è possibile risolvere l'equazione di base del 
flusso ottico nelle prossimità di tutti i pixel valutati, utilizzando il criterio dei minimi 
quadrati [45];  
IV. valutazione dei vettori del flusso ottico per identificare eventuali errori ed eliminare 
informazioni periferiche non di interesse. In relazione alla quantità di tempo disponibile (ad 
esempio se si preferisce un tracking robusto o veloce), il software può processare più volte 
l'immagine al fine di migliorarne l'elaborazione dei successivi punti;  
V. stimare la posizione ed il movimento della/e fotocamera/e sfruttando il flusso ottico. 
Questa fase ha il principale scopo di attribuire un sistema di riferimento reale all'output dei 
passi precedenti. È possibile svolgere questo processo in due modi, il primo prevede 
l'utilizzo dei filtri di Kalman, mentre il secondo si basa sull'utilizzo di geometrie di 
riferimento con dimensioni note. Per comodità verranno esposte entrambe le modalità, per 
individuarne, anche, le possibili applicazioni; 
o utilizzo del filtro di Kalman [46], è diviso in due passi. Il primo passo è predittivo, 
cioè vengono prodotte stime delle attuali variabili di stato, comprensive 
dell'incertezza (perché sicuramente affetto da errore e rumore). Il successivo step 
riguarda l'aggiornamento delle variabili di stato con una pesatura che privilegia le 
variabili predette con maggior sicurezza. In questo modo è possibile aggiornare, 
anche in tempo reale i risultati prodotti dall'algoritmo, semplicemente aggiornando le 
misurazioni in input, tramite l'utilizzo degli stati precedentemente calcolati ed la 
relativa matrice di incertezza. 
Un possibile contesto di applicazione di questa logica riguarda il riconoscimento 
markerless, in cui non è nota, la geometria della feature da riconoscere (quindi 
risulta di difficile comprensione il flusso ottico generato e la relativa associazione del 
movimento). 
L'utilizzo del filtro di Kalman o suo derivato può essere sostituito dall'utilizzo di 
proiezioni, rappresentazioni delle rotazioni con mappe esponenziali, ottimizzazioni 
non lineari, robust statistic, ecc; 
o ricerca di una geometria o di proprietà tridimensionali tali da minimizzare una 
funzione di costo basata sull'errore di ri-proiezione di due immagini adiacenti 
(modello 3D). Questa valutazione può essere svolta tramite minimizzazione 
matematica (tramite logiche contenute nelle relative librerie) oppure tramite 
campionamento casuale. 
Un riferimento applicativo è identificabile nella gestione del marker, di cui le 
dimensioni sono note. In questo caso è possibile capire la deformazioni subita 
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dall'oggetto nell'immagine (feature dei bordi) ed attribuire una rotazione/movimento 
della telecamera o dell'ambiente ed, infine, associare un sistema di riferimento reale; 
VI. ripopolamento periodico dei "punti di tracking" (o "zone di tracking") per mantenere la 
copertura di tutta l'immagine; 
VII. caricamento del modello 3D riferito alla specifica feature identificata; il modello 3D (o 
anche 2D) viene orientato grazie alle informazioni estrapolate dal flusso ottico.  
L'algoritmo sopra esposto, studiato non conoscendo nel dettaglio quello presente in METAIO SDK, 
si basa sul processo chiamato Visual Odometry, che permette la determinazione della posizione e 
dell'orientamento di oggetti tramite immagini di esso. La Visual Odometry ha diverse applicazioni 
in campo industriale, infatti, è il principale processo di stima del moto di un agente (per esempio 
veicoli, essere umano o robot) utilizzando solo l'ingresso di una telecamere [47]. I campi applicativi 
di questa materia includono la robotica, wearable computing, realtà aumentata e automotive. 
7.2.3 Attività svolte con il modulo Unifeye 
Questo paragrafo presenta le caratteristiche della modalità Unifeye di METAIO, offrendo una breve 
sintesi delle funzionalità utilizzate. Vengono prima spiegate le operazioni elementari, ed in seguito, 
le azioni più specifiche e mirate al contesto di utilizzo. 
7.2.3.1 Set-up iniziale 
Impostazione manuale dei parametri dell'elemento di capture image, preceduti da correlate prove 
sperimentali. Ad esempio, benché la binarizzazione sia un processo guidato da soglie adattive con la 
presenza di algoritmi di elevata robustezza, la dinamica limitata del sensore CCD (ed i relativi 
circuiti di controllo) possono, per effetto della saturazione e/o luminosità ridotta, rendere molto 
difficile la binarizzazione stessa. Di conseguenza la corretta regolazione della luminosità e del 
contrasto, eventualmente automatica, devono essere ben valutate nel contesto applicativo. 
Altro parametro testato, è la risoluzione della telecamera/monitor. Il software METAIO prevede 
identica risoluzione per entrambi i dispositivi. Infatti, con riferimento ai dispositivi utilizzati nella 
parte sperimentale della tesi, il monitor "fisso"(da non confondersi con l'HMD, e non presente 
nell'area di assemblaggio) è dotato di risoluzione 1680*1050, mentre la telecamera ha risoluzione 
massima di 2592*1944. L'adattamento alla stessa risoluzione (1280*720) è stato realizzato grazie al 
driver della fotocamera stessa. Lo studio della letteratura ha portato all'identificazione di svariate 
classi di algoritmi per l'adattamento delle dimensioni dell'immagini [48]. In linea di massima si 
possono classificare algoritmi dei seguenti tipi: 
 riduzione, un'immagine ripresa da un sensore con risoluzione elevata viene riprodotta 
con una risoluzione minore. L'algoritmo di base è il sottocampionamento, ovvero, 
l'eliminazione di alcuni pixel all'interno di una griglia, per la ricostruzione delle immagini 
di dimensioni ridotte. Nel caso l'immagine venga destinata alla binarizzazione, è evidente 
la segmentazione dell'immagine stessa con perdita della linearità dei bordi. Algoritmi di 
classe superiore operanti mediante polinomi interpolatori, o meglio nel dominio delle 
frequenze (DCT), minimizzano tale errore "spalmando" l'informazione su più pixel 
(similmente ad un sfocatura). La presenza di una soglia nell'operazione di binarizzazione 
rende però ambiguo il riconoscimento del punto medio, con generazione, anche in questo 
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caso di linee spezzate; 
 ingrandimento di un'immagine ripresa da un sensore con risoluzione minore su un 
monitor a risoluzione maggiore. Questa situazione è molto frequente in telefilm di tipo 
poliziesco. Accade spesso di vedere immagini che vengono ingrandite fino ad 
evidenziarne dettagli ben oltre l'esperienza dell'utente: nel caso reale ingrandendo 
l'immagine si scopre la tassellatura dei pixel e non è possibile eliminarla. Gli algoritmi 
destinati ad aumentare la risoluzione, aumentano apparentemente la risoluzione 
dell'immagine stessa ma senza, ovviamente, poter aggiungere le informazioni mancanti. 
Gli effetti nel caso trattato sono del tutto paragonabili a quanto detto prima. 
 
Nel seguito (Tabella 3) sono riportati alcuni test sulla immagine dell'area di lavoro, trattate in modo 
da evidenziare quanto detto prima: 
 
Immagine 
originale del 
marker 
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Immagine 
(particolare 
del marker) 
estratta 
dall’immagine 
precedente 
grazie alla 
funzione 
snapshot di 
METAIO 
 
Immagine 
(particolare 
del marker)  
con 
sottocampiona
mento 
65 
 
 
Immagine 
binarizzata 
dell’originale 
con algoritmo 
adattivo 
 
Immagine 
binarizzata 
dell’originale 
con algoritmo 
non adattivo 
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Immagine 
binarizzata 
dell’originale 
con algoritmo 
adattivo ma 
sotto-
campionata 
 
Errore tra 
l’immagine 
originale 
binarizzata 
con filtro 
adattivo ed 
l’immagine 
originale 
binarizzata 
con filtro 
adattivo ma 
sotto-
campionata 
Tabella 3: Confronti svolti per la corretta binarizzazione di un'immagine 
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Figura 50: Carico CPU vs FPS 
Figura 51: COS di ARTag 
Ultimo, ma particolarmente importante nel caso pratico, è il parametro FPS (fotogrammi per 
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secondo), ch incide notevolmente sulla qualità del trattamento dei dati. In maniera più precisa, 
maggiore è la frequenza di acquisizione dei fotogrammi, maggiori saranno le risorse richieste 
all'elemento di calcolo; valori di FPS troppo elevati portano il sistema a scartare automaticamente 
tutti i fotogrammi non processabili, a rallentamenti del sistema e/o dell’algoritmo di 
riconoscimento, fino anche al “freeze” del software. Tuttavia non esiste una diretta correlazione 
(una sorta di requisiti minimi) tra FPS e caratteristiche hardware disponibili; per questo motivo, nel 
caso di studio, è stato testato un range di variazione tra 0 e 35 FPS, scegliendone il valore ottimale 
pari a 15. Tale valore è emerso da diverse prove, sintetizzate in Figura 50, in cui si nota un calo del 
carico della CPU, vicino ai 25 FPS, (curva centrale: carico cpu relativo solamente all'attività AR), 
con conseguente calo delle prestazioni di tracking e virtualizzazione. È, inoltre, riportato il carico 
medio della CPU (media di valori ottenuti in diverse prove) in grassetto, ed, in linea sottile il carico 
max-min fra i vari core e prove svolte. 
La realizzazione dei modelli tridimensionali è stata svolta tramite utilizzo di un software specifico 
per modellazione 3D. In questo caso è stato utilizzato il software SolidWork. Durante la 
modellazione degli oggetti/pezzi, è stata prestata particolare attenzione a: 
 unità di misura del componente; queste hanno un rapporto di 1:n fra oggetto virtuale e 
dimensioni reali proiettate sull’area di lavoro. Il valore di n dipende da eventuali modifiche 
attuate via software e dalle specifiche del sistema di tracking.  
Modifiche specifiche svolte tramite il software AR, come variazione della scale di 
riproduzione o modifica di altre proprietà, sono possibili dalla schermata object, del 
modulo Unifeye. In questo caso è possibile, ad esempio, scegliere di impostare le 
dimensioni del pezzo rappresentato pari al doppio della dimensione del pezzo caricato, 
impostando la scale ad 1:2. 
Esistono, tuttavia, fattori esterni che possono alterare tale rapporto. Infatti nel caso di 
ARTag, la dimensione reale del marker funge da moltiplicatore/divisore del fattore di scala. 
Nel caso di utilizzo di marker da 100mm (come fatto in questo studio), dimensioni dei 
pezzi virtuali avranno un rapporto 1:1; 1mm della geometria virtuale equivarrà, a meno di 
errori nelle calibrazione del sistema, ad 1mm sovrapposto al reale sistema di tracking. 
Eventualmente l'utilizzo di marker di dimensioni minori a 100mm, come marker da 80mm 
(utilizzati nei precedenti lavori di tesi), provocano un riduzione del rapporto (1:0.8).  
Nel caso di tracking tramite markerless, il rapporto varia in maniera simile a quanto detto 
per l’ARTag. L’elemento da dimensionare, in questo caso, è la grandezza dell’immagine di 
riferimento. Il tool per l’acquisizione di tracking markerless (analizzato in seguito) 
permette di impostare la dimensione reale dell’immagine da tracciare (valgono gli stessi 
rapporti detti prima); 
 impostazione del sistema di riferimento. il sistema di riferimento utilizzato per la 
creazione del pezzo 3D, viene trasportato sul sistema di tracking utilizzato, tenendo presente 
la nomenclatura mostrata in Figura 51. 
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7.2.3.2 Set-up avanzato 
Figura 52: Disposizione multimarker 
Questo paragrafo verterà sulla descrizione delle procedure messe in atto per rendere funzionante il 
sistema OST. Ad esempio, a causa della mancanza di un driver specifico che possa gestire le 
immagini dirette all’OST (come fatto per la telecamera) la risoluzione di questo non è stata 
modificabile. Perciò essendo la sua risoluzione nativa pari a 800x600 è stato impostato lo stesso 
valore per l'uscita video.  
Estremamente importante, sia in questo lavoro di tesi, sia nel caso di utilizzo di un qualsiasi 
dispositivo OST, risulta l'assegnazione dei valori di traslazione e rotazione di HandEye e COS. 
Infatti il primo, COSOffset, viene utilizzato per spostare e ruotare il sistema di riferimento di una 
quantità arbitraria, rispetto al piano dove è/sono collocato/i il/i tracking. Nel caso pratico, è stato 
assegnato un valore di translation dei marker, della stazione di assemblaggio, tali da rappresentare 
un unico COS (logica multimarker) posto al centro del pianale di assemblaggio, come mostrato in 
Figura 52. 
Il parametro HandEyeCalibration Offset, invece, essenziale per il corretto allineamento delle 
immagini dell'OST, contiene i parametri intrinseci ed estrinseci provenienti dalla calibrazione 
sextant o dalla OST Calibration. Nel lavoro di tesi sono stati usati questi valori: 
 Translation Offset: 
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o X: 5.0759 
o Y: 31.741 
o Z: -318.9 
 Rotation Offset: 
o X: -0.085104 
o Y: -0.012066 
o Z: 0.0058682 
o W: 0.99628 
7.2.4 Attività svolte con il modulo Workflow 
In questo paragrafo verranno illustrate diverse azioni/blocchi della modalità Workflow, utilizzate 
nella realizzazione del lavoro in laboratorio. La loro descrizione è funzionale alla comprensione 
dell'intera procedura. Alcune fra queste sono state appositamente realizzare perché non presenti fra 
le librerie proprie di METAIO. 
 "Load multiple geometry" (appositamente creata): azione simile a "Load geometry", con 
l'aggiunta della possibilità di caricare più di una geometria contemporaneamente. Il blocco 
contiene, inizialmente, solo un riquadro, "Number of geometries" in cui è necessario 
selezionare il numero di geometrie da caricare. In base al numero qui impostato vengono 
creati altrettanti riquadri "Geometry" e "CosID" in cui bisogna selezionare, rispettivamente, 
la geometria ed il relativo COS a cui è assegnato. In questo modo è possibile, ad esempio, 
assegnare più geometrie ad un unico COS, mentre non è possibile fare l'opposto. Malgrado, 
questa azione, garantisca il caricamento simultaneo di più geometry, non permette la 
possibilità di assegnare le relative proprietà. Se, quindi, è necessario modificare tali 
parametri bisognerà aggiungere l'azione "Set Geometry Properties". Questo blocco è di 
particolarmente utile nell'implementazione della logica multimarker. 
 "Track / Don't track X of Y tracking targets": quest'azione, originale nella sua definizione, 
si è rivelata essenziale per strutturare la logica del Workflow. Il blocco possiede un pulsante 
di ingresso (blu) e 1+n pulsanti di uscita (1 blu ed n verdi). Il valore di n corrisponde al 
numero di CosID di cui bisogna fare il tracking/don't tracking; l'uscita "Done" viene 
attivata solo se la condizione di tracking viene rispettata, ad esempio: se vengono 
identificati e tracciati, dal sistema AR, tutti i COS selezionati. 
Inizialmente, il blocco, si presenta con due riquadri, Y ed X. Il primo indica il numero di 
COS che vengono usati per l'azione; il secondo (X) definisce il numero di COS che devono 
essere identificati (tracked) rispetto al numero totale di COS, Y. Se viene spuntato il check, 
la funzione del campo X diventa l'opposto di quanto detto. Quindi se si imposta il "Don't 
Track" non dovranno essere identificati X COS per attivare l'uscita Done; 
 "Display Message": azione che permette di impostare la visualizzazione di un messaggio 
(bi-dimensionale) a schermo. Questa, oltre input ed output (con l'aggiunta di un'uscita 
Return), presenta un campo di testo in cui digitare il messaggio da visualizzare. 
Continuando, sono presenti "Color", cioè il colore dello sfondo della scritta, "Alpha", cioè la 
trasparenza della scritta e del suo sfondo, e "FrontColor", cioè il colore del testo. 
Ultima opzione è "Remove all messages", che permette di eliminare precedenti 
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comunicazioni sostituendo la seguente. Tale opzione è particolarmente utile perché i 
messaggi creati da questo blocco appaiono nella parte superiore dell'uscita video, 
rimanendovi fino ad un successivo comando di remove message; 
 "Null action": azione estremamente semplice, ma al tempo stesso molto utile. Questo blocco 
ha una entrata ("Start") ed una uscita ("Done"); quando il blocco riceve un input viene 
attivato subito l'output. Sostanzialmente, come accenna il nome, non viene svolta nessuna 
"azione". La sua utilità risiede nella possibilità di connettervi diversi input ed output, 
diventando una sorta di sincronizzatore o gate per il workflow; 
 "Load tracking configuration and start camera" (creata): è un'azione che unifica altre due: 
"Loading tracking configuration" e "Start camera". Questo modulo possiede i già noti 
campi ("Tracking config", "Camera calibration" e "Camera ID").  
L'utilità di questa azione risiede nella sua funzionalità unificata, riducendo, inoltre, il 
numero di blocchi da caricare all'avvio del Workflow (minor impatto in termini di risorse 
hardware); 
 "Cancel action" (creata): come per l'azione tracking/don't tracking, anche questa, ricopre un 
importantissimo ruolo nel lavoro di tesi. L'azione è dotata di quattro pulsanti, due in 
ingresso ("Cancel" e "Start") e due in uscita ("Canceled" e "Done"). Se il blocco viene 
attivato dall'ingresso "Start", non segue nessuna azione, e l'uscita "Done" viene innescata. 
Mentre, se il blocco riceve l'input dal pulsante "Cancel", il flusso, viene subito deviato 
all'uscita "Canceled", senza fornire nessun output a "Done". L'utilità di questa azione, anche 
se intuitivamente semplice, verrà precisato nei successivi paragrafi; 
 "Synchronize action": come suggerisce il nome, quest'azione serve a sincronizzare gli input 
che le arrivano. Viene utilizzata principalmente in caso di flussi paralleli, in presenza di 
ritardi nell'esecuzione di azioni o altre situazioni che prevedano uno sfasamento fra il 
procedere nell'esecuzione del workflow ed il suo avanzamento previsto. 
7.3 Utilizzo See-Through 
7.3.1 Strutturazione ambiente 
Per ambiente AR strutturato si intende un ambiente o area di lavoro che presenti dei riferimenti 
fisici o visivi, a cui la Realtà Aumentata faccia riferimento per collocare i dovuti sistemi di 
riferimento/COS. Nella sua accezione più generale, si riferisce al modo in cui oggetti, strumenti, 
componenti dell'ambiente sono ivi disposti secondo una determinata struttura.  
La strutturazione di un ambiente AR è non solo necessaria per il suo funzionamento, ma anche 
vincolante le prestazioni finali. In questo lavoro di tesi, le condizioni finali che il sistema e 
l'ambiente di lavoro devono avere, sono frutto di diversi passaggi logici. Si è quindi:  
I. studiato il conteso applicativo, riprodotto in laboratorio;  
II. analizzate le peculiarità e potenzialità del "cuore e cervello" del sistema AR (software AR) e 
"dell'occhio" (See-through);  
III. studiata la miglior struttura per raggiungere gli obiettivi prefissati (sistema di tracking, 
influenza dell'illuminazione, modalità di interazione del sensore di forza, procedura di 
correzione degli errori).  
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Diversi autori hanno preso in esame il problema di come strutturate un ambiente AR in contesto 
industriale, cercando di fornire una tipologia generale, utilizzabile in tutti gli ambienti. Malgrado i 
numerosi sforzi, non sono ad oggi presenti sistemi che possano essere riprodotti, senza modifiche 
piccole o grandi, nel relativo contesto applicativo. 
Ad esempio, nello studio "Incorporating User Preference to Represent Information for Manual 
Work Supported by Augmented Reality"[49], l'autore, ha effettuato diversi test statistici su una 
stazione di assemblaggio manuale. Cercando di identificare la conformazione ideale degli oggetti 
guida (marker, contenitori ed oggetti virtuali) per agevolare l'assemblaggio da parte di un gruppo di 
utenti. Il risultato ottenuto è che, malgrado le dimensioni, colori, forme degli oggetti dell'ambiente 
AR influenzino significativamente la corretta interpretazione delle informazioni, non esistono valori 
ottimali degli stessi. 
7.3.2 Tracking markerless 
Processori sempre più potenti e miniaturizzazione dei componenti hanno reso il tracking visivo di 
uso comune e largamente impiegato in diverse applicazioni. L’elaborazione delle immagini, una 
volta estremamente onerosa, sia in termini di tempo che di hardware necessario, appare oggi alla 
portata di quasi tutti i calcolatori, smartphone compresi. I sistemi basati su ARTag (ormai 
notevolmente ottimizzati) sono diventati più "robusti" rispetto al passato e hanno anche portato ad 
una riduzione dei requisiti hardware.  
Tuttavia il loro uso è sempre molto delicato perché richiede uno studio preventivo dell'ambiente ed 
una continua manutenzione del tracking system. Per ridurre i tempi e la complessità necessaria ad 
attrezzare con marker, un sito di lavoro, sono state studiate tecnologie che non richiedono la 
presenza di elementi aggiuntivi (come, appunto, i markerless).  
Il loro sviluppo e diffusione è funzione, oltre che della maggiore potenza di calcolo disponibile, 
anche di algoritmi per il tracking e image capture di tipo innovativo. Lo scopo della tecnologia 
markerless è quello di provvedere al riconoscimento e tracking in un ambiente reale senza l'utilizzo 
di specifici elementi distintivi.  
I sistemi markerless possono essere divisi in due categorie:  
 sistemi attivi, dispositivi che emettono un segnale luminoso, nello spettro del visibile o 
dell’infrarosso, sotto forma di luce laser o impulsi di luce modulati; 
 sistemi passivi, che si basano puramente sull’acquisizione delle immagini dell'ambiente 
reale.  
In generale i sistemi attivi forniscono informazioni continue nell'ambiente circostante, in modo da 
poter essere facilmente individuati; richiedono, però, un ambiente di lavoro controllato ed 
estremamente strutturato, molto dissimile da una stazione di assemblaggio. Risulta evidente che, tali 
sistemi, siano volti ad altri contesi (es. cinematografico del capture motion, ludico, medico), che 
non quello industriale.  
Di diverso funzionamento sono i sistemi passivi. Questi, sfruttano un'immagine ripresa in tempo 
reale e ne confrontano la somiglianza con un'immagine di riferimento. Tale confronto è volto al 
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riconoscimento di forme, colori (livelli di grigio), estrazione delle informazioni 
spaziali/geometriche ed all'inseguimento degli oggetti. Il risvolto della medaglia, in questo caso, 
risiede nella capacità di identificare la somiglianza fra le due immagini; esistono quindi alcuni 
particolari parametri da considerare (differenti rispetto al generico caso di ARTag), tra cui: 
 tempo di riconoscimento: quanto tempo, o quante immagini sono necessarie al software 
AR perché individui le features necessarie al tracking; 
 angolo di riconoscimento: angolo massimo di inclinazione tra immagine e piano 2D del 
tracking system, per cui avviene il riconoscimento; 
 distanza massima: massimo valore di distanza tra paino 2D del tracking system e sistema di 
riferimento della fotocamera; 
 caratteristiche delle immagini: ogni software richiede precise "proprietà" dell'immagine 
per poter ritenerla un valido trackign system. 
 
Nel caso di studio, il software AR, METAIO SDK, offre la possibilità di effettuare il tracking in 
modalità markerless, mentre non è disponibile la modalità basta sul modello numerico 3D 
(brevemente esposto in seguito). Anche se i passaggi per utilizzare una qualsiasi immagine come 
tracking system sono noti, l'algoritmo che ne permette il riconoscimento non è accessibile/dichiarato 
(di natura differente rispetto all'algoritmo di ricerca dei marker). Questo si traduce nell'impossibilità 
di analizzare a pieno il modo in cui opera il software AR. 
In ogni caso, per capire se la tecnologia markerless è sufficientemente robusta da poter essere 
applicata nell'area di lavoro, è necessario fornire alcuni chiarimenti. Le informazioni fornite dalla 
casa produttrice del software, riguardo la bontà di un markerless, suggeriscono: 
 utilizzo di un pattern (intesa come immagine di riferimento) molto articolato, cioè con 
diversi particolari e rilievi; 
 utilizzare immagine ricca di colori (che si tradurranno in scale di grigio per via della 
binarizzazione), con molti bordi e ricca di contrasti. Sono da evitare immagini di solo testo o 
immagine con abbondante ombreggiatura; 
 evitare immagine troppo scure (zone nere troppo abbondanti), ma anche punti di 
riflessione della luce nell'immagine stessa; 
 avere sempre l'immagine di riferimento in un formato "comune", come ad esempio 
immagini rettangolari (3:2 o 4:3); 
 la dimensione minore dell'immagine di riferimento deve essere compresa tra 150px - 200px; 
 avere l'immagine nel mondo reale (tracking object) dello stesso rapporto di assi rispetto 
all'immagine di riferimento; 
 evitare superfici o materiali del tracking object con alta riflettività; 
 cercare di avere l'immagine di riferimento, catturata alla stessa distanza media per cui verrà 
utilizzata. Questo particolare, malgrado molto difficile da soddisfare, rappresenta un 
grandissima differenza fra marker (con dimensioni, e quindi anche prospettive, note) e 
markerless (la cui geometria è, molte volte, di difficile identificazione); 
 angolo tra piano della fotocamera e piano del trackign object pari, al massimo, a 45°.   
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Nel seguito vengono esaminate le principali tecniche di tracking markerless cercando di 
evidenziare, attraverso lo studio delle fonti bibliografiche, le caratteristiche salienti (ed i limiti) di 
questa tecnologia. Resta punto fermo la non conoscenza dell’algoritmo (o dell'euristica) utilizzata 
da METAIO. Unico punto di partenza sono stati due articoli [50] ed [51] sui temi del markerless, 
presentati in congressi internazionali dai ricercatori METAIO. 
Platonov e Langer (autori dei due articoli) notarono le difficoltà nell'utilizzo di ARTag in contesto 
industriale. D’altra parte i numerosi tentativi di risolvere il problema della stima delle posizioni  
senza l'uso di marker (ad esempio [52] e [53] ), non avevano dato risultati rilevanti nei test in 
applicazioni industriali reali. Platonov e Langer partono, quindi, dallo studio svolto in un precedente 
lavoro ed “alleggeriscono” gli algoritmi, a danno della qualità e generalità degli stessi. 
Dividono il problema delle applicazioni AR markerless in due fasi: inizializzazione e tracking.  
 
Fase di inizializzazione: la disponibilità di dati 3D derivanti da applicazioni CAD-CAM modifica 
in modo sostanziale la fase di inizializzazione. Essa affronta il problema di determinare una matrice 
di proiezione dell’immagine ripresa dalla telecamera, senza alcun vincolo per la posa e senza alcuna 
conoscenza delle pose precedenti, in uno spazio 3D. 
Se lo spazio 3D contiene il modello numerico delle parti di interesse è possibile eseguire 
l’operazione di match in modo efficiente; gli autori assegnano ad ogni faccia del modello CAD  un 
unico tag (ad esempio colore) e producono una vista utilizzando un  punto di ripresa Pt-1. In queste 
condizioni, viene calcolato un indice di corrispondenza con l'immagine 2D ed indicato con uno 
specifico pedice. Il processo viene ripetuto più volte fino a trovare il piano 2D (ottenuto dal modello 
3D) che minimizza l’errore mediante l’approccio di  Levenberg-Marquardt. La Figura 53 
rappresenta schematicamente il procedimento. L'unico vincolo  che viene posto è che si operi 
sempre con una telecamera nota (parametri intrinseci noti). 
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Figura 53: Processo di match tra immagine ed una delle viste ottenibili dal modello 3D assegnato il 
punto di ripresa 
Nel caso non sia disponibile il modello 3D dell’oggetto nel piano di lavoro (come nel caso di questo 
lavoro di tesi), gli autori ritengono che il problema diventa risolvibile nel momento in cui sia 
possibile stabilire un numero sufficientemente ampio di corrispondenze 2D-3D, attraverso l’utilizzo 
di keyframe. Il concetto di keyframe è qui usato come frame associato al numero minimo di 
spezzate presenti nei frames (ovvero il frame più pulito e con meno contorni). Per l’estrazione dei 
contorni viene usata un algoritmo di binarizzazione (non critico) ed un algoritmo di "erosione". 
Perciò, per generare dei keyframes è necessario disporre di un sistema di ripresa affidabile dal punto 
di vista dell'identificazione delle coordinate (del componente e del sistema di ripresa). Poiché l'uso 
di questa metodica non è praticabile per applicazioni industriali mobili (difficile generazione dei 
keyframes e bassa stabilità del sistema), gli autori hanno utilizzato una metodologia di tracciamento 
innovativa e proprietaria METAIO, con un  marker di base.  
Per acquisire un fotogramma chiave (keyframe), l'utente deve posizionare un oggetto noto in una 
posizione nota del sistema di coordinate, come mostrato in Figura 54. La ripresa della fotocamera 
viene usata per  stabilire le corrispondenze 2D-3D, come descritto nella sezione precedente. Il 
fotogramma video, la corrispondenza 2D-3D e la posizione della fotocamera, vengono memorizzati 
in un elemento chiamato "key frame structure". L'intera procedura viene quindi ripetuta per creare 
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un numero di fotogrammi chiave variabile tra 10 e 15. I keyframe dovrebbero, se possibile, coprire 
l'intero spazio di lavoro per permettere l'inizializzazione da tutte le posizione assumibili dalla testa 
dell'utente (punto di posizionamento della telecamera). 
Figura 54: Processo di match tra immagine ed una delle viste ottenibili dal modello reale 
utilizzando un marker di inizializzazione 
Fase di tracking: il problema principale del modello di inseguimento, creato con una macchina 
fotografica monoculare può essere formulato come segue: 
“Data la posizione della telecamera  Pt-1 a un certo istante t -1, avendo le immagini video Si-1 e Si 
scattata al tempo t -1 e t  nell'area di lavoro 3D comprendente il modello M, stimare la posizione 
della telecamera all’istante  Pt" 
L’algoritmo completo e le motivazioni di scelte semplificative sono presenti in [50].  
7.3.3 Test su Markerless 
I test effettuati sulle immagini markerless, ma anche su marker tradizionali, hanno seguito uno 
schema logico mostrato in Figura 55; nel successivo paragrafo viene illustrato, in dettaglio, il loro 
svolgimento. 
77 
 
In ogni test è stata posizionata l'immagine stampata su sfondo bianco semi-lucido (tavolo esterno 
all'area di assemblaggio); inoltre: 
Figura 55: Logica di studio sistemi di tracking 
 le dimensione dell'immagine stampata rispettano le dimensioni (ratio) della correlata 
immagine di riferimento; 
 l'illuminazione è puramente artificiale e di tipo diffuso in tutto l'ambiente; 
 l'inquadramento degli oggetti è avvenuto posizionando il dispositivo (HMD + telecamera) a 
circa 50-70 cm dall'immagine stampata (distanza simile a quella di utilizzo nella stazione di 
assemblaggio); 
 l'inquadramento degli oggetti è avvenuto con angolo tra fotocamera ed immagine variabile 
tra 0 e 60°; 
 ogni immagine è sta inquadrata per 20 secondi, variando l'inquadratura ogni tre secondi;  
 i tentativi di tracking (ripetendo il processo di ricerca) sono stati tre, per immagine. 
Il software METAIO fornisce alcuni esempi di markeless, essi sono stati utilizzati per effettuare test 
preliminari.  
Dalla Figura 56, si nota come le quattro immagine proposte hanno caratteristiche molto differenti 
fra loro: 
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 "il pesce", presenta colori molto vivi e forti contrasti; non presenta un gran numero di 
particolari, bensì zone con colori uniformi; 
 "monumento", ha tonalità scure, ma un gran numero di dettagli; 
 "fiore", immagine in bianco e nero; il pattern che la caratterizza si potrebbe definire 
elementare, senza grandi sfumature, ma con una grandissima asimmetricità delle forme; 
 "eroe", le cui dimensioni (in pixel) sono pari al doppio dell'immagine "fiore" (immagine 
molto grande). Questa figura è la più completa di tutte, perché possiede sia zone di colore 
uniformi, sia forti contrasti; le sfumature e due grandi scritte porterebbero, però, a ritenere 
questa immagine non tanto buona per il tracking. 
Figura 56: Immagini test METAIO, da sinistra verso destra, pesce, monumento, fiore, eroe 
I primi test sono stati indirizzati alla verifica dell'impatto delle dimensioni del markerless sulla sua 
qualità (determinata tramite l'apposita utility) e sulla capacità di tracking (valutata con indici 
esterni). Oltre le immagini consigliate, sono state svolte considerazioni, anche, su un classico QR 
Code, mostrato in Figura 57. 
Figura 57: QR Code di prova 
I risultati sono presentati in Tabella 4 (alcune dimensioni delle immagini stampate sono vincolate al 
massimo spazio disponibile sui pezzi, paragrafo 5.1). La definizione della tracking quality, presente 
in tabella, prevede: 
 no: l'immagine non è stata tracciata in nessuno dei tre test; 
 bassa: l'immagine è stata tracciata in almeno uno dei tre test; 
 media: l'immagine è stata tracciata in almeno due dei tre test; 
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 alta: l'immagine è stata tracciata in tutti e tre i test. 
Immagini con tracking quality intermedia (es. medio-bassa) indicano che, malgrado sia avvenuto il 
tracking in uno dei tre test, questo non è stato mantenuto per la maggior parte del tempo, perdendo, 
quindi, la posizione. 
Nome Immagine 
Dimensioni 
immagine di 
riferimento (px) 
Dimensioni 
immagine reale 
(mm) 
 Quality % Tracking Quality 
Pesce 7056 x 4798 22,00 x 14,96 78.6 % Bassa 
Pesce 14432 x 9814 45,00 x 30,60 75.9% Media-Bassa 
Monumento 142 x 107 50,00 x 37,75 77.4% Media-Bassa 
Fiore 592 x 446 208,84 x 157,34 62.3% Alta 
Fiore 119 x 90 41,98 x 31,75 63.4% Media-Alta 
Eroe 537 x 563 142,08 x 148,96 66,5% Alta 
Eroe 180 x 189 47,65 x 50,01 76,7% Media-Alta 
Eroe 126 x 132 33,34 x 34,92 71,9% Media 
QR Code 42 x 41 11,11 x 10,85 84,9% Bassa 
QR Code 72 x 71 19,05 x 18,79 86,1% Bassa 
Tabella 4: Risultati test markerless, 1° livello di dettaglio 
Analizzando i dati prodotti sono state effettuate alcune considerazioni: 
 gli esempi di immagine markerless forniti da METAIO sono di buona qualità, se considerate 
le dimensioni testate, abbastanza ridotte. Sono state usate, in alcuni casi, dimensioni 
relativamente piccole (meno di 5 cm), cercando di prevedere il tracking nella condizione più 
critica, cioè il collocamento del markerless sulla faccia inferiore del pezzo 1 (soli 37,5 mm 
di lato lungo); 
 non è stata trovata una precisa connessione fra dimensione dell'immagine reale e Quality % 
fornita dall'utility Unifeye. Basti notare che qualità alte (70% - 100%) sono proprie 
solamente delle immagini "pesce" e "monumento", che però non raggiungono una tracking 
quality media.  
D'altro canto, il QR Code, che ha una quality % molto alta, ma dimensione molto piccole 
(11 x 11 mm circa rispetto a 20 x 15 mm circa del "pesce"), ha una tracking quality molto 
simile ad immagine più grandi. 
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 è possibile notare una correlazione tra dimensioni dell'immagine reale e tracking quality. 
Mediamente, maggiore è l'immagine da tracciare (dimensionando correttamente l'immagine 
di riferimento), più alto sarà il valore di tracking quality. Sicuramente i risultati ottenuti 
sono condizionati proprio dalla conformazione dell'immagine, ma evidenziano un 
importante risultato: tracking quality medio-alta dell'immagine "fiore" con dimensioni di 
soli 42 x 32 mm; 
 l'immagine "eroe", la quale presenta idealmente diverse condizioni "critiche" per il 
riconoscimento, si è dimostrata un buon markerless. Addirittura con dimensioni ridotte (lato 
lungo 35 mm circa) continua ad avere ottima quality % e buona tracking quality. 
 
Avendo notato l'importanza della relazione pattern/struttura interna dell'immagine, piuttosto che 
dalle dimensioni reali/di riferimento, sono stati svolti ulteriori prove. L'attenzione si è spostata sulle 
caratteristiche dell'immagine.  
In Figura 58 sono mostrate immagini dotate di geometrie evidentemente riconducibili a ripetizioni 
di pattern. Alcune hanno asimmetricità maggiore di altre, le sfumature sono quasi inesistenti e sono 
tutte in bianco e nero.  
Figura 58: Immagini test pattern, da sinistra verso destra, cerchi, colombe, lettere, multipattern, 
prismi, rete spirali, QRCode 
Proprio queste forme sono state scelte per la loro capacità di mantenere un "struttura" geometrica 
ricorrente ma asimmetrica, anche se ritagliate (forti contrasti, bordi, spigoli, curve, ecc). Questa 
proprietà è utile se si pensa alle geometrie dei pezzi soggetti ad assemblaggio; molte volte questi 
hanno spazi ridotti, involuzioni e superfici nascoste, che non permettono  l'inserimento di un 
tracking system. Anche i pezzi studiati sono stati progettati proprio per simulare problematiche di 
questo tipo. Analizzandoli, avremo che le superfici libere più ampie, sono: 
 pezzo 1: sulla faccia Fa, lo spazio più ampio per collocare un marker frontale forma una L. 
Ambo i lati sono di 2*10 cm. È stato previsto un marker ad L con queste dimensioni;  
 pezzo 3: la superficie più ampia sulla faccia Fa è un quadrato di lato 5 cm; è stato previsto 
un marker quadrato con tali dimensioni; 
 pezzo 4: la superficie utilizzabile è 5*5 cm, in ambo le facce. 
Gli obiettivi di questi test sono, valutando sempre Quality % e Tracking Quality: 
 utilizzo della funzione "Region Selector" per aumentare la tracking quality di un'immagine; 
 confrontare immagini di tracking quadrate ed a L; 
 confrontare la qualità finale del tracking, utilizzando immagini di riferimento con e senza 
sfondo (sfondo dato dal montaggio dell'immagine di tracking sul pezzo), come mostrato in 
Figura 59.  
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Figura 59: Tracking image con sfondo (sinistra) e senza sfondo (destra) 
I risultati sono mostrati in Tabella 5: 
Nome 
Immagine 
Forma 
dell'immagine 
di riferimento 
Sfondo 
nell'immagine 
di riferimento 
Utilizzo 
Region 
Selection 
Dimensioni 
immagine reale 
(mm) 
 
Quality 
% 
Tracking 
Quality 
Cerchi Rettangolare Si No 211,67 x 158,40 0% Bassa 
Cerchi L Si No 20 x 100  61.1% No 
Cerchi L Si Si 20 x 100 16.7% No 
Cerchi Quadrata Si No 50 x 50 0% No 
Colombe Rettangolare Si No 179,92 x 136,17 71.5% Alta 
Colombe L Si No 20 x 100 77.7% No 
Colombe L No No 20 x 100 72% No 
Colombe L Si Si 20 x 100 51.1% Media 
Colombe Quadrata Si No 50 x 50 60.1% Media 
Lettere Quadrata Si No 200 x 192 70.1% Media 
Lettere L Si Si 20 x 100 73.9 No 
Multipattern Quadrata Si No 96 x 96 53.3% No 
Multipattern L Si No 20 x 100 60.4% No 
Multipattern L Si Si 20 x 100 51.3% No 
Prismi Quadrata Si No 220,8 x 220,8 47.9% Alta 
Prismi L Si No 20 x 100 64.2% Bassa 
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Rete Quadrata Si No 100,5 x 105,8 72.1% Alta 
Rete Quadrata Si No 50 x 50 59.3% Media 
Spirali Rettangolare Si No 177,8 x 84,6 21.8% Bassa 
Spirali L No No 20 x 100 55.7% No 
Spirali L Si No 20 x 100 58.2% No 
Spirali L Si Si 20 x 100 45.8% No 
QRCode Quadrata Si No 59,27 x 59,27 35.8% No 
Tabella 5: Risultati test markerless, 2° livello di dettaglio 
Dai risultati mostrati nella precedente tabella si deduce che: 
 la possibilità di utilizzare tutta la superficie disponibile sulle facce di un pezzo non aumenta 
la tracking quality; al contrario, la quality % risulta sempre aumentata. Tuttavia, essendo 
più importante il valore della prima proprietà (tracking quality), in quanto rappresenta le 
performance effettive di un markerless, è stata assegnata maggiore importanza all'analisi 
dei markerless di forma quadrata e rettangolare; 
 lo sfondo dell'immagine, parametro inficiante solamente la bontà dell'immagine di 
riferimento, non ha generato notevoli cambiamenti negli indici di valutazione; 
 l'utilizzo di "region selection" porta miglioramenti molto discutibili sotto il punto di vista 
della tracking quality. La stessa cosa non può essere detta per la quality % che viene 
diminuita, rispetto al termine di paragone, in 4 test su 5.  
La capacità di aumentare le performance finali di un markerless, tramite l'utilizzo di regioni 
di interesse, però, è dipendente dalla struttura dell'immagine, dal numero di regioni indicate, 
dalla loro posizione e grandezza. Tutti questi fattori sono difficilmente studiabili, ma 
soprattutto, non possono essere generalizzati; 
 la selezione di immagini con precisa "struttura" ha portato ad alcuni risultati prevedibili. 
L'immagine "spirali" ha ottenuto bassissimi risultati, anche con dimensioni del tracking 
object (oggetto reale) abbastanza elevate. Era prevedibile che un'immagine del genere, 
senza precisi elementi che possano discriminare l'orientamento degli assi dei COS, 
ottenesse bassi valori di entrambe le quality. Stesso discorso può essere fatto per l'immagine 
"cerchi". Sono quindi da scartare tutte quelle immagini che non permettono all'algoritmo di 
stabilire riferimenti geometrici per orientare gli assi, o che non abbiano confini nettamente 
marcati (come nel caso dei "cerchi"). L'immagine "multipattern", d'altro canto, ha una 
sovrabbondanza di dettagli; risulta da preferirsi un'immagine con pochi dettagli ma marcati, 
piuttosto una con un gran numero.  
 
Ovviamente, immagini markerless del genere, non possono essere utilizzate per strutturare l'area di 
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lavoro; solamente in presenta di immagini di grandi dimensioni si potrebbero ottenere risultati 
equivalenti alla tecnologia ARTag (il confronto fra i due viene svolto nel paragrafo successivo).  
 
Successivamente sono stati condotti alcuni test per verificare la riconoscibilità delle sole facce dei 
pezzi da parte dell'algoritmo, riportati in Tabella 6. Il riconoscimento e discriminazione 
dell'orientamento dei pezzi tramite acquisizione della faccia "sbagliata" come immagine di 
riferimento è stata ritenuta estremamente improbabile per via delle finiture superficiali del pianale 
di assemblaggio e dei pezzi (alta riflettività, differenza fra la posizione corretta e sbagliata troppo 
poco marcata, in termini di struttura dell'immagine).   
Descrizione del markerless  Quality 
% 
Tracking 
Quality 
Pezzo 1 posto correttamente sul pianale di assemblaggio (posizione ed orientamento 
corretto) 
33.9% No 
Pezzo 1 posto correttamente sul pianale di assemblaggio con scritte poste sulla parte 
frontale (posizione ed orientamento corretto) 
24% No 
Pezzo 1 posto erroneamente sul pianale di lavoro (posizione corretta, ma orientamento 
sbagliato) 
70.6% Bassa 
Pianale di assemblaggio (senza presenza di altri elementi) 79.8% No 
Pianale di assemblaggio con un "elemento di attenzione" 51.8% No 
Pianale di assemblaggio con quattro "elementi di attenzione" 84.4% Bassa 
Pianale di assemblaggio con quattro "elementi di attenzione" e pezzo 1 posto 
correttamente sul pianale di lavoro 
80.5 Alta 
Tabella 6: Riconoscibilità facce dei pezzi 
Alcune prove sono state effettuato utilizzando l'elemento di attenzione mostrato in Figura 60. 
Figura 60: Elemento di attenzione, markerless 
84 
 
Risultato degno di nota riguarda l'utilizzo, come immagine di riferimento, del pianale di 
assemblaggio con quattro "elementi di attenzione" e pezzo 1 posto correttamente sul pianale di 
lavoro. Tuttavia, in un contesto industriale, è difficile prevedere il collocamento di oggetti multipli 
(elementi di attenzione) posti proprio sul pianale di assemblaggio, a causa dell'elevatissima usura a 
cui sono soggetti. Per questo motivo è stata tralasciata tale evenienza, malgrado l'alto livello di 
tacking quality e quality %. 
Figura 61: Marker 1 
L'ultimo test è stato condotto solo a fine illustrativo: valutare il comportamento dell'algoritmo di 
analisi e tracking markerless utilizzando l'immagine di marker tradizione (ARTag) come immagine 
di tracking. Le condizioni in cui è stata svolta la prova sono analoghe a quelle dei precedenti test; il 
tracking è del marker 1, automaticamente generato dallo strumento di METAIO (Figura 61). Con 
dimensioni pari a 100mm di lato, la quality % è 67.4%, con tracking quality alta. 
7.3.4 Tracking ARTag 
I sistemi con marker, chiamati ARTag, sono costituiti da immagini bidimensionali disposte 
nell'ambiente di utilizzo. L'ARTag è un sistema bi-tonale (bianco e nero), formato da un bordo 
quadrato ed una regione interna, formata da 6*6 celle bianche o nere; molto importante per il 
detection, è la netta divisione fra bianco e nero generata dal bordo.  
Parametri importanti, per definire la qualità di un marker, sono: tasso di riconoscimenti non corretti, 
tasso di scambio fra marker (quanto spesso un marker ID viene scambiato per un altro ID), 
dimensione minima per il riconoscimento e il grado di immunità alle variazioni di luce [54]. La 
dimensione minima di un marker è da intendersi come la minima dimensione in pixel per avere il 
riconoscimento.  
Facendo riferimento all'algoritmo di feature detection, precedentemente illustrato, esso: 
I. individua per prima cosa il quadrilatero (anche in presenza di distorsione prospettica); 
II. analizza l'interno del marker classificando le 36 celle con valori binari (1 o 0).  
Mediamente, utilizzando questa modalità di tracking (ARTag), la probabilità di avere un 
riconoscimento sbagliato è < 0.0039% [54], grazie anche all'utilizzo congiunto di tecniche di 
checksum e Forward Error Correction (FEC). 
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I test effettuati sui marker riguardano quatto dimensioni differenti di uno stesso marker ID, Tabella 
7. Queste prove sono state svolte posizionando il marker 1 sul pezzo 1. Quindi è stata verificata la 
tracking quality con le stesse modalità e condizioni esposte nel paragrafo precedente. Non è stato 
possibile ottenere la quality %, perché è propria solamente del riconoscimento markerless. 
Dimensioni 
marker  Tracking Quality 
15 mm Media-Alta 
20 mm Alta 
35 mm Alta 
45 mm Alta 
Tabella 7: Test marker 
Valutando i valori di tracking quality è evidente il divario che separa le due tecnologie, ARTag e 
Markerless. Markerless ben strutturati (anche se difficilmente utilizzabili in contesto industriale), 
come l'immagine dell' "eroe", con dimensioni 50 x 50 mm, sembrano ottenere la stessa tracking 
quality di un marker grande solamente 15 mm (quasi 35% più piccolo).  
In base a tali risultati e considerando il rapporto 
                 
                  
 (molto importante in una 
workstation) l'utilizzo di un tracking basato su tracking ARTag è, attualmente, la scelta migliore. 
7.4 Implementazione della procedura 
In questo paragrafo sono illustrati i passaggi fondamentali della logica Workflow, grazie ai quali è 
stato possibile realizzare la procedura finale e l'ottenimento degli obiettivi prefissati. 
Ogni pezzo viene controllato secondo la logica espressa in Figura 62. Il flusso logico, che descrive 
la metodologia in grado di discriminare gli errori di assemblaggio, è diviso in tre pari, colorate in 
verde, rosso e blu. Il flusso di partenza ed uscita, o eventualmente lo start e stop (in relazione al 
pezzo analizzato, start se è il primo pezzo, stop se è l'ultimo della procedura) sono rappresentati in 
nero. 
 Blocchi verdi: in questo colore sono rappresentati i blocchi iniziali, cioè quelli che avviano 
ogni fase della procedura di assemblaggio (fase 1 della procedura). Il workflow prevede 
semplici animazioni di presa.  
In questa parte del workflow l'unico elemento del sistema ad avere il ruolo di discriminatore 
è il sensore di forza. Esso permette di riconoscere se l'operatore ha effettivamente preso il 
pezzo giusto ed eventualmente ne verifica la deposizione (in caso si presa del pezzo 
sbagliato). Il sistema AR, o meglio il sistema di tracking in questo caso, fornisce solamente 
86 
 
le informazioni per virtualizzare i pezzi.  
Come visto in Tabella 2, malgrado il tracking dei marker posti sui pezzi possano permettere 
la discriminazione della presa di un oggetto, esistono evidenti problematiche nella sua 
realizzazione, come un marker coperto al momento della presa, inquadratura non 
sufficientemente ampia, posizione del pezzo vincolante la visibilità del marker, reazione del 
sistema molto lenta, ecc. Per questi motivi è stato adottato come unico elemento di 
discriminazione dell'errore di questa fase, il sensore di forza.  
Il blocco di scelta "è stato preso il pezzo giusto" viene tradotto con l'assegnazione di un 
"tasto" al riquadro di connessione fra i vari blocchi di azioni. Se il sensore di forza fornisce 
in input l'equivalente della pressione del tasto, che attiva il blocco di scelta, viene svolta 
l'azione connessa all'uscita "Yes", in caso contrario, il flusso procede considerando l'uscita 
"No".   
Da notare che ogni pezzo ha sempre la stessa struttura logica di presa, anche il pezzo 2; 
l'unico elemento che varia, nella procedura workflow, è il messaggio + animazione, che 
cambia in relazione alla tipologie di pezzo, fase in esame o errore commesso; 
 Blocchi rossi: questa serie di azioni è la più importante per realizzare l'individuazione 
dell'orientamento pezzi. Lo scopo dei blocchi rossi, è discriminare un 
orientamento/posizionamento sbagliato dei pezzi sul pianale, ad esclusione del pezzo 2 (viti) 
il quale non è riconoscibile dal sistema AR (impossibilità di collocare un marker sulle viti). 
Nel caso di pezzo 2 il messaggio e l'animazione mostrate saranno attivate solamente 
dall'input del sensore di forza, diversamente da tutti gli altri prezzi, i cui correlati errori sono 
riconosciti dal sensore di forza e/o dal sistema AR.  
Essendo una procedura specifica solamente del pezzo 2, il suo flusso di azioni viene 
mostrato con linea tratteggiata; 
 Blocchi blu: questo colore è riservato alle azioni svolte per il pezzo 2, cioè il serraggio con 
l'utilizzo della brugola. Tutte le azioni svolte qui, vengono controllate solamente dal sensore 
di forza (come per i blocchi verdi), lasciando all'AR solamente il compito di visualizzazione 
delle animazioni. Da notare, che essendo i blocchi blu riferiti solamente al secondo pezzo, 
tutti i flussi (frecce) sono rappresentati con linea tratteggiata e non continua. 
Dopo la presa della brugola avviene il serraggio delle viti; la forza impiegata durante questo 
task è misurata dal sensore di forza, il quale determina la buona riuscita dell'operazione. In 
caso contrario, le viti, devono essere rimosse e serrate nuovamente. 
Una volta concluso il ciclo di serraggio, i blocchi terminano con la visualizzazione 
dell'oggetto correttamente collocato; dopo ciò, viene guidata la deposizione della brugola 
per passare alle successive azioni. 
 Blocchi neri: questo colore, riguarda solamente i flussi di ingresso ed uscita dallo schema 
logico. Nel caso in cui sia stavo svolto il flusso per un pezzo che non è l'ultimo, le 
connessioni nere saranno da intendersi come un "Continue", riportando l'azione all'inizio 
della logica. 
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 Figura 62: Logica workflow  
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Nel blocco di scelta "L'oggetto è stato collocato correttamente", avverrà l'ingresso dei risultati del 
tracking e del sensore di forza; basta che uno dei due fornisca per primo l'equivalente della 
pressione del tasto, per attivare il riquadro di connessione con la prosecuzione del flusso nella 
relativa sezione ("l'oggetto è stato orientato correttamente" oppure "l'oggetto è stato posizionato 
correttamente"). Seguono le animazioni e messaggi relativi alla tipologia di errore di collocamento. 
La discriminazione dell'errore di orientamento, cioè l'input al sistema, che la logica AR ha lo scopo 
di fornire, non è della stessa natura dell'input generato dal sensore di forza. Se quest'ultimo fornisce 
un valore che non attiva il blocco successivo del workflow, il tracking tramite AR avviene tramite il 
ciclo rappresentato in Figura 63.  
Vengono utilizzate due serie di blocchi "Track/Don't track" e "Cancel action". I blocchi di 
tracking/don't tracking fungono da discriminatore: se viene tracciato il marker (cioè quello 
posizionato sul pezzo), allora viene attivata l'azione track/don't track superiore; mentre, se non 
viene tracciato il marker, si attiva l'azione inferiore. I successivi blocchi "cancel action" sono 
correlati ai precedenti ("track/don't track") in questo modo: se avviene il tracking del marker il 
"cancel action" superiore viene attivato, e contemporaneamente disattivato quello inferiore; se, 
invece, non avviene il tracking, segue la disattivazione del primo "cancel action" e l'attivazione del 
secondo. Connessi ai "cancel action" superiore ed inferiori, ci sono le restanti parti del flusso 
workflow, rispettivamente: la parte superiore viene attivata nel caso l'uscita dal blocco di scelta 
"l'oggetto è orientato male" sia yes. Se invece è No, viene attivata la parte inferiore del workflow 
(dal "cancel action" inferiore). 
Figura 63: Logica del tracking/don't tracking 
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Flusso importante è l'uscita Yes dai blocchi ("l'oggetto è stato orientato correttamente"e "l'oggetto è 
stato posizionato correttamente") che portano al precedente blocco di scelta. Questo loop sta a 
significare che: se l'oggetto non è stato collocato correttamente (azione attivata da sensore AR e/o di 
forza) deve esistere un errore di posizione o orientamento commesso dall'operatore. Se per un 
qualsiasi motivo questi due blocchi hanno entrambi uscita Yes (condizione teoricamente infattibile), 
verrà nuovamente verificato il giusto collocamento del pezzo, perché, questa volta, potrebbe essere 
attivata l'uscita Yes del blocco "L'oggetto è stato collocato correttamente".  
La parte dei blocchi rossi può terminare in un solo modo: tramite l'uscita Yes del blocco "L'oggetto 
è stato collocato correttamente". Per il solo pezzo 2, l'uscita porta alla sezione di blocchi blu. 
7.5 Utilità in ambito industriale 
Il sistema realizzato in questo lavoro di tesi, così come è stato sviluppato, non può essere utilizzato 
direttamente in un contesto differente da quello immaginato; è necessario affrontare, in ogni caso, 
uno studio preliminare dell'ambiente di utilizzo. L'elemento maggiormente vincolante, è proprio la 
procedura scritta in modalità Workflow. Questa presenta azioni/funzioni realizzate appositamente 
per la situazione in esame, difficilmente utilizzabili in altri sistemi AR. Ad esempio, lo 
"stratagemma" del tracking/don't tracking, per far discriminare un errore solamente tramite la 
componente AR, sicuramente non  sarebbe utilizzabile con forme di tracking diverse dall'ARTag. 
Risulta profondamente caratterizzante il contesto, la logica della struttura utilizzata; l'impiego di 
multimarker e l'abbandono della tecnologia markerless, ha portato vantaggi nella robustezza del 
tracking, ma anche grandissime limitazioni nelle scelte della struttura da progettare.  
Analogamente a quanto detto per la tecnologia di tracking, anche le funzioni svolte dal sensore di 
forza, sono di fondamentale importanza per il raggiungimento dell'obiettivo principale. Quindi, 
poiché quest'ultimo ed il sistema AR necessariamente devono comunicare, è stata ideata una 
modalità di interazione riferibile solamente alla procedura workflow, della quale è facile intuirne la 
particolare individualità.  
 
Ultimo elemento vincolante il contesto applicativo è proprio la flessibilità del sistema stesso. 
Tralasciando le componenti hardware (elemento di calcolo ed HMD), l'utilizzo della tecnologia 
ARTag prevede la presenza di un ambiente in grado di ospitare marker. I contesti industriali 
presentano si ambienti controllati, ma l'inserimento di riferimenti così "evidenti" non è sempre 
possibile/consigliabile. Condizioni atmosferiche e di illuminazione particolari, possono 
compromettere la qualità del tracking, ed il continuo contato tra marker ed oggetti, rovinerebbe 
notevolmente la qualità del sistema AR. Quest'ultimo è un elemento molte volte trascurato, ma 
tanto frequente ed importante che anche nel breve utilizzo in laboratorio la qualità di tracking dei 
marker studiati è diminuita notevolmente (proprio a causa del continuo strofinio).  
La disposizione dei marker, necessaria per il funzionamento completo del sistema, ha richiesto uno 
studio specifico; la collocazione degli elementi, quali i marker, su ogni pezzo, potrebbe comportare 
un costo aggiuntivo, nonché essere un vincolo realizzativo dei pezzi stessi, difficilmente superabile. 
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Basti pensare al caso di assemblaggio manuale di un gran numero di oggetti; i marker da collocare 
su ogni pezzo devono permettere di discriminare l'orientamento degli stessi, ed allo stesso tempo, 
essere abbastanza "evidenti" per il sistema di tracking, tutto essendo facilmente applicabili e 
removibili. 
Tutte le considerazioni ed i test sin qui presentati, portano alla necessità di svolgere un'accurata 
valutazione del costo e della complessità di implementazioni dell'AR, con tecnologia ARTag. Essa, 
infatti, richiede modifiche significative in fase di progettazione delle componenti e dell'ambiente di 
lavoro, che non sempre sono realizzabili in termini di costo. Malgrado ciò, dalla valutazione dei 
risultati raggiunti è stato dimostrato che un sistema AR permette un notevole incremento 
dell'efficienza nell'assemblaggio manuale. 
7.6 Sviluppi futuri della tecnologia AR e see-trough 
Lo sviluppo della tesi, ha permesso l’acquisizione di background e conoscenze specifiche relative 
sia all’AR (in alcune sue declinazioni), che ad alcune competenze relative allo specifico tema della 
tesi, ovvero all'applicazione  della tecnologia See-Through nello sviluppo di  sistema per il supporto 
di un operatore addetto all'assemblaggio manuale. Appare banale affermare che l’esperienza 
acquisita non permette di ipotizzare il futuro dell’AR. Con dovute limitazioni, è al massimo 
possibile fornire una interpretazione dei trend di sviluppo, rilevabili dall'analisi dell'attuale mercato. 
Figura 64: Sviluppo degli algoritmi di rilevamento dei contorni 
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Come visto durante l'illustrazione del lavoro di tesi, per realizzare uno scenario AR è necessario 
affrontare numerose scelte, sviluppare modelli e competenze, valutare l’avanzare delle prestazioni 
computazionali dei sistemi hardware e tener conto della futura disponibilità di algoritmi sempre più 
specifici ed efficienti. Solo a titolo di esempio è riportato in Figura 64 una procedura, sviluppata di 
recente dai ricercatori di METAIO, per l’estrazione dei contorni di una immagine (passaggio 
fondamentale nella tecnologia markerless), la quale si avvale di stage aggiuntivi e più complessi, 
rispetto ai moderni algoritmi di tracking markerless.  
 
Secondo Thomas Alt, co-CEO di METAIO (2014 Augmented World Expo - Santa Clara, 27-29 
maggio 2014) l'avanzata disponibilità di dispositivi informatici indossabili dovrebbe essere la 
sorpresa che la Realtà Aumentata riserva agli utenti (ma anche agli sviluppatori). Dispositivi sia di 
input (telecamere, micro piattaforme inerziali, telemetri laser, termografi e/o nasi elettronici), che di 
output innovativi, guideranno le nuove applicazioni.  
Già nel 1970, Sutherland, aveva percepito la limitatezza dell’interfaccia utente dei sistemi allora 
presenti. All’aumentare dei dati disponibili deve corrispondere un aumento della interattività, 
magari accompagnata da tecniche smart o di profiling per ridurre il numero di scelte da compiere, 
adattandole alle abitudini dell’utente. Una tecnologia AR così avanzata potrebbe generare molti 
miglioramenti in un contesto industriale estremamente mutevole e variabile, garantendo una 
correzione ottimale dei task tramite la conoscenza del comportamento dell'operatore. 
Numerosi produttori di software e hardware stanno lavorando per rispondere al quesito: quel’è il 
modo migliore per interagire con un HMD. 
Figura 65: Sviluppi del mercato AR 
Ci sono, ad oggi, diversi apporci a tale domanda, ad esempio: tasti fisici o controller collegati 
all'HudSet technology, HUD (come Oculus Rift), comandi vocali (come Google Glass), gesture 
spaziali (come Kinect, il controller Microsoft), ecc.  
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Tuttavia, molte di queste soluzioni non appaiono ergonomicamente valide o accettabili nel settore 
industriale. Perciò METAIO afferma che i futuri sistemi potrebbero integrare telecamera termiche, 
in grado di monitorare la firma termina lasciata sugli oggetti del mondo reale. Quella persistente 
firma di calore (per un lasso di tempo ragionevole in ambienti semi-controllati), può essere 
utilizzata per attivare azioni o comandi utili ad interagire con l'AR. Sicuramente questa tecnologia 
potrebbe essere una dei futuri sistemi di tracking, riconducibile alla modalità markerless. 
La società ha mostrato, qualche mese fa, un filmato esplicativo con l’utilizzo di un sensore FLIR e 
di un tablet, ma ritiene che impiegherà alcuni anni per realizzare un prototipo compatibile con il 
mercato (basso costo e grande affidabilità). Lo stesso Thomas Alt, ha poi aggiornato la previsione 
sullo sviluppo del AR, introducendo come target device lo smartphone, e presentato l’immagine in 
Figura 65. Diversamente da METAIO, altre aziende, hanno enfatizzato l'utilizzo del cloud, 
ipotizzando una distribuzione della richiesta di carico, tipica dell’AR, su più unità di calcolo. 
Tornando alle applicazioni sull'assemblaggio manuale, si potranno avere solo ricadute positive dallo 
sviluppo della tecnologia see-through e da quella di tracking. La risoluzione, anche parziale, dei 
problemi legati all’OSML (Open Space MarkerLess, contesto estremo), di recente focus di molti 
studi, porterà a vantaggi certi nelle applicazioni in dominio ristretto (come il contesto industriale). 
 
Nel marzo 2014, John J. Simmins, Technical Executive della EPRI, ha pubblicato su internet le 
slides di una presentazione fatta presso New York University (Figura 66). Nel seguito sono 
riportare alcune immagini che ben rappresentano i futuri campi di applicazione della AR 
nell’industria. In tutti è evidente la disponibilità di dati numerici, fruibili da sistemi di supporto alla 
progettazione e/o da sensori, con l’assenza nell'ambiente dei classici marker. Solamente 
un'immagine si riferisce ad ambienti aperti (OSML), e non strutturabili, ma presumibilmente 
potrebbero essere sfruttati gps e tecnologie di posizionamento per esterno. 
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Figura 66: Presentazione John J. Simmins, NYU 
Figura 67: Dispositivi see-through attualmente prodotti 
Il futuro sembra orientato più a Wearable Technolgy, che a singoli devices. Quando si tratta di 
tecnologia indossabile, i Google Glass sono i primi a venire in mente. Questo dispositivo è in realtà 
un computer indossabile, dotato di funzioni "latenti" di eye tracking e comandi vocali. I Google 
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Glass fanno sembrare che il futuro sia già arrivato, ma la tecnologia di produzione delle immagini e 
dei contenuti è ancora uno dei principali nei dell'AR, basti vedere il gran numero di produttori di 
dispositivi indossabili (Figura 67, fonte John J. Simmins della EPRI) e confrontarlo con la quantità 
di aziende produttrici di software AR.  
Dalle considerazioni fin qui esposte, è evidente che le limitazioni tecnologiche (tipo di display, 
metodo di proiezione, sistema di fusione con la realtà) sono in via di superamento, mentre rimane 
punto critico la strutturazione dell'ambiente. Con gli attuali sistemi non è possibile utilizzare la 
Realtà Aumentata senza dover porre dei riferimenti nell'ambiente di utilizzo, ed anche con tali 
premesse, le interazioni possibili sono limitate alle funzionalità previste in fase di programmazione. 
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8.Risultati 
Il sistema oggetto del lavoro di tesi è un sistema complesso, che include, come già detto: 
 un dispositivo OST indossabile (HMD); 
 una telecamera, resa solidale all'HMD; 
 un piano di lavoro, dotato di 4 diversi componenti da assemblare; 
 un sensore di forza/coppia che sorregge l'intera area di lavoro; 
 illuminazione strutturata; 
 computer dotato di software AR (METAIO). 
Il sistema fin qui realizzato prevede l'utilizzo di un'illuminazione artificiale, focalizzata sul pianale 
di lavoro e luce diffusa in tutto l'ambiente; l'utilizzo del dispositivo HMD è permesso 
dall'interazione con una procedura appositamente scritta in modalità workflow. I software AR 
(tramite il computer) elabora le informazioni della telecamera e del sensore di forza, facendo 
avanzare il workflow ed inviando le dovute informazioni al dispositivo HMD, tramite cavo.  
Figura 68: Disposizione marker nell'area di lavoro 
La componente AR del sistema sfrutta (Figura 69): 
 tre marker (ID da 1 a 3) da 100 mm posizionati subito sopra il pianale di assemblaggio, 
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distanziati di 190 mm (fra loro). Il loro scopo è quello di permettere la virtualizzazione delle 
geometries connesse al pianale di assemblaggio ed ai contenitori dei pezzi. Il 
posizionamento di questi marker è stato definito in maniera analoga a quanto fatto nel 
precedente lavoro di tesi: 3 marker disallineati rispetto ai contenitori (come mostrato in 
Figura 68), in modo permettere sempre il tracking di almeno uno di loro durante tutte le fasi 
di assemblaggio. Il sistema AR tratta i tre marker come multimarker, cioè sistemi di 
riferimento che posseggono un unico COS. Basterà inquadrare un unico marker per avere un 
tracking sufficiente a virtualizzare gli oggetti. Vantaggi dell'implementazione di una logica 
multimarker sono una elevata qualità di tracking; 
 utilizzo di altri tre marker posizionati sui pezzi per discriminare gli errori di orientamento; è 
stata scartata la possibilità di utilizzare la tecnologia markeless data la sua scarsa efficienza 
nel tracking. La posizione degli ARTag su i pezzi prevede: 
o pezzo 1: marker da 35 mm posto sulla faccia Fb, in posizione laterale. Nel momenti 
in cui avviene il suo tracking, viene visualizzata un'animazione di correzione 
dell'orientamento dello stesso pezzo, e mostrata l'indicazione bi-dimensionale di 
correzione; 
o pezzo3: marker da 35 mm posto al centro della faccia Fb. Anche in questo caso, nel 
caso venga tracciato tale marker, significherà che il pezzo è stato posizionato con 
orientamento sbagliato. Quindi un'animazione indica il giusto orientamento del 
pezzo; 
o pezzo 4: marker da 35 mm posto al centro della faccia Fb. Anche qui, la logica di 
funzionamento è analoga a quella dei precedenti pezzi, virtualizzazione 
dell'animazione per la correzione dell'orientamento del pezzo. 
Figura 69: Marker faccia Fb dei pezzi 1, 3 e 4 
Il sistema, quindi, in caso di errato orientamento di uno dei pezzi, carica l'animazione/pezzo 
relativo; l'operatore, simultaneamente, viene prima informato dell'errore nell'assemblaggio, 
virtualizzando il pezzo in oggetto con tinta rossa, poi, passati 3 secondi, viene mostrata l'animazione 
di correzione del pezzo stesso. In Figura 70, Figura 71 e Figura 72 vengono esposte alcune fasi 
dell'assemblaggio, svolte dall'operatore dotato di dispositivo see-through. 
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Figura 70: Fine avvitatura pezzo 2 
Figura 71: Collocamento pezzo 3 
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Figura 72: Collocamento pezzo 4 
Oltre l'utilizzo dei marker, che riguardano solamente la componente AR, vengono sfruttare le 
indicazioni, o meglio, i dati provenienti dal sensore di forza, per identificare errori di: 
 posizioni sbagliate di tutti i pezzi, in termini di errato collocamento degli stessi sull'asse X 
ed Y del pianale di assemblaggio; 
 errata presa dei pezzi  di tutti i pezzi. 
Un esempio di utilizzo della discriminazione nell'azione di serraggio del pezzo 2, è mostrato in 
Figura 73. 
Figura 73: Controllo dell'azione di serraggio durante l'operazione 
99 
 
La correzione dell'errata posizione avviene tramite virtualizzazione del pezzo nella giusta posizione 
sul pianale di assemblaggio. Per guidare le operazioni dell'operatore, insieme alla virtualizzazione 
del pezzo, vengono mostrate delle indicazioni bidimensionali (scritte), create tramite l'azione 
"Display Message" (messaggi quali: "overlap the piece in the same position of the animation"). Una 
volta che l'operatore ha svolto questa operazione, il sistema, grazie alla variazione dei valori 
registrati dal sensore di forza, riesce a riconoscere il nuovo stato. Se l'operatore ha collocato 
nuovamente il pezzo in posizione errata, la procedura correttiva viene ripetuta; in caso contrario, il 
sistema, conferma l'avvenuta modifica, continuando con la procedura di assemblaggio. 
 
Le successive immagini rappresentano la  visione che l'operatore possiede, durante le azioni di 
assemblaggio dei pezzi 1 e 3. 
Figura 74: Indicazione di presa oggetto 1 
partendo dal pezzo 1, 
il primo task, è la 
presa dello stesso, 
mostrato in Figura 74; 
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Figura 75: Presa oggetto 1 
l'operatore, dopo aver 
prelevato il pezzo dal 
relativo contenitore, 
viene guidato alla fase 
successiva da 
un'apposita 
animazione, Figura 
75;  
Figura 76: Indicazioni di collocamento oggetto 1 
segue la 
virtualizzazione del 
corretto collocamento 
dell'oggetto, Figura 
76; 
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Figura 77: Indicazione di pezzo 1 collocato correttamente 
 
Figura 78: Orientamento sbagliato pezzo 1 
se l'operatore compie 
il task in modo 
corretto gli viene 
mostrato l'oggetto in 
Figura 77. Nel caso 
contrario, supponendo 
un errore di 
orientamento, vede 
inizialmente 
l'immagine di Figura 
78, seguita 
dall'immagine di 
Figura 79; 
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Figura 79: Segnalazione orientamento errato pezzo 1 
 
Figura 80: Animazione di correzione orientamento pezzo 1 
in questo caso viene 
visualizzata 
l'animazione + 
messaggio 2D (Figura  
80, Figura 81 e Figura 
82), che guidano 
l'operatore alla 
correzione dell'errore. 
Se la correzione va a 
buon fine, verrà 
mostrata l'immagine 
di Figura 77; 
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Figura 81: Animazione di correzione orientamento pezzo 1, due 
 
Figura 82: Animazione di correzione orientamento pezzo 1, tre 
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Figura 83: Presa oggetto 3 
assemblando, invece, 
il pezzo 3, avremo 
inizialmente la presa e 
le indicazioni di 
collocamento dello 
stesso, mostrate in 
Figura 83; 
 
Figura 84: Indicazione di collocamento oggetto 3 
segue la 
virtualizzazione del 
corretto collocamento 
dell'oggetto, Figura 
84; 
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Figura 85: Indicazione di pezzo 3 collocato correttamente 
 
Figura 86: Orientamento sbagliato pezzo 3 
se l'operatore compie 
il task in modo 
corretto gli viene 
mostrato l'oggetto in 
Figura 85. Nel caso 
contrario, supponendo 
un errore di 
orientamento, vedrà 
inizialmente 
l'immagine di Figura 
86, seguita 
dall'immagine di 
Figura 87; 
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Figura 87: Segnalazione orientamento errato pezzo 3 
Figura 88: Animazione di correzione orientamento pezzo 3 
anche in questo caso 
viene visualizzata 
l'animazione + 
messaggio 2D (Figura 
88 e Figura 89) che 
guidano l'operatore 
alla correzione 
dell'errore. Se la 
correzione va a buon 
fine, verrà mostrata 
l'immagine di Figura 
85. 
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Figura 89: Animazione di correzione orientamento pezzo 3, due 
Visualizzando tutte queste informazioni, l'operatore, è in grado di svolgere l'intero assemblaggio 
solamente seguendo le animazioni visualizzate inquadrando, con il dispositivo (HMD), i pezzi ed il 
pianale di assemblaggio.   
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9.Conclusioni 
A conclusione del lavoro di tesi, è possibile affermare che l'utilizzo della tecnologia See-Through, 
nello sviluppo di un sistema per il supporto di un operatore addetto alle linee di montaggio, genera 
notevoli vantaggi. Questi vantaggi sono attribuibili principalmente all'utilizzo di un sistema che 
permette una delle forme più efficaci di Realtà Aumentata. La possibilità di visualizzare oggetti 
tridimensionali, simulandone la presenta nell'ambiente reale, garantisce un'interazione molto più 
efficace (meno errori) ed efficiente (minor tempo totale), rispetto alle classiche forme di ausilio 
all'assemblaggio manuale. Nell'applicazione discussa, il dispositivo HMD (comprensivo di 
telecamera), rappresenta sia il dispositivo di input, che il dispositivo di output, fungendo da 
discriminatore del collocamento/presa degli oggetti 
Data la notevole versatilità di un dispositivo del genere, completamente integrato in un contesto 
industriale prototipico, è stato possibile raggiungere tutti gli obiettivi prefissati: diminuire il carico 
di informazioni richieste all'operatore, diminuire il numero degli errori di assemblaggio, fornire nel 
minor tempo possibile azioni correttive, ridurre il tempo totale per completare l'intera procedura di 
assemblaggio. 
Le metodologie con cui sono stati raggiunti tali obiettivi e le scelte effettuate, sono state precedute 
(quando possibile) da un'analisi preliminare dei vantaggi/svantaggi, in ottica di una reale 
applicazione industriale (come ad esempio quanto fatto per lo studio della tecnologia markerless). È 
però doveroso effettuare alcune precisazioni, proprio riguardo tali risultati: 
 diminuire il carico di informazioni richieste all'operatore: sicuramente un sistema sì 
fatto ridurrebbe, se non azzererebbe, il carico di informazioni richieste. Addirittura 
l'operatore potrebbe essere completamente all'oscuro della procedura di assemblaggio e non 
avere nessun altro ausilio che sistema qui presentato, riuscendo ugualmente a completare 
l'assemblaggio.  
Ovviamente è stata riservata particolare attenzione alla soddisfacimento di questo specifico 
obiettivo, identificando una procedura (susseguirsi di operazioni ed interazioni fra uomo ed 
ambiente AR) che possa fungere da vera e propria guida e da "correttore" delle azioni 
dell'operatore. 
In una stazione di assemblaggio manuale classica, l'operatore dovrebbe memorizzare la 
sequenza di operazioni da compiere o applicarla seguendo dispositivi esterni alla stessa 
stazione (monitor, documenti, ecc), riducendone l'attenzione ed aumentando il tempo totale 
di esecuzione; 
 diminuire in numero degli errori di assemblaggio, fungendo, anche, da strumento di 
training: pur non essendo stati svolti test statistici per verificare l'efficienza del training 
(affrontato in studi di altri autori), la procedura di assemblaggio prevede una forma molto 
simile ad un sistema del genere. È stato infatti inserito un ciclo del tipo stop-verify-try, per le 
operazioni su ogni pezzo; svolgendo una correzione in modo interattivo delle operazioni 
errate, sicuramente si ridurrebbe il numero medi di errori, in un test reale.  
In aggiunta, la scomposizione e l'esecuzione delle operazioni ha un modello (susseguirsi di 
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istruzioni ed animazioni) simile a tutti i pezzi, aumentando la possibilità di memorizzazione 
da parte dell'operatore. 
In una stazione di assemblaggio manuale classica, è difficile realizzare un obiettivo di 
questo tipo. Nella maggior parte dei casi, sarebbe necessario l'utilizzo di sistemi specifici 
(es. sistemi CAD/CAM);  
 fornire nel minor tempo possibile azioni correttive di eventuali errori: ogni singola 
azione dell'operatore è seguita dal sistema, correggendo tempestivamente azioni errate. 
Anche la correzione dell'errore, viene realizzata tramite una procedura guidata; ad esempio, 
un eccessivo serraggio delle viti, prevede, per prima cosa, una rimozione delle viti stesse 
(guidata anch'essa da messaggio ed animazione), ed in seguito la ripetizione del serraggio, 
controllando in ogni istante lo stato del processo, tramite il sensore di forza.   
In una stazione di assemblaggio manuale classica, in caso di errore (riconosciuto 
dall'operatore o in altro modo) sarebbe logicamente necessario un certo tempo prima della 
sua comprensione e conseguente risoluzione. Nel sistema proposto, è il sistema stesso a 
riconoscere l'errore, proponendo di conseguenza la relativa procedura correttiva; 
 ridurre il tempo totale per completare l'intera procedura di assemblaggio: questo 
obiettivo è connesso ai precedenti; il tempo totale di esecuzione di un generico task è 
scomponibile in due elementi:  
I. tempo di comprensione del task da svolgere;  
II. tempo di svolgimento del task.  
La prima di queste componenti (tempo di comprensione del task) è notevolmente ridotta 
dalla natura dell'AR; virtualizzare istantaneamente la giusta posizione ed i movimenti per 
ottenerla, riduce drasticamente il tempo di comprensione da parte dell'operatore. Si tratta, 
infatti, del classica differenza tra spiegare come compiere un'operazione e mostrarla. La 
seconda modalità è indubbiamente più veloce, intuitiva e soprattutto efficiente (verrebbe 
svolta esattamente come mostrata, senza possibili errori di interpretazione). 
La seconda componente (tempo di esecuzione del task), teoricamente, non dovrebbe subire 
nessuna variazione. Tuttavia non è difficile pensare a casi pratici in cui l'operatore possa 
esitare o rallentare a causa di dubbi nella comprensione del task.  
Gli obiettivi di sperimentazione sono stati raggiunti, coerentemente alle risorse disponibili. 
L'operatore, tramite il semplice utilizzo di un HMD dotato di apposita telecamera, può svolgere 
l'assemblaggio previsto, usufruendo delle istruzioni fornite in tempo reale. È stata realizzata una 
procedura funzionante dell'intera logica, analizzando tutti i fattori di disturbo e evidenziandone 
pregi e difetti. Unica componente non "attiva" durante i test del sistema, è l'interfacciamento 
elettrico del sensore di forza con il software AR; questo viene sostituito dall'invio manuale dei 
relativi comandi da postazione remota. 
Gli obiettivi per il sistema di tracking, hanno comportato diversi mesi di studio e test sul software, 
richiedono prove pratiche su gruppi di immagini, usate in modalità markerless. La possibilità di 
implementare questa tecnologia, nell'intero sistema, non ha però avuto esito positivo, facendo 
ricadere la scelta sul tracking guidato da ARTag. Resta comunque l'interesse nello studio di un 
potente strumento, il quale sicuramente ha grandissime potenzialità, attualmente in una fase di 
transizione, ma sicuramente migliorabile in un prossimo futuro.  
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A. Terminologia essenziale 
 Coordinate System (COS): in geometria, un sistema di coordinate è un sistema che utilizza 
uno o più numeri o coordinate per determinare univocamente la posizione di un punto o un 
altro elemento geometrico. Nel caso della Realtà Aumentata è possibile avere diversi tipi di 
sistemi di riferimento.  
Nel caso più specifico di METAIO SDK, si disporrà di un sistema di riferimento per ogni 
elemento tracciato, chiamato tracking reference (TR), e per ogni marker o immagine di 
riferimento. Il posizionamento di tale sistema avviene automaticamente al centro del TR, in 
accordo con l'asse z uscente dal piano, l'asse y rivolto verso l'alto (nord) e l'asse x a destra 
(est). Ogni TR è dotato di un unico sistema di riferimento, la cui posizione e rotazione viene 
determinata durante il processamento dell'immagine/tracking, venendo subito connesso ad 
un COS. 
Se si utilizzano oggetti 3D, sarà necessario "accoppiare" il sistema di riferimento 
dell'oggetto (che non è necessariamente posto nel baricentro), ad un COS; in questo modo 
saranno presenti tre coordiante system: dell'oggetto, del TR e del COS su cui avverrà la 
virtualizzazione.  
 
 Frustum (viewing): nella grafica 3D, il frustum è la 
regione di spazio, nell’ambiente virtuale, che 
appare sullo schermo; è il campo visivo della 
telecamera teorica. Questa regione viene chiamata 
frustum (letteralmente tronco di solido) perché 
viene ottenuta prendendo la tipica piramide visiva 
di una telecamera/occhio e troncandola, con piani 
paralleli, in modo da adattarla alla visione 
piramidale tipica della computer graphic.  
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 HandEyeCalibration: quando una telecamera (tradotta con il termine eye) viene montata su 
un supporto (tradotta con mano, hand), 
essa possiede già un modello di 
calibrazione, che però deve essere 
ulteriormente modificato se varia la 
posizione/orientamento della telecamera 
stessa. Da qui nasce il problema di 
stimare la trasformazione necessaria per 
passare dal "sistema di riferimento 
mobile" (che potrebbe essere quello 
dell'estremità di un robot) al modello di 
calibrazione della telecamera. 
Esistono diverse tecniche, note in 
letteratura, per stimare la posizione 
della telecamera, tuttavia è possibile 
dividerle in due approcci: quelli che 
puntano alla decomposizione della 
matrice dell'asse X prima nella 
componente di rotazione e 
successivamente in quella di rotazione, 
quelli che determinano rotazione e 
traslazione simultaneamente. Ad 
esempio, nel primo gruppo possiamo 
identificare metodi che utilizzano: 
rotazioni spaziali con i quaternioni, sistemi di equazioni non lineari, Euclidean Group, ecc 
 
 Monoscopic: si tratta di oggetti/elementi che possono essere visualizzati con un solo occhio 
alla volta o oggetti che sono stati ottenuti da immagini estrapolate da un unico punto di 
vista. Per intendere, un termine correlato, è stereoscopic (appunto stereoscopico). 
Quest'ultimo viene utilizzato per individuare un oggetto progettato per essere visualizzato da 
entrambi gli occhi contemporaneamente, o che sia stata ottenuto con l'acquisizione 
contemporanea da due punti di vista differenti. 
 
 Multimarker: nel sistema ARToolKit (libreria di pubblico dominio per applicazioni AR), il 
termine multimarker si riferisce all'uso di più marker contemporaneamente, collegati ad un 
singolo oggetto. Nel monitoraggio multimarker, i singoli marker possono o meno avere 
arbitrarie relazioni fra loro ma, queste relazioni, devono rimanere costanti nel tempo. 
Generalmente, l'utilizzo di un sistema multimarker aumenta notevolmente le prestazioni di 
tracking e la sua stabilità, come: 
o maggiore robustezza alle occlusione: anche quando un marker viene oscurato o 
viene perso il suo tracking, un altro può fungere da riferimento; 
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o migliore precisione di stima della posa: in un sistema multimarker, per calcolare la 
posa vengono utilizzati tutti gli angoli visibili. Questo significa che i marker coprono 
efficacemente un angolo ottico più ampio, con conseguente riduzione dell'errore 
numerico;  
o possibilità di  stimare la posa in modalità "robusta" (utilizzando una stima media): 
diverse tecniche statistiche possono essere applicate al tracking per migliorare gli 
errori di lettura della posa di un singolo marker. Questo si traduce, ad esempio, in 
una riduzione statistica della perdita del tracking.  
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B. Manuale d'uso METAIO 
a. Glossario 
 # 
o 2D: spazio bidimensionali (es. larghezza ed altezza). 
o 3D: spazio tridimensionale (es. larghezza, altezza e profondità). 
o 3D Model: rappresentazione matematica di un qualunque oggetto o superficie 3D.  
 A 
o ADC: sigla di Analogue to Digital Converter e Automatic Data Capture; cioè un 
dispositivo elettronico che converte i segnali analogici in segnali digitali. 
o API: acronimo di Application Programming Interface; è una specifica tecnica 
utilizzata da componenti software per comunicare fra loro (interfaccia). 
o Authoring GUI: funzionalità dell'omonimo modulo, Workflow Authoring GUI. Si 
tratta di un ambiente grafico (da cui deriva la dicitura Graphic User Interface) per la 
creazione di un Workflow (letteralmente flusso di lavoro). Questo è dotato di 
apposito pulsanti, puntatoti, icone che permettono l'inserimento delle azioni 
necessarie per far funzionare un Workflow.  
 C 
o CCD: sensore utilizzato nelle telecamere e fotocamere digitali  che trasforma la 
fonte di luce in un segnale analogico elettrico che a sua volta viene elaborato dal 
ADC per poter essere registrato e/o elaborato. 
o Coordinate System: un sistema che utilizza uno o più numeri, per determinare 
univocamente la posizione di un punto, o un altro elemento geometrico, come, ad 
esempio, uno Spazio Euclideo. Gli oggetti virtuali possono essere assegnati a un solo 
sistema di riferimento, mentre un sistema di riferimento può essere riferito a diverse 
oggetti. 
o COS: abbreviazione di Coordinate System. Utilizzata sia in modalità Unifeye che 
WorkFlow; rappresenta il sistema a tre assi (rosso, verde e blu) a cui fa riferimento 
l'oggetto virtualizzato AR. 
o COSOffeset: utilizzato in modalità Unifeye e Workflow. Definisce i valori di offset 
(sfasamento e rotazione) di un dato sistema di riferimento (COS) o di un sistema di 
riferimento del sensore (sensor COS). 
 D 
o DCT: Discrete Cosin Trasform, cioè trasformata discreta del coseno. È uno dei 
metodi di compressione delle immagini più utilizzato (registrazione su CD-ROM, 
compressione JPEG, ecc). 
 F  
o FPS: sigla ce indica i fotogrammi al secondo (FPS), cioè la frequenza con cui i 
frame vengono elaborati. 
o Frame: ciascuna delle singole immagini ferme, memorizzate in un archivio e messe 
in sequenza, che compongono un'immagine in movimento. 
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 H 
o HandEyeCalibration: letteralmente: calibrazione mano-occhio. Descrive un offset 
(sfasamento e rotazione) tra un sensore e la fotografica. L'offset deve essere 
assegnato dalla fotocamera al sensore. 
 I 
o ID Marker: un tipo di Marker che viene identificato tramite un unico numero intero 
(ID). 
 M 
o Marker (anche chiamato ARTag): un piano che viene usato come target patter per 
effettuare il tracking. I Marker possono essere generati automaticamente dal 
software o essere caricati dall'esterno. 
o Markerless: un oggetto 2D che viene usato per il tracking, ma non sfrutta 
l'identificazione tramite ID Marker. 
o Markerset: insieme di marker, ordinati per ID o no. 
o Multimarker: termine generalmente riferito all'utilizzo di diversi marker 
simultaneamente, tutti disposti su un singolo elemento del sistema AR.  
 O 
o OpenGL: un'API multi-piattaforma per il rendering grafico 2D e 3D. Questo fa 
parte del motore grafico caratteristico del software. 
 P 
o Planar markerless: immagine bidimensionale utilizzata per il riconoscimento 
tramite tecnologia markerless 
o Pose: posa di un oggetto è la rotazione relativa e traslazione rispetto ad un sistema di 
coordinate. 
 Q 
o QR Code: sigla di Quick Response, cioè un tipo di matrice o codice a barre 2D. La 
tecnologia Marker utilizza delle varianti di QR Code. 
 R 
o Rendering: processo di generazione di un'immagine a partire da una descrizione 
degli oggetti tridimensionali, per mezzo di un programma. 
o RGB: sigla di Red-Green-Blu. 
 S 
o SDK: abbreviazione di Software Development Kit. È un insieme di strumenti che 
consentono la creazione di applicazioni per l'utente finale su una o più piattaforme. 
Nelle recenti versioni di METAIO l'SDK è stato ampliato alle piattaforme mobile 
(Android, iOS). 
 T 
o Tracking: processo per computare pose relative fra due oggetti come quella della 
camera e quella del marker (anche fra camera e coordinate system di diverso tipo). 
 W 
o WRL: è un formato di file progettato per un impiego sul World Wide Web, per 
rappresentare grafica vettoriale 3D interattiva. 
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b. Modulo Unifeye 
La modalità Unifeye è anche definita MEATIO Design, ed ha diversi tools e funzioni utili per 
realizzare il proprio ambiente AR. Sono presenti numerosi tools finalizzati alla configurazione e 
calibrazione delle sorgenti di input/output quali fotocamera/e e OST. 
Di seguito viene esposta una guida, suddivisa in passaggi sequenziali, necessari per ottenere una 
corretta virtualizzazione. 
i. Interfaccia 
Figura 90: Interfaccia Unifeye Professional 
L'interfaccia mostrata in Figura 90 è caratterizzata da: 
 una schermata centrale che mostra le immagini acquisite con l'aggiunta di tutte le 
funzionalità imposte; 
 utility per gestire i dispositivi di image capture. È possibile quindi impostare una sola fonte 
video per volta, che mostra le immagini nella schermata centrale. Questo pannello permette 
di catturare screenshot, modificare i parametri di funzionamento delle fotocamere (focus, 
colori, risoluzione, ecc) ed anche riprodurre video;   
 una barra superiore di comandi, che permette di creare un nuovo lavoro o di caricarne uno 
precedente, quindi, di salvarlo. Proseguendo verso destra si trova l'utile funzione che 
permette di mostrare, o no, un sistema di riferimento, virtualizzato in tempo reale 
sull'immagine della fotocamera.  
Altra utile funzione ("occhio" con il simbolo di divieto) permette di escludere l'immagine 
catturata e riprodurre solamente gli oggetti dell'ambiente virtuale; questa funzionalità è 
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fondamentale per il funzionamento degli OST, perché, appunto, gli unici oggetti mostrati 
sono quelli virtualizzati; 
 una barra laterale con diverse schermate. La prima schermata (Objects) permette di 
caricare oggetti 3D e di gestirli; troveremo gli strumenti "geometries/planes", "geometry 
manipulation", "virtual camera manager", "2D object". Le impostazioni più utilizzate 
riguardano la regolazione della trasparenza, rotazione, colore, luminosità, visibilità ed 
associazione a singoli COS (presenti nel primo strumento). 
Proseguendo verso destra, la seconda schermata/linguetta è quella di Measurement. Questa 
integra strumenti per la misurazione degli oggetti virtuali o reali e dell'ambiente di lavoro. 
La schermata è divisa in: "COS2COS measurement", "VRML measurement", "accuracy 
measurement", "transform from points", "3D point measurement", "bounding box", 
"collision detection", "2D-3D calibration", "tracking values".  
Penultima linguetta contiene tutti gli strumenti di configurazione ed è appunto chiamata 
Configuration. In questa schermata sono presenti la maggior parte delle utility, come: 
"Camera calibration", "Extended sextant calibration", "Tracking configuration", "Marker 
tracking configuration", "OST Configuration", "image/pose snapshot", " Synchronization", 
"Render configuration", "Camera configuration". 
Ultima linguetta riguarda gli Extra; essa contiene solamente l'utility di registrazione 
dell'input video o dell'uscita a schermo. 
Figura 91: Schermata di gestione degli oggetti 
Uno delle prime operazioni da compiere, per ottenere la virtualizzazione mostrata in Figura 90,è il 
caricamento della fonte video. Utilizzato il pulsante di ricerca periferiche è necessario selezionare 
una fotocamera connessa al computer, dal pannello di gestione dei dispositivi. Da notare che il 
software non presenta la modalità "plug and play", quindi, prima di poter selezionare una 
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fotocamera, bisogna precedentemente averla "caricata". È però impossibile utilizzare una 
fotocamera già sfruttata da un altro applicazione (non deve essere già in uso).  
Una volta caricata la fotocamera è necessario "settare" i parametri fondamentali di ripresa. Questo è 
possibile grazie a due pulsanti all'estrema sinistra del pannello di capture image: la "chiave 
inglese", che fornisce impostazioni generiche proprie dei driver della fotocamera, come risoluzione 
(estremamente importante nel caso di utilizzo di dispostivi OST) esposizione, contrato e luminosità 
(relativamente importanti per le successive fasi svolte dal software AR), ed il pulsante XY FPS, che 
permette regolazioni di risoluzione e frame rate.  
 
Passaggio successivo (secondo elemento chiave dell’AR) è la rappresentazione degli oggetti 
tridimensionali precedentemente creati, quindi il loro caricamento. Questo è possibile grazie 
all’interfaccia di gestione degli oggetti, chiamati Geometries, Figura 91. Molto facilmente è 
possibile caricare diverse geometrie, tramite l’apposito pulsante; le geometrie possono essere 
caricate solamente in formato WRL (versione WRML 97 o 2.0). Di particolare utilità è la possibilità 
di caricare anche animazioni (sempre in formato WRL), o altre forme di contenuti multimediali.  
Sono quindi assegnabili diverse proprietà, Figura 92, agli oggetti quali: nome (etichetta per 
l’identificazione), visibilità (trasparenza, opacità), COS-ID (numero che identifica il sistema di 
riferimento a cui verrà associato l’oggetto), possibilità di regolare la posa dell’oggetto traslandola. 
Figura 92: Proprietà di Geometries/Planes 
Altro elemento che è possibile inserire è relativo ai Planes Figura 91, cioè dei veri e propri piani 
virtuali. Essi sono utili per realizzare ambienti AR complessi, impostando visibilità, orientamenti e 
proprietà specifiche da correlare agli stessi oggetti. In questo manuale non viene trattato il loro 
utilizzo.  
118 
 
Dopo il caricamento del sistema di acquisizione video (con relativa messa a punto) ed il 
caricamento delle geometrie, è possibile avere una prima forma di Realtà Aumentata. I risultati fin 
qui raggiunti, malgrado presentino una prima virtualizzazione di componenti (una forma di WoW, 
Window on the World), sono affetti da errori ottici molto importanti. Infatti ogni fotocamera ha 
diversi parametri interni (cosiddetti parametri intrinseci) definiti dal sistema ottico (come ad 
esempio chip della telecamera, obiettivo della fotocamera, ecc). Per ottenere una qualità elevata e 
un monitoraggio accurato è necessaria una calibrazione specifica per ogni fotocamera utilizzata.  
Di solito questo processo è particolarmente significativo in applicazioni industriali ad alta 
precisione, per questo motivo Unifeye Design prevede un'utility appositamente dedicata. Questo 
processo ha lo scopo di migliorare la stabilità del tracking e la qualità dell’allineamento tra oggetto 
virtuale e suo posizionamento reale. Nel caso non sia presente nessuna calibrazione della 
fotocamera, come quanto realizzato fino ad ora, il programma Unifeye cerca di “prevedere”, tramite 
sistemi interni, i parametri intrinseci della telecamera. 
Esistono diversi parametri della fotocamera da caricare: 
 focal length (lunghezza focale) che esprime la distanza tra il centro ottico della lente ed il 
piano/sensore dell’immagine, ne determina, anche, il campo della visuale. Se non è 
impostato correttamente i valori di tracciamento, non essendo presenti, si potrebbe ottenere 
uno sfasamento tra il modello 3D ed il sistema di tracking a cui è assegnato (come una 
lontananza fra i due, disassamento, rotazione relativa, ecc); 
 principal point (punto principale), definisce il centro della proiezione sul piano della 
telecamera; 
 distortion parameters (parametri di distorsione dell’immagine), descrivono, appunto, la 
distorsione della lente della fotocamera (ad esempio, radiale e distorsione tangenziale). In 
un'immagine distorta, le linee (originariamente dritte) appaiano tassellate a meno di 
applicare un algoritmo di undistortion, fornito dalla calibrazione fotocamera appropriata 
(come mostrato in Figura 93; guardare i bordi laterali, distorti in un caso e perfettamente 
dritti nell’altro). Questi algoritmo ciò nonostante, tendono a deformare l’immagine (ad 
esempio applicando algoritmi di ingrandimento) peggiorandone la qualità.  
Figura 93: Immagine distorta (sinistra), immagine corretta (destra) 
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Per calcolare i parametri intrinseci è possibile utilizzare un tools, proprio di METAIO, chiamato 
Sextant Camera Calibration (Figura 94).  
Come noto in letteratura [55], la calibrazione di una fotocamera è un processo relativamente 
complesso che si basa sulla precisa conoscenza dell’effetto combinato delle trasformazioni object-
to-world, world-to-camera, e camera-to-image [56]. 
Figura 94: Sextant Tool 
Il tool prevede l’utilizzo di un una griglia (fornita sempre dal programma) prestampata. In Figura 94 
è mostrata un pattern per la calibrazione, stampato su foglio A4 con 18x12 elementi. Questo è 
essenziale per il calcolo dei parametri intrinseci della fotocamera; visto che geometria del pattern è 
nota, il software può calcolare i parametri intrinseci propri di quel dispositivo. 
Il tool prevede la definizione della "Source", che nel caso analizzato è la telecamera in oggetto, 
necessita quindi del suo caricamento (prestando estrema attenzione alla configurazione dei Settings 
e Resolution, come esposto prima). Successivamente bisogna impostare i parametri propri del patter 
utilizzato e i parametri di funzionamento: 
 number of calibration shot: questo è un parametro critico per la corretta acquisizione dei 
parametri. Numeri molto alti (intorno ai 100 scatti) tendono a far assestare i parametri 
intrinseci su valori stabili; viceversa, numero di scatti bassi (inferiori ai 50), comportano 
un’estrema variabilità nella determinazione dei parametri intrinseci. Tali deduzioni derivano 
dallo svolgimento di diversi test; un esempio comparativo tra acquisizione con 25 scatti 
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(destra) e 100 (sinistra) mostra la differenza tra i valori dei diversi parametri (Figura 95);   
 countdown range: determina il numero di secondi che intercorrono fra uno scatto ed il 
successivo; 
 calibration patter size: comprende 3 voci che caratterizzano la geometria del pattern. 
Rispettivamente indicano: numero di quadrati in orizzontale, numero di quadrati in verticale 
e dimensione del lato dei quadrati. La loro incidenza sulla stabilità dei parametri calcolati 
non è nota, essendo l’algoritmo che gestisce il tool non accessibile; 
 informazioni aggiuntive e di salvataggio, cioè il luogo in cui verrà salvato il file XML che 
conterrà tutti i parametri calcolati ed eventuali informazioni aggiuntive. 
Figura 95: XML file della Sextant Calibration 
Il processo di calibrazione prevede solamente che la fotocamera inquadri l’intero pattern utilizzato 
(in modo che il software identifichi tutta l’area d’interesse), quindi bisogna asepttare che venga 
scattata una foto in quella posizione. È preferibile l’acquisizione del patter in diverse angolazioni di 
ripresa, in modo da avere parametri più accurati, ma che non superi i 45° rispetto alla verticale. È, 
inoltre, sconsigliato effettuare più di una ripresa dalla stessa posizione o stessa angolazione. 
 
Infine, il file prodotto, deve essere caricato nel campo “Camera Calibration -> Open Sextant” della 
barra laterale. In questo modo è possibile correggere gli errori del sistema AR, fin qui ottenuto. Per 
utilizzare i marker, come forma di tracking, è possibile usare l'apposito strumento: Tools Marker 
Generator. Il software, una volta inquadrato il marker, determina la sua identità attraverso il 
modello interno dei dark squares, discriminandoli tra un massimo di 512 differenti possibili 
marker.  
Di default, Unifeye, da la possibilità di fare il tracking dei primi tre marker con dimensioni 140mm, 
impostabili direttamente dalle proprietà delle Geometries (Figura 92). 
A questo punto, selezionando uno fra COS1 a COS3 ed inquadrando il corretto marker (in accordo 
con le indicazioni dette sopra), è possibile virtualizzare l’oggetto senza problemi di allineamento 
dell’immagine o orientamento pezzo.       
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ii. HMD 
Quanto detto fino ad ora riguarda la configurazione del software in modalità Unifeye per realizzare 
un’applicazione di Realtà Aumentata utilizzando come dispositivo di output un classico monitor. 
Tuttavia se viene utilizzato un dispositivo HMD dotato di OST, sono necessarie ulteriori 
configurazioni. 
 
Il primo "step" è quello di caricare l’elemento di acquisizione delle immagini (o eventualmente altre 
fonti video). Utilizzando un OST, difficilmente la risoluzione di questo e della fotocamera saranno 
uguali, ma bisognerà comunque prestare particolare attenzione ad impostare gli stessi valori 
(espressamente richiesto da MEATIO), nel caso contrario non verrà visualizzata nessuna immagine. 
 
Segue il caricamento delle Geometries (oggetti da virtualizzare), che rimane invariato rispetto a 
quanto esposto sopra (in cui veniva utilizzato un classico monitor). 
Una volta caricato la/le Geometrie/s, è necessario ottenere e poi caricare il file di calibrazione 
dell’Optical See Through. Questo processo è più complesso rispetto a quanto fatto per la sola 
fotocamera, infatti, in questo caso, il contenuto virtuale viene posizionato in un volume di 
visualizzazione che si forma davanti dall'occhio dell'utente (piuttosto che in un ambiente 
“virtuale”).   
Variano pertanto i parametri incogniti che sono stati calcolati tramite la Sextant Calibration, ed 
avremo: 
Figura 96: OST View 
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 i parametri intrinseci della telecamera che costituiranno la relazione visiva tra l’occhio 
dell'utente e l'HMD; 
 la posizione relativa del sistema di riferimento della telecamera rispetto al sistema di 
riferimento "Eye-HMD". 
Gli obiettivi di una calibrazione OST, in riferimento alla Figura 96, sono: trovare la relazione che 
intercorre tra il “tracked center” (centro dell’oggetto da tracciare) e la posa di ogni “frustum” 
(chiamati anche parametri estrinseci); l'obiettivo è assicurare che ogni “frustum” abbia la larghezza, 
altezza e lunghezza focale giusta per la lente destra e sinistra (parametri intrinseci).  
Per definire questi parametri, METAIO, offre uno strumento denominato “Optical-See-Trough 
Calibration” (Figura 97). Questo si basa sul fondamentale presupposto che il dispositivo di 
acquisizione delle immagini sia solidale allo stesso HMD. 
Figura 97: METAIO OST Calibration 
La calibrazione viene realizzata raccogliendo la corrispondenza dei punti 2D (sul display HMD) e la 
posa del sistema di tracking (dalla telecamera dell’HMD ad un dato punto in 3D). L'individuazione 
di tale corrispondenza è dovuta al caricamento di una geometria di supporto, cioè di un marker (con 
anche la possibilità di disabilitarne la visione tramite l’apposito check button), nella fonte visiva 
utilizzata. Durante la calibrazione è necessario allineare la geometria virtualizzata nel display (2D 
con inclinazione variabile) con la sua reale rappresentazione (stampata) nel mondo reale. 
È possibile caricare il file di calibrazione della fotocamera (precedentemente creato, in formato 
XML), caricare una geometria di riferimento alternativa a quella di default (mantenendo invariato il 
numero di Sensor-COS e COS presenti nel file originale) e cambiare i valori della posa iniziale. 
Una volta verificata la risoluzione (uguale tra HMD e fotocamera) è possibile far partire 
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l’acquisizione delle pose. Anche in questo caso bisogna effettuare diverse acquisizioni con diverse 
angolazioni; è possibile catturare la posizione tramite pressione del pulsante “Enter”, saltare 
un’acquisizione tramite il tasto “N”, cancellare una posa con “Del” e terminare il processo di 
acquisizione tramite “Esc”.  
 
Come per la Sextant Calibration, il numero di acquisizioni è molto importante. In questo caso il 
numero minimo di “scatti” è 6 (possibilmente da angoli di visione differenti); valore minore porterà 
all’annullamento dell’intera calibrazione. La casa produttrice consiglia, tuttavia, di catturare almeno 
18 diverse pose. Grazie a diversi test, è suggerito adoperare un valore di acquisizioni variabile da 
minimo 20 a massimo 100, malgrado valori superiori a 20 non generino sostanziali miglioramenti 
nella stabilità dei parametri intrinseci ed estrinseci.   
Tutti gli scatti prodotti vengono elaborati dal tool, tramite l’algoritmo METAIO. Per capire meglio 
il funzionamento dell'algoritmo ed i risultati del tool è necessario far riferimento al concetto di co-
registrazione, che permette di fondere insieme diverse informazioni riguardanti uno stesso scenario. 
Di seguito viene esposto, brevemente, tale concetto, essendo di estrema importanza per avere un 
corretto allineamento tra posizione dell'immagine virtualizzata e suo sistema di riferimento reale. 
Più precisamente, con l’espressione co-registrazione di immagini si intende l’operazione 
algoritmica attraverso la quale si sovrappone, automaticamente, un’immagine ad un’altra, usata 
come riferimento. In generale, le due immagini da sovrapporre si riferiscono alla stessa scena 
acquisita in istanti di tempo differenti oppure con sensori e modalità differenti. Da un punto di vista 
algoritmico, l’obiettivo di un generico algoritmo di co-registrazione è quello di determinare la 
trasformazione spaziale che permette di trasformare i punti di un’immagine nei corrispondenti 
dell’altra immagine. Alla luce della sua estrema importanza, molto autori in letteratura [57] si sono 
spinti nello sviluppo di metodi ed algoritmi per rendere sempre più affidabili ed efficienti i risultati 
della co-registazione. 
Questa, in generale, prevede: 
 allineare spazialmente due immagini oppure stabilire un comune riferimento geometrico per 
monitorare cambiamenti nella forma, dimensione o intensità dell’immagine su intervalli di 
tempo variabili; 
 combinare le informazioni da modalità multiple di capture image; 
 fondere informazioni generate artificialmente ad informazioni reali.  
L'algoritmo Levenberg-Marquardt (LM) è una  tecnica iterativa che individua il minimo di una 
funzione di più variabili espressa come  somma dei quadrati dei valori reali funzioni non lineari. 
Tale tecnica è considerata le tecnica standard per i problemi non lineari dei minimi quadrati, 
ampiamente adottato in diverse discipline, come l'ottica. La logica all'algoritmo di LM, non è 
direttamente riferibile all'ambiente METAIO (di cui non è dichiarata la struttura software nel suo 
complesso), ma è possibile ritenerlo, con buona approssimazione, simile a quello implementato da 
METAIO; un suo studio più approfondito potrebbe portare ad accortezze implementative in grado 
di migliorare la qualità di virtualizzazione finale. 
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Ultimo passaggio riguarda il caricamento del file di calibrazione prodotto. In modalità Unifeye 
l'apposita utility è posta sotto la voce Configuration. Da notare che una volta caricato il file di 
calibrazione, l'utility mostra chiaramente i valori intrinseci ed estrinseci (con riferimento 
fx,fy,s,cs,cy,tx,ty,ecc); questi sono relativamente utili in modalità unifeye, ma essenziali in modalità 
workflow, senza i quali la creazione di markerset personalizzati in modalità testuale non sarebbe 
possibile. 
iii. Tracking 
Ulteriori migliorie alla configurazione fin qui realizzata (virtualizzazione di Figura 90), sono 
possibili tramite l'utilizzo della tecnologia marklerless, quindi creazione di un sistema complesso di 
ARTag. Scopo di questo paragrafo è quello di continuare l’illustrazione dei passaggi e delle azioni 
necessarie per apportare queste modifiche ad un sistema AR, già precedentemente inizializzato. 
Figura 98: ARTag multiplo 
Figura 99: Markerset 
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L’introduzione di un sistema complesso di ARTag è intesa come posizionamento di N marker ed M 
COS, con N > M. Un sistema di tracking sì fatto, prende, appunto, il nome di multimarker. Il suo 
scopo è principalmente uno: permettere un riconoscimento robusto del tracking, cioè mantenere 
costante la virtualizzazione dell’oggetto, anche in caso di perdita (dal campo visivo) di uno o più 
marker. 
Facendo riferimento a Figura 98, obiettivo finale si questa sezione del manuale, è possibile notare 
come il COS è posto in posizione centrale rispetto ai due marker, a cui è connesso. In modalità 
Unifeye, esiste un’apposita interfaccia che permette la loro gestione, chiamata “Marker Tracking 
Configuration” (formata da “Markerset” e “Configuration”).  
Figura 100: Configuration Markerset 
Il primo passo, avendo già caricato il dispositivo di image capture, e relativi file di calibrazione, è 
quello di caricare un markerset di marker. Questi possono essere generati dal software o creati 
dall’utente; quest’ultimo caso è mostrato in Figura 99. Si deve quindi selezionare l’inserimento di 
marker della stessa dimensione o di dimensione differente, quindi selezionare gli ID dei marker, 
Figura 100. È estremamente importante, onde evitare errori di rappresentazione, avere il markerset 
reale esattamente della stessa dimensione del markerset definito nell’utility (ad esempio senza 
alterazione della dimensione di stampa dei marker dovute ad impostazione della stessa stampa).   
Dopo aver creato il markerset, contenente nel nostro caso i due marker di Figura 98, è necessario 
scegliere l’assegnazione delle proprietà dei COS. 
Le opzioni di configurazione del markerset, fornite da Unifeye, sono diverse: 
 inserimento manuale di un COS, utile nel caso di vogliano impostare manualmente i 
parametri di HandEyeCalibration e COSOffset. Il sistema di riferimento deve poi essere 
assegnato ad un IDMarker caricato con l'apposito pulsante; 
 inserimento manuale di un IDMarker precedentemente caricato nel markerset. Questa 
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funzione manuale di assegnazione marker è necessaria se si 
effettua l'inserimento manuale di un COS; 
 inserimento automatico di IDMarker e relativo COS; questa 
funzionalità e particolarmente utile quando bisogna associare un 
COS ad un Marker. Esiste la possibilità, successivamente, di 
assegnare manualmente i valori di HandEyeCalibration e 
COSOffset. Nel caso si voglia utilizzare un marker o un markerset 
differente dalle impostazioni standard esposte nel paragrafo 
precedente (marker 1-3 da 140mm) è necessario sfruttare questa 
funzionalità; 
 inserimento automatico di più IDMarker per un unico COS; 
questa è la funzionalità utile per creare un sistema complesso di 
ARTag. È possibile selezionare quali e quanti marker verranno 
associati al COS creato, selezionandoli dalla lista dei markerset; 
bisogna, quindi, scegliere quale fra questi sarà il Master Marker, 
cioè il marker che fungerà da riferimento, se saranno tracciati più 
marker. 
 
Inoltre esiste la possibilità di modificare la qualità stessa del 
tracking; si può scegliere un tracking di tipo "fast" o "robust". 
Purtroppo non è possibile comprendere in maniera precisa le vere 
funzionalità di tali opzioni, essendo gli algoritmi di tracking non 
accessibili. Tuttavia, a fronte di diversi test e prove nel contesto 
applicativo, è stato possibile trarre alcune deduzioni di tipo 
generale sulle due modalità di traking: 
 l'utilizzo di un tracking di tipo fast è preferibile nel caso di 
un grande numero di marker. In un ambiente lavorativo 
relativamente piccolo (qualche metro quadrato di superfici 
inquadrabili dal sistema), e con un numero di marker non molto 
alto (6 marker), l'algoritmo di riconoscimento fast non presenta 
grandi differenze, in termini di tempo per il tracciamento, rispetto a 
quello robust;   
 è stato notato che l'algoritmo robust, quando vengono 
inquadrati più marker simultaneamente (non conta il numero di 
COS a loro assegnati), impiega più tempo per il tracciamento 
rispetto all'alternativa veloce. Tuttavia tale risultato potrebbe essere 
inficiato dalla configurazione hardware utilizzata, che potrebbe 
non essere sufficiente per raggiungere le prestazioni ottimali per 
l'implementazione dell'algoritmo; 
 la ricerca robust è settata come riconoscimento di default e 
viene consigliata dalla casa produttrice per qualunque tipo di forma 
Figura 101: Utility Marker 
Tracking Configuration 
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i tracking per via della binarizzazione a soglie automatica. Invece la modalità fast è da 
preferirsi nel caso in cui le immagini catturate dalla fotocamera abbiano il marker come 
elemento principale (nel caso di marker di grandi dimensioni che occupino gran parte 
dell'immagine) o se è necessario impostare le soglie di binarizzazione manualmente. 
 
Dopo la creazione del markerset, l'utility apparirà come in Figura 101. Ad esempio il COS1 avrà un 
solo Marker-ID, con traslazioni e rotazioni di COSOffset e HandEyeCalibration. Da notare che i 
parametri di queste ultime due voci rappresentano proprio i parametri intrinseci ed estrinseci 
precedentemente individuati. Invece il COS "My marker composite" è stato connesso a due marker: 
Marker 3 e Marker 4. Inoltre il marker 3 è stato settato come master marker. 
Una volta terminata la configurazione è necessario, per poterla applicare, salvare tutto tramite 
l'apposito pulsante. In questo modo viene prodotto un file, in formato XML, formato da stringhe di 
valori, che serviranno al software per virtualizzare correttamente gli oggetti in relazione ai marker 
nell'area di lavoro.  
 
Figura 102: Planar Tracking tool 
Altra modifica al sistema riguarda l'utilizzo della tecnologia markerless. Infatti, è possibile 
utilizzare immagini arbitrarie o cosiddette immagini di riferimento/patterns/patch come  oggetto di 
riferimento nel mondo reale. Le immagini di riferimento possono essere fotografie, illustrazioni, 
pagine di catalogo, pubblicità stampa o altre forme grafiche che non presentino una prevalenza 
monocromatica elevata. Ma, tali immagini, per poter essere riconosciute dal programma devono 
essere sufficientemente ben strutturate e contenere caratteristiche interne sufficienti per l'algoritmo 
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di processamento e di tracking.  
Proseguendo nell'implementazione del sistema di tracking ed ipotizzando di avere un'immagine che 
soddisfi le caratteristiche richieste dal software, è possibile utilizzare il tool Planar markerless 
tracking per creare, caricare e modificare il file di tracking (Figura 102). Come diversi strumenti 
forniti da METAIO, il formato di riferimento per il file di tracking è XML; il file prodotto avrà dei 
tag similari ai file di calibrazione (conterrà sempre COSOffset e HandEyeCalibration) ed ai file di 
MarkerTrackingConfiguration, con l'aggiunta delle caratteristiche dell'immagine nel tag 
"referenceImage". 
 
Tramite il tool è possibile caricare l'immagine (che può essere stata salvata anche tramite lo stesso 
dispositivo di capture image del sistema) in un qualsiasi formato fra JPG, PNG e BMP. Oltre 
all'indirizzo in cui è salvata l'immagine, il tool prevede l'inserimento delle dimensioni in mm, 
dell'immagine reale su cui avverrà il tracking. Tra le opzioni di salvataggio è possibile conservare 
l'"aspect ratio", cioè il rapporto esistente fra le due dimensioni.  
Le dimensioni del markerless influenzano molto la riconoscibilità dello stesso. In questo caso il 
valore di altezza/larghezza dell'immagine caricata e dell'immagine realmente stampata deve essere 
le stesso (chiamato aspect ratio). Quindi se il rapporto dell'immagine utilizzata è 300px/200px = 
1.5, anche il rapporto dell'immagine stampata deve essere 1.5 = 333mm/222mm.   
Figura 103: Expert view di planar markerless tracing configuration 
 
Ulteriore funzionalità del tool è l' "Edit Region". Questo strumento grafico permette di selezionare 
un'area dell'immagine originale (che non coincide con l'immagine stessa), di particolare interesse 
nel riconoscimento/tracking. Nel caso di presenza di aree monocromatiche, difficilmente 
riconoscibili, sarà possibile focalizzare l'interesse dell'algoritmo in altre aree, tralasciando le 
precedenti; l'utilità di questa opzione non è ben evidente nel caso in oggetto. Infatti, sono stati 
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effettuati diversi test su immagini utilizzate per il riconoscimento markerless, senza però ottenere i 
voluti miglioramenti nel tracking e nel riconoscimento.  
 
Proseguendo nella configurazione del tool, questo presenta anche la possibilità di associare 
direttamente un COS Figura 103. Questa funzionalità è visualizzabile solo in modalità expert. 
Il coordinate system configuration permette di aggiungere e modificare un COS, come fatto per la 
configurazione di un markerset. Quindi ogni markerless image deve avere una patch ID (COS) di 
riferimento. 
Se non viene inserito manualmente in COS a cui deve far riferimento l'immagine, l'utility 
provvedere a crearne uno per ogni immagine aggiunta, in maniera automatica. 
Come già detto in precedenza, non tutte le immagini hanno la stessa qualità di tracking. Sempre 
nella schermata di configurazione del tool di planar markerless è possibile misurare, in termini 
percentuali, la bontà delle immagini caricate. Cliccando sul pulsante rappresentante un grafico è 
possibile avviare il tool di controllo della qualità di un'immagine. Il processo di controllo impiega 
diverso tempo, in relazione alla potenza di calcolo disponibile ed ad eventuali patch (regioni di 
interesse). La qualità calcolata dal software è in termini percentuali, presumibilmente associabile al 
grado di riconoscibilità della stessa immagine. Valori sopra il 70% possono essere ritenuti 
soddisfacenti per utilizzare il markerless; viceversa valori sotto il 70% sono riferibili ad immagini 
non sufficientemente buone.  
Dopo aver creato il planar markerless, sarà possibile caricarlo nello strumento "Tracking 
Configuration" presente nella schermata configuration. Il suo funzionamento è similare a quanto 
esposto per la tecnologia ARTag. 
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c. Modulo WorkFlow 
MEATIO Workflow Engine ed il relativo Authoring GUI è uno dei moduli/ambienti di sviluppo più 
importanti dell'intera suite MEATIO SDK. Infatti, se con la modalità Unifeye era possibile creare il 
proprio ambiente AR e testarlo, nell'ambiente Workflow è possibile creare singoli scenari in cui 
applicare l'AR. 
i. Interfaccia 
Figura 104: Interfaccia Workflow 
All'avvio del modulo, la schermata principale (Figura 104) presenta dei pulsanti nella barra 
superiore per il salvataggio e caricamento del flusso creato, System Connections (prevede 3 diversi 
tipi di funzionalità globali che vengono eseguite alla pressione del relativo tasto), Resource Editor 
(le geometrie vengono gestire dal Resource Manager di Workflow che ad ognuna assegna un ID 
univoco da utilizzare nelle funzioni/azioni del flusso), Action Paths (ogni funzione o azione è 
costituita da un file .UFA contenente un XML file scritto in logica C#, riferito alla ARSystem 
Class), pulsante di chiusura. Ultimo pulsante verso destra permette di avviare il flusso creato, 
quindi di compiere le funzioni/azioni al suo interno. 
A sinistra è presente una sezione in cui sono presenti le diverse funzioni/azioni caricabili nel 
"flusso", secondo logica ad albero. Queste azioni sono divise in gruppi, eventualmente 
personalizzabili ed e creabili manualmente. Sotto la sezione laterale è presente un riquadro utile a 
mostrare le informazioni fondamentali sull'azione selezionata. 
Il flusso delle azioni viene visualizzato nella schermata centrale, tramite blocchi connessi fra loro; 
l'inserimento di un'azione, nella schermata principale (blocco nel Authoring GUI), avviene tramite 
"drag & drop. Esiste, in aggiunta, un riquadro di ricerca in cui possono essere cercate 
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alfabeticamente le azioni ed inserite tramite pressione del pulsante Enter. Nel primo caso, il 
collocamento nel blocco è gestibile manualmente dalla posizione del mouse, nel secondo caso le 
azioni vengono poste automaticamente nella schermata centrale; è possibile muovere liberamente i 
blocchi ed anche sovrapporli fra loro. 
 
Le azioni sono gli elementi di base ed i principali strumenti per la creazione del flusso. Ogni azione 
definisce una piccola parte della logica applicativa che è scritto in codice C#. Ad esempio, la logica 
dell'azione "Activate Camera" è attivare la fotocamera, mentre l'azione "Animated Translation" 
permette ad una geometria di traslare. Ogni logica di azione può essere configurata attraverso 
l'impostazione di specifici parametri, propri dell'azione in oggetto. I parametri vengono regolati 
attraverso diversi elementi della GUI, come box numerici, campi di testo, menu a tendina, pulsanti 
ed altro. 
L'esecuzione di un'azione non avviene immediatamente dopo il suo inserimento, ma dopo l'avvio 
del flusso Workflow (tramite pressione del pulsante "Run Workflow"). In primo luogo, l'azione deve 
essere attivata collegando uno dei suoi ingressi. A volte, soprattutto in caso di azioni elementari, la 
logica di azione è tanto semplice da non necessitare di configurazioni/operazioni aggiuntive. Dopo 
l'avvio del Workflow, le azioni in esecuzione sono evidenziate (nell'Authoring GUI) attraverso un 
bordo rosso. Dopo tutta l'elaborazione, questa viene disattiva e messa in uno stato di inattività, in 
attesa di riattivazione. 
I principali "stati" delle azioni sono tre: 
 activated: un'azione viene definita attiva se è presente una connessione ai suoi input, ma non 
viene ancora eseguita. All'esecuzione del Workflow, ogni azione valida, e che non rientri 
negli altri due "stati", viene definita actived; 
 running: un'azione viene definita in esecuzione viene processata, passando precedentemente 
per lo stato activated, ma non si è ancora conclusa. All'avvio del Workflow, tutte le azioni in 
questo stato sono circondate da un bordo rosso; 
 deactivated: un'azione viene definita disattivata alla fine dello stato di activated, oppure in 
un preciso istante dello stato running. Azioni disattivate possono essere nuovamente 
riattivate.  
La connessione fra i blocchi di azioni avviene tramite collegamento dei pulsanti laterali: pulsante/i a 
sinistra "function" (variano da blocco a blocco e possono essere "start", "load", "cancel", ecc) e 
pulsante a destra "Done" (che può essere accompagnato da altri pulsanti quali "integer", "finished", 
ecc). Ogni pulsante di connessione in uscita colorato, può essere collegato, solamente, ad un 
pulsante di ingresso dello stesso colore; i pulsanti di colore verde permettono di creare regole di 
connessione sfruttando dei numeri interi che rappresentano l'output/input di questi blocchi, e non 
tramite il semplice flusso logico che è rappresentato dai pulsanti blu.  
Il collegamento così realizzato è rappresentato da una linea celeste (verde nel caso di connessioni 
tra blocchi verdi), che, appunto, connette entrambi i blocchi, intervallata da un riquadro. Il riquadro 
di connessione, oltre a poter essere compresso ed espanso come per i veri e propri blocchi di azioni, 
permette di impostare due proprietà:  
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 primo riquadro (superiore) contiene l'entità di delay temporale fra il passaggio tra 
un'azione e la successiva. Inserendo un numero n intero superiore a 0, la connessione, o 
meglio, il flusso tra i due blocchi sarà ritardato del valore n (espresso in ms di ritardo).  
Nel caso di più connessioni parallele fra blocchi, sarà estremamente importante valutare 
bene la composizione del flusso, onde evitare di sfasare la sequenza temporale 
dell'esecuzione delle azioni, generando due flussi che proseguono separatamente. Infatti, 
malgrado questa situazione potrebbe essere volutamente utilizzabile in alcuni contesi, 
generando un vero e proprio ritardo temporale fra le azioni, non si otterrebbero i risultati 
voluti. Questo è causato dalla gestione dei task, propri del sistema operativo e del software, 
che non svolgono in contemporanea azioni su flussi separati/paralleli; 
 secondo riquadro (inferiore) presenta un menù a tendina in cui è selezionabile la voce 
"keyboard" o "mouse". Le due opzioni si riferiscono all'assegnazione di un comando per 
connettere i due blocchi; il flusso workflow potrà continuare solamente se è premuto il 
tasto precedentemente assegnato (è possibile selezionare un qualsiasi tasto della tastiera o 
del mouse). 
 
Le logiche di connessione fra i blocchi variano in relazione alle possibili combinazione di creazione 
di un flusso e assegnazione delle proprietà delle connessioni: 
 se è presente una singola connessione fra due blocchi con impostato un certo valore di delay 
e di input mouse/keyboard, il flusso continuerà dopo la pressione del tasto e 
successivamente applicherà il delay; 
 se viene effettuata una connessione da un singolo blocco a vari ingressi (di altrettante 
azioni), o viceversa: 
o se sono state impostate due o più connessioni vincolate alla pressione di tasti, 
solamente la connessione il cui tasto viene premuto per primo verrà attivata. Le altre 
connessioni, anche se successivamente venisse premuto il relativo tasto, non 
verrebbero attivate; 
o se una connessione avesse un ritardo temporale e le altre avessero l'attivazione 
vincolata alla pressione di tasti, il blocco connesso con delay, verrebbe attivato 
solamente se non venisse prima premuto uno dei pulsanti necessari per l'attivazione 
dei restanti blocchi. Quindi, se (prima dello scadere del delay) venisse premuto uno 
dei pulsanti utili per far proseguire il flusso fra i relativi blocchi, solamente il blocco 
il cui tasto è stato premuto proseguirebbe (tutti gli altri risulterebbero inattivi).  
 
Prima di procedere nell'illustrazione di come strutturare un ambiente AR in modalità Workflow è 
necessario capire il funzionamento che regola l'esecuzione del flusso, quindi tutti i requisiti per il 
suo funzionamento. 
Malgrado non sia possibile visionare la sorgente software è immaginabile il suo funzionamento 
(Figura 105). 
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Figura 105: Logica di funzionamento Workflow 
Il software, per prima cosa, carica le librerie di azioni ed avvia il Resource Manager. Il caricamento 
delle azioni di default (directory locale c:\Program Files\metaio\Unifeye SDK 
Professiona\tools\WorkflowAuthoringGUI\actions\) e di eventuali azioni create dall'utente avviene 
ad ogni riavvio. Viene, quindi, controllata automaticamente ogni azioni delle directory 
(precedentemente aggiunte) e se esistono errori sintattici (nel codice delle azioni), vengono 
segnalati tramite avviso a schermo. È necessario precisare che non tutti gli errori sono riconosciti al 
caricamento di una Action Paths; errori di richiamo di specifici comandi vengono individuati 
solamente all'inserimento dell'azione del workflow.  
In maniera simile a quanto fatto per le librerie di azioni, anche la componente di gestione delle 
risorse, controlla la coerenza degli oggetti prima di inserirli. In maniera automatica viene 
controllato il formato del file caricato e l'eventuale presenza di doppioni. Non sembra che durante la 
selezione o apertura di un documento Workflow, vengano pre-caricate le resource necessarie; 
risulta più plausibile, invece, che dopo aver creato uno specifico ID per le geometrie caricate, queste 
vengano realmente processate solo nel momento in cui un'azione del flusso le richiama. Eventuali 
errori nella loro realizzazione, quindi, non sono controllabili a priori (prima dell'avvio del 
Workflow), a differenza delle librerie di azioni.   
ii. Generazione WorkFlow 
L'obiettivo di questo paragrafo, come per quanto riferito alla procedura Unifeye, è quello di creare 
un ambiente AR in cui viene virtualizzato un oggetto connesso ad un solo marker (unico COS). 
L'ordine con cui verranno illustrati i vari passaggi non è stringente, ma è frutto del lavoro 
sperimentale svolto, e teso ad evitare problemi di esecuzione.    
 
Il primo passaggio è quello di caricare il blocco di attivazione, appunto chiamato "Start Action". 
Questo ha input "Restart" ed output "Start"; l'output di questo blocco deve essere connesso alla/e 
azione/i iniziali. La caratteristica di questo blocco è proprio quella di far "partire" il flusso logico 
del workflow al momento del suo avvio. 
 
Creazione della 
logica Workflow 
tramite 
Authoring GUI 
Esecuzione 
Workflow 
Input dispositivi Caricamento Driver 
Caricament
o librerie di 
azioni 
Resource 
Manager 
File di calibrazione, 
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Successivamente sarà necessario pensare agli elementi di capture image. METAIO fornisce 
un'intera cartella di azioni "Camera/Image", la quale presenterà la maggior parte delle funzioni utili 
nel primo set-up di questi elementi. Nel caso in esame, sarà necessario inserire tre azioni: "Activate 
Camera", "Camera resolution/framerate" e "Load camera calibration". 
Le prime due azioni, attivazione della fotocamera e settaggio del framerate, sono abbastanza 
elementari. La prima prevede un ingresso ed una uscita, con l'unico dato da inserire, l'ID della 
fotocamera. L'ID viene assegnato automaticamente dal software in base al numero di dispositivi di 
input connessi al computer.  
La seconda azione, setting del framerate, è leggermente più complessa della precedente. In questo 
caso il blocco necessita l'inserimento di una stringa di valori: "width×height_fr". La prima parte 
riguarda la risoluzione (es. 800x600), la seconda parte riguarda i framerate (es. 10 FPS). Il 
posizionamento di queste due azioni, deve essere fatto nell'ordine in cui sono state presentate, 
invertirne l'ordine provocherebbe il mancato caricamento del framerate. 
 
Ultima azione, essenziale per il corretto avvio dell'acquisizione video, è il caricamento della 
calibrazione della sola fotocamera o dell'OST (in relazione al dispositivo utilizzato); generalmente 
questo è fatto con la funzione "Load camera calibration", con alcune eccezioni esposte di seguito. 
Nel modulo Workflow, però, non sono presenti tool, come nel modulo Unifeye, che permettono le 
calibrazione. Per calcolare i valori intrinseci ed estrinseci è sempre necessario utilizzare il tool 
Unifeye e successivamente trasportarli nel modulo in esame. Essendo quest'ultimo un modulo 
"avanzato", il trasferimento, o meglio, le modalità di caricamento delle informazioni di calibrazioni 
sono strettamente connessa alla struttura dell'ambiente AR in cui viene eseguito. 
Quindi, avendo già calcolato i parametri di calibrazione, il loro caricamento nel flusso, viene 
distinto in base alla tipologia di output utilizzato.  
Nel caso di utilizzo di un monitor, l'unica modalità possibile è quella di inserire, appunto, il blocco 
"Load camera calibration". Questo presenta un riquadro chiamato "path" in cui deve essere inserito 
il percorso (directory locale) del file di calibrazione. È necessario, però, fare una precisazione, 
frutto di prove pratiche con il software: nel caso di utilizzo di un output, quale un dispositivo 
HMD/OST, l'applicazione dei parametri estrinseci non avviene in maniera corretta. Questa 
mancanza è dovuta dalla struttura interna dell'azione "Load camera calibration", che sfrutta il 
comando interno "long loadStandardCameraCalibration", il quale considera solamente i parametri 
intrinseci (trascurando gli estrinseci propri di un dispositivo OST). Quindi, utilizzando un qualsiasi 
monitor per rappresentare l'ambiente AR, basterà caricare e configurare questa azione, insieme alle 
precedenti, per ottenere una visualizzazione corretta. 
Per completezza è necessario precisare che il caricamento del suddetto blocco non rappresenta 
l'unica modalità di caricamento dei valori intrinseci, anche se è il più immediato ed intuitivo. Nel 
caso insorgano problemi è possibile creare un'apposita azione, da caricare nelle librerie, con 
solamente il comando "cmdactivateSeeThroughOffset" (spiegazione di seguito).   
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Nel caso di utilizzo di un dispositivo OST, l'azione "Load camera calibraion" non può essere 
utilizzata, rendendone necessarie altre più complesse. Infatti le modalità di caricamento dei 
parametri di calibrazione di un HMD (fotocamera ed OST) possono essere: 
Figura 106: Azione personalizzata, calibrazione OST 
 creando un'azione personalizzata. Questa modalità è riservata ad utenti avanzati e prevede 
la conoscenza dei comandi della ARSystem Class, nonché di un editor di testo che possa 
generare un file .UFA. Inoltre, questa modalità, ha un'altra grande limitazione, non è 
possibile settare parametri estrinseci per multimarker assegnati ad un unico COS; al 
contrario è possibile utilizzarla per impostare questi valori ad un multimarker con COS 
separati (numero di marker = numero di COS).  
I comandi utilizzati sono due, oltre alla sintassi standard delle azioni Workflow. 
"cmdactivateSeeThroughOffset" è il primo comando, in ordine di precedenza, e definisce i 
valori intrinseci. La sua sintassi è del tipo: void.activateSeeThroughOffset (focalLengthPx, 
focalLengthPy, cx, cy, resX, resY, shear); i parametri richiesti sono estrapolati dal 
configuration file generato tramite il tool Unifeye. I termini richiesti sono: 
focalLengthPx & focalLengthPy: lunghezza focale "dell'occhio", in pixel, per l'asse X ed Y, 
rispettivamente 
cx & cy: punto principale in X ed Y, rispettivamente 
resX & resY: risoluzione del display (HMD) in X ed Y, rispettivamente 
shear: letteralmente modulo di taglio, è un valore proprio dei dispositivi OST; notare che nel 
caso di calibrazione sextant (solamente valori intrinseci) questo valore è pari a 0 
Una volta inseriti tutti i valori, come in Figura 106, è possibile utilizzare l'azione fin qui 
"compilata" per il solo utilizzo con monitor (come detto sopra). 
Il comando successivo è "void setHandEyeCalibration", e contiene parametri riguardanti i 
marker ed i valori estrinseci. Quindi la sua sintassi è: void.setHandEyeCalibration (cosID, 
sensorID, sensorCosID, tx, ty, tz,  rx, ry, rz, rw); anche in questo caso i valori 
corrispondenti sono estratti dal file OSTCalibration. I termini richiesti sono: 
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cosID: numero identificativo del COS a cui si riferisce la seguente calibrazione; rappresenta 
il COS a cui verrà assegnata una "geometria" 
sensorID: numero identificativo del sensore (marker) 
sensorCosID: numero identificativo del sensorCOS (presente nel file di tracking) di cui deve 
essere modificata la taratura 
tx, ty, tz: traslazione in direzione x, y e z, rispettivamente 
rx, ry, rz, rw: rispettivamente primo, secondo, terzo e quarto elemento della rotazione con i 
quaternioni 
Questo comando, nel caso di più marker (con assegnati singoli COS), deve essere ripetuto 
tante volte quanti sono i marker (rispettando sempre l'uguaglianza numero marker = numero 
COS).  
Dopo aver impostato tutti i valori necessari e salvato il file in formato UFA, bisogna caricare 
il percorso in cui è stato salvato, nella gestione librerie di azioni (Action Paths), ed inserire il 
nuovo blocco; 
 creando un'azione personalizzata ed in aggiunta modificando il file di tracking. L'azione 
personalizzata da caricare è simile a quella esposta nel precedente punto, a meno del 
comando "void setHandEyeCalibration". In questo modo, tale azione, servirà ad impostare 
solamente i parametri intrinseci, mentre quelli estrinseci verranno caricati dal file di 
tracking in cui è presente il markerset creato. Così, questa modalità, può essere utilizzata in 
tutti i casi, sia in presenza di singolo marker (e relativo COS), sia con numero di marker 
maggiore del numero di COS e sia con numero marker = numero COS. 
Il file di tracking, la cui struttura verrà spiegata in dettaglio nelle successive fasi di set-up, 
deve essere modificato nei suoi parametri, per ogni COS inserito: 
        <SensorID> automaticamente assegnato il nome MarkerTrackingN </SensorID> 
        <SensorCosID> automaticamente assegnato il nome MarkerN </SensorCosID> 
        <HandEyeCalibration> 
          <TranslationOffset> 
            <x> inserisco il valore preso dall'OSTCalibration </x> 
            <y> inserisco il valore preso dall'OSTCalibration  </y> 
            <z> inserisco il valore preso dall'OSTCalibration  </z> 
          </TranslationOffset> 
          <RotationOffset> 
            <x> inserisco il valore preso dall'OSTCalibration  </x> 
            <y> inserisco il valore preso dall'OSTCalibration  </y> 
            <z> inserisco il valore preso dall'OSTCalibration </z> 
            <w> inserisco il valore preso dall'OSTCalibration  </w> 
          </RotationOffset> 
        </HandEyeCalibration> 
        <COSOffset> 
          <TranslationOffset> 
            <x> inserisco eventuale valore di traslazione (mm) </x> 
            <y> inserisco eventuale valore di traslazione (mm) </y> 
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            <z> inserisco eventuale valore di traslazione (mm) </z> 
          </TranslationOffset> 
          <RotationOffset> 
            <x> inserisco eventuale valore di rotazione (mm) </x> 
            <y> inserisco eventuale valore di rotazione (mm) </y> 
            <z> inserisco eventuale valore di rotazione (mm) </z> 
            <w> inserisco eventuale valore di rotazione (mm) </w> 
          </RotationOffset> 
        </COSOffset> 
Importati tutti i valori estrinseci per ogni COS creato, bisogna aggiungere la nuova azione ed 
il file di tracking, in modo da permettere una corretta calibrazione dell'immagine. 
 
Una volta caricate le prime azioni di setting della fotocamera (in base alle condizioni di utilizzo), 
passo successivo è l'inserimento della tracking configuration. Il file di tracking, creato 
manualmente o generato tramite apposita utility Unifeye deve essere caricato tramite l'azione "Load 
tracking configuration".  
Questo blocco è un semplice blocco di collegamento fra il Workflow e le informazioni del traking 
file. Esso presenta sempre i pulsanti "start" e "finisched" ed il riquadro "path"; anche in questo caso 
bisognerà inserire il percorso alla directory locale in cui è contenuto il file di tracking.  
 
Il tracking file (creato tramite tool o creato manualmente) è divido in due grandi aree, esposte 
nell'ordine in cui devono essere presenti: 
 la prima area è racchiusa nella stringa <Sensors>... </Sensors>. Questa serve per 
inizializzare tutti i parametri che serviranno nell'area successiva e/o verranno utilizzati 
nell'esecuzione del workflow. Le principali stringe sono: 
<Sensor type>: identifica il tipo di sensore (ARTag o di altro tipo) 
<SensorID>: assegna un ID al sensore (non è possibile avere più di uno stesso ID) 
<trackingQuality>: qualità del tracking (se non viene modificato manualmente questa è di 
tipo robusto) 
<robustTrackerBlockSize>: compreso tra 0 ed 1 e determina la dimensione del blocco 
dell'algoritmo robusto 
<SensorCosID>: assegna un ID (composto da lettere e numeri) che identifica un marker 
fisco, da non confondersi con <MatrixID> 
<Size>: dimensione in mm del suddetto marker 
<MatrixID>: numero identificativo del marker autogenerato, varia tra 1 e 512 
 la seconda area è racchiusa nella stringa <Connections> ... </Connections>. Questa va a 
specificare le connessioni fra i COS e le ed i valori di traslazione e rotazione. Le principali 
stringhe sono: 
<Name>: assegna un nome al COS, che poi sarà selezionabile nell'Authoring GUI 
<SensorID> & <SensorCosID>: sono il richiamo ai parametri prima inizializzati ed a cui si 
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riferiscono le successive stringhe; in questo modo, ad esempio, possono essere chiamati più 
marker per un unico COS 
<HandEyeCalibration>: ad esempio contiene i dati estrinseci (nel caso di studio) 
<COSOffest>: contiene gli offset del COS 
È necessario prestare particolare attenzione durante la creazione manuale di un file di tracking, 
perché tutte le stringhe illustrate ed alcune stringhe più specifiche (qui non commentate), devono 
essere inserite. 
 
Quarto passaggio nel set-up di un ambiente AR in modalità Workflow riguarda il caricamento di 
alcune azioni utili ai fini della rappresentazione della Realtà Aumentata. In questo lavoro di tesi 
sono state utilizzate due diverse azioni, ma in rapporto agli obiettivi generali ricercati possono 
esserne aggiunte altre. 
Azione "Set Fullscreen". Questa permette, all'avvio del Workflow, di visualizzate le immagine a 
schermo intero. Altra azione particolarmente utile se si utilizza un dispositivo OST è "Activate 
Background"; presenta un riquadro di check, che se spuntato permette di rimuovere lo sfondo 
ripreso dalla telecamera, rendendo visibili solamente gli oggetti virtualizzati (come l'omologa 
funzione, in modalità Unifeye, che evita di renderizzare le immagini riprese dalla fotocamera). 
 
Ultimo elemento da considerare sono le geometrie (oggetti da virtualizzare), il vero e proprio 
oggetto del sistema AR. Come già detto, METAIO gestisce questi elementi tramite il Resource 
Editor proprio del modulo Workflow. 
Per prima cosa, bisogna caricare i file, sempre in formato WRL, tramite l'apposito pulsante "Add". 
L'utility assegnerà automaticamente un ID (numeri e lettere) agli oggetti caricati, il quale permetterà 
la loro selezione nei campi delle azioni che li richiedono. L'ordine di caricamento non inficia le 
prestazioni del Workflow o del sistema, ma il numero delle geometrie utilizzate o la loro 
complessità (come nel caso di animazioni particolarmente impegnative) porta ad un grande sforzo 
computazione da parte del sistema di calcolo.  
Come per i dispositivi di capture image, anche per gli elementi da virtualizzare, il software, ha 
dedicato un'apposita sezione nella barra laterale dell'interfaccia, chiama "Geometry". Questa 
presenta diverse azioni, particolarmente utili, che verranno esposte in seguito. Ricordando lo scopo 
di questo paragrafo, virtualizzare un singolo oggetto con un solo Marker, l'illustrazione di queste 
azioni viene ridotta solamente alle più semplici: "Load geometry", "Unload all geometries" e 
"Unload geometry": 
 "Load geometry" è sicuramente una delle azioni più utili di tutto il modulo. Questa permette 
di carica una sola delle geometrie importate nel "Resource Editor" ed impostare alcune 
proprietà. Il blocco così creato presenta, oltre ai classici pulsanti di ingresso ed uscita (colore 
blu) Load model e Done, anche i già detti pulsanti verdi. Questi ultimi, in tale contesto, non 
sono stati necessari, quindi non verrà trattato il loro funzionamento. Subito sotto i pulsanti 
laterali sono presenti due riquadri, "CosID" e "Resource Editor geometry"; il primo serve a 
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indicare a quale COS la geometria deve essere associata, richiamando l'ID dal tracking file. 
Il secondo seleziona, tramite un tendina, la geometria pre-caricata.  
Gli altri parametri, "Translation" e "Rotation", sono da intendersi in aggiunta ai valori 
inseriti nel tracking file. Quindi, ad esempio, aggiungendo un valore di traslazione su X nel 
blocco di "Load geometry" verrebbe sommato al valore di traslazione su X del Tracking file 
per quel preciso COS. Invece, il comando di "Scale", nei tre assi, non essendo presente in 
altri file, risulta essere "assoluto". Tutti e tre questi ultimi parametri sono sempre calcolati 
rispetto all'origine del COS selezionato; 
 "Unload all geometry" e "Unload geometry" hanno un funzionamento simile; l'unica 
differenza è che nel primo caso tutte le geometrie vengono "scaricate", mentre, nella 
seconda azione, viene "scaricata" solo la geometria selezionata. La funzione delle suddette 
azioni è quella di "oscurare" o semplicemente eliminare la rappresentazione di una 
geometria (o di tutte), malgrado il relativo COS e/o tracking continui ad essere inquadrato 
dal sistema AR. 
Nell'esempio che si vuole realizzare, però, le ultime due azioni possono essere trascurate non 
inserendole nel workflow. 
Svolgendo ogni passaggio fin qui esposto, ed avviando il Workflow, è possibile visualizzare un 
oggetto, tramite monitor o HMD, inquadrando il sistema di tracking. 
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