ABSTRACT Diagonal loading provides a powerful and effective way to improve the robustness of the standard Capon beamformer. Several parameter-free robust adaptive beamformers (RAB) are considered in this paper. We reveal that the performances of them have somewhat degradation when the number of snapshots or that of sensors is large. To solve this problem, we emphatically study the well-known generalized linear combination-based method, the performance of which may degrade severely when the number of sensors increases, and propose a novel parameter-free technique, which is a combination of noise reduction preprocessing technique and truncated minimum mean square error criterion. As most of the parameter-free RAB techniques are very sensitive to the desired signal steering vector mismatch, this paper further proposes to construct a series connection between these RAB techniques and a steering vector estimation (SVE) method, where the SVE is implemented by a convex optimization technique. Simulation results show that the proposed method can achieve a promising performance in comparison with the competing methods.
I. INTRODUCTION
The standard Capon beamformer (SCB) is an optimal spatial filter with remarkable resolution and interference suppression capability [1] . However, it is very sensitive to the imprecise knowledge of the true covariance matrix and the mismatch of the steering vector of signal-of-interest (SOI). In the last half century, many robust adaptive beamformers (RAB) have already been proposed to improve the robustness of SCB. They can be roughly classified into four categories: diagonal loading method [2] - [5] , uncertainty set-based method [6] - [11] , eigenspace-based method [12] - [14] , and interference-plus-noise covariance matrix reconstructionbased method [15] - [18] .
Diagonal loading is one of the most widely used RAB method, where a scaled identity matrix is injected into the sample covariance matrix according to some rules [2] . Most of the conventional diagonal loading methods are user parameter dependent. For example, the norm constrained Capon beamforming is a frequently used conventional diagonal loading method, whose the diagonal loading level is determined by the user parameter upper bound of the square of the weight vector norm [2] . In recent decades, the uncertainty set-based robust adaptive beamformers have been proposed, such as the worst-case performance optimization beamformer [7] , the linear programming beamformer [8] , and the distributional robust chance-constrained beamformer [9] . They are proved equivalent to the diagonal loading method [6] , and their corresponding diagonal loading level can be calculated by the user defined size of the uncertainty set of the array steering vector. Therefore, the conventional diagonal loading method and the uncertainty set-based diagonal loading method have the common problem that their diagonal loading level is uneasy to be determined beforehand.
Several parameter-free RAB techniques have been presented in the literature, including the Hoerl-KennardBaldwin (HKB) method [19] , the general linear combination-based (GLC) method [20] , the spatial matched filter-based (SMF) method [21] , and the quadratically constrained (QC) method [22] . HKB is based on the generalized sidelobe canceler formulation of SCB, which belongs to the family of the ridge regression Capon beamformer [23] . As has been pointed out in [20] , HKB's performance degrades when the number of snapshots beyond a certain number, i.e., from hundreds to thousands times as many as the number of sensors. GLC is a shrinkage-based beamformer which is usually utilized in knowledge-aided space-time adaptive processing [24] - [26] , where it estimates the true covariance matrix in the sense of minimum mean square errors (MMSE). However, the performance of GLC degrades when the number of sensors is relatively large, i.e., from tens to hundreds times as many as the number of directional signals. The output power of the spatial matched filter associated with the SOI is chosen as the diagonal loading level for the SMF method, which has a low computational complexity [21] . However, as the diagonal loading level of SMF fluctuates mildly around a constant, in the scenario of large number of snapshots, the diagonal loading level of SMF may be too large that will result in the reduction of null depth of the beamformer, while in the scenario with small number of snapshots, the diagonal loading level may be too small that will affect the robustness of this technique. QC is based on a nonconvex quadratically constrained optimization technique, where the diagonal loading factor is introduced in by an iterative algorithm [22] . We reveal that QC has some limitations on the desired uncertainty range of DOA, the array geometry and the allowable maximum number of sensors.
As the scenario of large number of sensors is popular recently [27] - [33] , this paper focuses on improving the performance of SCB for a large array. We study how the number of sensors will affect the MMSE estimator in the GLC technique and thus present a novel fully automatic diagonal loading method which estimate the true covariance matrix by combining noise reduction preprocessing with truncated MMSE (NRP-TMMSE) criterion, where the noise reduction can be implemented by the least-squareestimate (LSE) method [34] and the multichannel wiener filtering (MWF) method [35] with a roughly estimation of the number of directional signals.
The mentioned parameter-free RAB techniques all focus on the covariance matrix estimate except QC, which consider an uncertainty set that constrains the steering vectors with a desired uncertainty range of DOA. As a consequence, HKB, GLC, SMF, and NRP-TMMSE are all somewhat sensitive to both the DOA mismatch and the sensor position perturbations. To further solve this problem, a joint estimation of covariance matrix and steering vector has been proposed [36] , where the estimation of covariance matrix is implemented by GLC and the steering vector is estimated using the method proposed by the literature [10] . As a result, this method retains the drawbacks of GLC and the estimation of steering vector relies on the precise knowledge of the number of directional signals. Differently, this paper proposes a new RAB technique by constructing a series connection between NRP-TMMSE and a steering vector estimation (SVE) method that is based on a convex optimization technique [11] . The only prior information used in the corresponding SVE method is the imprecise knowledge of the angular sector of the desired signal and array geometry, resulting in a high robustness of the proposed NRP-TMMSE-SVE.
Numerous simulation results show that NRP-TMMSE-SVE has better performance in terms of the robustness and the output signal-to-interference-noise ratio (SINR) in most cases when comparing with other diagonal loading methods, especially when the number of sensors is relatively large (from tens to hundreds times as many as the number of directional signals), and that of snapshots is relatively small (less than twice as many as the number of sensors). Besides, the performance of NRP-TMMSE-SVE is robust to the imprecise estimation of the number of signals.
The contributions of our work are briefly listed as follows. i) Asymptotic analysis on the performances of the existing non-parameter RAB techniques are demonstrated in two limiting cases (the number of snapshots/sensors trends to be infinite). This analysis shows that the tendency of the diagonal loading levels of these techniques is somewhat unreasonable when considering covariance matrix uncertainty under these two assumptions. ii) To improve the performance of GLC in the case with a large number of sensors, we propose a NRP-TMMSE method, which combines the noise reduction preprocessing algorithm with a proposed truncated MMSE criteria, and validate the feasibility of the LSE method [34] as well as the MWF method [35] in the noise reduction preprocessing procedure. iii) A SVE method based on convex optimization technique [11] is proposed to be connected with NRP-TMMSE as well as the existing RAB techniques, which can improve the robustness of these techniques against the steering vector mismatch.
II. SIGNAL MODEL AND PROBLEM FORMULATION
We consider D far-field narrowband signals impinging on an array of M (M > D) omnidirectional sensors. Although the cases with multipath propagation has been considered in array processing recently, e.g., see [21] , the unipath propagation is widely assumed in this field, e.g., [19] , [20] , [22] , and [36] . In this paper, we only consider the case with unipath propagation. Thus, nth snapshot of the received signal can be written as a vector x(n) ∈ C M ×1 , which is
where = M , n(n) ∈ C M ×1 is the additive noise vector.
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The true covariance matrix can be expressed as
where E{·} denotes the expectation operator, the superscript H denotes Hermitian transpose, σ 2 0 denotes the power of the SOI, and Q is the interference-plus-noise covariance matrix. SCB is formulated so as to select a weight vector that minimizes the array output power by using the following linearly constrained quadratic equations:
If the steering vector of the SOI, a 0 , and the true covariance matrix, R x , are accurately known, the optimal weight vector and its corresponding optimal output SINR can be, respectively, given by
In practical applications, the true covariance matrix R x is unknown, which needs to be substituted by the sample covariance matrix, given by:
where N is the number of snapshots. The estimated weight vector and the output SINR of SCB are, respectively, given by
As we know, the true covariance matrix can not be estimated accurately due to limited available data samples. As N increases, R x can converge to R x , and the output SINR will approach SINR opt . Unfortunately, the convergence rate of SCB is very slow, especially in the presence of SOI. Therefore, even in the absence of steering vector mismatch, the performance of SCB can degrade substantially when the number of snapshots is relatively small [2] .
III. TYPICAL PARAMETER-FREE RAB TECHNIQUES
To improve the performance of SCB, many diagonal loading methods have been proposed and widely used [2] - [5] , [19] - [22] . Supposing ρ is the corresponding diagonal loading level, the weight vector can be expressed as
When ρ = 0, (9) reduces to SCB. Conversely, when ρ → ∞, it becomes the delay-and-sum beamformer due to
Because ρ has a significant impact on improving the performance of SCB [3] , it is always a hot topic to choose an optimal diagonal loading level according to the given data.
A. HKB METHOD
HKB is a parameter-free robust beamformer [19] , whose weight vector has the following form:
where B ∈ C M × (M −1) is the blocking matrix, with B H a 0 = 0 and B H B = I. The blocking matrix is not unique, and its columns can be calculated as the eigenvectors corresponding to the M − 1 non-zero eigenvalues of I − a 0 a H 0 /M . By introducing (10), (3) can be interpreted as a least-squares (LS) problem [19] . Let X = R 1/2
x a 0 /M , then the LS problem can be expressed as
where η can be estimated aŝ
Thus, the diagonal loading level of HKB can be calculated as [19] 
where · denotes the Frobenius norm of a matrix. Finally, the weight vector of HKB can be written as
B. GLC METHOD GLC is another parameter-free beamformer [20] . In this method, an estimate of R x is a linear combination of the sample covariance matrix R x and an identity matrix I:
where R x is a positive semidefinite matrix ( R x ≥ 0). α and β are the nonnegative shrinkage parameters which can be obtained by minimizing the mean square error of R x , given by
By some mathematical derivations, the shrinkage parameters α and β can be obtained, which can be given by:
where ε E{ R x − R x 2 }, γ = νI − R x 2 , and ν = tr(R x )/M , in which tr(·) is the trace operator. In practice, R x is unknown, [20] provided an effective way to estimate α and β without the knowledge of R x , which are denoted aŝ α andβ, respectively, herein. Assumingα = 0, the weight vector of GLC can be written as
whereβ/α denoted as ρ GLC is the diagonal loading level of GLC.
C. SMF METHOD
The diagonal loading level of SMF is empirically defined as [21] 
where,ā 0 = a 0 / a 0 is the normalized steering vector. The reason for defining this loading level is as follows. The loading level of an effective diagonal loading method should satisfies the two conditions [3] : (a) the loaded noise eigenvalues are approximately equal, and (b) the loaded interference eigenvalues are minimally affected. Since the loading level given in (21) is actually the output power of the spatial matched filter, which contains three parts: the filtered noise powerσ 2 n , signal powerσ 2 0 and interference powerσ 2 d , with d = 1, . . . , D − 1, ρ SMF is usually much larger than the noise power. Thus, the condition (a) can be satisfied generally. Asσ 2 d will be at least 13 dB smaller than the input interference power σ 2 d [37] , with d = 1, . . . , D − 1, assuming that the desired signal power is much smaller than the interference power, then ρ SMF
. . , D − 1, and the condition (b) is satisfied too. However, when the desired signal power is equal or larger than the interference powers, the condition (b) will not be satisfied, leading to the null depths reduction of the beampattern.
D. QC METHOD
The QC method is a simplified version of the uncertaintybased methods, which only constrains the steering vectors with a desired uncertainty range of DOA. Define the uncertainty range of DOA as [θ 1 , θ 2 ] herein, where θ 1 ≤ θ 0 ≤ θ 2 and θ 0 is the impinging direction of SOI, to find a suboptimal solution, the optimization problem can be written as [22] 
where, A = [ a(θ 1 ) a(θ 2 ) ], a(θ 1 ) and a(θ 2 ) are the steering vectors with directions θ 1 and θ 2 , respectively. l 0 , l 1 , and φ are real numbers. If we let
where r 0 , r 1 , and r 2 are non-negative numbers, then l 0 , l 1 can be calculated as
and φ can be chosen as −µ + π . As the solution of the optimization problem can be obtained as
The final QC beamformer can be obtained by substituting (24) and (25) into (26).
To avoid the zero between θ 1 and θ 2 , the diagonal loading method is used to modify the objective function in an iterative way. The detailed procedure can be referred to in the literature [22] .
Remarkably, this technique only works with an uniform linear array (ULA), and the desired uncertainty range of DOA must satisfy the inequality
where λ is the wavelength, and d is the inter-element space of sensors.
IV. ASYMPTOTIC ANALYSIS OF PARAMETER-FREE TECHNIQUES
In this section, we analyze the performance of the parameterfree techniques mentioned above in terms of their diagonal loading levels, where two limiting cases are considered that the number of snapshots N and the number of sensors M approach infinity. As the scenario of large number of sensors is popular recently [27] - [33] , we emphatically analyze the case with a large value of M (from tens to hundreds times as many as the number of directional signals). Note that diagonal loading is introduced to improve the robustness of RAB against covariance matrix uncertainty, a proper diagonal loading level is expected to achieve a high output SINR.
A. IMPACT OF THE NUMBER OF SNAPSHOTS
On the one hand, when the number of snapshots N increases with a given number of sensors M , SCB tends to work optimally in the absence of steering vector mismatch, and thus the diagonal loading level should decrease. In a limiting VOLUME 5, 2017 case, when the number of snapshots tends to be infinite, the theoretical diagonal loading level should be close to zero, however, the diagonal loading level of HKB tends to become infinite too [20] . This is because the numerator of ρ HKB which represents the estimate SOI power will be as large as the true SOI power, while the denominator which is the solution of the LS problem (11) will decline to 0, resulting in a serious degradation of its performance, even worse than SCB. The diagonal loading level of SMF tends to become a constant when the number of snapshots becomes infinite, due to that R x is equal to R x , and the diagonal loading level given in (21) is exactly the output power of the spatial matched filter. If the input desired signal power is relatively large, ρ SMF will be much larger than 0, leading to the null depths reduction of the beampattern. In addition, when the number of snapshots N is very small, i.e., less than M , the diagonal loading level of SMF is not large enough, which may also reduce its performance.
B. IMPACT OF THE NUMBER OF SENSORS
On the other hand, when the number of sensor M increases with a given number of snapshots N , the estimation uncertainty of the sample covariance matrix will increase when considering the Cramér-Rao bounds distance between R x and R x [38] , thus a larger diagonal loading level is expected. The diagonal loading level of QC will satisfy the expected trend, because the number of iteration will also increase when M increases, followed by an increasing diagonal loading level. However, as shown in (27) , the assumed uncertainty range of DOA will be very small as M approaches a large value [22] , which may lead to the degradation of its robustness. In the meanwhile, the diagonal loading level of GLC will decrease as M increases. A proof is presented in this part to show this behavior.
From (18) and (19), the theoretical diagonal loading level of GLC can be calculated as
We focus on analyzing the change tendency of the three parameters ν, ε and γ as M increases with a given number of snapshots N .
Supposing the number of sensors is a variable, when it is equivalent to M , we let R M denote the true covariance matrixes and rewrite (2) as
where
is the power of the dth directional signal, σ 2 n is the power of the white complex Gaussian random process, and I M is the unit matrix with the size M × M , then the parameter ν can be calculated as
thus ν is independent of the number of sensors.
The denominator of ρ o,GLC is defined as γ = R M − νI M 2 , which can be given by
If only focusing on one term in (31), we can get
with d = 0, . . . , D − 1, so we can draw a conclusion that
where O(·) means "on the order of". As for the parameter ε, we let E M = R M − R M . As the truncation argument described in [39] , for every δ > 0, one has with probability at least 1 − δ that:
if the receiving signal satisfies the moment assumptions:
for some K and L, with 4 ≤ M ≤ N and q > 4, where S M −1 denotes the unit Euclidean sphere in R M , · denotes inner product, and inequality of the form a q,δ b means that a ≤ C q,δ b where C q,δ depends only on the parameters q, δ. Because the boundedness assumptions (35) and (36) can be sufficed in the analysis of GLC [39] , [40] , assuming that the number of snapshots N is constant and large enough, and
then the parameter ε satisfies that
where 0 < p < 1/2 due to q > 4. From (33) and (38) , one can find that the order of magnitude of ε is much less than that of γ with high probability. Thus, ρ o,GLC will decrease when the number of sensors M increases.
In order to study the behavior of the diagonal loading level of GLC intuitively, we give the variation curves of ρ o,GLC when M increases from 10 to 100 with N = 100 and N = 200 in Fig. 1 . Without loss of generality, we assume that there are three directional far-field narrowband signals impinging on a ULA from directions 0 • , 30 • and 45 • , respectively. Regard the first signal as SOI, and the others are interferences. The power of SOI is 10dB and that of interferences are 20dB. In addition, there is spatially white complex Gaussian noise with zero-mean and power 0dB. For each scenario 1000 Monte-Carlo trials are performed. As can be seen from Fig. 1 , when M increases from 10 to 100, the diagonal loading level of GLC will decrease. Comparing Fig. 1 (a) with (b), one can also find that the diagonal loading level of GLC will decrease as N increases.
From this study and previous studies, one can find that all the mentioned parameter-free RAB techniques will have performance degradation in the cases with a large number of snapshots or that of sensors, so a novel automatic diagonal loading method is expected which can perform well in the two limiting cases.
V. PROPOSED NRP-TMMSE METHOD
To solve the problem that the diagonal loading level of GLC declines when the number of sensors increases, this section introduces a noise reduction preprocessing into a truncated minimum mean square error criterion (NRP-TMMSE), where the TMMSE criterion can be given by
where α t and β t are nonnegative shrinkage parameters. R t , R t and R t are the estimated, the sample and the true covariance matrix of target-plus-interference signal of x(n), respectively. T t is an M × M matrix that can be constructed by the eigenvectors of R t . By solving (39), we can obtain the parametersα t andβ t , thus the estimate covariance matrix can be expressed as
There are two critical issues in NRP-TMMSE, one is to estimate R t and the other is to construct the matrix T t .
Note that both (39) and (17) use the MMSE criterion to estimate the covariance matrix in an optimal way. There are two obvious differences between (39) and (17) . First, (39) only considers the true covariance matrix of the target-plusinterference signal, while (17) also considers the noise covariance matrix. Second, (17) use the identity matrix directly, while (39) uses a reconstructed matrix T t instead, where T t relates the estimate covariance matrix of the target-plusinterference signal.
A. NOISE REDUCTION PREPROCESSING
We utilize two conventional methods to reduce the noise of x(n). One is the least-square-estimate (LSE) method [34] , in which the received noisy signal of the mth sensor is denoted as x m (1), . . . , x m (N − 1)] T (m = 0, 1, . . . , M − 1). Then we construct an N 1 × N 2 Hankel matrix of x m as [34] :
where N 1 + N 2 = N + 1 and N 1 ≥ N 2 . As shown in [34] , H (m) can be written as
where H 
where,
ti can be obtained as
The denoised signal of the mth sensor y m (n) can be reconstructed by arithmetic averaging along the anti-diagonals of H (m) ti :
with,
Accordingly, by repeating the process for each sensor, we can obtain the signal vector of the nth snapshot, namely VOLUME 5, 2017
As the computational complexity of LSE method is O(M · N 3 ), which is too high for implementation, we need to introduce a lowcomplexity noise reduction algorithm. The multichannel wiener filtering (MWF) method can be a choice for reducing the computational complexity in noise reduction, the filtering process of which can be written as [35] 
is the estimated multichannel wiener filter, R n is the estimate white noise covariance matrix. If the eigenvalue decomposition of R x can be written as
where each column of matrix U ∈ C M ×M is the eigenvector of R x , and the elements of matrix = diag(τ 0 ,τ 1 , . . . ,τ M −1 ) are the eigenvalues of R x , then the noise covariance matrix can be estimated as
Thus, by substituting (52) into (50), we can obtain the multichannel wiener filter. The computational complexity of MWF is O(M 2 · N ), which is much less than the LSE algorithm, especially when considering N M generally. For convenience, we unify the denoised signal y LS (n) and y MWF (n) as y(n) in what follows. ii) Construct T t by using (55). c) TMMSE criterion i) Solve equation (39) , and obtain the parametersα t andβ t .
Algorithm 1 LS-TMMSE

B. CONSTRUCTION OF T t
Once we obtain the denoised signal y(n), the sample covariance matrix R t can be calculated by ii) Construct T t by using (55). c) TMMSE criterion i) Solve equation (39), and obtain the parametersα t andβ t .
The eigenvalue decomposition ofR t can be expressed as 
The solution of (39) can be obtained in a similar way to GLC:β
whereν t = tr( R t T H t )/D 0 , and the value ofε t can be estimated asε
Accordingly, the weight vector of NRP-TMMSE can be expressed as (assuming thatα t = 0)
As can be seen from (59), NRP-TMMSE also belongs to the diagonal loading method and its diagonal loading level isβ t /α t , we denote it as ρ NRP−TMMSE . The validation of the proposed method is given in Appendix A.
As mentioned above, NRP-TMMSE is a combination of noise reduction preprocessing and the TMMSE criterion, which can be denoted as LS-TMMSE and MWF-TMMSE according to its noise reduction algorithm. We summarize the implementation of the proposed LS-TMMSE and MWF-TMMSE in Algorithm 1 and Algorithm2, respectively.
VI. STEERING VECTOR ESTIMATION
As the parameter-free RAB techniques such as HKB, GLC, SMF, LS-TMMSE, and MWF-TMMSE only consider estimating the covariance matrix, they are all sensitive to the DOA mismatch as well as the sensor position perturbations. To solve the problem, we construct a series connection between these RAB techniques and a well-known steering vector estimation (SVE) method given in [11] . Thus, they are denoted as HKB-SVE, GLC-SVE, SMF-SVE, LS-TMMSE-SVE and MWF-TMMSE-SVE, respectively.
The only prior information used in the SVE method is the imprecise knowledge of the angular sector of the desired signal and array geometry. By introducing the following positive semi-definite matrix variable Z â 0â H 0 , the steering vector can be estimated using a convex optimization approach
where C a(θ )a H (θ )dθ , is the complement of the sector , a(θ) is the assumed steering vector with the direction of θ , and 0 max θ∈ a H (θ) Ca(θ ). Because there is a high possibility of the rank-one solution for this optimization problem [11] , the estimated steering vectorâ 0 can be calculated as the principal eigenvector of the positive semi-definite matrix Z.
VII. NUMERICAL RESULTS
In this section, we evaluate HKB, GLC, SMF, QC, LS-TMMSE and MWF-TMMSE algorithms through simulations. A ULA with M = 20 elements is adopted in the test. Suppose that D = 4, and the temporally white complex Gaussian far-field narrowband signals impinge on the ULA from directions 0 • , 30 • , 45 • , and 60 • , respectively. We regard the first signal as the SOI with power 10dB, and the remaining signals as interferences with power 20dB. The noise is spatially and temporally white complex Gaussian process with zero-mean and power 0dB. In the following examinations, the output SINR is calculated by substituting the optimized weight vector for w SCB in (8) . In the following scenarios, two conditions are considered. In the first condition, the steering vector of SOI is accurately known. In the second condition, that steering vector of SOI is imprecise because of the DOA error and the sensor position perturbations, where the DOA error is assumed to be random and uniformly distributed in [−5 (27) and to simulate a realistic circumstance that the assumed uncertainty set is smaller than the real DOA mismatch, we set the DOA range of QC as [−2 • , 2 • ]. For each scenario 1000 Monte-Carlo trials are performed.
A. THE IMPACT OF INACCURATE ESTIMATION OF THE SIGNAL NUMBERS
As mentioned above, in the implementation of NRP-TMMSE, we need to estimate the number of signal number. To examine how the estimation error affects the performance of NRP-TMMSE. Fig. 2 shows the averaged output SINRs of LS-TMMSE and MWF-TMMSE versus the number of snapshots N as D 0 = 1, 4, 6, 10, 12, respectively. As shown in Fig. 2 (a) , we can observe that LS-TMMSE can achieve the optimal performance as D 0 = D = 4, and it is not very sensitive to the inaccurate estimation of the number of the sources. When D 0 > D, the performance of LS-TMMSE degrades as the estimation error increases. And when D 0 = 1, the performance of LS-TMMSE is very close to the optimal one. We may draw an extra conclusion that we'd better underestimate the number of sound sources rather than overestimate it when applying the proposed LS-TMMSE. As shown in Fig. 2 (b) , the estimation error can barely affect the performance of MWF-TMMSE. As a consequence, when using NRP-TMMSE, we only need a rough estimated number of directional signals, 
B. THE IMPACT OF THE NUMBER OF SNAPSHOTS
Then, we examine the diagonal loading level of each beamformer as the number of snapshots N increases, assuming that the steering vector of SOI and the number of signals are precisely known. Fig. 3 show the mean value of the diagonal loading levels of HKB, GLC, SMF, QC, LS-TMMSE and MWF-TMMSE, respectively. One can find that the diagonal loading levels of GLC and NRP-TMMSE decrease, but the diagonal loading level of HKB increases contrarily, as N increases. At the meanwhile, the diagonal loading levels of SMF and QC tend to be a constant. In addition, we note that the diagonal loading level of NRP-TMMSE is larger than those of GLC , SMF and QC, especially the MWF-TMMSE. Among the four diagonal loading methods, the diagonal loading level of GLC is the smallest one.
To analyze how the diagonal loading levels affect the performances of the considered beamformers, Fig. 4 shows the mean output SINRs of the mentioned RAB techiques versus the number of snapshots N , where Fig. 4 (a) presents the circumstance that the steering vector is accurately known, and Fig. 4 (b) presents the circumstance that there exists steering vector mismatch. As shown in Fig. 4 (a) , the output SINRs of all diagonal loading methods are larger than SCB. The output SINR of HKB decreases when N exceeds about 440 in this example. When N is larger than 2500, the performance of HKB will be even worse than SCB. This is because the diagonal loading level of HKB, as shown in Fig. 3 (a) , grows from a small value to a very large value as N increases. Comparing the proposed algorithms to GLC, we note that their output SINRs are close to each other when N is less than 200, but the proposed algorithms are better than GLC as N increases. As for the SMF and QC, their convergence rates are as fast as the proposed algorithms. By local amplification, we note that when the number of snapshots is very small, ie., N is equal or twice as large as M or even smaller than M , the output SINR of LS-TMMSE is the largest. This is because the diagonal loading level of LS-TMMSE is large enough to improve the convergence rate. However, the larger diagonal loading level is not always the better choice. The diagonal loading level of MWF-TMMSE is up to 10 5 when N is around 20, but its performance is relatively worse than LS-TMMSE, SMF, and QC. From Fig. 4 (b) , we note that when there exists steering vector mismatch, all the RAB techniques have a severely performance degradation, where the curves of GLC, LS-TMMSE and MWF-TMMSE drop more seriously than SMF, QC and HKB. The reason is that, as N increases, the diagonal loading levels of GLC, LS-TMMSE and MWF-TMMSE decline to very small values, which are not enough to guarantee the robustness of them to the steering vector mismatch. To examine the effect of the SVE algorithm, Fig. 5 shows the mean output SINRs of the series connection structure between the RAB techniques and the SVE algorithm versus N , where Fig. 5 (a) presents the circumstance that the steering vector is accurately known, while Fig. 5 (b) presents the circumstance that there exists steering vector mismatch. By comparing Fig. 4 (a) and Fig. 5 (a) , we note that SVE improves the performance of GLC, which can be explained as that the covariance matrix deviation caused by the small number of snapshots is somewhat equal to the steering vector mismatch in terms of output SINR, and SVE can correct this mismatch. However, HKB-SVE has a poor performance as N increases. This is because the SVE algorithm make the diagonal loading level of HKB more redundant. As shown in Fig. 5 (b) , we can see that the series connection structure between the RAB techniques and SVE algorithm improves the robustness of those techniques remarkably. By locally magnify Fig. 5 (a) and Fig. 5 (b) , we note that LS-TMMSE outperform other beamformers, especially when the number of snapshots is very small, i.e., less than 40. In addition, in the Fig. 4 (b) and Fig. 5 (b) , the output SINR of QC is very small, which is due to that the real DOA range is larger than the assumed DOA range of QC.
C. THE IMPACT OF THE NUMBER OF SENSORS
Next, we examine the diagonal loading level of each beamformer as the number of sensors M increases without any steering vector mismatch, which is shown in Fig. 6 . In this case, we set the snapshot number N equal to 120. In addition, to satisfy the constraint of QC given in (27) , we let the uncertainty range of DOA to be |sin θ 2 − sin θ 1 | = λ/dM , i.e., θ 2 = arcsin (1/M ), and θ 1 = − arcsin (1/M ). From Fig. 6 , we observe that both the diagonal loading levels of GLC and HKB decrease as M increases. Whereas, the diagonal loading levels of SMF, QC, LS-TMMSE and MWF-TMMSE have the same variation tendency with M . Among them the diagonal loading level of QC can be much larger than other methods when M is larger than 70. Fig. 7 shows the mean output SINRs of the original RAB techniques versus the number of sensors M , where Fig. 7 (a) considers the circumstance that the steering vector is accurately known, and Fig. 7 (b) takes into account the steering vector mismatch. In this examination, N is set to be 120. As shown in Fig. 7 , if the input signal-to-noise ratio is given as SNR in , then the optimal output SINR will be estimated as SINR opt (dB) ≈ SNR in (dB) + 10 lg M . Therefore, when SNR in is constant, SINR opt will increase in logarithmic form as M increases. The performance of SCB has serious degradation in Fig. 7 (a) , which is due to the growing deviation between the sample covariance matrix R x and the true covariance matrix R x as M increases. Moreover, from Fig. 7 (a) , we note that the performance of HKB is worse than LS-TMMSE, MWF-TMMSE, SMF, and QC, especially when M exceeds 80. This is because of the decreasing diagonal loading level of HKB, as shown in Fig. 6 (a) . However, the curve of GLC declines with the increasing M . The reasons account for the behavior are the declining trend of diagonal loading level of GLC and the whole value of diagonal loading level is very small. Therefore, GLC is somewhat sensitive to the number of sensors M . We note that the output SINR of QC is the closest to the optimal value. The reason is that when the deviation between R x and R x get larger as M increases, the diagonal loading level of QC appears a exponential growth trend in the iterative procedure. In particular, when M = 80, the diagonal loading level of QC can reach 5 × 10 18 , which can effectively compensate the covariance matrix deviation. However, as the desired uncertainty range of DOA is becoming smaller with an increasing M , QC is not robust to the steering vector errors. As shown in Fig. 7 (b) , the performance of all the RAB techniques have great degradation because of the steering vector mismatch. Among them, LS-TMMSE and MWF-TMMSE seem to be the most robust methods. This is because the diagonal loading levels of LS-TMMSE and MWF-TMMSE are relatively large when N is equal to 120. Fig. 8 shows the mean output SINRs of the series connection structure between the RAB techniques and SVE algorithm versus the number of sensors M (N = 120), where Fig. 8 (a) considers the circumstance that the steering vector is accurately known, and Fig. 8 (b) takes into account the steering vector mismatch. Interestingly, by comparing Fig. 7 (a) with Fig. 8 (a) , one can find that when combining with SVE algorithm, the performance of HKB and GLC will become better. The reason is the same with the improvement of the performance of GLC-SVE compared to GLC in terms of increasing N . As shown in Fig. 8 (b) , the series connection structure between RAB techniques and SVE is highly robust to the steering vector mismatch, which has been verified in Fig. 5 .
D. THE IMPACT OF INPUT SNR
In this part, we examine the performance of the beamformers as a function of the input SNR. The number of snapshots is fixed at 120. Fig. 9 (a) and Fig. 9 (b) show the output SINRs of the original RAB techiques versus the input SNR in the absence and in the presence of the steering vector mismatch, respectively. Fig. 9 (a) reveals that when the true steering vector is known, all the RAB techniques have the similar performance to each other, except the SCB. When there exists steering vector mismatch, as shown in Fig. 9 (b) , the GLC, HKB, QC and SCB method have poor performance, especially the input SNR is greater than 0 dB. And the LS-TMMSE provides the best performance followed by the MWF-TMMSE. Fig. 10 (a) and Fig. 10 (b) show the output SINRs of the series connection structure between the RAB techniques and the SVE algorithm versus input SNR in the absence and in the presence of the streeing vector mismatch, respectively. Comparing Fig. 9 (b) and 10 (b), we know that when connected with the SVE algorithm, those RAB techniques can be robust against the increasing input SNR and steering vector mismatch. 
E. THE IMPACT OF DOA ANGLE ERRORS
To further examine how the steering vector mismatch affect the performance of those RAB techniques, Fig. 11 shows the mean output SINRs with respect to the DOA angle errors, where N is set to 60, and M is set to 20. Fig. 11 (a) and Fig. 11 (b) show the performance of the original RAB techniques and the series connection structure, respectively. As shown in Fig. 11 (a) , we note that LS-TMMSE is the most robust technique to the DOA angle mismatch, even without the series connection structure with the SVE algorithm. Its performance is followed by the MWF-TMMSE. This is because when the number of snapshots is equal to 60, the diagonal loading levels of LS-TMMSE and MWF-TMMSE are much larger than other RAB techniques. If constructing the series connection between these RAB techniques with the SVE algorithm, as shown in Fig. 11 (b) , the robustness of these techniques are improved remarkably. Among them, LS-TMMSE-SVE and MWF-TMMSE-SVE are the most robust ones.
VIII. CONCLUSION
In this paper, we have asymptotically analyzed several parameter-free RAB techniques such as HKB, GLC, SMF and QC, and find that the performances of these conventional RAB techniques have different levels of degradation when the number of snapshots and that of sensors are relatively large, i.e., the number of sensors is from tens to hundreds times as many as the directional signals and the number of snapshots is from hundreds to thousands times as many as the number of sensors. To solve this problem, we emphatically study the problem of GLC, the performance of which may degrade with an increasing number of sensors, and propose the NRP-TMMSE algorithm which reduces the impact of number of sensors on the MMSE criterion by combining LSE-based or MWF-based noise reduction preprocessing with truncated MMSE criterion. Meanwhile, to improve the robustness of these RAB techniques against the steering vector mismatch, including the DOA errors and the sensor position perturbations, a series connection structure of RAB techniques and SVE algorithm is presented. A large number of simulations have been used to evaluate the performance of the proposed algorithm. It has been demonstrated that the diagonal loading level of NRP-TMMSE varies reasonably with varying number of snapshots and that of sensors, which makes it robust in all the cases, especially when the number of sensors is large, and the number of snapshots is very small, i.e., less than twice as many as the number of sensors. The simulations also verify that the series connection structure of RAB techniques and SVE algorithm is very robust to the steering vector mismatch. Moreover, the performance of NRP-TMMSE will barely be affected by the estimation error of the signal number. Thus, in the implementation of this method, the signal number is not the necessary prior knowledge, where it only needs to be roughly estimated according to the input signals.
APPENDIX A VALIDATION OF THE PROPOSED METHOD
To validate the proposed method, the diagonal loading level of it is analyzed herein when the number of sensor approaches infinity.
As the theoretical diagonal loading level of GLC is given in (28), the theoretical diagonal loading level of NRP-TMMSE can be defined in a similar way, given by
where, ν t = tr(R t T H t )/D 0 , γ t = ν t T t − R t 2 , and ε t = E{ R t −R t 2 }. In the following, we will analyze the diagonal loading level of NRP-TMMSE by means of calculating the order of the three parameters in (61) as a function of M .
Note that if the noise portion of the signal x(n) has been reduced completely, then the true covariance matrix R t of the denoised signal y(n) can be written as
According to the Cauchy-Schwarz inequality, the parameter ν t can be calculated as
therefore, when M → ∞, the parameter ν t satisfies that
In practice, ν t is the mean of the first D 0 eigenvalues of R t . The parameter γ t can be expressed as
where, 
Since γ t ≥ 0, it is obvious that
where f ≤ 2.
As for the parameter ε t , we let E t = R t −R t , it is obvious that E t is of the same form with E M , so E t also satisfies the inequality (34) . Accordingly, the order of ε and that of ε t as a function of M are similar with each other, we can obtain that ε t = O(M 2p (log log M ) 4 ).
(68) VOLUME 5, 2017 Specifically, if the number of snapshots is large enough, it is feasible to choose q > 8 in the boundedness assumptions (36) [39] , then p will satisfies 1/4 < p < 1/2. Since M 1/2 < (log log M ) 4 < M , we can conclude that
Finally, by substituting (64), (67), and (68) into (61), we can draw a conclude that when M increases, the diagonal loading level of NRP-TMMSE increases too, i.e., the tendency of the diagonal loading level of NRP-TMMSE with an increasing M coincides with the theoretical expected result. Therefore, NPR-TMMSE will outperform GLC when M approaches a large value (about from tens to hundreds times as many as the number of directional signals). 
