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The last gravitational waves emitted in the coalescence of two black holes are quasi-normal ringing
modes of the merged remnant. In general relativity, the mass and the spin of the remnant black
hole uniquely determine the frequency and damping time of each radiated mode. The amplitudes
of these modes are determined by the mass ratio of the system and the geometry of the coalescence.
This paper is part I of an analysis that aims to compute the “excitation factors” associated with
misaligned binary black hole coalescence. To simplify the analysis, we consider a large mass ratio
system consisting of a non-spinning body of mass µ that inspirals on a quasi-circular trajectory into
a Kerr black hole of mass M and spin parameter a, with µ/M  1. Our goal is to understand how
different modes are excited as a function of the black hole spin a and an angle I which characterizes
the misalignment of the orbit with the black hole’s spin axis. Though the large mass ratio limit does
not describe the binaries that are being observed by gravitational-wave detectors today, this limit
makes it possible to quickly and easily explore the binary parameter space, and to develop insight
into how the system’s late ringing waves depend on the binary’s geometry. In this first analysis, we
develop the worldline which the small body follows as it inspirals and then plunges into the large
black hole. Our analysis generalizes earlier work by Ori and Thorne to describe how a non-equatorial
circular inspiral transitions into a plunging trajectory that falls into the black hole. The worldlines
which we develop here are used in part II as input to a time-domain black hole perturbation solver.
This solver computes the gravitational waves generated by such inspirals and plunges, making it
possible to characterize the modes which the coalescence excites.
I. INTRODUCTION
A. Background and motivation
Since 14 September 2015 until this text was written,
the LIGO-Virgo Collaboration (LVC) has measured grav-
itational waves (GWs) from over a dozen binary black
hole (BBH) coalescences (Refs. [1–6] present events that
have been studied in depth; several recent detections have
been announced via the Open Alerts1 that accompany
the 3rd observing run of the LVC). BBH coalescences
have proven so far to be the most frequently measured
sources for ground-based GW detectors.
A surprise associated with these events is that many
of these black holes are substantially more massive than
had been expected based on measurements of stellar-
mass black hole prior to the first LVC discovery. In the
recently published catalog of events from the first two ob-
serving runs [6], the majority of events analyzed to date
involve black holes with M & 20M. Because the fre-
quency spectrum of a GW source scales inversely with
the source’s mass, this means that the peak sensitivity
of detectors like LIGO and Virgo for such sources cor-
responds to the late “merger” and “ringdown” waves,
emitted when the two black holes merge into a single
body and settle down to the stationary Kerr solution.
The early “inspiral” waves for these sources, which en-
code detailed information about the masses and spins of
1 https://gcn.gsfc.nasa.gov/lvc events.html
the binary’s constituents, are at low frequencies for which
detectors are less sensitive. For high mass systems, we
will not get the benefit of the many inspiral wave cycles
that encode the widely separated binary’s properties.
Although the inspiral waves are less informative for
high mass systems, such binaries generate perhaps an
ideal spectrum of merger and ringdown waves for ground-
based GW detectors. Especially as detector upgrades
improve our ability to measure these waves [7–12], BBH
merger and ringdown waves will be measured with high
fidelity, and will comprise an important component of the
measured GW catalog in coming years. They are also
certain to be important components of the catalog that
will be measured by the space-based detector LISA [13]
expected to launch in the early 2030s, which will measure
the low-frequency GWs from processes involving black
holes with M ∼ several× 104M – several× 107M.
What information is encoded in those waves? This is
simplest to answer for the ringdown waves, for which we
have good analytic understanding. Each ringing mode
has a waveform which is simply a damped sinusoid.
From the measured frequencies and damping times of
the modes, we will be able to determine the masses and
spins of the remnant black holes [14]. If multiple modes
can be measured, consistency of these modes will make
it possible to check the validity of the Kerr metric and to
make other interesting tests of strong-field gravity [15].
What can we learn from measuring the modes’ ampli-
tudes? A given coalescence will excite multiple modes of
the remnant black hole. The relative amplitude of the
modes will depend on the geometry of the final plunge
and coalescence of the binary’s members. For example,
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2the ` = 2, m = 2 mode is likely to be the most strongly
excited mode for an equatorial coalescence, but a highly
inclined coalescence will excite the different ` = 2 modes
in a more ecumenical manner. Might we be able to learn
some of the properties of the progenitor binary by mea-
suring multiple ringdown modes?
To answer this, we must compute how different modes
are excited as a function of binary properties. These “ex-
citation factors” will certainly depend on the black hole’s
spin a as well as an angle I describing the orientation
of the black hole’s spin axis and the smaller body’s or-
bital plane. The modes may also depend on “accidental”
phases: orbits which share the same orbital plane but
end their plunges at different values of the polar angle θ
may excite different mode mixtures. A detailed analysis
is needed to assess whether the late merger and ringdown
modes can be used to learn about the progenitor binary.
B. Binary coalescence in the large mass-ratio limit
Our goal is to begin this detailed analysis. We do so in
the large mass-ratio limit, taking the binary to be the ex-
act Kerr solution of general relativity plus a smaller body
which perturbs its spacetime. We strongly emphasize at
this point that the goal of our analysis is not to produce
templates which could be used for present gravitational-
wave data analysis, but rather to explore the physics of
mode excitation. The large mass-ratio limit is an excel-
lent tool for such exploration, since it lets us easily vary
binary parameters and rapidly compute the waveforms
corresponding to each parameter choice.
The only astrophysical source to which this limit ap-
plies are the “extreme mass-ratio inspirals,” or “EM-
RIs” [16], important sources for space-based detectors
like LISA. However, insights from the large mass-ratio
regime have proven useful much more generally, even in
the analysis of nearly equal mass binaries. For example,
many quantities can be computed to very high precision
in the large mass-ratio limit. The behavior of GW fluxes
and the self force in this regime has played an important
role in refining the effective one-body approach to binary
dynamics [17, 18], essentially by providing a precisely
computed asymptotic regime to which all other quanti-
ties must limit. Nonetheless, calculations in the com-
parable mass regime are needed in order to understand
what large mass-ratio insights carry over. Our hope is
that the promise of the results we report will motivate
further investigation in this vein.
Our goal is to use the large mass-ratio limit to set up
an easily parameterized binary that will allow us to ex-
plore the dynamics of black hole mode excitation. We
will begin by considering a small body that is moving on
an initially circular orbit of a Kerr black hole. GW emis-
sion drives the small body to spiral through a sequence
of circular orbits of ever smaller radius. Eventually, the
small body reaches the vicinity of the “innermost sta-
ble circular orbit” or “ISCO,” beyond which circular or-
bits are no longer stable against small disturbances. The
body then follows a plunging trajectory which crosses the
event horizon in finite proper time.
Following this prescription of slow inspiral followed by
a transition and plunge, it is straightforward to con-
struct the worldline that a small body follows as it moves
through spacetime into the larger black hole. We then
use this worldline as input to a time-domain black hole
perturbation theory (BHPT) code [19–22]. This code
computes the GWs generated by the small body as it fol-
lows this trajectory. The behavior of the BHPT source
term as the small body approaches the horizon guaran-
tees that the final waveform cycles the code computes are
the quasi-normal modes generated by the coalescence.
In summary, the goal of our analysis is to generate
worldlines corresponding to a small body that inspirals
and plunges into a Kerr black hole, to compute the
GWs generated by that inspiral and plunge, and then to
characterize the different quasi-normal modes that are
thereby excited. By considering a range of worldlines
corresponding to different parameter choices (varying, for
example, the spin of the large black hole, or the misalign-
ment between the orbit and the black hole’s spin axis),
we aim to understand how the spectrum of late ringing
modes varies as a function of the binary’s properties at
merger.
C. The transition between inspiral and plunge
We split this task into two parts. In this paper, we fo-
cus on how to compute the worldline that the small body
follows as it spirals into and then plunges into the black
hole. In a companion paper [23], we describe how we use
that worldline to compute the corresponding GWs (much
of this already has appeared in the literature; see Refs.
[19, 20]), and how to characterize the ringdown modes
which the plunge and merger excites.
A major focus of this paper is to describe how the small
body transitions from a slowly evolving, nearly circular
geodesic to a plunging geodesic which carries the small
body into the black hole. This epoch of the small body’s
motion must be treated with some care. For much of
the binary’s history, the small body can be regarded as
being on a circular, geodesic orbit. Being on such an
orbit means that the small body sits at the extremum of
a potential-like function which characterizes black hole
orbits. Due to GW emission, this potential’s properties
adiabatically change, moving the extremum to smaller
radius. As long as the orbit is far from the ISCO, the
rate at which the extremum moves inward is slow enough
that the smaller body can “keep up”: the curvature of
the potential provides a restoring force which keeps the
small body on a circular geodesic orbit. Far from the
ISCO, inspiral is thus accurately described as the small
body moving through a sequence of geodesics, with GW
emission determining the sequence that is followed.
As the small body approaches the ISCO, the situation
3changes. The potential flattens, losing its extremum al-
together at the ISCO. The restoring force which kept the
small body on a circular orbit becomes weaker as the po-
tential becomes flatter. Eventually, the small body can
no longer keep up with the evolving potential, and the
motion ceases to be geodesic. It falls ever more rapidly
toward the larger black hole, asymptotically approaching
an infalling geodesic which plunges into the black hole’s
event horizon.
For equatorial orbits, work over the past nearly two
decades using the “effective one-body” (EOB) framework
has developed a very mature set of tools for modeling this
final transition and plunge [24–28]. EOB waveforms cal-
ibrated to the output of numerical relativity simulations
build in this behavior [29], and have played an important
role in the discovery and interpretation of GWs. Ide-
ally, we would use EOB equations of motion in the large
mass-ratio limit to develop inspiral and plunge world-
lines, much as was done in Refs. [25–28]. An EOB for-
malism appropriate for binaries with one or more spins
misaligned to the orbit has long existed [30], and forms
the foundation for ongoing work to model gravitational
waveforms for such systems [31, 32]. This formalism is
adapted to the post-Newtonian formulation of the motion
of spinning bodies; some work must be done to match it
to the Kerr geodesic description that is appropriate in the
large mass-ratio limit (carefully translating, for example,
the notion of angular momentum used in Refs. [30–32] to
the axial angular momentum Lz and Carter constant Q
used to describe Kerr orbits).
In lieu of developing a match of the “precessing plunge”
EOB model to strong-field Kerr geodesic orbits, we will
instead use a framework that is similar to the equations
of motion that were developed by Ori and Thorne [33]
(hereafter OT00) for equatorial orbits. OT00 developed
equations of motion for the non-geodesic epoch follow-
ing inspiral by examining how the geodesic equation’s
character changes as the potential governing radial mo-
tion flattens out, taking into account the leading impact
of radiative backreaction. The key equation derived by
OT00 governing the motion from the end of inspiral to
plunge turns out to be identical (modulo minor differ-
ences in some definitions) to an analogous equation found
in the EOB framework [compare Eq. (3.22) of OT00 with
Eq. (4.38) of Ref. [24]], at least in the large mass-ratio
limit. OT00 and the EOB framework thus produce the
same motion, at least over a certain regime. However,
as we’ll discuss in Sec. III C, the OT00 procedure has
some unsatisfactory arbitrariness which is not well mod-
eled. This motivates work to enable the match of the
precessing EOB model to strong-field Kerr geodesics.
Setting aside for now these concerns, we thus seek to
generalize OT00 from equatorial circular orbits to circu-
lar orbits of arbitrary spin-orbit alignment. Such an anal-
ysis was done by Sundararajan [34]. As we will describe
in Sec. III B, we have found that Sundararajan’s analysis
is unfortunately flawed. By using Mino time [35], a pa-
rameterization of strong-field Kerr orbits which separates
the radial and polar motions of Kerr black hole orbits,
we show that a very simple generalization of OT00 can
be used to describe the transition for circular orbits of
arbitrary orientation. Constructing a worldline for arbi-
trary spin-orbit configurations is then essentially no more
difficult for inclined inspiral and plunge than it is for the
equatorial case.
D. Organization of this paper
The remainder of this paper is organized as follows.
We begin by reviewing Kerr black hole orbits in Sec. II.
Since the geodesics of the Kerr spacetime play an im-
portant foundational role in our analysis, it is useful to
have their properties and certain critical results at our
fingertips. In Sec. III, we next develop the equations
which govern the motion of a small body through the
transition. Section III A presents a synopsis of the OT00
calculation, showing how to model the transition from
inspiral to plunge for equatorial orbit configurations. We
then generalize the OT00 analysis in Sec. III B to model
the transition for a binary of any orbit inclination. Sec-
tion III C concludes this section by describing how we
model the small body’s motion once it is best described
as a free-fall plunge into the larger black hole.
In Sec. IV, we show how to stitch the sequence of cir-
cular geodesics describing adiabatic inspiral to the tran-
sition and plunge, thereby constructing the worldline
which the small body follows as it falls into the larger
black hole. A critical step in this process is to choose
when we end the adiabatic inspiral and begin the transi-
tion, and when we end transition and begin the plunge.
We argue that internal self consistency demands that
transition begin within a certain fairly narrowly defined
interval. The interval we find is consistent with a more
heuristic picture of the transition that we develop in Ap-
pendix A. We likewise argue that internal self consis-
tency demands a fairly narrow window in which to end
the transition. In this section, we also highlight the need
to modify a particular step from OT00 slightly in order
to guarantee that certain quantities evolve smoothly as
inspiral ends and the transition begins.
Examples of our results are shown in Sec. V. An im-
portant feature of our worldlines (highlighted in earlier
work, notably Refs. [21, 25, 26]) is that the small body’s
motion freezes to the generators of the event horizon at
late times as seen by distant observers. When coupled to
a time-domain BHPT code, this has the important result
that the wave equation’s source term redshifts to zero at
late times. The late-time radiation from the system thus
consists of quasi-normal modes of the larger black hole,
produced in a way that, by construction, is phase coher-
ent with the earlier wave train from the coalescence.
In the presentation of our results, we examine how ro-
bust the worldlines we develop are to the ad hoc choices
that we must make regarding the start and end of the
transition domain. Our results depend very little on
4when we choose the transition to begin, barely chang-
ing as we vary our start parameter across the acceptable
range of transition start times. However, we find that the
worldlines do vary quite a bit as a function of our tran-
sition end time. Fortunately, a companion analysis [23]
shows that this dependence does not have a detrimen-
tal impact on our ability to study the question driving
this research. Although the worldlines depend on when
we change from transition to plunge, we find that this
choice has unimportant consequences for understanding
the excitation of the black hole’s ringdown modes.
In Sec. VI, we summarize our conclusions and briefly
describe the work which is presented in our companion
analysis [23]. Throughout this paper, we use units in
which G = 1 = c. We typically work in Boyer-Lindquist
coordinates describing a black hole of mass M with spin
parameter a ≡ S/M , where S is the hole’s spin angular
momentum. The orbiting body has mass µ; we define
η ≡ µ/M .
II. IMPORTANT PROPERTIES OF KERR
ORBITS
A. Generalities
As background to our discussion, we first summarize
key equations describing geodesic orbits of Kerr black
holes. In first order form, the geodesic motion of a body
in the Kerr spacetime in the Boyer-Lindquist coordinates
(r, θ, φ, t) is governed by the equations
Σ2
(
dr
dτ
)2
=
[
E(r2 + a2)− aLz
]2
−∆ [r2 + (Lz − aE)2 +Q]
≡ R(r) , (2.1)
Σ2
(
dθ
dτ
)2
= Q− L2z cot2 θ − a2 cos2 θ[1− E2]
≡ Θ(θ) , (2.2)
Σ
(
dφ
dτ
)
= csc2 θLz +
2MraE
∆
− a
2Lz
∆
≡ Φ(r, θ) , (2.3)
Σ
(
dt
dτ
)
= E
[
(r2 + a2)2
∆
− a2 sin2 θ
]
− 2MraLz
∆
≡ T (r, θ) , (2.4)
where
∆ ≡ r2 − 2Mr + a2 , Σ ≡ r2 + a2 cos2 θ (2.5)
[see Ref. [36], Eqs. (33.32a)–(33.32d)]. The quantity E is
the orbit’s energy (per unit µ, the mass of the orbiting
body), Lz is the axial angular momentum (per unit µ),
and Q is the orbit’s Carter constant (per unit µ2). These
quantities are constants along a particular geodesic orbit.
Up to initial conditions, an orbit is specified by choosing
values for E, Lz, and Q.
Equations (2.1)–(2.4) use proper time τ as the inde-
pendent parameter along the geodesic. Another time
parameter which is very useful for studying strong-field
Kerr black hole orbits is λ, defined by dλ = dτ/Σ. The
geodesic equations parameterized in this way are(
dr
dλ
)2
= R(r) ,
(
dθ
dλ
)2
= Θ(θ) ,
dφ
dλ
= Φ(r, θ) ,
dt
dλ
= T (r, θ) . (2.6)
By using λ as our time parameter, the r and θ coordi-
nate motions separate. The parameter λ is often called
“Mino time,” following Mino’s use of it to untangle these
coordinate motions [35].
B. Circular orbits
In our analysis, we focus on “circular” orbits: orbits
which have constant Boyer-Lindquist radius r. Such or-
bits are defined by enforcing the conditions R = 0, R′ = 0
(where ′ ≡ ∂/∂r). Orbits satisfying these circularity con-
ditions have dr/dτ = 0 (or dr/dλ = 0) at all times. En-
forcing circularity yields a two-parameter orbit family.
We will take the parameters to be the orbital radius2 ro
and an inclination angle I. Orbits with I = 0◦ are con-
fined to the equatorial plane (polar angle θ = pi/2 for
all time), and have Lz > 0 (i.e., are prograde); those
with I = 180◦ are also equatorial, but have Lz < 0. For
general I, θ oscillates between
θmin = sgn(Lz)×
(pi
2
− I
)
, and
θmax = pi − θmin . (2.7)
Once ro and I are selected, E, Lz, and Q are found by
solving R(ro) = 0, R
′(ro) = 0, Θ(θmin) = 0.
Begin by considering equatorial orbits, for which θ =
pi/2 at all times. Using Eq. (2.2), we see this requires
Qeq = 0. Solving R = 0, R′ = 0 with Q = 0 yields [37]
Eeq =
1− 2v2 ± qv3√
1− 3v2 ± 2qv3 , (2.8)
Leqz = ±rov
1∓ 2qv3 + q2v4√
1− 3v2 ± 2qv3 . (2.9)
In these expressions and those which follow, the upper
sign refers to prograde orbits (I = 0◦), and the lower to
retrograde (I = 180◦). We have introduced v ≡√M/ro
and q ≡ a/M .
Generalizing to non-equatorial orbits is straightfor-
ward; we refer the reader to Appendix B of Schmidt
[38] for detailed discussion and formulas. Software imple-
menting these formulas can be found at the Black Hole
2 We write a subscript “o” on the orbital radius to contrast the
orbit parameter with the general radial coordinate r.
5Perturbation Toolkit [39]. The results are simple in the
Schwarzschild limit, a = 0:
ESchw =
1− 2v2√
1− 3v2 ,
LSchwz = cos I
rov√
1− 3v2 ,
QSchw = sin2 I
(rov)
2
1− 3v2 . (2.10)
For general a, the analogous formulas are complicated,
so we do not show them explicitly here. All of these
quantities vary monotically as functions of I at fixed ro
and a. Once all of these quantities are known, it is very
useful to reparameterize the θ motion:
cos θ = sin I cos (χ+ χ0) . (2.11)
The parameter χ0 is essentially a starting phase for the
polar angle; as we’ll describe in later sections, we use it
to control the value of θ at which members of a family
of worldlines with the same I enter and complete the
plunge. Using Eqs. (2.2) and (2.11), it is simple to show
that χ is governed by the equation
dχ
dλ
=
√
β(z+ − cos2 θ) , (2.12)
where
β = a2(1− E2) , (2.13)
βz+ =
1
2
[
L2z +Q+ β +
√
[L2z +Q+ β]
2 − 4βQ
]
.
(2.14)
The parameter χ tends to be a more convenient angle to
integrate than θ, since it grows monotonically and has no
turning points.
Circular orbits are stable if R′′(ro) < 0. The separatrix
dividing stable from unstable is the set of orbits which
satisfy R = 0, R′ = 0, R′′ = 0; the orbit radius which
satisfies these equations is known as the innermost stable
circular orbit, or ISCO. The radius of the ISCO is simple
to compute for equatorial orbits [37]:
reqISCO/M = 3 + Z2 ∓ [(3− Z1)(3 + Z1 + 2Z2)]1/2 ,
(2.15)
Z1 ≡ 1 + (1− q2)1/3
[
(1 + q)1/3 + (1− q)1/3
]
,
(2.16)
Z2 ≡
(
3q2 + Z21
)1/2
. (2.17)
It is straightforward to solve the system of equations
R = 0, R′ = 0, R′′ = 0 to construct rISCO(I) for all
inclinations. Figure 1 shows the ISCO as a function of
cos I for several black hole spins.
Finally, it is worth noting that circular orbits have a
well-defined frequency spectrum, executing axial motion
with frequency Ωφ, and oscillating in polar angle with
FIG. 1. The radius of the innermost stable circular orbit,
rISCO, as a function of inclination angle I for several values
of black hole spin a. Circular orbits are stable for ro > rISCO,
and unstable for ro < rISCO. As described in Secs. III A and
III B, the transition from slowly evolving stable circular orbits
to a plunging geodesic occurs near rISCO.
frequency Ωθ. See Ref. [40] for explicit formulas for com-
puting these frequencies. In the limit of equatorial orbits,
the frequency Ωθ becomes unimportant since the motion
does not exhibit polar oscillations, and
Ωφ → Ωeqφ = ±
M1/2
r
3/2
o ± aM1/2
. (2.18)
The discrete frequency spectrum of circular orbits plays
an important role in computing GWs from these orbits:
the radiation can be expanded in Fourier modes, with
contributions from harmonics of the orbit’s distinct fre-
quencies. This means that, for example, the rate at which
energy is carried away by GWs can be written
E˙ =
∑
`mk
E˙`mk , (2.19)
where the indices m and k label harmonics of the axial
and polar frequencies; the index ` is a spheroidal har-
monic index. Similar formulas describe the rates at which
Lz and Q evolve due to GW emission. Input from a code
which computes such “fluxes” of E, Lz, and Q [41] plays
an important role in our construction of the worldline
followed by a body plunging into a Kerr black hole.
6C. Slowly evolving circular orbits
We wish to consider a large mass-ratio binary whose
orbit is accurately described as an inclined, circular Kerr
geodesic orbit on “short” timescales, but that evolves
from one circular orbit to another on “long” timescales.
The short timescale will be of order the small body’s
orbital period, and the long timescale will be of or-
der the radiation reaction timescale. The ratio of these
timescales, whether expressed in terms of coordinate
time, proper time, or Mino time, is the mass ratio η:
To
TRR
∼ η . (2.20)
We now examine some consequences of this separation
of timescales, and some properties of the smaller body’s
orbital motion while it is accurately described as slowly
evolving from geodesic to geodesic.
Write the orbital radius as a function of Mino time:
ro = ro(λ). The orbital radius is governed by the radial
geodesic equation: (
dro
dλ
)2
= R(ro) , (2.21)
where R(r) is defined by Eq. (2.1). The function R(r)
also depends on the orbit’s E, Lz, and Q. Suppose that
E, Lz, and Q themselves vary with λ, and apply d/dλ to
both sides of Eq. (2.21):
2
(
dro
dλ
)(
d2ro
dλ2
)
=
∂R
∂r
(
dro
dλ
)
+
∂R
∂E
(
dE
dλ
)
+
∂R
∂Lz
(
dLz
dλ
)
+
∂R
∂Q
(
dQ
dλ
)
.
(2.22)
Each of the terms on the right-hand side are to be eval-
uated at r = ro. Let us now examine how these terms
scale with the mass ratio η:
• Assuming that they evolve due to GW emission,
the rates of change dE/dλ, dLz/dλ, and dQ/dλ
are each proportional to η.
• The derivatives ∂R/∂E, ∂R/∂Lz, and ∂R/∂Q are
each independent of η.
• Because we are considering circular Kerr orbits, the
derivative ∂R/∂r vanishes at r = ro. However,
corrections proportional to η appear when one ac-
counts for the slow evolution of E, Lz, and Q, so
this term is of order η.
• The Mino-time radial velocity dro/dλ and acceler-
ation d2ro/dλ
2 must each be proportional to η.
Taking these scalings into account shows that some
terms in Eq. (2.22) are O(η), and others are O(η2). The
equation must hold at each order in η, so we may separate
these different scalings. Doing so yields the following
conditions that our slowly evolving geodesic must satisfy:
O(η) :
∂R
∂E
(
dE
dλ
)
+
∂R
∂Lz
(
dLz
dλ
)
+
∂R
∂Q
(
dQ
dλ
)
= 0 ,
(2.23)
O(η2) : 2
(
dro
dλ
)(
d2ro
dλ2
)
=
∂R
∂r
(
dro
dλ
)
. (2.24)
The O(η) constraint (2.23) is a rule that governs how
the constants of the motion evolve for slowly evolving
circular orbits. The O(η2) equation can be rewritten by
canceling a common factor on both sides:
d2ro
dλ2
=
1
2
∂R
∂r
. (2.25)
As we will see, Eq. (2.25) is a very useful tool for charac-
terizing the evolution of circular orbits when their prop-
erties evolve due to GW emission.
III. EQUATIONS OF MOTION FOR THE
TRANSITION FROM INSPIRAL AND THE
FINAL PLUNGE
When the system can no longer be regarded as slowly
evolving through a sequence of geodesics, what is the
correct way to model its motion? In this section, we
first summarize the analysis of Ori and Thorne. We then
show how to generalize their analysis for circular orbits
of arbitrary inclination, and conclude by discussing the
system’s final plunge dynamics.
A. The Ori-Thorne calculation
Following OT00, rewrite Eq. (2.1) for equatorial orbits
(θ = pi/2) as(
dro
dτ
)2
= E2 − Vr(ro, E, Lz) . (3.1)
The potential Vr is simply related to the function R:
Vr = E
2 − R(ro)
r4o
. (3.2)
Circular orbits exist where Vr = E
2 and ∂Vr/∂r = 0.
Applying d/dτ to both sides of Eq. (3.1) and repeating
the analysis of Sec. II C but using the potential Vr, we
find the following equation governs the radial acceleration
of the small body:
d2ro
dτ2
= −1
2
∂Vr
∂r
. (3.3)
The right-hand side is evaluated at r = ro, and thus
vanishes at leading order in η. As we will see below,
corrections enter when we introduce the evolution of E
7and Lz due to GW emission. We also find an equation
analogous to (2.23):
∂Vr
∂E
(
dE
dτ
)
+
∂Vr
∂Lz
(
dLz
dτ
)
= 0 . (3.4)
Consider a system that is approaching the ISCO via a
sequence of circular orbits. We put
ro = rISCO + x , (3.5)
Lz = L
ISCO
z + δLz , (3.6)
E = EISCO + ΩISCOφ δLz . (3.7)
Here, ΩISCOφ is the frequency Ωφ given in Eq. (2.18) eval-
uated at rISCO. We have used the fact that for circular
and equatorial orbits(
dE
dt
)GW
= Ωφ
(
dLz
dt
)GW
, (3.8)
and we assume that GW backreaction is the only mech-
anism by which E and Lz evolve.
As we enter the transition, we assume that Eq. (3.3)
continues to govern the behavior of the orbit. Our goal
will be to evaluate ∂Vr/∂r with ro, Lz, and E given by
Eqs. (3.5)–(3.7). Begin by examining the behavior of
Vr(ro, E, Lz) near the ISCO. Use
Vr|ISCO = (EISCO)2 ,
∂Vr
∂r
∣∣∣∣∣
ISCO
= 0 ,
∂2Vr
∂r2
∣∣∣∣∣
ISCO
= 0 , (3.9)
where the notation “|ISCO” means that these terms are
evaluated by setting all of ro, E, and Lz to their ISCO
values. Expanding Vr in ro, E, and Lz, we find
Vr =
(
EISCO
)2
+
1
6
(
∂3Vr
∂r3
)
x3
+
(
∂2Vr
∂Lz∂r
+ Ωφ
∂2Vr
∂E∂r
)
x δLz
+ Terms that do not depend on x . (3.10)
All terms in parentheses in Eq. (3.10) are to be evaluated
at the ISCO. A term linear in δLz but independent of x
vanishes thanks to Eq. (3.4).
Next, substitute Eq. (3.10) into Eq. (3.3), noting that
d2ro/dτ
2 = d2x/dτ2 and ∂/∂r = ∂/∂x:
d2x
dτ2
= −1
4
(
∂3Vr
∂r3
)
x2 − 1
2
(
∂2Vr
∂Lz∂r
+ Ωφ
∂2Vr
∂E∂r
)
δLz .
(3.11)
As in the preceding equation, terms in parentheses here
are to be evaluated at the ISCO.
To manipulate further, we need to model δLz, the an-
gular momentum lost by the orbit as the small body
evolves through the transition. This regime is, by defini-
tion, short-lived, so the angular momentum flux is nearly
equal to its value on the ISCO throughout the transition.
Following OT00, we write
δLz = η
(
dLz
dτ
)ISCO
(τ − τISCO)
= η
(
dLz
dt
)ISCO(
dt
dτ
)ISCO
(τ − τISCO)
= ηκ(τ − τISCO) . (3.12)
Here, τISCO gives the value of the body’s proper time
when its angular momentum is equal to the value that
a geodesic orbit would have at the ISCO. The quantities
(dLz/dτ)
ISCO and (dLz/dt)
ISCO describe the flux of an-
gular momentum in GWs. The second line is written in
a more useful form for our purposes since our radiation
emission code computes this flux per unit of coordinate
time t. For later convenience, we have scaled out a factor
of the mass ratio η which normalizes the GW flux. On
the last line, we have defined
κ =
(
dLz
dt
)ISCO(
dt
dτ
)ISCO
. (3.13)
Combining all of these pieces, we find
d2x
dτ2
= −αOTx2 − ηβOTκ (τ − τISCO) , (3.14)
where
αOT =
1
4
(
∂3Vr
∂r3
)
, (3.15)
βOT =
1
2
(
∂2Vr
∂Lz∂r
+ Ωφ
∂2Vr
∂E∂r
)
, (3.16)
and where all quantities in parentheses are to be evalu-
ated at the ISCO.
Let us now rescale the radial variable x and the proper
time τ as follows:
x/M ≡ η2/5 (βOTκ)2/5α−3/5X (3.17)
(τ − τISCO) /M ≡ η−1/5 (αOTβOTκ)−1/5T . (3.18)
These definitions bring Eq. (3.14) into the form
d2X
dT 2
= −X2 − T . (3.19)
This is the main result of OT00, their equation (3.22).
To solve this equation, we use the fact that large neg-
ative T corresponds to the beginning of the transition
regime. OT00 note that at this moment (when the sys-
tem is still evolving adiabatically), the orbit sits at the
minimum of Vr, and the system’s motion has the solution
X =
√−T . (3.20)
8FIG. 2. The function X(T ) found by numerically solving Eq.
(3.19). Note that this solution only needs to be constructed
once: with the scalings defined in Eqs. (3.17) and (3.18), this
solution describes the transition for all values of a and η (pro-
vided the large mass-ratio approximation remains valid).
By iteration, one can find a solution which more accu-
rately solves Eq. (3.19):
X =
√−T + 1
8T 2
− 49
128(−T )9/2 −
1225
256T 7
− 4412401
32768(−T )19/2 + . . . (3.21)
Using Eq. (3.21) to find X and dX/dT at some inital time
Ti, it is simple to solve Eq. (3.19) numerically. Figure 2
shows the resulting X(T ) through the transition regime.
B. Generalizing Ori-Thorne
Ori and Thorne’s analysis must be generalized in or-
der to study the transition and plunge of inclined orbits.
Such a generalization was first attempted by Sundarara-
jan [34]. Unfortunately, we have found that this gener-
alization is flawed: the point at which transition begins
using the algorithm of Ref. [34] depends strongly on the
initial value of the polar angle θ. This means that two
trajectories with the same initial values of E, Lz, and
Q but different initial values of θ will undergo different
plunge dynamics.
This behavior arises because Sundararajan’s equations
of motion do not separate the radial and angular degrees
of freedom. His prescription mixes orbit terms which vary
on dynamical orbit timescale Torb ∼ M with terms that
vary on a dissipative GW timescale TGW ∼ M/η. Al-
though in principle the short-timescale orbital dynamics
may have an impact on the transition, one needs to in-
clude all short-timescale terms in order to properly model
these effects. For example, the self force includes both
dissipative elements that vary only on the timescale TGW
as well as oscillatory terms that vary on the timescale
Torb. Sundararajan’s analysis thus has both short- and
long-timescale orbit effects, but only includes the long-
timescale dissipative effects.
In our analysis, we model dissipation using only the
orbit-averaged impact of radiation reaction. Since our
model for the dissipative evolution averages out short-
timescale effects, consistency mandates that we develop
a way to describe the transition that decouples the orbit’s
long-timescale dissipative radial motion from the orbit’s
other degrees of freedom. We do so using the Mino-time
description given in Sec. II. Begin with the acceleration
equation derived in Sec. II C,
d2ro
dλ2
=
1
2
∂R
∂r
. (3.22)
Exactly as in OT00, we now expand all relevant quanti-
ties near the ISCO:
ro = rISCO + x , (3.23)
E = EISCO + δE , (3.24)
Lz = L
ISCO
z + δLz , (3.25)
Q = QISCO + δQ . (3.26)
The quantities δE, δLz, and δQ describe how the energy,
axial angular momentum, and Carter constant evolve
through the transition. In the equatorial case, δE and
δLz are connected by Eq. (3.8). A similar connection
exists between (δE, δLz, δQ) for inclined circular orbits,
but is inclination dependent and not simple to write
down in closed form, although it is worth noting that
(δE, δLz, δQ) are constrained by Eq. (2.23). These con-
nections are built into the code that we use to compute
these quantities [41].
Let us now expand R around the ISCO. Circular orbits
at the ISCO are defined by
R = 0 , R′ = 0 , R′′ = 0 . (3.27)
Taking advantage of these conditions and using Eqs.
(2.23) and (3.23)–(3.26), we find
R =
1
6
(
∂3R
∂r3
)
x3
+
(
∂2R
∂r∂E
δE +
∂2R
∂r∂Lz
δLz +
∂2R
∂r∂Q
δQ
)
x
+ Terms that do not depend on x (3.28)
near the ISCO. All terms in parentheses are evaluated on
the ISCO. Put
δE = η
(
dE
dλ
)ISCO
(λ− λISCO) , (3.29)
δLz = η
(
dLz
dλ
)ISCO
(λ− λISCO) , (3.30)
δQ = η
(
dQ
dλ
)ISCO
(λ− λISCO) . (3.31)
9Notice that we have written the rates of change as d/dλ,
rather than d/dt. For convenience, let us write
δC = ηκC(λ− λISCO) (3.32)
for C ∈ [E,Lz, Q]. The value of κC can be easily read out
for each C. Using d2ro/dλ2 = d2x/dλ2 plus the fact that
∂/∂r = ∂/∂x near the ISCO, then combining Eqs. (3.22)
and (3.28) we find
d2x
dλ2
= −Ax2 − ηB(λ− λISCO) , (3.33)
where
A ≡ −1
4
(
∂3R
∂r3
)
, (3.34)
B ≡ −1
2
(
∂2R
∂r∂E
κE +
∂2R
∂r∂Lz
κLz +
∂2R
∂r∂Q
κQ
)
.
(3.35)
All terms in parentheses are evaluated at the ISCO. We
have chosen signs in these definitions to insure that A
and B are both positive.
Next, scale the radial variable x and Mino-time λ as
follows:
x/M ≡ η2/5B2/5A−3/5X , (3.36)
M(λ− λISCO) ≡ η−1/5(AB)−1/5L . (3.37)
The equation governing the transition becomes
d2X
dL2
= −X2 − L . (3.38)
This is identical in form to Eq. (3.19) and thus admits
identical solutions. The only difference is in the defini-
tion of the timelike coordinate: the variable T used in
Eq. (3.19) is a rescaled proper time τ , and the variable L
used here is a rescaled Mino time λ. As a consequence,
the solution for X shown in Fig. 2 carries over to inclined
orbits with no modification other than relabeling the in-
dependent parameter. The only change needed is to use
the scalings (3.36) and (3.37) to describe the motion in
the physical space near the black hole.
C. From transition to plunge
Equation (3.19) was derived by Taylor expanding the
function R in the vicinity of the ISCO. As such, as x gets
large, neglected terms on the right-hand side of (3.19) are
expected to become important. In addition, the impact
of radiative backreaction should decrease in importance
as the small body comes closer to the horizon. Equations
(3.12), (3.29), (3.30), and (3.31) will then no longer accu-
rately model how E, Lz, and Q behave. It may be more
accurate to treat these quantities as constants. The small
body’s motion would become a free-fall geodesic plung-
ing into the black hole. The radial motion would then be
governed by Eq. (3.22), with (E,Lz, Q) and dr/dλ chosen
to have their values at the moment when the transition
description becomes inaccurate.
This suggests that it would make sense to switch the
motion from that described by Eq. (3.19) to a plunging
geodesic when the transition has proceeded “far enough.”
When we are confident that Eq. (3.19) is becoming inac-
curate, we freeze the small body’s values of E, Lz, and Q,
and treat the motion as a simple geodesic which plunges
into the larger black hole. In Sec. IV A, we discuss how to
define what “far enough” means, and thus how to choose
when the transition ends and plunge begins.
IV. MAKING THE FULL INSPIRAL AND
PLUNGE WORLDLINE
We now synthesize all the elements described above
and describe how we construct the worldline of a body
that inspirals and then plunges into a Kerr black hole.
The procedure we follow has two major steps. We first
compute the radial motion of the small body as de-
scribed in Sec. III. The output of this step is a description
of the body’s motion parameterized using Mino time:
[ro(λ), E(λ), Lz(λ), Q(λ)]. We then convert from Mino
time λ to Boyer-Lindquist coordinate time t, putting
our description of the small body’s motion into the form
needed for the BHPT code that we use to study black
hole mode excitation. At the same time, we also com-
pute the small body’s angular motion. The final product
of this procedure is a full description of the coordinate
motion as a function of time t, [ro(t), θ(t), φ(t)].
A. Radial motion in Mino time
The Mino-time radial motion is computed by stitching
together solutions describing the inspiral, transition, and
plunge motions.
1. Adiabatic inspiral
We begin by computing the trajectory
[ro(λ), E(λ), Lz(λ), Q(λ)] that the small body would fol-
low if the inspiral accurately described the motion from
large radius all the way down to the ISCO. To do this,
we use a frequency-domain BHPT code [41] to compute
the rate at which GWs evolve the orbit’s energy, angular
momentum, and Carter constant. We choose an initial
orbit, [ro,0, E0, Lz,0, Q0], integrate using the rates of
change3 [dr/dλ, dE/dλ, dLz/dλ, dQ/dλ] predicted by
3 Because we restrict ourselves to quasi-circular orbits, we strictly
need only dE/dλ and dLz/dλ. The requirement that a circu-
lar orbit must evolve into another circular orbit under adiabatic
radiation reaction [42, 43] then yields dr/dλ and dQ/dλ [44].
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BHPT, and thereby produce “inspiral-only” worldlines
describing the small body’s radial motion from large
radius down to the ISCO.
A useful property of this “inspiral-only” worldline is
that, once computed, it is simple to rescale in order to
describe any mass ratio (within the confines of the large
mass-ratio limit needed for BHPT to be valid). Each
of the rates of change [dE/dλ, dLz/dλ, dQ/dλ] is propor-
tional to the mass ratio η. We can thus define a renor-
malized Mino-time interval dλ′ = η−1dλ. Once we have
computed the worldline using the mass-ratio-scaled Mino
time, [r(λ′), E(λ′), Lz(λ′), Q(λ′)], it is straightforward to
rescale the time axis in order to describe the adiabatic
inspiral for any η.
2. Transition
The inspiral-only worldline will accurately describe the
small body’s motion until it comes close to the ISCO,
and the orbit no longer adiabatically follows the evolving
extremum of the radial function R. Once this occurs, we
switch to the transition solution described in Sec. III B.
We need to choose a value Li to designate when inspiral
ends and the transition begins. Our choice is driven by
two competing factors:
• If |Li| is too large, then our transition-domain de-
scription of the fluxes (3.29) – (3.31) does not
match the fluxes that we compute from black hole
perturbation theory. We have found that if Li >
−4, then the mismatch between the fluxes does not
exceed 5%.
• If |Li| is too small, then we do not begin the transi-
tion until after the adiabatic approximation to the
inspiral has begun to break down. The corrections
beyond
√−L that appear in Eq. (3.21) (updating
from the time-like variable T to L) quantify the im-
portance of post-adiabatic corrections to the small
body’s motion. When Li = −1.4, the first correc-
tion to the solution in this equation is 5% as large
as the leading term.
Choosing 5% mismatches and errors (an admittedly
arbitrary choice) suggests choosing the initial time for
the transition in the range −4 ≤ Li − 1.4. In Sec. V, we
more carefully investigate how our worldlines vary over
the range −5 ≤ Li ≤ −1.
It is likewise important to choose a value Lf to define
when the transition ends and the plunge begins. We
again make a choice which is driven by two factors:
• OT00 notes that, in the dimensionless equation of
motion, free fall corresponds to neglecting the fi-
nal term on the right-hand side of Eq. (3.19) [or
equivalently, the final term on the right-hand side
of Eq. (3.38)]. One can thus assess how close one is
to free fall by comparing the magnitude of the two
terms on the right-hand side of this equation. We
find that by requiring Lf ≥ 2.2, the correction is
never larger than 5% of the free-fall term; it rapidly
decreases if we choose a larger value of Lf .
• For large Lf , higher-order terms in the Taylor ex-
pansion which we neglected in deriving Eq. (3.38)
become important. The leading corrections to the
right-hand side of this equation are of the form
αX3+βXL (where α and β depend upon the black
hole spin and the location of the ISCO). To keep
these neglected terms smaller than 5% of the lead-
ing term, we find that we must have Lf ≤ 2.5.
Again, based on a fairly arbitrary 5% mismatch crite-
rion, we advocate choosing a final time for the transition
in the range 2.2 ≤ Lf ≤ 2.5. We also investigate carefully
how this choice affects our worldlines in Sec. V.
With this in mind, here is the algorithm we use in
this paper to compute the Mino-time worldline in the
transition regime:
• Choose a value Li in the range −5 ≤ Li ≤ −1 to
designate the end of the inspiral and the beginning
of the transition. Using Eq. (3.37), compute the
corresponding Mino time λi.
• Using the solution X(L) (shown in Fig. 2) which
solves the generalized Ori-Thorne transition equa-
tion (3.38), compute the corresponding value of
Xi = X(Li).
• Choose a value Lf in the range 2.2 ≤ Lf ≤ 2.5
to designate the end of the transition and begin-
ning of the plunge; use Eq. (3.37) to compute the
corresponding Mino time λf .
• Using Eqs. (3.36) and (3.37), convert X(L) on the
range Li ≤ L ≤ Lf into r(λ) for the corresponding
transition interval.
This algorithm is identical to the OT00 procedure for
computing ro during the transition, modulo the use of
Mino time and the generalization to inclined orbits. We
have found empirically that we must refine the OT00 ap-
proach to modeling the evolution of the orbit’s integrals
energy, angular momentum, and Carter constant during
the transition. In the OT00 model, these quantities are
taken to evolve linearly with proper time:
EOT = EISCO + τ
(
dE
dτ
)
ISCO
, (4.1)
where (dE/dτ)ISCO is the rate of change of the orbital
energy computed by BHPT for an orbit that sits right
on the ISCO. Analogous formulas describe the evolution
of the orbit’s angular momentum and Carter constant.
Proper time is defined so that EOT = EISCO when τ = 0.
We have found that this approach leads to discontinu-
ities in E, Lz, and Q which noticeably affect the world-
lines that we compute: the conversion between Mino time
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and Boyer-Lindquist time depends upon the values of E,
Lz, and Q, so discontinuities in their evolution lead to un-
physical artifacts in the coordinate-time-domain world-
line4. An example of this behavior is shown in the top
panel of Fig. 3. The red line in this figure shows the
evolution of a particular binary’s orbital energy E; the
inspiral ends at Mλ ' −29.8, and is marked by a jump
in energy as we change from the adiabatic inspiral to the
transition. The discontinuities arise because these orbital
integrals do not vary precisely linearly with time; there
is some curvature in the time dependence of E, Lz, and
Q as the ISCO is approached. By our choice of Li, this
discontinuity is never more than a 5% effect; however,
even this is large enough to have a deleterious impact on
the worldlines we construct.
To correct this, we have explored two refinements to
the OT00 approach. Both insure that the integrals and
their first derivatives with respect to λ are continuous as
we move from inspiral to transition. The first refinement
we explore (“Model 1”) introduces a constant offset and
a quadratic correction in Mino time:
EM1 = EISCO + λ
(
dE
dλ
)
ISCO
+ CE +
λ2
2
EM12 ; (4.2)
similar forms are used for Lz and Q. In this model, λ = 0
is the moment when the first derivative of the integrals
equals the prediction from BHPT. The constant EM12 is
an estimator for the second derivative of E with λ at the
end of inspiral. Recalling that λi is the value of Mino
time corresponding to our chosen Li, we have
EM12 =
1
λi
[(
dE
dλ
)
λi
−
(
dE
dλ
)
ISCO
]
. (4.3)
We similarly define quantities LM12 and QM12 to smooth
the behavior of the angular momentum and Carter con-
stant. We choose the constant CE so that the energy is
continuous at λ = λi:
CE = E(λi)− EISCO − λi
(
dE
dλ
)
ISCO
− λ
2
i
2
E2 . (4.4)
We likewise define CL and CQ to insure continuity of Lz
and Q.
Our second refinement (“Model 2”) uses a quadratic
and a cubic correction to enforce continuity of E and
dE/dλ at λi:
EM2 = EISCO + λ
(
dE
dλ
)
ISCO
+
λ2
2
EM22 +
λ3
6
E3 . (4.5)
Again, we use similar forms for Lz and Q. In this model,
when λ = 0, the first derivative of the integrals equals
the prediction from BHPT, and the integrals take their
ISCO geodesic values.
The quantities EM22 and E3 are estimators for the sec-
ond and third derivatives of E with λ, and can be found
by equating EM2(λi) to the orbital energy at the end of
inspiral, and equating (dEM2/dλ)λi to the BHPT predic-
tion for the rate of change at the end of inspiral. Solving
the two resulting equations for EM22 and E3 yields
EM22 =
2
λ2i
{
3E(λi)− 3EISCO − λi
[
2
(
dE
dλ
)
ISCO
+
(
dE
dλ
)
λi
]}
, (4.6)
E3 = 6
λ3i
{
2EISCO − 2E(λi) + λi
[(
dE
dλ
)
ISCO
+
(
dE
dλ
)
λi
]}
. (4.7)
We similarly define LM22 , L3, QM2, and Q3 to insure that
Lz and Q smoothly evolve through the transition.
The lower panel of Fig. 3 shows both EM1 and EM2,
comparing to the OT00 model shown in the upper panel.
The energy and its slope are each continuous at λi, elimi-
nating the problematic discontinuity. Model 1 (the green
curve) is quite flat across the transition, abruptly becom-
ing constant at Mλ ' 16.8, when we switch to the plunge
4 Note that this discontinuous behavior is part of the original OT00
model. This was noted by Sundarajan [34], as well as others who
have used the OT00 model [45].
model. Model 2 (the blue curve) exhibits more curvature
in the transition, dipping down so that EM2(0) = EISCO.
This dip means that the end of the transition is less
abrupt, changing to the constant value characterizing
plunge fairly smoothly.
In Sec. V, we examine worldlines computed using both
of our refinements to OT00. The smooth behavior of
Model 2 leads us to slightly prefer this choice to Model
1. Model 2 is also closer to the spirit of the original Ori-
Thorne model, in which various inputs to the transition
model are developed as an expansion about their values
at the ISCO. We emphasize, though, that both models
are essentially ad hoc modifications which ensure that no
non-physical discontinuities contaminate our worldlines.
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FIG. 3. An illustration of the three models we consider for
evolving orbital energy across the transition. In all three
cases, we consider a binary with mass ratio µ/M = 10−5 and
black hole spin a/M = 0.5; the system begins at ro = 5.864M
with inclination angle I = 60◦. In the top panel we show how
the system’s energy evolves using the original OT00 model,
Eq. (4.1). Notice that E is discontinuous at λ ' −29.8/M ,
when inspiral ends and the transition region begins. This dis-
continuity has observational consequences, since it affects the
conversion between Mino time λ and Boyer-Lindquist time t.
The bottom panel compares this to the models we introduce
to enforce continuity of both E and its flux dE/dλ when tran-
sition begins. The green curve shows the evolution when we
introduce a constant offset and a quadratic correction, Eq.
(4.2); the blue curve shows E introducing a quadratic and a
cubic correction, Eq. (4.5).
It is also worth emphasizing that these refinements
to the evolution of E, Lz, and Q are inconsistent with
the form that was assumed in deriving Eq. (3.38). In
principle, one could imagine revisiting that derivation
and making a more complicated variant of the transition
equation, but we would then lose the benefit of having
the universal solution X(L) that describes the transition
region. For now, we have chosen to just live with this
internal inconsistency. As discussed below, there are sev-
eral ad hoc choices that must be made to construct these
worldlines, and the impact of the other choices appears
to be larger than any error incurred by the inconsistency
of refinement with Eq. (3.38). The need for these re-
finements and the inconsistency that they introduce is
yet another reason that it would be good to develop a
more rigorously justified model for inspiral and plunge
for large mass ratio, inclined inspirals. In any case, our
results indicate that Model 1 and Model 2 produce nearly
identical inspiral, transition, and plunge worldlines, con-
sistent with the fact that the terms we add are quite small
in numerical magnitude.
3. Plunge
At our chosen final time Lf , we freeze the constants
E, Lz, and Q to their values corresponding to λf that we
find using Eq. (3.37). The radial motion is then governed
by solving the second-order radial geodesic equation, Eq.
(3.22). For our initial condition, we use Eqs. (3.36) and
(3.37) to set ro = r(λf ), and to find the first derivative
dro/dλ at λf . It is then a simple numerical exercise to in-
tegrate this differential equation to compute ro(λ) along
this plunging trajectory. We end the plunge when the
small body has passed inside the event horizon, i.e. when
ro < rH = M +
√
M2 − a2.
B. Worldline in Boyer-Lindquist time
The outcome of the procedure described above is a set
of functions [ro(λ), E(λ), Lz(λ), Q(λ)] defined on a do-
main λstart ≤ λ ≤ λend. This set describes the trajectory
of the infalling body from large radius through the black
hole’s event horizon, parameterized in Mino time. We
next convert the parameterization from Mino time to
Boyer-Lindquist time, computing the small body’s mo-
tion in the angles θ and φ as we do so. Boyer-Lindquist
coordinate time corresponds to the time that is used by
distant observers of the system, so this puts the worldline
into a form appropriate for computing measurable quan-
tities. It also puts the worldline into the form suited for
constructing the source function of time-domain BHPT.
The set of equations that we integrate is based on Eqs.
(2.3), (2.4), (2.6), and (2.12):
dλ
dt
=
1
T (ro, θ)
,
dχ
dt
≡ dχ
dλ
dλ
dt
, (4.8)
dφ
dt
≡ dφ
dτ
(
dt
dτ
)−1
=
2aMEro − a2Lz + ∆(ro)Lz csc2 θ
E(r2o + a
2)2 − 2aMLzro −∆(ro)a2E sin2 θ
.
(4.9)
The function T (r, θ) is defined in Eq. (2.4), dχ/dλ is de-
fined in Eq. (2.12), and ∆(r) = r2 − 2Mr + a2.
We integrate these equations by stepping evenly in t,
building up λ(t) using Eq. (4.8). We choose initial con-
ditions t = 0 at λ = λstart, φ = 0 at t = 0, and χ = 0 at
t = 0. At each step, we update ro, E, Lz, and Q using the
Mino-time worldline we constructed in the previous step.
The result is a set of functions λ(t), χ(t), and φ(t); we
convert χ(t) into θ(t) using Eq. (2.11). (The parameter
χ0 in this equation allows us to choose different starting
values for θ given a particular choice of I.)
Recall that the event horizon is defined by the condi-
tion ∆(rH) = 0. This means that 1/T (ro, θ) → 0 as the
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horizon is approached, and that
dλ
dt
→ 0 , dχ
dt
→ 0 , (4.10)
dφ
dt
→ a
2MrH
≡ ΩH (4.11)
as ro → rH. As the infalling body approaches the hori-
zon, λ and χ stop evolving as seen by distant observers.
The body freezes at the radial and polar coordinates at
which it approaches the horizon, and whirls in axial angle
at a constant angular frequency ΩH.
V. RESULTS
A. Behavior of our inspiral, transition, and plunge
worldlines
Figure 4 shows a typical example of the behavior that
we see in the worldlines that we construct. This figure
shows the worldline for inspiral and plunge into a black
hole with spin a = 0.5M with inclination angle I = 60◦
at mass ratio η = 10−4. The parameters Li and Lf ,
which as discussed in Sec. III B mark the beginning and
end of the transition epoch, are chosen to have the values
Li = −3 and Lf = 2.5. How the worldlines behave when
these choices are modified will be discussed momentarily.
The top panel of Fig. 4 shows how the orbital radius
evolves as a function of Boyer-Lindquist time. For much
of the time, r changes very slowly. The infall becomes
significantly faster as the small body approaches rISCO
(marked by the green dot), falling from r ' 4.8M to
the horizon rH = 1.866M in a time interval of about
100M . By t ' 1420M , the infalling body motion has
frozen to the horizon in these coordinates. The polar
angle θ (lower left panel of Fig. 4) oscillates between 30◦
and 120◦ until the small body plunges; it locks to the
horizon at θ = θf = 115
◦. The final value of θ depends
upon the orbit’s phase as it enters the plunge, and can be
changed by adjusting the polar phase parameter χ0 [see
Eq. (2.11)]. The axial angle φ (lower right panel of Fig. 4)
accumulates over the inspiral and plunge. The growth of
φ shows oscillations in its rate of accumulation during the
inspiral, then shows constant growth at dφ/dt = ΩH =
a/2MrH = 0.134/M after the small body has frozen onto
the horizon as seen by distant observers.
Figure 5 explores how varying the polar phase χ0
changes θf , the polar angle at which the worldline freezes
onto the horizon. We show both θ (top panel) and dθ/dt
(bottom panel) for χ0 ∈ [0◦, 60◦, 120◦, 180◦, 240◦, 300◦].
By varying χ0, we can select θf to have any value in
the range θmin ≤ θf ≤ θmax [with θmin/max defined by
Eq. (2.7)]. We also see that each value of θf corresponds
to two values of χ0, depending on whether the last mo-
ments of the plunge have dθ/dt > 0 or dθ/dt < 0. As we
will discuss in our companion paper [23], we have found
these two branches have important implications for the
excitation of black hole ringing modes.
FIG. 4. A typical example worldline constructed using our
generalized Ori-Thorne prescription. These data describe a
system with a mass ratio η = 10−4 inspiraling with inclina-
tion angle I = 60◦ into a black hole with spin a = 0.5M . Top
panel shows the orbital radius as a function of time. The mo-
ment when we switch from adiabatic inspiral to the transition
regime motion is marked by the black dot at t ' 550M ; the
moment when we switch from the transition to the plunge is
marked by the blue dot at t ' 1350M . After passing rISCO
(marked by the large green dot), the orbit’s infall rapidly
accelerates until at t ' 1420M its radial motion in these co-
ordinates freezes at the horizon (rH = 1.866M); the inset
panel zooms onto the motion in the moments as approaches
and the freezes to the horizon. The polar coordinate θ (lower
left panel) likewise oscillates between 30◦ and 120◦ until it
also freezes at the horizon at θ = θf = 115
◦. The value of
θf depends upon the orbit’s phase as it enters the plunge,
and can be varied using the parameter χ0 in Eq. (2.11); see
Fig. 5. The axial coordinate φ (lower right panel) steadily
accumulates with small oscillations in the rate of accumula-
tion. The oscillations end when the small body freezes onto
the horizon, when the growth of φ becomes linear, with slope
ΩH = a/2MrH = 0.134/M .
B. Robustness of our worldlines versus model
parameter choices
The generalized Ori-Thorne algorithm we have devel-
oped requires us to make three ad hoc choices: which
refinement to use to evolve E, Lz, and Q through the
transition, Model 1 [Eq. (4.2)] or Model 2 [Eq. (4.5)]; the
value of Li at which to change from the adiabatic inspi-
ral to the transition model; and the value of Lf at which
to change from the transition model to the plunge. We
have found our generalized algorithm to be essentially
completely insensitive to our choice of transition model,
at least for η < 10−2, and to be only slightly sensitive to
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FIG. 5. Left-hand panels: Behavior of the polar angle versus time for the same system used to make Fig. 4, but varying the
polar phase χ0 defined in Eq. (2.11). Top left shows the angle θ versus time; bottom left shows its time derivative. The top
right panel shows how each value of χ0 maps to a particular value of θf at which the orbit freezes onto the horizon. Red crosses
label orbits for which dθ/dt < 0 as the small body approaches the horizon, blue dots are those for which dθ/dt > 0 at the
horizon. (Bottom right is a color key for the left-hand panels.) Note that each value of θf corresponds to two values of χ0,
depending upon whether the worldline enters θf with dθ/dt > 0 or with dθ/dt < 0.
the choice of Li. It is, however, sensitive to our choice of
Lf . We have found [23] that this sensitivity does not have
any impact on our ability to study black hole excitation,
provided we remain within the domain 2.2 ≤ Lf ≤ 2.5,
and provided we parameterize our worldlines using the
angle θf . Nonetheless, it would be very desirable to de-
velop a method for producing highly inclined inspiral and
plunge worldlines that were not sensitive to such an ad
hoc parameterization.
Figure 6 shows the radial (top panel) and polar (bot-
tom) motion for two systems that are nearly identical to
the one shown in Fig. 4, except that we use Li = −5
(red curve) and Li = −1 (green curve). For both the ra-
dial and polar motion, the two models barely differ: the
green curves (which were plotted second) almost com-
pletely cover the red curves. The inset in the two panels
show the difference in the two models: the radial trajec-
tories never differ by more than 0.01M , and the angular
trajectories never differ by more than about 0.012 radian.
The angles θf at which the two trajectories freeze to the
horizon differ by 2× 10−4 radian.
We have found essentially identical behavior when we
examine the impact of Li on a wide variety of different
inspiral and plunge systems (indeed, the differences found
for the case shown in Fig. 6 are somewhat larger than is
typical when one considers an ensemble of worldlines).
For all further analysis, we chose Li = −3, in the middle
of the range we consider.
Similar results are seen when we compare our two
prescriptions for evolution of the integrals of motion
through the transition: we see negligible differences be-
tween worldlines constructed using Eq. (4.2) and Eq.
(4.5). To see any significant difference between the two
prescriptions, we must use η > several×10−2, a mass ra-
tio at which first-order BHPT theory is surely not valid.
In all the results we present here and in our companion
analysis, we use Model 2 [Eq. (4.2)] to evolve E, Lz, and
Q through the transition.
Figure 7 again shows the radial and polar motion for
a set of systems that are nearly identical to the one
shown in Fig. 4, but now we use Lf = 2.2 (red curves),
Lf = 2.35 (green curves), and Lf = 2.5 (cyan curves).
In this case, we see significant differences in the plunge
dynamics for both the radial and polar trajectories, with
the different trajectories each ending at different values
θf . In the context of how the generalized Ori-Thorne
algorithm works, is perhaps not terribly surprising that
this difference appears: The curve of X versus L (Fig. 2)
is quite steep in the range 2.2 ≤ L ≤ 2.5. Small changes
to Lf thus translate to relatively large changes to X and
thus to large changes in the values of orbital radius and in
the quantities E, Lz, and Q. (Note that the ch anges we
show in Fig. 7 are typical, indeed somewhat on the large
side, of those we find when we ex amine an ensemble of
worldlines with a wide range of parameters.)
Disturbingly, this implies that the ad hoc choice of
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FIG. 6. Comparing the effect of different values for the transi-
tion start parameter Li (discussed in Sec. III B). We examine
a set of worldlines constructed by selecting−5 ≤ Li ≤ −1. All
choices in this range are consistent with the heuristic guidance
laid out in Appendix A. The top panel shows the resulting ra-
dial motion, and the bottom the resulting polar motion. In
both cases, we show worldlines for the choices Li = −5 (red
curve) and Li = −1 (green curve). The difference between
the two choices can barely be discerned on this plot; indeed,
the green curve (which was plotted second) almost entirely
covers the red curves. In the insets, we show the differences
δr ≡ rLi=−5 − rLi=−1 and δθ ≡ θLi=−5 − θLi=−1. Over
this range, the radial trajectories never differ by more than
0.01M , and the angular motion never differs by more than
about 0.012 radian. As long as Li is selected from this range,
the worldlines we compute barely differ from one another.
when to end the transition and begin the plunge has
a noticeable impact upon the trajectories produced by
the generalized Ori-Thorne algorithm. A set of trajec-
tories with the same initial conditions will fall into the
horizon at different values of θf , depending on the choice
of Lf . However, as we discuss in the Conclusion, work
that we present in our companion analysis [23] shows
that this effect has no important impact upon our goal
of modeling the spectrum of ringdown GWs produced
by misaligned black hole coalescences: we find that two
trajectories with the same value of θf produce identical
ringdown modes. The dependence of the inspiral and
plunge worldline on how the transition ends is thus not
important with respect to our larger goal of character-
izing gravitational waves from the late-time black hole
coalescence waveform, provided we parameterize these
waves using the final polar angle θf .
FIG. 7. Comparing the effect of different values for the tran-
sition end parameter Lf (discussed in Sec. III B). We show
worldlines for three different choices, Lf = 2.2 (red curves),
Lf = 2.35 (green curves), and Lf = 2.5 (cyan curves). In
contrast to the situation for Li, the worldlines vary signifi-
cantly depending on Lf : the time at which the infalling body
freezes to the horizon varies as Lf is varied, as does the value
of θ at which horizon freezing occurs. As we discuss in our
conclusions, this variation does not affect our ability to study
how black hole mode excitation depends on orbit geometry.
VI. CONCLUSION
We have developed a generalization of Ori and
Thorne’s algorithm for computing the transition between
inspiral and plunge which is applicable to inclined or-
bits, and have used it to explore the worldlines describ-
ing a small body which spirals into a Kerr black hole and
then plunges into its horizon. This prescription uses in-
put from frequency-domain BHPT to accurately describe
how an orbit’s integrals of motion evolve during its inspi-
ral, up to the vicinity of the ISCO. Beyond that point,
the generalized Ori-Thorne algorithm uses a model that
requires three ad hoc parameter choices to describe how
the small body’s motion makes the transition from slow
inspiral to final plunge: a parameter Li describing when
inspiral ends and transition begins; a parameter Lf de-
scribing when transition ends and the plunge begins; and
a choice of model for how to evolve the integrals of motion
beyond the ISCO.
We have found that the worldlines we produce are ro-
bust against two of these three ad hoc choices. As long
as the mass ratio η < 0.01, we have found that it makes
no difference which of the two models we use to evolve
the integrals of motion. Our use of BHPT requires that
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η be small, so either model should be satisfactory for our
purposes. We slightly prefer one model as being closer to
the spirit of the OT00; our refinement adds estimators for
higher order corrections describing the system’s parame-
ters near the ISCO. We also find that the choice of when
to end the inspiral and begin the transition makes very
little difference to our analysis. We examined a range
of physically acceptable values of Li, and found that the
worldlines produced by any value in that range differ very
little from one another.
The worldlines that we produce are not robust against
the third parameter choice, when to end the transition
and begin the plunge. Following OT00, we take the
plunge to be an epoch of the system’s evolution in which
the orbital integrals stop evolving and the small body fol-
lows a free-fall geodesic into the larger black hole. We ex-
amined a range of allowable moments Lf to end the tran-
sition and begin the plunge. We find that the detailed
behavior of the final plunge depends noticeably upon this
choice. This means that the moment at which the small
body freezes onto the black hole’s horizon and the polar
angle at which this freezing occurs depends sensitively
on an unphysical ad hoc model parameter, a rather un-
satisfactory situation. For equatorial orbits, the effective
one-body framework has been used very successfully to
build analytic models for the inspiral and plunge of bi-
nary systems, including large mass-ratio systems such as
we study here. This framework does not require the ad
hoc choices that we have had to introduce, further moti-
vating the development of a precessing EOB model that
matches onto strong-field Kerr orbits. It may also be pos-
sible to construct the inspiral and plunge worldline self
consistently; self force codes have so far demonstrated
an ability to compute a self consistent evolution of the
small body’s orbit and its associated radiation at least
for scalar self forces and short evolution times [46]. At
a minimum, applying such an analysis near the end of
inspiral may allow us to calibrate how to make these ad
hoc choices in a manner that yields motion similar to a
self-consistent analysis.
For our present purposes, we have fortunately found
[23] that the physics we wish to study with these world-
lines is not sensitive to our choice of Lf . Our analysis
shows that, given black hole spin a, mass ratio η, and
orbit inclination I, the amount by which different modes
are excited by the final plunge depends on the value of
the polar angle value θf at which the small body freezes
to the horizon (as seen by distant observers). We have
found that different choices of the parameter Lf produce
the same family of mode excitations. Two worldlines
that share a, η, I, and θf excite the same set of black
hole modes, even if they use different values of Lf . These
worldlines will differ in their initial phases (they will have
different values of χ0), but as long as θf is the same, they
will excite the same ringdown modes.
We are thus confident that we have developed useful
tools for exploring how black hole mode excitation de-
pends on the geometry of a binary’s inspiral and plunge.
Results describing our exploration of mode excitation are
presented in a companion paper [23].
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Appendix A: A heuristic overview of the transition
from inspiral to plunge
In this appendix, we develop a heuristic sketch of the
transition between inspiral and plunge which makes it
possible to estimate the radius at which inspiral ends
and the transition begins.
As described in Sec. II B, circular orbits for a large
mass-ratio binary are defined by the conditions R = 0,
R′ = 0, where R is the potential-like function defined in
Eq. (2.1), and prime denotes ∂/∂r. The adiabatic inspi-
ral denotes the period of the binary’s evolution in which
backreaction is “slow enough” that the orbit follows that
extremum as R changes due to GW emission.
What, precisely, does “slow enough” mean? To under-
stand this better, let us examine qualitatively how the
orbit follows the extremum of R. As the binary emits
GWs, the quantities (E,Lz, Q) change due to the waves’
backreaction. This in turn changes the function R, in
particular moving its extremum to smaller radius. As
R evolves, the orbit will become momentarily displaced
from its extremum. In this displaced position, the curva-
ture of R will push the orbit toward the new extremum.
In essence, R provides a restoring force which pushes the
orbit toward the slowly evolving location of its extremum.
As long as the backreaction of GWs is not too strong,
this restoring force will be able to “keep up” with the
inward drift of the extremum. In this case, the system
can be modeled as adiabatically moving through a se-
quence of geodesic orbits. As the backreaction of GWs
becomes stronger, R will at some point begin to change
more quickly than the restoring force can respond. The
orbit can then no longer “keep up” with the evolving ex-
tremum, and so the system can no longer adiabatically
track a geodesic sequence. When this happens, the sys-
tem has begun its transition to the plunge.
Let us now make this qualitative picture quantitative.
To do this, we must compare two timescales: the time TR
associated with the restoring force from R, and the time
TGW associated with how quickly the small body’s inspi-
ral accelerates as it moves into the black hole’s strong
field. We define the system to be in the adiabatic in-
spiral when TGW > TR (so that the backreaction of
GWs is slower than the restoring action of R’s curva-
ture), but say that it has begun the transition to plunge
when TGW < TR (when GWs act more quickly than R).
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Begin with TR. For simplicity, we focus on equatorial
orbits in this heuristic discussion (although the rough
calculation that we sketch can be generalized to non-
equatorial orbits), and we use the potential Vr introduced
by Ori and Thorne (cf. Sec. III A). Begin with the equa-
tion for the radial acceleration:
d2r
dτ2
= −1
2
∂Vr
∂r
. (A1)
Consider an orbit that is slightly perturbed from circular,
so that its radius satisfies ro = rcirc + δr. Using the fact
that ∂Vr/∂r = 0 at r = rcirc, Eq. (3.3) becomes
d2(δr)
dτ2
+ ω2rδr = 0 , (A2)
where
ωr =
√
1
2
(
∂2Vr
∂r2
)
. (A3)
This ωr is the frequency (conjugate to the orbit’s proper
time τ) at which the slightly non-circular orbit oscillates
about the extremum of the potential Vr. The inverse of
this frequency is a timescale characterizing how quickly
the restoring force associated with the potential pushes
the orbit toward the extremum. Converting from proper
time to Boyer-Lindquist time, we have
TR =
√
2
gtt
(
∂2Vr
∂r2
)−1
. (A4)
All quantities inside the root are evaluated at r = rcirc.
Consider next the rate at which the small body in-
spirals due to GW emission. We want to compute the
inward drift velocity associated with the GW backreac-
tion, and the rate at which that drift accelerates:(
dr
dt
)GW
=
dE/dr
(dE/dt)GW
,(
d2r
dt2
)GW
=
(
dr
dt
)GW
d
dr
(
dr
dt
)GW
. (A5)
Here, dE/dr is the radial derivative of the orbital energy,
given by Eq. (2.8) for equatorial orbits, and (dE/dt)GW is
the rate at which the energy evolves due to GW emission.
For circular orbits, this quantity can be written(
dE
dt
)GW
= −64
5
η2
E˙
r5
. (A6)
The right-hand side of (A6) is the leading quadrupole
GW emission, modulo a correction factor E˙ which is com-
puted numerically and varies very slowly with r. For
a = 0, E˙ ' 1.14 in the vicinity of the ISCO; Table I of
OT00 lists its value for a range of black hole spins. The
GW timescale we seek is the ratio
TGW =
(dr/dt)GW
(d2r/dt2)
GW
=
[
d
dr
(
dr
dt
)GW]−1
. (A7)
Using Eqs. (2.8) and (A6), we compute TGW and TR
and compare. The result is quite simple for a = 0:
TGW
TR
=
5
192E˙η
r3o(ro − 6M)5/2
(ro − 3M)(2r2o − 17Mro + 42M2)
.
(A8)
Similar results can be found for general black hole spin
and for non-equatorial orbits, though the formulas are
much more complicated.
As discussed above, the system evolves adiabatically
when TGW > TR, and is no longer adiabatic when TGW <
TR. We wish to estimate the orbital radius at which
adiabaticity is beginning to end, so let us solve for the
value of ro at which TGW/TR = A, where A ∼ 1 − 10.
Putting ro = 6M + x, expanding in x, and solving for
TGW/TR = A, we find
x =
4M E˙2/5
52/5
A2/5η2/5 ' 0.14M ×
(
A
10
)2/5 ( η
10−4
)2/5
.
(A9)
The final numbers we present use the value E˙ ' 1.14
appropriate for a = 0. For a = 0 and η = 10−4, x =
0.14M corresponds to ending the inspiral and beginning
the transition at Li = −3.6, right in the domain −4 ≤
Li ≤ −1.4 that we argued was appropriate in Sec. IV.
Although we have presented numbers only for the case
of equatorial Schwarzschild inspiral, it is straightforward
to generalize to more generic situations. The key lesson
of this analysis is that the inspiral ends at a radius that
scales with the system’s mass ratio to the 2/5 power, and
is quite close to the ISCO for geodesic orbits. Both this
scaling and the value we find comports with the choices
we advocate for switching from inspiral to transition as
discussed in Sec. IV.
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