RESUME. -Nous donnons une demonstration de It is well known that among subsets of the sphere with prescribed volume, spherical caps have minimal boundary measure. Using Poincare's limit argument, which gives a representation of the Gaussian measure on JRn as a limit of projections on I~n of the invariant probability measures on high dimensional spheres, Borell [9] and Sudakov-Tsirel'son [ 18] proved that half-spaces are solutions to the isoperimetric problem in Gauss space; later, Ehrhard [ 11 ] obtained this result by means of symmetrization techniques. In this article, we shall be mainly interested by a different approach due to Bobkov [4] , who emphasized a functional version of this Gaussian isoperimetric problem (inequality (2) (3) implies (2) . As it is noticed in [4] , inequality (2) for JRn can also be proved from ( 1 ) for JRn+1 by choosing A C M" x R to be the subgraph o f; actually, this reasoning already appears in Ehrhard's paper [12] : the relation 2.2.1, p. 323 of [12] contains Bobkov's inequality (2) ; of course the striking point about the paper [4] is that this inequality (2) is obtained there as a consequence of the simple two-point inequality (3) .
In Section 2, we extend a Brownian approach to (2) due to Capitaine, Hsu and Ledoux [10] . We get a unified proof of (3) and (2) , and an extension of (3) to an isoperimetric inequality for non symmetric Bernoulli measures. The third section contains a proof of the equivalence of different forms of isoperimetry on the Gaussian model. It follows from works by Wang [ 19] A simple proof of this fact for log-concave probability measures is given by Bobkov [5] : (4) Notice that the case = yn and c = 1 gives (2) .
It is clear that (6) implies (5) , which implies (4) . We will show that they are equivalent, with the same constant c. The proof strongly relies on the Gaussian model (2) . Then, we give a sharp form of Bobkov's inequality for spheres, using the Gaussian isoperimetric function I. Finally, we improve the isoperimetric estimates of Hadwiger [ 15] for the unit cube in ?". In particular, we recover the following result of Hadwiger: among subsets of measure 1 /2 of the unit cube, half-cubes have the smallest boundary measure. [419] [420] [421] [422] [423] [424] [425] [426] [427] [428] [429] [430] [431] [432] [433] [434] By the concavity of the square root function, and using Lemma Proof. -It is well known that (iii) # (i) (or that (ii) =} (i), for the same reason: take fE (x) _ ( 1 -d (x, and let e -0). The implication (i) # (ii) was done in [3] for the Gaussian measure and c = 1 but the proof extends to the general case [5] . However, we give here a shorter proof. Assuming (i), the co-area formula yields:
BROWNIAN PROOF OF BOBKOV'S INEQUALITIES
(for this formula, see [13] [7] ). Let v be the distribution of f with respect to J-L. Following [ 1 ] We know by definition that x-~d03B31 = = N(k(x)) for every x real, hence e'~ ~/~/27~ = I(N(k(x))) and we obtain by the change of
This finishes the proof that (i) # (ii). We show now that (ii) implies (iii). The beginning is similar to [ 1 ] . Let v be the distribution of f, and let N, k be as before. We apply (ii) to where = 1 when (N(k(x)) ). Setting r = k(x), the previous inequality becomes c~(~) ~ 0(~(jc)). We apply (2) [16] ) that the Gaussian logarithmic Sobolev inequality of Gross [14] is a limit case of Bobkov's inequality (2) : taking f = ~g in (2) for a bounded function g and letting 8 tend to 0 yields because /(~) 2014 ~~/21og(l/~). All the statements of this note have a logSobolev version which can be proved by this limit process (or directly by taking F(x, y, t) = -x log x + ty2/2; see [10] for the log-Sobolev versions of the results of Section 2). The two-point inequality is, for a, b, p, q > 0 such that p + q = 1
This inequality is rather good when p is close to 1/2, but for small p the inequality of [8] is better.
