Abstract. In this paper we show that we can use a modified version of the h-p spectral element method proposed in [6, 7, 13, 14] to solve elliptic problems with general boundary conditions to exponential accuracy on polygonal domains using nonconforming spectral element functions. A geometrical mesh is used in a neighbourhood of the corners. With this mesh we seek a solution which minimizes the sum of a weighted squared norm of the residuals in the partial differential equation and the squared norm of the residuals in the boundary conditions in fractional Sobolev spaces and enforce continuity by adding a term which measures the jump in the function and its derivatives at inter-element boundaries, in fractional Sobolev norms, to the functional being minimized. In the neighbourhood of the corners, modified polar coordinates are used and a global coordinate system elsewhere. A stability estimate is derived for the functional which is minimized based on the regularity estimate in [2] . We examine how to parallelize the method and show that the set of common boundary values consists of the values of the function at the corners of the polygonal domain. The method is faster than that proposed in [6, 7, 14] and the h-p finite element method and stronger error estimates are obtained.
Introduction
In [6, 7, 13, 14] h-p spectral element methods for solving elliptic boundary value problems on polygonal domains using parallel computers were proposed. For problems with Dirichlet boundary conditions the spectral element functions were nonconforming. For problems with Neumann and mixed boundary conditions the spectral element functions had to be continuous at the vertices of the elements only. In this paper we propose a modified version of this method using nonconforming spectral element functions which works for general boundary conditions.
For simplicity of exposition we restrict ourselves to scalar problems although the method applies to elliptic systems too.
A method for obtaining a numerical solution to exponential accuracy for elliptic problems with analytic coefficients posed on a curvilinear polygon whose boundary is piecewise analytic with mixed Neumann and Dirichlet boundary conditions was first proposed by Babuska and Guo [3] within the framework of the finite element method. They were able to resolve the singularities which arise at the corners by using a geometrical mesh. This problem has also been examined by Karniadakis and Spencer in [11] .
We also use a geometrical mesh to solve the same class of problems to exponential accuracy using h-p spectral element methods. In a neighbourhood of the corners modified polar coordinates (τ k , θ k ) are used, where τ k = ln r k and (r k , θ k ) are polar coordinates with the origin at the vertex A k . Away from sectoral neighbourhoods of the corners a global coordinate system is used consisting of (x 1 , x 2 ) coordinates.
We now seek a solution which minimizes the sum of the squares of a weighted squared norm of the residuals in the partial differential equation and the sum of the squares of the residuals in the boundary conditions in fractional Sobolev norms and enforce continuity by adding a term which measures the sum of the squares of the jump in the function and its derivatives in fractional Sobolev norms to the functional being minimized. These computations are done using modified polar coordinates in sectoral neighbourhoods of the corners and a global coordinate system elsewhere in the domain. The spectral element functions are nonconforming. For the modified version of the h-p spectral element method examined here a stability estimate is proved which is based on the regularity estimate of Babuska and Guo in [2] . The proof is much simpler than that of the stability estimate in [6, 7] . Moreover the error estimates are stronger.
The set of common boundary values for the numerical scheme consists of the values of the function at the vertices of the polygonal domain. Since the cardinality of the set of common boundary values is so small we can compute a nearly exact approximation to the Schur complement. Let M denote the number of corner layers and W denote the number of degrees of freedom in each independent variable of the spectral element functions, which are a tensor product of polynomials, and let W be proportional to M. Then the method is faster than the h-p spectral element method in [6, 7, 14] by a factor of O(W 1/2 ) and faster than the h-p finite element method by a factor of O(W ).
We now outline the contents of this paper. In §2 function spaces are defined and differentiability estimates are obtained. In §3 we state and prove stability estimates. In §4 the numerical scheme, which is based on these estimates, is described and in §5 error estimates are obtained. In §6 we examine the issues of parallelization and preconditioning. Finally §7 contains technical results which are needed to prove the stability theorem.
Function spaces and differentiability estimates
Let Ω be a curvilinear polygon with vertices A 1 , A 2 , . . . , A p and corresponding sides Γ 1 , Γ 2 , . . . , Γ p where Γ i joins the points A i−1 and A i . We shall assume that the sides Γ i are analytic arcs, i.e. Let the angle subtended at A j be ω j . We shall denote the boundary ∂ Ω of Ω by Γ. Further, let Γ = Γ [0] Γ [1] , Γ [0] = i∈D Γ i , Γ [1] = i∈N Γ i where D is a subset of the set {i|i = 1, . . . , p} and N = {i|i = 1, . . . , p} \ D. Let x denote the vector x = (x 1 , x 2 ).
Let L be a strongly elliptic operator with µ 0 > 0. In this paper we shall consider the boundary value problem
where (∂ u/∂ N) A denotes the usual conormal derivative which we shall now define. Let A denote the 2 × 2 matrix whose entries are given by
is defined as follows:
Moreover let the bilinear form induced by the operator L satisfy the inf-sup conditions. It shall be assumed that the given data f is analytic on Ω and g [l] , l = 0, 1 is analytic on every closed arc Γ i and g [0] is continuous on Γ [0] . By H m (Ω) we denote the Sobolev space of functions with square integrable derivatives of order ≤ m on Ω furnished with the norm
.
Define r i (x) to be the Euclidean distance between x and the vertex A i of Ω.
(Ω), m ≥ l ≥ 0, l an integer, denote the completion of the set of all infinitely differentiable functions under the norm
, l = 0.
For m = l = 0 we shall write H 0,0
Let γ be part of the boundary Γ of Ω.
}.
For l an integer 0 ≤ l ≤ 2, let
Let Q ⊆ R 2 be an open set with a piecewise analytic boundary ∂ Q and γ be part or whole of the boundary ∂ Q.
denotes the space of all functions ϕ for which there exists f ∈ B l β (Q) such that f = ϕ on γ. Next as in [3] we introduce the space C 2 β :
The relationship between C 2 β and B 2 β is given by Theorem 2.2 of [3] which can be stated as follows:
We need to state our regularity estimates in terms of local variables which are defined on a geometrical mesh imposed on Ω as in §5 of [3] . Ω is first divided into subdomains. Thus we divide Ω into p subdomains S 1 , . . . , S p , where S i denotes a domain which contains the vertex A i and no other, and on each S i we define a geometrical mesh. Let S k = {Ω k i, j , j = 1, . . . , J k , i = 1, . . . , I k, j } be a partition of S k and let S = p k=1 S k . The geometrical mesh imposed on Ω is as shown in figure 1 .
We now put some restrictions on S. Let (r k , θ k ) denote polar coordinates with center at A k . Let τ k = ln r k . Choose ρ so that the curvilinear sector Ω k with sides Γ k and Γ k+1 bounded by the circular arc B k ρ , center at A k and radius ρ satisfies
Ω k may be represented as Let γ k i, j,l , 1 ≤ l ≤ 4 be the side of the quadrilateral Ω k i, j ∈ S. Then it is assumed that
and that for some C ≥ 1 and L ≥ 1 independent of i, j, k and l,
We shall place further restrictions on the geometric mesh imposed on Ω k later. Some of the elements may be curvilinear triangles. Let (r k , θ k ) be polar coordinates with center at A k . Then Ω k is the open set bounded by the curvilinear arcs Γ k , Γ k+1 and a portion of the circle r k = ρ. We divide 8) where f k j is analytic in ρ k for j = 0, 1, maps locally the cone
It is easy to see that the mapping defined in (2.8) has two bounded derivatives in a neighbourhood of the origin which contains the closure of the open setΩ
We choose the I k − 1 curves C 2 , . . . ,C I k as
for some constant λ . Another set of local variables (τ k , θ k ) is needed in a neighbourhood of Ω k where
In addition, we need one final set of local variables (ν k , φ k ) in the cone
Now the relationship between the variables
Hence it is easy to see that J k (ν k , φ k ), the Jacobian of the above transformation, satisfies
We now need the fundamental regularity result from [2] , viz. Theorem 2.1 which we state as follows:
If f ∈ H m,0
Let us define α i = 1 − β ⋆ i . We now state the differentiability estimates for the solution u of (2.3) which will be needed in this paper. PROPOSITION 2.1.
The proposition can be proved in the same way as Theorem 2.1 of [6] .
The stability estimate
Let
be a strongly elliptic operator. We now consider the following mixed boundary value problem:
and
Here the conormal derivativeγ 1 u is defined as follows. Let γ i ⊆ Γ [1] and let N = (N 1 , N 2 ) T denote the unit outward normal at a point on γ i . Then
Moreover, let the bilinear form induced by the operator L satisfy the inf-sup conditions. We can now state the regularity result Theorem 2.1 of [2] as follows: Let u be the solution to (3.2). Then
The above estimate for k = 0 is used to prove the stability estimate Theorem 3.1. We remark that in Theorem 5.2 of [9] , Guo and Babuska have extended the above regularity result to elliptic systems. Hence the method applies to elliptic systems too.
Divide the polygonal domain Ω into p sectors Ω 1 , Ω 2 , . . . , Ω p and a remaining portion Ω p+1 . Further divide each of these subdomains into still smaller elements
We shall relabel the elements of Ω p+1 and write
Now define the space of spectral element functions
It has been shown in [7] that if we let y 1 = τ k and y 2 = θ k theñ
LetÂ k i, j be the polynomial approximation of A k i, j , of degree W j in ν k and φ k separately, as defined in Theorem 4.46 of [12] . Now we define a differential operator with polynomial coefficients (L k i, j ) a , which is an approximation to L k i, j as follows:
Here ε W → 0 as W →∞ and, in fact, ε W is exponentially small in W.
Here ε M → 0 as M → ∞ and ε M is exponentially small in M.
Here C is a constant. Now
in which the coefficients of L p+1 l are replaced by polynomial approximations. It can be shown as before that
Here C is a constant and ε W → 0 as W →∞. In fact, ε W is exponentially small in W . We now prove a result which we shall need in the sequel.
(3.9)
We now cite Lemma 2.2 of [4] .
From (i) we obtain
).
Here C is a generic constant. Now using (ii) we get
Combining the estimates (3.10)-(3.13) we get (3.9).
We now introduce some notation which is needed to state the stability estimate Theorem 3.1 which is the main result of this section.
Let γ s be a side common to the elements Ω 
Now letξ x 1 denote the polynomial approximation of ξ x 1 (ξ , η), of degree W in ξ and η separately, as defined in Theorem 4.46 of [12] . In the same wayη x 1 ,ξ x 2 andη x 2 can be defined. We now define
, and
. 
In the same way, if
Nowγ s is a portion of the straight line φ k = α, where α is a constant. Let
∂ n Ãk as before, and using this
Here
We can now state the main result of this section.
Theorem 3.2. For M and W large enough the estimate
holds. Here C is a constant.
Proof. By Lemma 7.1 there exist 
Now using Lemma 7.2,
Combining (3.17)-(3.19) we obtain
Now using (3.9),
Combining (3.20) and (3.21) gives
Now by Lemma 7.1, 
The numerical scheme
As in §3,Ω
We now define a nonconforming spectral element representation on each of these subdomains as follows:
We define the analytic map M p+1 l from the master square S = (−1, 1) 2 to Ω p+1 l and let
(ξ , η) denote the unique polynomial which is the orthogonal projection of F p+1 l (ξ , η) into the space of polynomials of degree 2W in ξ and η with respect to the usual inner product in H 2 (S).
Next, let the vertex A k = (x k , y k ). As defined in §2 we have the following relationship between (τ k , θ k ): and (ν k , φ k ) coordinates:
denote the polynomial of degree 2W j in ν k and φ k variables which is the orthogonal projection of F k i, j (ν k , φ k ) into the space of polynomials of degree 2W j in ν k and φ k variables with respect to the usual inner product in
Letl k 1, j (ν k ) be the orthogonal projection of l k 1 (ν k ) into the space of polynomials of degree 2W j with respect to the usual inner product on
to be the orthogonal projection of l k 2 (ν k−1 ) into the space of polynomials of degree 2W j with respect to the usual inner product on H 2 (ν η) ), where −1 ≤ η ≤ 1. Defineô k t (η) to be the polynomial of degree 2W which is the orthogonal projection of o k t (η) with respect to the usual inner product in H 2 (−1, 1). Now we formulate the numerical scheme for problems with mixed boundary conditions.
Let 
In the above µ(γ s ) denotes the measure ofγ s . Next, define
We choose as our approximate solution the unique
, the space of spectral element functions, which minimizes the functional
A brief description of the solution procedure is now given; a more detailed examination is provided in §6. The above method is essentially a least-squares method and the solution can be obtained by using preconditioned conjugate gradient techniques (PCGM) to solve the normal equations. To be able to do so we must be able to compute the residuals in the normal equations inexpensively. In [5, 14] it has been shown how to compute these efficiently on a distributed memory parallel computer, without having to filter the coefficients of the differential operator and the data. The evaluation of the residuals on each element requires the interchange of boundary values between neighbouring elements.
The values of the spectral element functions at the vertices of the polygonal domain constitute the set of common boundary values U B . Since the dimension of the set of common boundary values is so small a nearly exact approximation to the Schur Complement matrix can be computed. Now on the subspace of spectral element functions which vanish at the set of common boundary values it is possible to define a preconditioner for the matrix in the normal equations such that the condition number of the preconditioned system is O ((lnW ) 2 ) . Moreover, the preconditioner is a block diagonal matrix such that each diagonal block corresponds to a different element, and so can be easily inverted.
Hence an exponentially accurate approximation S a to the Schur Complement matrix S can be computed using O(W lnW ) iterations of the PCGM. To solve the normal equations the residual in the equations for the Schur Complement SU B = h B must be computed to exponential accuracy and this can be done using O(W lnW ) iterations of the PCGM. The common boundary values U B are then given by U B = (S a ) −1 h B . The remaining values can then be obtained using O(W lnW ) iterations of the PCGM. η) is a polynomial in ξ and η of degree W as defined in §3. We choose W proportional to M. Then we have the following error estimate. 
Error estimates
holds.
We use the differentiability estimates stated in Proposition 2.1 to prove the result. The proof of the above Theorem is very similar to the proof of Theorem 3.1 in [14] and hence is omitted.
Remark. We can construct a set of corrections {{c
is conforming and belongs to H 1 (Ω). These corrections are defined in §3.5 of [14] . Then the error estimate
holds for W large enough. Here C and b denote constants. These constructions are similar to Lemma 4.57 in [12] .
Parallelization and preconditioning
Let U be a vector assembled from {g k } p k=1 , where u k i,1 = g k for all i, and the values of 
It should be noted that u
ξ is a linear function of ν k and η is a linear function of φ k such that the linear mapping M k i, j (ξ , η) maps the master square S ontoΩ k i, j .
To solve the minimization problem we have to solve a system of equations of the form
Here A is a symmetric positive definite matrix and
where
corresponding to the decomposition of U as
and h has the form
To solve the matrix equation (6.2) we use the block L-U factorization of A, viz.
where the Schur Complement matrix S is defined as
To solve the matrix equation (6.2) based on the L-U factorization of A given in (6.5) reduces to solving the system of equations
whereh
The feasibility of such a process depends on our being able to compute A IB V B , A II V I and A BB V B for any V I ,V B efficiently and this can always be done since AV can be computed inexpensively as explained in ch. 3 of [14] . However in addition to this it is imperative that we should be able to construct effective preconditioners for the matrix A II so that the condition number of the preconditioned system is as small as possible. If this can be done then it will be possible to compute A −1 II V I efficiently using the preconditioned conjugate gradient method (PCGM) for any vector V I .
Consider the space of spectral element functions Π
we have u k i,1 = 0 for all i and k. Let U be the vector corresponding to the spectral element function
and so
Now using Theorem 3.1 we have the following result.
holds for W large enough. In the above, u k i,1 = 0 for 1 ≤ k ≤ p and 1 ≤ i ≤ I k . Let us define the quadratic form
. Now using the trace theorems for Sobolev spaces it can be concluded that there exists a constant K such that
. Hence using (6.10) and (6.12) it follows that there exists a constant C such that
We can now use the quadratic form
which consists of a decoupled set of quadratic forms on each element as a preconditioner for A II . This can be done by inverting the block diagonal matrix representation for
Now from (6.13) we can conclude that if we were to compute (A II ) −1 U I using the PCGM then the condition number of the preconditioned matrix would be O((lnW ) 2 ). Hence, to compute (A II ) −1 U I to an accuracy of O(e −bW ) would require O(W lnW ) iterations of the PCGM.
We now return to the steps involved in solving the system of equations (6.2). As a first step it would be necessary to solve the much smaller system of equations (6.7). Here the dimension of the vector Z B is p, the number of vertices of the domain Ω. Now to be able to solve (6.7) to an accuracy of O(e −bW ) using PCGM the residual
needs to be computed with the same accuracy and in an efficient manner. The bottleneck in computing R B consists in computing (A II ) −1 A IB U B to an accuracy of O(e −bW ) and it has already been seen that this can be done using O(W lnW ) iterations of the PCGM for computing (A II ) −1 A IB U B for a given vector U B . We now show that it is possible to explicitly construct the Schur Complement matrix S in O(W lnW ) iterations of the PCGM. S is a p × p matrix. Let e k be a column vector of dimension p with 1 in the kth place and 0 elsewhere. Let S k = Se k .
Then the Schur Complement matrix S can be written as
Now by a well known result on the Schur Complement we have
Hence using Theorem 3.1 we conclude that
And so we obtain
(6.14)
Here the norm denoted is the matrix norm induced by the Euclidean norm. Now
Let (S k ) a be the approximation to S k computed using O(W lnW ) iterations of the PCGM to compute A
Let S a denote the matrix 
we have
Hence
Having solved for Z B we obtain Z I by solving
using O(W lnW ) iterations of the PCGM. Hence the solution Z can be obtained to exponential accuracy using O(W lnW ) iterations of the PCGM. We shall now briefly examine the complexity of the solution procedure for the h-p finite element method. Since finite elements have to be continuous along the sides of the elements, the cardinality of the set of common boundary value is large in the h-p finite element method. Let S denote the Schur Complement matrix for the h-p finite element method. In [1, 10] it has been shown that an approximation S a to S can be obtained such that the condition number χ of the preconditioned system satisfies Hence the proposed method is faster than h-p finite element method by a factor of O(W ). holds. Here ε W is exponentially small in W .
Technical results
We first make a correction {{r 
Here s(Q l ) denotes the average of the values of s atQ l over all the elements which havê Q l as a vertex. We can find a polynomial
Here the values a l , b l , c l are defined by (7.2). Moreover r k i, j is a polynomial of degree less than or equal to four and the estimate
holds for j ≥ 2 and all i and k.
Letξ x 1 ,ξ x 2 ,η x 1 andη x 2 denote the polynomials of degree W in ξ and η separately which are the approximations to ξ x 1 , ξ x 2 , η x 1 and η x 2 in the space of polynomial of degree W as defined in Theorem 4.46 of [12] . Let P j , j = 1, . . . , 4 denote the vertices of S.
Now let q(y) be a polynomial of degree W defined on I = (−1, 1). Then by Theorem 4.79 of [12] 
Here C is a constant. Hence using (7.3) and (7.4) we obtain 
Hence using a partition of unity argument it is enough to show that
Conditions (i) and (ii) follow by applying the above theorem to a neighbourhood of the
Moreover from Theorem 4.82 in [12] we have that if q(y) is a polynomial of degree W on I = (−1, 1) such that q(−1) = q(1) = 0, then
Hence we conclude that
(7.7)
A similar result holds for (ii). Hence we can define
(Ω).
Now from (7.7) we conclude that there is a constant K such that . ) . (7.14)
Hence using (7.5) and (7.14) it can be concluded that Combining (7.15)-(7.17) we obtain the required result.
