Abstract. We prove a new sufficient condition for the asymptotic stability of Markov operators acting on measures. This criterion is applied to iterated function systems.
1. Introduction. The purpose of this paper is to present a sufficient condition for asymptotic stability of Markov operators. Our goal is to generalize results of Lasota and Yorke [6] to operators acting on Borel measures defined on Polish spaces. The results of Lasota and Yorke are based on the Prokhorov condition which allows one to construct a stationary distribution. In our case we assume that the metric space is complete and separable (a Polish space) and consequently the space of all probability Borel measures with a suitable metric is a complete metric space.
We will apply our criterion to Markov operators generated by iterated function systems. This class of systems was thoroughly studied because of their close connection with fractals [1] , [2] , [5] , [6] , [7] , [9] .
The organization of the paper is as follows. Section 2 contains some notation from the theory of Markov operators. In Section 3 we give some general conditions for asymptotic stability. These conditions are applied to iterated function systems in Section 4.
2. Preliminaries. Let (X, ̺) be a Polish space, i.e. a separable, complete metric space. This assumption will not be repeated in the statements of theorems. By M fin and M 1 we denote the sets of Borel measures (nonnegative, σ-additive) on X such that µ(X) < ∞ and µ(X) = 1 respectively. The elements of M 1 are called distributions.
We say that µ ∈ M fin is concentrated on a Borel set A ⊂ X if µ(X \ A) = 0. By M A 1 we denote the set of all distributions concentrated on the Borel set A.
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As usual, we denote by B(X) the space of all bounded Borel measurable functions f : X → R and by C(X) the subspace of all bounded continous functions. In both spaces the norm is f = sup x∈X |f (x)|. For X unbounded, a continuous function V :
for some x 0 ∈ X. An operator P : M fin → M fin is called a Markov operator if it satisfies the following two conditions.
(i) positive linearity:
(ii) preservation of the norm:
It is easy to prove that every Markov operator can be extended to the space of signed measures
Namely for every ν ∈ M sig , ν = µ 1 − µ 2 , we set
To simplify notation we write
An operator P is called a Feller operator if P satisfies (i)-(ii) and there is a linear operator U : B(X) → B(X) (dual to P ) such that
Assume now that P and U are given. If f :
is a Borel measurable function, not necessarily bounded, we may assume that
where (f n ), f n ∈ B(X), is an increasing sequence of functions converging pointwise to f . From the Lebesgue monotone convergence theorem it follows that Uf satisfies (2.2).
In the space M sig we introduce the Fortet-Mourier norm
where F is the subset of C(X) consisting of the functions such that |f | ≤ 1 and |f (x) − f (y)| ≤ ̺(x, y). It is known that the convergence
is equivalent to the weak convergence of (µ n ) to µ (see [4] ). The Markov operator is called nonexpansive if (2.5)
Let P be a Markov operator. A measure µ ∈ M fin is called stationary or invariant if P µ = µ, and P is called asymptotically stable if there exists a stationary distribution µ ⋆ such that (2.6) lim
Clearly the distribution µ ⋆ satisfying (2.6) is unique. The operator P is called globally concentrating if it has the following property: for every ε > 0 and every bounded Borel set A ⊂ X there exists a bounded Borel set B ⊂ X and an integer n 0 such that
The operator P is called locally concentrating if for every ε > 0 there exists α > 0 such that for every bounded Borel set A ⊂ X there exists a Borel set C ⊂ X with diam C < ε and an integer n 0 satisfying (2.8)
. R e m a r k. One can construct a Markov operator which is locally concentrating but is not globally concentrating.
It will be shown in Section 4 that for some IFS (S, p), the corresponding Markov operator is both locally and globally concentrating.
3. Asymptotic stability on Polish spaces. We prove the following criterion of stability.
Theorem 3.1. Assume that P is a nonexpansive locally and globally concentrating Markov operator. Then P is asymptotically stable. P r o o f. First we prove that for every µ ∈ M 1 the sequence (P n µ : n ∈ N) is convergent. Since the distributions defined on a Polish space with the Fortet-Mourier norm form a complete metric space, it is sufficient to check that the sequence (P n µ : n ∈ N) satisfies the Cauchy condition. The Cauchy condition can be expressed in the following way: there is N ∈ N such that (3.1)
for every µ 1 , µ 2 ∈ {P n µ : n ∈ N}. The proof of (3.1) will be done in three steps.
Step I. We show that for every µ ∈ M 1 and ε > 0 there exists a bounded Borel set B ⊂ X such that
Fix ε > 0. In fact, we may take a bounded Borel set A ⊂ X such that
By the global concentrating property of P there exists a bounded Borel set B ⊂ X such that
Enlarging the set B we obtain (3.2).
Step II. We prove that the Cauchy condition is implied by the following: for every bounded Borel set A ⊂ X and ε > 0 there exists an integer N satisfying
Step I we can choose a bounded Borel set A such that µ i (A) ≥ 1 − ε/4 for every µ i ∈ {P n µ : n ∈ N}, i = 1, 2. Thus
where µ A i , γ i ∈ M 1 and are of the form
From the nonexpansiveness of P and the inequality γ 1 − γ 2 ≤ 2 it follows that
Consequently, the Cauchy condition holds.
Step III. By
Step II it is enough to prove that for every bounded Borel set A ⊂ X and ε > 0 we can choose an integer N such that
By an induction argument we define a sequence (n k ) k≥1 of integers, sequences (A k ) k≥0 , (C k ) k≥1 of bounded Borel sets, diam C k < ε/4 for k ∈ N, and sequences (µ
and n k , A k , C k depend only on A k−1 .
Let A 0 = A and µ , A k−1 are given, we choose, according to the global and local concentrating property of P , an integer n k and sets A k , C k such that
where n k , A k , C k depend only on A k−1 , and diam C k < ε/4. Without loss of generality we assume that C k ⊂ A k . Then we define
Obviously, λ k i (C k ) ≥ α and we can define
It is clear that µ
Setting a = (1 − δ)(1 − α) and using equations (3.3), (3.4) , it is easy to verify, by an induction argument, that
Since P is nonexpansive this implies
From this, condition (3.5) and the obvious inequalities µ 
By
Step II the sequence (P n µ : n ∈ N) satisfies the Cauchy condition. Thus (P n µ : n ∈ N) converges to some µ ⋆ ∈ M 1 . Obviously P µ ⋆ = µ ⋆ . Finally, let µ 1 , µ 2 ∈ M 1 . Fix ε > 0. As in Step II we can write
where µ
1 for some bounded Borel set A and γ i ∈ M 1 , i = 1, 2. We have
Thus by
Step III and nonexpansiveness of P we have for some N ∈ N,
Iterated function systems.
In this section we consider some special Markov operators describing the evolution of measures due to the action of a randomly chosen transformation. Assume we are given a sequence of transformations S k : X → X, k = 1, . . . , N, and a probability vector
which depends on the position x.
We are going to study the Feller operator [5] , [6] (4.1)
Its adjoint operator U :
To simplify the language we will say that the Iterated Function System
is nonexpansive or asymptotically stable if the Markov operator (4.1) has the corresponding property. We are going to change the metric ̺ in the Polish space (X, ̺) in such a way that the new space remains a Polish space and the Feller operator P is nonexpansive. We introduce the class Φ of functions ϕ : R + → R + satisfying the following conditions: (i) ϕ is continuous and ϕ(0) = 0; (ii) ϕ is nondecreasing and concave, i.e.
We denote by Φ 0 the family of functions satisfying (i)-(ii). It is easy to see that for every ϕ ∈ Φ the function ̺ ϕ (x, y) = ϕ(̺(x, y)) for x, y ∈ X is again a metric on X and (X, ̺ ϕ ) is a Polish space.
In our considerations an important role is played by the inequality
Lasota and Yorke [6] discussed three special cases for which inequality (4.2) has solutions belonging to Φ.
Case I: Dini condition. Assume that ω ∈ Φ 0 satisfies the Dini condition, i.e. ε 0 ω(t) t dt < ∞ for some ε > 0 and r(t) = ct, 0 ≤ c < 1.
where a > 0 and β > 0 are constants, r ∈ Φ 0 , r(t) < t and
where α > 0, b > 0 and ε > 0 are constants.
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Case III: Lipschitz condition. Assume that ω ∈ Φ 0 ,
where a > 0 is a constant, and r ∈ Φ 0 satisfies the conditions 0 ≤ r(t) < t for t > 0, ε 0 t dt t − r(t) < ∞ for some ε > 0.
In Cases I-III the iterates r n of the function r converge to 0 and the function
is a solution of the inequality (4.2) from Φ. Now assume that
We have
where F ϕ is the set of all functions on X such that |f | ≤ 1 and
The operator P is nonexpansive with respect to ̺ ϕ if U f ∈ F ϕ for f ∈ F ϕ . Of course |U f | ≤ 1, so we have to prove that
If the pair (ω, r) satisfies the conditions formulated in one of Cases I-III and ϕ is a solution of the inequality (4.2), then (4.5) is satisfied. Now we prove the following lemma.
Lemma 4.1. Let P be a Feller operator and U its dual. Assume that there is a Lyapunov function V such that V is bounded on bounded sets and
where a,b are nonnegative constants and a < 1. Then P is globally concentrating.
P r o o f. From (4.6) it follows that
Fix ε > 0. Let A be a bounded Borel set and µ ∈ M 1 . Let
where q > 2b/((1 − a)ε). From the Chebyshev inequality we obtain
Consequently, there exists an integer n 0 such that
1 . Now we prove the main theorem of this paper. Finally, suppose that for every bounded Borel set B ⊂ X and every ε > 0 there exists an integer n 0 and a sequence (i 1 , . . . ,
Then the system (S, p) N is asymptotically stable.
P r o o f. We show that the Markov operator corresponding to (S, p) N satisfies the assumptions of Lemma 4.1.
It is easy to check that
Thus the assumptions of Lemma 4.1 are satisfied with V (x) = ̺(x, x 0 ), a = r(1) < 1 and b = r(1)+max 1≤k≤N ̺(S k (x 0 ), x 0 ). From Lemma 4.1, it follows that P is globally concentrating. Since the conditions required in one of Cases I-III are satisfied, there is a solution ϕ ∈ Φ of (4.2) and the system (S, p) N is nonexpansive with respect to the metric ̺ ϕ = ϕ • ̺.
By an induction argument it is easy to verify that
where
We end the proof when we show that the operator P is locally concentrating. Following the proof of Lemma 4.1 it is easy to show that for the set
for every bounded Borel set A there exists an integer n 0 such that
Fix ε > 0. Using (4.8) we can take n 1 ∈ N and a sequence (i 1 , . . . , i n 1 ), i 1 , . . . , i n 1 ∈ {1, . . . , N }, such that Fix a bounded Borel set A ⊂ X. There exists an integer n 0 such that P n µ(B) ≥ 1/4 for n ≥ n 0 , µ ∈ M A 1 . Thus for n ≥ n 1 + n 0 using (4.9) we have P n µ(C) = P n 1 (P n−n 1 µ)(C) = k 1 ,...,k n 1 X p k 1 (x) . . . p k n 1 (S k n 1 −1 ,...,k 1 (x))1 C (S k n 1 ,...,k 1 (x)) dP n−n 1 µ(x) ≥ X p i 1 (x) . . . p i n 1 (S i n 1 −1 ,...,i 1 (x))1 C (S i n 1 ,...,i 1 (x)) dP n−n 1 µ(x) Thus P is locally concentrating. According to Theorem 3.1 the proof is complete.
Example. It is interesting to compare our results with a theorem of K. Loskot and R. Rudnicki. Their result assures the asymptotic stability of (S, p) N under the following conditions: (i) (X, ̺) is a Polish space, (ii) p k : X → R, k = 1, . . . , N, are constant, (iii) S k : X → X, k = 1, . . . , N, are Lipschitzian, (iv) N k=1 p k L k < 1, where L k is the Lipschitz constant of S k . It is easy to check that the assumptions formulated in Theorem 4.2 are satisfied. The asymptotic stability of this system follows from our Theorem.
