Let G be a unimodular type I second countable locally compact group and G its unitary dual. Motivated by a recent pseudo-differential calculus, we develop a positive Berezin-type quantization with operator-valued symbols defined on G × G .
Introduction
Let G be a locally compact group with unitary dual G , composed of unitary equivalence classes of irreducible representations. We assume it to be second countable, unimodular and type I, in order to have a manageable Fourier theory. In [15] a pseudodifferential calculus a → Op(a) has been proposed and studied, involving globally defined operator-valed symbols a defined on the product between the group and its unitary dual. Having its roots in some undevelopped remarks of [21] , this generalizes recent works on pseudo-differential operators on compact Lie groups [4, 6, 18, 19, 20] or nilpotent Lie groups [7, 8] (see also other references cited therein). When the group has no Lie structure, it is not compact and (especially) it is non-commutative, the formalism needs delicate constructions for which we send to [15] .
Since the paradigmatic initial exemple in constructing pseudo-differential calculi is the case G = R n , cf [9] for instance, it is natural to think of a positive quantization by Berezin-Toeplitz operators and this is the topic of the present paper. We recall that the Canonical Commutation Relations on the "phase-space" R n × R n can be codified by a family of Weyl operators W(·, ·) , forming a projective representation of R n × R n . This family is useful both for pseudodifferential operators and for the positive quantization.
If the group G is unimodular, type I, separable but non-commutative, we have shown in [15] that a Weyl family of operators still exists and is effective for constructing the pseudo-differential theory. In this article we use them for a Berezin-type quantization. If G is not commutative, the dual G is not a group but the Mackey Borel structure and the Plancherel measure allow for a manageable integration theory. But another technical difficulty comes from the fact that the irreducible representations ξ ∈ G are no longer 1-dimensional (they can even have infinite dimension), which requires various new tools (direct integrals, traces, non-commutative L p -spaces). In particular, if ξ and η are not unitarily equivalent, the basic operators W(x, ξ) and W(y, η) live in different Hilbert spaces and cannot be composed. Another consequence is the need for operator-valued symbols. So we are very far from a theory relying on grouptheoretical means.
The literature on coherent states and their associated positive quantizations in a group setting is huge and we cannot try to describe it here. Let us cite [1, 2, 3, 9, 11, 13, 14, 16, 22] , which in their turn cite many other important references. The terminology, points of view and applications are very diverse. In particular we call our main objects Berezin operators or Bargman transformations although the framework is very general and no holomorphy or Gaussian functions are in view. A different terminology (anti-Wick, localization) can be advocated.
The first section contains some preparations, including conventions and notations that will be used over the paper. The second one recalls from [15] the construction of the family of Weyl operators and the associated Fourier-Wigner transformation. In section 3 we introduce coherent states and in section 4 we define and study Berezin-type operators. They are connected to pseudo-differential operators in section 5. The last section presents the Bargman realization of the formalism, in which the Berezin operators have a Toeplitz form.
Some conventions and notations
For a given (complex, separable) Hilbert space H , one denotes by B(H) the C * -algebra of all linear bounded operators in H and by K(H) the closed bi-sided * -ideal of all the compact operators. The Hilbert-Schmidt operators form a two-sided * -ideal B 2 (H) , which is also a Hilbert space with the scalar product A, B B 2 (H) := Tr(AB * ) . This Hilbert space is unitarily equivalent to the Hilbert tensor product H ⊗ H , where H is the Hilbert space opposite to H .
Let G be a unimodular locally compact group with unit e and fixed Haar measure m . For p ∈ [1, ∞] , the Lebesgue spaces L p (G) ≡ L p (G; m) are defined with respect to the Haar measure. The norm and the scalar product in H = L 2 (G) will be denoted, respectively, by · and ·, · .
All over the article we are going to assume that the locally compact group G is admissible, i.e. it is unimodular, second countable and type I. For the concept of type I locally compact group, for examples and other harmonic analysis concepts and results that we use below we refer to [5, 10, 11] ; see also [15, Sect. 2] .
An element of Irrep(G) is a strongly continuous irreducible unitary Hilbert space representation π : G → B(H π ) . Identifying unitarily equivalent representation, we set G := Irrep(G)/∼ = and call it the unitary dual of G . It is endowed with a Borel structure, called the Mackey Borel structure. The main consequence of admissibility is the existence of a measure m on the unitary dual G for which a Plancherel Theorem holds, in connection to the Fourier transformation that will be introduced below.
If G is Abelian all the irreducible representations are 1-dimensional, the unitary dual G is the Pontryagin dual group (composed of characters) and m is a Haar measure. In the non-commutative case G has no group structure.
It is known that there is a canonical m-measurable field H ξ | ξ ∈ G of Hilbert spaces and a
is an irreducible representation belonging to the class ξ . Instead of π ξ we will write ξ . Using this identification, one introduces the direct integral Hilbert space
with the scalar product
where Tr ξ is the usual trace in B(H ξ ) . We also recall that the von Neumann algebra of decomposable operators B(
acts to the left and to the right in the Hilbert space B 2 ( G) in an obvious way.
The Fourier transform of u ∈ L 1 (G) is given in weak sense by
As a map F :
it is linear, contractive and injective. It also defines a unitary isomorphism
; this is the mentioned generalization of Plancherel's Theorem to (maybe noncommutative) admissible groups. It is useful to note that for every ξ ∈ G the space L 2 G; B(H ξ ) has the structure of a Hilbert-module over the unital C * -algebra B(H ξ ) with operation
Note the relations
. By applying the definitions and the usual CauchySchwartz inequality one obtains immediately
Most often one works with a = u ⊗ A and
Later we are going to need a version of the Parseval identity for the B(H ξ )-valued inner product. Let {w k } k be an ortonormal base of the Hilbert space L 2 (G) (it is separable, since G has been assumed second countable). Then, by (1.1) and the usual form of the Parseval identity in L 2 (G) one has
It follows easily from this identity that
By a change of order of variables, this can be reinterpreted as
It is not always true in this realization that
, but this does happen below in some interesting cases. If, by this interpretation, one gets a bounded operator T :
In such a situation one gets
Then it is easy to check the useful formula
Weyl systems and the Fourier-Wigner transformation
This Section is to a great extent a review of some constructions from [15] . Our definitions of the Weyl system and the Fourier-Wigner transformation are slightly different from those in [15] , but the properties are the same.
The terminology is inspired by the particular case G = R n [9] . The operator W(ξ, x) is unitary, with adjoint
In general W(ξ, x) cannot be composed with W(η, y) for ξ = η , because they act in different spaces.
Lemma 2.2.
For every (ξ, x) ∈ X the operators W(ξ, x) and W(ξ, x) * are manageable.
Proof. Using the conventions of the preceding section, we deal with W(ξ, x) * ; a similar argument works for
which, denoting by γ the composition with the change of variables γ(z, x) = z, zx −1 , can be written
For p ∈ [1, ∞) , one defines the Banach space B p ( G) as the family of measurable fields f ≡ f (ξ) ξ∈ G for which f (ξ) belongs to the Schatten-von Neumann class B p (H ξ ) for almost every ξ and
It is shown in [12] 
where the notation F (ξ, x) := [F (x)](ξ) has been used. It can be shown that Hilbert tensor product) and
Remark 2.5. The Banach spaces B p,p (X ) have been put in [15] in the perspective of non-commutative L p -spaces [17, 23] ; they are associated to a natural direct integral trace on the von Neumann algebra B ∞,∞ (X ) . Therefore, they have good interpolation and duality properties that will be used below. In particular, if 1/p + 1/q = 1 , F ∈ B p,p (X ) and H ∈ B q,q (X ) , one defines
and get a sesquilinear form satisfying
Proof. See [15, Sect. 3.4] for the proof, with slightly different notations and conventions.
A family of projections
It will be convenient to use notations as X = (ξ, x) , Y = (η, y) ∈ X := G × G and the product measure dµ(X) = dm(x)d m(ξ) on X . We go on applying Convention 1.1.
The family {Ω(X) | X ∈ X } can be thought as a subset of L 2 G; B(H ξ ) , with
Actually, admitting the interpretation W(ξ, x) ∈ L 2 G; B(H ξ ) for this manageable operator (cf. Convention 1.1 and Lemma 2.2), we can write Ω(X) = W(X)ω . By using (2.1), (3.1) and the inner product one sees that
The family {Ω(X) | X ∈ X } could be called the family of coherent states generated by the vector ω . Note that in the non-commutative case these "coherent states" do not belong to the same space.
Remark 3.2. When G is Abelian ξ is a character, one has
and we can write simply ω(X) = W(X)ω ; no special convention is needed and one has ω 0 G , 0 G = ω . In such a familiar framework Ω(X) is a "traditional" coherent state and one has W u,ω (·) = u, ω(·) .
Definition 3.3. For every
Making use of the Fourier-Wigner transform, this can also be written
The full definition is still to be completed; see (3.4) . This partial form is justified by the commutative case: If G is Abelian, each H ξ is one-dimensional, ω(X) = W(X)ω belongs to L 2 (G) and Pr ω (X) is the rank one projection associated to the vector ω(X) , i.e.
A computation using the explicit form of W(X) , W u,ω and ω(X) gives
This leads to the final full expresion of our operators: for each Φ ξ ∈ L 2 (G; H ξ ) one sets 
In particular, if ω is normalized, Pr ω (X) is a self-adjoint projection.
and self-adjointness follows immediately. Positivity also folows taking Φ ξ = Ψ ξ . A new computation, using the second form of Pr ω (X) in (3.4) this time, leads to
Thus we have (3.5) and clearly this finishes the proof.
It is also useful to compute for u, v ∈ L 2 (G) , X = (ξ, x) ∈ X and ϕ ξ ∈ H ξ
Taking (3.3) into account, this can also be written
4 The Berezin quantization Definition 4.1. Let ω ∈ L 2 (G) be fixed. We define formally, for any F ∈ B ∞,∞ (X ) , the operator in
and call it the Berezin operator associated to the symbol F and the vector ω .
This should be taken in weak sense, i.e. for any u, v ∈ L 2 (G) one sets
This last expression, for which (3.7) has been used, can also be written
Obviously, the correspondence F → Ber ω (F ) is linear. Using (4.1), it is also straightforward to check that 
Thus, if ω is a normalized vector, we have Ber ω (1) = 1 L 2 (G) and one can write formally "the overcompleteness relation"
We gather the most important properties of the Berezin operators in the next result. We say that
. This is essentially the trace used in defining the non-commutative [17, 23, 15] ; it has a nice realization in terms of the Berezin quantization.
Theorem 4.3. For every s ∈ [1, ∞] one has a linear bounded map Ber
In particular, if F ∈ B 1,1 (X ) , then Ber ω (F ) is a trace-class operator with
Proof. 1. The non-commutative L p -spaces B p,p (X ) satisfy Hölder-type inequalities [12] , meaning that if p, q, r ∈ [1, ∞] with 1/p + 1/q = 1/r , then, with respect to pointwise multiplication, one has
Note that for every r ∈ [1, ∞] there exists p, q ∈ [2, ∞] such that 1/p + 1/q = 1/r (for example p = q = 2r) . Let us fix such a pair, assuming that 1/s + 1/r = 1 . By Proposition 2.6 we have W u,w ∈ B p,p (X ) and W * v,w ∈ B q,q (X ) , so by the non-commutative Hölder inequality one gets W * u,w W v,w ∈ B r,r (X ) . Then by (4.2), Remark 2.5 and Proposition 2.6
Thus a version of (4.3) has been obtained, but (essentially) weaker if s = ∞ .
Recall that the trace of the product of two positive operators is a positive number: if for instance
Then the statement about the positivity of the Berezin quantization follows from the formula (4.1) with u = v .
3. To (partly) improve the estimations obtained at 1, we deal now with the trace class properties of the Berezin operator. If {w k } k∈N is an orthonormal basis in L 2 (G) , one has by (4.1), (3.6), the Parseval identity (1.2) and (3.2)
If F is positive, we already know that Ber ω (F ) is also positive and its trace norm is computed above:
One obtains the s = 1 case of (4.3) for general F by using the four terms pointwise decomposition valid in each C * -algebra
4. The general case in (4.3) then follows by interpolation from the cases s = 1 and s = ∞ , because, denoting by Y , Z θ the space of complex interpolation of order θ ∈ [0, 1] of the interpolation pair
Connection with pseudo-differential operators
In [15] many pseudo-differential quantizations a → Op τ L (a) and a → Op τ R (a) have been introduced, labelled by measurable maps τ : G → G which are linked to ordering issues. The indices L (left) and R (right) are extra choices connected to the fact that G is allowed to be non-commutative. We indicated how to pass from one quantization to another. This is also possible for the Berezin formalism, but we decided to treat here only one case. We are going to use here the quantization given formally by
Among others, it has been shown in [15] how to define Op rigorously as a unitary transformation
To achieve this one can use our Fourier-Wigner transformation, but it more straightford to define Op weakly by
in terms of the obvious scalar product on B 2,2 (G × G) and the Wigner transform (connected to W u,v essentially by a full Fourier transformation)
where
, has alredy been used in section 2. More explicitly, one has
Both the partial Fourier transformation and the change of variables operation γ are unitary, so one can write
On the other hand, let us compute for F ∈ B 1,1 (X ) ∩ B 2,2 (X ) and u, v ∈ L 2 (G)
In terms of the scalar product of L 2 (G × G) this can be written
for the kernel
Therefore, if one wants to have Ber ω (F ) = Op a F ω , taking (5.2) and (5.3) into account, the relation
When G is Abelian, using additive notations in G , multiplicative notations in the Pontryagin dual group G and setting F • (q, ξ) := F (ξ, q) , this can be written as a convolution in G × G :
6 Toeplitz-like operators in the Bargmann representation
and call it the generalized Bargmann transformation associated to the vector ω .
Using (2.1) and (3.1), it is possible to write
(ii) The final projection P ω = W ω W † ω of the isometry W ω : L 2 (G) → B 2 (X ) is given on B 1,1 (X ) ∩ B 2,2 (X ) by P ω (F ) (X) = 
and the Proposition is proved.
