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Einleitung
Zufallsfelder eignen sich gut zur Modellierung von Ereignissen aus den verschie-
densten Fachgebieten. Sie werden z.B. zur Simulation von Naturpha¨nomenen in der
Physik, der Hydrologie oder der Geologie eingesetzt. Hierbei sind natu¨rlich gewis-
se Eigenschaften erwu¨nscht, welche die Zufallsfelder erfu¨llen sollten. Zur geeigne-
ten Modellierung ist sehr ha¨ufig eine gewisse Abha¨ngigkeitsstruktur bezu¨glich der
Skalierung der Felder notwendig. Hierzu verwendet man u¨blicherweise das Konzept
der Selbsta¨hnlichkeit. Ein skalarwertiges Zufallsfeld {BH(x)}Rd ist selbsta¨hnlich mit
Hurst Index H > 0, falls
{BH(cx)}x∈Rd
f.d.
=
{
cHBH(x)
}
x∈Rd
∀c > 0,
wobei
f.d.
= Gleichheit aller endlichdimensionalen Randverteilungen bedeuted. Das be-
kannteste Beispiel dieser Klasse von selbsta¨hlichen Zufallsfeldern ist das Fractional
Brownian Field (FBF), welches von A.N. Kolmogorov [32] eingefu¨hrt wurde.
Eine weitere nu¨tzliche Eigenschaft von Zufallsfeldern ist die Modellierung von aniso-
tropen Strukturen. Anisotropie bedeuted hier, dass Zufallsfelder entlang verschiede-
ner Richtungen unterschiedliche Eigenschaften aufweisen ko¨nnen. Die eben beschrie-
benen selbsta¨hnlichen Prozesse sind per Konstruktion isotrop und ko¨nnen eine solche
anisotrope Eigenschaft nicht darstellen. Kamont [30] fu¨hrte das erste Beispiel von
anisotropen, selbsta¨hnlichen Gauss´schen Zufallsfeldern ein, das Fractional Browni-
an Sheet (FBS) {BH1,...,Hd(x)}x∈Rd. Bei diesen Feldern ko¨nnen die einzelnen Achsen
unabha¨ngig voneinander skaliert werden, d.h. fu¨r H1, ..., Hd > 0 und c1, ..., cm > 0
beliebig gilt{
BH1,...,Hd(c1x1, ..., cmxm)}x∈Rd
f.d.
= {cH11 · · · cHmm BH1,...,Hd(x)
}
x∈Rd
, (1)
wobei das gesamte Feld immer noch selbsta¨hnlich ist mit entsprechendem HurstIndex
H =
∑d
j=1Hj.
Ein anderes Konzept von anisotropen, selbsta¨hnlichen Zufallsfeldern sind die Opera-
tor Scaling Stable Random Fields (OSSRF), welche von H. Bierme´, M. Meerschaert
und H.P. Scheﬄer ?? eingefu¨hrt wurden. Ein solches Zufallsfeld erfu¨llt die Bedingung{
X(cEx)
}
x∈Rd
f.d.
=
{
cHX(x)
}
x∈Rd
∀c > 0, (2)
mit einer geeigneten Matrix E, welche die Anisotropie des Zufallsfeldes beschreibt,
und entsprechendem Parameter H > 0. Daru¨ber hinaus besitzten diese Felder stati-
ona¨re Zuwa¨chse, d.h.
{X(x+ h)−X(h)}x∈Rd
f.d.
= {X(x)}x∈Rd ∀h ∈ Rd. (3)
In diesem Fall weisen die Zufallsfelder globale Abha¨ngigkeitsstrukturen auf, wobei die
Unterra¨ume jedoch nicht mehr wie im Fall von FBS voneinander entkoppelt werden
ko¨nnen.
Die grundlegende Idee dieser Arbeit besteht nun darin, die Konzepte von FBS und
OSSRF miteinander zu verbinden, um eine Klasse von Zufallsfeldern zu erhalten,
welche eine sehr flexible Gestaltungsmo¨glichkeit bietet, indem man die Eigenschaften
(1) und (2) beider Konzepte verbindet. Hierbei kann die Eigenschaft der Stationarita¨t
(3) leider nicht allgemein beibehalten werden. Ist also X ein Operator Scaling Stable
Random Sheet (OSSRS), dann gilt fu¨r c1, ..., cm > 0
{X(c eE11 x1, ..., c eEmm xm)}x∈Rd f.d.= {cH11 · · · cHmm X(x)}x∈Rd, (4)
mit geeigneten Matrizen E˜1, ..., E˜m und entsprechenden H1, ..., Hm > 0. Dadurch
erfu¨llen OSSRSs auch immer die Eigenschaft (1), falls
⊗m
j=1 E˜j = I und die Eigen-
schaft (2), falls E =
∑m
j=1Ej , H =
∑m
j=1Hj.
InKapitel 1 wird der BegriffOperator Scaling Stable Random Sheet definiert und ge-
zeigt, dass diese Felder eine Verallgemeinerung der bereits in [10] konstruierten Felder
darstellen. Dass diese Klasse von Zufallsfeldern wirklich existiert und mit einer Viel-
zahl von interessanten Konstruktionen gefu¨llt werden kann sowie die gewu¨nschten
Eigenschaften besitzt, wird in den anschließenden Kapiteln zum einen u¨ber eine
Moving Average Darstellung und zum anderen u¨ber eine Harmonizable Darstellung
gezeigt.
InKapitel 2 sind einige Grundlagen u¨ber die Konstruktion von α-stabilen Integralen
und E-homogenen Funktionen zusammengefasst, welche als Grundlegende Konzepte
dieser Arbeit dienen. Eine Umfangreiche Einleitung u¨ber α-stabile Zufallsfelder findet
sich beispielsweise in [39].
In Kapitel 3 wird eine Erweiterung der in [10] vorgestellten Moving-Average Dar-
stellung fu¨r OSSRSs erarbeitet. Die Konstruktion des Zufallsfeldes erfolgt mit dem
Produkt von E˜j-homogenen, (βj , E˜j)-zula¨ssigen Funktionen ϕj als Integrand und
einem independently scattered SαS Zufallsmaß Zα(dy) mit Kontrollmaß λ
d als Inte-
grator. Dabei wird zuna¨chst gezeigt, dass das Zufallsfeld
Xϕ(x) =
∫
Rd
m∏
j=1
(
ϕj(xj − yj)Hj−qj/α − ϕj(−yj)Hj−qj/α
)
Zα(dy)
unter gewissen Vorraussetzungen existiert und auch stochastisch stetig ist. Daru¨ber
hinaus wird gezeigt, dass {Xϕ(x)}x∈Rd ein Operator Scaling Stable Random Sheet
ist. Die Eigenschaft der Operatorskalierung bleibt also auch fu¨r den Fallm ≥ 2 erhal-
ten und verallgemeinert die OSSRFs in dieser Hinsicht. OSSRFs besitzen außerdem
stationa¨re Zuwa¨chse. Diese Eigenschaft bleibt jedoch aufgrund der Produktstruktur
nicht erhalten. Abschließend zeigen zwei Beispiele, dass das konstruierte Feld eine
wirkliche Verallgemeinerung des Fractional Brownian Sheet und des Operator Scaling
Stable Random Field ist. Wodurch gleichzeitig der Zusammenhang zwischen diesen
beiden Feldern deutlich wird.
In Kapitel 4 wird die Harmonische Darstellung fu¨r OSSRSs vorgestellt. Die hier
aufgefu¨hrten Resultate stellen eine Erweiterung der Ergebnisse aus [10] dar. Die
Konstruktion des Zufallsfeldes erfolgt mit E˜tj-homogenen Funktionen ψj fu¨r j =
1, ..., m als Integrand und einem komplexen α-stabilen ZufallsmaßWα mit 0 < α ≤ 2
als Integrator. Dabei wird zuna¨chst analog zur Moving-Average Darstellung gezeigt,
dass das Zufallsfeld
Xψ(x) = Re
∫
Rd
m∏
j=1
(
ei<xj ,ξj> − 1)ψj(ξj)−Hj−qj/αWα(dξ), x ∈ Rd
unter gewissen Vorraussetzungen existiert und stochastisch stetig ist. Zudem wir auch
hier gezeigt, dass {Xψ(x)}x∈Rd ein Operator Scaling Stable Random Sheet ist. Diese
Felder besitzen analog zur Moving-Average Darstellung keine stationa¨ren Zuwa¨chse
mehr. Auch hier werden Beispiele angeben, die verdeutlichen, dass OSSRSs eine
sehr allgemeine Klasse von Zufallsfeldern darstellen, welche die Verbindung zwischen
der wichtigen Klasse der Fractional Sheets und der Operator Skalierenden Felder
herstellen.
In Kapitel 5 werden die Pfadeigenschaften von OSSRSs untersucht, insbesondere
die ‘Glattheit’ der Pfade. Hierbei lehnen sich die Inhalte an die Ergebnisse aus [10]
und [11] an. In diesen wurde die Ho¨lderregularita¨t fu¨r OSSRFs, wie in [10] definiert,
fu¨r den Fall α = 2 (siehe [10]) sowie den Fall α ∈ (0, 2) (siehe [11]) behandelt. Die-
se Ergebnisse werden im Folgenden auf die Klasse der OSSRSs ausgedehnt, indem
geeignet konstruierte Subprozesse verwendet werden, um das Problem, dass diese
Zufallsfelder fu¨r den Fall m ≥ 2 keine stationa¨ren Zuwa¨chse mehr besitzen, geeignet
zu umgehen und allgemeine Aussagen u¨ber das Zufallsfeld mit Hilfe der Aussagen
u¨ber die Subprozesse zu gewinnen. Die Strategie besteht darin, das Wachstumsver-
halten der Subprozesse zu bestimmen, das nur durch die Eigenwerte des zugeho¨rigen
Unterraums determiniert ist. Damit wird eine globale Abscha¨tzung mo¨glich, mit der
die Ho¨lderstetigkeit des gesamten Prozesses bewiesen werden kann und zum anderen
die kritischen Ho¨lderexponenten angegeben werden ko¨nnen.
In Kapitel 6 wird exemplarisch ein Zufallsfeld simuliert, wodurch deutlich wird,
welchen entscheidenden Vorteil die Verknu¨pfung dieser beiden Konzepte bietet. Frac-
tional Sheets ermo¨glichen es, Unterra¨ume unabha¨ngig voneinander zu skalieren, wie
etwa die Zeitdimension von der Raumdimension abzukoppeln. OSSRSs ermo¨glichen
eine anisotrope Struktur und somit ein wesentlich komplexeres Abha¨ngigkeitsverhal-
ten von Unterra¨umen zu modellieren, wie etwa die Struktur innerhalb der Raumdi-
mension. Kombiniert man also diese Konzepte, kann man ein ra¨umliches Feld mit
anisotroper Struktur erschaffen, welches mit fortlaufender Zeit z.B. in einer sehr
a¨hnlichen Form erhalten bleibt. Abschließend wird ein Algorithmus zur Simulati-
on des oben angegebenen Zufallsfeldes angegeben sowie eine entsprechende Fehler-
abscha¨tzung, um die Gu¨ltigkeit des angegebenen Algorithmus zu beweisen.
Kapitel 7 entspricht inhaltlich einem gemeinsamen Artikel [4] mit Denis Anders,
Hans-Peter Scheﬄer und Kerstin Weinberg, der im Januar 2011 im Philosophical Ma-
gazine eingereicht wurde. In diesem Kapitel wird dargestellt, welche flexiblen Model-
lierungen mit unseren OSSRSs mo¨glich sind. Da nun Ort- und Zeitabha¨ngigkeiten,
sowie die ra¨umliche Anisotropie unabha¨ngig voneinander modelliert werden ko¨nnen,
lassen sich die dort beschriebenen physikalischen Pha¨nomene sehr gut beschreiben.
Wir zeigen, dass die Einbindung der OSSRS eine sinnvolle Erweiterung des Cahn-
Hilliard Phasen-Feld Modells darstellt. Unser Modell deckt sich mit den experimen-
tellen Beobachtungen. Weiterfu¨hrend ergibt sich eine Vielzahl neuer Fragen. Ein in-
teressanter Punkt ist z.B. die Entwicklung einer geeigneten Parameterscha¨tzung der
Zufallsfelder, da zur Zeit fu¨r diese Experimente noch Parameter vorgegeben werden
mu¨ssen.
InKapitel 8 wird aufbauend auf den bisherigen Ergebnissen ein Ausblick auf weitere
sich ergebende Fragen und Aufgaben gegeben. Insgesamt la¨ßt sich feststellen, dass auf
dem Gebiet der OSSRF und OSSRS die entscheidenden mathematischen Grundlagen
geschaffen wurden und sich nun ein reichhaltiges und vielseitiges Forschungsgebiet
erschließt, auf Basis dessen weitere erfolgreiche Arbeiten mo¨glich sind.
An dieser Stelle mo¨chte Ich Tobias Kegel, Denis Anders und vor allem Prof. Dr.
Hans-Peter Scheﬄer fu¨r die zahlreichen Diskussionen, die Entwicklung gemeinsamer
Ideen und die u¨beraus gute Zusammenarbeit danken.
1. Operator Scaling Stable Random
Sheets
1.1. Selbsta¨hnlichkeit und Operator-Skalierung
Im Folgenden wird der Begriff Operator Scaling Stable Random Sheet definiert und
aufgezeigt, dass diese Felder eine Verallgemeinerung der bereits in [10] konstruierten
Felder darstellt. Die Existenz solcher Felder mit den gewu¨nschten Eigenschaften wird
in den anschließenden Kapiteln zum einen u¨ber eineMoving Average Darstellung und
zum anderen u¨ber eine Harmonizable Darstellung gezeigt.
Definition 1.1.1
Fu¨r j = 1, ..., m,
∑m
j=1 dj = d seien E˜j ∈ Rdj×dj Matrizen mit positivem Realteil der
Eigenwerte. Konstruiere Matrizen E1, ..., Em, E ∈ Rd×d wie folgt:
Ej =

0 0
. . .
E˜j
. . .
0 0

, E =
E˜1 0. . .
0 E˜m
 ,
d.h. also E =
∑m
j=1Ej. Dann heißt ein skalarwertiges Zufallsfeld {X(x)}x∈Rd Ope-
rator Scaling Stable Random Sheet (OSSRS), falls fu¨r Hj > 0, j = 1, .., m
gilt:
{X(cEjx)}x∈Rd f.d.= {cHjX(x)}x∈Rd fu¨r alle c > 0. (1.1)
Hierbei definiert man cE fu¨r beliebige Matrizen E wie folgt:
cE := exp(E log c), wobei exp(E) =
∞∑
k=1
Ek
k!
.
Fu¨r den Spezialfall E˜j = Idj entspricht (1.1) gerade der Selbsta¨hnlichkeitsbedingung
{X(cx)}x∈Rd f.d.= {cHX(x)}x∈Rd fu¨r alle c > 0
mit Hurstindex H =
∑m
j=1Hj .
Die folgende Proposition beschreibt die entscheidende Eigenschaft von OSSRSs.
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Proposition 1.1.2
Wenn X ein Operator Scaling Stable Random Sheet ist mit Matrizen E1, ..., Em und
entsprechenden H1, ..., Hm > 0, dann gilt fu¨r c1, ..., cm > 0,
{X(c eE11 x1, ..., c eEmm xm)}x∈Rd f.d.= {cH11 · · · cHmm X(x)}x∈Rd.
Beweis. Es folgt direkt durch sukzessives Einsetzen:{
X
(
c
eE1
1 x1, ..., c
eEm
m xm
)}
x∈Rd
f.d.
=
{
X
(
cE11
(
x1, c
eE2
2 x2, ..., c
eEm
m xm
))}
x∈Rd
f.d.
=
{
cH11 X
(
cE22
(
x1, x2, c
eE3
3 , ..., c
eEm
m xm
))}
x∈Rd
f.d.
=
{
cH11 · cH22 X
(
x1, x2, c
eE3
3 x3, ..., c
eEm
m xm
)}
x∈Rd
...
f.d.
= {cH11 · · · cHmm X(x)}x∈Rd
Die folgende Proposition stellt den Zusammenhang zwischen den hier definierten
OSSRSs und den in [10] definierten Zufallsfeldern her.
Proposition 1.1.3
Operator Scaling Stable Random Sheets sind immer auch operator-skalierend im Sin-
ne von [10]. D.h. wenn X ein Operator Scaling Stable Random Sheet ist mit Matrizen
E1, ..., Em und entsprechenden H1, ..., Hm > 0, dann gilt
{X(cEx)}x∈Rd f.d.= {cHX(x)}x∈Rd fu¨r alle c > 0,
wobei E =
∑m
j=1Ej , H =
∑m
j=1Hj.
Beweis. Folgt direkt durch Anwendung von Proposition 1.1.2 mit
c1 = ... = cm = c.
Das folgende Resultat zeigt, dass fu¨r die globale Matrix E =
∑m
j=1Ej die in [10]
geforderte Bedingung an die Realteile der Eigenwerte bestehen bleibt.
Lemma 1.1.4
Seien E˜j ∈ Rdj×dj fu¨r j = 1, ..., m mit den Eigenwerten α(j)1 , ..., α(j)pj mit positivem
Realteil der Eigenwerte 0 < a
(j)
1 ≤ .... ≤ a(j)pj . Dann besitzt die Blockmatrix
E =

E˜1 0
. . .
0 E˜m
 ∈ Rd×d, d = m∑
j=1
dj
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die Eigenwerte
{
α
(j)
kj
: j = 1, ..., m, kj = 1, ..., pj
}
mit min
j
(a
(j)
1 ) > 0.
Beweis. Mit Hilfe des Entwicklungssatzes fu¨r Determinanten sieht man leicht:
λ ist Eigenwert von E ⇔ det(E − λId) = 0
⇔
m∏
j=1
det(E˜j − λIdj ) = 0
⇔ λ ∈
{
α
(j)
kj
: j = 1, ..., m, kj = 1, ..., pj
}
Somit ist abstrakt die Klasse der Operator Scaling Stable Random Sheets eingefu¨hrt.
Dass diese Klasse auch mit einer Vielzahl von interessanten Konstruktionen gefu¨llt
werden kann, wird in den Kapiteln 3 und 4 gezeigt. Zuvor werden jedoch im folgenden
Kapitel einige Grundlagen erarbeitet, welche fu¨r den weiteren Verlauf dieser Arbeit
notwendig sind.
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2. Grundlagen
2.1. Stabile Zufallsprozesse und stochastische
Integrale
In diesem Abschnitt werden in Anlehnung an [39] zuna¨chst α−stabile Zufallsprozesse
eingefu¨hrt. Zufallsprozesse sind α-stabil, falls alle zugeho¨rigen endlich-dimensionalen
Verteilungen α-stabil sind. Darauf aufbauend werden stochastische Integrale u¨ber
diese α-stabilen Zufallsprozesse definiert.
Im Anschluss wird gezeigt, dass man stochastische Prozesse auch als ’echte’ Integrale
bezu¨glich eines α-stabilen Zufallsmaßes definieren kann und diese Definition mit
der vorherigen u¨bereinstimmt. Danach werden einige elementare Eigenschaften und
Existenzkriterien aufgezeigt, die im darauf Folgenden von elementarer Bedeutung
sind.
2.1.1. Stabile stochastische Prozesse
Die folgende Definition ist durch den Konsistenzsatz von Kolmogoroff (siehe [24])
motiviert.
Definition 2.1.1
Ein stochastischer Prozess
{
X(t)
}
t∈R
heißt stabil, wenn alle endlich-dimensionalen
Randverteilungen (
X(t1), ...., X(td)
)
, t1, ..., td ∈ R, d ≥ 1
eine stabile Verteilung besitzen.
Beispiel 2.1.2 (α−stabile Le´vy-Bewegung)
Ein stochastischer Prozess
{
X(t)
}
t≥0
heißt (Standard-) α-stabile Le´vy-Bewegung,
falls
1. X(0) = 0 f.s.
2. X besitzt unabha¨ngige Zuwa¨chse
3. X(t)−X(s) ∼ Sα((t− s)1/α, β, 0) fu¨r alle 0 ≤ s < t <∞.
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Der Prozess X besitzt stationa¨re Zuwa¨chse, da
X(t+ h)−X(h) ∼ Sα((t+ h− h)1/α, β, 0) = Sα((t− 0)1/α, β, 0) ∼ X(t)−X(0).
Im Fall α = 2 entspricht der Prozess gerade der Brownschen Bewegung (Definition
siehe z.B. [8], S.347). Fu¨r den Fall α 6= 1, β = 0 ist der Prozess selbsta¨hnlich mit
Hurstindex H = 1
α
. Die folgenden Abbildungen zeigen Pfade von Levy-Bewegungen
mit verschiedenen Parametern.
Abb. 2.1.: Simulation von α−stabilen
Le´vy-Bewegungen mit Parametern
α = 1.5, β = 0
Abb. 2.2.: Simulation von α−stabilen
Le´vy-Bewegungen mit Parametern
α = 1.5, β = 1
Abb. 2.3.: Simulation von α−stabilen
Le´vy-Bewegungen mit Parametern α =
1.5, β = −1
2.1.2. Definition von stabilen Integralen als stochastischer
Prozess
Das ”stabile Integral” einer deterministischen Funktion f wird im Folgenden mit
I(f) bezeichnet. In diesem Abschnitt soll eine Familie von stabilen Integralen{
I(f), f ∈ F
}
definiert werden als ein stochastischer Prozess in Abha¨ngigkeit einer
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Funktionenmenge F . Diese Definition wird sicherstellen, dass das Integral I(f) eine
stabile Zufallsvariable ist fu¨r jeden Integranden f und dass das Integral I(·) linear
ist.
Zur Definition des stochastischen Prozesses
{
I(f), f ∈ F
}
werden zuna¨chst die
endlich-dimensionalen Randverteilungen definiert. Sei (E, E , m) ein Maßraum mit
σ−endlichem Maß m und sei
β : E → [−1, 1]
eine messbare Funktion. Sei
F =
{
Lα(E, E , m) , falls α 6= 1,
F(m, β) , falls α = 1,
wobei
Lα(E, E , m) =
{
f : f ist messbar,
∫
E
|f(x)|αm(dx) <∞
}
,
F(m, β) =
{
f : f ∈ L1(E, E , m),
∫
E
|f(x)β(x) ln |f(x)||m(dx) <∞
}
.
Bestimmung der endlich-dimensionalen Randverteilungen
Seien f1, ..., fd ∈ F . Man definiert ein Wahrscheinlichkeitsmaß Pf1,...,fd auf Rd u¨ber
die zugeho¨rige charakteristische Funktion P̂f1,...,fd = φf1,...,fd wie folgt:
(i) Falls α 6= 1:
φf1,...,fd(θ1, ..., θd)
= exp
{
−
∫
E
∣∣∣ d∑
j=1
θjfj(x)
∣∣∣α
·
(
1− iβ(x)sign
( d∑
j=1
θjfj(x)
)
tan
(πα
2
))
m(dx)
}
, (2.1)
(ii) falls α = 1:
φf1,...,fd(θ1, ..., θd)
= exp
{
−
∫
E
∣∣∣ d∑
j=1
θjfj(x)
∣∣∣α
·
(
1 + i
2
π
β(x)sign
( d∑
j=1
θjfj(x)
)
ln
∣∣∣ d∑
j=1
θjfj(x)
∣∣∣)m(dx)}.
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Nun muss gezeigt werden, dass φf1,...,fd tatsa¨chlich die charakteristische Funktion
einer α-stabilen Verteilung ist. Dies wird im Folgenden mit Hilfe der Integration
bezu¨glich der Einheitsspha¨re Sd bewiesen. Betrachtet werden soll hier nur der Fall
α 6= 1 (Beweis fu¨r den Fall α = 1 siehe [39], S.115 ). Setze zuna¨chst zur Vereinfachung
• θ := (θ1, ..., θd),
• f := (f1, ..., fd),
• uα(θ,f (x), β(x)) :=
∣∣∣∑dj=1 θjfj(x)∣∣∣α(1− iβ(x)sign(∑dj=1 θjfj(x)) tan (πα2 ) ).
Des Weiteren setze E+ =
{
x ∈ E :
d∑
j=1
fj(x)
2 > 0
}
. Dann gilt
φf1,...,fd(θ1, ..., θd) = exp
{
−
∫
E+
uα(θ,f (x), β(x))m(dx)
}
= exp
−
∫
E+
uα
θ, f(x)(∑d
k=1 fk(x)
2
)1/2 , β(x)

·
(
d∑
k=1
fk(x)
2
)α
2
m(dx)

= exp
{
−
∫
E+
uα(θ, g(x), β(x))m1(dx)
}
wobei
gj(x) =
fj(x)(∑d
k=1 fk(x)
2
)1/2 , j = 1, ..., d
und
m1(dx) =
(
d∑
k=1
fk(x)
2
)α
2
m(dx).
m1 ist ein endliches Maß auf (E+, E), da fk ∈ Lα(E, E , m) fu¨r k = 1, ..., d. Des Wei-
teren gilt
∑d
j=1 gj(x)
2 = 1 fu¨r alle x ∈ E+.
φf1,...,fd(θ1, ..., θd) = exp
{
−
∫
E+
uα(θ, g(x), 1)
1 + β(x)
2
m1(dx)
−
∫
E+
uα(θ,−g(x), 1)1− β(x)
2
m1(dx)
}
Setzt man nun sj = gj(x) im ersten Integral und sj = −gj(x) im zweiten Integral,
so erha¨lt man durch diese Variablentransformation
12
2.1. Stabile Zufallsprozesse und stochastische Integrale
φf1,...,fd(θ1, ..., θd)
= exp
{
−
∫
Sd
∣∣∣ d∑
j=1
θjsj
∣∣∣α(1− isign( d∑
j=1
θjsj
)
tan
(πα
2
))
Γ(ds)
}
,
wobei Γ ein endliches Maß auf Sd ist, gegeben durch
Γ(A) =
∫
g−1(A)
1 + β(x)
2
m1(dx) +
∫
g−1(−A)
1− β(x)
2
m1(dx),
wobei A eine Borelmenge auf Sd ist und
g−1(A) =
{
x ∈ E+ : (g1(x), ..., gd(x)) ∈ A
}
.
Somit ist φf1,...,fd die charakteristische Funktion einer α−stabilen Verteilung auf Rd.
Nun gilt es noch, die Konsistenz des Wahrscheinlichkeitsmaßes Pf1,...,fd zu zeigen. Wie
man sich leicht u¨berlegen kann, gilt fu¨r jede beliebige Permutation (π(1), ..., π(d))
und n ≤ d
φfpi(1),...,fpi(d)(θπ(1), ..., θπ(d)) = φf1,...,fd(θ1, ..., θd), sowie
φf1,...,fn(θ1, ..., θd) = φf1,...,fn,...,fd(θ1, ..., θn, 0, ..., 0).
Somit gilt Konsistenz. Nach dem Konsistenzsatz von Kolmogorov folgt die Existenz
des stochastischen Prozesses mit den endlich dimensionalen Randverteilungen wie in
(2.1) angegeben, der mit
{
I(f), f ∈ F} bezeichnet wird.
Elementare Eigenschaften
Eigenschaft 2.1.3
Fu¨r alle f1, ..., fd ∈ F sind die Integrale I(f1), ..., I(fd) zusammenha¨ngend-α-stabil
mit gemeinsamer charakteristischer Funktion wie in (2.1) angegeben.
Beweis. Folgt direkt aus der Definition des stochastischen Prozesses
{
I(f), f ∈ F}.
Eigenschaft 2.1.4
Sei f ∈ F . Dann gilt I(f) ∼ Sα(σf , βf , µf), wobei
σf =
(∫
E
|f(x)|αm(dx)
)1/α
,
βf =
∫
E
f(x)<α>β(x)m(dx)∫
E
|f(x)|αm(dx) ,
µf =
{
0, falls α 6= 1,
− 2
π
∫
E
f(x)β(x) ln |f(x)|m(dx), falls α = 1.
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Beweis. Folgt sofort durch setzen von θ2 = · · · = θd = 0 in (2.1).
Eigenschaft 2.1.5 (Linearita¨t des Integrals)
Falls f1, f2 ∈ F , dann gilt fu¨r alle a1, a2 ∈ R :
I(a1f1 + a2f2) = a1I(f1) + a2I(f2) f.s.
Beweis. Fu¨r alle θ ∈ R erha¨lt man:
E exp
{
iθ
[
I(a1f1 + a2f2)− a1I(f1) + a2I(f2)
]}
= E exp
{
i
[
θI(a1f1 + a2f2)− a1θI(f1) + a2θI(f2)
]}
= 1,
Denn es gilt
θ(a1f1 + a2f2)− (a1θ)f1 − (a2θ)f2 = 0
und daher folgt durch einsetzen in (2.1) die Behauptung.
2.1.3. α-stabile Zufallsmaße
Sei (Ω,F , P ) ein Wahrscheinlichkeitsraum und L0(Ω) die Menge aller auf diesem
Raum definierten reellen Zufallsvariablen. Sei (E, E , m) ein Maßraum und
E0 =
{
A ∈ E : m(A) <∞}.
Definition 2.1.6
Eine σ-additive Funktion
M : E0 → L0(Ω),
so dass gilt:
(i) M(A) ∼ Sα
(
(m(A))
1
α ,
∫
A
β(x)m(dx)
m(A)
, 0
)
∀A ∈ E0,
(ii) fu¨r disjunkte Mengen A1, A2, ..., Ak ∈ E0 sind die Zufallsvariablen
M(A1),M(A2), ...,M(Ak) unabha¨ngig (”independently scattered”),
heißt α-stabiles Zufallsmaß auf (E, E) mit Bestimmtheitsmaß m.
Um zu zeigen, dass solch ein α−stabiles Zufallsmaß M existiert, definiert man einen
stochastischen Prozess {
M(A) : A ∈ E0
}
.
In 2.1.2 wurde die Existenz des stochastischen Prozesses
{
I(f) : f ∈ F
}
gezeigt. In-
dem man M(A) = I(1A) setzt, erha¨lt man die Existenz des stochastischen Prozesses
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{
M(A) : A ∈ E0
}
mit den folgenden endlich-dimensionalen Verteilungen:
Fu¨r A1, A2, ..., Ad ∈ E0 und θ1, θ2, ..., θd ∈ R,
d∑
j=1
θjM(Aj) ∼ Sα(σ, β, µ),
wobei
σα =
∫
E
∣∣∑d
j=1 θj1Aj(x)
∣∣αm(dx),
β =
∫
E
β(x)
(∑d
j=1 θj1Aj(x)
)<α>
m(dx)∫
E
∣∣∑d
j=1 θj1Aj(x)
∣∣αm(dx) ,
µ =
{
0 , falls α 6= 1,
− 2
π
∫
E
∑d
j=1 θj1Aj(x)β(x) ln |
∑d
j=1 θj1Aj(x)|m(dx) , falls α = 1.
Wie im Folgendem gezeigt wird, ist solch ein konstruiertes M ”independently scat-
tered” und σ-additiv und entspricht damit der Definition 2.1.6.
Sei zuna¨chst α 6= 1. Falls A1, ..., Ak ∈ E0 disjunkt, dann folgt:
E exp
{
i
d∑
j=1
θjM(Aj)
}
= exp
{
−
∫
E
∣∣ d∑
j=1
θj1Aj(x)
∣∣α(1− iβ(x)sign( d∑
j=1
θj1Aj(x)
)
tan
(πα
2
))
m(dx)
}
= exp
{
−
d∑
j=1
|θj|αm(Aj)
(
1− i
∫
Aj
β(x)m(dx)
m(Aj)
sign(θj) tan
(πα
2
))}
=
d∏
j=1
E exp
{
iθjM(Aj)
}
Die Argumentation fu¨r α = 1 erfolgt in gleicher Weise. Somit ist M ”independent-
ly scattered”. Endliche Additivita¨t folgt aus der Linearita¨t des Integrals und der
Gleichheit
d∑
j=1
1Aj = 1Sd
j=1 Aj
, falls alle Aj disjunkt.
Im Folgenden soll gezeigt werden, dass M auch σ-additiv ist. Sei A1, A2, ... ∈ E0,
B =
⋃∞
j=1Aj ∈ E0. Zu zeigen ist also:
M(B) =
∞∑
j=1
M(Aj) f.s.
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dies ist nach Theorem 22.7 aus [13] a¨quivalent zu
lim
n→∞
n∑
j=1
M(Aj) = M(B) in Wahrscheinlichkeit,
da die Summanden unabha¨ngig sind. Aufgrund der Unabha¨ngigkeit und endlichen
Additivita¨t von M gilt offensichtlich:
M(B)−
n∑
j=1
M(Aj) =M
( ∞⋃
j=n+1
Aj
)
mit
M
( ∞⋃
j=n+1
Aj
)
∼ Sα(σn, βn, 0)
wobei
σαn = m
(⋃∞
j=n+1Aj
)
=
∞∑
j=n+1
m(Aj)
<∞ , denn ⋃∞j=n+1Aj ⊂ B ∈ E0.
Mit lim
n→∞
σn = 0 folgt
M(B)− lim
n→∞
n∑
j=1
M(Aj) = lim
n→∞
M
( ∞⋃
j=n+1
Aj
)
w→ 0.
Also ist M σ-additiv.
Beispiel 2.1.7 (α-stabile Le´vy-Bewegung, siehe [39], S.121)
Sei M ein α-stabiles Zufallsmaß auf ([0,∞),B) mit Lebesguemaß m (Bestimmtheits-
maß) und konstantem Schiefeparameter β(x) = β, 0 ≤ x ≤ ∞. Definiere
X(t) = M([0, t]), 0 ≤ t ≤ ∞.
M([0, t]) ist wohldefiniert, da m([0, t]) <∞ fu¨r alle t > 0. Der stochastische Prozess{
X(t), 0 ≤ t <∞
}
ist eine α-stabile Le´vy-Bewegung, denn es gilt:
1. X(0) =M([0, 0]) ∼ Sα(0, 0, 0) = E0 ⇒ X(0) = 0 f.s.
2. X(t)−X(s) = M([0, t])−M([0, s]) ∼ Sα((t− s)1/α, β, 0)
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3. Fu¨r alle 0 ≤ t0 < t1 < ... < td, d ∈ N sind die Zuwa¨chse
X(t0), X(t1)−X(t0), ...., X(td)−X(td−1)
unabha¨ngig, da nach 2. X(ti) − X(ti−1) d= M([ti−1, ti]) entspricht und da M
”independently scattered” ist, sind die Zufallsvariablen
M([t0, t1]),M([t1, t2]), ....,M([td−1, td])
unabha¨ngig.
17
2. Grundlagen
2.1.4. Konstruktion und Definition von stabilen Integralen
Zuna¨chst wurde das α-stabile Integral I(f) als stochastischer Prozess definiert, der
u¨ber die Funktion f bestimmt wird.
Nun soll gezeigt werden, dass I(f) auch als “echtes“ Integral konstruiert werden
kann, welches mit
∫
E
f(x)M(dx) bezeichnet wird, wobei M ein α-stabiles Zufalls-
maß ist.
Vorgehen:
1. Approximiere f durch einfache Funktionen f (n).
2. Definiere I(f (n)) :=
∫
E
f (n)M(dx).
3. Zeige, dass I(f (n)) in Wahrscheinlichkeit gegen einen Grenzwert konvergiert
und bezeichne diesen mit
∫
E
f(x)M(dx).
4. Zeige, dass diese Definition mit der vorherigen konsistent ist.
Sei M ein α-stabiles Zufallsmaß auf (E, E) mit Bestimmtheitsmaß m, wobei
E0 =
{
A ∈ E : m(A) <∞}. Wir wollen
I(f) =
∫
E
f(x)M(dx)
fu¨r alle messbaren Funktionen f ∈ F definieren, d.h. also fu¨r alle meßbaren Funk-
tionen f : E → R1, die die Bedingungen∫
E
|f(x)α|m(dx) <∞ , fu¨r α 6= 1 (2.2)
und ∫
E
∣∣f(x)||β(x)| ln |f(x)∣∣m(dx) <∞ , fu¨r α = 1 (2.3)
erfu¨llen.
Wie gewo¨hnlich definiert man fu¨r einfache Funktionen der Form
f (n)(x) =
n∑
j=1
cj1Aj(x), Aj ∈ E0 disjunkt, cj ∈ R
das Integral wie folgt:
I(f (n)) :=
∫
E
f (n)(x)M(dx) =
n∑
j=1
cjM(Aj).
Da Aj ∈ E0 disjunkt, folgt die Unabha¨ngigkeit der Variablen M(A1), ...,M(An).
Somit erha¨lt man I(f (n)) ∼ Sα(σf(n) , βf(n), µf(n)), mit
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σf(n) =
(∫
E
|f (n)(x)|αm(dx)
) 1
α
, (2.4)
βf(n) =
∫
E
f (n)(x)<α>β(x)m(dx)∫
E
|f (n)(x)|αm(dx) , (2.5)
µf(n) =
{
0 , falls α 6= 1
− 2
π
∫
E
f (n)(x)β(x) ln |f (n)(x)|m(dx) , falls α = 1.
(2.6)
Die Linearita¨t des Integrals ist offensichtlich.
Sei nun f ∈ F beliebig. Man wa¨hle eine Folge von einfachen Funktionen {f (n)}∞n=1,
die folgende Bedingungen erfu¨llen:
• f (n)(x)→ f(x) fu¨r alle x ∈ E,
• |f (n)(x)| ≤ θ(x) fu¨r alle n ≥ 1, x ∈ E und ein θ ∈ F.
Wie man im Folgenden sieht, existiert solch eine Folge immer.
Beispiel 2.1.8 (siehe [39] S.122)
Setze θ = |f |, dann erfu¨llt
f (n)(x) =

i
n
, falls i
n
≤ f(x) < i+1
n
, i = 0, 1, ..., n2 − 1,
− i
n
, falls − i+1
n
≤ f(x) < − i
n
, i = 0, 1, ..., n2 − 1,
0 , falls |f(x)| ≥ n,
die obigen Bedingungen.
Nun soll die Konvergenz von I(f (n)) in Wahrscheinlichkeit gezeigt werden. Dazu
genu¨gt es zu zeigen, dass I(f (n))−I(f (m)) in Wahrscheinlichkeit gegen 0 konvergiert,
falls n,m→∞. Nun gilt:
I(f (n))− I(f (m)) = I(f (n) − f (m)) ∼ Sα(σn,m, βn,m, 0), wobei
σn,m =
(∫
E
|f (n)(x)− f (m)(x)|αm(dx)
) 1
α
,
−1 ≤ βn,m ≤ 1.
Somit genu¨gt es, σαn,m → 0 zu zeigen. Es gilt
∣∣f (n)(x)− f (m)(x)∣∣ ≤ 2θ(x) ∀n,m ∈ N
und θ(x) ∈ F , d.h. also, dass ∫
E
θ(x)m(dx) <∞. Somit ergibt sich mit majorisierter
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Konvergenz und der Tatsache, dass (a + b)α ≤ 2α(aα + bα):∫
E
∣∣f (n)(x)− f (m)(x)∣∣αm(dx) = ∫
E
∣∣f (n)(x)− f(x) + f(x)− f (m)(x)∣∣αm(dx)
≤ 2α
∫
E
∣∣f (n)(x)− f(x)∣∣αm(dx)
+2α
∫
E
∣∣f (m)(x)− f(x)∣∣αm(dx)
−→
m,n→0
0.
Also konvergiert
{
I(f (n)), n = 1, 2, ...
}
in Wahrscheinlichkeit gegen einen Grenzwert
I(f) := plim
n→∞
I(f (n)).
Proposition 2.1.9
Seien σf , βf und µf definiert wie in (2.4), (2.5), (2.6), dann gilt:
I(f) ∼ Sα(σf , βf , µf), wobei gilt:
(i) Falls α 6= 1 :
E exp{iθI(f)} = exp
{
−
∫
E
∣∣∣θf(x)∣∣∣α(1−iβ(x)sign(θf(x)) tan(πα
2
))
m(dx)
}
,
(2.7)
(ii) falls α = 1 :
E exp{iθI(f)} = exp
{
−
∫
E
∣∣∣θf(x)∣∣∣(1+i 2
π
β(x)sign
(
θf(x)
)
ln
∣∣∣θf(x)∣∣∣)m(dx)}.
(2.8)
Proposition 2.1.10
Fu¨r f1, ..., fd ∈ F ist die charakteristische Funktion des Zufallsvektors (f1, ..., fd)
gegeben durch (2.1). Dies zeigt, dass der Zufallsvektor α-stabil ist und die jetzige
Definition des stabilen Integrals mit der vorherigen u¨bereinstimmt.
2.2. Komplexe α-stabile Integrale
In diesem Abschnitt werden komplexe Zufallsmaße und diesbezu¨glich auch komplex-
wertige Integrale
I(f) =
∫ ∞
−∞
f(x)M(dx)
definiert. Diese Integrale sind etwa notwendig zur Konstruktion von Harmonizable
Prozessen, wie sie im Kapitel 4 vorgestellt werden. Eine umfangreiche Einfu¨hrung in
komplexe Integrale fu¨r den symmetrischen Fall findet sich z.B. in [39].
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2.2.1. Komplexwertige α-stabile Zufallsmaße
Man definiert komplexwertige α-stabile Zufallsmaße analog zum reellen Fall in Ab-
schnitt 2.1.3. Sei (Ω,F , P ) ein Wahrscheinlichkeitsraum und seien L0(Ω) und L0c(Ω)
die Menge aller reellen bzw. komplexen Zufallsvariablen, die auf diesem Wahrschein-
lichkeitsraum definiert sind. Jedes Element aus L0c(Ω) ist von der FormX+iY , wobei
X, Y ∈ L0(Ω). Sei (E, E) ein Maßraum und (S2,B2) der Einheitskreis ausgestattet
mit der Borel-σ-Algebra B2. Sei κ ein Maß auf dem Produktraum (E × S2, E × B2),
dass die folgenden Bedingungen erfu¨llt:
Bedingung 2.2.1
Fu¨r jedes A ∈ E mit κ(A×S2) <∞ ist κ(A×·) ein (endliches) symmetrisches Maß
auf (S2,B2).
Definiere somit
E0 =
{
A ∈ E : κ(A× S2) <∞
}
(2.9)
Definition 2.2.2
Ein komplexwertiges α-stabiles Zufallsmaß auf (E, E) mit spha¨rischem
Kontrollmaß κ ist eine independently scattered σ-additive Menge von Funktionen
M : E0 → L0c(Ω),
so dass fu¨r alle A ∈ E0, M (1)(A) := ReM(A) und M (2)(A) := ImM(A) zusam-
menha¨ngend α-stabil sind mit Spektralmaß κ(A× ·).
Die Bedeutung von ”indepedently scattered” und ”σ-additiv” entspricht der Bedeu-
tung im reellen Fall aus Abschnitt 2.1.3, allerdings muss hier eine komplexe Zufallsva-
riable als 2-dimensionaler Vektor aufgefasst werden. D.h., dass die Unabha¨ngigkeit
der komplexen Zufallsvariablen M(A1), ...,M(Ak) der Unabha¨ngigkeit der Zufalls-
vektoren (
M (1)(A1)
M (2)(A1)
)
, ....,
(
M (1)(Ak)
M (2)(Ak)
)
entspricht. In Abschnitt 2.1.3 wurde bereits die Existenz des reellen Zufallsmaßes
gezeigt. Analog kann man fu¨r den komplexen Fall mit Hilfe des Konsistenzsatzes von
Kolmogorov argumentieren, dass das komplexwertige Zufallsmaß existiert mit den
endlichdimensionalen Randverteilungen
E exp
{
i
d∑
j=1
(
θ
(1)
j M
(1)(Aj) + θ
(2)
j M
(2)(Aj)
)}
= exp
{
−
∫
E
∫
S2
∣∣∣ d∑
j=1
(
s1θ
(1)
j + s2θ
(2)
j
)
1Aj(x)
∣∣∣α
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·
(
1− isign
( d∑
j=1
(
s1θ
(1)
j + s2θ
(2)
j
)
1Aj (x)
)
tan
(πα
2
))
κ(dx, ds)
}
, (2.10)
wobei A1, ..., Ad ∈ E0 und (θ(1)1 , θ(2)1 ), ..., (θ(1)d , θ(2)d ) ∈ R2. D.h. also insbesondere, dass
d∑
j=1
(
θ
(1)
j M
(1)(Aj) + θ
(2)
j M
(2)(Aj)
) ∼ Sα(σ, β, 0),
wobei
σα =
∫
E
∫
S2
∣∣∣ d∑
j=1
(
s1θ
(1)
j + s2θ
(2)
j
)
1Aj(x)
∣∣∣ακ(dx, ds)
β ∈ [−1, 1].
Definition 2.2.3
Das Maß m auf (E, E) definiert durch m(A) = κ(A×S2) heißt Kontrollmaß eines
komplexwertigen SαS Zufallsmaßes M.
2.2.2. Integrale bezu¨glich komplexwertiger α-stabiler
Zufallsmaße
Nachdem ein komplexwertiges α-stabiles Zufallsmaß M definiert wurde, kann man
nun das Integral
I(f) =
∫
E
f(x)M(dx) (2.11)
einer meßbaren, komplexwertigen Funktion f bezu¨glich M definieren.
Sei f = f (1) + if (2) : E → C eine meßbare Funktion. Da in Kapitel 2.1 bereits die
Integration von reellwertigen Funktionen bezu¨glich reellwertiger Zufallsmaße behan-
delt wurde und ∫
fdM =
∫
(f (1) + if (2))d(M (1) + iM (2))
gilt, definiert man das Integral in (2.11) wie folgt:∫
E
f(x)M(dx) =
(∫
E
f (1)(x)M (1)(dx)−
∫
E
f (2)(x)M (2)(dx)
)
+ i
(∫
E
f (1)(x)M (2)(dx) +
∫
E
f (2)(x)M (1)(dx)
)
(2.12)
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Analog zu der Konstruktion in Kapitel 2.1 soll zuna¨chst das Integral fu¨r ”einfache”
Funktionen f(x) =
n∑
j=1
cj1Aj(x) definiert werden, wobei cj ∈ C und Aj ∈ E0 disjunkt.
Definiere
I(f) :=
∫
E
f(x)M(dx) =
n∑
j=1
cjM(Aj). (2.13)
Wie man leicht sieht, ist I(f) fu¨r einfache Funktionen linear in f und erfu¨llt (2.12).
Sei I(1)(f) = ReI(f) und I(2)(f) = ImI(f). Dann sind I(1)(f), I(2)(f) zusammenha¨ngend
α-stabil mit folgender charakteristischer Funktion:
E exp
{
i
(
θ1I
(1)(f) + θ2I
(2)(f)
)}
= E exp
{
i
(
θ1
[ ∫
E
f (1)(x)M (1)(dx)−
∫
E
f (2)(x)M (2)(dx)
]
+θ2
[ ∫
E
f (2)(x)M (1)(dx) +
∫
E
f (1)(x)M (2)(dx)
])}
= E exp
{
i
[ ∫
E
θ1f
(1)(x) + θ2f
(2)(x)M (1)(dx)
+
∫
E
θ2f
(1)(x) + θ1f
(2)(x)M (2)(dx)
]}
= exp
{
−
∫
E
∫
S2
∣∣∣θ1(s1f (1)(x)− s2f (2)(x))+ θ2(s1f (2)(x) + s2f (1)(x))∣∣∣α
·
(
1− isign
(
θ1
(
s1f
(1)(x)− s2f (2)(x)
)
+ θ2
(
s1f
(2)(x) + s2f
(1)(x)
))
· tan
(πα
2
))
κ(dx, ds)
}
. (2.14)
Da nun das Integral fu¨r einfache Funktionen definiert ist, kann man analog zum
reellen Fall in Kapitel 2.1 dieses Integral u¨ber Approximation und Konvergenz auf
die Funktionenklasse Lα(m) mit
Lα(m) =
{
f : E → C :
∫
E
|f(x)|αm(dx) <∞}
erweitern, wobei m das Bestimmtheitsmaß von M ist.
Fu¨r jede Funktion f = f (1) + if (2) ∈ Lα(m) wa¨hle man eine Folge von einfachen
Funktionen {fn}∞n=1, so dass
fn(x)→ f(x) fu¨r fast alle x ∈ E, (2.15)
|fn(x)| ≤ θ(x) fu¨r alle n, x und ein θ ∈ Lα(m). (2.16)
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Solch eine Folge existiert immer. Man nehme zum Beispiel fn(x) = f
(1)
n (x)+ if
(2)
n (x)
mit
f (j)n (x) =

i
n
falls i
n
≤ f (j)(x) < i+1
n
, i = 0, 1, ..., n2 − 1,
− i
n
falls − i+1
n
≤ f (j)(x) < − i
n
, i = 0, 1, ..., n2 − 1,
0 falls |f (j)(x)| ≥ n,
fu¨r j = 1, 2 mit θ = |f |.
Die Folge von Integralen I(fn) ist durch (2.13) wohldefiniert. Mit (2.14) gilt fu¨r alle
n,m ≥ 1, dass
I(1)(fn)− I(1)(fm) ∼ Sα(σ(1)n,m, β(1)n,m, 0),
wobei β
(1)
n,m ∈ [−1, 1] und
(σ(1)n,m)
α =
∫
E
∫
S2
∣∣s1(f (1)n (x)− f (1)m (x))− s2(f (2)n (x)− f (2)m (x))∣∣ακ(dx, ds).
Zu zeigen ist also, dass (σ
(1)
n,m)α → 0 falls n,m→∞.
Mit (2.15) und (2.16) und der Ungleichung |a+ b|α ≤ 2α(|a|α + |b|α) folgt:
(σ(1)n,m)
α =
∫
E
∫
S2
∣∣s1(f (1)n (x)−f (1)m (x))−s2(f (2)n (x)−f (2)m (x))∣∣ακ(dx, ds)
≤ 2α
∫
E
∫
S2
|s1|α︸︷︷︸
≤1
|f (1)n (x)− f (1)m (x)|α + |s2|α︸︷︷︸
≤1
|f (2)n (x)− f (2)m (x)|ακ(dx, ds)
≤ 2α
∫
E
|f (1)n (x)− f (1)m (x)|α + |f (2)n (x)− f (2)m (x)|ακ(dx, S2)
= 2α
∫
E
|f (1)n (x)− f (1)m (x)|αm(dx) + 2α
∫
E
|f (2)n (x)− f (2)m (x)|αm(dx) (2.17)
→ 0 fu¨r n,m→∞,
was man mit Hilfe der majorisierten Konvergenz in gleicher Weise wie in Abschnitt
2.1.4 zeigen kann. Da der Beweis fu¨r diesen Fall identisch ist, wird er hier nicht weiter
ausgefu¨hrt.
Somit konvergiert die Folge {I(f (1)n )}∞n=1 in Wahrscheinlichkeit. Analog zeigt man die
Konvergenz der Folge {I(f (2)n )}∞n=1 in Wahrscheinlichkeit. Daher kann man nun das
Integral I(f) fu¨r alle f ∈ Lα(m) wie folgt definieren:
I(f) := plim
n→∞
I(fn)
Die Ergebnisse werden in folgender Proposition zusammengefasst.
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Proposition 2.2.4
(i) Fu¨r alle f ∈ Lα(m) ist das Integral I(f) eine komplexwertige α-stabile Zufalls-
variable, welche die Gleichung (2.12) erfu¨llt mit charakteristischer Funktion
wie in (2.14) angegeben.
(ii) Fu¨r alle f, g ∈ Lα(m) und a, b ∈ C gilt
I(af + bg) = aI(f) + bI(g) f.s.
Beweis. (i) I(f) ist als Grenzwert in Wahrscheinlichkeit von einer Folge von α-
stabilen Zufallsvariablen I(fn) wieder α-stabil. Konvergenz in Wahrscheinlichkeit
impliziert Konvergenz in Verteilung und damit punktweise Konvergenz der charak-
teristischen Funktion. Somit besitzt I(f) die charakteristische Funktion wie in (2.14)
angegeben. (2.12) gilt fu¨r I(fn) und jedes der fu¨nf Integrale konvergiert in Wahr-
scheinlichkeit. Somit gilt (2.12) auch fu¨r den Grenzwert I(f).
(ii) Folgt sofort durch die bereits erwa¨hnte Linearita¨t von I(fn) und anschließende
Approximation wie zuvor bereits gezeigt.
Proposition 2.2.5
Sei Xj =
∫
E
fj(x)M(dx), j = 1, 2, .... und X =
∫
E
f(x)M(dx), wobei M ein komple-
xes α-stabiles Zufallsmaß mit spha¨rischem Bestimmtheitsmaß κ und Bestimmtheits-
maß m und f, fj, j = 1, 2, ... ∈ Lα(m). Dann gilt
plim
j→∞
Xj = X
genau dann, wenn
lim
j→∞
∫
E
|fj(x)− f(x)|αm(dx) = 0. (2.18)
Beweis. Zuna¨chst ist
plim
j→∞
Xj = X ⇔ plim
j→∞
Xj −X = 0
und dies wiederum a¨quivalent zu
plim
j→∞
Re(Xj −X) = 0 und plim
j→∞
Im(Xj −X) = 0
⇔ Re(Xj −X) d⇒ 0 und Im(Xj −X) d⇒ 0.
Mit 2.14 gilt Re(Xj − X) ∼ Sα(σ(1)j , β(1)j , 0) und Im(Xj − X) ∼ Sα(σ(2)j , β(2)j , 0),
wobei
(σ
(1)
j )
α =
∫
E
∫
S2
∣∣s1(f (1)j (x)− f (1)(x))− s2(f (2)j (x)− f (2)(x))∣∣ακ(dx, ds),
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(σ
(2)
j )
α =
∫
E
∫
S2
∣∣s1(f (2)j (x)− f (2)(x)) + s2(f (1)j (x)− f (1)(x))∣∣ακ(dx, ds).
Daher ist plim
j→∞
Xj = X a¨quivalent zu
lim
j→∞
(σ
(1)
j )
α = lim
j→∞
(σ
(2)
j )
α = 0. (2.19)
Analog zu (2.17) gilt
(σ
(k)
j )
α ≤ 2α
∫
E
|f (1)j (x)− f (1)(x)|αm(dx) + 2α
∫
E
|f (2)j (x)− f (2)(x)|αm(dx),
fu¨r k = 1, 2, j ≥ 1. Somit impliziert (2.18) gerade (2.19). Andererseits gilt fu¨r
A,B ∈ R und (s1, s2) ∈ S2:
(s1A− s2B)2 + (s1B + s2A)2 = A2 +B2
und somit folgt∫
E
∣∣fj(x)− f(x)∣∣αm(dx)
=
∫
E
∫
S2
[
(f
(1)
j (x)− f (1)(x))2 + (f (2)j (x)− f (2)(x))2
]α/2
κ(dx, ds)
=
∫
E
∫
S2
[(
s1(f
(1)
j (x)− f (1)(x))− s2(f (2)j (x)− f (2)(x))
)2
+
(
s1(f
(2)
j (x)− f (2)(x)) + s2(f (1)j (x)− f (1)(x))
)2]α/2
κ(dx, ds)
≤ (σ(1)j )α + (σ(2)j )α.
Somit impliziert (2.19) auch (2.18).
2.3. E-homogene Funktionen
2.3.1. Integration bezu¨glich verallgemeinerter Polarkoordinaten
In diesem Abschnitt werden in die Ergebnisse aus [10] fu¨r E-homogene Funktionen
zusammengefasst, da diese Funktionen fu¨r die Konstruktion der Moving-Average
bzw. der Harmonizable Darstellung notwendig sind. Die Beweise sind in [10] Section
2 ausgearbeitet.
Sei E eine d × d-Matrix mit positiven Realteilen der Eigenwerte 0 < a1 < · · · < ap
fu¨r p ≤ d und sei Γ := Rd\{0}. Es folgt aus Lemma 6.1.5 aus [38], dass eine Norm
|| · ||0 auf Rd existiert, so dass fu¨r die Einheitsspha¨re S0 = {x ∈ Rd : || · ||0 = 1} die
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Abbildung Ψ : (0,∞) × S0 → Γ, Ψ(r, θ) = rEθ ein Homo¨omorphismus ist. Weiter
gilt, dass fu¨r alle x ∈ Γ die Funktion t 7→ ||tEx||0 streng monoton wachsend ist. Also
la¨sst sich jedes x ∈ Γ eindeutig als
x = τ(x)E l(x)
mit einem Radius τ(x) > 0 und einer Richtung l(x) ∈ S0 schreiben. Man nennt(
τ(x), l(x)
)
die verallgemeinerten Polarkoordinaten von x.
Man beachte, dass S0 = {x ∈ Rd : τ(x) = 1} kompakt ist , und
τ(x)→
{
∞ , fu¨r x→∞
0 , fu¨r x→ 0
Daru¨ber hinaus gilt τ(−x) = τ(x) und l(−x) = −l(x).
Das folgende Lemma gibt in Abha¨ngigkeit der Eigenwerte von E sowohl eine obere
als auch eine untere Grenze der Wachstumsrate von τ(x) an.
Lemma 2.3.1
Fu¨r jedes δ > 0 existieren Konstanten C1, ..., C4 > 0, so dass
(i) fu¨r alle ||x||0 ≤ 1 oder τ(x) ≤ 1 gilt:
C1||x||1/a1+δ0 ≤ τ(x) ≤ C2||x||1/ap−δ0 ,
(ii) fu¨r alle ||x||0 ≥ 1 oder τ(x) ≥ 1 gilt:
C3||x||1/ap−δ0 ≤ τ(x) ≤ C4||x||1/a1+δ0 .
Beweis. Es werden hier nur die ersten beiden Ungleichungen bewiesen. Es folgt aus
Theorem 2.2.4 in [38], dass fu¨r alle δ′ > 0 gilt:
ta1−δ
′ ||t−Eθ||0 t→∞−→ 0
gleichma¨ßig fu¨r ||θ||0 = 1. Daher gilt:
||t−E||0 := sup
θ∈S0
||t−Eθ||0 ≤ Ct−a1+δ′
fu¨r alle t ≥ 1 und eine Konstante C > 0. A¨quivalent dazu erha¨lt man
||sE||0 ≤ Csa1−δ′ fu¨r alle s ≤ 1. Da
||x||0 = ||τ(x)El(x)||0 ≤ ||τ(x)E||0 ≤ Cτ(x)a1−δ′
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gilt, erha¨lt man fu¨r ||x||0 ≤ 1 (⇔ τ(x) ≤ 1):
τ(x) ≥ C1||x||1/a1+δ0 mit δ =
1
a1 − δ′ −
1
a1
.
Analog zu diesem Resultat gilt fu¨r alle δ′ > 0 :
t−ap−δ
′ ||tEθ||0 t→∞−→ 0
gleichma¨ßig fu¨r ||θ||0 = 1. Daraus erha¨lt man nun ||tE||0 ≤ Ctap+δ′ fu¨r alle t ≥ 1
oder a¨quivalent dazu ||s−E||0 ≤ Cs−ap−δ′ fu¨r alle s ≤ 1. Weiter gilt
x = τ(x)El(x)⇔ l(x) = τ(x)−Ex.
Somit folgt 1 ≤ ||τ(x)−E||0 · ||x||0 und ||x||0 ≥ C−1τ(x)ap+δ′ fu¨r ||x||0 ≤ 1. Daher gilt
fu¨r ||x||0 ≤ 1 :
τ(x) ≤ C2||x||1/ap−δ0 mit δ =
1
ap
− 1
ap + δ′
.
Lemma 2.3.2
Es existiert eine Konstante K ≥ 1, so dass fu¨r alle x, y ∈ Rd gilt:
τ(x+ y) ≤ K(τ(x) + τ(y)).
Nun sei q = Spur(E). Es gilt
λd(cEB) = cqλd(B) fu¨r alle Borel-Mengen B ⊂ Rd, c > 0, (2.20)
denn mit d(cEy) = | det cE|dy und det cE = cq gilt dx = cqdy und somit folgt mit
Variablentransformation:
λd(cEB) =
∫
Rd
1cEB(x)dx
=
∫
Rd
1B(c
−Ex)dx
=
∫
Rd
1B(y)c
qdy
= cqλd(B)
so dass man d(cEx) = cqdx schreiben kann. Sei B(r, x) =
{
y ∈ Rd : τ(y − x) < r}
ein Ball mit Radius r > 0 und Mittelpunkt x ∈ Rd. Es gilt B(r, x) = x + B(r, 0) =
x+ rEB(1, 0) und somit folgt λd(B(r, x)) = rqλd(B(1, 0)).
Die nun folgende Proposition liefert eine Formel fu¨r die Integration bezu¨glich der
verallgemeinerten Polarkoordinaten.
28
2.3. E-homogene Funktionen
Proposition 2.3.3
Es existiert ein eindeutiges, endliches Radon-Maß (siehe z.B. [7], S.176) σ auf S0,
so dass fu¨r alle
f ∈ L1(Rd, dx) gilt: ∫
Rd
f(x)dx =
∫ ∞
0
∫
S0
f(rEθ)σ(dθ)rq−1dr.
Korollar 2.3.4
Sei β ∈ R und f : Rd → C messbar, so dass |f(x)| = O(τ(x)β). Dann gilt:
(i) Fu¨r β > −q ist f integrierbar in der Na¨he von 0,
(ii) fu¨r β < −q ist f integrierbar in der Na¨he von ∞.
2.3.2. Definition von E-homogenen Funktionen
Definition 2.3.5
Sei ϕ : Rd → C eine Funktion. Man sagt, dass ϕ E-homogen ist, falls
ϕ(cEx) = cϕ(x) fu¨r alle c > 0 und x ∈ Γ.
Es folgt, dass eine E-homogene Funktion ϕ eindeutig bestimmt ist durch ihre Werte
auf S0, da ϕ(x) = ϕ((τ(x)
El(x)) = τ(x)ϕ(l(x)). Man beachte, falls ϕ E-homogen
und stetig ist mit positiven Werten auf Γ, dann gilt:
Mϕ = max
θ∈S0
ϕ(θ) > 0 und mϕ = min
θ∈S0
ϕ(θ) > 0 (2.21)
und wegen der Stetigkeit gilt ϕ(0) = 0.
Definition 2.3.6
Sei β > 0. Eine stetige Funktion ϕ : Rd → [0,∞) heißt (β,E)-zula¨ssig, falls ϕ(x) > 0
fu¨r alle x 6= 0 und fu¨r 0 < A < B eine Konstante C > 0 existiert, so dass fu¨r
A ≤ ||y|| ≤ B folgendes gilt:
τ(x) ≤ 1⇒ |ϕ(x+ y)− ϕ(y)| ≤ Cτ(x)β .
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3.1. Konstruktion
In diesem Kapitel wird eine Erweiterung der in [10] vorgestellten Moving-Average
Darstellung fu¨r OSSRSs erarbeitet. Die Konstruktion des Zufallsfeldes erfolgt mit
dem Produkt von E˜j-homogenen, (βj, E˜j)-zula¨ssigen Funktionen ϕj (siehe Kapitel
2.3) als Integrand und einem independently scattered SαS Zufallsmaß Zα(dy) mit
Kontrollmaß λd als Integrator. Damit ist die Verteilung von Zα also insgesamt gege-
ben durch
Zα(A) ∼ Sα((λd(A))1/α, 0, 0).
Im Folgenden seien E˜j dj × dj-Matrizen mit positiven Realteilen der Eigenwerte
0 < a
(j)
1 < · · · < a(j)pj und qj = Spur(E˜j), j = 1, ..., m.
Theorem 3.1.1
Fu¨r j = 1, ..., m seien βj > 0, ϕj : R
dj −→ [0,∞) E˜j-homogene, (βj , E˜j)− zula¨ssige
Funktionen (siehe Kapitel 2.3). Dann existiert fu¨r jedes 0 < α ≤ 2 und jedes 0 <
Hj < βj das Zufallsfeld
Xϕ(x) =
∫
Rd
m∏
j=1
(
ϕj(xj − yj)Hj−qj/α − ϕj(−yj)Hj−qj/α
)
Zα(dy), (3.1)
und ist stochastisch stetig, wobei x = (x1, ..., xm) ∈ Rd1 × · · · ×Rdm = Rd.
Beweis. Da in [39] 3.2 das stabile Integral fu¨r alle Funktionen f ∈ Lα(Rd,B(Rd), λd)
definiert wurde, existiert Xϕ(x) genau dann, wenn
Γαϕ(x) :=
∫
Rd
m∏
j=1
∣∣∣ϕj(xj − yj)Hj−qj/α − ϕj(−yj)Hj−qj/α∣∣∣αdy <∞
Fu¨r alle j = 1, ..., m sei nun Hj ∈ (0, βj). Man beachte, dass fu¨r alle E˜j-homogenen
Funktionen ϕj wegen (2.21) Folgendes gilt:
mϕjτj(zj) ≤ ϕj(zj) ≤Mϕjτj(zj) fu¨r alle zj 6= 0. (3.2)
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Wa¨hle x ∈ Γ = Rd\{0} beliebig. Da ϕj E˜j-homogen ist, folgt durch Anwendung der
Ungleichungen |a− b|α ≤ 2α(|a|α + |b|α) in Verbindung mit (3.2):
m∏
j=1
∣∣ϕj(xj − yj)Hj−qj/α − ϕj(−yj)Hj−qj/α∣∣α
≤ C
m∏
j=1
(
τj(xj − yj)αHj−qj + τj(yj)αHj−qj
)
Es folgt aus Korollar 2.3.4, dass fu¨r H1, ..., Hm > 0, R > 0 gilt∫
τj(yj)≤R
τj(yj)
αHj−qjdyj <∞ ∀ j = 1, ..., m
Des Weiteren gilt aufgrund von Lemma 2.3.2
{yj : τj(xj − yj) ≤ R} ⊂ {yj : τj(yj) ≤ Kj(R + τj(xj))} ∀ j = 1, ..., m
und damit erha¨lt man durch Variablentransformation und erneuter Anwendung von
Korollar 2.3.4, dass fu¨r H1, ..., Hm > 0 Folgendes gilt:∫
τj(yj)≤R
τj(xj − yj)αHj−qjdyj =
∫
τj(xj−yj)≤R
τj(yj)
αHj−qjdyj
≤
∫
τj(yj)≤Kj(R+τj (xj))
τj(yj)
αHj−qjdyj <∞.
Somit folgt mit Hilfe des Satzes von Fubini:∫
max
j
(τj(yj))≤R
m∏
j=1
∣∣∣ϕj(xj − yj)Hj−qj/α − ϕj(−yj)Hj−qj/α∣∣∣αdy
≤ C
∫
max
j
(τj(yj))≤R
m∏
j=1
(
τj(xj − yj)αHj−qj + τj(yj)αHj−qj
)
dy
= C
∫
τ1(y1)≤R
...
∫
τm(ym)≤R
m∏
j=1
(
τj(xj − yj)αHj−qj + τj(yj)αHj−qj
)
dy1...dym
= C
m∏
j=1
∫
τj(yj)≤R
τj(xj − yj)αHj−qj + τj(yj)αHj−qjdyj
< ∞.
Weiterhin ist zu zeigen, dass fu¨r ein bestimmtes R = R(x) > 0∫
max
j
(τj(yj))>R
m∏
j=1
∣∣∣ϕj(xj + yj)Hj−qj/α − ϕj(yj)Hj−qj/α∣∣∣αdy <∞
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gilt. Fu¨r j ∈ {1, ..., m} sei τj(yj) > R, ϕj(yj) > 0. Da ϕj E˜j-homogen ist, gilt
ϕj(xj + yj) = ϕj(ϕj(yj)
eEj(ϕj(yj)−
eEjxj + ϕj(yj)−
eEjyj))
= ϕj(yj)ϕj(ϕj(yj)
− eEjxj + ϕj(yj)−
eEjyj).
Des Weiteren gilt ϕj(ϕj(yj)
− eEjyj) = 1 und da ϕj (βj , E˜j)-zula¨ssig ist, existiert ein
Cj > 0, so dass∣∣ϕj(ϕj(yj)− eEjxj + ϕj(yj)− eEjyj)− 1∣∣ ≤ Cjτj(ϕj(yj)− eEjxj)βj = Cjϕj(yj)−βjτj(xj)βj .
Daher folgt mit Hilfe des Mittelwertsatzes, angewendet auf die Funktion tHj−qj/α
in der Na¨he von t = 1, dass man eine Zahl Cj,1 > 0 finden kann, so dass fu¨r alle
τj(yj) > R(x) mit Cjϕj(yj)
−βjτj(xj)
βj < 1/2 folgendes gilt:∣∣ϕj(xj + yj)Hj−qj/α − ϕj(yj)Hj−qj/α∣∣
= ϕj(yj)
Hj−qj/α
∣∣ϕj(ϕj(yj)− eEjxj + ϕj(yj)− eEjyj)Hj−qj/α − 1∣∣
≤ Cj,1ϕj(yj)Hj−βj−qj/ατj(xj)βj .
Nun gilt aber weiter, dass ϕj(yj)
Hj−βj−qj/α ≤ Cj,2τj(yj)Hj−βj−qj/α und mit Korollar
2.3.4 gilt ∫
τj(yj)>R
τj(yj)
αHj−qj−αβjdyj <∞ falls Hj < βj.
Mit Hilfe von Fubini folgt wie im ersten Fall:
∫
max
j
(τj(yj))>R
m∏
j=1
∣∣∣ϕj(xj − yj)Hj−qj/α − ϕj(−yj)Hj−qj/α∣∣∣αdy
=
m∑
l=1
∑
K⊂{1,...,m}
#K=l
∏
k∈K
∫
τk(yk)>R
∣∣∣ϕk(xk − yk)Hk−qk/α − ϕk(−yk)Hk−qk/α∣∣∣αdyk
·
∏
k∈Kc
∫
τk(yk)≤R
∣∣∣ϕk(xk − yk)Hk−qk/α − ϕk(−yk)Hk−qk/α∣∣∣αdyk
≤ C
m∑
l=1
∑
K⊂{1,...,m}
#K=l
∏
k∈K
∫
τk(yk)>R
τk(yk)
αHk−αβk−qkτk(xk)
αβkdyk
·
∏
k∈Kc
∫
τk(yk)≤R
τk(xk − yk)αHk−qk + τk(yk)αHk−qkdyk
< ∞.
Insgesamt ergibt sich somit, dass Γαϕ(x) endlich ist fu¨r alle x ∈ Rd.
Als na¨chstes ist zu zeigen, dass Xϕ stochastisch stetig ist. Es folgt mit Proposition
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3.5.1 aus [39], dass Xϕ genau dann stochastisch stetig ist, wenn∫
Rd
m∏
j=1
∣∣ϕj(x0,j + xj − yj)Hj−qj/α − ϕj(x0,j − yj)Hj−qj/α∣∣αdy −→
x→0
0 fu¨r alle x0 ∈ Rd.
Dies ist mittels Variablentransformation a¨quivalent zu
Γαϕ(x) −→
x→0
0.
Da die ϕj stetig sind auf R
dj ∀j = 1, ..., m, gilt
m∏
j=1
∣∣ϕj(xj − yj)Hj−qj/α − ϕj(−yj)Hj−qj/α∣∣α −→
x→0
0 f.u¨.
Weiter folgt mit τj(xj) ≤ 1 ∀j = 1, ..m, R > 0, dass ein C > 0 existiert, so dass
m∏
j=1
∣∣ϕj(xj − yj)Hj−qj/α − ϕj(−yj)Hj−qj/α∣∣α
≤ C
m∏
j=1
(
τj(yj)
αHj−qj1τj(yj)≤K(R+1)(yj) + τ(yj)
α(Hj−βj)−qj1τj(yj)≥R(yj)
)
.
Mit dominierter Konvergenz folgt also
Γαϕ(x) −→
x→0
0.
3.2. Eigenschaften
Korollar 3.2.1
Unter den Voraussetzungen und Bezeichnungen aus Theorem 3.1.1 hat das Zufallsfeld
folgende Eigenschaft:
{Xϕ(x)}x∈Rd ist ein Operator Scaling Stable Random Sheet, d.h. fu¨r alle j = 1, ..., m
und jedes c > 0 gilt:
{Xϕ(cEjx)}x∈Rd f.d.= {cHjXϕ(x)}x∈Rd
Beweis. Wa¨hle x1, ..., xn ∈ Rd beliebig. Zu zeigen ist, dass
n∑
k=1
tkXϕ(c
Ejxk)
d
= cHj
n∑
k=1
tkXϕ(xk)
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gilt fu¨r alle t1, ..., tn ∈ R und alle j = 1, ..., m. Nun gilt ϕj(cEjyj) = cϕj(yj) fu¨r alle
yj ∈ Rdj und Zα(cEjdz) d= cqj/αZα(dz). Denn es gilt fu¨r alle c > 0 :
cqj/αZα(A) ∼ Sα
(
cqj/α(λd(A))1/α, 0, 0
)
= Sα
(
(cqjλd(A))1/α, sign(cqj)0, 0
)
= Sα
(
(cqjλd1(A1)× · · · × λdj (Aj)× · · · × λdm(Am))1/α, 0, 0
)
(2.20)
= Sα
(
(λd1(A1)× · · · × λdj(c eEjAj)× · · · × λdm(Am))1/α, 0, 0
)
= Sα
(
(λd(cEjA))1/α, 0, 0
)
∼ Zα(cEjA).
Dadurch erha¨lt man mittels Variablentransformation und der Schreibweise
xk = (xk,1, ...., xk,m), xk,j ∈ Rdj
n∑
k=1
tkXϕ(c
Ejxk)
=
n∑
k=1
tk
∫
Rd
m∏
l=1
l 6=j
(
ϕl(xk,l − yl)Hl−ql/α − ϕl(−yl)Hl−ql/α
)
·
(
ϕj(c
eEj(xk,j − zj))Hj−qj/α − ϕj(−c eEjzj)Hj−qj/α
)
Zα(dy)
=
n∑
k=1
tk
∫
Rd
m∏
l=1
l 6=j
(
ϕl(xk,l − yl)Hl−ql/α − ϕl(−yl)Hl−ql/α
)
·cHj−qj/α
(
ϕj(xk,j − zj)Hj−qj/α − ϕj(−zj)Hj−qj/α
)
cqj/αZα(dy)
=
n∑
k=1
tkc
Hj/α
∫
Rd
m∏
l=1
l 6=j
(
ϕl(xk,l − yl)Hl−ql/α − ϕl(−yl)Hl−ql/α
)
·
(
ϕj(xk,j − zj)Hj−qj/α − ϕj(−zj)Hj−qj/α
)
Zα(dy)
= cHj
m∑
j=1
tkXϕ(xk)
Die Eigenschaft der Operatorskalierung bleibt also auch fu¨r den Fall m ≥ 2 erhalten
und verallgemeinert die OSSRFs in dieser Hinsicht. OSSRFs besitzen daru¨ber hinaus
stationa¨re Zuwa¨chse, was aufgrund der Produktstruktur nicht auf den Fall m ≥ 2
u¨bertragen werden kann. Es gilt jedoch die schwa¨chere Eigenschaft, dass OSSRSs
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bezu¨glich jedes einzelnen Unterraums Rdj , j = 1, ..., m, stationa¨re Zuwa¨chse besit-
zen. Fu¨r Subprozesse auf diesen Unterra¨umen kann demnach wieder die Stationa-
rita¨t gewonnen und im Folgenden ausgenutzt werden. Dies wird fu¨r die Harmonische
Darstellung in Kapitel 5 eine Rolle spielen. Es ist eine wesentliche Eigenschaft, um
Aussagen u¨ber die Ho¨lderregularita¨t zu gewinnen. Hat man Ergebnisse fu¨r jeden
einzelnen Subprozess gewonnen, lassen sich mit Hilfe der Ho¨lderungleichung ebenso
Aussagen u¨ber den Gesamtprozess gewinnen. Diese Strategie hat sich im Laufe die-
ser Arbeit bei der Untersuchung von Xϕ(x) als sehr effizient erwiesen. Damit werden
nun geeignete Subprozesse konstruiert und deren Stationarita¨t gezeigt.
Sei Pj : R
d → Rdj die Projektion von x ∈ Rd auf xj ∈ Rdj bezu¨glich des Zufallsfeldes
Xϕ(x) =
∫
Rd
f(x, y)Zα(dy), x ∈ Rd
mit
f(x, y) =
m∏
j=1
(
ϕj(xj − yj)Hj−qj/α − ϕj(−yj)Hj−qj/α
)
. (3.3)
Definiere fu¨r beliebige x0 = (x0,1, ..., x0,m) ∈ Rd, k = 1, ..., m Zufallsfelder wie folgt:
X(k)x0 (x) := Xϕ(x0,1, ..., x0,k−1, Pk(x), x0,k+1, ..., x0,m) (3.4)
= Xϕ(x0,1, ..., x0,k−1, xk, x0,k+1, ..., x0,m),
d.h. also
X(k)x0 (x) =
∫
Rd
f (k)x0 (x, y)Zα(dy), xk ∈ Rdk
mit f
(k)
x0 : R
d × Rd → C:
f (k)x0 (x, y) =
m∏
l=1
l 6=k
(
ϕl(x0,l − yl)Hl−ql/α − ϕl(−yl)Hl−ql/α
)
(3.5)
·
(
ϕk(Pk(x)− yk)Hk−qk/α − ϕk(−yk)Hk−qk/α
)
=
m∏
l=1
l 6=k
(
ϕl(x0,l − yl)Hl−ql/α − ϕl(−yl)Hl−ql/α
)
·
(
ϕk(xk − yk)Hk−qk/α − ϕk(−yk)Hk−qk/α
)
.
Mit Hilfe dieser Vorarbeiten la¨sst sich nun folgende Eigenschaft angeben:
Korollar 3.2.2
Fu¨r alle k = 1, .., m besitzen die Zufallsfelder X
(k)
x0 aus (3.4) stationa¨re Zuwa¨chse,
d.h. fu¨r alle h ∈ Rd gilt{
X(k)x0 (x+ h)−X(k)x0 (h)
}
x∈Rd
f.d.
=
{
X(k)x0 (x)
}
x∈Rd
. (3.6)
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Beweis. Fu¨r alle x, h ∈ Rd gilt
X(k)x0 (x+ h)−X(k)x0 (h) =
∫
Rd
(
f (k)x0 (x+ h, y)− f (k)x0 (h, y)
)
Zα(dy)
=
∫
Rd
m∏
l=1
l 6=k
(
ϕl(x0,l − yl)Hl−ql/α − ϕl(−yl)Hl−ql/α
)
·
(
ϕj(xk + hk − yk)Hk−qk/α − ϕk(hk − yk)Hk−qk/α
)
Zα(dy)
d
=
∫
Rd
m∏
l=1
l 6=k
(
ϕl(x0,l − yl)Hl−ql/α − ϕl(−yl)Hl−ql/α
)
·
(
ϕj(xk − yk)Hk−qk/α − ϕk(−yk)Hk−qk/α
)
Zα(dy)
= X(k)x0 (x).
Somit folgt mit analoger Rechnung fu¨r x1, ..., xn ∈ Rd, t1, ..., tn ∈ R, n ∈ N fu¨r die
endlichdimensionalen Randverteilungen
E exp
{
i
n∑
j=1
tj
(
Xkx0(xj + h)−Xkx0(h)
)}
= E exp
{
i
n∑
j=1
tjX
(k)
x0
(xj)
}
.
Daraus folgt die Behauptung.
Die folgenden beiden Beispiele zeigen, dass das in (3.1) definierte Feld eine wirkliche
Verallgemeinerung des Fractional Brownian Sheet und des Operator Scaling Stable
Random Field ist. Somit wird gleichzeitig auch der Zusammenhang zwischen diesen
beiden Feldern deutlich.
Beispiel 3.2.3
Setze α = 2, ϕj(yj) = (yj)+, dj = 1, E˜j = (1) ∀j = 1, ..., m, dann erha¨lt man den
Spezialfall des Fractional Brownian Sheet, wie etwa in [6] angegeben:
X(x) =
∫
R
...
∫
R
d∏
j=1
[
((xj − yj)+)Hj−1/2 − ((−yj)+)Hj−1/2
]
Z2(dy).
Beispiel 3.2.4
Setze m = 1, d = d1, E = E1, H = H1, q = q1, ϕ = ϕ1, dann erha¨lt man den Spezial-
fall des Operator Scaling Stable Random Field in der Moving Average Darstellung,
wie in [10] eingefu¨hrt:
X(x) =
∫
Rd
ϕ(x− y)H−q/α − ϕ(−y)H−q/αZα(dy).
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4.1. Konstruktion
In diesem Kapitel wird die Harmonische Darstellung fu¨r OSSRSs vorgestellt. Die
hier aufgefu¨hrten Resultate stellen eine Erweiterung der Ergebnisse aus [10] dar.
Die Konstruktion des Zufallsfeldes erfolgt mit stetigen, E˜tj-homogenen Funktion ψj
fu¨r j = 1, ..., m als Integrand und einem komplexen α-stabilen Zufallsmaß Wα mit
0 < α ≤ 2 als Integrator. Im Folgenden sei wie zuvor E˜j eine dj × dj-Matrix mit
positiven Realteilen der Eigenwerte 0 < a
(j)
1 < · · · < a(j)pj und qj = Spur(E˜j). Des
Weiteren sei Wα ein komplexes α-stabiles Zufallsmaß mit spha¨rischem Kontrollmaß
κ(dx, ds), wobei
κ(dx, ds) = dxγ(ds), mit γ gleichverteilt auf S2.
D.h. also
m(dx) = dxγ(S2), wobei γ(S2) <∞.
Theorem 4.1.1
Fu¨r j = 1, ..., m seien ψj : R
dj → [0,∞) stetige, E˜tj-homogene Funktionen mit
ψj(xj) 6= 0 fu¨r xj 6= 0. Genau dann existiert das Zufallsfeld
Xψ(x) = Re
∫
Rd
m∏
j=1
(
ei<xj ,ξj> − 1)ψj(ξj)−Hj−qj/αWα(dξ), x ∈ Rd (4.1)
und ist stochastisch stetig, wenn Hj ∈ (0, a(j)1 ) ∀j = 1, ..., m.
Beweis. Da in [39] das komplexwertige stabile Integral fu¨r alle Funktionen f ∈ Lα(m)
definiert wurde, existiert Xψ(x) genau dann, wenn
Γαψ(x) :=
∫
Rd
m∏
j=1
∣∣ei<xj ,ξj> − 1∣∣αψj(ξj)−αHj−qj︸ ︷︷ ︸
:=f(ξ)
dξ < +∞.
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Sei nun Hj ∈ (0, a(j)1 ). Durch Integration bezu¨glich der verallgemeinerten Polarkoor-
dinaten fu¨r Et = (
∑m
j=1Ej)
t, wie in Proposition 2.3.3 angegeben, erha¨lt man
Γαψ(x) =
∫ ∞
0
∫
S0
f(rE
t
θ)σ(dθ)rSpur(E
t)−1dr
=
∫ ∞
0
∫
S0
f(r
fE1tθ1, ..., r
gEmtθm)σ(dθ)r(
Pm
j=1 qj)−1dr
=
∫ ∞
0
∫
S0
m∏
j=1
∣∣ei<xj ,rfEjtθj> − 1∣∣αψj(rfEjtθj)−αHj−qjσ(dθ)r(Pmj=1 qj)−1dr
=
∫
S0
∫ ∞
0
r−1
m∏
j=1
∣∣ei<xj ,rfEjtθj> − 1∣∣αr−αHj︸ ︷︷ ︸
=:g(x)
dr
m∏
j=1
ψj(θj)
−αHj−qjσ(dθ)
Fu¨r δj ∈ (0, a(j)1 − Hj) erha¨lt man bei separater Betrachtung der Fa¨lle r > 1 und
0 ≤ r ≤ 1 und durch die Verwendung der Wachstumseinschra¨nkung von ||r eEtj ||
analog zum Beweis von Lemma 2.3.1, dass man ein C > 0 finden kann, so dass
m∏
j=1
∣∣ei<xj ,r eEtj θj> − 1∣∣α ≤ C m∏
j=1
(1 + ||xj ||α)min(rα(a
(j)
1 −δj), 1).
Bei separater Betrachtung der Fa¨lle r > 1 und r ≤ 1 erha¨lt man:
r > 1 : g(x) ≤ Cr−1
m∏
j=1
(1 + ||xj||α)r−Hjα
= Cxr
−(
Pm
j=1 Hj)α−1
= Cxr
−β, β < −1
r ≤ 1 : g(x) ≤ Cr−1
m∏
j=1
(1 + ||xj||α)rα(a
(j)
1 −Hj−δj)
= Cxr
(
Pm
j=1 a
(j)
1 −Hj−δj)α−1
= Cxr
−β, β > −1
Daru¨ber hinaus ist
∏m
j=1 ψ
−Hjα−qj
j stetig mit positiven Werten auf der Spha¨re S0 und
beschra¨nkt. D.h. also ∫
S0
m∏
j=1
ψj(θj)
−Hjα−qjσ(dθ) <∞.
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Somit ist Γαψ(x) endlich fu¨r alle x ∈ Rd. Nun bleibt noch zu zeigen, dass Xψ stochas-
tisch stetig ist. Dies gilt genau dann, wenn fu¨r alle x0 ∈ Rd gilt: [Siehe [39]]∫
Rd
m∏
j=1
∣∣ei<x0,j+xj ,ξj> − ei<x0,j ,ξj>∣∣αψj(ξj)−αHj−qjdξ → 0 fu¨r x→ 0.
Dies ist a¨quivalent zu
Γαψ(x)→ 0 fu¨r x→ 0. (4.2)
Wie man mit Hilfe von dominierter Konvergenz und der Majorante wie oben ange-
geben leicht sieht, gilt (4.2) fu¨r Hj ∈ (0, a(j)1 ) fu¨r j = 1, ..., m.
Sei nun andersherum angenommen, dass Xψ existiert und stochastisch stetig ist. In
diesem Fall existiert Γαψ(x) fu¨r alle x ∈ Rd und fu¨r alle λ > 0 gilt
Γαψ(λ
Ejx) = λαHjΓαψ(x) ∀j = 1, ..., m.
Sei nun x ∈ Rd, x 6= 0 fest. Dann ist Γαψ(x) 6= 0 und da Xψ stochastisch stetig ist,
gilt
λαHjΓαψ(x)→ 0 fu¨r λ→ 0 ∀j = 1, ..., m.
Dies impliziert Hj > 0 ∀j = 1, ..., m. Somit bleibt noch zu zeigen, dass Hj < a(j)1
gilt.
1.Fall: Fu¨r alle j = 1, .., m ist a
(j)
1 ein Eigenwert von E˜j. Dann existiert fu¨r alle
j = 1, ..., m ein θ
(j)
1 ∈ Rdj , so dass ||θ(j)1 || = 1 und E˜jθ(j)1 = a(j)1 θ(j)1 . Somit erha¨lt man
fu¨r θ1 = (θ
(1)
1 , ..., θ
(m)
1 ) :
Γαψ(θ1) =
∫ ∞
0
∫
S0
r−1
m∏
j=1
∣∣ei<θ(j)1 ,r eEtj θj> − 1∣∣αr−αHjψj(θj)−αHj−qjσ(dθ)dr
mit
| < θ(j)1 , r eE
t
jθj > | = ra
(j)
1 | < θ(j)1 , θj > | ≤ Cra
(j)
1 ∀j = 1, ..., m.
Damit erha¨lt man fu¨r r ≤ min
1≤i≤m
( π
C
)1/a(j)1
=: b
m∏
j=1
∣∣ei<θ(j)1 ,r eEtj θj> − 1∣∣ = m∏
j=1
2
∣∣∣∣∣sin
(
< θ
(j)
1 , r
eEtjθj >
2
)∣∣∣∣∣ ≥
m∏
j=1
2ra
(j)
1
| < θ(j)1 , θj > |
π
,
und somit
Γαψ(θ1) ≥
1
πα
∫ b
0
r−1
∫
S0
m∏
j=1
| < θ(j)1 , θj > |αr−α(Hj−a
(j)
1 )ψj(θj)
−αHj−qjσ(dθ)dr.
Da ψ positiv ist auf S0, folgt∫
S0
m∏
j=1
| < θ(j)1 , θj > |αr−α(Hj−a
(j)
1 )ψj(θj)
−αHj−qjσ(dθ) > 0,
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und damit impliziert Γαψ(θ1) <∞, dass Hj < a(j)1 fu¨r alle j = 1, .., m gelten muss.
2.Fall: Fu¨r j ∈ J ⊂ {1, ..., m} ist a(j)1 kein Eigenwert von E˜j . Dann existiert fu¨r alle
j ∈ J ein b(j) ∈ R, so dass λ(j)1 = a(j)1 + ib(j) und λ(j)1 komplexe Eigenwerte von E˜j
sind. Fu¨r alle j ∈ J existieren dann θ(j)1 , γ(j)1 ∈ Rdj mit ||θ(j)1 || = ||γ(j)1 || = 1, so dass
r
fEjθ(j)1 = r
a
(j)
1 (cos(b
(j)
1 log r)θ
(j)
1 + sin(b
(j)
1 log r)γ
(j)
1 ),
r
fEjθ(j)1 = r
a
(j)
1 (− sin(b(j)1 log r)θ(j)1 + cos(b(j)1 log r)γ(j)1 ),
Durch Verwenden der Ungleichung |eiω − 1| ≥ |ω|/π fu¨r |ω| < π erha¨lt man eine
untere Grenze fu¨r Γαψ(θ1) + Γ
α
ψ(γ1) durch
1
πα
∫ b
0
r−1
∫
S0
m∏
j=1
(
| < rfEjθ(j)1 , θ(j) > |α + | < r eEγ(j)1 , θ(j) > |α
)
·r−α(Hj−a(j)1 )ψj(θ(j))−αH−qjσ(dθ)dr.
Man beachte, dass fu¨r a, b > 0 : aα + bα ≥ (a2 + b2)α/2 gilt. Damit erha¨lt man
| < rfEjθ(j)1 , θ(j) > |α + | < r eEγ(j)1 , θ(j) > |α
≥
(
| < rfEjθ(j)1 , θ(j) > |2 + | < r eEγ(j)1 , θ(j) > |2
)α/2
≥ rαa(j)1
(
| < θ(j)1 , θ(j) > |2 + | < γ(j)1 , θ(j) > |2
)α/2
.
Daraus folgert man wie im ersten Fall, dass Hj < a
(j)
1 fu¨r alle j = 1, .., m gelten
muss.
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4.2. Eigenschaften
Korollar 4.2.1
Unter den Voraussetzungen von Theorem 4.1.1 hat das Zufallsfeld folgende Eigen-
schaft: {Xϕ(x)}x∈Rd ist ein Operator Scaling Stable Random Sheet, d.h. fu¨r alle
j = 1, ..., m und jedes c > 0 gilt:
{Xψ(cEjx)}x∈Rd f.d.= {cHjXψ(x)}x∈Rd
Beweis. Fu¨r x ∈ Rd setze f(x, ξ) :=
m∏
j=1
(
ei<xj ,ξj> − 1)ψj(ξj)−Hj−qj/α.
Bezu¨glich
Xψ(x) = Re
∫
Rd
f(ξ)Wα(dξ)
gilt dann fu¨r die charakteristische Funktion nach Korollar 6.3.2 in [39] fu¨r Xψ:
E exp {itXψ(x)} = exp
(
−c0|t|α
∫
Rd
|f(x, ξ)|αdξ
)
,
wobei c0 =
1
2π
∫ π
0
(cos θ)2dθ. Somit erha¨lt man fu¨r alle j = 1, ..., m und c > 0 mit
Hilfe der Substitution yj = c
eEtjξj:
E exp
{
itXψ(c
Ejx)
}
= exp
(
−c0|t|α
∫
Rd
|f(cEjx, ξ)|αdξ
)
= exp
(
− c0|t|α
∫
Rd
∣∣∣ m∏
l=1
l 6=j
(
ei<xl,ξl> − 1
)
ψl(ξl)
−Hl−ql/α
∣∣∣α
·
∣∣∣(ei<c eEjxj ,ξj> − 1)ψj(ξj)−Hj−qj/α∣∣∣αdξ)
= exp
(
− c0|t|α
∫
Rd
∣∣∣ m∏
l=1
l 6=j
(
ei<xl,ξl> − 1
)
ψl(ξl)
−Hl−ql/α
∣∣∣α
·
∣∣∣(ei<xj ,c eEtj ξj> − 1)ψj(ξj)−Hj−qj/α∣∣∣αcαHj+qjc−αHj−qjdξ)
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= exp
(
− c0|cHjt|α
∫
Rd
∣∣∣ m∏
l=1
l 6=j
(
ei<xl,ξl> − 1
)
ψl(ξl)
−Hl−ql/α
∣∣∣α
·
∣∣∣(ei<xj ,c eEtj ξj> − 1)ψj(c eEtjξj)−Hj−qj/α∣∣∣α
d(ξ1 × ...× c eEtjξj × ...× ξm)
)
subst
= exp
(
− c0|cHj t|α
∫
Rd
∣∣∣ m∏
l=1
(
ei<xl,ξl> − 1
)
ψl(ξl)
−Hl−ql/α
∣∣∣αdξ)
= E exp
{
itcHjXψ(x)
}
Somit gilt analog fu¨r x1, ..., xn ∈ Rd, t1, ..., tn ∈ R, n ∈ N fu¨r die endlichdimensionalen
Randverteilungen
E exp
{
i
n∑
k=1
tkXψ(c
Ejxk)
}
= E exp
{
i
n∑
k=1
cHj tkXψ(xk)
}
.
Daraus folgt die Behauptung.
Die Eigenschaft der Operator Skalierung bleibt also auch fu¨r den Fall m ≥ 2 erhalten
und verallgemeinert die OSSRFs analog zur Moving Average Darstellung in dieser
Hinsicht. OSSRFs besitzen daru¨ber hinaus auch fu¨r die Harmonische Darstellung
stationa¨re Zuwa¨chse. Dieses Resultat kann wie bei der Moving Average Darstellung
aufgrund der Produktstruktur nicht auf den Fall m ≥ 2 u¨bertragen werden. Jedoch
gilt auch hier die schwa¨chere Eigenschaft, dass OSSRSs bezu¨glich jedes einzelnen Un-
terraums Rdj , j = 1, ..., m stationa¨re Zuwa¨chse besitzen. D.h. also fu¨r Subprozesse
auf diesen Unterra¨umen kann man wieder die Stationarita¨t gewinnen und im Fol-
genden ausnutzen. Somit werden nun geeignete Subprozesse konstruiert und deren
Stationarita¨t gezeigt.
Sei Pj : R
d → Rdj die Projektion von x ∈ Rd auf xj ∈ Rdj bezu¨glich des Zufallsfeldes
Xψ(x) = Re
∫
Rd
f(x, ξ)Wα(dξ), x ∈ Rd
mit
f(x, ξ) =
m∏
k=1
(
ei<xk,ξk> − 1
)
ψk(ξk)
−Hk−qk/α. (4.3)
Definiere fu¨r beliebige x0 = (x0,1, ..., x0,m) ∈ Rd, k = 1, ..., m Zufallsfelder wie folgt:
X(k)x0 (x) = Xϕ(x0,1, ..., x0,k−1, Pk(x), x0,k+1, ..., x0,m) (4.4)
= Xϕ(x0,1, ..., x0,k−1, xk, x0,k+1, ..., x0,m),
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d.h. also
X(k)x0 (x) = Re
∫
Rd
f (k)x0 (x, ξ)Wα(dξ), xk ∈ Rdk
mit f
(k)
x0 : R
d × Rd → C:
f (k)x0 (x, ξ) =
m∏
l=1
l 6=k
(
ei<x0,l,ξl> − 1)ψl(ξl)−Hl−ql(ei<Pk(x),ξk> − 1)ψk(ξk)−Hk−qk/α (4.5)
=
m∏
l=1
l 6=k
(
ei<x0,l,ξl> − 1)ψl(ξl)−Hl−ql(ei<xk,ξk> − 1)ψk(ξk)−Hk−qk/α.
Mit Hilfe dieser Vorarbeiten la¨sst sich nun folgende Eigenschaft angeben:
Korollar 4.2.2
Fu¨r alle k = 1, .., m besitzen die Zufallsfelder X
(k)
x0 aus (4.4) stationa¨re Zuwa¨chse,
d.h. fu¨r alle h ∈ Rd gilt{
X(k)x0 (x+ h)−X(k)x0 (h)
}
x∈Rd
f.d.
=
{
X(k)x0 (x)
}
x∈Rd
. (4.6)
Beweis. Fu¨r alle x, h ∈ Rd gilt
X(k)x0 (x+ h)−X(k)x0 (h) = Re
∫
Rd
(
f (k)x0 (x+ h, ξ)− f (k)x0 (h, ξ)
)
Wα(dξ)
= Re
∫
Rd
ei<hk,ξk> · f (k)x0 (x, ξ)Wα(dξ).
Somit gilt fu¨r x1, ..., xn ∈ Rd, t1, ..., tn ∈ R, n ∈ N mit Korollar 6.3.2 aus [39] fu¨r die
endlichdimensionalen Randverteilungen
E exp
{
i
n∑
j=1
tj
(
Xkx0(xj + h)−Xkx0(h)
)}
= exp
(
−c0
∫
Rd
∣∣∣∣∣
n∑
j=1
tje
i<hk,ξk> · f (k)x0 (xj, ξ)
∣∣∣∣∣
α
dξ
)
= exp
(
−c0
∫
Rd
∣∣∣∣∣
n∑
j=1
tjf
(k)
x0 (xj , ξ)
∣∣∣∣∣
α
dξ
)
= E exp
{
i
n∑
j=1
cHj tjX
(k)
x0
(xj)
}
.
Daraus folgt die Behauptung.
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Analog zur Moving Average Darstellung lassen sich auch hier Beispiele angeben, die
verdeutlichen, dass OSSRSs eine sehr allgemeine Klasse von Zufallsfeldern darstellen,
welche die Verbindung zwischen der wichtigen Klasse der Fractional Sheets und der
Operator Skalierenden Felder herstellen.
Beispiel 4.2.3
Setze α = 2, ϕj(yj) = |ξj|, dj = 1, E˜j = (1) ∀j = 1, ..., m, dann erha¨lt man den
Spezialfall des Fractional Brownian Sheet, wie etwa in [5] fu¨r den 2-dimensionalen
Fall angegeben in allgemeiner Form als:
Xψ(x) = Re
∫
R
...
∫
R
d∏
j=1
eixj ·ξj − 1
|ξj|Hj+1/2Wα(dξ), x ∈ R
d.
Beispiel 4.2.4
Setze m = 1, d = d1, E = E1, H = H1, q = q1, ϕ = ϕ1, dann erha¨lt man den Spe-
zialfall des Operator Scaling Stable Random Field in der Harmonischen Darstellung,
wie in [10] eingefu¨hrt:
X(x) = Re
∫
Rd
(
ei<x,ξ> − 1)ψ(ξ)−H−q/αWα(dξ), x ∈ Rd.
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Das folgende Kapitel bescha¨ftigt sich mit den Pfadeigenschaften von OSSRSs, ins-
besondere mit der ’Glattheit’ der Pfade. Hierbei lehnt sich dieses Kapitel an die
Ergebnisse aus [10] und [11] an. In diesen Artikeln wurde die Ho¨lderregularita¨t fu¨r
OSSRFs fu¨r den Fall α = 2 ([10]) sowie den Fall α ∈ (0, 2) ([11]) behandelt und
daru¨ber hinaus sowohl die Box- als auch die Hausdorff-Dimension angegeben. Diese
Ergebnisse werden im Folgenden auf die Klasse der OSSRSs ausgedehnt, indem die
in (4.4) konstruierten Subprozesse verwendet werden, um das Problem, dass diese
Zufallsfelder fu¨r den Fall m ≥ 2 keine stationa¨ren Zuwa¨chse mehr besitzen, geeignet
zu umgehen und allgemeine Aussagen u¨ber das Zufallsfeld mit Hilfe der Aussagen
u¨ber die Subprozesse zu gewinnen. Die Strategie besteht folglich darin, das Wachs-
tumsverhalten der Subprozesse zu bestimmen, welches nur durch die Eigenwerte
des zugeho¨rigen Unterraums determiniert ist. Damit wird zudem auch eine globale
Abscha¨tzung mo¨glich, die zum einen die Ho¨lderstetigkeit des gesamten Prozesses be-
weist und des Weiteren auch den kritischen Ho¨lderexponenten angibt.
Die na¨chsten zwei Abschnitte werden als Vorarbeit beno¨tigt, um darauf aufbauend
die gewu¨nschten Ergebnisse zu pra¨sentieren.
5.1. Polarkoordinaten und Abscha¨tzungen
Ziel dieses Abschnittes ist es, Abscha¨tzungen fu¨r das Wachstumsverhalten des Radi-
us τE(x) der verallgemeinerten Polarkoordinaten anzugeben. Hierzu verwenden wir
die Jordanzerlegung von E =
∑m
k=1Ek wie etwa in [27] angegeben. Dieser Abschnitt
ist in Analogie zu [11] Section 3 aufgebaut und grenzt sich nur durch die unterschied-
lichen Unterra¨ume und ihre zugeho¨rigen Subprozesse ab. Nach der Jordan-Zerlegung
der Matrix E existiert eine reell invertierbare d× d-Matrix D, so dass D = P−1EP
eine kanonische Form hat, d.h. D besteht aus Diagonalblo¨cken, die entweder Jordan-
blo¨cke der Form 
λ 0
1 λ
. . .
. . .
0 1 λ
 (5.1)
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besitzen, wobei λ ein reeller Eigenwert von E ist, oder Blo¨cke der Form
Λ 0
I2 Λ
.. .
. . .
0 I2 Λ
 mit Λ =
(
a −b
b a
)
, I2 =
(
1 0
0 1
)
, (5.2)
wobei a± ib (b 6= 0) komplexe Eigenwerte von E sind.
Lemma 5.1.1 (Vgl. [11] Lemma 3.2)
Sei J ein Block der Form (5.1) der Gro¨ße l oder ein Block der Form (5.2) der Gro¨ße
2l mit Eigenwert λ. Dann gilt fu¨r alle t ∈ (0, e−1] ∪ [e,+∞) :
ta ≤ ||tJ || ≤
√
2leta| log t|l−1
mit a = Re(λ).
Beweis. Man betrachte zuna¨chst die untere Grenze. Da tλ Eigenwert zu tJ ist, folgt
mit zugeho¨rigem Eigenvektor ν:
|tλ| · ||ν|| = ||tλν|| = ||tJν|| ≤ ||tJ || · ||ν||
und somit
ta = |tλ| ≤ ||tJ ||.
Es verbleibt noch der Beweis der oberen Grenze. Es ist bekannt, dass fu¨r eine Matrix
A = (akj)1≤k,j≤d die Zeilensummennorm ||A||∞ = max1≤k≤d
∑d
j=1 |akj| die induzierte
Norm der Maximumsnorm ||x||∞ = max1≤k≤d |xk| ist.
Erster Fall:
J ist Blockmatrix der Form (5.1), J hat die Gro¨ße l mit λ = a ∈ R und nach
Theorem 2.2.3 aus [38] gilt
tJ = ta

1 0
log t
. . .
...
. . . 1
log tl−1
(l−1)!
. . . log t 1

⇒ ||tJ ||∞ = ta
l−1∑
j=0
| log t|j
j!
. Damit gilt fu¨r alle t ∈ (0, e−1] ∪ [e,∞) zuna¨chst
| log(t)| ≥ 1 und somit
||tJ || ≤
√
l||tJ ||∞ ≤
√
lta| log(t)|l−1
l−1∑
j=0
1
j!
.
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Zweiter Fall:
J ist Matrix der Form (5.2), d.h. J hat die La¨nge 2l mit λ = a± ib, b 6= 0. Dann ist
nach nach Theorem 2.2.3 aus [38] tJ = taR(t)N(t) wobei
R(t) =

Rb(t) 0
. . .
0 Rb(t)
 , mit Rb(t) =
(
cos(b log t) − sin(b log t)
sin(b log t) cos(b log t)
)
N(t) =

I2 0 · · · 0
N1(t) I2 0
...
...
. . .
. . . 0
Nl−1(t) . . . N1(t) I2
 , mit Nj(t) =
 | log t|jj! 0
0 | log t|
j
j!

Somit gilt ||tJ || ≤ ta||R(t)|| · ||N(t)||. R(t) ist orthogonal, also ||R(t)|| = 1. Weiter
gilt
||N(t)|| ≤
√
2l||N(t)||∞ =
√
2l
l−1∑
j=0
| log(t)|j−1
j!
≤
√
2l| log(t)|l−1
l−1∑
j=0
1
j!
.
Daher folgt mit e >
l−1∑
j=0
1
j!
, ∀l ∈ N die Behauptung.
Bezeichnung 5.1.2
Sei E definiert wie in Korollar 1.1.4, d.h. E besitzt Eigenwerte
λ
(1)
1 , ..., λ
(1)
p1 , ..., λ
(m)
1 , ..., λ
(m)
pm mit positivem Realteil a
(1)
1 , ..., a
(m)
pm . Es existieren Matri-
zen J
(1)
1 , ..., J
(m)
pm der Form (5.1) oder (5.2), so dass
E = P

J
(1)
1
. . .
J
(m)
pm
P−1, (5.3)
wobei man annehmen kann, dass jedes J
(k)
j dem Eigenwert λ
(k)
j zugeordnet ist.
Setze H
(k)
j = (a
(k)
j )
−1 fu¨r k = 1, ..., m, j(k) = 1, ..., pk,
Hk = min
1≤j≤pk
H
(k)
j , Hk = max
1≤j≤pk
H
(k)
j ,
H = min
1≤k≤m
Hk, H = max
1≤k≤m
Hk.
Im folgenden muss zur weiteren Untersuchung gefordert werden, dass
a
(k)
j > 1 fu¨r k = 1, ..., m, j(k) = 1, ..., pk, somit gilt 0 < H ≤ H < 1. Falls λ(k)j ∈ R,
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ist J
(k)
j eine Blockmatrix der Form (5.1) mit La¨nge
˜
l
(k)
j = l
(k)
j ∈ N\{0}. Andernfalls ist
J
(k)
j von der Form (5.2) mit La¨nge
˜
l
(k)
j = 2l
(k)
j ∈ 2N\{0}. Sei (e1, ..., ed) die kanonische
Basis des Rd und setze fk = Pek ∀k = 1, ..., d. Daraus folgt, dass (f1, ..., fd) eine Basis
des Rd ist. Definiere fu¨r k = 1, ..., m, j(k) = 1, ..., pk Unterra¨ume
W
(k)
j = span
(
f (r)x0 :
k−1∑
r=1
dr +
j−1∑
s=1
˜
l
(k)
s + 1 ≤ r ≤
k−1∑
r=1
dr +
j∑
s=1
˜
l
(k)
s
)
.
Damit ist jedes W
(k)
j E-invarianter Unterraum und R
d =
⊕m
k=1
⊕pk
j=1W
(k)
j .
Des Weiteren ist
{0} × · · · × {0} × Rdk × {0} × · · · × {0} =
pk⊕
j=1
W
(k)
j =: Vk (5.4)
fu¨r alle k = 1, ..., m, da E bezu¨glich E˜1, ..., E˜m schon eine Blockstruktur besitzt.
Das folgende Resultat gibt Grenzen fu¨r die Wachstumsraten von τE bezu¨glich dem
Realteil der Eigenwerte von E an. Hierzu werden zur Vereinfachung die Unterra¨ume
W
(1)
1 , ...,W
(m)
pm fortlaufend mit W˜1, ..., W˜p bezeichnet, wobei p =
∑m
j=1 pj.
Proposition 5.1.3
[in Analogie zu [11] Proposition 3.3] Fu¨r alle 1 ≤ k ≤ p sei W˜k der E−invariante
Unterraum mit Dimension lk bzw. 2lk mit dazugeho¨rigem H
−1
k . Dann existieren fu¨r
jedes r ∈ (0, 1) positive Konstanten c1, c2 > 0, so dass fu¨r alle 1 ≤ j0 ≤ j ≤ p,
c1||x||Hmaxj0,j | log ||x|||−(lmaxj0,j−1)Hmaxj0,j ≤ τE(x) ≤ c2||x||Hminj0,j | log ||x|||(lmaxj0,j−1)Hminj0,j
gilt fu¨r alle x ∈
j⊕
k=j0
W˜k\{0} mit ||x|| ≤ r und
lmaxj0,j = maxj0≤k≤j
lk, H
max
j0,j = maxj0≤k≤j
Hk, H
min
j0,j = minj0≤k≤j
Hk.
Beweis. Sei r ∈ (0, 1) und x ∈⊕jk=j0 W˜k\{0}, so dass ||x|| ≤ r.
Man betrachte zuna¨chst die untere Grenze:
Fu¨r alle r0 ∈ (0, r) ist die Funktion
y 7→ ||y||Hmaxj0,j | log ||y|||−(lmaxj0,j−1)Hmaxj0,j τE(y)−1
auf der kompakten Menge {y ∈ Rd|r0 ≤ ||y|| ≤ r} stetig. Weiter kann man ein
r0 ∈ (0, r) finden, so dass fu¨r alle y ∈ Rd mit ||y|| ≤ r0 gilt: τE(y) ≤ e−1. Somit ist
es hinreichend, den Fall ||x|| ≤ r0 mit τE(y) ≤ e−1 zu betrachten.
Es gilt Rd =
⊕p
k=1 W˜k, lE(x) =
∑p
k=1 lk(x) mit lk ∈ W˜k.
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Seien Lk die Koordinaten von lk bzgl. der Basis (fPk−1
r=1 l˜r+1
, ..., fPk
r=1 l˜r
) vonWk. Somit
folgt mit der Definition von P ,
P−1lE(x) =

L1
...
Lp
 und x = τE(x)ElE(x) = P

τE(x)
J1L1
...
τE(x)
JpLp

Da x ∈⊕pk=1 W˜k, lE(x) ∈⊕pk=1 W˜k und somit Lk = 0 fu¨r k /∈ {j0, ..., j} folgt
||x|| ≤ ||P ||
(
j∑
k=j0
∣∣∣∣τE(x)JkLk∣∣∣∣2
)1/2
≤ ||P ||
(
j∑
k=j0
∣∣∣∣τE(x)Jk∣∣∣∣2 ||Lk||2
)1/2
.
Da τE(x) ≤ e−1, folgt mit Lemma 5.1.1
||x|| ≤
√
2e||P ||
(
j∑
k=j0
|τE(x)2ak | | log τE(x)|2(lk−1) ||Lk||2
)1/2
.
weiter ist aminj0,j = minj0≤k≤j ak ≤ ak und lk ≤ lmaxj0,j ≤ d fu¨r k = j0, ..., j. Somit folgt
||x|| ≤ √2de||P ||τE(x)aminj0,j | log τE(x)|lmaxj0,j−1
(∑j
k=j0
||Lk||2
)1/2
≤ √2de||P ||τE(x)aminj0,j | log τE(x)|lmaxj0,j−1 ||P−1lE(x)|| .
Somit gilt:
||x|| ≤
√
2deME||P ||
∣∣∣∣P−1lE(x)∣∣∣∣ τE(x)aminj0,j | log τE(x)|lmaxj0,j−1, (5.5)
wobei ME = max
x∈S0
l(x). Gleichung (5.5) impliziert, dass man Konstanten c1, c2 finden
kann, so dass fu¨r τE(x) klein genug gilt:
log ||x|| ≤ c1 log τE(x) + c2.
Somit kann man r0 klein genug wa¨hlen (damit beide Seiten negative Werte anneh-
men), so dass eine Konstante C > 0 existiert mit
| log τE(x)| ≤ C| log ||x|||. (5.6)
Durch Einsetzen von (5.6) in (5.5) erha¨lt man insgesamt, dass es eine Konstante
C > 0 gibt, so dass fu¨r ||x|| ≤ r0 gilt
||x||Hmaxj0,j | log ||x|||−(lmaxj0,j−1)Hmaxj0,j ≤ CτE(x),
womit die Gu¨ltigkeit der unteren Grenze bewiesen ist.
Der Beweis der oberen Grenze verla¨uft analog.
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Mit Hilfe der obigen Proposition ergibt sich das folgende Korollar.
Korollar 5.1.4
Fu¨r alle 1 ≤ k ≤ p sei W˜k der E-invariante Unterraum mit Dimension lk bzw.
2lk und zugeho¨rigem H
−1
k . Dann existieren fu¨r alle r ∈ (0, 1) positive Konstanten
c1, c2 > 0, so dass
• fu¨r alle x ∈ W˜j\{0}, 1 ≤ j ≤ p mit ||x|| ≤ r
c1||x||Hj | log ||x|||−(lj−1)Hj ≤ τE(x) ≤ c2||x||Hj | log ||x|||(lj−1)Hj ,
• fu¨r alle x ∈ {0× Rdk × 0} \{0}, 1 ≤ k ≤ m mit ||x|| ≤ r
c1||x||Hk | log ||x|||−(lk−1)Hk ≤ τE(x) ≤ c2||x||Hk| log ||x|||(lk−1)Hk ,
• fu¨r alle x ∈ Rd\{0} mit ||x|| ≤ r
c1||x||H | log ||x|||−(l−1)H ≤ τE(x) ≤ c2||x||H| log ||x|||(l−1)H .
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5.2. Darstellung mittels LePage-Reihe
Im Folgenden wird eine Seriendarstellung fu¨r α-stabile Zufallsfelder angegeben. Diese
wurde in [11] Section 4 ausgearbeitet und wird hier der Vollsta¨ndigkeit halber noch
einmal aufgefu¨hrt. Sei µ ein Maß, welches absolutstetig bezu¨glich des Lebesgue-
Maßes auf Rd ist und sei m die zugeho¨rige Radon-Nykodym Dichte, d.h. µ(dξ) =
m(ξ)dξ.Weiter werden noch beno¨tigte Notationen wie folgt eingefu¨hrt:
Seien (Tn)n≥1, (gn)n≥1 und (ξn)n≥1 unabha¨ngig, wobei
• Tn die n-te Ankunftszeit eines Poisson Prozesses mit Intensita¨t 1 ist,
• (gn)n≥1 eine Folge von i.i.d. isotropischen, komplexen Zufallsvariablen, so dass
gn
d
= eiθgn ∀ θ ∈ [0, 2π) ist,
• (ξn)n≥1 eine Folge von i.i.d. Zufallsvariablen mit gleichma¨ßigem Wahrschein-
lichkeitsmaß µ(dξ) = m(ξ)dξ ist.
Proposition 5.2.1 (Vgl. [11] Proposition 4.1)
Sei α ∈ (0, 2). Dann konvergiert fu¨r alle komplexwertigen Funktionen h ∈ Lα(Rd)
die Reihe
Y h =
∞∑
n=1
(Tnm(ξn))
− 1
αh(ξn)gn f.s.
Weiter gilt
CαY
h d=
∫
Rd
h(ξ)Wα(dξ),
wobeiWα ein komplex-isotropisches α-stabiles Zufallsmaß auf R
d ist mit zugeho¨rigem
Lebesgue Kontrollmaß und
Cα = E(|Re(g1)|α)−1/α
(
1
2π
∫ π
0
| cos(x)|αdx
)1/α(∫ +∞
0
sin(x)
xα
dx
)−1/α
. (5.7)
Beweis. Sei Vn = m(ξn)
−1/αh(ξn)gn. Dann sind Vn, n ≥ 1, i.i.d komplex-isotropische
Zufallsvariablen. Mit Lemma 4.1 aus [37] folgt, dass Y h f.s. konvergiert und
E
(
exp
(
iRe
(
zY h
)))
= exp(−σα|z|α) ∀z ∈ C
mit
σα = E(|Re(V1)|α)
∫ ∞
0
sin(x)
xα
dx.
Da g1 rotationsinvariant und unabha¨ngig von ξ1 ist, folgt
E(|Re(V1)|α) = E
(
m(ξ1)
−1|h(ξ1)|α
)
E(|Re(g1)|α = E(|Re(g1)|α)
∫
Rd
|h(ξ)|αdξ.
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Auf der anderen Seite gilt fu¨r komlpexe, isotrope, α-stabile Zufallsmaße (siehe [39],
S.86)
E
(
exp
(
iRe
(
z
∫
Rd
h(ξ)Wα(dξ)
)))
= exp(−cαα(h)|z|α), ∀z ∈ C
mit
cαα(h) =
(
1
2π
∫ 2π
0
| cos(x)|αdx
)∫
Rd
|h(ξ)|αdξ.
Somit folgt
E
(
exp
(
iRe
(
CαzY
h
)))
= E
(
exp
(
iRe
(
z
∫
Rd
h(ξ)Wα(dξ)
)))
∀z ∈ C
mit Cα definiert durch (5.7). Also gilt insgesamt
CαY
h d=
∫
Rd
h(ξ)Wα(dξ).
Nun kann man in der folgenden Proposition die Reihendarstellung angeben, welche
im Folgenden verwendet wird.
Proposition 5.2.2 (Vgl. [11] Proposition 4.2)
Sei α ∈ (0, 2). Seien f, f (k)x0 definiert durch (4.3),(4.5) und Cα durch (5.7). Fu¨r alle
x ∈ Rd konvergieren die Reihen
Y (x) = CαRe
(
∞∑
n=1
T−1/αn m(ξn)
−1/αf(x, ξn)gn
)
, (5.8)
Y (k)x0 (x) = CαRe
(
∞∑
n=1
T−1/αn m(ξn)
−1/αf (k)x0 (x, ξn)gn
)
, (5.9)
f.s.. Daru¨ber hinaus seien X(x) und X
(k)
x0 (x) definiert wie in Theorem 4.1.1 bzw.
(4.5). Dann gilt {
Y (x), x ∈ Rd} f.d.= {X(x), x ∈ Rd}{
Y (k)x0 (x), x ∈ Rd
} f.d.
=
{
X(k)x0 (x), x ∈ Rd
}
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Beweis. Es gilt mit x1, ..., xl ∈ Rd, t1, ..., tl ∈ R, l ∈ N fu¨r alle endlichdimensionalen
Randverteilungen von Y
E exp
{
i
l∑
j=1
tjY (xj)
}
= E exp
{
i
l∑
j=1
tjCαRe
(
∞∑
n=1
T−1/αn m(ξn)
−1/αf(xj , ξn)gn
)}
= E exp
{
iCαRe
( ∞∑
n=1
T−1/αn m(ξn)
−1/α
( l∑
j=1
tjf(xj, ξn)︸ ︷︷ ︸
∈Lα(Rd)
)
gn
)}
5.2.1
= E exp
{
iRe
∫
Rd
(
l∑
j=1
tjf(xj , ξ)
)
W (dξ)
}
= E exp
{
i
l∑
j=1
tjRe
∫
Rd
f(xj, ξ)W (dξ)
}
= E exp
{
i
l∑
j=1
tjX(xj)
}
.
Daraus folgt die Behauptung fu¨r Y , der Beweis fu¨r Y
(k)
x0 erfolgt analog.
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5.3. Ho¨lderregularita¨t
Nun ko¨nnen nach einigen Vorarbeiten die Pfadeigenschaften von OSSRSs untersucht
werden. Hierzu untersucht man den kritischen Ho¨lder-Exponenten, der im Folgenden
definiert wird. Sei dazu M :=
⊕m
k=1Mk eine nicht-leere, kompakte Menge von V :=⊕m
k=1 Vk nach (5.4).
Definition 5.3.1
Sei γ ∈ (0, 1). Ein Zufallsfeld {X(x)}x∈Rd besitzt den kritischen Ho¨lder-Exponenten,
falls die folgenden beiden Bedingungen gleichzeitig erfu¨llt sind:
(a) Fu¨r alle s ∈ (0, γ) erfu¨llen die Pfade vonX f.s. eine gleichma¨ßige Ho¨lderbedingung
mit Exponenten s, d.h. fu¨r jede kompakte Menge V ⊂ Rd existiert eine positive
Zufallsvariable A, so dass
|X(x)−X(y)| ≤ A ||x− y||s fu¨r alle x, y ∈ V. (5.10)
(b) Fu¨r alle s ∈ (γ, 1) erfu¨llen die Pfade von X f.s. keine gleichma¨ßige Ho¨lder
Bedingung mit Exponenten s.
Nun wird im Folgenden zuna¨chst der Fall α = 2 untersucht. Die Beweistechnik fu¨r
diesen wesentlich einfacheren Fall unterscheidet sich signifikant gegenu¨ber dem Fall
α ∈ (0, 2). Bei Gauß´schen Zufallsfeldern X besteht ein Zusammenhang zwischen der
Ho¨lderregularita¨t der Pfade x 7→ X(x)(ω) und dem 2. Moment von X, wie beispiels-
weise in [1] Theorem 8.3.2 nachzulesen. Dieser Zusammenhang wird in folgender
Proposition zusammengefasst, die fu¨r den eindimensionalen Fall in [14] behandelt
und in [10] darauf aufbauend erweitert wurde.
Proposition 5.3.2 (Analog zu [10] Proposition 5.2)
Sei {X(x)}x∈Rd ein Gauß´sches Zufallsfeld mit stationa¨ren Zuwa¨chsen. Sei γ ∈
(0, 1), so dass
γ = inf
{
s > 0 : E
(
(X(x)−X(0))2) = o||x||→0 (||x||2s)} .
Dann erfu¨llt jede stetige Modifikation von X fu¨r alle s ∈ (0, γ) f.s. eine gleichma¨ßige
Ho¨lder Bedingung mit Exponent s. Fall zusa¨tzlich
γ = inf
{
s > 0 : ||x||2s = o||x||→0
(
E
(
(X(x)−X(0))2))} ,
dann ist γ fu¨r jede stetige Modifikation von X der kritische Ho¨lder-Exponent.
Das obige Resultat wurde in [14] fu¨r den Fall d = 1 verwendet, um Regularita¨ts-
eigenschaften entlang vorgegebener Richtungen zu untersuchen. D.h. also fu¨r ein
x0 ∈ Rd, u ∈ S0 untersucht man die Ho¨lderegularita¨t des Prozesses {X(x0 + tu)}t∈R.
Diese Untersuchung entlang aller Richtungen u reicht zur Untersuchung von sta-
tiona¨ren Gauß´schen Zufallsfeldern aus. Dazu fu¨hren wir zuna¨chst den Begriff der
richtungsgebundenen Ho¨lderregularita¨t ein.
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Definition 5.3.3 (Analog zu [10] 5.3)
Sei {X(x)}x∈Rd ein Zufallsfeld mit stationa¨ren Zuwa¨chsen und u ∈ S0. Falls der
Prozess {X(tu)}t∈R den kritischen Ho¨lder-Exponenten γ(u) besitzt, so besitzt X γ(u)
als richtungsgebundene Ho¨lderregularita¨t von X in Richtung u.
5.3.1. Ho¨lderregularita¨t fu¨r den Gauß´schen Fall
Mit Hilfe dieser Vorarbeiten kann nun fu¨r den Fall α = 2 das erste Haupttheorem
angegeben werden.
Theorem 5.3.4
Fu¨r k ∈ {1, ..., m}, x0 ∈ Rd sei X(k)x0 ein gauß’ scher OSSRS Subprozess gegeben in
harmonischer Darstellung definiert wie in (3.4) oder (4.4). Dann besitzt jede steti-
ge Modifikation von X
(k)
x0 den Wert Hk/a
(k)
pk als kritischen Ho¨lder-Exponenten. Des
Weiteren besitzt fu¨r jedes k ∈ {1, ..., m} und alle i = 1, ..., pk und jede Richtung
u ∈ W (k)j das Feld X(k)x0 den Wert Hk/a(k)j als richtungsgebundene Ho¨derregularita¨t
in Richtung u.
Beweis. Fu¨r k ∈ {1, ..., m}, i ∈ {1, ..., pk} sei u ∈ W (k)j fest. Sei PW (k)j : R
d → W (k)j
die Projektion auf W
(k)
j . Nach Lemma 2.3.1 angewendet auf (W
(k)
j , E|W (k)j
) anstelle
von (Rd, E) existiert damit eine Konstante C2, so dass fu¨r δ > 0 gilt:
τE(tu) ≤ C2|t|1/a
(k)
j −δ fu¨r alle |t| ≤ 1.
Wobei nach (5.3)
E
|W
(k)
j
= P
0 J (k)j
0
P−1
mit Eigenwert λ
(k)
j und zugeho¨rigem Realteil 1/a
(k)
j . Damit gilt weiter, dass eine
Konstante C > 0 existiert, so dass:
||tui|| ≤ ||τE(tu)
E
|W
(k)
j P
W
(k)
j
(l(tu))||
≤ ||τE(tu)
E
|W
(k)
j || · ||P
W
(k)
j
(l(tu))||
≤ C · ||τE(tu)
E
|W
(k)
j ||
≤ C · τE(tu)a(k)i −δ
Dadurch erhalten wir also insgesamt fu¨r Konstanten C1, C2 > 0:
C1|t|1/a
(k)
j +δ ≤ τE(tu) ≤ C2|t|1/a
(k)
j −δ fu¨r alle |t| ≤ 1. (5.11)
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Nun wollen wir diese Ergebnisse im Hinblick auf Proposition 5.3.2 verwenden. Sei
dazu Γ2Ek(x) := E
(
X
x
(k)
0
(x)2
)
. Es gilt
Γ2Ek(x)
(4.4)
=
∫
Rd
m∏
l=1
l 6=k
∣∣∣(ei<x0,l,ξl> − 1)ψl(ξl)−Hl−ql/2
·
(
ei<xk,ξk> − 1
)
ψk(ξk)
−Hk−qk/2
∣∣∣2 dξ
(4.4)
=
∫
Rd
m∏
l=1
l 6=k
∣∣∣(ei<x0,l,ξl>2 − e−i<x0,l,ξl>2 )ψl(ξl)−Hl−ql/2
·
(
ei
<xk,ξk>
2 − e−i<xk,ξk>2
)
ψk(ξk)
−Hk−qk/2
∣∣∣2 dξ
= 22m
∫
Rd
m∏
l=1
l 6=k
sin
(
< x0,l, ξl >
2
)
ψl(ξl)
−2Hl−ql
· sin
(
< xk, ξk >
2
)
ψk(ξk)
−2Hk−qkdξ
[Polarkoordinaten] = 22m
∫
Rd
m∏
l=1
l 6=k
sin
(
< x0,l, ξl >
2
)
ψl(ξl)
−2Hl−ql
· sin
(
< lk(x), τ
Et
k
E (x)ξk >
2
)
ψk
·(τE(x)ξk)−2Hk−qkτE(x)2HkτE(x)qkdξ
[Substitution] = τE(x)
2Hk22m
∫
Rd
m∏
l=1
l 6=k
sin
(
< x0,l, ξl >
2
)
ψl(ξl)
−2Hl−ql
· sin
(
< lk(x), ξk >
2
)
ψk(ξk)
−2Hk−qkdξ
= τE(x)
2HkΓ2Ek(lk(x)).
Des Weiteren gilt fu¨r alle θ ∈ S0, da Γ2Ek stetig ist auf S0:
0 < c ≤ Γ2Ek(θ) ≤ C (5.12)
fu¨r geeignete C ≥ c > 0. D.h. also in Verbindung mit (5.11) erhalten wir fu¨r geeignete
C1, C2:
C1|t|2Hk/a
(k)
j +δ ≤ Γ2Ek(tu) ≤ C2|t|2Hk/a
(k)
j −δ fu¨r alle |t| ≤ 1. (5.13)
Nach Proposition 5.3.2 besitzt damit X
(k)
x0 die richtungsgebundene Ho¨lderregularita¨t
mit kritischem Ho¨lder-Exponenten Hk/a
(k)
i in Richtung u. Des Weiteren kann man
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nun auch eine Aussage u¨ber alle x ∈ V bezu¨glich der Ho¨lderregularita¨t von X(k)x0
getroffen werden, da nach Lemma 2.3.1 fu¨r alle x ∈ V gilt:
Γ2Ek(x) ≤ C2||x||2Hk/a
(k)
pk
−δ fu¨r alle ||x|| ≤ 1. (5.14)
Dadurch erfu¨llt X
(k)
x0 nach Proposition 5.3.2 eine gleichma¨ßige Ho¨lderbedingung mit
Exponenten Hk/apk .
Somit ist der Fall α = 2 zuna¨chst behandelt. Nun wird der Fall α ∈ (0, 2) behandelt.
5.3.2. Ho¨lderregularita¨t fu¨r den Fall α ∈ (0, 2)
Das folgende Theorem stellt eine Verallgemeinerung der in [11] ausgearbeiteten Er-
gebnisse fu¨r OSSRFs im Fall α ∈ (0, 2) dar. Im folgenden wird mit Hilfe der erarbei-
teten Abscha¨tzungen und der Le Page Reihendarstellung die Ho¨lderregularita¨t der
OSSRSs fu¨r den Fall α ∈ (0, 2) untersucht.
Theorem 5.3.5
Sei α ∈ (0, 2), k ∈ {1, ..., m} und X(k)x0 definiert durch (4.4). Dann existiert eine
Modifikation X
(k)∗
x0 von X
(k)
x0 auf Mk, so dass fu¨r alle ǫ > 0
lim
δ↓0
sup
x,y∈M
0<||x−y||≤δ
∣∣∣X(k)∗x0 (x)−X(k)∗x0 (y)∣∣∣
τE(x− y)| log τE(x− y)|1/α+1/2+ǫ = 0 f.s. (5.15)
Beweis. Ohne Einschra¨nkung sei M = V ∩ [0, 1]d, wobei V =⊕mk=1 Vk. Im Hinblick
auf (5.9) konvergiert fu¨r x ∈ Rd
Y (k)x0 (x) = CαRe
(
∞∑
n=1
T−1/αn m(ξn)
−1/αf (k)x0 (x, ξn)gn
)
f.s.
und Y
(k)
x0
f.d.
= X
(k)
x0 . Es wird angenommen, dass gn, n ≥ 1, komplex-isotropische Zu-
fallsvariablen sind. Als Dichte von ξn wa¨hlen wir als Korrektur zu [34] und [11]
m(ξ) =
cν
τEt(ξ)q(| log τEt(ξ)|+ 1)1+ν , ξ ∈ R
d\{0} (5.16)
wobei ν, cν > 0, so dass
∫
Rd
m(ξ)dξ = 1.
In [34] wa¨hlten die Autoren fu¨r den eindimensionalen Fall
m(ξ) =
cν
|ξ| · | log(|ξ|)|1+ν , ξ ∈ R\{0} (5.17)
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und darauf aufbauend verallgemeinerten die Autoren in [11] die Dichte zu
m(ξ) =
cν
τEt(ξ)q| log τEt(ξ)|1+ν , ξ ∈ R
d\{0}. (5.18)
Diese Verallgemeinerung ist prinzipiell sinnvoll, da man fu¨r E = I/H = Et und
|| · || = || · ||Et wieder auf (5.17) fu¨r den d-dimensionalen Fall gelangt. Jedoch ist die
Dichte m an der Stelle ||ξ|| = 1 fu¨r diese gewa¨hlten Funktionen nicht integrierbar.
Im Gegensatz dazu gilt fu¨r m definiert wie in (5.16):∫
Rd
m(ξ)dξ =
∫
S0
∫ ∞
0
m(rE
t
θ)rq−1drσ(dθ)
=
∫
S0
∫ ∞
0
cν
τEt(rE
tθ)q(| log τEt(rEtθ)|+ 1)1+ν r
q−1drσ(dθ)
= C
∫ ∞
0
cν
r · (| log(r)|+ 1)1+ν dr
[r = es]⇒ = C
∫ ∞
−∞
cν
es · (|s|+ 1)1+ν e
sds
= 2Ccν
∫ ∞
0
1
(s+ 1)1+ν
ds
= Cˆ
∫ ∞
1
1
s1+ν
ds
< ∞ fu¨r ν > 0.
Dies ist eine geeignete Dichte, welche im Folgenden verwendet wird.
Schritt 1[Analog zu [11]]
Sei r ∈ (0, 1). Nach Korollar 5.1.4 existiert eine Konstante cˆ2 > 0 und ein l ∈ N, so
dass
τE(x) ≤ cˆ2||x||H| log ||x|||(l−1)H (5.19)
fu¨r alle x ∈ Rd\{0} mit ||x|| ≤ r. Weiter kann angenommen werden, dass eine
Konstante c2 > 0 existiert, mit
c2d
H/22−H(log 2)(l−1)H > 1. (5.20)
Fu¨r alle u ∈ N wa¨hle νu als kleinste natu¨rliche Zahl, so dass
c2d
H/22−νuH(νu log 2)
(l−1)H ≤ 2−u. (5.21)
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Dies impliziert zuna¨chst lim
u→∞
νl−1u
2νu
= 0 und somit νu → ∞ fu¨r u → ∞. Weiterhin
impliziert die Definition von νu und (5.20), dass νu > 1 fu¨r alle u ∈ N und durch die
Definition von νu und 5.20 erha¨lt man weiter
c2d
H/22−(νu−1)H((νu − 1) log 2)(l−1)H > 2−u
und somit
2−u
(
2
√
d
)−H
c−12 <
(
2−νu(νu log 2)
l−1
)H
≤ 2−u
(√
d
)−H
c−12 . (5.22)
Durch Anwendung des Logarithmus in (5.22) erha¨lt man
lim
u→∞
u
νu
= H.
Somit existieren Konstanten c3, c4 > 0, so dass
c32
u/Hul−1 ≤ 2νu ≤ c42u/Hul−1. (5.23)
Fu¨r alle u ∈ N und j = (j1, ..., jd) ∈ Zd setze
xu,j =
j
2νu
, Du =
{
xu,j : j ∈ Zd ∩ [0, 2νu]d
}
, D =
∞⋃
u=1
Du.
Nun soll gezeigt werden, dass fu¨r große u Du ein 2−u-Netz von
⋃m
j=1Mj fu¨r τE ist,
d.h. dass man fu¨r alle x ∈ ⋃mj=1Mj ein xu,j ∈ Du finden kann, so dass τE(x−xu,j) ≤
2−u. Sei x ∈ ⋃mj=1Mj fest und o.B.d.A x /∈ Du. Wa¨hle ji so, dass
ji ≤ 2νuxj ≤ ji + 1 fu¨r 1 ≤ i ≤ d.
Dann gilt
0 < ||x− xj,u|| ≤ 2−νu
√
d
und da limu→∞ νu = +∞ fu¨r u groß genug,
0 < ||x− xj,u|| ≤ 2−νu
√
d ≤ r.
Somit, da t 7→ tH | log(t)|(l−1)H eine monoton fallende Funktion ist auf (0, 1], impli-
zieren (5.19) und (5.21), dass
τE(x− xj,u) ≤ 2−u
fu¨r u groß genug. Somit ist fu¨r große u Du ein 2−u-Netz von
⋃m
j=1Mj fu¨r τE .
61
5. Ho¨lderregularita¨t fu¨r OSSRSs
Schritt 2
Fu¨r alle x, y ∈ D gilt nach Proposition 5.2.2 f.s. fu¨r alle k = 1, ..., m
Y (k)x0 (x)− Y (k)x0 (y) = CαRe
(
∞∑
n=1
T−1/αn m(ξn)
−1/α(f (k)x0 (x, ξn)− f (k)x0 (y, ξn))gn
)
,
wobei Cα definiert ist durch (5.7) und f
(k)
x0 durch (4.5). Man betrachte die Zufallsva-
riable
R(x, y) =
∞∑
n=1
T−1/αn m(ξn)
−1/α(f (k)x0 (x, ξn)− f (k)x0 (y, ξn))gn.
Also ist
Y (k)x0 (x)− Y (k)x0 (y) = CαRe(R(x, y)) f.s..
Da (Tn)n, (ξn)n und (gn)n unabha¨ngig sind und da (gn)n i.i.d. komplexe, Gauß´sche
Zufallsvariable sind, ist R(x, y) eine komplexe, Gauß´sche, isotrope Zufallsvariable
bedingt nach (Tn, ξn)n. Somit ist Y
(k)
x0 (x) − Y (k)x0 (y) bedingt nach (Tn, ξn)n ebenfalls
eine komplexe, Gauß´sche, isotrope Zufallsvariable mit Varianz
ν2((x, y)|(Tn, ξn)n) = Cα
2
E
(|R(x, y)|2|(Tn, ξn)n)
=
Cα
2
E
(|g1|2) ∞∑
n=1
T−2/αn m(ξn)
−2/α|f (k)x0 (x− y, ξn)|2,(5.24)
da |f (k)x0 (x, ξn)− f (k)x0 (y, ξn)| = |f (k)x0 (x− y, ξn)|. Genau hier geht die Stationarita¨t des
Subprozesses entscheidend ein. Die folgenden Schritte sind an die Beweise von [11]
und [33] angelehnt. Sei
ϕ(t) =
√
2Ad log
1
t
, 0 < t < 1, (5.25)
wobei A eine positive Konstante ist mit A > 2/H − 1/H. Fu¨r u ∈ N wa¨hle
Eui,j =
{
ω :
∣∣Y (k)x0 (xu,i)− Y (k)x0 (xu,j)∣∣ > ν((xu,i, xu,j)|(Tn, ξn)n)ϕ(τE(xu,i − xu,j))}
fu¨r alle (i, j) ∈ Zd × Zd, i 6= j, so dass τE(xu,i − xu,j) < 1. Dann gilt
P
(
Eui,j
)
= E
(
E
(
1Eui,j | (Tn, ξn)n
))
. (5.26)
Nun wird fu¨r feste (i, j, u) eine obere Grenze dieser Wahrscheinlichkeit angegeben.
Sei Z eine reelle, zentrierte Gauß´sche Zufallsvariable mit Varianz 1. Dann impliziert
(5.26), dass
P
(
Eui,j
)
= P (|Z| > ϕ(τE(xu,i − xu,j))) .
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Wa¨hle δ ∈ (0, 1) und setze fu¨r u ∈ N,
δu = 2
−(1−δ)u und Iu =
{
(i, j) ∈ (Zd ∩ [0, 2νu]d)2 : 0 < τE(xu,i − xu,j) ≤ δu} .
(5.27)
Da ϕ eine monoton fallende Funktion ist, gilt fu¨r alle (i, j) ∈ Iu
P (|Z| > ϕ(τE(xu,i − xu,j))) ≤ P (|Z| > ϕ(δu)) .
Nun gilt jedoch fu¨r die normalverteilte Zufallsvariable Z
P (Z > w) ≤ e
−w2/2
√
2πw
∀w > 0,
somit folgt fu¨r alle u ∈ N und (i, j) ∈ Iu,
P
(
Eui,j
) ≤√2
π
e−ϕ
2(δu)/2
ϕ(δu)
=
2−(1−δ)uAd√
πAd(1− δ) log 2
da δu = 2
−(1−δ)u. Somit folgt
∞∑
u=1
∑
(i,j)∈Iu
P
(
Eui,j
) ≤ 1√
πAd(1− δ) log 2
∞∑
u=1
2−(1−δ)uAd|Iu|.
Nun bleibt noch eine obere Grenze fu¨r |Iu| zu finden. Zuna¨chst sei angemerkt, dass
man eine Konstante c5 > 0 finden kann, so dass fu¨r alle u ∈ N und alle x ∈ Rd\{0}
mit τE(x) ≤ δu gilt
||x|| ≤ c5τE(x)1/H | log τE(x)|l−1.
Diese Ungleichung entspricht (5.5). t 7→ t1/H | log t|l−1 ist eine monoton wachsende
Funktion auf (0, r0). Daher existiert fu¨r ein geeignetes r0 eine Konstante c6, so dass
fu¨r alle u ∈ N und alle x ∈ Rd\{0} mit τE(x) ≤ δu folgendes gilt:
||x|| ≤ c6δ1/Hu | log δu|l−1 = ((1− δ) log 2)l−1c6δ1/Hu ul−1.
Somit kann man eine positive Konstante C > 0 finden, so dass fu¨r alle u ∈ N und
alle i ∈ Zd ∩ [0, 2νu]d gilt:∣∣{j ∈ Zd ∩ [0, 2νu]d : (i, j) ∈ Iu}∣∣ ≤ C (δ1/Hu 2νuul−1)d .
Nach Definition von Iu folgt
|Iu| ≤ C(2νu + 1)dδd/Hu 2dνuud(l−1).
Somit existiert nach (5.23) eine Konstante C > 0, so dass fu¨r alle u ∈ N
|Iu| ≤ Cδd/Hu 22ud/Hu3d(l−1).
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Somit folgt insgesamt mit δu = 2
−(1−δ)u
∞∑
u=1
∑
(i,j)∈Iu
P
(
Eui,j
) ≤ C√
A(1− δ)
∞∑
u=1
u3d(l−1)2−ud(−2/H+(1−δ)/H+(1+δ)A) <∞,
da A > 2/H−(1−δ)/H und δ ∈ (0, 1) beliebig. Nach dem Lemma von Borel-Cantelli
existiert f.s. eine Zahl u∗(ω), so dass fu¨r alle u ≥ u∗(ω),∣∣Y (u)x0 (x)− Y (u)x0 (y)∣∣ ≤ ν((x, y)|(Tn, ξn)n)ϕ(τE(x− y)) (5.28)
fu¨r alle x, y ∈ Du, x 6= y mit τE(x− y) ≤ δu, u = 1, ..., m.
Schritt 3 Als na¨chstes soll nun eine obere Grenze fu¨r die Varianz ν2 bedingt
nach (Tn, ξn)n angegeben werden. Dazu sei zuna¨chst angemerkt, dass fu¨r alle x =
(x1, ..., xm) ∈ Rd, xk ∈ Rdk gilt:
x = τE(x)
El(x) =
τE(x)
E1 0
. . .
0 τE(x)
Em

 l1(x)...
lm(x)
 .
Also insbesondere xk = τE(x)
Ek lk(x) fu¨r alle k = 1, ..., m. Mit der vereinfachten
Schreibweise ψ(ξ) :=
∏m
l=1 ψl(ξl)
−Hl−ql/α gilt:
ν2 ((x, y)|(Tn, ξn)n) = Cα
2
E
(|g1|2) ∞∑
n=1
T−2/αn m(ξn)
−2/α|f (k)x0 (x− y, ξn)|2
[Polarkoordinaten] =
Cα
2
E
(|g1|2) ∞∑
n=1
T−2/αn m(ξn)
−2/α
·|f (k)x0 (τEt(x− y)E
t
lk(x− y), ξn)|2
[f
(k)
x0 einsetzen] =
Cα
2
E
(|g1|2) ∞∑
n=1
T−2/αn m(ξn)
−2/α
∣∣∣ei<τEt (x−y)Etk lk(x−y),ξn,k> − 1∣∣∣2
·
( m∏
l=1
l 6=k
∣∣ei<x0,l,ξn,l>∣∣2 )ψ(ξn)−2−2q/α
≤ Cα
2
E
(|g1|2) ∞∑
n=1
T−2/αn m(ξn)
−2/α
∣∣∣ei<τEt (x−y)Etk lk(x−y),ξn,k> − 1∣∣∣2
·22m−2ψ(ξn)−2−2q/α
≤ Cα
2
E
(|g1|2) ∞∑
n=1
T−2/αn m(ξn)
−2/α
·min(MEt
k
||τEt(x− y)Etkξn,k||, 2)2 · 22m−2ψ(ξn)−2−2q/α
[Lemma 5.3.9] =
Cα
2
E
(|g1|2)σ2(τEt(x− y)).
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Sei b(h) = h| log h|(1+ν)/α. Dann gilt nach Lemma 5.3.9:
E
(
+∞∑
k=1
σ2(2−k)
b2(2−k)
∣∣∣(Tn)n
)
≤
(
C
+∞∑
n=1
T−2/αn
)
+∞∑
k=1
| log(2−k)|−1−ν
≤ Cˆ
+∞∑
k=1
k−1−ν
<∞ ∀ν > 0.
Da (ξn)n und (Tn)n unabha¨ngig sind, folgt
lim
h→0
σ(h)
b(h)
= 0 f.s.,
d.h. also fu¨r kleine h > 0 existiert ein C > 0, so dass
σ(h) ≤ Ch| log h|(1+ν)/α f.s.
Daraus folgt insgesamt, dass fu¨r alle u ≥ u∗(ω) und alle x, y ∈ Du mit τE(x−y) ≤ δu
zusammen mit (5.28) und einer geeigneten Konstanten C > 0 folgendes gilt:∣∣Y (k)x0 (x)− Y (k)x0 (y)∣∣ ≤ C√2dτE(x− y)| log τE(x− y)|(1+ν)/α+1/2. (5.29)
Sei
Ω∗ =
+∞⋃
n=1
⋂
u≥n
⋂
x,y∈Du
τE(x−y)≤δu
{∣∣X(k)x0 (x)−X(k)x0 (y)∣∣
≤ C√2dτE(x− y)| log τE(x− y)|(1+ν)/α+1/2
}
(5.30)
Da X
(k)
x0 und Y
(k)
x0 die gleichen endlichdimensionalen Randverteilungen besitzen, gilt
P (Ω∗) = 1.
Schritt 4 Sei ω ∈ Ω∗. Nach Schritt 3 existiert ein u∗ ≥ 1, so dass X(k)x0 (5.30) erfu¨llt
fu¨r alle u ≥ u∗(ω) und alle x, y ∈ Du mit τE(x− y) ≤ δu.
Weiter gilt nach Lemma 2.2 in [10], dass eine Konstante KE ≥ 1 existiert, so dass
fu¨r alle x, y ∈ Rd
τE(x+ y) ≤ KE(τE(x) + τE(y)).
Sei F (h) = C
√
2dh| log h|(1+ν)/α+1/2. Man wa¨hle u0 ∈ N, so dass 2u0δu0+1 > 3K2E.
Man kann weiter annehmen, bzw. u∗(ω) so wa¨hlen, dass u∗(ω) ≥ u0.
Sei x, y ∈ D mit x 6= y, so dass 3K2EτE(x−y) ≤ δu∗(ω). Dann existiert ein eindeutiges
u ≥ u∗(ω), so dass δu+1 < 3K2EτE(x− y) ≤ δu. Da x, y ∈ D, existiert ein n ≥ u+ 1,
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so dass x, y ∈ Dn. Weiter kann man nach Schritt 1 x(j), y(j) ∈ Dj fu¨r j = u, ..., n− 1
wa¨hlen, so dass
τE(x− x(j)) ≤ 2−j, τE(y − y(j)) ≤ 2−j .
Per Konstruktion gilt somit
τE(x
(u) − y(u)) ≤ K2E(τE(x− y) + 2−u+1).
Da u ≥ u0, gilt 2uδu+1 ≥ 2u0δu0+1 > 3K2E. Somit ergibt sich:
τE(x
(u) − y(u)) ≤ 3K2EτE(x− y).
Da 3K2EτE(x− y) ≤ δk erha¨lt man mit Hilfe von Schritt 3:∣∣X(k)x0 (x(u))−X(k)x0 (y(u))∣∣ ≤ F (τE(x(u) − y(u))) .
Weiter kann man folgende Darstellung wa¨hlen:
X(k)x0 (x)−X(k)x0
(
x(u)
)
=
n−1∑
j=u
(
X(k)x0
(
x(j+1)
)−X(k)x0 (x(j)))
mit τE(x
(j+1) − x(j)) ≤ 3K2E2−(j+1) ≤ δj+1, da j ≥ u0. Weiter ist x(j) ∈ Dj ⊂ Dj+1
und somit gilt mit Schritt 3:
∣∣X(k)x0 (x)−X(k)x0 (x(u))∣∣ ≤ n−1∑
j=u
F
(
τE
(
x(j+1) − x(j))) ≤ CF (δu+1).
Damit erha¨lt man nun mittels der Dreiecksungleichung:∣∣∣X(k)x0 (x)−X(k)x0 (y)∣∣∣ ≤ F (τE (x(u) − y(u)))+ 2CF (δu+1)
≤ (1 + 2C)F (3K2EτE(x− y)) .
Also kann man eine Konstante C finden, so dass fu¨r 3K2EτE(x− y) ≤ δu∗(ω)∣∣X(k)x0 (x)−X(k)x0 (y)∣∣ ≤ CτE(x− y) |log τE(x− y)|(1+ν)/α+1/2 . (5.31)
Zum Abschluß kann nun eine Modifikation von X
(k)
x0 fu¨r x ∈ M ⊂ Rd angegeben
werden. Fu¨r x ∈ D setze
X(k)∗x0 (x)(ω) = X
(k)
x0 (x)(ω).
Fu¨r x ∈M sei x(n) ∈ D, so dass limn→∞ x(n) = x. D.h. nach (5.31) ist
(
X
(k)∗
x0
(
x(n)
)
(ω)
)
n
eine Cauchy-Folge. Daher setzt man fu¨r alle x ∈M
X(k)∗x0 (x)(ω) = limn→∞
X(k)∗x0
(
x(n)
)
(ω).
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Die Konvergenz ha¨ngt nicht von der Wahl der Folge x(n) ab und da Xkx0 stochastisch
stetig ist, ist X
(k)∗
x0 eine Modifikation von X
k
x0
. Insgesamt gilt also fu¨r 3K2EτE(x−y) <
δu∗(ω) ∣∣X(k)∗x0 (x)−X(k)∗x0 (y)∣∣ ≤ CτE(x− y) |log τE(x− y)|(1+ν)/α+1/2 . (5.32)
Mit Hilfe der Beweistechnik von Theorem 5.3.5 bekommt man das gleiche Ergebnis
auch fu¨r den Fall α = 2. Dazu ersetzt man ν2((x, y)|(Tn, ξn)n) aus (5.24) durch die
Varianz von X(x)−X(y) wie in Theorem 5.3.4:
v2((x, y)) = E
(
(X(x)−X(y))2) .
Analog zu Schritt 3 in Theorem 5.3.5 muss man nun fordern, dass β ∈ R und
δ0 > 0 existieren, so dass eine Konstante C > 0 existiert, so dass fu¨r x, y ∈ V mit
0 < τE(x− y) ≤ δ0 folgendes gilt:
E
(
(X(x)−X(y))2) ≤ CτE(x− y)2 |log τE(x− y)|β . (5.33)
Nach Theorem 5.3.4 erha¨lt man (5.33) gerade fu¨r β = 0. Somit kann man auch u¨ber
diesen Weg mit Hilfe von Schritt 1, 2 und 4 aus Theorem 5.3.5 das Resultat von
Theorem 5.3.4 zeigen. Dies wird in folgendem Korollar zusammengefasst.
Korollar 5.3.6 (Analog zu [10] 5.4)
Sei α ∈ (0, 2], k ∈ {1, ..., m}. Es existiert eine Modifikation von X(k)x0 auf V , so dass
fu¨r alle j = 1, ..., pk
lim
δ↓0
sup
x,y∈M
0<||x−y||≤δ
∣∣∣X(k)∗x0 (x)−X(k)∗x0 (y)∣∣∣
||x− y||Hj | log ||x− y|||Hj(pj−1)+β+1/2+ǫ = 0 f.s. (5.34)
fu¨r alle ǫ > 0, wobei pj = max1≤k≤j lk, β = 1α6=2 · 1/α.
Beweis. Die Behauptung folgt sofort aus Theorem 5.3.5 und Korollar 5.1.4.
Korollar 5.3.7
Sei α ∈ (0, 2], k ∈ {1, ..., m}. Das Zufallsfeld X∗(k)x0 besitzt eine Ho¨lderregularita¨t auf
Rd fu¨r alle Exponenten H ∈ (0, H(k)pk ).
Beweis. Die Behauptung folgt sofort aus Korollar 5.3.6.
Proposition 5.3.8
Sei α ∈ (0, 2], k ∈ {1, ..., m}. Das Zufallsfeld X∗(k)x0 besitzt H(k)pk als kritischen Ho¨lder-
exponenten. Fu¨r alle j = 1, ..., pk und z ∈W (k)j ∩ S0 besitzt X∗(k)x0 des Weiteren H(k)j
als richtungsgebundenen kritischen Ho¨lderexponenten in Richtung z.
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Beweis. Fu¨r eine SαS Zufallsvariable Z sei ||Z||α := (− log (E(exp(iZ))))1/α , dann
gilt nach Korollar 6.3.2 in [39] fu¨r X
∗(k)
x0 :
||X∗(k)x0 (x)−X∗(k)x0 (y)||α = Dα (lk(x− y)) τE(x− y)
wobei fu¨r alle θ ∈ S0:
Dα(θ) = c0
(∫
Rd
|f (k)x0 (θ, ξ)|αdξ
)1/α
.
Dα ist eine stetige Funktion auf der kompakten Menge S0, d.h. also es existiert ein
Minimum mα = minθ∈S0 Dα(θ) > 0. Daraus folgt zuna¨chst:
||X∗(k)x0 (x)−X∗(k)x0 (y)||α ≥ mατE(x− y)
und somit bezu¨glich der Richtung z ∈ W (k)j ∩ S0 in Verbindung mit Korollar 5.1.4
fu¨r t, t′ ∈ R:
||X∗(k)x0 (tz)−X∗(k)x0 (t′z)||α ≥ mαc1|t− t′|H
(k)
j | log |t− t′||−(lj−1)Hj .
Somit divergiert fu¨r jedes s > H
(k)
j der Term lim
|t−t′|→0
X
∗(k)
x0 (tz)−X∗(k)x0 (t′z)
|t− t′| f.s. D.h.
also fu¨r alle s ∈ (H(k)j , 1) erfu¨llen die Pfade von X∗(k)x0 f.s. keine gleichma¨ßige Ho¨lder-
bedingung mit Exponenten s in Richtung z. Jedoch erfu¨llen sie dies nach Korollar
5.3.7 fu¨r s ∈ (0, H(k)j ). Somit ist H(k)j der kritische Ho¨lderexponent in Richtung z.
D.h. insgesamt, es existiert eine Richtung z ∈ W (k)pk ∩ S0, fu¨r die H(k)pk der kritische
Ho¨lderexponent ist. Somit besitzt X
∗(k)
x0 als kritischen Ho¨lderexponenten H
(k)
pk .
Das folgende Hilfslemma lehnt sich an Lemma 5.1 aus [11] an, beru¨cksichtigt jedoch
die in 5.16 definierte Dichte und stellt auch in diesem Fall eine Korrektur sowie eine
Verallgemeinerung der OSSRSs dar.
Lemma 5.3.9 (Hilfslemma zu Theorem 5.3.5)
Es existiert eine Konstante c > 0, so dass fu¨r
σ2(h|(Tn)n) =
+∞∑
n=1
T−2/αn m(ξn)
−2/αmin(MEt
k
||hEtkξk||, 2)2 · 22m−2ψ(ξn)−2−
2q
α
Folgendes gilt:
E(σ2(h|(Tn)n)) ≤ c
+∞∑
n=1
T−2/αn h
2| log h|(1+ν)(2/α−1),
falls h ≤ e−1.
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Beweis. Betrachte
I(h) = E
(
m(ξ1)
−2/α ·min(MEt
k
||hEtkξ1,k||, 2)2 · 22m−2ψ(ξ1)−2−
2q
α
)
.
Dann gilt:
I(h) =
∫
Rd
m(ξ)1−2/α ·min(MEt
k
||hEtkξk||, 2)2 · 22m−2ψ(ξ)−2−
2q
α dξ
[Polarkoordinaten] =
∫
SEt
∫ ∞
0
m(rE
t
θ)1−2/α ·min(MEt
k
||(hr)Etkθk||, 2)2
·22m−2ψ(rEtθ)−2− 2qα rq−1dr σ(dθ)
[m einsetzen] =
∫
SEt
∫ ∞
0
(
cν
rq · (| log(r)|+ 1)1+ν
)1−2/α
·min(MEt
k
||(hr)Etkθk||, 2)2
·22m−2ψ(θ)−2− 2qα r−2− 2qα rq−1dr σ(dθ)
[vereinfachen] = 22m−2c1−2/αν
∫
SEt
∫ ∞
0
(| log(r)|+ 1)(1+ν)(2/α−1)
·min(MEt
k
||(hr)Etkθk||, 2)2 · ψ(θ)−2−
2q
α r−3dr σ(dθ)
[ρ = hr] = 22m−2c1−2/αν h
2
∫
SEt
∫ ∞
0
(| log
(ρ
h
)
|+ 1)(1+ν)(2/α−1)
·min(MEt
k
||(ρ)Etkθk||, 2)2 · ψ(θ)−2−
2q
α ρσ(dθ).
Fu¨r alle ρ > 0 und alle h ≤ e−1 gilt:∣∣∣log (ρ
h
)∣∣∣+ 1 = | log(ρ)− log(h)|+ 1
≤ (| log(ρ)|+ 1)| log(h)|+ 1
≤ 2(| log(ρ)|+ 1)| log(h)|.
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Da 2/α > 1, erha¨lt man:
I(h) = 22m−1c1−2/αν h
2| log(h)|(1+ν)(2/α−1)
∫
SEt
ψ(θ)−2−
2q
α σ(dθ) (I1 + I2)
wobei
I1 = 4
∫ ∞
1
(| log(r)|+ 1)(1+ν)(2/α−1)r−3dr
I2 = M
2
Ek
M2Et
k
∫ 1
0
∣∣∣∣rEtk∣∣∣∣2(| log(r)|+ 1)(1+ν)(2/α−1)r−3dr.
Zuna¨chst gilt, da ψ > 0 stetig ist auf SEt:∫
SEt
ψ(θ)−2−
2q
α σ(dθ) <∞.
Weiter gilt aufgrund des Wachstumsverhaltens des Logarithmus I1 <∞. Bleibt noch
das Verhalten von I2 zu untersuchen. Es gilt zuna¨chst mit Lemma 5.1.1, dass fu¨r alle
δ ∈ (0, 1) eine Konstante cδ > 0 existiert, so dass fu¨r alle r ≤ δ:∣∣∣∣rEtk∣∣∣∣ ≤ Cra(k)1 | log |r||l−1.
Da a
(k)
1 > 1, folgt ∫ 1
0
∣∣∣∣rEtk∣∣∣∣2(| log(r)|+ 1)(1+ν)(2/α−1)r−3dr <∞,
denn fu¨r δ ∈ (0, 1), a > −1 und b > 0 gilt:∫ δ
0
r−a log(r)bdr =
∫ log δ
−∞
es(1−a)sbds <∞.
Daraus folgt insgesamt die Behauptung.
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5.4. Ho¨lderregularita¨t des gesamten OSSRSs
Nun ko¨nnen wir mit Hilfe der erarbeiteten Ergebnisse fu¨r die Subprozesse X
(k)
x0 Aus-
sagen bezu¨glich der Ho¨lderregularita¨t des gesamten Zufallsprozesses X(x) definiert
wie in 4.1.1 treffen.
Korollar 5.4.1
Fu¨r x, y ∈ V besitzt das Zufallsfeld X definiert wie in Theorem 4.1.1 den kritischen
Ho¨lderexponenten H∗ = min1≤k≤m(H
(k)
pk ).
Beweis. Nach Proposition 5.3.8 besitzen die Subprozesse X
(k)
x0 den kritischen Ho¨lder-
exponenten H
(k)
pk fu¨r alle k = 1, ..., m. D.h. also fu¨r s ∈ (0, H∗) besitzen die Pfade
aller Subprozesse eine Ho¨lderregularita¨t zum Exponenten s. Damit und mit Hilfe der
mehrmalig angewandten Dreiecksungleichung folgt insgesamt:
|X(x1, ..., xm)−X(y1, ..., ym)|
= |X(x1, ..., xm)−X(x1, y2..., ym) +X(x1, y2..., ym)−X(y1, ..., ym)|
≤ |X(x1, ..., xm)−X(x1, y2..., ym)|+ |X(x1, y2..., ym)−X(y1, ..., ym)|
≤ |X(x1, ..., xm)−X(x1, y2..., ym)|+
∣∣X(1)y (x)−X(1)y (y)∣∣
≤ |X(x1, ..., xm)−X(x1, y2..., ym)|+ A1||x− y||s
≤ |X(x1, ..., xm)−X(x1, x2, y3..., ym)|+ |X(x1, x2, y3..., ym) +X(x1, y2..., ym)|
+A1||x− y||s
≤ |X(x1, ..., xm)−X(x1, x2, y3..., ym)|+ (A1 + A2)||x− y||s
...
≤
(
m∑
k=1
Ak
)
||x− y||s
Umgekehrt gibt es zu s ∈ (H∗, 1) mindestens einen Subprozess X(l∗)y , dessen Pfade
f.s. keine Ho¨lderbedingung zum Exponenten s erfu¨llen. D.h., mit
|X(x1, ..., xm)−X(y1, ..., ym)| ≥
∣∣X(l∗)y (x)−X(l∗)y (y)∣∣
folgt insgesamt die Behauptung.
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In diesem Kapitel wird exemplarisch ein Zufallsfeld erzeugt, bei dem deutlich wird,
welchen entscheidenden Vorteil die Verknu¨pfung der Konzepte der Fractional Sheets
und der Operator Scaling Random Fields bietet. Fractional Sheets ermo¨glichen es,
Unterra¨ume unabha¨ngig voneinander zu skalieren, wie etwa die Zeitdimension von
der Raumdimension abzukoppeln. Operator Scaling Random Fields ermo¨glichen eine
anisotrope Struktur und somit ein wesentlich komplexeres
Abha¨ngigkeitsverhalten von Unterra¨umen zu modellieren, wie etwa die Struktur in-
nerhalb der Raumdimension. Kombiniert man also diese Konzepte, kann man ein
ra¨umliches Feld mit anisotroper Struktur erschaffen, welches mit fortlaufender Zeit
z.B. in einer sehr a¨hnlichen Form erhalten bleibt.
SeiW2(dy×ds) ein komplexwertiges, independently scattered, isotropes, Gauß´sches
Zufallsmaß auf R2×R. Fu¨r (x, t) ∈ Ω× [0, tmax] , tmax ≤ T ,Ω = [0, 1]2 und Parameter
0 < H1, H2, H3 < 1 sei ein Zufallsfeld wie folgt definiert:
ξ¯(x, t) = Re
∫
R2×R
(
ei<x,y> − 1) (ei(tmax−t)s − 1) · ψ1(y) · ψ2(s)W2(dy × ds), (6.1)
wobei
ψ1(y) =
(
|< y, θ1 >|2H1 + |< y, θ2 >|2H2
)−H−11 +H−12
4
− 1
2
(6.2)
ψ2(s) =
1
|s| 12+H3 . (6.3)
Hierbei sind θ1, θ2 normalisierte Eigenvektoren einer Matrix E mit entsprechenden
Eigenwerten H−11 , H
−1
2 . Also ist die raumskalierende Matrix E vollsta¨ndig determi-
niert durch 4 Parameter.
Um die Masseerhaltung zu gewa¨hrleisten muss fu¨r das Zufallsfeld zusa¨tzlich gefordert
werden: ∫
Ω
ξ(x, t) dx = 0 ∀t ∈ [0, tmax], (6.4)
was man aber einfach durch die Transformation
ξ(x, t) = ξ¯(x, t)− 1|Ω|
∫
Ω
ξ¯(y, t) dy ∀t ∈ [0, tmax] (6.5)
erha¨lt. Diese ist wohldefiniert, da das Zufallsfeld ξ¯ nach Theorem 4.1.1 existiert und
f.s. stetige Pfade hat.
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6.1. Parameterhandhabung und
Skalierungseigenschaften
Die Anisotropie des Zufallsfeldes wird u¨ber die Vektoren θ1 und θ2 bzw. durch ihre
Lage zueinander mit entsprechenden Richtungen v1, v2 ∈ [0, π), v1 6= v2 sowie den
entsprechenden Eigenwerten λ1 := H
−1
1 , λ2 := H
−1
2 gesteuert. D.h.
θ1 = e
iv1 = (cos(v1), sin(v1))
θ2 = e
iv2 = (cos(v2), sin(v2))
θ1, θ2 sollen Eigenvektoren der Matrix E mit zugeho¨rigen Eigenwerten λ1 und λ2 sein,
somit ergibt sich mit Eθi = λiθi fu¨r E =
(
a11 a12
a21 a22
)
das folgende Gleichungssystem:
cos(v1)a11 + sin(v1)a12 = λ1 cos(v1)
cos(v1)a21 + sin(v1)a22 = λ1 sin(v1)
cos(v2)a11 + sin(v2)a12 = λ2 cos(v2)
cos(v2)a21 + sin(v2)a22 = λ2 sin(v2)
Daraus folgt:
E =

− cos(v1) sin(v2)λ1 + sin(v1) cos(v2)λ2
sin(v1) cos(v2)− cos(v1) sin(v2)
cos(v1) cos(v2)(λ1 − λ2)
sin(v1) cos(v2)− cos(v1) sin(v2)
− sin(v1) sin(v2)(λ1 − λ2)
sin(v1) cos(v2)− cos(v1) sin(v2)
− cos(v1) sin(v2)λ2 + sin(v1) cos(v2)λ1
sin(v1) cos(v2)− cos(v1) sin(v2)

Somit la¨sst sich nun durch Angabe von θ1, θ2, λ1, λ2 die Matrix E eindeutig angeben.
Wie man leicht sieht, gilt spur(E) = λ1 + λ2, was allgemein fu¨r alle Matrizen mit
zugeho¨rigen Eigenwerten gilt.
Fu¨r λ1 = λ2 = λ > 0 erha¨lt man z.B. wieder den einfachen Fall
E =
(
λ 0
0 λ
)
=
(
H−11 0
0 H−11
)
.
Setzt man nun
E1 :=
(
E 0
0 0
)
, E2 :=
(
0 0
0 H−13
)
, (6.6)
so ist das Zufallsfeld ξ¯ entsprechend des Definitionsbereichs also multi-operator-
skalierend mit {
ξ¯(cEj(x1, x2, t)
T)
}
R3
f.d.
=
{
cξ¯((x1, x2, t)
T)
}
R3
, j = 1, 2.
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Die zweite Skalierungseigenschaft bleibt bei dem transformierten Zufallsfeld ξ erhal-
ten, d.h. es gilt {
ξ(cE2(x1, x2, t)
T)
}
R3
f.d.
=
{
cξ((x1, x2, t)
T)
}
R3
.
Jedoch wird die erste Skalierungseigenschaft durch die Transformation abgeschwa¨cht
zu {
ξ(cE1(x1, x2, t)
T)
}
R3
f.d.
=
{
cξ((x1, x2, t)
T) + (c− 1)g(t)}
R3
, (6.7)
wobei g(t) = 1
|Ω|
∫
Ω
ξ¯(y, t) dy. Also besitzt das Zufallsfeld ξ(x) zwei Skalierungsei-
genschaften, z.B. kann man mit (x1, x2) den Ort und mit t die Zeit bezeichnen und
somit Ort und Zeit unabha¨ngig voneinander skalieren. Diese Eigenschaft ist bei der
Simulation von Entmischungsvorga¨ngen von wesentlicher Bedeutung. Bezu¨glich des
Raums sollte das Zufallsfeld eine anisotrope Struktur haben und mit Hilfe der Para-
meter H1, H2 die entsprechende Gla¨tte/Rauheit angepasst bzw. anders ausgedru¨ckt
die ra¨umliche Abha¨ngigkeit abgebildet werden. Unabha¨ngig vom Raum soll die zeit-
liche Entwicklung u¨ber den Abha¨ngigkeitsparameter H3 angepasst werden und die
mittlere Intensita¨t im Zeitintervall [0, tmax] stetig abnehmen. Diese Eigenschaften
ko¨nnen nun mit Hilfe des vorliegenden Zufallsfeldes gewa¨hrleistet werden. Abbildun-
gen 6.1 - 6.4 zeigen die Wirkungsweise der verschiedenen Parameter. Den speziellen
Fall von isotropen Zufallsfeldern erha¨lt man nur fu¨r θ1 · θ2 = 0, H1 = H2, siehe
Abbildungen 6.3 und 6.4.
Die Parameter H1 und H2 kann man bezu¨glich des Zufallsfelds ξ¯ wie folgt als Hurst-
Indizes in Richtung θ1 und θ2 interpretieren: Fu¨r einen festen Zeitpunkt t ∈ [0, tmax]
definiert man fu¨r beide Richtungen θ1, θ2 die Subprozesse
ξ¯θi(r) := ξ¯(rθi, t), i = 1, 2, r ∈ {l ∈ R : lθi ∈ Ω}. (6.8)
Wegen der Identita¨t aE(rθi) = a
1/Hi(rθi) fu¨r alle a > 0 erha¨lt man
ξ¯θi(ar)
d
= aHi ξ¯θi(r), (6.9)
d.h. also ξ¯θi(r) ist selbsta¨hnlich mit Hurst-Index Hi. Fu¨r das Feld ξ gelten hier die
gleichen Einschra¨nkungen wie in (6.7).
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H
1
θ 1
H 2
θ2
36◦
Abb. 6.1.: Anisotropes Verhalten von ξ gegeben durch θ1 = e
i·0.3π, θ2 = e
i·0.2π, H1 =
H2 = 0.5. Die Einfa¨rbungen stehen fu¨r die verschiedenen Intensita¨ten von ξ fu¨r einen festen
Zeitpunkt t > 0.
H
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36◦
Abb. 6.2.: Anisotropes Verhalten von ξ gegeben durch θ1 = e
i·0.3π, θ2 = e
i·0.2π, H1 =
H2 = 0.35.
H
1
θ 1
H2θ2
Abb. 6.3.: Isotropes Verhalten von ξ gegeben durch θ1 = e
ipi
2 , θ2 = e
i·0, H1 = H2 = 0.5.
6.2. Beispiele fu¨r ξ
Im Folgenden werden zwei Simulationen von speziellen Zufallsfeldern ξ pra¨sentiert,
die in Abschnitt 7.4 verwendet werden. Das erste Beispiel ist die Realisation eines
isotropen Zufallsfelds mit Parametern:
H1 = H2 = 0.6, H3 = 0.9, θ1 = e
i·0, θ2 = e
ipi
2 (6.10)
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H
1
θ 1
H2θ2
Abb. 6.4.: Isotropes Verhalten von ξ gegeben durch θ1 = e
ipi
2 , θ2 = e
i·0, H1 = H2 = 0.35.
Dieses Feld (Abb. 6.5) hat keine Orientierung und aufgrund des Terms (ei(tmax−t)s−1)
in (6.1) nimmt die Intensita¨t des Feldes ab bis sie zum Zeitpunkt tmax gerade 0 ist.
Abschließend wird ein anisotropes Feld mit einer Orientierung von 135◦ und einer
hohen Abha¨ngigkeit im Raum mit folgender Parameterkonfiguration simuliert:
H1 = 0.55, H2 = 0.4, H3 = 0.75, θ1 = e
i 3pi
4 , θ2 = e
i( 3pi4 +0.1
pi
4 ) (6.11)
Daraus ergeben sich Realisationen wie in Abbildung 6.6 zu sehen. In beiden Simula-
tionen ist das aktive Zeitfenster des Zufallsfeldes gesetzt als tmax = 0.002.
t = 0 t = 0.00145 t = 0.0017
Abb. 6.5.: Simulation eines isotropen Zufallsfelds mit einer abnehmenden Intensita¨t u¨ber
einen sehr kurzen Zeitabschnitt (tmax = 0.002) .
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t = 0 t = 0.00145 t = 0.0017
Abb. 6.6.: Simulation eines anisotropen Zufallsfelds mit einer Orientierung von 135◦ mit
einer abnehmenden Intensita¨t u¨ber einen sehr kurzen Zeitabschnitt (tmax = 0.002) .
6.3. Diskretisierung, Simulation und
Fehlerapproximation
Zum Abschluß dieses Kapitels wird ein Algorithmus zur Simulation des oben angege-
benen Zufallsfeldes angegeben sowie eine entsprechende Fehlerabscha¨tzung, um die
Gu¨ltigkeit des angegebenen Algorithmus zu beweisen. Die grundlegende Technik des
Algorithmus sowie der Fehlerabscha¨tzung wurde in [31] fu¨r OSSRFs detailliert aus-
gearbeitet und diente als Basis fu¨r die im Folgenden pra¨sentierten Resultate, welche
ein konkretes Beispiel fu¨r die Umsetzung eines Operator Scaling Stable Sheet sind.
Anhand dieser Beschreibung und der Grundlagen in [31] ist eine U¨bertragung auf be-
liebige Operator Scaling Stable Sheets mo¨glich, jedoch technisch fu¨r jeden Einzelfall
aufwendig.
Es soll also das Zufallsfeld
X(x, t) = Re
∫
R3
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)W2(dξ) (6.12)
auf (x, t) ∈ [0, 1]2 × [0, tmax] simuliert werden, wobei
ψ1(y) =
(
|< y, θ1 >|2H1 + |< y, θ2 >|2H2
)−H−11 +H−12
4
− 1
2
ψ2(y) =
1
|y|H3+1/2 .
Fu¨r i = 1, 2 seien Ai, Bi, Di reelle Zahlen, wobei Di sehr klein ist, Bi klein und Ai
groß genug, so dass Mi :=
Ai
Di
∈ N und Ni := BiDi ∈ N, d.h. also
0 < Di ≪ Bi ≪ Ai <∞
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und
Di =
Bi
Ni
=
Ai
Mi
mit Ni,Mi ∈ N.
Mit Hilfe obiger Definition erfolgt die Approximation von X(x, t) nun in 2 Schritten:
1. Der Integrationsbereich u¨ber R3 wird abgeschnitten auf eine kompakte Menge
G, aus der eine kleine Umgebung um die 0 herausgeschnitten wird. Definiere
also die Menge wie folgt:
G := ([−A1, A1]2 × [−A2, A2]) \ ([−B1, B1]2 × [−B2, B2])
Somit erha¨lt man als erste Approximation
XG(x, t) = Re
∫
G
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)W2(dξ) (6.13)
2. Nun folgt die Diskretisierung von XG(x, t):
G wird in a¨quidistante Quader unterteilt. Definiere dazu
J1 := {−M1, ...,M1 − 1}2 \ {−N1, ..., N1 − 1}2
J2 := {−M2, ...,M2 − 1} \ {−N2, ..., N2 − 1}
Nun ko¨nnen folgende Stu¨tzstellen und Intervalle gewa¨hlt werden:
ξkl :=
(
k · A1
M1
, l · A1
M1
)T
, (k, l) ∈ J1
∆kl :=
[
k · A1
M1
, (k + 1) · A1
M1
)
×
[
l · A1
M1
, (l + 1) · A1
M1
)
(k, l) ∈ J1
ξm :=
(
m · A2
M2
)
, m ∈ J2
∆m :=
[
m · A2
M2
, (m+ 1) · A2
M2
)
m ∈ J2
Somit la¨sst sich die Diskretisierung wie folgt angeben:
XGM(x, t) = Re
∑
(k,l)∈J1
∑
m∈J2
(
ei<x,ξkl> − 1) (eitξm − 1)·ψ1(ξkl)·ψ2(ξm)W2(∆kl×∆m)
(6.14)
Im Folgenden soll gezeigt werden, wie man einen geeigneten Algorithmus zur Berech-
nung von XGM(x, t) angeben kann. Wa¨hle xi,j = c1 · (i, j) fu¨r c1 6= 0 sowie th = c2 · h
fu¨r c2 6= 0, so dass (c1xi,j , c2th) ∈ Ω× [0, tmax] ∀ i, j ∈ J1, h ∈ J2. Mit ξkl = D1 · (k, l)
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fu¨r (k, l) ∈ J1 und ξm = D2 ·m fu¨r m ∈ J2 erha¨lt man
XGM(xi,j, th) = Re
∑
(k,l)∈J1
∑
m∈J2
(
ei<xi,j ,ξkl> − 1) (eithξm − 1)
·ψ1(ξkl) · ψ2(ξm)W2(∆kl ×∆m)
= Re
∑
(k,l)∈J1
∑
m∈J2
(
ei<c1·(i,j),D1·(k,l)> − 1) (eic2·h·D2·m − 1)
·ψ1(D1 · (k, l)) · ψ2(D2 ·m)W2(∆kl ×∆m)
= Re
∑
(k,l)∈J1
(
eic1D1(i·k+j·l) − 1) · ∑
m∈J2
(
eic2·D2·h·m − 1)
·ψ1(D1 · k,D1 · l) · ψ2(D2 ·m)W2(∆kl ×∆m)
Fu¨r bi = ciDi, i = 1, 2 erha¨lt man mit
GGM,k,l(th) =
∑
m∈J2
eib2·h·m · ψ1(D1 · k,D1 · l) · ψ2(D2 ·m)W2(∆kl ×∆m)︸ ︷︷ ︸
=:Yk,l,m
=
∑
m∈J2
eib2·h·m · Yk,l,m (6.15)
HGM(xi,j , th) =
∑
(k,l)∈J1
eib1(i·k+j·l))
(
GGM,k,l(th)−GGM,k,l(0)︸ ︷︷ ︸
=:Zk,l,h
)
=
∑
(k,l)∈J1
eib1(i·k+j·l))Zk,l,h (6.16)
Damit kann man XGM wie folgt darstellen:
XGM(xi,j, th) = Re
(
HGM(xi,j , th)−HGM(0, 0, th)
)
(6.17)
D.h. die Berechnung von GGM,k,l(th) bzw. H
G
M(xi,j, th) kann man mit Hilfe einer 1D-
FFT bzw. 2D-FFT vornehmen. Bevor wir nun einen entsprechenden Algorithmus
aufbauend auf der Darstellung (6.14) angegeben, wird zuna¨chst gezeigt, dass die
angegebene Diskretisierung des Zufallsfeldes, wie in (6.14) angegeben, auch gegen
das Zufallsfeld (6.12) konvergiert und somit eine geeignete Approximation darstellt.
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6.3.1. Fehlerapproximation 1. Schritt
Im Folgenden soll in zwei Schritten gezeigt werden, dass die in (6.14) konstruierte
Approximation von (6.12) auch sinnvoll ist. Zuna¨chst werden die Felder (6.12) und
(6.13) in Verbindung gebracht, in einem 2. Schritt wird das Verha¨ltnis von (6.13)
und (6.14) untersucht. Somit la¨sst sich der Approximationsfehler in den Abschnei-
deprozess und den Diskretisierungsprozess unterteilen.
Proposition 6.3.1
Seien X(x, t), XG(x, t) definiert wie in (6.12), (6.13) mit λ2 − λ1 < min(2, 2λ1− 2).
Dann existieren Konstanten Cˆ1, Cˆ2, Cˆ3 > 0, so dass gilt:∣∣∣∣X(x, t)−XG(x, t)∣∣∣∣
2
≤ Cˆ3 ·
(
A
−2−λ1+λ2
2λ2
1 ·
(
A−H32 + Cˆ2
)
+B
−2+3λ1−λ2
4λ1
1 ·B1−H32 + Cˆ1A−H32
)
Also konvergiert XG gegen X mit wachsendem Integrationsbereich G, d.h. mit fallen-
dem B1, B2 und wachsendem A1, A2.
Beweis. Zuna¨chst wird das Integral in geeignete Fa¨lle untergliedert, die eine weitere
Abscha¨tzung ermo¨glichen. Es gilt:∣∣∣∣X(x, t)−XG(x, t)∣∣∣∣
2
=
∣∣∣∣∣∣∣∣Re ∫
R3\G
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)W2(dξ)∣∣∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣∣∣Re∫
||ξ1||∞>A1,|ξ2|>A2
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)W2(dξ)∣∣∣∣∣∣∣∣
2
(6.18)
+
∣∣∣∣∣∣∣∣Re ∫
||ξ1||∞<B1,|ξ2|<B2
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)W2(dξ)∣∣∣∣∣∣∣∣
2
(6.19)
+
∣∣∣∣∣∣∣∣Re ∫
||ξ1||∞>A1,|ξ2|≤A2
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)W2(dξ)∣∣∣∣∣∣∣∣
2
(6.20)
+
∣∣∣∣∣∣∣∣Re ∫
||ξ1||∞≤A1,|ξ2|>A2
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)W2(dξ)∣∣∣∣∣∣∣∣
2
(6.21)
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D.h. wir haben fu¨r alle vier Fa¨lle eine Abscha¨tzung vorzunehmen. Die erste ergibt
sich durch:
((6.18))2 ≤
∣∣∣∣∣∣∣∣∫
||ξ1||∞>A1,|ξ2|>A2
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)W2(dξ)∣∣∣∣∣∣∣∣2
2
=
∫
||ξ1||∞>A1,|ξ2|>A2
∣∣∣ (ei<x,ξ1> − 1) (eitξ2 − 1)︸ ︷︷ ︸
|·|≤2·2
·ψ1(ξ1) · ψ2(ξ2)
∣∣∣2dξ
≤ 24
∫
||ξ1||∞>A1,|ξ2|>A2
ψ1(ξ1)
2 · ψ2(ξ2)2dξ
Ton
= 24
∫
||ξ1||∞>A1
ψ1(ξ1)
2dξ1
∫
|ξ2|>A2
|ξ2|−1−2H3dξ2
= 24
∫
||ξ1||∞>A1
ψ1(ξ1)
2dξ1 · 2
[
1
−2H3 ξ
−2H3
2
]∞
A2
= 24 · A
−2H3
2
H3
∫
||ξ1||∞>A1
ψ1(ξ1)
2dξ1︸ ︷︷ ︸
[31] 2.9,2.10
≤ 27 · A
−2H3
2
H3
·
(
1
2
√
1− | < θ1, θ2 > |2
)−2−λ1−λ2
λ1 · λ2
2 + λ1 − λ2 · A
−2−λ1+λ2
λ2
1
= A
−2−λ1+λ2
λ2
1 · A−2H32 · C1,E
wobei
C
1,E =
(
1
2
√
1− | < θ1, θ2 > |2
)−2−λ1−λ2
λ1 · 2
7λ2
(2 + λ1 − λ2)H3 .
Die zweite Abscha¨tzung wird mit Hilfe von [31] 1.2.3 und 1.2.4 analog zu (6.18)
vorgenommen, wobei diesmal die Abscha¨tzungen |eitξ2 − 1| ≤ |tξ2| ≤ tmax · |ξ2| sowie
|ei<x,ξ1> − 1| ≤ | < x, ξ1 > | ≤
√
2 · ||ξ1||2 verwendet werden.
((6.19))2 ≤
∣∣∣∣∣∣∣∣∫
||ξ1||∞<B1,|ξ2|<B2
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)W2(dξ)∣∣∣∣∣∣∣∣2
2
≤ 2t2max
∫
||ξ1||∞<B1
||ξ1||22 · ψ1(ξ1)2dξ1
∫
|ξ2|<B2
|ξ2|2 · |ξ2|−1−2H3dξ2
= 2t2max
∫
||ξ1||∞<B1
||ξ1||22 · ψ1(ξ1)2dξ1
2
2(1−H3)
[
ξ2−2H32
]B2
0
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= 2t2max
∫
||ξ1||∞<B1
||ξ1||22 · ψ1(ξ1)2dξ1
1
1−H3B
2(1−H3)
2
=
2t2max
1−H3B
2(1−H3)
2
∫
||ξ1||∞<B1
||ξ1||22ψ1(ξ1)2dξ1︸ ︷︷ ︸
[31] 1.2.4
≤ 2t
2
max
1−H3B
2(1−H3)
2 ·
(
1
2
√
1− | < θ1, θ2 > |2
)−2−λ1−λ2
λ1 · λ2
2 + λ1 − λ2
· 2πλ1−2 + 3λ1 − λ2 · 2
−2+3λ1−λ2
2λ1 · B
−2+3λ1−λ2
2λ1
1
= B
2(1−H3)
2 · B
−2+3λ1−λ2
2λ1
1 · C2,E
wobei
C
2,E =
(
1
2
√
1− | < θ1, θ2 > |2
)−2−λ1−λ2
λ1 · t
2
maxπλ1λ22
−2+3λ1−λ2
2λ1
+2
(2 + λ1 − λ2)(−2 + 3λ1 − λ2)(1−H3) .
Die beiden Abscha¨tzungen fu¨r (6.20) und (6.21) ergeben sich aus der vorherigen
Abscha¨tzungen fu¨r 6.18 und aufgrund der Tatsache, dass nach 4.1.1 Konstanten
Cˆ1, Cˆ2 > 0 existieren, so dass:∫
||ξ1||∞<A1
∣∣∣ (ei<x,ξ1> − 1) · ψ1(ξ1)∣∣∣2dξ1 < Cˆ1∫
||ξ2||∞<A2
∣∣∣ (eitξ2 − 1) · ψ2(ξ2)∣∣∣2dξ2 < Cˆ2.
Mit Setzung der Konstanten Cˆ23 := C1,E + C2,E folgt insgesamt die Behauptung.
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6.3.2. Fehlerapproximation 2. Schritt
Proposition 6.3.2
Seien XG(x, t), XGM(x, t) definiert wie in (6.13), (6.14) und λ2 − λ1 < 4. Seien wie
zuvor Di =
Ai
Mi
= Bi
Ni
die Schrittweiten zu vorgegebenem Integrationsbereich Ai, Bi
und Gitterpunkten Mi, Ni, i = 1, 2. Dann existiert eine Konstante Cˆ2, so dass gilt:∣∣∣∣XG(x, t)−XGM(x, t)∣∣∣∣2 ≤ Cˆ2 · (D(1/λ2−δ)·β1 +√2D2 +D1)
Beweis. Entscheidend fu¨r die Fehlerabscha¨tzung ist hier zuna¨chst eine geeignete Pro-
duktstruktur zu finden, daher wird zuna¨chst die folgende Unterteilung vorgenommen:
∣∣∣∣XG(x, t)−XGM(x, t)∣∣∣∣22
=
∣∣∣∣∣∣Re ∫
G
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)W2(dξ)
−Re
∑
(k,l)∈J1
∑
m∈J2
(
ei<x,ξkl> − 1) (eitξm − 1) · ψ1(ξkl) · ψ2(ξm)W2(∆kl ×∆m)∣∣∣∣∣∣2
2
=
∣∣∣∣∣∣Re ∫
G
∑
(k,l)∈J1
∑
m∈J2
1∆kl(ξ1)1∆m(ξ2)f(x, t, ξ)W2(dξ)
∣∣∣∣∣∣2
2
≤
∣∣∣∣∣∣ ∫
G
∑
(k,l)∈J1
∑
m∈J2
1∆kl(ξ1)1∆m(ξ2)f(x, t, ξ)W2(dξ)
∣∣∣∣∣∣2
2
=
∫
G
∑
(k,l)∈J1
∑
m∈J2
1∆kl(ξ1)1∆m(ξ2)|f(x, t, ξ)|2dξ
Ton
=
∑
(k,l)∈J1
∑
m∈J2
∫
∆kl
∫
∆m
|f(x, t, ξ)|2dξ2dξ1
wobei
f(x, t, ξ) =
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)
− (ei<x,ξkl> − 1) (eitξm − 1) · ψ1(ξkl) · ψ2(ξm)
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Der Ausdruck eignet sich in dieser Form noch nicht zur weiteren Abscha¨tzung, daher
wird f wie folgt umgeschrieben:
f(x, t, ξ) =
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξ2)
± (ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · ψ2(ξm)
± (ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξkl) · ψ2(ξm)
± (ei<x,ξ1> − 1) (eitξm − 1) · ψ1(ξkl) · ψ2(ξm)
− (ei<x,ξkl> − 1) (eitξm − 1) · ψ1(ξkl) · ψ2(ξm)
=
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ2(ξm) · (ψ1(ξ1)− ψ1(ξkl))
+
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · (ψ2(ξ2)− ψ2(ξm))
+
(
ei<x,ξ1> − 1) (eitξ2 − eitξm) · ψ1(ξkl) · ψ2(ξm)
+
(
ei<x,ξ1> − ei<x,ξkl>) (eitξm − 1) · ψ1(ξkl) · ψ2(ξm)
Daraus folgt mit der Tatsache, dass (a + b)2 ≤ 2(a2 + b2):
|f(x, t, ξ)|2 =
∣∣∣ (ei<x,ξ1> − 1) (eitξ2 − 1) · ψ2(ξm) · (ψ1(ξ1)− ψ1(ξkl))
+
(
ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · (ψ2(ξ2)− ψ2(ξm))
+
(
ei<x,ξ1> − 1) (eitξ2 − eitξm) · ψ1(ξkl) · ψ2(ξm)
+
(
ei<x,ξ1> − ei<x,ξkl>) (eitξm − 1) · ψ1(ξkl) · ψ2(ξm)∣∣∣2
≤ 4
∣∣∣ (ei<x,ξ1> − 1) (eitξ2 − 1) · ψ2(ξm) · (ψ1(ξ1)− ψ1(ξkl)) ∣∣∣2
+4
∣∣∣ (ei<x,ξ1> − 1) (eitξ2 − 1) · ψ1(ξ1) · (ψ2(ξ2)− ψ2(ξm)) ∣∣∣2
+4
∣∣∣ (ei<x,ξ1> − 1) (eitξ2 − eitξm) · ψ1(ξkl) · ψ2(ξm)∣∣∣2
+4
∣∣∣ (ei<x,ξ1> − ei<x,ξkl>) (eitξm − 1) · ψ1(ξkl) · ψ2(ξm)∣∣∣2
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Nun ist es mo¨glich, eine Aufteilung anzugeben, welche im Folgenden zu einer geeig-
neten Abscha¨tzung fu¨hren wird. Mit den bisher erarbeiteten Resultaten ergibt sich
zuna¨chst:∣∣∣∣XG(x, t)−XGM(x, t)∣∣∣∣22
≤
∑
(k,l)∈J1
∑
m∈J2
∫
∆kl
∫
∆m
4
∣∣∣ (ei<x,ξ1> − 1) (eitξ2 − 1)
· ψ2(ξm) · (ψ1(ξ1)− ψ1(ξkl))
∣∣∣2dξ2dξ1 (6.22)
+
∑
(k,l)∈J1
∑
m∈J2
∫
∆kl
∫
∆m
4
∣∣∣ (ei<x,ξ1> − 1) (eitξ2 − 1)
· ψ1(ξ1) · (ψ2(ξ2)− ψ2(ξm))
∣∣∣2dξ2dξ1 (6.23)
+
∑
(k,l)∈J1
∑
m∈J2
∫
∆kl
∫
∆m
4
∣∣∣ (ei<x,ξ1> − 1) (eitξ2 − eitξm)
· ψ1(ξkl) · ψ2(ξm)
∣∣∣2dξ2dξ1 (6.24)
+
∑
(k,l)∈J1
∑
m∈J2
∫
∆kl
∫
∆m
4
∣∣∣ (ei<x,ξ1> − ei<x,ξkl>) (eitξm − 1)
· ψ1(ξkl) · ψ2(ξm)
∣∣∣2dξ2dξ1 (6.25)
Somit werden im Folgenden die Terme (6.22), (6.23), (6.24) und (6.25) einzeln ab-
gescha¨tzt. Betrachten wir zuna¨chst (6.22):
(6.22) ≤ 26
∑
(k,l)∈J1
∑
m∈J2
∫
∆kl
∫
∆m
ψ2(ξm)
2 · |ψ1(ξ1)− ψ1(ξkl)|2 dξ2dξ1
Ton
= 26
∑
(k,l)∈J1
∫
∆kl
|ψ1(ξ1)− ψ1(ξkl)|2 dξ1 ·
∑
m∈J2
∫
∆m
ψ2(ξm)
2dξ2
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Nun gilt:∑
m∈J2
∫
∆m
ψ2(ξm)
2dξ2 =
∑
m∈J2
ψ2(ξm)
2
∫
∆m
dξ2
=
∑
m∈J2
ψ2(ξm)
2 A2
M2
=
A2
M2
∑
m∈J2
|ξm|−2H3−1
≤ 2 · A2
M2
M2∑
m=N2
|ξm|−2H3−1
= 2 · A2
M2
M2∑
m=N2
(
m · A2
M2
)−2H3−1
[
m−γ ≤ ∫ m
m−1
x−γdx
]
⇒ ≤
(
A2
M2
)−2H3
· 2
(∫ M2
N2−1
y−2H3−1dy
)
=
(
A2
M2
)−2H3
· 2
(
1
2H3
(
(N2 − 1)−2H3 −M−2H32
))
=
1
H3
((
A2
M2
N2 − A2
M2
)−2H3
−A−2H32
)
=
1
H3
(
(B2 −D2)−2H3 −A−2H32
)
[0 < Di ≪ Bi]⇒ < 1
H3
((
1
2
B2
)−2H3
− A−2H32
)
=: C1,A2,B2,H3.
Weiter gilt nach [31] 1.2.7 mit entsprechenden Konstanten
C10, C11, 0 < β < min(λ1, 2
λ1
λ2
), λ2 − λ1 < 4 und δ > 0 beliebig:∑
(k,l)∈J1
∫
∆kl
|ψ1(ξ1)− ψ1(ξkl)|2 dξ1
≤ D(1/λ2−δ)·2β1 ·
(
C10 · B1/λ1(−4−λ1+λ2)1
+C11
(
(1−D1)1/λ2(−4−λ1+λ2) −A1/λ2(−4−λ1+λ2)1
))
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≤ D(1/λ2−δ)·2β1 ·
(
C10 ·B1/λ1(−4−λ1+λ2)1 + C11
(
1
2
)1/λ2(−4−λ1+λ2))
︸ ︷︷ ︸
C
2,B1,E
= C
2,B1,E ·D
(1/λ2−δ)·2β
1
Daraus folgt insgesamt:
(6.22) ≤ 28 · C1,A2,B2,H3 · C2,B1,E ·D
(1/λ2−δ)·2β
1
Da β > 0 und δ > 0 beliebig, gilt diese Abscha¨tzung fu¨r (1/λ2− δ) ·2β > 0. D.h. mit
kleiner werdendem Gitterabstand D1 konvergiert (6.22) gegen 0. Als na¨chstes folgt
die Abscha¨tzung fu¨r (6.23):
(6.23) ≤ 28
∑
(k,l)∈J1
∑
m∈J2
∫
∆kl
∫
∆m
ψ1(ξ1)
2 · |ψ2(ξ2)− ψ2(ξm)|2 dξ2dξ1
Ton
= 28
∑
(k,l)∈J1
∫
∆kl
ψ1(ξ1)
2dξ1 ·
∑
m∈J2
∫
∆m
|ψ2(ξ2)− ψ2(ξm)|2 dξ2
Es gilt mit Hilfe des Mittelwertsatzes, dass ξ2,m ∈ [ξm, ξ2] existieren, so dass∣∣|ξ2|−H3−1/2 − |ξm|−H3−1/2∣∣ = ||ξ2| − |ξm|| · |H3 + 1/2| · |ξ2,m|−H3−1/2−1.
Damit folgt:∑
m∈J2
∫
∆m
|ψ2(ξ2)− ψ2(ξm)|2 dξ2
=
∑
m∈J2
∫
∆m
∣∣|ξ2|−H3−1/2 − |ξm|−H3−1/2∣∣2 dξ2
=
−N2−1∑
m=−M2
∫
∆m
∣∣|ξ2|−H3−1/2 − |ξm|−H3−1/2∣∣2 dξ2
+
M2−1∑
m=N2
∫
∆m
∣∣|ξ2|−H3−1/2 − |ξm|−H3−1/2∣∣2 dξ2
≤
−N2−1∑
m=−M2
∫
∆m
||ξ2| − |ξm||2 · |H3 + 1/2|2 · |ξ2|−2H3−1−2dξ2
+
M2∑
m=N2
∫
∆m
||ξ2| − |ξm||2 · |H3 + 1/2|2 · |ξm|−2H3−1−2dξ2
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≤ D22 · |H3 + 1/2|2
∫ −B2
−A2
|ξ2|−2H3−1−2dξ2
+D22 · |H3 + 1/2|2
M2∑
m=N2
|ξm|−2H3−3
∫
∆m
dξ2
≤ D22 · |H3 + 1/2|2 ·
1
2H3 + 2
(
B−2H3−22 − A−2H3−22
)
+D22 · |H3 + 1/2|2 ·D−2H3−32
(∫ M2
N2−1
y−2H3−3dy
)
·D2
= D22 · |H3 + 1/2|2 ·
1
2H3 + 2
(
B−2H3−22 −A−2H3−22
)
+D−2H32 · |H3 + 1/2|2
1
2H3 + 2
(
(N2 − 1)−2H3−2 −M−2H3−22
)
≤ D22 · |H3 + 1/2|2 ·
1
2H3 + 2
(
A−2H3−22 − B−2H3−22
)
+D−2H32 · |H3 + 1/2|2
1
2H3 + 2
(
A2
D2
)−2H3−2
= C3,A2,B2,H3 ·D22
weiter gilt nach [31] 1.2.2 mit entsprechender Konstante C˜1:∑
(k,l)∈J1
∫
∆kl
ψ1(ξ1)
2dξ1
≤ C˜1 · 2π ·
(
λ1
2− λ1 + λ2
(
B
−2+λ1−λ2
λ1
1 − 1
)
+
λ2
2 + λ1 − λ2
(
1− (A1
√
2)
−2−λ1+λ2
λ2
))
= C4,A1,B1
Daraus folgt insgesamt:
(6.23) ≤ 26 · C3,A2,B2,H3 · C4,A1,B1 ·D22.
D.h. also, der Term (6.23) konvergiert fu¨r kleiner werdenden Abstand D2 gegen 0.
Als na¨chstes folgt die Abscha¨tzung fu¨r (6.24):
(6.24) ≤ 24
∑
(k,l)∈J1
∑
m∈J2
∫
∆kl
∫
∆m
∣∣∣ (eitξ2 − eitξm) · ψ1(ξkl) · ψ2(ξm)∣∣∣2dξ2dξ1
Ton
= 24
∑
(k,l)∈J1
∫
∆kl
ψ1(ξkl)
2dξ1 ·
∑
m∈J2
∫
∆m
∣∣∣eitξ2 − eitξm∣∣∣2 · ψ2(ξm)2dξ2
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Der erste Teil ergibt sich analog zur Abscha¨tzung in (6.23). Somit bleibt zu betrach-
ten: ∑
m∈J2
∫
∆m
∣∣∣eitξ2 − eitξm∣∣∣2 · ψ2(ξm)2dξ2 ≤ ∑
m∈J2
∫
∆m
|t|2|ξ2 − ξm|2|ξm|−2H3−1dξ2
≤ |tmax|2D22
∑
m∈J2
∫
∆m
|ξm|−2H3−1dξ2
[Analog zu (6.22)] ≤ |tmax|2D22 · C1,A2,B2,H3
Daraus folgt insgesamt:
(6.24) ≤ 24 · C4,A1,B1 · C1,A2,B2,H3 · |tmax|2 ·D22
D.h. also der Term (6.24) konvergiert fu¨r kleiner werdenden Abstand D2 gegen 0.
Zuletzt folgt die Abscha¨tzung fu¨r (6.25):
(6.25) ≤ 24
∑
(k,l)∈J1
∑
m∈J2
∫
∆kl
∫
∆m
∣∣∣ (ei<x,ξ1> − ei<x,ξkl>) · ψ1(ξkl) · ψ2(ξm)∣∣∣2dξ2dξ1
Ton
= 24
∑
(k,l)∈J1
∫
∆kl
∣∣∣ei<x,ξ1> − ei<x,ξkl>∣∣∣2 · ψ1(ξkl)2dξ1 · ∑
m∈J2
∫
∆m
ψ2(ξm)
2dξ2
Der zweite Teil ergibt sich analog zur Abscha¨tzung in (6.22). Somit bleibt zu be-
trachten:∑
(k,l)∈J1
∫
∆kl
∣∣∣ei<x,ξ1> − ei<x,ξkl>∣∣∣2 · ψ1(ξ1)2dξ1
≤
∑
(k,l)∈J1
∫
∆kl
||x||22 · ||ξ1 − ξkl||22 · ψ1(ξ1)2dξ1
[Analog zu (6.24)] ≤ ||x||22 ·
(√
2D1
)2
· C4,A1,B1
Daraus folgt insgesamt:
(6.25) ≤ 25 · C1,A2,B2,H3 · C4,A1,B1 ·D21
D.h. also der Term (6.25) konvergiert fu¨r kleiner werdenden Abstand D1 gegen 0.
Die globale Konstante Cˆ22 wa¨hlt man dann als das Maximum aller vorhandenen
Konstanten der Abscha¨tzungen fu¨r die Terme (6.22 - 6.25).
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Bemerkung 6.3.3
Proposition 6.3.1 und 6.3.2 ermo¨glichen nun, X beliebig genau zu approximieren.
D.h. fu¨r ǫ > 0 beliebig, wa¨hle A1, A2, B1, B2, so dass in Abha¨ngigkeit von Cˆ1, Cˆ2, Cˆ3
und E:
Cˆ3 ·
(
A
−2−λ1+λ2
2λ2
1 ·
(
A−H32 + Cˆ2
))
+B
−2+3λ1−λ2
4λ1
1 · B1−H32 + Cˆ1 · A−H32 ≤
ǫ
2
Wa¨hle daraufhin die Schrittweiten Di =
Ai
Mi
= Bi
Ni
bzw. die Anzahl der Gitterpunkte
Mi, Ni, i = 1, 2 in Abha¨ngigkeit von A1, A2, B1, B2, Cˆ2 und E, so dass
Cˆ2 ·
(
D
(1/λ2−δ)·β
1 +
√
2D2 +D1
)
≤ ǫ
2
.
Somit folgt mit der Dreiecksungleichung, dass∣∣∣∣X(x, t)−XGM(x, t)∣∣∣∣2 ≤ ∣∣∣∣X(x, t)−XG(x, t)∣∣∣∣2
+
∣∣∣∣XG(x, t)−XGM(x, t)∣∣∣∣2
≤ ǫ
Die folgende Bedingung zeigt, welcher Zusammenhang zwischen H1 und H2 erfor-
derlich ist, damit die angegebene Approximation Gu¨ltigkeit hat.
Bemerkung 6.3.4
Die Bedingung λ2 − λ1 < min(2, 2λ1 − 2) in 6.3.1 dominiert die Bedingung in 6.3.2
und bietet dennoch eine große Auswahl an Kombinationen aus λ1 ≤ λ2 bzw. H1 =
λ−11 ≥ H2 = λ−12 . Betrachten wir zuna¨chst den Fall λ1 ≥ 2, dann gilt
λ2 − λ1 < 2⇔ H2 ∈
(
1
2 +H−11
, H1
]
,
im zweiten Fall ergibt sich:
λ2 − λ1 < 2λ1 − 2⇔ H2 ∈
(
1
3H−11 − 2
, H1
]
.
So erha¨lt man z.B. fu¨r H1 = 0.5, dass H2 ∈ (0.25, 0.5], was eine sehr flexible Model-
lierung ermo¨glicht.
Insgesamt wurde alsogezeigt, dass die Approximation des Zufallsfeldes sinnvoll ge-
wa¨hlt ist. Dies gibt uns die Rechtfertigung zur Angabe eines Simulationsalgorithmus,
den wir zum Abschluß dieses Kapitels angeben mo¨chten.
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6.4. Approximationsalgorithmus
Der Quellcode zu folgendem Approximationsalgorithmus kann aus A.1 entnommen
werden. Die Berechnung la¨uft in Adaption zu [31] in folgenden Schritten ab:
1. Simulation von (2M1)
2 × 2M2 i.i.d. komplexwertigen Nµ,σ Zufallsvariablen
W2(∆k,l,m), (k, l) ∈ J1, m ∈ J2 mit Parametern µ = 0, σ = D1D1/22 .
2. Berechnung von fk,l,m = ψ1(ξk,l) · ψ2(ξm) fu¨r (k, l,m) ∈ J1 × J2.
3. Berechnung von Zk,l,m = fk,l,m ·W2(∆k,l,m).
4. Berechnung von
HGM(xu,v, th) =
∑
(k,l)∈J1
eib1(u·k+v·l)
(∑
m∈J2
eib2·h·m · Zk,l,m −
∑
m∈J2
Zk,l,m
)
=
∑
(k,l)∈J1
eib1(u·k+v·l)
(
FFT1D(Zk,l,m)−
∑
m∈J2
Zk,l,m
)
= FFT2D
(
FFT1D(Zk,l,m)−
∑
m∈J2
Zk,l,m
)
fu¨r (u, v, h) ∈ J1 × J2.
5. Berechnung von
XGM(xu,v, th) = Re
(
HGM(xu,v, th)
)− Re (HGM(0, 0, th)) ≈ X(xu,v, th).
Hierbei sind FFT2D, FFT1D geeignete Versionen der zweidimensionalen, bzw. eindi-
mensionalen Fast Fourier Transformation, welche in den meisten Programmbiblio-
theken fu¨r numerische Berechnungen (wie etwa fu¨r Matlab, Java oder C++ verfu¨g-
bar) bereits implementiert sind. Durch diese Transformation wird eine sehr effiziente
Methode zur Simulation bereitgestellt.
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Abb. 7.1.: Breites Anwendungsspektrum wie Pflegemittel fu¨r Kontaktlinsen, Lot-Material
in mikroelektronischen Anwendungen oder Bindemittel in Kosmetika. Bildquellen: [43, 44,
45].
Das folgende Kapitel ist aus einem gemeinsamen Artikel der oben genannten Auto-
ren entstanden und erscheint im Philosophical Magazine ??.
Im Rahmen dieser Dissertation soll anhand dieses Kapitels aufgezeigt werden, welche
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flexiblen Modellierungen mit OSSRSs mo¨glich sind. Da nun Ort- und Zeitabha¨ngig-
keiten sowie die ra¨umliche Anisotropie unabha¨ngig voneinander modelliert werden
ko¨nnen, lassen sich die physikalischen Pha¨nomene, welche im Folgenden beschrieben
werden, sehr gut simulieren.
In vielen modernen technischen Anwendungen werden diverse Mehrphasengemische
verwendet, um den anspruchsvollen mechanischen, chemischen und elektrischen An-
forderungen gerecht zu werden. Um ihre strukturellen Eigenschaften als kontinu-
ierliche makroskopische Materialien zu verstehen ist es wichtig, die Mikrostruktur
dieser Mischungen zu erfassen, speziell das Versta¨ndnis der Phasentrennung und
Vergro¨berung der Mehrkomponenten-Systeme auf der Mikrostrukturebene ist von
besonderer Bedeutung fu¨r eine breite Palette an Anwendungen.
Die mikrostrukturelle Anordnung ha¨ngt zum einen von der Konfiguration des Sys-
tems und a¨ußeren Antriebskra¨ften ab, aber insbesondere auch zufa¨llige physikalische
Unzula¨nglichkeiten innerhalb des Materials sowie zufa¨llige Sto¨rungen im thermo-
dynamischen Feld beeinflussen im Wesentlichen die mikrostrukturelle Entwicklung.
Da alle physikalischen Prozesse zu einem gewissen Grad zufa¨lligen Inhomogenita¨ten
unter realistischen Bedingungen ausgesetzt sind, kann der Einfluss von zufa¨lligen
Erscheinungen in modernen physikalischen Modellen nicht vernachla¨ssigt werden.
Zur Beschreibung der mikrostrukturellen Konfiguration verwenden wir ein erweiter-
tes Cahn-Hilliard Phasenfeldmodell, welches eine Evolutionsgleichung fu¨r die Dif-
fusion in heterogenen Festko¨rpergemischen darstellt. Dieses Diffusionsmodell haben
wir im Rahmen unserer Zusammenarbeit um Einflussgro¨ßen resultierend aus aniso-
tropen Zufallsfeldern erweitert. Diese spielen bei der Darstellung mikrostruktureller
Vera¨nderungen eine essentielle Rolle, da diese Zufallsfelder ada¨quat physikalische In-
homogenita¨ten im Material abbilden ko¨nnen. Zur Darstellung der Vielseitigkeit und
Flexibilita¨t unseres Modells fu¨hren wir numerische Simulationen von Entmischungs-
vorga¨ngen im bina¨ren, eutektischen Weichlot Sn-Pb durch und vergleichen unsere
Ergebnisse mit Experimenten. Es ist das erste Mal, dass die mikrostrukturelle Ent-
wicklung in einem Mehrkomponenten-System mit OSSRSs modelliert wird, wobei
die erzielten Resultate unsere Erweiterung rechtfertigen.
Lange Zeit war die Material-Modellierung und Untersuchungen zur Mikrostruktur
vor allem durch empirische Studien gepra¨gt. Systematische experimentelle Beob-
achtungen lieferten die beno¨tigten Ergebnisse, um strukturelle Eigenschaften der
betrachteten Materialien abzuleiten. Allerdings ist in den letzten Jahrzehnten das
Interesse an der mathematischen Modellierung von Materialien auf verschiedenen
La¨ngen-und Zeitskalen stetig gewachsen. Das Hauptziel dieser Disziplin besteht dar-
in, ein Modell sowie numerische Simulationen zu entwickeln, um ein Versta¨ndnis fu¨r
die physikalischen Prozesse innerhalb der Materialien zu gewinnen. Außerdem sollten
solche Modelle Vorhersagen fu¨r das Materialverhalten von zuku¨nftigen Anwendun-
gen liefern. Hierbei sind experimentelle Daten noch eine wesentliche Quelle fu¨r die
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Validierung und Parametrisierung der Materialmodelle. Bei der Modellierung strebt
man eine minimale Anzahl von Parametern an, wobei die Ergebnisse gleichzeitig mit
den Experimenten u¨bereinstimmen sollten. Hierbei ist es also wichtig, die dominie-
renden Gro¨ßen und Einflu¨ße sekunda¨rer Ordnung herauszufiltern sowie Variablen,
die zu vernachla¨ssigen sind. Das Ziel ist immer ein recht einfaches Modell abzuleiten,
welches die komplexen Prozesse in der Realita¨t hinreichend genau abbilden kann.
Die schnelle Entwicklung im Bereich des wissenschaftlichen Rechnens ermo¨glichte
die Einbettung der mathematischen Materialmodelle in den Rahmen eines numeri-
schen Approximations-Schemas, wie z. B. spektrale Methoden oder Finite-Elemente-
Analyse. Insbesondere im Bereich der diffusionsinduzierten Phasentrennung und Ver-
gro¨berung der berechneten Prozesse wird mit diesen Methoden die Trennung der
Mischung in verschiedenen Phasen und auch die Rate der Wachstumsphase sehr gut
abgebildet. Allerdings entspricht diese deterministisch berechnete Mikrostruktur ei-
ner ideal glatten Lamelle, welche nicht realistisch ist. Eine typische Mikrostruktur der
Phasenevolution in einem eutektischen Sn-Pb-Lot ist in Abbildung 7.2 dargestellt.
Die Aufnahme zeigt Bereiche unterschiedlicher Mikrostruktur zu einem festen Zeit-
Abb. 7.2.: Aufnahme einer 100µm × 50µm eutektische Sn-Pb Platte nach 10h Alterung
bei einer Temperatur von 146◦ C. Die blauen Bilder zeigen die entsprechend simulierten
Mikrostrukturen.
punkt. Es gibt einige Bereiche, in denen sich orientierte Lamellen-a¨hnliche Strukturen
entwickelt haben und in benachbarten Regionen entstehen verzerrte blasena¨hnliche
Partikel. Aber wodurch entsteht die Divergenz der Beobachtungen von der idealen
Theorie? Ein Materialwissenschaftler wu¨rde antworten, dass nichts perfekt ist und
es immer externe Sto¨rungen gibt, Temperaturschwankungen und Inhomogenita¨ten,
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und auf lange Sicht ihr Einfluss schwindet. Allerdings ist die spezielle Mikrostruktur
direkt durch ko¨rperliche Ma¨ngel im Material und durch zufa¨llige Abweichungen in
den a¨ußeren thermodynamischen Feldern betroffen. Nach unserer Auffassung kann
der Einfluss solcher zufa¨lligen Pha¨nomene nicht in den modernen physikalischen Mo-
dellen vernachla¨ssigt werden.
Um solche Sto¨rungen mit zu modellieren, pra¨sentieren wir hier einen neuen Ansatz
zur Beschreibung von Phasenevolutionen. Wir wollen ein koha¨rentes Diffusionsmodell
fu¨r Phasenseparation und Vergro¨berung der Phasen pra¨sentieren, welches zufa¨llig
treibende Kra¨fte beru¨cksichtigt. Zu diesem Zweck nutzen wir ein OSSRS im Cahn-
Hilliard Phasen-Feld Modell, um die Phasenevolution in einer bina¨ren Mischung zu
beschreiben.
Natu¨rlich sind wir nicht die ersten, welche stochastische Diffusions-Modelle einfu¨hren.
Das Interesse an diesen Erscheinungen geht zuru¨ck auf die fru¨hen Arbeiten von Cahn,
Cook und Hilliard [16, 17, 18]. Alle nachfolgenden Modelle basierten auf dieser Theo-
rie, welche auf Gaussian White Noise und Brownian Motion als Sto¨rquelle beruht.
Jedoch kann auch mit diesen Modellen nur unzureichend abgebildet werden, wie wir
im Folgenden pra¨sentieren.
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7.1. Motivation
In mikroelektronischen Bauteilen werden diverse metallische Verbindungselemente
verwendet, welche die mechanische als auch die elektrische Bindung der verschiede-
nen Systemkomponenten sicherstellen. Hierbei entscheidet gerade die Lebenserwar-
tung der verwendeten Lotmaterialien u¨ber die Zuverla¨ssigkeit der gesamten Struktur.
Denn vor allem Korn- und Phasengrenzen stellen Bereiche dar, die fu¨r mechanisches
Materialversagen in Form von Rissinitialisierung und -ausbreitung besonders anfa¨llig
sind, siehe Abb. 7.3. Diese Problemstellung erha¨lt in Zeiten der Miniaturisierung mi-
kroelektronischer Bauteile (z.B. Multifunktionshandys, Notebooks, etc.) ein wach-
sendes Interesse. Denn fu¨r besonders kleine Bauteile erho¨ht sich der Einfluss der
Mikrostruktur auf das Verhalten des Gesamtsystems. Weitere Anwendungen finden
sich beispielsweise in der Herstellung von Kosmetika (7.4), deren Lebenserwartung
und Zuverla¨ssigkeit aufgrund ihrer mikroskopischen Beschaffenheit zu untersuchen
ist.
0,3 mm
Abb. 7.3.: Mechanisches Versagen durch Risse entlang der Phasengrenzen in einem Lot-
ball. Bildquelle: [15].
Abb. 7.4.: Mikroverhalten von Bindemitteln in Kosmetika. Bildquelle: [46]
In unseren Untersuchungen konzentrieren wir uns auf zweiphasige Lotlegierungen.
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7.2. Modellierung der Phasenentmischung und
Vergro¨berung
Die Verteilung der einzelnen Phasen eines Mehrkomponentengemisches la¨sst sich
u¨ber ihre Konzentrationen c1, c2, etc. darstellen. Fu¨r ein bina¨res Gemisch gilt c2 =
1 − c1 =: c. Um die zeitliche Entwicklung des Konzentrationsfeldes c (x, t) inner-
halb eines repra¨sentativen Gebietes Ω im Zeitintervall (0, T ) zu untersuchen verwen-
den wir ein Diffusionsmodell, welches urspru¨nglich von Cahn und Hilliard in [16]
entwickelt wurde und erweitern es um einen Zufallsprozess. Somit erhalten wir die
Problemstellung in klassischer Form als: Finde c : Ω× (0, T )→ R so dass
∂c
∂t
= −∇j+ ξ (x, t)
= ∇ (M∇µ) + ξ (x, t)
= ∇ (M∇ (∂cΨch − λ∆c))+ ξ (x, t) (7.1)
in Ω × (0, T ) gilt. j steht hier fu¨r den Konzentrationsfluss, der durch das negative
Produkt aus Mobilita¨t M (c) = Dc (1− c) I (mit Diffusionskoeffizient D) und dem
Gradienten des chemischen Potentials µ gebildet wird. Das chemische Potential ist
eine Gro¨ße, welche sich aus der variationellen Ableitung δc (•) = ∂c (•)−∇ (∂∇c (•))
der Systemenergie E (c) ergibt:
E (c) =
∫
Ω
(
Ψch +Ψsur
)
dΩ, mit Ψsur =
λ
2
‖∇c‖2 , (7.2)
wobei Ψsur den Beitrag der Oberfla¨chenenergie zur Gesamtenergie (Helmholtzener-
gie) darstellt. Der Materialparameter λ = κl2, der sich aus der Oberfla¨chenenergie-
dichte κ und der La¨ngenskala l der U¨bergangsbereiche der einzelnen Phasen zusam-
mensetzt, gewichtet den Einfluss der Kru¨mmung der bei der Entmischung entste-
henden Partikel. Ψch stellt hier die freie chemische Energiedichte des Gemisches dar.
Die chemische Energiedichte la¨sst sich experimentell ermitteln. Gema¨ß der Flory-
Huggins Theorie thermodynamischer Gemische [22, 29] lautet die allgemeine Form
von Ψch:
Ψ (c) = Ψconf (c) = g1c+ g2 (1− c) + θ [c ln (c) + (1− c) ln (1− c)] + χc (1− c)
(7.3)
Hierbei sind θ und χ temperaturabha¨ngige Materialparameter, welche die chemische
Wechselwirkung zwischen den Bestandteilen des Gemisches erfassen. Die Terme g1c
und g2 (1− c) quantifizieren die freie Energiedichte der einzelnen Komponenten. Die
Anfangskonzentration des Gemisches sei bekannt c (x, 0) = c0 (x). Um die Massen-
erhaltung zu gewa¨hrleisten und die natu¨rlichen Randbedingungen aus der Variation
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des Energiefunktionals (7.2) mit einzubeziehen, werden homogene Neumannrandbe-
dingungen vorgeschrieben:
< j,n >=<M∇µ,n >=<M∇
(
∂Ψ(c)
∂c
− λ∆c
)
,n > = 0 in ∂Ω× (0, T ) (7.4)
< ∇c,n > = 0 in ∂Ω× (0, T ) (7.5)
Hierbei ist n das Einheitsnormalenvektorfeld zu ∂Ω.
Das Zufallsfeld ξ (x, t) stellt eine entscheidende Erweiterung unseres Modells dar.
Zwar gibt es bereits einige Arbeiten in Anlehnung an [17, 18], jedoch werden die
Zufallsprozesse in diesen Arbeiten stets als isotrope Gauß-Prozesse (weißes Rauschen,
Brownsche Molekularbewegung, etc.) modelliert. Da sich in Experimenten gezeigt
hat, dass sich physikalische Inhomogenita¨ten (Defekte in der Kristallstruktur, etc.)
im Allgemeinen anisotrop im Material verteilen, haben wir uns dazu entschieden hier
operatorskalierte, anisotrope Zufallsfelder in das bestehende Cahn-Hilliard Modell
einzuarbeiten. Die Motivation gerade diese Klasse von Zufallsfeldern zu verwenden
entstand durch Prof. H.-P. Scheﬄers Arbeiten zur anisotropen Diffusion in poro¨sen,
heterogenen Medien [9, 41]. Da es sich bei der Phasenentmischung und Vergro¨berung
im Grunde auch um diffusionsinduzierte Prozesse handelt, war die Einarbeitung
der in diesen Arbeiten verwendeten Zufallsfelder eine konsequente Erweiterung des
Modells.
7.3. Numerische Approximation und Diskretisierung
des Problems
Fu¨r die numerische Approximation leiten wir vorerst die primale variationelle Formu-
lierung der betrachteten Diffusionsgleichung her. Dazu multiplizieren wir Gleichung
(7.1) mit einer Testfunktion ϕ, verwenden die Greenschen Integralformeln im Zusam-
menhang mit den homogenen Randbedingungen (7.4, 7.5) und erhalten die Form:
Finde c ∈ H2 (Ω) so dass∫
Ω
∂c
∂t
ϕ dΩ = −
(∫
Ω
Mc∇ (∂cΨ)∇ϕ dΩ + λ
∫
Ω
∇ (Mc)∆c∇ϕ dΩ + λ
∫
Ω
Mc∆c∆ϕ dΩ
)
+
∫
Ω
ξϕ dΩ ∀ϕ ∈ H2 (Ω)
(7.6)
erfu¨llt wird. Fu¨r die ra¨umliche Diskretisierung der Gleichung (7.6) verwenden wir ein
Galerkinverfahren, das auf dem isogeometrischen Finite-Element Konzept aufbaut.
Hierzu verwenden wir einen endlichdimensionalen Testraum Vh ⊂ H2 (Ω), der durch
global mindestens C1-stetige Basisfunktionen aufgespannt wird. Diese hohe Stetig-
keitsanforderung realisieren wir durch den Einsatz von B-Splines als Basisfunktionen
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unserer FE-Formulierung, vergleiche mit [25, 2, 3]. Die zeitliche Diskretisierung wur-
de durch ein implizites Crank-Nicholson-Verfahren umgesetzt.
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7.4. Simulation der Entmischung und Vergro¨berung
in einem Weichlot
Sowohl bei der numerischen Simulation als auch bei allen experimentellen Untersu-
chungen konzentrieren wir uns auf das eutektische Weichlot Sn-Pb (63% Sn, 37%
Pb). Wa¨hrend der Alterungsexperimente der Sn-Pb-Legierung bei 150◦C zeigte sich
in den mikroskopischen Aufnahmen der geschliffenen und polierten Proben ein sehr
heterogenes Materialgefu¨ge (siehe Abb. 7.5). Zwar kann man ganz klar eine Pha-
senentmischung und spa¨tere Vergro¨berung der anfa¨nglich homogenen Legierung be-
obachten, jedoch gibt es auf globaler Ebene keine einheitlichen Gefu¨gestrukturen.
Es finden sich Bereiche, in denen sich orientierte Lamellenmuster ausbilden, sowie
Gebiete, in denen spha¨rische Partikelstrukturen zu finden sind.
Ohne den Einfluss a¨ußerer anisotroper Kraftfelder ist man stets darauf beschra¨nkt
reine spha¨rische Partikelstrukturen oder unorientierte Lamellenmuster (fu¨r den Fall,
dass c0 nahe bei 0.5 ist) abzubilden. Abb. 7.2 illustriert sehr deutlich, dass unser
numerisches Diffusionsmodell durch den Einsatz operatorskalierender Zufallsfelder
in der Lage ist, beliebige Mikrostrukturen abzubilden.
t = 2h t = 16 h t = 60 h
5µm5µm5µm
Abb. 7.5.: Mikroaufnahme eines Alterungsexperiments von eutektik Sn-Pb bei einer Tem-
peratur von 150 ◦C. Hierbei beschreibt t die Zeit nach der Erstarrung.
7.4.1. Simulation des deterministischen Diffusionsmodels
Fu¨r die Simulation der mikrostrukturellen Entwicklung innerhalb des determinis-
tischen Modells setzen wir ξ = 0. In dieser Situation beobachtet man das typische
Szenario isotroper Zersetzung. Simulationsergebnisse fu¨r die fru¨hen Stadien der Pha-
senseparation sind in Abb. 7.6 dargestellt. Der Prozess der Phasenvergro¨berung und
Reifung ist in Abb. 7.7 dargestellt. Die rechteckige Form der Phaseninseln in den sehr
spa¨ten Stadien bildet eine Minimierung der Oberfla¨chenenergie. Dieser Effekt sieht
nicht realistisch aus, ist jedoch in der idealisierten Cahn-Hilliard-Theorie inha¨rent.
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t∗ = 0 t∗ = 0.005 t∗ = 0.0125
Abb. 7.6.: Simulationsergebnisse der Zersetzung mit dem deterministischen Modell
wa¨hrend der fru¨hen Stadien der Phasenseparation.
t∗ = 0.025 t∗ = 0.05 t∗ = 0.15
t∗ = 0.35 t∗ = 3.0 t∗ = 12.55
Abb. 7.7.: Simulationsergebnisse der Zersetzung mit dem deterministischen Modell
wa¨hrend der fru¨hen Reifephase.
7.4.2. Simulation des stochastischen Diffusionmodells
Um anisotrope zufa¨llige Sto¨rungen in das Diffusionsmodell zu implementieren setzen
wir nun ξ wie in Gleichung (6.5) gegeben. In all unseren numerischen Simulationen
wirkt unser Zufallsfeld nur in den sehr fru¨hen Phasen der Zersetzung, was auch aus
physikalischer Sicht sinnvoll ist, da das Material sehr schnell einen stabilen Zustand
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erreicht, in dem der Einfluß von a¨ußeren Sto¨rungen sehr schnell abnimmt.
Im ersten Beispiel wollen wir die Entwicklung der zufa¨llig verzerrten Partikel wa¨hrend
Phasenseparation darstellen. Dieses kann durch ein isotropes Zufallsfeld mit folgen-
den Parametern abgebildet werden:
H1 = H2 = 0.35, H3 = 0.99, θ1 = (1, 0), θ2 = e
iπ/2. (7.7)
Auch diese Simulation startet in einem homogenen Stadium, das in dem instabilen
Regime geku¨hlt wird. Der Einfluss des Zufallsfeldes wa¨hrend der Phasenseparati-
on ist offensichtlich (Abb. 7.8). Durch den zufa¨lligen Beitrag wird eine Morphologie
entwickelt, die in U¨bereinstimmung mit den experimentell beobachteten, nicht ori-
entierten unregelma¨ßigen Mikrostrukturen in Abb. 7.5 steht, im Gegensatz zu den
regula¨ren spha¨rischen und elliptischen Phaseninseln in der deterministischen Simula-
tion. Die simulierte Mikrostruktur zeigt nach der Trennung der Phasen eine typische
Vergro¨berung, siehe Abb. 7.9.
t∗ = 0.0015 t∗ = 0.0035 t∗ = 0.0055
Abb. 7.8.: Entwicklung der verzerrten Partikel wa¨hrend der fru¨hen Stadien der Phasen-
separation innerhalb der stochastischen Diffusionsmodells (tmax = 0.00375).
t∗ = 0.0455 t∗ = 0.1805 t∗ = 2.0
Abb. 7.9.: Entwicklung der verzerrten Partikel wa¨hrend der fru¨hen Stadien der Reifephase
innerhalb der stochastischen Diffusionsmodells (tmax = 0.00375).
Im zweiten Beispiel pra¨sentieren wir den Einfluß eines anisotropen Zufallsfeldes mit
einer durchschnittlichen Orientierung -45◦. In dieser Konfiguration ist es mo¨glich, die
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Struktur der orientierten Lamellen zu reproduzieren, wie man sie wa¨hrend der Alte-
rungsexperimente von eutektischen Sn-Pb beobachtet, vgl. Abb. 7.10. Die lamellare
Mikrostruktur entsteht vorwiegend wa¨hrend der fru¨hen Stadien der Phasenseparati-
on. In den spa¨teren Stadien der Vergro¨berung wachsen diese Strukturen zusammen
und eine klare Orientierung kann nicht mehr erkannt werden.
t = 2h t = 6h t = 12 h
5µm5µm5µm
Abb. 7.10.: Mikroaufnahme von beobachteten Lamellenstrukturen wa¨hrend eines Alte-
rungsexperiments von eutektik Sn-Pb Loten.
Die beno¨tigten Parameter fu¨r ein solches Feld sind gewa¨hlt als:
H1 = 0.35, H2 = 0.4, H3 = 0.75, θ1 = e
−i 1
4
π, θ2 = e
−i 1.02
4
π (7.8)
Die Simulationsergebnisse fu¨r die mikrostrukturelle Entwicklung, welche durch dieses
Zufallsfeld getrieben sind, decken sich mit den beobachteten Ergebnissen. Bei Beginn
der Entmischung entstehen lamellare Strukturen mit einer durchschnittlichen Ori-
entierung von -45◦ wie erwartet, siehe Abb. 7.11. Nachdem der Einfluss des Feldes
bei t∗ = 0.00375 verschwindet, startet der Reife- und Stabilisierungsprozess analog
zum deterministischen Modell, eine gewisse Orientierung bleibt analog zu den expe-
rimentellen Ergebnissen jedoch erhalten, siehe Abb. 7.12.
t∗ = 0.0025 t∗ = 0.00375 t∗ = 0.0075
Abb. 7.11.: Entwicklung der lamellaren Mikrostruktur wa¨hrend der fru¨hen Stadien der
Phasenseparation innerhalb des stochastischen Diffusionsmodells (tmax = 0.00375).
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t∗ = 0.08 t∗ = 0.2 t∗ = 0.62
t∗ = 1.2 t∗ = 2.2 t∗ = 7.02
Abb. 7.12.: Entwicklung der lamellaren Mikrostruktur wa¨hrend der fru¨hen Stadien der
Reifephase innerhalb des stochastischen Diffusionsmodells (tmax = 0.00375).
Als letztes Beispiel und Ausblick wird nun noch die Simulation einer kristallinen
Struktur vorgestellt. Wie in Abbildung 7.2 zu sehen, gibt es lokal verschiedene Orien-
tierungen. Daher ist ein Zufallsfeld wu¨nschenswert, welches diese lokal verschiedenen
Einflu¨sse beru¨cksichtigt. Wir haben daher ein Zufallsfeld mit lokal unterschiedlichen
Parametern konstruiert, wie in Abbildung 7.13 zu sehen.
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Abb. 7.13.: Illustration eines zellenfo¨rmigen kristallinen Zufallsfeldes bei t∗ = 0.0001. Die
schwarzen Linien dienen nur der Veranschaulichung.
Dieses liefert die gewu¨nschten Ergebnisse von lokal unterschiedlichen Einflu¨ssen, wie
in Abbildung 7.14 zu sehen.
t∗ = 0.00015 t∗ = 0.001 t∗ = 0.0075
Abb. 7.14.: Simulation von anisotroper Diffusion mit kristalliner Orientierung.
7.5. Zusammenfassung der Studie
Insgesamt ist deutlich geworden, dass die Brown´sche Bewegung eine zu einfache
Beschreibung der Diffusion in komplexen Systemen ist. Wir haben gezeigt, dass die
Einbindung der OSSRSs eine sinnvolle Erweiterung des Cahn-Hilliard Phasen-Feld
Modells darstellt. Unser Modell deckt sich mit den experimentellen Beobachtungen.
Weiterfu¨hrend ergeben sich viele neue Fragen. Ein ganz interessanter Punkt ist die
Parameterscha¨tzung der Zufallsfelder, welche zur Zeit fu¨r diese Experimente noch
nicht gewa¨hrleistet werden kann.
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Aufbauend auf den bisherigen Ergebnissen ergeben sich weitere spannende Fragen
und Aufgaben. Fu¨r Fractional Brownian Motion und Fractional Brownian Sheets
gibt es eine Vielzahl von Forschungsergebnissen, welche mit der hier erarbeiteten
Konstruktion auf die Klasse der OSSRSs u¨bertragen werden oder zumindest als
Anhaltspunkt fu¨r weitere Forschungsrichtungen verwendet werden ko¨nnen.
Daru¨ber hinaus gibt es auf dem Gebiet der OSSRFs ebenso weitere interessante
Ergebnisse. So wurden in [12] OSSRFs X(x) entwickelt fu¨r Matrizen E(x), d.h. die
Parameter des Zufallsfeldes sind abha¨ngig vom Ort x ∈ Rd. Diese Ergebnisse lassen
sich auf OSSRSs u¨bertragen und bieten ein breites Anwendungsspektrum. Es ist nun
also mo¨glich, lokale anisotrope Strukturen zu erschaffen, die des Weiteren verschieden
“raue” resp. “glatte” Gebiete zulassen, siehe Abb. 8.1.
Abb. 8.1.: Realisation eines OSSRSs mit Parametern H(x), λ1(x), λ2(x)
Eine na¨chste Aufgabe besteht in der Scha¨tzung geeigneter lokaler Ho¨lderexponenten
und geeigneter lokaler Richtungen. Da in Kapitel 5 die Ho¨lderregularita¨t detailliert
behandelt wurde, ko¨nnen wir in einem na¨chsten Schritt geeignete Techniken zur
Scha¨tzung entwickeln. Somit ko¨nnen wir fu¨r Strukturen wie beispielsweise in Abb.
8.2 zu sehen, geeignete Parameter anpassen und a¨hnliche Strukturen modellieren.
Dies wurde beispielsweise in [19] mit Hilfe von Multifractional Brownian Motion
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vorgenommen. Da wir nun auch geeignete lokale Anisotropien zulassen ko¨nnen, soll-
te hier eine Verbesserung der bisher erkannten Resultate mo¨glich sein.
Eine geeignete Parameterscha¨tzung ist ebenso fu¨r Anwendungen, wie in Kapitel
7 pra¨sentiert, interessant. Um Strukturen wie in Abb. 7.10 zu sehen, geeignet zu
modellieren, ist es in einem na¨chsten Schritt wu¨nschenswert, die Orientierung und
Korngro¨ßen geeignet scha¨tzen zu ko¨nnen, um realistische Simulationen aufgrund von
Messdaten vornehmen zu ko¨nnen.
Abb. 8.2.: Ho¨henkarte der Sierra Nevada, Bildquelle: [47]
Insgesamt la¨ßt sich feststellen, dass auf dem Gebiet der OSSRF und OSSRS die
entscheidenden Grundlagen geschaffen wurden und sich nun ein reichhaltiges und
vielseitiges Forschungsgebiet erschließt, auf Basis dessen weitere erfolgreiche Arbeiten
mo¨glich sind.
108
A. Programmierung von OSSRSs
A.1. Erzeugung von OSSRSs u¨ber die Harmonizable
Darstellung
1 %Parameters :
2 % alpha : Index o f s t a b i l i t y o f t he s t a b l e r . v . ( a lpha \ in (0 , 2 ] )
3 % H1 : smoothness parameter f o r space ( dimensions x , y )
4 % H2 : smoothness parameter f o r time
5 % A : ha l f s i z e o f edge o f domain of i n t e g r . in space ( [−A, A]ˆ2)
6 % T : ha l f s i z e o f domain of i n t e g ra t i on in time ( [−T, T] )
7 % M : ha l f number o f s t e p s in each space dimension
8 % N : ha l f number o f s t e p s in time ( time : {−N, . . . , N−1} ∗ (T/N) )
9 % a1 , a2 : e i g enva l ue s o f s c a l i n g matrix in 2d space ( dimensions x , y )
10 % v1 , v2 : ang le s o f e i g env e c t o r s o f s c a l i n g matrix in 2d space
11 % C1, C2 : s c a l i n g f a c t o r s in d i r e c t i on of the e i g env e c t o r s
12 % C3 : s c a l i n g f ac t o r in time
13 % rho : parameter rho of func t ion phi
14 % recommendation : C1=C2=C3 = 1 , rho=2
15 function [Y, tmin , tmax]=genMOS2d1d( alpha , H1 , H2 , A , . . . .
16 T, M, N, a1 , a2 , v1 , v2 , C1 , C2 , C3 , rho )
17 % Part 1 : Simulat ion of i s o t r o p i c s t a b l e r . v . s
18 % Part 1 . 1 : Simulat ion of complex i s o t r o p i c gaussian r . v . s
19 Z = complex (randn (2∗M, 2∗M, 2∗N) ,randn (2∗M, 2∗M, 2∗N) ) ;
20 Z = Z∗ (A/M)ˆ(2/ alpha )∗ (T/N)ˆ(1/ alpha ) ;
22 % Part 1 . 2 : I f a lpha < 2 , then mu l t i p l y wi th s q r t o f s t a b l e r . v . wi th
23 % parameter beta ’ = 1 and alpha ’ = alpha /2
24 i f alpha < 2
25 A1sh i f t = tan (pi∗ alpha /4 ) ;
26 A1 = rs tab ( alpha /2 ,1 ,8∗M∗M∗N) + A1sh i f t ;
27 A1 = ( cos (pi∗ alpha /4))ˆ(2/ alpha )∗ reshape (A1,2∗M,2∗M,2∗N) ;
28 Z = A1 . ˆ ( 1 / 2 ) . ∗Z ; % rea l e a s e memory by d e l e t i n g array
29 %which i s not needed any more
30 clear ( ’A1 ’ ) ;
31 end ;
32 clear ( ’Z1 ’ ) ; % rea l e a s e memory by d e l e t i n g array
33 % which i s not needed any more
34 % Part 2 : c a l c u l a t i on of k e rne l func t ion phi
35 [km, lm , mm] = meshgrid(−A: (A/M) : (A−(A/M)) ,−A: (A/M) : (A−(A/M) ) , . . .
36 −T: (T/N) : (T−(T/N) ) ) ;
38 phi = (C1∗(abs (km∗cos ( v1 ) + lm∗ sin ( v1 ) ) ) . ˆ ( rho/a1 ) . . .
39 + C2∗(abs (km∗cos ( v2 ) + lm∗ sin ( v2 ) ) ) . ˆ ( rho/a2 ) ) . . .
40 . ˆ ( (−H1−(a1+a2 )/ alpha ) / rho ) ;
41 phi = phi .∗ ( ( C3 ∗ abs (mm)) .ˆ(−H2−1/alpha ) ) ;
42 clear ( ’km ’ , ’ lm ’ , ’mm’ )
44 % Part 3 : s e t cen te r e lements to zero ( to avoid i n f i n i t y )
45 phi (M:M+1, M:M+1, : ) = 0 ;
46 phi ( : , : , N:N+1) = 0 ;
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48 % Part 4 : Mul t i p ly s imula t ed random va r i a b l e s and va lues o f phi
49 Y = phi .∗Z ;
50 clear ( ’ phi ’ , ’Z ’ ) ;
52 % Part 5 : FFT in 3rd dimension ( time )
53 Y = f f t sh i f t (Y, 3 ) ;
55 for i z = 1 : ( 2∗M)
56 FT = f f t ( ( reshape ( Y ( : , i z , : ) , 2∗M, 2∗N) ) ’ ) ;
57 Y( : , i z , : ) = FT’ ;
58 end ;
60 Y1 = Y( : , : , 1 ) ;
61 Y = Y − repmat (Y1 , [ 1 , 1 , 2∗N] ) ;
62 clear ( ’Y1 ’ ) ;
64 Y = f f t sh i f t (Y, 3 ) ;
66 % Part 6 : FFT in 1 s t and 2nd dimensions ( space )
67 Y = f f t sh i f t (Y, 1 ) ;
68 Y = f f t sh i f t (Y, 2 ) ;
69 Y = f f t2 (Y) ;
70 Y = real (Y − repmat (Y(1 , 1 , : ) , [ 2∗M, 2∗M, 1 ] ) ) ;
71 Y = f f t sh i f t (Y, 1 ) ;
72 Y = f f t sh i f t (Y, 2 ) ;
74 % Part 7 : Graphic output ( generat e movie )
75 %center to 0
76 Y = Y − repmat (mean(mean(Y) ) , [ 2 ∗M,2∗M, 1 ] ) ;
78 % f ind minimal and maximal va lues o f s imu la t ed MOSSRF
79 tmax = max(max( max(Y) ) ) ;
80 tmin = min(min( min(Y) ) ) ;
81 Y = Y./max( tmax,−tmin ) ;
83 tmax = max(max( max(Y) ) ) ;
84 tmin = min(min( min(Y) ) ) ;
87 Y( : , : , (N+1): (2∗N)) = [ ] ;
88 nframes = N; % number o f frames in the movie
89 Frames = moviein ( nframes ) ; % i n i t i a l i z e the matrix ’Frames ’
91 for k=1: nframes
92 mesh( 0 : 1/ (2∗M):1−1/(2∗M) , 0 : 1/ (2∗M):1−1/(2∗M) ,Y( : , : , k ) ) ,
93 view ( 0 , 9 0 ) ;
94 caxis ( [ tmin , tmax ] ) ;
95 Frames ( : , k)=getframe ;
96 end
97 % Now save as movie :
98 movie2avi ( Frames , ’ movie MOS 2d 1d . av i ’ , ’ compress ion ’ , ’None ’ , ’ f p s ’ , 4 )
99 toc ; % di sp l ay t o t a l used time
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Symbolverzeichnis
EX Erwartungswert der Zufallsvariablen X
i.i.d. unabha¨ngig identisch verteilt
1A Indikatorfunktion der Menge A
d
= Gleichheit in Verteilung
f.d.
= Gleichheit aller endlichdimensionalen Randverteilungen
Nµ,σ2 Normalverteilung mit Mittelwert µ und Varianz σ2
Sα(σ, β, µ) stabile Verteilung mit Stabilita¨tsindex α, Streuparameter σ,
Schiefeparameter β und Lageparameter µ
X ∼ Sα(σ, β, µ) X besitzt die Verteilung Sα(σ, β, µ)
SαS symmetrisch α stabil ( X ist SαS ⇔ X ∼ Sα(σ, 0, 0))
Sd Einheitsspha¨re im R
d, d.h. Sd =
{
s ∈ Rd : ||s|| = 1}
||x||p p-Norm, d.h. (
∑
xpi )
1/p
Lp(Ω,A, µ) Raum der p-fach integrierbaren Funktionen bzgl.
dem Maßraum (Ω,A, µ)
< x,y > Skalarprodukt der Vektoren x und y
#A Anzahl der Elemente einer Menge A
(x)+ max(0, x)
∇ Nabla-Operator
∆ Laplace-Operator
Γ Rd\{0}
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