A c-ary Perfect Factor is a set of uniformly long cycles whose elements are drawn from a set of size c, in which every possible v-tuple of elements occurs exactly once. In the binary case, i.e. where c = 2, these perfect factors have previously been studied by Etzion, [2] , who showed that the obvious necessary conditions for their existence are in fact sufficient. This result has recently been extended by Paterson, [4] , who has shown that the necessary existence conditions are sufficient whenever c is a prime power. In this paper we conjecture that the same is true for arbitrary values of c, and exhibit a number of constructions.
Index Terms: de Bruijn graph, de Bruijn sequence, window sequence.
Introduction
Perfect factors were introduced, in the binary case, by Etzion, [2] , who used them to construct a certain class of (binary) Perfect Maps. In doing so Etzion succeeded in showing that all the possible binary Perfect Factors exist. In this paper we are concerned with Perfect Factors over arbitrary finite alphabets. The motive for constructing these objects is two-fold.
Firstly, they can be used in an obvious generalisation of Etzion's construction to construct non-binary Perfect Maps; for further details see [4] . Perfect Maps, both binary and non-binary, have possible application in the field of automatic position sensing, see, for example, [1] .
Secondly, they are of interest in their own right as natural generalisations of the classical de Bruijn sequences, about which much has been written.
As described in [4] , they also have applications in other areas, including the construction of de Bruijn sequences with minimal linear complexity.
Preliminary remarks and notation
We are concerned here with c-ary periodic sequences, where by the term cary we mean sequences whose elements are drawn from the set {0, 1, . . . , c − 1}. We refer throughout to c-ary cycles of period n, by which we mean We use the following matrix notation. Suppose X and Y are matrices of dimensions s × t and s × u respectively. Then Z = (X |Y) denotes the s × t + u matrix whose first t columns are the columns of X and whose last u columns are the columns of Y. For any matrix X , the transpose of X is denoted by X T .
Finally note that, throughout this paper, the notation (m, n) represents the Greatest Common Divisor of m and n (given that m, n are a pair of positive integers).
Fundamentals
We can now define the combinatorial objects which are the main focus of this paper.
Definition 1.1 Suppose n, c and v are positive integers (where we also assume that c ≥ 2). An (n, c, v)-Perfect Factor, or simply a (n, c, v)-PF, is then a set of c v /n c-ary cycles of period n with the property that every c-ary v-tuple occurs in one of these cycles.
Note that, because we insist that a Perfect Factor contains exactly c v /n cycles, and because there are clearly c v different c-ary v-tuples, each v-tuple will actually occur exactly once somewhere in the set of cycles. Also observe that a (c v , c, v)-PF is simply a c-ary span v de Bruijn sequence.
Example 1.2
The following three cycles form a (3, 3, 2)-PF. 
Perfect Multi-factors
Before giving our first method of construction for Perfect Factors, we define a related set of combinatorial objects which will be of some use in their construction. We next give a simple example of a PMF which is not a PF.
Example 2.3
The following two cycles form a (2, 3, 2, 2)-PMF. This leads to our second existence conjecture. 
Constructing Perfect Multi-factors with m = 1
In this section we consider the construction of Perfect Multi-factors for the special case m = 1. Because of the importance of this special case we repeat some of the above discussion in a simpler form. 
) .
Example 3.3
The following nine cycles form a (1, 3, 3, 2)-PMF.
The following necessary condition for the existence of a Perfect Multi-factor in the case m = 1 is a trivial consequence of Lemma 2.4.
Lemma 3.4 Suppose
As we show below, this necessary condition is also sufficient for the existence of a PMF with m = 1. We first give an elementary construction for Perfect
Multi-factors. In essence, it consists of taking as cycles every possible vtuple. 
.
We now give the main results of this section. . Let
be the column vectors of X B . Suppose also that t ≥ 1, and let Y be a c-ary
Then, if for every j and s,
Proof Let
for some p, q ∈ {0, 1, . . . , c v −1}, and where the subscripts s+i are computed modulo v + t. We need to show that p = q, and hence that at any position s, no two of the c-ary v-tuples in A (X B |Y) are the same-the result will then follow from Definition 3.1.
By the assumption, if j satisfies 0 ≤ j ≤ v − 1, then there exist e (s) ij such that
But, since B is an (1, v, c, v) 
and
Then, for every j and s, It is immediate to see that, for any s satisfying 0
where the subscript s+ i is computed modulo v + t, if and only if there exists
, where the columns of this latter matrix are numbered from 0 up to 2v + t − 1 inclusive. Then it is straightforward to see that
is the set of all v × v sub-matrices of (I v |D|I v ).
It should be clear that, by equation (1),
and hence
for every s satisfying 0 ≤ s ≤ v + t − 1.
Next observe that F v+t = I v and hence is trivially invertible. We now show that, if s is any integer satisfying 0 
Hence, by equation (2),
as required.
Second suppose that there exists a c-ary v × v matrix E s such that
Then, by equation (2)
But, by assumption, the first v rows of X are equal to I v and hence we have
and hence F s is invertible.
The result follows. 2
Lemma 3.10 Suppose c ≥ 2, v and t are positive integers, and suppose X is a c-ary v ×t matrix. Then every v ×v sub-matrix of (I v |X |I v ) is invertible in the ring of v × v matrices modulo c if and only if every t × t sub-matrix of (I t |X T |I t ) is invertible in the ring of t × t matrices modulo c.
Proof We assume every t × t sub-matrix of (
, where the columns of this latter matrix are numbered from 0 up to 2v + t − 1 inclusive. It is straightforward to see that
is the set of all v × v sub-matrices of (I v |X |I v ). We need to show that A s is invertible for every s (0 ≤ s ≤ v + t), and the result will follow.
Without loss of generality suppose that s satisfies 0 ≤ s ≤ v. We need to consider two cases.
• s ≤ t. By our assumption, the t × t matrix consisting of columns • s > t. Again by our assumption, the t × t matrix consisting of columns The result follows by substituting v for t (and vice versa) in the above argument. 2
Definition 3.11 If the v × t matrix X has the property that every
we say that X has Property X.
Lemma 3.12 Suppose c ≥ 2, v and t are positive integers. Then there exists a c-ary v × t matrix D with Property X.
Proof We prove this by induction on max{v, t}.
trivially has Property X. Now suppose a matrix with Property X exists for every v, t satisfying max{v, t} < L for some positive integer L > 1. We now
show that a matrix with Property X exists if L = max{v, t}. •
First note that if
and D has Property X.
• If d > 0 then, by the inductive hypothesis, there exists a c-ary v
Let D equal I v concatenated with itself c times, concatenated with Y,
and D has Property X. 
ij x s+i mod c where the subscript s + i is computed modulo v + t. Hence, by Lemma 3.8, 
Using Construction 3.5 we obtain the following set of 8 cycles constituting a (1, 3, 2, 3)-PMF, B say: 
and the following eight binary cycles form a (1, 5, 2, 3)-PMF: 
Some elementary constructions
We start by giving two elementary construction techniques.
Construction 4.1 Suppose
and let m be any positive integer satisfying m|n. Then define B to be the following set containing c v /m cycles: a 0 , a 1 , . . . , a n−1 ), then, by definition,
where i + h is calculated modulo n.
Consider T q (a k ), which, by definition, is a member of B. By definition, if
for every i (0 ≤ i < n), where i + q is calculated modulo n. Hence, since
, where i + p and i + h are calculated modulo n.
Hence, by definition, t occurs at position p of T q (a k ). But It is also straightforward to verify that the elements of P are all congruent to j modulo n. Hence, since |P | = β, it follows that exactly one element of P is congruent to j modulo βn, and the result follows. 2 
The main result
We now present a method for constructing a Perfect Multi-factor with m > 1 from a Perfect Multi-factor with m = 1. This construction method can be divided into two main parts:
• Partitioning the cycles of the perfect multi-factor with m = 1 into (equally-sized) subsets, and
• Joining together the cycles within each subset of the partition to form the cycles of a new Perfect Multi-factor.
Notation and definitions
We now define some connectedness relationships between sets of cycles. a i 0 , a i 1 , . . . , a iz ∈ X, (z ≥ 0)), such that
This then enables us to state the following.
Definition 4.9 Suppose that
X = {a 0 , a 1 , .
. . , a s − 1} is some set of c-ary cycles with lengths a multiple of n ≥ v ≥ 1 (where c ≥ 2). The X is said to be (n, v)-connected if and only if a i n,v
≈ a j for every pair a i , a j ∈ X.
Preliminaries
Suppose c ≥ 2, n ≥ 1 and v ≥ 1. 
We can now proceed with the description of an algorithm which uses an (1, n, c, v)-PMF to construct an (m, n, c, v)-PMF. We use the notation and definitions given above throughout the discussion of this derivation method.
Partitioning a Perfect Multi-factor
We first describe an (iterative) algorithm for partitioning the cycles of A We describe below a single step of this algorithm, i.e. how the partition A i+1 is derived from A i . We first need the following. 
Definition 4.10 If 0 ≤ i < v and
A i = {A i,0 , A i,1 , . . . , A i,q i −1 } is a parti-
tion of the cycles of A, then it is said to be a (i, r i , v)-Partition if and only if for every s, (0 ≤ s < q i ):
(i) A i,s is (n, v)-connected, (ii) |A i,s | = r i , and (iii) If a t , a t ′ ∈ A i,s then (a t,i−1 , a t,i , . . . , a t,v−2 ) = (a t ′ ,i−1 , a t ′ ,i , . . . , a t ′ ,v−2 ).
I.e. all cycles in
A i,s agree in positions {i − 1, i, . . . , v − 2}.
Algorithm 4.11 Suppose i satisfies 0 ≤ i < v and suppose also that
let
Lemma 4.12 Suppose A i+1 has been obtained from an (i, r i , v)-Partition

A i using Algorithm 4.11 (where 0 ≤ i < v). Then A i+1 is a (i + 1, r i+1 , v)-
Partition of the cycles of A.
Proof We start by observing that, by definition, the subsets A i+1,j , (0 ≤ j < q i+1 ), are disjoint. 
We next claim that
as required for Definition 4.10(ii).
In addition, since we have already observed that the subsets A i+1,j , (0 ≤ j < q i+1 ), are disjoint, it immediately follows that A i+1 is a partition of the cycles of A (since q i+1 r i+1 = c v ).
We next consider any two cycles in A i+1,j (for some j satisfying 0 ≤ j < q i+1 ). We need to show that they agree in positions {i, i + 1, . . . , v − 2} in order to satisfy Definition 4.10(iii). As before, by definition, 
Merging the cycles
We can now state our main result.
Theorem 4.13 Suppose n, c, v, t are positive integers (c ≥ 2, n ≥ v and t|c v ). Suppose also that
A = {a 0 , a 1 , . . . , a c v −1 } is an (1, n, c, v)-PMF. Let X = {X 0 , X 1 , . . . , X c v /t−1 } be a
partition of the cycles of A into c v /t subsets of t cycles each, and suppose finally that X i is (n, v)-connected for all i, (0 ≤ i < c v /t). Then there exists a (t, n, c, v)-PMF.
Before giving a proof of this result we need the following definition. 0 , a 0,1 , . . . , a 0,r 0 n−1 ) and a 1 = (a 1,0 , a 1,1 , . . . , a 1,r 1 
Definition 4.14 Suppose
and if p − αn < 0:
Proof of Theorem 4.13 For each X i ∈ X we can construct a cycle b i of length nt by concatenating the cycles in X i . More formally, given i,
, perform the following algorithm:
The end result of the above algorithm will be a c-ary cycle, b i = b i,t , of length nt.
To prove that this algorithm runs to completion we need to show that, for every j, there exists an a i,j+1
To establish this we consider the set
for every j, (0 ≤ j < t), and claim that Z j is (n, v)-connected for every j.
We show this by induction.
First note that
which is (n, v)-connected by assumption. Secondly suppose that Z j is (n, v)-connected for some j satisfying 0 ≤ j < t. By definition
for some p, α. Given any cycle y, it should be clear that j+1 |b i,j ) αn p , and
and hence Z j+1 is (n, v)-connected, and thus the induction is complete.
Now, since we have established that
every j, it should be clear that, for every j there exists a i,j+1
We have thus established that the above algorithm, when supplied with a partition of the specified type, will produce a set
of c-ary cycles of length t. We now claim that this set constitutes the desired
Choose any c-ary v-tuple, t say, and any integer j, (0 ≤ j < n). We need to find a cycle b i such that t occurs in b i at a position q ≡ j (mod n). Now, since A is an (1, n, c, v) -PMF, t occurs in a cycle in A, a i say, at position j.
Moreover, since X is a partition of the cycles of A, a i occurs in a (unique) element of X , X s say. Hence, a i was used in the construction of b s . Now, given any pair of tuples x, y of lengths a multiple of n and with the property that x n,v ∼ y, it is certainly that case that if t occurs in position q in x, then
• t occurs at a position q ′ ≡ q (mod n) in (x|y) αn p , and
Hence t occurs at a position q ≡ j (mod n) in b s .
The proof is now complete. .
Then the partitions (B (j)
i ), (0 ≤ i < 3, 0 ≤ j < 2) are as follows: 
and E 
Following Algorithm 4.11 we have
A 1 = A 2 = (E (0) i ),
Implications
The following summarises what types of PMF can be constructed using the technique described above. 
Constructing Perfect Factors from Perfect Multifactors
We now show how Perfect Multi-factors may be used in conjunction with Perfect Factors to construct other Perfect Factors. We have the following.
Construction 5.1 Suppose that
For each cycle u i of A, concatenate it with itself m times to obtain the cycle
be the set of cycles of period mn defined by 
Combining two Perfect Factors
We now present a method for combining two Perfect Factors to produce a new Perfect Factor. As we show in the proof of Theorem 6.2 below, this construction can be regarded as the result of combining Constructions 4.1, 4.4 and 5.1. 
Construction 6.1 Suppose that
be the set of cycles of period nn ′ /(n, n ′ ) defined by
PF.
Proof As in the definition of the construction, suppose
We first apply Construction 4.1 to A ′ , setting m = n ′ /(n, n ′ ). The resulting set of cycles, which we call C, is defined by
Next apply Construction 4.4 to C, setting β = n/(n, n ′ ) and observing that
The resulting set of cycles, which we call D, is defined by
where z jh = y jh concatenated with itself n/(n, n ′ ) times. By Theorem 4.5,
Finally, apply Construction 5.1 to A and D, to produce the set of cycles
where w i is equal to u i concatenated with itself n ′ /(n, n ′ ) times. By Theo-
Finally observe that, if x j is defined as in Construction 6.1 above, then We conclude this section by observing that Paterson, [4] , has recently also devised a distinct method of combining two Perfect Factors, with the result that the following theorem is true. 
Summary and conclusions
We conclude this paper by considering how far we have gone towards establishing Conjecture 1.4, i.e. for which values of n, c and v we can construct an (n, c, v)-PF.
The existence result
Before giving our main existence result, we need to establish some notation. [4] , that such a PF exists for any c a prime power. 
Open cases
