Abstract. We construct the global unique solution near a global Maxwellian to the VlasovPoisson-Landau system in the whole space. The total density of two species of particles decays at the optimal algebraic rates as the Landau equation in the whole space, but the disparity between two species and the electric potential decay at the faster rates as the Vlasov-PoissonLandau system in a periodic box.
Introduction
The dynamics of charged dilute particles (e.g., electrons and ions) in the absence of magnetic effects can be described by the Vlasov-Poisson-Landau system: Here F ± (t, x, v) ≥ 0 are the number density functions for the ions (+) and electrons (−) respectively, at time t ≥ 0, position x = (x 1 , x 2 , x 3 ) ∈ R 3 and velocity v = (v 1 , v 2 , v 3 ) ∈ R 3 . The self-consistent electric potential φ(t, x) is coupled with F ± (t, x, v) through the Poisson equation. The collision between charged particles is given by the Landau (Fokker-Planck) operator:
where
Since all the physical constants will not create essential mathematical difficulties along our analysis, for notational simplicity, we have normalized all constants in the Vlasov-PoissonLandau system to be one. Accordingly, we normalize the global Maxwellian as
We define the standard perturbation f ± (t, x, v) to µ as
Letting f (t, x, v) = f + (t,x,v) f − (t,x,v)
For any g = g 1 g 2
, the linearized collision operator Lg in (1.6) is given by the vector
with A * , K * defined by
(1.8)
and h = h 1 h 2 , the nonlinear collision operator Γ(g, h) in (1.6) is given by the vector
with Γ * defined by
(1.10)
Notation. For notational simplicity, we use ·, · to denote the L 2 inner product in R 3 v , while we use (·, ·) to denote the L 2 inner product in either R 3
x × R 3 v or R 3 x without any ambiguity. Sometimes, we shall use g to denote the integration of g over R 3
x × R 3 v or R 3 x . Letting the multi-indices α and β be α = [α 1 , α 2 , α 3 ], β = [β 1 , β 2 , β 3 ], we define ∂ α β ≡ ∂ α 1
If each component of θ is not greater than that ofθ's, we denote by θ ≤θ; θ <θ means θ ≤θ, and |θ| < |θ| where |θ| = θ 1 + θ 2 + θ 3 . We use ∇ ℓ with an integer ℓ ≥ 0 for the any ∂ α with |α| = ℓ. When ℓ < 0 or ℓ is not a positive integer, ∇ ℓ stands for Λ ℓ defined by 11) wheref is the Fourier transform of f . We useḢ s (R 3 ), s ∈ R to denote the homogeneous Sobolev spaces on R 3 with norm defined by f Ḣs = Λ s f L 2 , and we use H s (R 3 ) to denote the usual Sobolev spaces with norm · H s . We shall use · p to denote L p norms in either R 3 x × R 3 v or R 3
x . Letting w(v) ≥ 1 be a weight function, we use · p,w to denote the weighted L p norms in R 3
x × R 3 v . We also use |·| p for the L p norms in R 3 v , and |·| p,w for the weighted L p norms in R 3 v . We will use the mixed spatial-velocity spaces, e.g., L 2 v H s x = L 2 (R 3 v ; H s (R 3 x )), etc. Throughout the paper we let C denote some positive (generally large) universal constants and λ denote some positive (generally small) universal constants. They do not depend on either l or m; otherwise, we will denote them by C l , C l,m , etc. We will use A B (A B and A ∼ B) if A ≤ CB. We use C 0 and λ 0 to denote the constants depending on the initial data and l, m, s.
For the Landau operator (1.2), we define
(1.12)
We define the weighted norms with v = 1 + |v| 2 . Let |f | σ = |f | σ,1 and f σ = f σ,1 . It is well known that the linear collision operator L ≥ 0 and is locally coercive in the sense that 15) where P denotes the L 2 v orthogonal projection on the null space of L: (1.20)
We remark that D m;l,q (f ) and D m;l,q (f ) are the dissipations used in [18] and [8] respectively, and we introduce them for the presentational convenience. Note that there is a cascade of velocity weights in (1.18) and (1.19) so that fewer derivatives of f demand stronger velocity weights.
Our first main result of the global unique solution to the system (1.6) is stated as follows.
Theorem 1.1. Assume that f 0 satisfies F 0,± (x, v) = µ + √ µf 0,± (x, v) ≥ 0. There exists a sufficiently small M > 0 such that if E 2;2,0 (f 0 ) ≤ M , then there exists a unique global solution f (t, x, v) to the Vlasov-Poisson-Landau system (1.6) with F ± (t, x, v) = µ + √ µf ± (t, x, v) ≥ 0.
(1) If E 2;l,q (f 0 ) < +∞ for l ≥ 2, 0 ≤ q ≪ 1, then there exists C l > 0 such that
there exists an increasing continuous function P m,l (·) with P m,l (0) = 0 such that the unique solution satisfies
(1.24) Theorem 1.1 will be proved in sections 3 and 4 by using the strategy of [8] in which Guo proved the first result of the global unique solution near Maxwellians to the Vlasov-PoissonLandau system in a periodic box. There are two folds in this strategy. First, by the introduction of the exponential weight e ±(q+1)φ to cancel the growth of the velocity in the nonlinear term ∓∇ x φ · vf ± and the introduction of the velocity weight (1.17) to capture the weak velocity diffusion in the Landau kernel, assuming that the conservation of mass, momentum as well as energy holds, Guo [8] first derived the following energy inequality (for m = l = 2, q = 0):
(1.25)
The reason why the term Pf 2 2 is excluded from our dissipation rate is that the Poincaré inequality fails in the whole space. However, this requires us the much more careful arguments in section 3 when deriving the energy inequality of type (1.25) for the whole space with D m;l,q (f ) replaced by D m;l,q (f ); we need to prove an improved refined estimate for the nonlinear collision term as Lemma 2.3 in section 2. Second, thanks again to the conservation laws and the Poincaré inequality in the periodic box, Guo [8] then derived the following differential inequality:
. By applying the method previously developed in Strain and Guo [16, 17] , then a decay rate of the electric potential is extracted from (1.26):
Hence the energy estimates (1.25) is closed by applying the standard Gronwall lemma. However, as remarked in [8] , the strong decay rate of (1.27) (and (1.26)) is a consequence of the periodic box (and the conservation laws!), and it remains open if a sufficient decay rate can be obtained for the whole space. To get the sufficient decay rate of φ in the whole space case, in addition to (1.25), Strain and Zhu [18] further developed another energy inequality:
where E h (f ) denotes some high-order energy functional that does not contain Pf 2 2 and D h (f ) is the corresponding dissipation. Assuming additionally that the L 2 v L 1 x norm of the initial data is small, by combining these energy estimates and the linear decay analysis, Strain and Zhu [18] obtained a decay rate of
x assumption of the initial data seems crucial for the global existence of the solutions to the Vlasov-Poisson-Landau system in the whole space in Strain and Zhu [18] ; see also Duan, Yang and Zhao [4] for the one-species Vlasov-Poisson-Landau system in the whole space. However, as well illustrated in Theorem 1.1, we have removed such kind of assumption and our Theorem 1.1 for the whole space is almost like Theorem 2 for the periodic box case in Guo [8] . The key motivation is that the real thing we need to close the estimates (1.25) is a strong decay rate of φ rather than the whole solution! Let us look back at the system (1.6), and we note that φ depends only on f + − f − and also that there are some cancelations between the "+" and "−" equations. We are then led to consider the sum and difference of f + and f − :
The Vlasov-Poisson-Landau system (1.6) can be equivalently rewritten as
(1.31)
is the one-species linearized Landau operator and
is equivalent to Lf , and their null spaces are
Notice that the linear homogeneous system of (1.31) is decoupled into two independent subsystems: one is the Landau equation for f 1 ; the other one is a system almost like the one-species Vlasov-Poisson-Landau system for f 2 and φ but with the linear collision operator L 2 . Then our
The followings are several remarks for our main theorems. Remark 1.3. We can consider the generalized Landau operator with, see [12, 3, 9] ,
It is easy to conclude from our proof that the global unique solution f to the Vlasov-PoissonLandau system near Maxwellians exists for all γ ≥ −3. If γ ≥ −2, then the decay rates of f + − f − and φ in our theorems can be improved to be an exponential rate; and we can take ε = 0 in (1.39) so that the decay rates of {I − P 1 }(f + + f − ) are optimal. Very recently, Duan, Yang and Zhao [5, 6] established a global existence theory for the one-species Vlasov-PoissonBoltzmann system in the whole space with hard potentials and soft potentials respectively, which generalized the pioneering work of Guo [10] with hard-sphere interaction. We believe that if the Vlasov-Poisson-Boltzmann system is of two-species, then our observation can be used to remove the L 2 v L 1 x assumption of the initial data in [5, 6] and get the faster decay of electric potential. 
, so as a byproduct, we obtain the usual L p -L 2 (1 < p ≤ 2) type of the optimal decay rates for f + + f − . Note also that the L 2 optimal decay rate of the higher-order spatial derivatives of the solution are obtained. Then the general optimal L q (2 ≤ q ≤ ∞) decay rates of the solution follow by applying the optimal Sobolev interpolation. We also remark that we do not require theḢ −s or L p norm of initial data be small. It is worth to pointing out that the optimal decay rates of f + + f − are new even for the Landau equation in the whole space with soft potentials [9, 13] . We also believe that our method can be applied to show the optimal decay rates for the Boltzmann equation in the whole space with soft potentials both with and without angular cut-off [2, 19, 11, 13, 16, 17, 7, 15, 1] . Theorem 1.2 will be proved in section 5. To prove (1.35)-(1.36), we will establish a family of general versions of the differential inequality (1.34):
. Then (1.35)-(1.36) follow by applying the interpolation method (among velocity moments) developed in Strain and Guo [16] and the splitting method (velocity-time) developed in Strain and Guo [17] . To prove (1.38), the key is to establish the following a family of energy estimates with minimum spatial derivative counts on f 1 :
. To achieve this, we will extensively and carefully use the Sobolev interpolation of the Gagliardo-Nirenberg inequality between high-order and loworder spatial derivatives to control the nonlinear estimates. After deriving the negative Sobolev estimates (1.37), (1.38)-(1.39) follows by combing a Sobolev interpolation method among spatial regularity with the methods in [16, 17, 15] .
The rest of our paper is organized as follows. In section 2, we establish an improved refined estimates for the nonlinear collision terms and collect some analytic tools. In section 3, we establish the nonlinear energy estimates for the local solutions. In section 4, we derive the basic time decay estimates and show that the local solution is global. In section 5, we obtain the further decay rates for the global solution.
Preliminary
In this section, we use L to uniformly denote the linear collision operators L, L 1 and L 2 , and we use Γ to denote the nonlinear collision operators Γ and Γ * . We first recall the basic property of the linear collision operator L.
Lemma 2.1. We have Lg, h = g, Lh , Lg, g ≥ 0, and Lg = 0 if and only if g = P g, where P is the L 2 v orthogonal projection onto the null space of L, correspondingly. Moreover,
Proof. We only need to consider the case L = L 2 . We use the following reexpression for L 2 as Lemma 1 in [9] :
Then we integrate by parts to obtain
and L 2 g = 0 if and only if g = P 2 g since σ is positively definite. The estimate (2.1) for L 2 follows as Lemma 5 in [9] .
Next we recall the weighted estimates for L.
Lemma 2.2. Let w = w(α, β) in (1.17). For any small η > 0, there exists C η > 0 such that
4)
and for β = 0
.
(2.5)
Proof. We refer to Lemma 8 and Lemma 9 in [17] for the proof. Indeed, the upper bounds were not written down there, but the proof is the same.
We now prove the refined estimates for the nonlinear collision operator Γ.
Hereafter δ > 0 is a sufficiently small universal number and C (β 1 ,β) denotes constants depending on β 1 ,β but universal whenβ = β 1 . In particular, we have
Importantly, when α = α 1 , β =β or α 1 = β 1 = 0 the constant in front of the first term of (2.6) does not depend on either l or m; otherwise, it depends on m! Note that there is a large factor l in the second term of (2.6). Our key improvement is that we are free to bound the term µ δ f 2 by either |f | 2 or |f | σ and the term |f | 2, by either |f | 2,w or |f | σ,w as we want.
Proof. We prove the lemma for Γ = Γ * . As Proposition 7 in [8] , by the product rule we expand
with double summations over 1 ≤ i, j ≤ 3 and
Note that there is a (large) factor 4(l − |α| − |β|) in both (2.12) and (2.13). The first two terms (2.8)-(2.9) would not encounter this factor, so they can be bounded in the same way as in Proposition 2.2 of [18] via the first term on the right-hand side of (2.6). We shall now first estimate the term (2.12). Since
, by Lemma 2 in [9] , the Cauchy-Schwartz inequality implies
for a sufficiently small δ > 0. Hence, recalling (1.14), we bound (2.12) by
For the rest three terms, we use an integration by parts inside the convolution (in v * ) to split
We first estimate the most singular term (2.11). The second part of (2.11) corresponding to the split (2.16) has the same upper bound as (2.8)-(2.9), we then focus on the first part of (2.11):
. We thus decompose the integral region in the convolution
When the integral is restricted to the region |v − v * | ≥ 1 the singularity is avoided, so this part of (2.17) can have the same upper bound as (2.8)-(2.9). For the remaining part of (2.17) corresponding to the region |v − v * | ≤ 1, we bound it by
As in Proposition 3.5 of [7] , applying Hölder's inequality, the Hardy-Littlewood-Sobolev theorem and the Sobolev embedding, we obtain
Therefore, (2.11) is bounded via the first term on the right-hand side of (2.6).
We next estimate the term (2.10). The second part of (2.10) corresponding to the split (2.16) has the same upper bound as (2.8)-(2.9); while the first part has the same upper bound as (2.17). Hence, (2.10) is also bounded via the first term on the right-hand side of (2.6). We then finally turn to the last term (2.13). The second part of (2.13) corresponding to the split (2.16) has the same upper bound as (2.12); while the first part we again decompose the integral region in the convolution into two parts: |v − v * | ≥ 1 and |v − v * | ≤ 1. When the integral is restricted to the region |v − v * | ≥ 1 the singularity is avoided, so this part can have the same upper bound as (2.12). For the remaining part corresponding to the region |v − v * | ≤ 1, we employ the same argument for (2.18) to bound it by
Therefore, (2.13) is bounded via the second term on the right-hand side of (2.6).
In what follows, we will collect the analytic tools which will be used in this paper. The first one is the Sobolev interpolation among the spatial regularity: Lemma 2.4. Let 2 ≤ p < ∞ and k, ℓ, m ∈ R, then we have
where 0 ≤ θ ≤ 1 and k satisfies
Proof. For 2 ≤ p < ∞, it follows from the classical Sobolev inequality [14] that
By the Parseval theorem and Hölder's inequality, we have We have the following L p inequality for Λ −s :
Proof. It follows from the Hardy-Littlewood-Sobolev theorem, see [14] .
In many places, we will use the Minkowski's integral inequality to interchange the orders of integration over x and v.
Proof. For q = ∞ or p = 1 (2.26) is standard, see [14] . Now for 1 ≤ p ≤ q < ∞ and hence
(2.27) We thus conclude the lemma.
We also need the following version of the Gronwall lemma.
Proof. The lemma is standard, see [8] .
The last one is the basic time decay estimates of certain integrals.
Proof. The proof is standard, see [18] .
Local solution and basic energy estimates
We first record the local-in-time existence of unique solution to the Vlasov-Poisson-Landau system (1.6) if E 2;2,0 (f 0 ) is sufficiently small. Theorem 3.1. Assume that E 2;2,0 (f 0 ) is sufficiently small. Then there exist 0 < T ≤ 1 and M > 0 small such that there is a unique solution F = µ + √ µf ≥ 0 with
In general, if 0 ≤ t ≤ T , there exists an increasing continuous function P m,l (·) with P m,l (0) = 0 such that
Notice that in this local existence theorem we have included the term Pf 2 2 in the dissipation; this allows us to prove Theorem 3.1 exactly in the same way as [8] with a little additional attention on the Poisson term which was already presented in [18] . Since the proof is similar to those of [8] and [18] , we then omit it. However, for our global existence theorem, we need to exclude this term from the dissipation rate. So we can not use the estimates of Lemma 14 in [8] and we need to refine the energy estimates. We shall establish the following proposition:
and assume f is the solution constructed in Theorem 3.1 with E 2;2,0 (f ) ≤ M .
(1) We have
Proposition 3.2 will be proved by the following a series of lemmas. We begin with the energy estimates without the velocity weight.
and assume f is the solution constructed in Theorem 3.1 with
If m ≥ 3, we have that for any η > 0,
Proof. We will use the continuity equation of
From this and the Poisson equation
For (3.5), by (1.6), we obtain
By the collision invariant property and the estimate (2.7) of Lemma 2.3, we obtain
Here we have taken L 3 −L 6 −L 2 in the x integration and used the Minkowski's integral inequality, Sobolev's and Cauchy's inequalities. Recalling (1.14), we have
(3.12)
Here we have used the fact that v 3/2 ∇ ℓ f 2 E 2;2,0 (f ) for ℓ = 0, 1 by (1.18). Then (3.5) follows by further using Lemma 2.1 since E 2;2,0 (f ) M is small.
Next letting k ≥ 1, we prove (3.6) and (3.7). Applying ∇ k to (1.6) and then taking the L 2 inner product of the resulting identity with e ±2φ ∇ k f ± , we obtain
Note that the weight function e ±2φ is so designed such that there was an exact cancelation for the high momentum contributions in the integration, see [8] .
We now estimate I 1 ∼ I 5 . Since |e ±2φ − 1| φ ∞ E 2;2,0 (f ) √ M by the elliptic estimate, clearly, 14) and by using the exponential decay of µ, we obtain
By Lemma 2.2, we have
Now for the term I 4 , we apply the estimate (2.7) of Lemma 2.3 to obtain
respectively to have an upper bound of 3.17) respectively to have an upper bound of
respectively (note that now C m m = 1) to have an upper bound of
(3.20)
We thus conclude the estimates of I 4 . Note that the difference between our estimates of I 4 and that of Lemma 8 in [8] is that we excluded the term f 2 σ therein. Finally, we turn to the term I 5 and we perform an integration by parts in v and recall (1.14) to have 
respectively to bound them by Consequently, summing up the estimates for I 1 ∼ I 5 , by Lemma 2.1, we obtain (3.6) and (3.7). We thus conclude the lemma.
Notice that the dissipation estimate in Lemma 3.3 only controls the microscopic part {I−P}f , we then want to include the hydrodynamic part Pf and the electric potential φ to get the full dissipation estimate.
(3.29)
Proof. From Proposition 16 of Guo [8] by using the local conservation laws and the macroscopic equations which are derived from the the so-called macro-micro decomposition, we have that for any k ≥ 0, there exists a function G k (t) satisfying (3.27) ( ∇ k ∇ x φ 2 2 is included since the Poincaré inequality fails) such that
Here N denotes the L 2 v projection of N ± (f ) with respect to the subspace
representing the nonlinear term of (1.6). It then suffices to estimate ∇ k N 2 2
. Letμ be any function in X v , we have
We apply the estimate (2.7) of Lemma 2.3 to obtain
When k = 0, 1, if j = k we take L 3 − L 6 ; and if k − j = 1 we take L ∞ − L 2 in (3.33) respectively to bound these two cases by Now, we use the integration by parts in v and the exponential decay ofμ to get
Obviously, applying the same arguments as those for (3.33), we obtain the same upper bounds for (3.36). We then conclude our lemma.
Next, we turn to the energy estimates with the velocity weight, and we first deal with the pure spatial derivatives of the solution.
and assume f is the solution constructed in Theorem 3.1 with E 2;2,0 (f ) ≤ M . Let w = w(α, 0) in (1.17). Then for |α| = 1, 2,
(3.37) Proof. Applying ∂ α with |α| = m ≥ 1 to (1.6) and then taking the L 2 inner product of the resulting identity with e ±2(q+1)φ w 2 ∂ α f ± , we obtain
First, by Lemma 2.2, we have
We now estimate I 1 ∼ I 5 . Clearly,
and since 0 ≤ q ≪ 1,
By Lemma 2.2 again, we have
Now for the term I 4 , we apply the estimate (2.6) of Lemma 2.3 to get
where we have used
(3.45)
Here we have used the fact w(α, 0) = w(γ, 0) for |γ| = 1.
44) respectively to have an upper bound of
(3.46)
Here we have used the fact w(α, 0) ≤ w(γ, 0) for |γ| ≤ 2. For |α| = m ≥ 3, note that if either α 1 = 0 or α − α 1 = 0 we have C α 1 α = 1. Then as in (3.46) we take L ∞ of the term without derivatives and L 2 of the other two terms in (3.44) respectively to bound these two cases by
(3.49)
Finally, we turn to deal with the term I 5 and we shall use the split f = Pf + {I − P}f . For the hydrodynamic part, we have This term can be estimated as (3.22) with only the unweighted norms replaced by the weighted norms in the upper bounds. Since the microscopic part is always part of our dissipation rate, we can use the argument of Lemma 9 in [8] to obtain that for |α| = m ≥ 2,
These two estimates imply that for |α| = 2,
and for |α| = m ≥ 3,
Consequently, collecting the estimates we thus conclude the lemma.
We now turn to the mixed spatial-velocity derivatives of the solution. First notice that in view of Lemma 3.3 and Lemma 3.5, it suffices to estimate the remaining microscopic part ∂ α β {I − P}f for |α| + |β| ≤ m and |α| ≤ m − 1 with m ≥ 2. We use the macro-micro decomposition:
and assume f is the solution constructed in Theorem 3.1 with E 2;2,0 (f ) ≤ M . Let w = w(α, β) in (1.17). For |α| + |β| ≤ 2 with |α| ≤ 1, we have that for any η > 0,
(3.55)
For |α| + |β| ≤ m with m ≥ 3 and |α| ≤ m − 1, we have that for any η > 0,
Proof. Applying ∂ α β with |α| + |β| ≤ m for m ≥ 2 and |α| ≤ m − 1 to (3.54) and then taking the L 2 inner product of the resulting identity with e ±2(q+1)φ w 2 ∂ α β {I − P}f ± , we obtain Clearly,
By Lemma 2.2, we have that for any η > 0,
For the term I 4 , we can move all the v derivatives ∂ β out of ∂ α β {I − P}f to the remaining factor in v; using the exponential decay of µ, we obtain
To estimate the term I 5 , applying the estimate (2.6) of Lemma 2.3, we obtain 
(3.65)
Here we have used the fact w(α, β) ≤ w(α, β − β 1 ). Notice carefully that here we adjusted the energy and dissipation components by making full use of the advantage that the terms
can be included in either the energy or the dissipation when they are hit by the spatial derivatives. Note that we have concluded the case |α| + |β| = 0. When |α| + |β| = 1, the remaing case is of (α − α 1 , β − β 1 ) = 0, and we take L 6 − L 3 − L 2 in (3.64) to have an upper bound of Here we have used the fact w(α, β) = w(γ, 0) for |γ| = 1. This concludes the case |α| + |β| = 1.
(3.67)
Here we have used the fact w(α, β) ≤ w(γ, 0) for 1 ≤ |γ| ≤ 2. If (α 1 ,β) = 0 and (α−α 1 , β−β 1 ) = 0, then |α 1 | + |β| = 1 and
(3.68)
Here we have used the fact w(α, β) ≤ w(γ + α − α 1 , β − β 1 ) for |γ| ≤ 1. This completes the case |α| + |β| = 2. Now when |α| + |β| = m ≥ 3, we shall separate four cases. The first case is either (α 1 ,β) = (α, β) or (α − α 1 , β − β 1 ) = (α, β). Indeed we now have
We note that m ≥ 3 so that we can take L ∞ of the term without derivatives and L 2 of the other two terms in (3.64), also when (α − α 1 , β − β 1 ) = (α, β) we use the split f = Pf + {I − P}f in the factor
, to have an upper bound of
(3.69)
We next consider the case of |α 1 | + |β| = m − 1 and |α − α 1 | + |β − β 1 | = 1, and we take . For the hydrodynamic part of (3.64) we take L 3 − L 6 − L 2 ; while for the microscopic part of (3.64) we take L 2 − L ∞ − L 2 respectively to have an upper bound of
The remaining cases are of 2 ≤ |α 1 | + |β| ≤ m − 2 and 2 ≤ |α − α 1 | + |β − β 1 | ≤ m − 2 (surely, now m ≥ 4), and we take L 6 − L 3 − L 2 in (3.64) to bound it by
(3.72)
Notice that the term I 6 only occurs when |α| + |β| ≥ 1. Since {I − P}f is always part of our dissipation rate, so we can use the argument of Lemma 9 in [8] to obtain that for |α| + |β| ≤ m,
In particular, if |α| + |β| ≤ 2,
For the term I 7 , we make use of the exponential decay in v of the hydrodynamic part to get
Here we have use the fact that 1
(3.78)
Finally, for I 8 , we easily have
Consequently, collecting the estimates for I 1 ∼ I 8 , we thus conclude our lemma.
We now present the Proof of Proposition 3.2. For m ≥ 2, we define
(3.80)
By taking ε k sufficiently small, E m,l,q (f ) is equivalent to our energy E m,l,q (f ) of (1.18) in the sense that there exists C l,m such that
By further taking ε k , ε α , ε α,β , η sufficiently small orderly and choose M sufficiently small (independent of l and m!), we deduce Proposition 3.2 from Lemma 3.3-3.6.
Time decay and global solution
In this section, we will derive a further energy estimate which allows us to extract the strong decay rate of φ. Then we can close the energy estimates in Proposition 3.2 and thus complete the proof of Theorem 1.1. We recall the notations f 1 = f + +f − and f 2 = f + −f − for the solution f to the Vlasov-Poisson-Landau system (1.6). The key point is to consider the evolution of f 2 and φ separating from (1.31):
and assume f is the solution constructed in Theorem 3.1 with E 2;2,0 (f ) ≤ M . There exists a function E 1 0 (f 2 )(t) with
Proof. The standard ∇ k energy estimates on (4.1) yields for k = 0, 1,
Our goal is to conclude an energy estimate for f 2 and φ solely that excludes f 1 . So when estimating I 1 and I 2 we will bound the f 1 -related factors by the energy rather than the dissipation. More precisely, applying the estimate (2.7) of Lemma 2.3, we have
Here in the x integration of (4.5), when j = 0 we have taken L ∞ − L 2 − L 2 ; and if k = 1 and j = 1 we have taken L 3 − L 6 − L 2 respectively. While we use an integration by parts in v and recall (1.14) to have
Here when j = 0 we have taken L 2 −L ∞ −L 2 ; and if k = 1 and
in the x-integration of (4.6) respectively. So, we may conclude from (4.4) that
Here we have used the elliptic estimate on the Poisson equation to have
On the other hand, similarly as Lemma 3.4, there exists a function G 0
(4.10)
The key point in (4.10) is that we can include the term P 2 f 2 2 2 , which follows by
(4.11)
The last term in (4.10) is bounded by
(4.12)
Hence, (4.10) implies that
(4.13)
Now we define
(4.14)
By (4.9), for ε sufficiently small, we deduce that E 1 0 (f 2 )(t) satisfies (4.2) and that (4.3) follows from (4.7) and (4.13) since E 2;2,0 (f ) ≤ M is small.
We now establish the crucial strong decay rate of φ in the following proposition.
and assume f is the solution constructed in Theorem 3.1 with E 2;2,0 (f ) ≤ M . Then there exists C l > 0 such that 15) and
Proof. Note that (4.3) is essentially same as (150) in [8] , then we can get the same decay rate as [8] . Indeed, taking ℓ = 1 and m = 2 in (5.56) and (5.61), we obtain 17) and
By the Poisson equation and the continuity equation, we obtain
and
We thus conclude the lemma.
Now we can follow exactly the same strategy of [8] to prove Theorem 1.1.
Proof of Theorem 1.1. We first choose the smooth initial data
Step 1. Global Small E 2;2,0 Solution. We denote
(4.21) Clearly T * > 0 if E 2;2,0 (f 0 ) is sufficiently small from Theorem 3.1. Our goal is to show T * = ∞ if we further choose E 2;2,0 (f 0 ) small. 
In Proposition 3.2, since
By Lemma 4.1, we can improve the inequality above to be
Combining Proposition 4.2 and this bound with l = 2 and q = 2, we obtain
Upon choosing the initial condition E 2;2,0 (f 0 ) further smaller, we deduce that for 0 ≤ t ≤ T * ,
This implies that T * = ∞ and the solution is global. Also, Proposition 4.2 and (4.23) imply that the assertion (1) holds.
Step 2. Higher Moments and Higher Regularity. 
This concludes Theorem 1.1 for
For a general datum f 0 ∈ E m;l,q we can use a sequence of smooth approximation f n 0 to construct the approximate solutions and then take a limit in n to conclude the theorem.
Further decay
In this section, we will derive some further energy estimates to deduce some further decay rates of the global solution obtained in Theorem 1.1 to complete the proof of Theorem 1.2.
Recall f 1 and f 2 again. The first lemma is a general version of Lemma 4.1 concerning with the energy estimates for the higher-order spatial derivatives of
and assume f is the solution constructed in Theorem 3.1. Then for any ℓ = 1, . . . , m with m ≥ 2, there exists a functional E ℓ 0 (f 2 )(t) with
Proof. We recall (4.1). The standard ∇ k energy estimates on (4.1) yields for k = 0, . . . , ℓ,
We apply the estimate (2.7) of Lemma 2.3 to have, by bounding the f 1 -related factors via E m;m,0 (f ) since m ≥ 2,
While, we have
Note that we require the extra 3/4 so that when k = ℓ = m and j = 0 we can bound by v 3/2 ∇ m f 1 2 ≤ E m;m+3/4,0 (f ); otherwise, we need to restrict that ℓ ≤ m − 1. In particular, when m = 2 we can only take ℓ = 1 that we did in Lemma 4.2.
So, summing over k = 0, . . . , ℓ, we deduce from (5.3) that
On the other hand, as in Lemma 4.1, for k = 0, . . . , ℓ − 1 there exists a function G k f 2 (t) with
Here the last term is bounded by
Hence, summing over k = 0, . . . , ℓ − 1, we deduce from (5.8) that
(5.10)
Now, for ℓ = 1, . . . , m we define
By (5.7), for ε sufficiently small, we deduce that E ℓ 0 (f 2 )(t) satisfies (5.1) and that (5.2) follows from (5.6) and (5.10).
Next, we will derive an energy estimates which allows us to derive the optimal decay rate of f 1 and its higher-order spatial derivatives. We recall the evolution for f 1 separating from (1.31):
and assume f is the solution constructed in Theorem 3.1. Then for any ℓ = 0, . . . , m − 1 with m ≥ 2, there exists a function E m ℓ (f 1 )(t) with
(5.14)
Proof. The standard ∇ k energy estimates on (5.12) yields for k = ℓ, . . . , m,
Our goal is to finely estimate the right hand side of (5.16) so that it can be bounded by the right hand side of (5.14). The crucial point is to use the Sobolev interpolation of Lemma 2.4.
The following lemma provides the needed estimates for proving the faster decay rates of the microscopic part {I − P 1 }f 1 . We shall use the macro-micro decomposition: Proof. The standard ∇ k energy estimates on (5.34) yields for k = 0, . . . , m − 2, We then conclude the lemma by taking η small.
We now derive the evolution of the negative Sobolev norms of f 1 . In order to estimate the nonlinear terms, we need to restrict ourselves to that s ∈ (0, 3/2). We first estimate the term I 11 . Since 0 < s < 3/2, we let 1 < p < 2 to be with 1/2+s/3 = 1/p. By the estimate (2.25) for Λ −s in Lemma 2.5, Minkowski's integral inequality (2.26) in Lemma 2.6, and Lemma 2 in [9] , we have We again use the split: for the hydrodynamic part, we can estimate it as for I 1 ; while for the microscopic part, we take L 2p − L 2p in L p x norm to get
