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Using basic thermodynamic arguments beginning with the second law it is possible to 
arrive at entropic Bell inequalities in the form derived by Cerf and Adami if those 
thermodynamic arguments are statistical.  In addition, this highlights a pedagogically 
simpler way of explaining why quantum systems violate such inequalities. 
 
 
I.  BACKGROUND 
 
 The thermodynamic properties of entanglement have been discussed by a number 
of groups [1-3].  In particular, Horodecki, Oppenheim, and Horodecki [4] have argued 
that the laws governing entanglement may well be thermodynamic in nature, or, at the 
very least, possess thermodynamic corollaries.  And yet the role of the second law of 
thermodynamics, sometimes referred to as the law of entropy increase [5], has not been 
fully articulated.  From a pedagogical standpoint it is often the case that the second law is 
implied (though perhaps never explicitly stated) as being a fundamental law [6] when, in 
fact, it is actually just a strong statement on the behavior of probabilities [7].  When 
viewed in this statistical manner, entropy is interpreted as simply being another way of 
measuring the number of configurations of a system or, rather, the probabilities that it 
will be in one of those configurations.  The fundamental assumption of statistical 
mechanics implies that all accessible states of a uniform probability distribution are 
equally likely in the long run.  If we take this to be the case and work solely with such 
distributions, we can represent the number of configurations of a system by the 
multiplicity, Ω, and the entropy can be represented as 
 
! 
S = k ln"         (1) 
 
which is entirely equivalent1 to the form 
 
! 
S = "k p(x)ln p(x)
i
# .     (2) 
                                                
1 See [7].  For an isolated system only the accessible states have non-zero probability and so the sum in 















But the number of terms is just Ω and thus equation (2) reduces to equation (1). 
 
where the sum is only over these accessible states.  Consider the 
 One way in which the second law can be expressed in terms of entropy is via the 
entropy of mixing which is the entropy created in the process of mixing two systems.  
Consider, for example, two systems A and B with classical thermodynamic entropies S(A) 
and S(B) that are initially separated and then allowed to interact in some manner (for 
example, two ideal gases separated by a barrier that is later removed).  Speaking in purely 
statistical terms, once the barrier is removed and the two systems mix, the total number of 
configurations for the combined system must either be equal to or greater than the total 
number of configurations of the two separate systems.  Since the entropy is just another 
way of representing the number of configurations, we can refer to this difference in 
entropy as the entropy of mixing.  We can write the second law, then, in terms of the 





# 0         (3) 
 
where the equality holds if systems A and B are identical (e.g. the same species of gas).  
There are two ways in which equation (3) can be mathematically violated.  The first 
would be if the entropy of the combined system were somehow less than the sum of 
original system entropies which has never been observed (or if it has, any entropy “loss” 
in the combined system has been balanced by a corresponding entropy “gain” elsewhere 
– i.e. the combination is not perfectly isolated).  It is also possible to mathematically 
violate equation (3) if one or both of the entropies involved is negative.  How is this 
possible then given the definitions of equations (1) and (2)? 
Equation (2), as written, can never be negative.  However, equation (1) can be 
deduced from equation (2) as I showed in the footnote.  Additionally, the multiplicity can 
be a complicated function of a number of variables including volume, temperature, etc.  
For an ideal gas the full multiplicity function is quite complicated.  When it is substituted 
into equation (1) it is called the Sackur-Tetrode equation.  This equation can be negative 
at exceptionally low temperatures (on the order of a few hundredths of a Kelvin) [7].  
This merely emphasizes the fact that the second law is not entirely fundamental in nature, 
though it also challenges the notion that entropy merely is another method for counting 
configurations since it is unclear what a negative configuration would look like.  In any 
case, there is still a great deal that is unknown about such exceptionally cold states and so 
it is entirely possible that, in truth, there actually is no violation of the second law here.  
In any case, it should be clear that equation (3) represents the second law or, as Landau 
and Lifshitz have called it, the law of entropy increase [5]. 
 
 
II.  SHANNON ENTROPY AND THE SECOND LAW 
 
 In information theory it is usual to represent entropy in the binary sense as 
articulated by Shannon [8], 
 
! 
H(X) = " p(x)log p(x)
x
#       (4) 
 
where the logarithm is taken to be base-two.  We define the relative entropy [9] 
 
! 





                                = H(p(x)) + H(p(y)) #H(p(x,y))
  (5) 
 
to be a measure of the “offset” of the probability distribution over two indices, x and y, 
from the probability distributions of the individual indices themselves.  As in [9], we 
define 
! 
"0log0 # 0  and 
! 
"p(x,y)log0 # +$ if p(x,y) > 0.  In this sense, it is simply a 
binary form of the entropy of mixing and as such obeys equation (3) which I will refer to 
as the positivity condition and will take to represent the second law. 
 The relative entropy can be expressed in a number of ways including as the 
mutual entropy which represents the mutual information of two systems.  As such, 
consider two systems, A and B, that are measured on indices x and y respectively.  We 
can define the mutual entropy then [9] as 
 
! 
H(X :Y ) " H(X) + H(Y ) #H(X,Y ) .    (6) 
 
The positivity condition, which again is taken to represent the second law, in combination 
with equations (4), (5), and (6), implies that 
 
! 
H(X :Y ) = H(p(x,y) p(x)p(y)) " 0    (7) 
 
where the equality holds only when X and Y are taken to be independent random 
variables or, when X = Y we take p(x,y) = 0. 
 Consider now three systems that I will call X, Y, and Z, each having a 
corresponding entropy H(X), H(Y), and H(Z).  We can therefore write mutual entropies 
H(Y:Z) and H(X:Z) in addition to H(X:Y).  If 
! 
X " Y " Z  is a Markov chain (such that Y 
is only accessible from X and Z is only accessible from Y) then so is 
! 
Z" Y " X  (where 
the reverse is true) and it follows that 
 
! 
H(Z :Y ) " H(Z : X)      (8) 
 
which is sometimes known as the data pipelining inequality [9] which, given the property 
that H(X:Y) = H(Y:X) [9], can be written H(Y:Z) ≥ H(X:Z).  Likewise the Markov chain 
assumption also implies H(X:Y) ≥ H(X:Z).  Trivially, then, we can write 
 
! 
H(X :Y ) + H(Y : Z) " H(X : Z).            (9) 
 
Equation (9) also follows trivially from the combination of the data pipelining inequality 
and the positivity condition which I have taken to represent the second law. 
 Another basic property of Shannon entropies is that H(X:Y) ≤ H(Y) and H(Y:Z) ≤ 
H(Y).  Combining this with equation (9) we can write 
 
! 
H(X :Y ) + H(Y : Z) "H(X : Z) # H(Y ).   (10) 
 
Likewise, given that H(X:Y) ≤ H(X), H(X:Z) ≤ H(X), H(X:Z) ≤ H(Z), and H(Y:Z) ≤ H(Z), 




H(X :Y ) + H(X : Z) "H(Y : Z) # H(X)    (11) 
 
! 
"H(X :Y ) + H(X : Z) + H(Y : Z) # H(Z) .    (12) 
 
If X, Y, and Z represent uniform distributions, then H(X) = H(Y) = H(Z) = 1 and we arrive 
at the inequality found by Cerf and Adami (in much the same manner) [10], 
 
! 
H(X :Y ) "H(X : Z) + H(Y : Z) #1           (13) 
 




III.  VIOLATIONS AND THEIR MEANING 
 
 This begs the question: what is new about this derivation?  The new feature is that 
the argument began with purely thermodynamic reasoning and maintained that the 
positivity condition for the relative (and mutual) entropies is a statement of the second 
law.  Since equation (13) follows directly from the positivity condition and the 
assumption that the individual systems represent a Markov chain, it appears that Bell’s 
inequalities follow at least partially from the second law of thermodynamics, at least in 
the purely statistical sense.  But, as Cerf and Adami have demonstrated, these inequalities 
can be violated.  The problem arises from the naïve assumption that one can simply 
substitute quantum entropies into any of equations (9) through (13).  To see this we must 
first clarify a few definitions. 
 Let us define 
 
! 
H(X,Y ) " # p(x,y)log p(x,y)
x,y
$         (14) 
 
as being the joint entropy of a pair of random variables.  The mutual entropy can be 
expressed in terms of the joint entropy as 
 
! 
H(X :Y ) " H(X) + H(Y ) #H(X,Y ) .          (15) 
 
Equation (13) can then be rewritten as 
 
! 
H(Y ) "H(Z) + H(X,Z) "H(X,Y ) + H(Y ) + H(Z) "H(Y,Z) #1.       (16) 
 
Now define the von Neumann entropy of the joint state of two qubits A and B to be 
! 
S(A,B) = "tr(#AB log#AB ) where the individual entropies are defined in a similar manner 
with their respective individual density operators.  Let us then naïvely assume we can use 
quantum entropies in equation (16) and consider qubits A, B, and C.  If we then consider 
a state in which two of the qubits, B and C, are in an entangled state 
! 
00 + 11( ) 2 , the 
joint quantum entropy, S(B,C) = 0.  However, the individual density operators for B and 
C are I/2 and thus their individual entropies, S(B) = S(C) = 1.  As such, in equation (16), 
the left side of the inequality would be at a minimum of 2 which clearly violates this 
inequality.  Does this necessarily mean the second law is being violated or does it simply 
indicate that the second law, in its macroscopically understood form, is not applicable to 
quantum systems (while it may be in another form)? 
 First, it is necessary to recall that Bell’s inequalities and the Shannon entropies are 
fundamentally classical in nature and it is not unexpected for quantum systems to violate 
classical assumptions.  In addition, we know that entropy is technically defined 
differently for quantum systems and even at the molecular level processes can be entirely 
reversible since the second law, being an argument about probabilities, has increased 
applicability as a system’s size increases.  However, this highlights the potentially 
troubling point that the definitions of entropy for classical and quantum systems are 
incompatible with one another.  For instance, in the above derivation I began with the 
statistical definition of entropy as being a more convenient way to represent the number 
of configurations of a system.  In this way it would seem odd that quantum systems 
would literally count differently. 
 The explanation for this, however, might best be expressed by thinking of 
quantum systems as being able to take on states of mixed configurations.  It might be 
analogous, for example, to a die landing on an edge when rolled.  But this is simply the 
well-known fact that quantum systems can exist in a superposition of states.  Since the 
von Neumann entropy can be reduced to the classical entropy when the density operator 
is diagonalized, it is the off-diagonal terms of non-diagonalizable density operators that 
represent the superposition configurations, which is again something that is well-known.  
However, one can, in this way, draw a parallel to the multiplicity of a classical system 
where, for quantum systems, we might think of the multiplicity as “multi-dimensional”. 
 In any case, it is clear that Bell’s inequalities follow directly from the second law 
combined with the basic definitions and properties of Shannon entropies and the 
assumption that the independent systems represent a Markov chain, which in itself could 
be interpreted as being representative of the locality requirement since in Markov chains 
future and past states are considered independent.  If the latter is the case, it seems that 
the apparent contradiction between quantum mechanics and relativity might lie in these 
superposition states.  Nonetheless, it is important to remember that the second law is not 
fundamental and negative classical entropies can actually exist at exceedingly low 
temperatures [7].  As Landau and Lifshitz have suggested, the second law ought to imply 
a quantum inequality involving h [5] which is frequently assumed to be the uncertainty 
principle.  A more precise relationship between the two is needed to solidify the 
seemingly obvious association, but this paper suggests a potential starting point. 
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