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Abstract
We introduce an infinite time horizon Brownian bridge which is determined
by a stochastic Langevin equation with time dependent drift coefficient. We
show that this process goes to zero almost surely when the time goes to infin-
ity and study the existence and asymptotic behavior of its local time as well
as its Ho¨lder continuity in time variable and in location variable. The main
difficulty is the lack of stationarity of the process so that the powerful tools
for stationary (Gaussian) processes are not applicable. We employ the Garsia-
Rodemich-Rumsey inequality to get around this type of difficulty.
Keywords: Brownian bridge, Garsia-Rodemich-Rumsey inequality, Local
time, Ho¨lder continuity
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1. Introduction
The Markov bridge is widely used in statistics, probability and finance. For
example, in statistics Brownian bridge plays an important role in the Kolmogorov-
Smirnov test. In the probability theory, it is well-known that Brownian, Gamma
and Bessel bridges have been developed extensively in the literature (see e.g.,
[5, 13, 22]) and references therein. By means of h-function, some general Markov
bridges with the SDE representation on [0, T ] were constructed in [9]. In finance
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the α-Brownian bridge was used in [7] to model the arbitrage profit associated
with a given futures contract. The phenomenon of stock pinning on option
expiration dates was described via the bridge in [1]. Markov bridges are also
employed to solve the famous insider trading Kyle-Back models (cf. [3, 19] and
many references which follow). There are many other studies and applications
of Markov bridges, we refer to e.g. [10] and the references therein.
On a complete filtration probability space Λ := (Ω,P,Ft,F), a α-Brownian
bridge on the interval [0, T ] is defined by

dXt =
−αXt
T − t dt+ dWt , t ∈ [0, T ),
X0 = 0,
(1.1)
where α > 0, T ∈ (0,∞), and {Wt}t≥0 is a standard Brownian motion on
(Ω,P,Ft,F). If α = 1, {Xt}t≥0 is the standard Brownian bridge. There is
also a vast literature on the property of this type of Brownian bridge and its
application, including local time and stopping time (cf. [6, 11, 12, 21, 24]).
In application, sometime we don’t specify the terminal time T . For example,
in the optimal portfolio and consumption problem in mathematical finance,
sometimes it is more desirable to consider the optimal portfolio problem for an
individual’s life time, which is not a priori determined. Sometime the terminal
time T we are concerned is large. In this case it is convenient to use the Brownian
bridge over an infinite time horizon. Although [10] provided the weak condition
of Markov bridges with T = ∞, it is still in the framework of SDE containing
parameter T . To the best of our knowledge, there is no reference concerning
Brownian bridge in the case T =∞.
To construct such an infinite time horizon Brownian bridge, we cannot sim-
ply let the drift term bT (t, x) = − αxT−t in (1.1) go to infinite since it simply
goes to zero, which yields the Brownian motion. On the other hand, if the drift
term is −αx then the solution Xt is the famous time-homogeneous OU process,
which has a (non zero) limit as t → ∞. This motivates us to require the drift
to have the form b(t, x) = −α(t)x such that α(t) → ∞ when t → ∞. Thus, in
this paper we deal with the general Brownian bridge on an infinite time horizon
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satisfying the following stochastic differential equation (SDE):


dXt = −α(t)Xtdt+ dWt , t ∈ [0,∞),
X0 = 0,
(1.2)
where α(t) is a deterministic function. This equation can be easily modified to
construct more general Brownian bridge Xa,bt starting at X
a,b
0 = a and termi-
nating at Xa,b∞ = b:

dXa,bt = −α(t)(Xa,bt − b)dt+ dWt , t ∈ [0,∞),
Xa,b0 = a,
(1.3)
since the solutions to the above equations (1.2) and (1.3) are related by
Xa,bt = b+ (a− b)e−
∫
t
0
α(r)dr +Xt .
After proposing the candidate (1.2) for the infinite time horizon Brownian
bridge the first task is to show we do indeed have lim
t→∞
Xt = 0 almost surely.
In the classical case of finite time horizon, the terminal pinning point almost
surely limit lim
t→T
Xt = 0 can be proved by the strong law of large numbers for
Brownian motion (cf. [17, Page 359]). However, it cannot be conducted in
our case because of T = ∞ and because of the explosive behavior of the drift
term α(t). In general, since an important feature of the process Xt is that it is
no longer stationary, many powerful tools effective for stationary process is no
longer applicable and we need completely different probabilistic techniques.
Our strategy to prove the bridge property of lim
t→∞
Xt = 0 almost surely is
first to prove lim
n→∞
Xn = 0 almost surely along positive integers N by using some
moment estimates and the Borel-Cantelli lemma. The main difficulty lays in the
case of continuous time. We find that the Garsia-Rodemich-Rumsey inequality
can play a crucial role. This is done in Section 2.
To study a stochastic process, an important concept is its local time. For
standard Brownian motions there are many works and here we only refer to [20].
Since our Brownian bridge is defined on the half line R+, we are first concerned
with the asymptotic behavior of the local time Lxt =
∫ t
0
δ(Xs − x)ds as t→∞.
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We show the existence of the local time and we show lim
t→∞
Lxt =∞ under some
minor restrictions on α(t) in Section 3.
The Ho¨lder continuity of the local time has been well-studied for Brownian
motion and other processes (cf. [2, 20] and references therein). We shall also
study this property for our local time of the Brownian bridge. Again since the
local time can be defined for all t ∈ R+ and x ∈ R, it is interesting to know
how the Ho¨lder coefficient depends on the size of the domain. For the Ho¨lder
continuity on time variable, we shall give a positive answer. More precisely,
we shall prove that there is a finite random constant C, independent of s, t, T ,
such that |Lxt − Lxs | ≤ C
[
|t− s|1/2
√
(T + 1)α∗(T + 1) + |t− s|1/2
√
log 1|t−s|
]
,
∀ 0 ≤ s, t ≤ T < ∞. This will need some nondeterminism results for the
Brownian bridge process. Compared with the result of [18] this result is sharp
on any bounded interval. But for the Ho¨lder continuity with respect to location
parameter we can only show that its Ho¨lder exponent can arbitrarily close to
1/2. This is done in Section 4. In section 5, we give some numerical experiments
on a typical sample path of an infinite time horizon Brownian bridge.
The infinite time horizon Brownian bridge process is a special case of time-
dependent modulated drift Ornstein-Uhlenbeck (OU) processes, which is popu-
lar for modeling the evolution of interest rate (cf. [8, 16]). From a theoretical
point of view, it is also interesting to know that the time-dependent OU process
becomes an infinite time horizon bridge process when the drift term has some
growth rate.
2. Infinite time horizon Brownian bridges
In this section, we provide a sufficient condition on the drift coefficient α(t)
in Equation (1.2) so that X∞ = 0 (more precisely lim
t→∞
Xt = 0 almost surely).
Namely, we provide a sufficient condition so that we have an infinite time horizon
Brownian bridge: a mean zero Gaussian process (Xt, 0 ≤ t ≤ ∞) such that
X0 = X∞ = 0. It worths to point out that such process is not unique as we
shall see and from the construction (see Equation (2.1) below), the Brownian
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bridge is adapted to the Brownian motion W . The main techniques that we
need are Garsia-Rodemich-Rumsey inequality and Borel-Cantelli lemma. First
we have the following representation of the solution to (1.2).
Proposition 2.1. The SDE (1.2) has a unique strong solution given by
Xt =
∫ t
0
exp
(
−
∫ t
s
α(u)du
)
dWs, 0 ≤ t <∞. (2.1)
Proof. Since for 0 ≤ t < ∞, −α(t) satisfies the usual Lipschitz and linear
growth conditions, the SDE (1.2) has a unique strong solution (see e.g. [17,
Section 5]). By Itoˆ’s formula, it is easy to verify that the process Xt defined by
equation (2.1) is the solution to (1.2). 
Next, we define
Xt :=


∫ t
0
exp
(
−
∫ t
s
α(u)du
)
dWs, t <∞,
0, t =∞ .
(2.2)
For convenience of notations, throughout this paper we shall use C to denote
a generic finite positive constant, whose value may be different in different ap-
pearances. When we need to stress the dependence of a constant on γ, we use
Cγ , whose values may also be different in different appearances. For a function
α(t) : [0,∞)→ R we introduce the following notation:
α∗(t) := sup
0≤r≤t
α(r) , 0 ≤ t <∞ . (2.3)
Theorem 2.1. Let the time-dependent coefficient function α(t) : [0,∞)→ R+
be continuously differentiable and satisfy the following growth condition:
(i) There are γ ∈ [0, 1/2] and β > 0 such that (α∗(t+1))2γα(t) ≤ Ct−β for all
0 ≤ t <∞.
(ii) There is a constant C such that supt≥0 |α
′(t)
α(t) | ≤ C.
Then the process {Xt}t≥0 defined by (2.2) is a centered Gaussian process with
almost surely continuous sample paths on the closed infinite time horizon [0,∞].
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Remark 2.1. (1) Condition (i) implies that
α(t) ≥ Cβtβ , ∀ 0 ≤ t <∞ . (2.4)
(2) The condition (i) in Theorem 2.1 can be replaced by “there are t0 > 0,
γ ∈ [0, 1/2], β > 0, and K > 0 such that (α∗(t+K))2γα(t) ≤ Ct−β for all
t0 ≤ t <∞”.
(3) The condition that α(t) → ∞ seems necessary. For example if α(t) = α
is a constant function, the process Xt will be a usual OU process, which
converges to a nondegenerate Gaussian random variable.
To prove this theorem, we need the following three lemmas, whose proofs
are given in Appendix A
Lemma 2.1. Assume that the function g : [0,∞) → R+ is continuous and
satisfies limx→+∞ g(x) = +∞. If there is a positive constant C such that
supx>0 | g
′(x)
g(x) | ≤ C, then for any κ > 0, there are positive constants x0, C¯κ,g,
and Cκ,g, independent of x ∈ R+, such that for all x > x0,
C¯κ,g ≤
g(x)
∫ x
0 exp
(
κ
∫ s
0 g(u)du
)
ds
exp
(
κ
∫ x
0 g(u)du
) ≤ Cκ,g , (2.5)
Lemma 2.2. Let X be the solution to (1.2) and α(t) satisfy the conditions in
Theorem 2.1. Then for any γ ∈ [0, 1/2] and for any t1, t2 > 0,
σ2t1,t2 := E|Xt2 −Xt1 |2
≤ Cγ |t2 − t1|2γ
[
(α∗(t1 ∨ t2))2γ (α(t1 ∧ t2))−1 + (α(t1 ∨ t2))2γ−1
]
. (2.6)
Example 2.1. If there is a t0 > 0 such that for all t > t0, α(t) ≥ Ctβ for some
β > 0 and α(t) ≤ Ctp for some β ≤ p <∞, and if t0 < t1 < t2 < t1 + 1, then
σ2t1,t2 ≤ Cγ |t2 − t1|2γ
[
(t1 + 1)
2γp
t−β1 + (t1)
−β(1−2γ)
]
≤ Cγ |t2 − t1|2γ t−ρ1
for some ρ ∈ (0, β) when γ > 0 is sufficiently small. We can also assume that
α(t) > ept and α(t) ≤ eqt for some positive constants p and q.
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Lemma 2.3. Let β > 0, γ ∈ [0, 1/2]. Fix an arbitrary positive number N >
1. Choose a positive integer m such that mγ > 2, 2N/m < β, 2γ < 1 −
2N/(βm). Assume that the conditions in Theorem 2.1 are satisfied. Then,
there is a random constant RN,m (independent of k) such that for any integer
k ≥ 1, t1, t2 ∈ [k, k + 1], the following inequality holds.
|Xt2 −Xt1 | ≤ RN,mCγk−β[1−2γ−2N/(βm)]/2 . (2.7)
Now we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. First, we show limn→∞Xn = 0 along the positive
integers. For any real number ǫ > 0, any positive integer q with βq > 1, by the
Chebyshev’s inequality and then by Lemma 2.1, we have
∞∑
k=1
P(|Xk| > ǫ) ≤
∞∑
k=1
E|Xk|2q
ǫ2q
≤
∞∑
k=1
Mq
(∫ k
0 exp
(
− ∫ ks 2α(u)du) ds)q
ǫ2q
≤
∞∑
k=1
Cq
ǫ2q (α(k))q
≤
∞∑
k=1
Cq
ǫ2qkβq
<∞,
whereMp =
(2q)!
2q(q)! . Then the Borel-Cantelli lemma implies P(|Xk| > ǫ i.o.) = 0.
Since ǫ is arbitrary, then Xk converges to zero almost surely as k →∞.
Next, we will show the almost sure convergence result for continuous time,
namely, we need to show Xt converges to zero almost surely as t→∞. Clearly,
we have
|Xt| ≤ |Xt −Xk|+ |Xk|, (2.8)
where k = ⌊t⌋ is the biggest integer less than or equal to the real number t.
The second term in (2.8) converges to zero almost surely as k = ⌊t⌋ → ∞ from
the previous argument. Lemma 2.3 can be used to show that the first term in
equation (2.8) also converges to zero almost surely as t→∞. 
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3. Local time of infinite time horizon Brownian bridges
In this section, we study the local time for the infinite time horizon Brownian
bridges. The local time of the one-dimensional infinite time horizon Brownian
bridge {Xt}t≥0 at level x is defined by
Lxt =
∫ t
0
δ(Xr − x)dr, (3.1)
which is the limit (in L2 if the limit exists) of the approximating local time
process defined by
Lxt,ε = lim
ε→0+
∫ t
0
pε(Xr − x)dr, (3.2)
where δ(·) is the Dirac delta function at zero, pε(x) = 1√2πε exp
(
−x22ε
)
is the
heat kernel with ε > 0. To study the limit of Lxt,ε we use the following repre-
sentation for the heat kernel:
pε(x) =
1
2π
∫
R
exp
(
iξx− εξ
2
2
)
dξ, (3.3)
where i2 = −1.
Lemma 3.1. For any x ∈ R, 0 < t <∞, we have
lim
ε,θ→0+
E|Lxt,ε − Lxt,θ|2 = 0.
Proof. To simplify notation, and without loss of generality we will assume x = 0
in the following argument for the existence of the limit. We set Lt = L0t and
Lt,ε = L0t,ε. Since E|Lt,ε − Lt,θ|2 = E(Lt,ε)2 + E(Lt,θ)2 − 2E(Lt,εLt,θ), we only
need to compute E(Lt,εLt,θ). We use the expression (3.3) for this computation:
E(Lt,εLt,θ) = 1
4π2
∫ t
0
∫ t
0
∫
R2
E
{
exp
(
i(ξXr + ηXs)− εξ
2 + θη2)
2
)}
dξdηdsdr
=
1
4π2
∫ t
0
∫ t
0
∫
R2
{
exp
(
−1
2
E [ξXr + ηXs]
2 − εξ
2 + θη2)
2
)}
dξdηdsdr
=
1
2π
∫ t
0
∫ t
0
[det(Aε,θ(s, r))]
−1/2 dsdr
=
1
π
∫ t
0
∫ s
0
[det(Aε,θ(s, r))]
−1/2 drds,
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where
Aε,θ(s, r) =

E(X2s ) + θ E(XrXs)
E(XrXs) E(X
2
r ) + ε

 . (3.4)
Now we need to compute the above determinant. If 0 < r < s < t <∞, then
det(A0,0(s, r)) = EX
2
sEX
2
r − (EXrXs)2
= exp
{
−2
∫ r
0
α(u)du − 2
∫ s
0
α(u)du
}∫ r
0
exp
(
2
∫ u
0
α(v)dv
)
du∫ s
r
exp
(
2
∫ u
0
α(v)dv
)
du
≥ exp
{
−2
∫ s
0
α(u)du
}∫ r
0
exp
(
2
∫ u
0
α(v)dv
)
du · (s− r)
≥ Ctr(s− r),
for some constant Ct > 0, where the last inequality follows from the fact that a
continuous function attains the minimum and maximum on the bounded interval
[0, t]. It is easy to see that for any θ, ε > 0, det(Aε,θ(s, r)) ≥ det(A0,0(s, r)) and
lim
ε,θ→0+
det(Aε,θ(s, r)) = det(A0,0(s, r)) for any 0 < r < s < t .
On the other hand for any 0 ≤ p < 2,∫ t
0
∫ t
r
[det(A0,0(s, r))]
−p/2dsdr ≤ Ct
∫ t
0
∫ t
r
r−p/2(s− r)−p/2dsdr
≤ Ctκ2t2−p <∞,
for some constant κ, where the last equality above follows from Hu [14, Lemma
9.1]. By the Lebesgue’s dominated convergence theorem, we have
lim
ε→0+,θ→0+
E(Lt,εLt,θ) = 1
π
∫ t
0
∫ s
0
[det(A0,0(s, r))]
−1/2
drds <∞ .
Since ε and θ are arbitrary, we can obtain that
lim
ε→0+
E(Lt,ε)2 = E(Lt)2 and lim
θ→0+
E(Lt,θ)2 = E(Lt)2.
Then the desired result is proved. 
Lemma 3.1 immediately implies the following theorem.
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Theorem 3.1. For any 0 < t <∞ and any x ∈ R, we have
lim
ε→0+
E|Lxt,ε − Lxt |2 = 0. (3.5)
Unlike the classical Brownian bridge, ours is defined for all t ≥ 0. Thus, the
local time is also well-defined for all time t ≥ 0. It is then arisen an interesting
question: does the local time Lt have a limit as t → ∞? Intuitively, δ(Xs) is
nonnegative so that
∫ t
0
δ(Xs)ds is an increasing (in time variable t) stochastic
process. So the limit of
∫ t
0 δ(Xs)ds as t→∞ should exist as a finite or infinite
variable. In the next theorem, we show that the local time process Lt goes to
infinite when t tends to infinity.
Theorem 3.2. Let Xt be the Brownian bridge satisfying the conditions of The-
orem 2.1 and assume that there is a ρ > 1 such that α satisfies
α(t) ≥ Ctρ , ∀ t ≥ t0 for some t0 > 0 . (3.6)
Then
lim
t→∞
Lt =∞ almost surely . (3.7)
Proof. By the Itoˆ-Tanaka formula (see e.g. Revuz and Yor [23]), we have
|Xt−x| = |X0−x|+
∫ t
0
sgn(Xr−x)dBr−
∫ t
0
sgn(Xr−x)α(r)Xrdr+
∫ t
0
δ(Xr−x)dr .
Or∫ t
0
δ(Xr−x)dr = |Xt−x|−|X0−x|−
∫ t
0
sgn(Xr−x)dBr+
∫ t
0
sgn(Xr−x)α(r)Xrdr ,
where sgn(x) denotes the sign of the real number x. Letting x = 0 yields
Lt =
∫ t
0
δ(Xr)dr = |Xt| −
∫ t
0
sgn(Xr)dBr +
∫ t
0
α(r)|Xr |dr . (3.8)
It is clear that (
∫ t
0 sgn(Xr)dBr, T ≥ 0) is a Brownian motion. So, for any
ν > 1/2, there is a (random) constant Cν such that∣∣∣∣
∫ t
0
sgn(Xr)dBr
∣∣∣∣ ≤ Cνtν , ∀ t ≥ 0 .
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Next, we want to show that there is a µ > 1/2 such that
lim inf
t→∞
1
tµ
∫ t
1
α(r)|Xr |dr > 0 .
For any M > 0 sufficiently large, any p ∈ (0, 1), any µ > 0, and any t > 1, by
the Chebyshev’s inequality we have
P (
1
tµ
∫ t
1
α(r)|Xr |dr ≤M) = P (Mptpµ
(∫ t
1
α(r)|Xr |dr
)−p
≥ 1)
≤ MptpµE
(∫ t
1
α(r)|Xr |dr
)−p
= Mptpµ(t− 1)−pE
(
1
t− 1
∫ t
1
α(r)|Xr |dr
)−p
Since when p ∈ (0, 1), φ(x) = x−p is a convex function an application of the
Jensen’s inequality to 1t−1
∫ t
1 f(r)dr yields
P (
1
tµ
∫ t
1
α(r)|Xr |dr ≤M) ≤ Mptpµ(t− 1)−pE
(
1
t− 1
∫ t
1
α(r)−p|Xr|−pdr
)
= Mptpµ(t− 1)−p−1
∫ t
1
α(r)−pE|Xr|−pdr . (3.9)
On the other hand, by Lemma 2.1 we have
σ2r := E(X
2
r ) = exp
(
−2
∫ r
0
α(s)ds
)∫ r
0
exp
(
2
∫ s
0
α(u)du
)
ds ≥ C/α(r).
This implies that for any p ∈ (0, 1),
E(|Xr|−p) =
∫
R
|x|−p 1√
2πσ2r
exp
(
− x
2
2σ2r
)
dx
= σ−pr
∫
R
|y|−p 1√
2π
exp
(
−y
2
2
)
dy
≤ Cp (α(r))p/2 .
Substituting the estimate into (3.9) and using the condition (3.6), we obtain for
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t sufficiently large (e.g. t ≥ 2)
P (
1
tµ
∫ t
1
α(r)|Xr |dr ≤M) ≤ Mptpµ(t− 1)−p−1
∫ t
1
α(r)−p/2dr
≤ CpMptpµt−p−1
∫ t
1
r−ρp/2dr
≤ CpMptpµt−p−1
[
t−
ρp
2
+1 + 1
]
≤


Cpt
pµ−p− ρp
2 if ρ < 2
CpM
ptpµ−p−1 if ρ > 2
(3.10)
for p sufficiently close to 1 since when ρ > 2, t−
ρp
2
+1 is bounded for t ≥ 2.
When p = 1, the two exponents in (3.10) are pµ − p − ρp2 = µ − ρ2 − 1 and
pµ− p− 1 = µ− 2. From these computations, we see clearly that when
µ < min(ρ/2, 1) , (3.11)
we can choose p sufficiently close to 1 so that both exponents in (3.10) will be
less than −1. Namely, we can find an ℓ > 1 (with an appropriate choice of p
close to 1 in (3.10)) such that
P
(
1
tµ
∫ t
1
α(r)|Xr |dr ≤M
)
≤ Ct−ℓ .
This implies
∞∑
n=1
P
(
1
nµ
∫ n
1
α(r)|Xr |dr ≤M
)
<∞ .
By the Borel-Cantelli lemma we see that
lim
n→∞
1
nµ
∫ n
1
α(r)|Xr |dr =∞ . (3.12)
Dividing both sides of (3.8) by nµ we get
1
nµ
Ln = 1
nµ
∫ t
0
α(r)|Xr |dr + I1,n + I2,n , (3.13)
where I1,n =
1
nµ |Xn| and I2,n = − 1nµ
∫ n
0
sgn(Xr)dBr . Since |Xn| a.s.→ 0, we
see that I1,n
a.s.→ 0. Since we assume ρ > 2 and ν > 1/2 is arbitrary, we can
choose µ > ν. Thus, we also have I2,n
a.s.→ 0. Combining the above results with
(3.12)-(3.13), we see that
lim
n→∞
1
nµ
Ln =∞ almost surely (3.14)
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which in turn implies
lim
n→∞
∫ n
0
δ(Xr)dr =∞ almost surely . (3.15)
Since Lt is increasing on t almost surely (it is the limit of a sequence of the
approximating local times processes Lt,ε which is obviously increasing in t ≥ 0),
we see that
lim
t→∞
Lt =∞ . (3.16)
This completes the proof of the theorem. 
Remark 3.1. The above argument show that Ln ≥ Cnν , ∀ n ∈ N for any
ν < ρ/2. It is natural to conjecture that Lt ≥ Ctρ/2 for all positive t sufficiently
large.
4. Ho¨lder continuity of local time
The Ho¨lder continuity of the local time of a stochastic process is always an
important topic in the probability theory. Since the local time Lxt of the infinite
time horizon Brownian bridges depends on two parameters: time parameter t
and location parameter x we shall study in this section the Ho¨lder continuity of
Lxt with respect to t and with respect to x separately. We know that the Ho¨lder
constant usually depends on the (bounded) domain we are working on. Since
our Brownian bridges are defined on the whole half line, we are interested in the
problem how the Ho¨lder constant depends on the size T of the domain [0, T ].
We have a positive answer for this problem with respect to the time parameter.
But it seems hard to work on the location parameter x. Our result on the Ho¨lder
continuity of the local time with respect to the time is more precise than that
for location parameter x.
We shall use the following results which is analogous to the nondeteministic
results on our Brownian bridge process Xt. But we also need a upper bound
estimate. We assume that the function α(·) is measurable and positive.
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Lemma 4.1. Let Xt be the solution to the equation (1.2) and let p be a positive
integer. For u = (u1, · · · , up) with 0 ≤ u1 < u2 < · · · < up <∞, denote
Ap(u) = (aij(u))1≤i,j≤p , with aij(u) := E(XuiXuj ) . (4.1)
Then
u1(u2−u1) · · · (up−up−1) exp {−2α∗(up)up} ≤ det(A) ≤ u1(u2−u1) · · · (up−up−1) .
(4.2)
We give a proof of this lemma in Appendix B. Now we state and prove our
first main result of this section on the Ho¨lder continuity of the local time with
respect to the time variable.
Theorem 4.1. Fix an arbitrary x ∈ R. There exists a (random) constant C
independent of s, t, T ∈ R+ such that
|Lxt − Lxs | ≤ C
[
|t− s|1/2
√
(T + 1)α∗(T + 1) + |t− s|1/2
√
log
1
|t− s|
]
(4.3)
for all 0 ≤ s, t ≤ T <∞ , |t− s| < 1.
Proof. For any positive integer p we first compute the following moment:
E|Lxt − Lxs |p = E|
∫ t
s
δ(Xu − x)du|p
=
∫
[s,t]p
E
[
δ(Xu1 − x) · · · δ(Xup − x)
]
du ,
where du = du1 · · · dup and where we use the Dirac function notation directly.
We shall also use the formal expression δ(x) = 12π
∫
R
eixξdξ, which can be
justified easily by a limiting argument through (3.3). It is well-known that
EeX = e
1
2
E(X2) for any mean zero Gaussian X . Thus, we have
E|Lxt − Lxs |p =
1
(2π)p
∫
[s,t]p
∫
Rp
E exp
[
−ix
p∑
k=1
ξk + i
p∑
k=1
Xukξk
]
dξdu
=
1
(2π)p
∫
[s,t]p
∫
Rp
exp
[
−ix
p∑
k=1
ξk − 1
2
E(
p∑
k=1
Xukξk)
2
]
dξdu
=
1
(2π)p
∫
[s,t]p
∫
Rp
exp
[
−ix
p∑
k=1
ξk − 1
2
ξ⊤Ap(u)ξ
]
dξdu ,
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where dξ = dξ1 · · · dξp and Ap(u) is defined by (4.1). Integrating dξ gives
E|Lxt − Lxs |p =
1
(
√
2π)p
∫
[s,t]p
[det(Ap(u))]
−1/2 exp
[
−1
⊤A−1p (u)1
2
x2
]
du
≤ 1
(
√
2π)p
∫
[s,t]p
[det(Ap(u))]
−1/2 du
≤ p!
(
√
2π)p
∫
s≤u1<···<up≤t
[det(Ap(u))]
−1/2
du , (4.4)
where 1 = (1, · · · , 1)⊤ is the p-dimensional column vector whose elements are
all equal to 1 and A−1p (u) denotes the inverse matrix of Ap(u), which does exist
by the first inequality in (4.2). Substituting the first inequality of (4.2) to (4.4),
using [15, Lemma 4.5] to integrate u1, · · · , up−1, and denoting Its = {s < u1 <
· · · < up < t}, then we have
E|Lxt − Lxs |p ≤
p!
(
√
2π)p
∫
Its
(u1(u2 − u1) · · · (up − up−1))−
1
2 exp {α∗(up)up} du
≤ p!
(
√
2π)p
∫
Its
((u1 − s)(u2 − u1) · · · (up − up−1))−
1
2 exp {α∗(up)up} du
≤ p![Γ(1/2)]
p−1
(
√
2π)pΓ(p−12 + 1)
∫ t
s
(up − s)
p−2
2 exp {α∗(up)up} dup
≤ Cpp!
Γ(p+12 )
(t− s) p2 exp(tα∗(t)) . (4.5)
Let us denote
ρ(t) = t1/2 , Ψ(t) = exp
(
µt2
)− 1 , t ≥ 0
for µ > 0. Thus ρ′(t) = t−1/2/2 and Ψ−1(t) = 1√µ
√
log(1 + t). From (4.5) we
have for any T > 0
E
{∫ T
0
∫ T
0
Ψ
( |Lxt − Lxs |
ρ(|t− s|)
)
dsdt
}
≤
∞∑
p=1
µp
p!
∫ T
0
∫ T
0
E |Lxt − Lxs |2p
|t− s|p dsdt
≤
∞∑
p=1
µp
p!
C(2p)!
Γ(p+ 12 )
exp(Tα∗(T ))
∫ T
0
∫ T
0
dsdt
≤ CµT 2 exp(Tα∗(T )) (4.6)
when µ is sufficiently small, where we used the Stirling formula Γ(m + 1) ≈
15
√
2πmm+1/2e−m and m! = Γ(m+ 1). Denote
B =
∞∑
n=1
1
n4
{∫ n
0
∫ n
0
Ψ
( |Lxt − Lxs |
ρ(|t− s|)
)
dsdt exp (−nα∗(n))
}
.
Then from (4.6) it follows
E(B) ≤ C
∞∑
n=1
1
n2
<∞ .
This means that B is almost surely finite. Since each term in the definition of B
is positive we know that each summand of B is less than or equal to B. Thus,∫ n
0
∫ n
0
Ψ
( |Lxt − Lxs |
ρ(|t− s|)
)
dsdt ≤ Bn4 exp {nα∗(n)} .
Since
∫ T
0
∫ T
0 Ψ
( |Lxt−Lxs |
ρ(|t−s|)
)
dsdt is increase in T , we have
∫ T
0
∫ T
0
Ψ
( |Lxt − Lxs |
ρ(|t− s|)
)
dsdt ≤ B(T+1)4 exp {(T + 1)α∗(T + 1)/2} , ∀ T ≥ 0 .
(4.7)
We can take B ≥ 1. By the Garsia-Rodemich-Rumsey inequality (see e.g. [14,
Theorem 2.1]) we have
|Lxt − Lxs | ≤
4√
µ
∫ |t−s|
0
u−1/2
√
log(1 +
4B(T + 1)4 exp((T + 1)α∗(T + 1))
u2
)du
≤ C
∫ |t−s|
0
u−1/2
√
log(5B(T + 1)4 exp((T + 1)α∗(T + 1)))du
+C
∫ |t−s|
0
u−1/2
√
log(1/u)du
≤ C|t− s|1/2
√
(T + 1)α∗(T + 1) + C log(T + 1) + C
+C
∫ |t−s|
0
u−1/2
√
log(1/u)du
≤ C
[
|t− s|1/2
√
(T + 1)α∗(T + 1) + |t− s|1/2
√
log
1
|t− s|
]
(4.8)
for some (random) constant C, independent s, t, T when |t− s| < 1. This shows
the theorem. 
Now we turn to the Ho¨lder continuity in x of Lxt . From the well-known
results of Marcus and Rosen [20, Equation (2.215)] (see also Remark 4.1 at the
end of this section) it follows that when Xt is the standard Brownian motion
(Lxt , x ∈ R) is Ho¨lder continuous of exponent β for any β < 1/2.
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Theorem 4.2. Fix any positive real number R > 0 and any t > 0. For any
α ∈ (0, 1/2), there is a positive random constant Cα,t,R such that
|Lxt − Lyt | ≤ Cα,t,R|x− y|α , ∀ x, y ∈ [−R,R] . (4.9)
Proof. Let p be a positive integer. We consider the moment:
E|Lxt − Lyt |p = E|
∫ t
0
[δ(Xu − x)− δ(Xu − y)] du|p
=
∫
[0,t]p
E
{
p∏
k=1
[δ(Xuk − x)− δ(Xuk − y)]
}
du ,
where du = du1 · · · dup. Using the formal expression for the Dirac function and
using the notations as in the proof of the previous theorem, we have
E|Lxt − Lyt |p =
1
(2π)p
∫
[0,t]p
∫
Rp
E exp
{
i
p∑
k=1
Xukξk
}
p∏
k=1
[
e−ixξk − e−iyξk] dξdu
=
1
(2π)p
∫
[0,t]p
∫
Rp
exp
{
−1
2
ξ⊤Ap(u)ξ
} p∏
k=1
[
e−ixξk − e−iyξk] dξdu
=
1
(2π)p/2
∫
[0,t]p
det(Ap(u))
−1/2 1
(2π)p/2
det(Ap(u))
1/2
∫
Rp
exp
{
−1
2
ξ⊤Ap(u)ξ
} p∏
k=1
[
e−ixξk − e−iyξk] dξdu .
Assume that Z1, · · · , Zp are jointly Gaussians with mean zero and covariance
matrix A−1p (u) = (a
−1
ij )1≤i,j≤p, where A
−1
p (u) denotes the inverse matrix of
Ap(u) (recall the definition of Ap in 4.1). Then we can write for x, y ∈ [−R,R]
E|Lxt − Lyt |p =
1
(2π)p/2
∫
[0,t]p
det(Ap(u))
−1/2
p∏
k=1
E
[
e−ixZk − e−iyZk] du
≤ 1
(2π)p/2
∫
[0,t]p
det(Ap(u))
−1/2
p∏
k=1
(
E
∣∣e−ixZk − e−iyZk ∣∣p)1/p du
≤ Cp,R|x− y|αp
∫
[0,t]p
det(Ap(u))
−1/2
p∏
k=1
(E |Zk|αp)1/p du , (4.10)
where we used the fact that for any α ∈ [0, 1], |eix−eiy| ≤ |x−y| = |x−y|α|x−
y|1−α ≤ Cα,R|x − y|α for any x, y ∈ [−R,R]. By identity of expressing any
moment via the variance (see e.g. [14, Equation (3.1.8)] or (A.4)) we have
(E|Zi|αp)1/p ≤ Cα,p(E|Zi|2)α/2 . (4.11)
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We want to bound E|Zi|2 appropriately. Notice that Zi ∼ N(0, a−1ii ), where a−1ii
is the i-th diagonal element of the inverse matrix of Ap(u). Hence,
(E|Zi|αp)1/p ≤ Cα,p(a−1ii )α/2 . (4.12)
Using the Cramer rule, we have
a−1ii =
det(A˜ii(u))
det(Ap(u))
, (4.13)
where A˜ii(u) is the (p− 1)× (p− 1) matrix obtained from Ap(u) by deleting the
i-th row and the i-th column. Thus by the second inequality of (4.2), we have
det(A˜ii(u)) ≤ u1(u2 − u1) · · · (ui−1 − ui−2)(ui+1 − ui−1) · · · (up − up−1) .
Combining this inequality with the first inequality in (4.2) for det(Ap(u)) yields
a−1ii ≤ {u1(u2 − u1) · · · (up − up−1) exp [−2α∗(up)up]}−1
u1(u2 − u1) · · · (ui−1 − ui−2)(ui+1 − ui−1) · · · (up − up−1)
= exp [2α∗(up)up]
ui+1 − ui−1
(ui+1 − ui)(ui − ui−1)
= exp [2α∗(up)up]
[
1
ui+1 − ui +
1
ui − ui−1
]
.
Thus,
(E|Zi|αp)1/p ≤ Cp,α,t
[
(ui+1 − ui)−α/2 + (ui − ui−1)−α/2
]
.
Substituting the above inequality and the first inequality in (4.2) to (4.10),
we have, denoting u0 = 0,
E|Lxt − Lyt |p ≤ Cα,t,p,R|x− y|αp
∫
[0,t]p
p∏
i=1
(ui − ui−1)−1/2
[
(ui+1 − ui)−α/2 + (ui − ui−1)−α/2
]
du .
It is easy to see that the above multiple integral is bounded by a finite constant
Cα,p,t for any α < 1/2. This means for any α < 1/2, and for any positive integer
p, we have
E|Lxt − Lyt |p ≤ Cα,t,p,R|x− y|αp .
This proves the theorem by the Kolmogorov lemma (see Hu [14, Corollary 2.1]).

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Remark 4.1. Ray (see e.g. Marcus and Rosen [20, Equation (2.214)]) used the
first Ray-Knight theorem to give the following iterated logarithmic law for the
local time of the Brownian motion:
lim sup
δ→0
|Lx+δt − Lxt |√
δ log log δ
= 2
√
Lxt , almost surely
when Xt is the standard Brownian motion. It seems hard to adopt the bounds
in (4.10) to show |Lyt − Lxt | ≤ CR,t
√
|x− y|| log |x− y||. One may need a more
subtle bounds.
5. Example
In this section, we conduct some numerical experiments to illustrate the
convergence of X by Monte Carlo simulations.
We take β = 0.8, 2.0 in Figure B.1 by simulating the following SDE:
dXt = −tβXtdt+ dWt . (5.1)
The parameters are set as time step h = 0.01, initial value X0 = 0. It can be
seen that when the index β is larger, the rate of convergence to zero is faster.
We take β = 0.5, 1.5 in Figure B.2 by simulating the SDE:
dXt = −eβtXtdt+ dWt, (5.2)
The parameters are set as time step h = 0.005, initial value X0 = 0. The figure
illustrates that when the index β is larger, the rate of convergence to zero is
faster.
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Appendix A. Proofs of Lemmas 2.1-2.3
Proof of Lemma 2.1. It is easy to see that both the denominator and the
numerator go to infinity when x → ∞. We can use the L’Hopital rule. The
limit of the left hand side of (2.5) is the same as
g(x) exp
(
κ
∫ x
0 g(u)du
)
κg(x) exp
(
κ
∫ x
0 g(u)du
) + 1
κ
g′(x)
g(x)
∫ x
0 exp
(
κ
∫ s
0 g(u)du
)
ds
exp
(
κ
∫ x
0 g(u)du
) .
The first summand is 1/κ. Applying the L’Hopital rule to the last fraction of
the second summand we see
lim
x→∞
∫ x
0 exp
(
κ
∫ s
0 g(u)du
)
ds
exp
(
κ
∫ x
0 g(u)du
) = lim
x→∞
exp
(
κ
∫ x
0 g(u)du
)
κg(x) exp
(
κ
∫ x
0 g(u)du
) = 0 .
This implies limx→∞
g(x)
∫
x
0
exp(κ
∫
s
0
g(u)du)ds
exp(κ
∫
x
0
g(u)du)
= 1/κ. The lemma is then proved.
Proof of Lemma 2.2. Without loss of generality, we assume that 0 < t1 <
t2 <∞. Then
σ2t1,t2 = E
(∫ t2
0
exp
(
−
∫ t2
s
α(u)du
)
dWs −
∫ t1
0
exp
(
−
∫ t1
s
α(u)du
)
dWs
)2
≤ 2E
[∫ t1
0
[
exp
(
−
∫ t2
s
α(u)du
)
− exp
(
−
∫ t1
s
α(u)du
)]
dWs
]2
+ 2E
(∫ t2
t1
exp
(
−
∫ t2
s
α(u)du
)
dWs
)2
= 2
∫ t1
0
[
exp
(
−
∫ t2
s
α(u)du
)
− exp
(
−
∫ t1
s
α(u)du
)]2
ds
+ 2
∫ t2
t1
exp
(
−2
∫ t2
s
α(u)du
)
ds =: I1 + I2. (A.1)
Denote
A∗(t) =
∫ t
0
α(u)du , t ≥ 0 .
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We estimate the first term in (A.1) as follows. For any 0 ≤ γ ≤ 1, we have
I1 = 2
(
1− exp
(
−
∫ t2
t1
α(u)du
))2 ∫ t1
0
exp
(
−2
∫ t1
s
α(u)du
)
ds
≤ Cγ
(∫ t2
t1
α(u)du
)2γ ∫ t1
0
exp [−2A∗(t1) + 2A∗(s)] ds
≤ Cγ
(∫ t2
t1
α∗(u)du
)2γ ∫ t1
0
exp [2A∗(s)] ds
exp [2A∗(t1)]
≤ Cγ (t2 − t1)2γ (α∗(t2))2γ (α(t1))−1 , (A.2)
where in the first inequality we have used the inequality that for any γ ∈ [0, 1],
1 − e−x ≤ Cγxγ , x ≥ 0 for some constant Cγ , and the last inequality follows
from Lemma 2.1. Now we estimate the second term in (A.1). Since α(t) is a
positive function, we have∫ t2
t1
exp
(
−2
∫ t2
s
α(u)du
)
ds ≤ t2 − t1 .
On the other hand, we have∫ t2
t1
exp
(
−2
∫ t2
s
α(u)du
)
ds ≤
∫ t2
0
exp
(
−2
∫ t2
s
α(u)du
)
ds ≤ C(α(t2))−1 ,
where in the above last inequality we use Lemma 2.1 again as in the above
argument for I1. Therefore,∫ t2
t1
exp
(
−2
∫ t2
s
α(u)du
)
ds ≤ C(t2 − t1) ∧ (α(t2))−1 . (A.3)
Combining (A.2) and (A.3), for 0 ≤ γ ≤ 1/2, we have
σ2t1,t2 := E|Xt2 −Xt1 |2 ≤ Cγ |t2 − t1|
2γ
(α∗(t1 ∨ t2))2γ (α(t1 ∧ t2))−1
+ C|t2 − t1| ∧ (α(t1 ∨ t2))−1
≤ Cγ |t2 − t1|2γ
[
(α∗(t1 ∨ t2))2γ (α(t1 ∧ t2))−1 + (α(t1 ∨ t2))−(1−2γ)
]
,
where we used the inequality
a ∧ b = (a ∧ b)γ · (a ∧ b)1−γ ≤ aγb1−γ , 0 ≤ γ ≤ 1 .
Thus, we have proved the lemma.
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Proof of Lemma 2.3. Let m,n be integers, m ≥ 2, n ≥ 1. Since Xt2 −Xt1 is
a one-dimensional Gaussian process with mean zero and variance σ2t1,t2 (defined
by (2.6)) we can express its moments by this variance (see e.g. [14, Equation
(3.1.8)])
E|Xt2 −Xt1 |m =


(2n)!(σ2t1,t2 )
n
2nn! , if m = 2n is even,
0, if m = 2n+ 1 is odd .
(A.4)
From now on we assume m is an even integer. Denote
ρ(x; k) := Cγx
γk−β(1−2γ)/2 .
From condition (i) in Theorem 2.1, we have α(t) ≥ Ctβ for some C > 0, which
yields
σ2t1,t2 ≤ Cγ |t2 − t1|2γ
[
(α∗(k + 1))2γ (α(t1 ∧ t2))−1 + (α(t1 ∨ t2))−(1−2γ)
]
≤ Cγ |t2 − t1|2γ
[
(α∗(t1 ∧ t2 + 1))2γ (α(t1 ∧ t2))−1 + (α(t1 ∧ t2))−(1−2γ)
]
≤ Cγ |t2 − t1|2γ
[
C(t1 ∧ t2)−β + C(t1 ∧ t2)−β(1−2γ)
]
≤ Cγ |t2 − t1|2γ
[
Ck−β + Ck−β(1−2γ)
]
≤ (ρ(|t2 − t1|; k))2 .
Lemma 2.2 and (A.4) imply that
E|Xt2 −Xt1 |m ≤
m!σmt1t2
2m/2(m/2)!
≤ m!(ρ(|t2 − t1|; k))
m
2m/2(m/2)!
. (A.5)
Set
Bk :=
∫ k+1
k
∫ k+1
k
|Xt −Xs|m
(ρ(|t− s|; k))m dsdt . (A.6)
Then Bk is finite. Take Ψ(x) = x
m. The inequality (A.5) implies
E(Bk) = E
∫ k+1
k
∫ k+1
k
Ψ
( |Xt −Xs|
ρ(|t− s|; k)
)
dsdt ≤ m!
2m/2(m/2)!
. (A.7)
For any N > 1, we have
E
( ∞∑
k=1
Bk
kN
)
=
∞∑
k=1
E(Bk)
kN
<∞.
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This implies that
RN,m :=
∞∑
k=1
Bk
kN
is an almost surely finite random constant . (A.8)
Since all Bk are positive, we see
Bk ≤ RN,mkN for all positive number N > 1 and all integer k ≥ 1. (A.9)
By virtue of the Garsia-Rodemich-Rumsey inequality, see e.g., Hu [14, Theorem
2.1], we can choose mγ > 2, 2N/m < β, and 2γ < 1 − 2N/(βm) such that for
any t1, t2 ∈ [k, k + 1]
|Xt2 −Xt1 | ≤ 8
∫ |t2−t1|
0
Ψ−1
(
4Bk
u2
)
ρ′(u; k)du
= 8 (4Bk)
1/m
γCγk
−β(1−2γ)/2
∫ |t2−t1|
0
uγ−1−
2
m du
≤ 8 (4RN,m)
1/m
γ
γ − 2m
Cγk
−β[1−2γ−2N/(βm)]/2
since |t2− t1| ≤ 1, where Ψ−1(·) is the inverse function of Ψ(·). This proves the
lemma.
Appendix B. Proof of Lemma 4.1
First let us recall a well-known result for Gaussian random variables. Let
Z1, · · · , Zm be a set of centered jointly Gaussian random variables with covari-
ance matrix F = (E(ZiZj))1≤i,j≤p. It is elementary from the well known form
of the multivariate normal distribution that (cf. Berman [4]) the determinant
of F has the following representation:
det(F ) = Var(Z1)Var(Z2|Z1) · · ·Var(Zp|Z1, · · · , Zp−1) , (B.1)
where
Var(Z|Y1, · · · , Yk) = E
{
[Z − E(Z|Y1, · · · , Yk)]2 |Y1, · · · , Yk)
}
= E
{
[Z − E(Z|Y1, · · · , Yk)]2
}
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denotes the conditional variance of Z given Y1, · · · , Yk and the above last iden-
tity follows from the fact that Z−E(Z|Y1, · · · , Yk) is independent of Y1, · · · , Yk.
For the solution of (1.2), we have
Var(Xt|Xs) = E
[
(Xt − E(Xt|Xs))2
]
= E
[(∫ t
s
e−
∫
t
r
α(u)dudWr
)2]
=
∫ t
s
e−2
∫
t
r
α(u)dudr ≥ (t− s) exp (−2α∗(t)(t − s)) . (B.2)
For u1 < u2 < · · · < up applying the identity (B.1) to Xu1 , · · · , Xup and using
the above inequality we have
det(A) = Var(Xu1)Var(Xu2 |Xu1) · · ·Var(Xup |Xu1 , · · · , Xup−1)
≥ u1(u2 − u1) · · · (up − up−1) exp {−2α∗(up)up} . (B.3)
This proves the first inequality in (4.2). On the other hand, by (B.2) we have
for any 0 ≤ s < t <∞,
Var(Xt|Fs) ≤ t− s .
This can be used to prove the second inequality in (4.2).
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Figure B.1: Simulation for infinite horizon Brownian bridges: dXt = −tβXtdt + dWt.
27
0 4
t
-1
0
1.5
X
(a) β = 0.5
0 4
t
-1
0
0.6
X
(b) β = 1.5
Figure B.2: Simulation for infinite horizon Brownian bridges: dXt = −eβtXtdt+ dWt.
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