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Introduction
The quality of hazard or risk estimations of earthquake threatened regions is closely linked to the quality of the earthquake catalogues which are the base for these investigations. It is a goal to have catalogues which encompass as long a time period as possible and simultaneously contain only reliable earthquake data with specified statistical errors. A key measure in this connection is the strength of the quake. The practice of instrumental records of seismic events started at the end of the 19th century; from historical preinstrumental earthquakes we have only estimations of the intensities and other macroseismic data. The instrumentally based measure to characterize earthquake strength is the magnitude. The moment magnitude, , was introduced more than 20 years ago and was preceded by and is in parallel use with a number of different magnitude concepts, such as local magnitude, , body wave magnitude, , and surface wave magnitude, . The interconnections between the magnitude scales and between the respective magnitude and the intensity are rather loose and the transformations usually follow empirical relations derived from the local conditions in each case. The task of this study is the use of a common chi-square regression model to derive a hierarchy of empirical relations between different magnitudes and between magnitude and epicentral intensity . The present approach is particularly considering that all model parameters are affected by errors. From conditions of the statistics of errors of the input parameters, uncertainty limits for the calculated regression parameters and a criterion for the goodness-of-fit of the performed regressions can be defined. The advantages of the selected regression approach in comparison with other approaches (linear, multivariate and orthogonal regression, respectively) are discussed for three different applications: a linear relation for data in the North Atlantic Ocean, a quadratic relation for Central Europe and a relation log for data in Germany and Fennoscandia, respectively.
in the logarithmic term denotes the focal depth and , and are constants. The equations are important parts of the generation of an based earthquake catalogue for central, northern and northwestern Europe (Grünthal and Wahlström, 2003) .
General chi-square regression model
To establish an empirical relationship between different magnitudes, magnitudes and intensity or other seismological measurements, the observed data are summarized by fitting to a model that depends on adjustable parameters. Sometimes the model is only a simple class of functions. Sometimes it comes from an underlying theory that the data are supposed to satisfy. The basic technique to estimate the model parameters is usually the familiar least-squares approach
where ; represents a relation between L independent observables , … , , M adjustable parameters , … , and one dependent (measured) observable . The squared difference between measurements and model is accumulated for a set of data points , , 1, . . . , . It is well known (Mises von, 1964) that least-squares fitting by eq. (1) is a maximum likelihood estimation of if the measurement errors of y are independent and normally distributed with constant variance var var var
If each observable has its own variance , eq. (1) can be modified to a sum of square quantities, each normalized to unit variance known as the 'chi-square' (Bevington, 1969) ;
For the problem of local magnitude regression, the empirical data are subject to measurement errors not only in , but also in . Assuming that the differences, ; , between measurements and model are uncorrelated and normally distributed, the appropriate chi-square merit function to be minimized becomes
where the variances, var ; , depend on the unknown parameter vector . In the neighbourhood of the optimal vector, , where takes its minimum, there is a quantitative measure for the goodness-of-fit associated with eq. (3). It is defined as the probability that the observed chisquare will exceed the value by chance even for a correct model
where is the degree of freedom of the chi-square probability function and is the incomplete gamma function
There is no simple way to give a threshold value which should be exceeded by for a good fit, in particular if the differences, ; , are not normally distributed where a parameter fit by minimizing the chi-square is often a useful means. A rule of thumb is that an acceptable value of for a good fit is (Press et al. (1992) , §15) which leads to , . The estimation of quantitative confidence limits for fitted parameters in the chi-square approach is straight-forward. If is the optimal parameter vector for a given chi-square problem defined by eq.
is a chi-square probability distribution with degrees of freedom. The contours ∆ const are a convenient measure for the probability distribution of . where is the matrix of second derivatives
, the standard errors of the model parameters, are obtained from
While the estimation of by minimizing the chisquares of eq. (3) is a useful regression technique for a wide class of models, all statements about the goodness-of-fit and the resulting errors of a depend on the statistics of the input data. This approach assumes the normality of ; . No explicit normal distribution of and is required, but the above assumption can only be proved after establishing . For normal distributed input data and models ; , linear in , this is strongly related to the goodness-of-fit. Non-normal distributions of ; can in most cases be treated by time consuming Monte Carlo simulation for eq.
(3) in determining the expectancy and the variance of .
vs.
The regional relation between surface-wave magnitude,
, and body-wave magnitude, , is usually expressed by a linear equation (7) and its inverse (8) where and ( and ) are estimated from a given data set of and . The determination of and ( and ) by a standard least-squares approach only considers errors of the dependent model variable in eq. (7) and in eq. (8), respectively. This implies that eq. (7) cannot be transformed into eq. (8) or reverse. Including independent input errors, and , overcomes this ambiguity. From eq. (3), the appropriate chisquare function with respect to eq. (7) is ,
where the denominator is the approximation of var by the error propagation law of Gauss (Press et al., 1992) With 1/ and / , eq. (9) and eq. (10) can be converted into each other which shows the equivalence of model (7) and model (8) for this general approach. Standard least-squares solutions can be obtained from eq. (9) and eq. (10) by assuming 0 and 0, respectively. If the input data have an overall constant error , eq. (9) and eq. (10) define orthogonal regressions. While a standard leastsquares fit with linear parameter dependency only requires the evaluation of an algebraic linear system, the minimization of the chi-squares of eq. (9) with respect to and is a nonlinear optimization problem. It can be solved by any appropriate iterative algorithm if the starting parameters are sufficiently close to the global minimum solution of eq. (9). For reasonable input data, a recommended starting point is the arithmetic mean of the standard least-squares solutions of model (7) and model (8). If the denominator of eq. (9) does not depend on index , that is, and , then the solution is connected to a linear eigenvalue problem (Appendix A) and can be found without iterations.
A set of = 42 magnitude pairs for the North Atlantic Ocean will be used to demonstrate the chisquare regression procedure for the linear model (7). These are the available data for that region from the Global Hypocenter Data Base (1996) . No detailed error information is available for this data set. Therefore, we suppose that all standard errors of and are equal to an unknown value . Then the chi-squares of eq. (9) are only scaled by a factor , while the parameters and are not influenced and can be calculated for any assumed (e.g. 1). As mentioned above, this reduces the chi-square approach to an ordinary orthogonal regression.
Statements about the goodness-of-fit and confidence limits of and require additional assumptions on the data. It seems reasonable to ask for a value for which the goodness-of-fit is greater than or equal to the threshold value , (cf. previous chapter). This assumption fixes the value , 2 for the optimal parameters and , and the unknown becomes , 1 2
Comparing this with an expected data error for the studied region decides if the regression is well established, , or has to be rejected, . In terms of a standard least-squares ap- proach, can be thought of as the mean fitting error.
From , defined by eq. (11), confidence limits for and can be estimated. The confidence ellipse for the parameters and jointly, 2, for a level of 68.3% corresponds to ∆ = 2.30, where the confidence interval for any individual parameter, and , respectively, is connected with 1 and ∆ = 1 and is given by eq. (6). Table 2 summarizes the solutions of the chisquare regressions for model (7) and model (8) in comparison with the standard least-squares results. The parameters of the chi-square approach are invertible for the two models, i.e., there is only one solution line (straight) in Figure 1 , while the leastsquares fits (long and short hatched lines) differ remarkably.
The distribution of , with respect to and in the neighbourhood of the optimal parameters and provides a quick overview of the regression errors. More clear is a representation of the mean fitting error , in that neighbourhood shown in Figure 2 . With our assumptions on constant input errors, , can be expressed by
where , is defined by eq. (11). For the confidence regions ∆ = 1 and ∆ = 2.30, the corresponding contour values are , = 0.259 and , = 0.263, respectively. Obviously, the input data (Figure 1 ) do not reflect a uniform linear relation, with low magnitudes showing a different behaviour than high magnitudes. Therefore, Grünthal and Wahlström (2003) prefer a bilinear fit for this data set based on a modification of eq. (10) which takes into account that the point of intersection is initially unknown. The resulting relations (see Figure 1 ) are used to transform magnitudes to via (the identity is assumed for the particular region) as a part of the generation of the based catalogue by Grünthal and Wahlström (2003) .
The relation between moment magnitude, , and local magnitude, , often cannot be approximated by a linear model. Several authors (e.g., Street et al., 1975; Hasegawa, 1983; Nuttli, 1983; Bollinger et al., 1993; Uhrhammer et al., 1996; Wahlström and Grünthal, 2000) prefer the quadratic approach does not secure the equivalence of models (13) and (14). The different behaviour is due to the asymmetric appearance of and in eq. (13), but in most cases the difference remains negligible compared with the data errors. A fully symmetric approach for quadratic models is sketched in Appendix B.
Results of the chi-square technique for models (13) and (14) are presented for a data base of Central Europe. The input data ( = 164 magnitude pairs; Grünthal and Wahlström, 2003, Table 6 ) cover a wide range of and magnitudes ( Figure 3 ) and form the basis for computation of for all events in the study by Grünthal and Wahlström (2003) . Similar to the North Atlantic data in the previous chapter there is no detailed information on the errors of the input data. As a first attempt we assume unknown but equal standard errors of both magnitudes. For a reasonable value of goodness-of-fit , , the chi-squares become (14), respectively. Table 3 gives the results of the chi-square regression including standard errors of the model parameters in comparison with the standard least-squares solutions. Figure 3 illustrates the difference between the two approaches, which is notable for small and large magnitudes. As mentioned above, the chi-square regression curves are different for model (13) and model (14), but the differences are too small to be distinguished in the figure. The quality of the fit is given in terms of the estimated magnitude error, = 0.227. The solution is acceptable if the real mean magnitude uncertainties are greater than . This is plausible for the selected data set. The parameter errors of model (13) 
The confidence regions for the individual errors, ∆ = 1, and the joint errors, ∆ = 3.53 (see Table 
Local magnitude , intensity and focal depth
Epicentral intensity, , is often the only available strength measure for historical earthquakes in local catalogues. The basic data used for the catalogue by Grünthal and Wahlström (2003) do not permit a reliable regression of on . Instead, is regressed on for each local catalogue for which such a relation does not already exist but where intensities need to be converted. Each of these relations is then combined with an -relation (see previous chapter).
A well established empirical model to estimate from is the relation log
where the logarithmic term takes into account the influence of the focal depth . Early compilations of several applications of model (18) are given by Sponheuer (1962) and Kárník (1969) . Recently, Gutdeutsch et al. (2002) used this model to compare magnitude-intensity relations for Europe. The corresponding inverse model with respect to and is log
With errors , and for all three input parameters, the merit functions of a chi-square approach become (21). An often used orthogonal regression (Gutdeutsch et al., 2002) for model (18) implies log = constant, where the constant does not need to be specified in advance. Assuming a plausible error 0.5, this results in log ln 10 0.5
or approximately . This implies a strong overestimation of for large and therefore an orthogonal regression is strongly determined by shallow events.
Obviously, eq. (18) and eq. (20) can be converted into eq. (19) and eq. (21), respectively, by the same transformation
⁄ ⁄ ⁄
This means that the models are equivalent, a remarkable advantage compared to any least-squares procedure where the corresponding models produce different relations. The numerical minimization of eq. (18) with respect to , and requires one of the modern (18) and (19) were performed for six local catalogue data sets in the study by Grünthal and Wahlström (2003) . Similar to the previous regressions, there are no quantitative error estimations for the input data. Generally, it can be expected that the uncertainties of and are in the same range of about 0.5. We suppose they are equal to an unknown value . Errors for the focal depth are hard to estimate. For carefully selected data, the errors should be significantly smaller than the depth itself. Then ⁄ ln 10 and the influence of in the denominator of eq. (20) and eq. (21) can be neglected. This assumption requires a well deter- Since the tectonic type of very shallow events is often questionable, the regressions by Grünthal and Wahlström (2003) include only events with 5 km, for which the criterion ⁄ ln 10 is fulfilled. The approximation (23) can be geometrically understood as a partial orthogonal regression in the ( , ) plane of the projected differences between model and data. In Appendix C we reformulate the nonlinear minimization problem connected with the determination of , and in eq. (23) to a simple eigenvalue problem. This avoids the application of iterative optimization algorithms and ensures a correct solution independent of any starting values. The estimation of the unknown mean fitting error in eq. (23) for a reasonable value of goodness-of-fit , expressed by the optimal model parameters , and ̂ is , , ̂ log ̂ 1 3
In Table 4 , the results of the chi-square regression are given for two of the studied regions, Fennoscandia with 101 entries and Germany with 145 entries. Figure 5 visualizes the input data and the dominant linear part of the two regression surfaces by a 2D-plot, in which the width of the stripes indicates the influence of the focal depth h in model (18).
The confidence regions of the model parameters for Fennoscandia and Germany in terms of the mean fitting errors are shown in Figure 6 .
Conclusions
The compilation of earthquake catalogues often require empirical relations for the conversion of macroseismic data to magnitude and for conversions between different types of magnitudes. The errors of the data should be considered when such relations are established. Standard least-squares techniques are restricted to include errors of only one (dependent) parameter and therefore these regressions result in asymmetrical relations.
A generalized chi-square regression approach is adapted for magnitude relations with uncertainties in all input data. Individual error distributions for each data entry can be taken into account. This approach fulfils all necessary criteria of a fitting procedure. It provides regression parameters, error estimates on the parameters and a statistical measure of goodness-of-fit. In most cases, a chi-square approach can preserve the symmetry of the empirical relations, which ensures the path independent determination of magnitudes in a hierarchy of conversions.
The presented chi-square technique can also be utilized if the errors of input data are not exactly known, a typical situation in establishing magnitude relations where at most error constraints are available. An orthogonal regression approach, often suggested in such cases, is only reasonable if the regression model is linear and the unknown input errors are equal for all data. For more complex regression models and differentiated errors, the described chi-square technique is preferred. 
