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ABSTRACT 
 
The mismatch factor uncertainty is one of the major 
uncertainty contributors in calibration measurements, 
especially for thin film devices, and the most complex to 
calculate analytically due to underlying correlations in 
uncertainty. Typically, empirical estimates or Monte 
Carlo simulations based on wavelength dependent 
uncertainty analysis are used and sampling is conducted 
by random walks. A different sampling approach is 
proposed based on fitting a sum of Gaussian 
distributions to measurement data and generating 
spectral response curves within the uncertainty envelope 
by altering the fitting parameters. The generated curves 
are smooth and approximate real measurement data. 
Presently, the sampling method is limited to SRs.  
 
 
1. INTRODUCTION 
 
 The three major contributors to indoor measurement 
uncertainty in PV calibration measurements are the 
irradiance non-uniformity, reference cell (RC) 
calibration and mismatch between the light source and 
AM1.5G and the difference between the Spectral 
Response (SR) of the device-under-test (DUT) and the 
RC. To minimize the effect of the latter a mismatch 
factor (MMF) correction is usually applied that has an 
associated uncertainty. Calculating it analytically 
becomes very complex when correlations are considered. 
However, SR measurements are correlated at many 
levels, meaning that neglecting correlations results in 
underestimating the uncertainty. Currently two 
approaches are used. The first is empirical based on 
Monte Carlo (MC) simulations estimating the effects of 
random errors on the MMF correction and years of 
measurement experience. The uncertainty is estimated 
to be 20% of the mismatch [1] or 1/10 of the uncertainty 
in the SR and source spectral irradiance measurements 
[2]. A more detailed MC approach based on wavelength 
dependent uncertainty of the SR and spectral irradiance 
measurements and sampling via random walks has also 
been used [3]. Generating random walks and scaling 
them can be subjective. The issue of sampling the SR 
curves for the MC simulation is investigated further and 
a new method for this is proposed.  
 
2. SR MEASUREMENT UNCERTAINTY 
 
SR curves of RCs, are usually smooth and are 
measured at a limited number of wavelengths. Each of 
those measurements has an associated uncertainty. 
These may, or may not, be correlated. For most 
laboratories, SR measurements are in fact transfers by 
comparison to a RC. The effects that contribute to the 
uncertainty of each point are usually not correlated for 
that particular point, but are present at different 
wavelengths thus are correlated in the overall SR curve. 
All interpolated points are also correlated, because they 
are based on the same nearby measurement points. 
There is also a correlation in calculating the MMF itself 
since the SR measurements of the RC and the DUT 
appear in both the numerator and denominator. All of 
these make analytical calculations challenging. 
SR measurements and wavelength dependent 
uncertainty can be considered equivalent to an 
interpolated SR that is the best estimate and an 
uncertainty envelope as shown in Fig.1. 
Fig. 1 Measured spectral response, interpolated curve in blue 
and uncertainty envelope in dashed red line. The uncertainty 
varies with wavelength and is exaggerated for the fig. 
 
Sampling SR curves from this envelope using MC 
simulation is considered. If points are sampled at 
random for each individual wavelength, the resultant SR 
curve does not represent a measurement, because it 
oscillates for each wavelength within the envelop 
resulting in an exceedingly ‘noisy’ curve. This can be 
problematic because no correlation is assumed and the 
‘noise’ cancels out when integrated, resulting in an 
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underestimate for the MMF uncertainty. In fact, random 
errors are minimised in most measurement systems by 
multiple measurements and longer integration times. 
Therefore, systematic sources of uncertainty dominate 
and result in correlated errors between wavelengths. 
In this paper fitting a sum of Gaussian distributions 
to measured SR data using a nonlinear least squares 
method as utilized in [4] is proposed for sampling the 
uncertainty envelope. The number of Gaussians can 
vary for different devices; however 8 are sufficient for a 
c-Si device. The parameters of the fit are then randomly 
altered to generate SRs within the defined uncertainty 
envelope. The three coefficients that define a Gaussian 
distribution separately vary the scale, the width and the 
central location of the distribution as show in Fig. 2.  
 
Fig. 2 SR fit with sum of 8 Gaussian distributions and the 
individual Gaussian distributions. Dashed black, green and red 
lines show effects of parameter variation for a distribution. 
 
These are altered individually at first to establish 
the range in which parameters can vary for each 
Gaussian. These ranges are sampled at random and the 
generated SR curves saved if they are within the 
uncertainty envelope until the desired number of SR 
curves is generated. The resultant sampled SR curves 
are smooth and representative of SR that could be 
observed during measurements as shown in Fig. 3. 
 
Fig. 3 Ten randomly sampled spectral response curves within 
the uncertainty envelope using this method. 
 
The generated curves fully cover the uncertainty 
envelope and their integrals follow a normal distribution 
with the average approximately equal to that of the 
measured curve and σ varying depending on the 
uncertainty envelope. The number of Gaussians used for 
the fit and their starting central location can be selected 
based on the individual measurement system to best 
sample its uncertainty envelope. For example, there can 
be step changes in the uncertainty where the light source 
and the monitoring detector change (in multi-source, 
multi-detector system), resulting in an irregular 
uncertainty envelope that is easily sampled using this 
method. The proposed approach overcomes some of the 
limitations of other sampling techniques, it is more 
precise than simple empirical estimates and is 
straightforward to implement. 
 
3. CONCLUSION 
 
 Calculating the uncertainty of the MMF correction is 
a complicated task that requires the consideration of 
correlation between measurement points. Since 
identifying the individual uncertainty source and their 
contributions is already complex, estimating the 
correlation between points is rarely done. MC 
simulation can help avoid correlation if the fitted SR is 
considered as the best estimate and the uncertainty 
envelope as the probability density function. The 
envelope is sampled in a way that generates SR curves 
that could be observed in real measurements. The 
method is significantly simpler than modelling SR 
curves based on physical parameters, which could result 
in curves that don’t sample the entire envelope due to 
modelling simplifications.  
 
 
4. ACKNOWLEDGEMENTS 
 
B. Mihaylov would like to acknowledge his funding 
through the RCUK Supergen project ‘Supersolar’ 
(contract no: EP/J017361/1). 
 
REFERENCES: 
[1] K. Emery, “Uncertainty Analysis of Certified 
Photovoltaic Measurements at the National Renewable 
Energy Laboratory,” NREL/TP-520-45299. 
[2] H. Müllejans, W. Zaaiman, F. Merli, E. D. Dunlop, 
and H. a. Ossenbrink, “Comparison of traceable 
calibration methods for primary photovoltaic reference 
cells,” Prog in PV, vol. 13, no. 8, pp. 661–671,  2005. 
[3] J. Hohl-Ebinger and W. Warta, “Uncertainty of the 
spectral mismatch correction factor in STC 
measurements on photovoltaic devices,” Prog in PV, vol. 
19, pp. 573–579, 2011. 
[4] I.D. Sara, T.R. Betts, R. Gottschalg “Determining 
spectral response of a photovoltaic device using 
polychromatic filters”, IET Renewable Power Gen, 8(5), 
pp.467-473, 2014. 
300 400 500 600 700 800 900 1000 1100 1200 1300
0
0.1
0.2
0.3
0.4
0.5
0.6
300 400 500 600 700 800 900 1000 1100 1200 1300
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Wavelength, nm
S
R
, A
/W
Wavelength, nm
S
R
, A
/W
