2
Testing evolutionary hypotheses in a phylogenetic context becomes more reliable as reconstruction methods based on more realistic models of molecular evolution are available. However, computing time burden limits the application of model-based methods such as Maximum Likelihood (ML) when many taxa and/or assessment of reliability via standard-non parametric-bootstrap methods are involved (Felsenstein 1985) . Time savings thus account in part for the increasing popularity of Bayesian inference methods (e.g., Karol et al. 2001; Lutzoni, Pagel and Reeb 2001; Murphy et al. 2001) , as implemented in programs like MrBayes .
These methods promise computational tractability with large data sets and complex evolutionary models (Larget and Simon 1999; ).
Bayesian inference of phylogeny combines the prior probability of a phylogeny with the tree likelihood to produce a posterior probability distribution on trees . The best estimate of the phylogeny can be selected as the tree with the highest posterior probability, i.e. the MAximum Posterior probability (MAP) tree (Rannala and Yang 1996) . Topologies and branch lengths are not treated as parameters-as in ML methods (Felsenstein 1981 )-but as random variables. Because posterior probabilities cannot be obtained analytically, they are approximated by numerical methods known as Markov chain Monte Carlo (MCMC) or Metropolis coupled MCMC (MCMCMC). These chains are designed to explore the posterior probability surface by integration over the space of model parameters. Trees are sampled at fixed intervals and the posterior probability of a given tree is approximated by the proportion of time that the chains visited it (Yang and Rannala 1997) . A consensus tree can be obtained from these sampled trees, and Bayesian posterior probabilities of 3 individual clades (PP), as expressed by the consensus indices, may be viewed as clade credibility values. Thus, Bayesian analysis of the initial matrix of taxa and characters produces both a MAP tree and estimates of uncertainty of its nodes, directly assessing substitution model, branch length and topological variables, as well as clade reliability values, all in a reasonable computation time.
Reliability of nodes in phylogenetic trees is classically evaluated in two ways.
First, from the initial matrix of characters, a strength of grouping value is measured, i.e. the least decrease in log-likelihood associated with the breaking of the clade defined by that node (e.g. Meireles et al. 1999) . The statistical significance of this decrease can be estimated with non-parametric or parametric tests (Goldman, Anderson and Rodrigo 2000) . With Bayesian methods, reliability of MAP tree nodes derives directly from corresponding posterior probabilities. In the second way, the initial character matrix is redrawn with replacement, and bootstrap percentages (BP) are calculated, for example under the ML criterion (BP ML ), and interpreted as a measure of experiment repeatability (Felsenstein 1985) or phylogenetic accuracy (Felsenstein and Kishino 1993) .
The Bayesian approach is presumed to perform roughly as bootstrapped ML ) but runs much faster (Larget and Simon 1999; . Recent analyses have aimed at comparing Bayesian and ML supports by studying the correlation between posterior probabilities (PP) and bootstrap percentages (BP ML ) (Leaché and Reeder 2002; Whittingham et al. 2002) . A compilation of literature values (Karol et al. 2001; Murphy et al. 2001; Leaché and Reeder 2002; Whittingham et al. 2002; Wilcox et al. in press) reveals that plotting PP as a function of BP ML can show significant correlation (P-values < 0.02), but that the strength 4 of this correlation is highly variable and sometime very low (correlation coefficient r 2 between 0.29 and 0.99, median at 0.71). Moreover, the slope (S) of the regression line (S between 0.29 and 1.08, median at 0.79) indicates that BP ML are generally lower than PP.
This trend has already been noticed by Rannala and Yang (1996) advocate the preferential use of PP rather than BP (Wilcox et al. in press ). However, cases where conflicting hypotheses are supported by high posterior probabilities have been reported Douady et al., in press ). This suggests that at least in certain cases PP put overconfidence on a given phylogenetic hypothesis and drawing conclusions from this sole measure of support might be misleading.
To better understand the relationship between PP and BP, we applied standard bootstrap resampling procedures to the Bayesian approach, studying the correlation between PP, BP ML , and BP Bay -i.e. posterior probabilities estimated after bootstrapping of the data-for eight empirical data sets spanning different kind of characters, types of sequences, genomic compartments, and taxonomic groups. Even when the correlation 5 between PP and BP ML was weak (r 2 < 0.52), it became very strong (r 2 > 0.96) when
Bayesian posterior probabilities are computed on bootstrapped data matrices. Moreover, albeit less clearly, simulation seems to confirm this trend. These simulations also tend to predict that PP overcome BP support for both true and false nodes. We discuss the effect of the bootstrapped approach in the case of apparent conflicts between data sets, and consider its practical implications for measuring phylogenetic reliability.
Eight highly diverse empirical data sets were chosen (see details in
Supplementary Material at MBE web site: http://www.molbiolevol.org), including two pairs showing conflict (i.e., PP strongly supporting mutually exclusive nodes):
mitochondrial versus nuclear markers for 14 cicadas , and mitochondrial rRNA markers for either 21 or 23 sharks (Douady et al. in press) . The model of sequence evolution that best fits each DNA data set and the corresponding GTR substitution rate parameters, shape of the four-categories gamma distribution (Γ4) and fraction of invariable sites (INV) were estimated by Modeltest 3.06 (Posada and Crandall 1998) , and then used in PAUP* 4b10 (Swofford 2002 ) to compute ML bootstrap percentages (BP ML ) after 100 pseudo-replications with NJ starting trees and TBR branch swapping. For the HMGR amino acid data set, BP ML were obtained using PROML version 3.6a2.1 of the PHYLIP package (Felsenstein 2001 ) with a JTT substitution matrix provided by E. Tillier (pers. comm.) combined to a Γ4 + INV model, and parameters optimized by PUZZLE 4.0.2 (Strimmer and von Haeseler 1996) . Bayesian posterior probabilities (PP)
were computed under the same ML models with MrBayes 2.01 (Huelsenbeck and Ronquist 2001) by running four chains for 100,000 MCMCMC generations using the program default priors on model parameters. For bootstrapped Bayesian analyses we 6 generated 100 bootstrap pseudo-replicates for each data set using the program SEQBOOT 3.6a2.1 (Felsenstein 2001) , and estimated Bayesian posterior probabilities as previously described for each pseudo-replicate. For all analyses, 1,000 trees were sampled from the posterior probability distribution (one every 100 generations) and a conservative 50% of the trees (500) was systematically discarded as "burn-in" to ensure that the chains have reached stationarity. Bayesian bootstrap percentages (BP Bay ) were computed for each node into three ways: i) the consensus of the 500 x 100 = 50,000 trees generated from the 100 bootstrapped pseudo-replicates, ii) the average of each nodes PP for the 100 MAP trees, and iii) the consensus of the 100 MAP trees ("consensus of consensus"). Given the tedious aspect of preparing files for bootstrapped Bayesian analyses, a Perl script was custom-made and is available upon request.
We also explored the relation between PP and BP using a simulation design.
Monte Carlo simulation of 100 data sets of 1,000 characters for seven taxa each was performed using SEQ-GEN 1.2.5 (Rambaut and Grassly 1997) , under a model topology and associated branch lengths taken from the armadillo subset of VWF xenarthran data (Supplementary Material). The K2P model of nucleotide substitution (Kimura, 1980) was chosen with a transition : transversion ratio of 2.00 and a Γ 8 distribution with α = 1.00.
BP ML and PP supports were obtained for these 100 simulated data sets following the same procedure as described above. Therefore, the very high quality correlation between BP Bay and BP ML (r 2 >0.95) cannot be expected a priori. We also tested several of the assumptions leading to the strong correlation between BP Bay and BP ML . First, the possibility that the quality of the correlations observed could depend upon random error occurring between independent 8 runs seems to be discarded by the minimal PP variance observed on MCMCMC repeatability plots . It is thus unlikely that the low correlation between PP and BP ML reflects a problem of repeatability between independent runs. Second, we a priori removed 50% of the sampled trees as MCMCMC "burn-in". This was done to ensure that all trees sampled before stationarity were discarded, without actually checking Bayesian results of each individual bootstrap pseudo-replicate. To check for potential biases at this stage, we recomputed BP Bay , keeping 90% of all sampled trees (i.e., removing 100 instead of 500 trees for each pseudo-replicate). Results indicate that bias is quite unlikely as the level of BP Bay variation is very low (e.g., 1% for the ITS data set). Therefore, "burn-in" threshold seems to be of modest importance as long as it is kept realistic, probably because of the rapid convergence towards stationarity of our data. Third, we looked at the effect of making an overall consensus (i.e., consensus of all 50,000 trees sampled over all 100 pseudo-replicates and after a 50% burn-in) versus making the consensus of the 100 MAP trees or the average of the PP. Compilation of node supports-for example for both ITS and nuclear data setsyields high correlations (r 2 > 0.95) between BP ML and BP Bay , "PP average" or "MAP trees consensus". However, it seems that BP Bay and "PP average" are closer to Bayesian philosophy whereas "MAP tree consensus" values are closer to the ML bootstrap approach. Indeed, in the two first cases, the complete collection of trees is considered while in the last case a single optimal tree is kept to represent each pseudo-replicate.
Given the likely loss of information during the consensus iteration, it seems that using an overall consensus was a better option. Hillis and Bull (1993) . As a whole these simulation results imply that, at least in certain cases, high PP falsely interpret signal and may end up strongly supporting incorrect phylogenetic relationships. Thus, the more conservative BP ML and BP Bay seem less subject to the behavior of strongly supporting a node when it is actually false.
Furthermore, the existence of strong conflicts in empirical data using Bayesian inference seems to argue that this approach may be sensitive to small model 10 misspecifications as theoretically anticipated by Waddell, Kishino and Ota (2001) and subsequently shown by and Buckley (2002) 
