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On Extension of Effective Resistance with
Application to Graph Laplacian Definiteness
and Power Network Stability
Yue Song, Member, IEEE, David J. Hill, Life Fellow, IEEE, and Tao Liu, Member, IEEE
Abstract—This paper extends the definitions of effective re-
sistance and effective conductance to characterize the overall
relation (positive coupling or antagonism) between any two
disjoint sets of nodes in a signed graph. It generalizes the
traditional definitions that only apply to a pair of nodes. The
monotonicity and convexity properties are preserved by the ex-
tended definitions. The extended definitions provide new insights
into graph Laplacian definiteness and power network stability.
It is proved that the Laplacian matrix of a signed graph is
positive semi-definite with only one zero eigenvalue if and only
if the effective conductances between some specific pairs of
node sets are positive. Also the number of Laplacian negative
eigenvalues is upper bounded by the number of negative weighted
edges. In addition, new conditions for the small-disturbance angle
stability, hyperbolicity and type of power system equilibria are
established, which intuitively interpret angle instability as the
electrical antagonism between certain two sets of nodes in the
defined active power flow graph. Moreover, a novel optimal
power flow (OPF) model with effective conductance constraints is
formulated, which significantly enhances power system transient
stability. By the properties of extended effective conductance, the
proposed OPF model admits a convex relaxation representation
that achieves global optimality.
Index Terms—effective resistance, signed graph, Laplacian
matrix, power network, stability
I. INTRODUCTION
The effective resistance and effective conductance1 are use-
ful graph theory concepts originating from electrical networks
[1], the history of which can date back to 1940s [2]. In the
context of resistive networks, the effective resistance describes
the port resistance between a pair of nodes that captures
the global properties of network, i.e., both direct connections
and indirect connections between the two nodes. In addition,
the mathematical foundations of effective resistance, such as
distance metric, monotonicity and convexity, have been well
established [3, 4].
Due to the clear physical meaning and useful properties, the
effective resistance has widespread applications in theoretical
and practical problems. For instance, the effective resistance
is closely connected to other graph theory concepts such
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ably in this paper as they are reciprocal to each other.
as Kirchhoff Index, random walks and Foster’s theorem [5],
which have applications in, e.g., designing online algorithms
[6] and describing molecular structure in chemistry [7]. The
effective resistance has also been used in many fields of
electric power networks, such as cascading failures [8, 9],
network partitioning [10] and power network stability [11–
13]. In addition, since the effective resistance is defined by
the graph Laplacian matrix [1], it is useful in quantifying
the performance of network control problems where the graph
Laplacian plays an important role. Some bounds for the Lapla-
cian spectrum are constructed by effective resistance in [14],
which describe the convergence speed of distributed control.
The H2 norm and H∞ norm of linear oscillator networks
are given in terms of effective resistance in [15] and [16],
respectively. In [17, 18], the definition of effective resistance
is extended from undirected graphs to directed graphs, which
provides a new tool for control problems over directed graphs.
Recently, the effective resistance concept has been intro-
duced to signed graphs that have both positive and negative
weighted edges. The negative weighted edges can model the
attacks on network topology or antagonistic effects between
some nodes. The Laplacian matrix of a signed graph (or simply
called the signed Laplacian in some literature [19]) being
positive semi-definite (PSD) with only one zero eigenvalue
is a key requirement for reaching network consensus or
synchronization. It is revealed in [20–23] that the sign of
effective resistance can be used to check the definiteness of
Laplacian matrix, which applies to a special class of signed
graphs where the negative weighted edges are not contained
in the same cycle. By using the concept of mutual effective
resistance between two node pairs, a linear matrix inequality
condition for Laplacian definiteness is proposed in [19, 24],
which applies to generic signed graphs. Nevertheless, there
is still a lack of a concise scalar condition for the Laplacian
definiteness of generic signed graphs.
So far the effective resistance has been defined in the “node-
to-node” manner that describes the relation between two nodes.
However, the collective behaviors observed in many practical
problems over networks are concerned with the “nodes-to-
nodes” relation. For instance, the instability event in power
networks occurs in such a form that a group of generators go
unstable with respect to the remaining ones [25]. By the actual
requirements observed from practical problems and the afore-
mentioned bottlenecks in characterizing Laplacian definiteness,
the node-to-node description of effective resistance could be
a limitation. On the other hand, a nodes-to-nodes version of
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effective resistance, which describes the relation between two
sets of nodes, is a natural direction for extension that could
offer new thoughts into these issues.
Following this idea, we extend the definitions of effective
resistance and effective conductance to the “nodes-to-nodes”
version, and apply them to the study of graph Laplacian
definiteness and power network stability. The contributions of
this paper are threefold:
1) The extended definitions generalize the traditional ones
with intuitive circuit interpretations from the perspectives
of current flow, energy dissipation and potential difference.
The extended effective resistance/conductance can be used to
characterize the overall coupling between any two disjoint
sets of nodes. When applied to signed graphs, the positive or
negative sign of the extended effective resistance/conductance
indicates the positive coupling or antagonism between the two
sets of nodes. Also the monotonicity and convexity properties
are preserved by the extended definitions.
2) The extended definitions shed new light on graph Lapla-
cian definiteness. We establish some necessary and sufficient
conditions for the Laplacian matrix of a generic signed graph
being PSD with only one zero eigenvalue, which links the
Laplacian definiteness to the positive effective conductances
between specific pairs of node sets. By the properties of
extended effective conductance, we also prove that the number
of Laplacian negative eigenvalues is upper bounded by the
number of negative weighted edges.
3) The extended definitions shed new light on power net-
work stability. We establish some necessary and sufficient con-
ditions for the small-disturbance angle stability, hyperbolicity
and type of an equilibrium point in terms of the extended
effective conductance. These conditions generalize our previ-
ous results in [13], by which the instability mechanism can
be intuitively interpreted as the electrical antagonism between
certain two sets of nodes. A new optimal power flow (OPF)
model is also developed, which enhances transient stability
by enforcing the effective conductance constraint with respect
to coherent generators. The OPF model admits a convex
relaxation formulation due to the useful properties of extended
effective conductance, which promotes global optimality.
The rest of the paper is organized as follows. Some
background knowledge and a brief review of the traditional
effective resistance and effective conductance are given in
Section II. In Section III, the extended definitions of effective
resistance and effective conductance are proposed and some
basic properties are studied. In Section IV and Section V, the
extended definitions are applied to graph Laplacians and power
networks, respectively; some new results on graph Laplacian
definiteness and power network stability are established. Sec-
tion VI concludes the paper and makes future prospects. Those
proofs with tedious derivation are given in Appendix for better
readability.
II. BACKGROUND AND PROBLEM SETUP
A. Preliminaries and notations
For simplicity, we use x = [xi] ∈ R
p to represent a vector,
and x = diag{xi} ∈ Rp×p to represent a diagonal matrix.
The triple {i+(A), i−(A), i0(A)} denotes the matrix inertia
of A ∈ Rp×p, i.e., the number of eigenvalues with positive,
negative and zero parts, respectively.A ≻ 0 (orA  0) means
A is positive definite (or positive semi-definite). The notation
Ip ∈ Rp×p denotes an identity matrix, 1p ∈ Rp denotes
a vector with all entries being one, 0p ∈ R
p denotes the
zero vector, A† denotes the Moore-Penrose inverse of A, and
| · | denotes the cardinality of a set. The italic j denotes a
numbering index, and the upright j denotes the square root of
-1. The notation ei denotes a vector with its i-th entry being
one and the other entries being zero, eVa denotes a vector with
those entries indexed by the set Va being one and the other
entries being zero. Note that the dimensions of ei, eVa are not
fixed in the paper, they will be consistent with other matrices in
the respective equations. Let H =
[
A B
C D
]
be a matrix with
two-by-two block partition, where A ∈ Rp×p, B ∈ Rp×q ,
C ∈ Rq×p and D ∈ Rq×q . Assume D is nonsingular, the
Schur complement of the blockD of the matrixH is denoted
as H/D = A−BD−1C .
Denote G(V , E ,W ) as a weighted undirected graph, where
V is the set of nodes with n = |V|, E ⊆ V × V is the set
of edges with l = |E|, and W ∈ Rl×l is the diagonal matrix
indicating edge weights. The edge k connecting node i and
node j is denoted by either ǫk or an unordered pair (i, j)
(i.e., (i, j) and (j, i) are equivalent notations). The weight of
edge ǫk = (i, j) ∈ E is given by the k-th main diagonal
of W , denoted wij . We consider signed graphs where each
edge can have a positive or negative weight. For defining the
incidence matrix, suppose each edge is fictitiously assigned
an arbitrary but fixed orientation. Then, the incidence matrix
E ∈ Rn×l is defined such that ∀ǫk = (i, j) ∈ E , Eik = 1 if
ǫk originates at node i, Ejk = −1 if ǫk terminates at node
j and Emk = 0,m 6= i, j. The Laplacian matrix is defined
as LG = EWE
T ∈ Rn×n, and we use Lxy to denote the
submatrix of LG with the rows indexed by the set of nodes
Vx ⊆ V and columns indexed by the set of nodes Vy ⊆ V .
Note that LG has at least one zero eigenvalue as LG1n = 0n.
Without loss of generality, the graphs studied in this paper are
assumed to be connected, while the obtained results also apply
to each connected component of a disconnected graph.
In addition, we present two lemmas below that will be
frequently used in the paper.
Lemma 1: [26] If LG is PSD with only one zero eigenvalue,
then L
†
GLG = LGL
†
G = In −
1
n
1n1
T
n .
Lemma 2: [27] Let H =
[
A B
BT D
]
be a real symmetric
matrix with the square block D being nonsingular. Then
i+(H) = i+(H/D)+ i+(D), i−(H) = i−(H/D)+ i−(D)
and i0(H) = i0(H/D).
B. Effective resistance/conductance: a brief review
Let us have a brief review of the traditional effective
resistance and effective conductance. The currently common
expression for effective resistance is proposed in [1]. The
reciprocal of effective resistance is referred to as effective
conductance [11, 28]. The detailed definitions are given below.
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Definition 1 (Effective Resistance/Conductance [1, 28]): For
any pair of nodes i, j ∈ V , i 6= j, the effective resistance
between i and j is defined as
Rij = (ei − ej)
TL
†
G(ei − ej) (1)
and the effective conductance between i and j is defined as
Cij =
1
(ei − ej)TL
†
G(ei − ej)
. (2)
where ei, ej ∈ Rn in (1) and (2).
The concept of effective resistance originates from electrical
networks with clear physical meanings. Consider a resistive
network interpreted by the graph G(V , E ,W ), i.e., it has the
same topology as G and the conductance of each transmission
line (i, j) is equal to wij . Suppose node i connects a source
with unit current injection, node j connects a source with unit
current ejection and the other nodes keep open circuit. Then,
applying Kirchhoff’s circuit law gives i = ei − ej = LGv,
where i,v ∈ Rn denote the current vector and voltage vector,
respectively. Suppose all lines have positive conductance, then
LG is PSD with only one zero eigenvalue [4], and we have
L
†
Gi = v −
1
n
1n1
T
nv by Lemma 1. Thus, the total energy
dissipation of the network and potential difference between
node i and node j are given by
Ptot = i
Tv = iTL†Gi = Rij
vi − vj = (ei − ej)
Tv = (ei − ej)
TL
†
Gi = Rij .
(3)
It implies that the port between node i and node j can
be equivalent as a series resistance Rij (see Fig. 1). With
the same current injection and ejection at node i and node
j, the equivalent circuit has the same energy dissipation
and potential difference as the original network. Hence, the
effective resistance and effective conductance characterize the
overall link between a pair of nodes. A smaller positiveRij (or
equivalently, larger positive Cij) indicates a stronger coupling
between the pair of nodes.
As aforementioned, the effective resistance gains popularity
in many subjects. Nevertheless, the traditional definition has
some limitations. It will be seen later that it may not work
properly for signed graphs. In addition, many engineering
problems are concerned with the relation between two sets of
nodes rather than a pair of nodes, e.g., a group of generators
losing synchronism with respect to the remaining ones in case
of power system transient instability [25], where the traditional
definition of effective resistance does not apply. This appeals
for an extension that will be addressed in the following.
Figure 1. Circuit interpretation of Rij .
III. EXTENDING EFFECTIVE RESISTANCE
A. Extended definitions and physical interpretations
In this section, the concepts of effective resistance and
effective conductance are extended as a proper characterization
of the overall coupling between any two disjoint sets of nodes
with the presence of negative weighted edges. Given two
non-empty disjoint sets of nodes, say Va,Vb ⊂ V , and let
Vc = V\(Va∪Vb) be the set of remaining nodes. For simplicity,
denote a = |Va|, b = |Vb| and c = |Vc|. Then LG can be
rewritten as
LG =

Laa Lab LacLTab Lbb Lbc
LTac L
T
bc Lcc

 . (4)
Let LG/Lcc denote the Schur complement of the block Lcc
of the Laplacian matrix, which is real symmetric. In addition,
we set LG/Lcc = LG if Vc = φ. With these notations, we
make an assumption and propose the extended definitions of
effective resistance and effective conductance below.
Assumption 1: The matrix Lcc is nonsingular for any non-
empty disjoint sets Va,Vb ⊂ V and Vc = V\(Va ∪ Vb) 6= φ.
Definition 2 (Extended Effective Resistance/Conductance):
Let Va,Vb ⊂ V be two non-empty disjoint sets of nodes
in the graph G(V , E ,W ), and Vc = V\(Va ∪ Vb) be the
set of remaining nodes. The extended effective resistance and
effective conductance between Va and Vb, say reff(LG ,Va,Vb)
and geff(LG ,Va,Vb), are respectively defined as
reff(LG ,Va,Vb) = (e
T
Va
(LG/Lcc)eVa)
−1 (5a)
geff(LG ,Va,Vb) = e
T
Va
(LG/Lcc)eVa (5b)
where eVa ∈ R
a+b.
The matrix LG/Lcc is indeed the Laplacian matrix of
the graph after eliminating Vc via Kron reduction [29] (it
will be shown in Lemma 3 that LG/Lcc has zero row-
sums). This observation leads to a straightforward meaning of
geff(LG ,Va,Vb)—the total external degree of Va in the reduced
graph (e.g., the total weights of the green edges in Fig. 2).
In addition, it will be seen later that the extended definitions
have other intuitive physical interpretations in the context of
resistive networks, and they include the traditional definitions
as a special case. Moreover, we define reff(LG ,Va,Vb) = ∞
in case that geff(LG ,Va,Vb) = 0, which corresponds to “open-
circuit” status.
Figure 2. Direct meaning of geff(LG ,Va,Vb).
Note that Assumption 1 is required by the well-definedness
of reff(LG ,Va,Vb) and geff(LG ,Va,Vb). All the following
results will be based on this assumption, i.e., when we mention
reff(LG ,Va,Vb) and geff(LG ,Va,Vb) in the lemmas, theorems
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and corollaries, it implicitly means the concerned Lcc is
nonsingular. The assumption can be justified by the fact that
the singularity of Lcc is generally linked to nonphysical
circuit modeling [30]. For example, in the resistive network
interpreted by G(V , E ,W ), suppose each node i ∈ Va ∪ Vb
connects a shunt capacitor Ci, while each node i ∈ Vc keeps
open circuit. The network dynamics is then described by
−Cav˙a−Cbv˙b
0c

 =

Laa Lab LacLTab Lbb Lbc
LTac L
T
bc Lcc



vavb
vc


where va,vb,vc denote the voltage vectors of Va,Vb,Vc,
respectively; and Ca = diag{Ci} ∈ Ra×a, ∀i ∈ Va and
Cb = diag{Ci} ∈ Rb×b, ∀i ∈ Vb. In case that Lcc is singular,
the algebraic variable vc becomes noncausal, i.e., it is not
dependent on the state variable va,vb. In circuit theory, the
network exhibits an impasse point and should be remodeled
[30]. So it is reasonable to exclude such nonphysical situations
in the analysis. Moreover, when LG is PSD with only one zero
eigenvalue, it is trivial that all possible Lcc, which refer to
principal submatrices of LG , are nonsingular. Thus, for those
results where LG being PSD with only one zero eigenvalue is
a precondition, Assumption 1 is implicitly satisfied (e.g., see
Theorem 2, Corollary 1, Theorem 3, Theorem 4, Theorem 5
and necessity part of Corollary 2).
We show some basic properties of geff(LG ,Va,Vb) before
presenting more physical interpretations.
Lemma 3: Given a graph G(V , E ,W ) and two non-empty
disjoint sets Va,Vb ⊂ V , and Vc = V\(Va∪Vb). The following
equalities hold
(LG/Lcc)1a+b = 0a+b (6a)
geff(LG ,Va,Vb) = geff(LG ,Vb,Va) (6b)
geff(LG ,Va,Vb) = 1
T
a (Laa −LacL
−1
cc L
T
ac)1a (6c)
geff(LG ,Va,Vb) = −1
T
a (Lab −LacL
−1
cc L
T
bc)1b (6d)
geff(LG ,Va,Vb) = 1
T
b (Lbb −LbcL
−1
cc L
T
bc)1b (6e)
where the matrices associated with Vc in (6c)-(6e) are ne-
glected in case that Vc is empty.
Proof: The proof is given in Appendix A.
Lemma 4: Given a graph G(V , E ,W ), a subset of nodes
Vr ⊂ V with |Vr| ≥ 2, and Vo = V\Vr. Suppose Loo is non-
singular and let Gr(Vr, Er,Wr) be the graph whose Laplacian
matrix is LG/Loo. Then geff(LG ,Va,Vb) = geff(LGr ,Va,Vb)
for any two non-empty disjoint sets Va,Vb ⊂ Vr.
Proof: The proof is given in Appendix A.
Similar results to Lemma 3 have been obtained in [31] for
graphs with positive weighted edges only. Here we extend
them to the case with negative weighted edges. Recalling
Rij = Rji and Cij = Cji held by the traditional definitions,
Lemma 3 implies that the extended definitions preserve this
symmetry feature. So we do not need to specify the order of
Va and Vb when using the extended definitions. In addition,
Lemma 4 implies that the values of reff(LG ,Va,Vb) and
geff(LG ,Va,Vb) are preserved under Kron reduction. These
two lemmas will be used in the proofs of the following results.
We now come to the circuit interpretations of
reff(LG ,Va,Vb) and geff(LG ,Va,Vb).
Theorem 1 (Current Flow Interpretation): Given a resis-
tive network interpreted by G(V , E ,W ) and two non-empty
disjoint sets Va,Vb ⊂ V , geff(LG ,Va,Vb) is equal to the
total current flow from Va to Vb when each node i ∈ Va
connects to a voltage source with unit potential, each node
i ∈ Vb is grounded with zero potential, and each node
i ∈ Vc = V\(Va ∪ Vb) remains open circuit.
Proof: It follows from the settings in the statement that
iaib
0c

 =

Laa Lab LacLTab Lbb Lbc
LTac L
T
bc Lcc



1a0b
vc

 . (7)
Reducing the third row in (7) gives
[
ia
ib
]
= (LG/Lcc)
[
1a
0b
]
.
So the total current flow from Va to Vb is
1
T
a ia =
[
1
T
a 0
T
b
]
(LG/Lcc)
[
1a
0b
]
= geff(LG ,Va,Vb) (8)
which completes the proof.
Theorem 2 (Energy Dissipation & Potential Difference In-
terpretations): Given a graph G(V , E ,W ) and any two non-
empty disjoint sets Va,Vb ⊂ V . If LG is PSD with only one
zero eigenvalue, then we have reff(LG ,Va,Vb) > 0 and
reff(LG ,Va,Vb) = min
i
iTL
†
Gi (9a)
s.t. eTVai = 1 (9b)
eTVbi = −1 (9c)
eTi i = 0, ∀i ∈ Vc (9d)
where eVa , eVb , ei(i ∈ Vc) ∈ R
n; and
reff(LG ,Va,Vb) = (e1 − e2)
T (PTabLGPab)
†(e1 − e2) (10)
where e1, e2 ∈ Rc+2 and Pab =
[
eVa eVb Xc
]
∈
Rn×(c+2) with Xc ∈ Rn×c collecting the column vectors
ei ∈ Rn, ∀i ∈ Vc.
Proof: The proof is given in Appendix A.
Corollary 1 (Downward Compatibility): If LG is PSD with
only one zero eigenvalue, then reff(LG ,Va,Vb) = Rij and
geff(LG ,Va,Vb) = Cij if Va = {i}, Vb = {j}, ∀i, j ∈ V ,
i 6= j.
Proof: If Va = {i}, Vb = {j}, the vectors eVa , eVb in
(9) are reduced to eVa = ei, eVb = ej . Then, the optimum
of problem (9) is i = ei − ej , and by Theorem 2 we have
reff(LG , {i}, {j}) = (ei − ej)TL
†
G(ei − ej) = Rij and
geff(LG , {i}, {j}) = Cij .
Theorem 1 provides a current flow description for
geff(LG ,Va,Vb). Theorem 2 interprets reff(LG ,Va,Vb) from
energy dissipation and potential difference viewpoints, which
will be detailed in the following remarks. Corollary 1 implies
that the extended definitions include the traditional ones as a
special case when Va = {i}, Vb = {j}. Note that Theorem
1 requires no precondition on LG , while the precondition
of Theorem 2 and Corollary 1 (LG being PSD with only
one zero eigenvalue) is held by normal circuits where all
line conductances are positive. So the physical interpretations
indicated by these theorems have general applicability.
Remark 1: The optimization problem in (9) can be regarded
as minimizing the energy dissipation of the resistive network
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interpreted by G(V , E ,W ) when the total current injection at
Va is unity (see (9b)), the total current ejection at Vb is unity
(see (9c)) and the other nodes have zero current injections (see
(9d)). By Theorem 2, the minimum energy dissipation in this
case is reff(LG ,Va,Vb). From this perspective, the resistive
network can be equivalent to a resistance reff(LG ,Va,Vb)
connecting two nodes that represent the aggregation of Va
and Vb, respectively, see Fig. 3 for illustration.
Remark 2: Equation (10) interprets reff(LG ,Va,Vb) by po-
tential difference. The matrix PTabLGPab is the Laplacian
matrix of the graph where Va,Vb are clustered into two nodes
(say node 1 and node 2) with the external connections being
unchanged. When one cluster has unit current injection and the
other has unit current ejection, the potential difference between
the two clusters is given by (e1−e2)T (P
T
abLGPab)
†(e1−e2),
which is equal to reff(LG ,Va,Vb) by Theorem 2, see Fig. 4
for illustration.
Remark 3: Theorem 2 leads to an interesting observation on
Kron reduction and node clustering. Let LPcc be the submatrix
of PTabLGPab whose rows and columns are indexed by Vc.
Simple circuit calculation on the clustered graph in Fig. 4
gives that geff(LG ,Va,Vb) = eT1 [(P
T
abLGPab)/L
P
cc]e1, which
corresponds to Kron reduction on Vc after node clustering
on Va,Vb. On the other hand, the original definition of
geff(LG ,Va,Vb) in (5b) can be regarded as the node clustering
on Va,Vb after implementing Kron reduction on Vc. It implies
that the operation orders of Kron reduction on Vc and node
clustering on Va,Vb are exchangeable.
Figure 3. Interpretation of reff(LG ,Va,Vb) by energy dissipation.
Figure 4. Interpretation of reff(LG ,Va,Vb) by potential difference.
Remark 4: The extended definitions outperform the tradi-
tional ones when applied to signed graphs. To see this, consider
a resistive network interpreted by the graph in Fig. 5, where
the italic numbers denote line conductances. The negative
line conductance can be resulted from the port characteristics
of some active circuit devices [32]. The effective conduc-
tance between node 1 and node 2 can be given by simple
circuit calculation w12 + (w
−1
14 + w
−1
34 + w
−1
23 )
−1 = 0. It
implies that the negative line conductance causes “electrical
disconnection” between node 1 and node 2. Meanwhile, we
have geff(LG , {1}, {2}) = 0 and C12 = 1.352, which means
the extended definition provides the correct answer but the
traditional definition does not. The traditional definition fails
due to LG having two zero eigenvalues in this case and Lemma
1 no longer holds.
The above remarks conclude that reff(LG ,Va,Vb) and
geff(LG ,Va,Vb) are a proper characterization of the overall
coupling between two sets of nodes, which generalize the
traditional ones with similar circuit interpretations from the
perspective of current flow, energy dissipation and potential
difference. A smaller positive reff(LG ,Va,Vb) (or equivalently,
larger positive geff(LG ,Va,Vb)) indicates a stronger coupling
strength. Also note that geff(LG ,Va,Vb) takes the same phys-
ical dimension as the edge weight, which can be regarded
as an “equivalent weight”. Recall that a negative weighted
edge is referred to as an antagonistic interaction between the
two ternimal nodes in the consensus protocols [33]. Borrowing
this terminology, a negative reff(LG ,Va,Vb) or geff(LG ,Va,Vb)
indicates that the two sets of nodes present “antagonism” to
each other, and furthermore, a smaller negative geff(LG ,Va,Vb)
indicates a more serious antagonism.
Figure 5. An example graph with negative weighted edges.
B. Monotonicity and convexity
The traditional effective resistance and effective con-
ductance have properties of monotonicity and convexity
[4]. The following results reveal that reff(LG ,Va,Vb) and
geff(LG ,Va,Vb) preserve these properties.
Theorem 3 (Monotonicity w.r.t. Node Sets): If LG is PSD
with only one zero eigenvalue, then 0 < reff(LG ,Va,Vb) ≤
reff(LG ,V∗a ,V
∗
b ) and geff(LG ,Va,Vb) ≥ geff(LG ,V
∗
a ,V
∗
b ) > 0
for any Va,Vb,V∗a ,V
∗
b such that Va,Vb ⊂ V , Va ∩ Vb = φ,
V∗a ⊆ Va and V
∗
b ⊆ Vb.
Proof: By Theorem 2, reff(LG ,V∗a ,V
∗
b ) and
reff(LG ,Va,Vb) equal to the optimal values of the
corresponding optimization problems (9). When
V∗a ⊆ Va and V
∗
b ⊆ Vb, the feasible set of
problem (9) with respect to reff(LG ,V∗a ,V
∗
b ) is a
subset of that with respect to reff(LG ,Va,Vb). So
we have reff(LG ,Va,Vb) ≤ reff(LG ,V
∗
a ,V
∗
b ) > 0 and
geff(LG ,Va,Vb) ≥ geff(LG ,V∗a ,V
∗
b ) > 0.
Theorem 4 (Monotonicity w.r.t. Edge Weights): If LG is PSD
with only one zero eigenvalue, then for any two non-empty
disjoint sets Va,Vb ⊂ V , geff(LG ,Va,Vb) is non-decreasing
and reff(LG ,Va,Vb) is non-increasing after adding an edge
(i, j) with weight ∆wij > 0 to the graph G.
Proof: The proof is given in Appendix B.
Theorem 5 (Convexity): For any two non-empty disjoint sets
Va,Vb ⊂ V , geff(LG ,Va,Vb) is a concave function of W and
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reff(LG ,Va,Vb) is a convex function ofW if LG is PSD with
only one zero eigenvalue.
Proof: We first prove the concavity of geff(LG ,Va,Vb).
Let Ea ∈ Ra×l, Eb ∈ Rb×l, Ec ∈ Rc×l denote the
submatrices of the incidence matrixE whose rows are indexed
by Va,Vb,Vc, respectively. Then, LG can be rewritten as
LG =


Laa Lab Lac
L
T
ab Lbb Lbc
L
T
ac L
T
bc Lcc


=


EaWE
T
a EaWE
T
b EaWE
T
c
EbWE
T
a EbWE
T
b EbWE
T
c
EcWE
T
a EcWE
T
b EcWE
T
c


and by (6c) we have
geff(LG ,Va,Vb) =1
T
aEaWE
T
a 1a−
1
T
aEaWE
T
c (EcWE
T
c )
−1EcWE
T
a 1a.
Define the hypograph [34] of geff(LG ,Va,Vb) as
hypo{geff(LG ,Va,Vb)} = {(W , t)| t ≤ geff(LG(W ),Va,Vb)}.
Since LG is PSD with only one zero eigenvalue, we have
Lcc = EcWE
T
c ≻ 0. Then the term geff(LG ,Va,Vb)− t can
be regarded as a Schur complement H/EcWE
T
c , where
H =
[
1
T
aEaWE
T
a 1a − t 1
T
aEaWE
T
c
EcWE
T
a 1a EcWE
T
c
]
. (11)
Thus, by Lemma 2, the hypograph is equivalent to
hypo{geff(LG ,Va,Vb)} = {(W , t)| H  0}, which is a
convex set with respect to (W , t). So geff(LG ,Va,Vb) is a
concave function of W according to [34].
We have proved that geff(LG ,Va,Vb) is a concave function
of W and geff(LG ,Va,Vb) > 0 (see Theorem 2) if LG is
PSD with only one zero eigenvalue. In addition, it is trivial
that h(x) = 1/x is convex and non-increasing for x > 0.
Then, by the convexity condition for composite functions [34],
reff(LG ,Va,Vb) = h(geff(LG ,Va,Vb)) is convex of W .
Generally, the results obtained in this subsection tell that
reff(LG ,Va,Vb) (or geff(LG ,Va,Vb)) is decreasing and convex
(or increasing and concave) with respect to edge weights in
case that LG is PSD with only one zero eigenvalue. These
properties will be leveraged to establish further results in the
following sections.
IV. INTERPRETING GRAPH LAPLACIAN DEFINITENESS BY
EFFECTIVE RESISTANCE
As mentioned in the introduction section, graph Laplacian
being PSD with only one zero eigenvalue is a key property
required by many problems over networks, such as reaching a
consensus or synchronization [12, 20]. However, this property
may not be held by signed graphs, which depends on the
locations and weights of the negative weighted edges. In this
section, we will show that the sign of effective resistance
or effective conductance provides rich information for the
definiteness of graph Laplacian. Since reff(LG ,Va,Vb) and
geff(LG ,Va,Vb) are reciprocal to each other, the following
results will be stated in terms of geff(LG ,Va,Vb) for simplicity.
In addition, unless otherwise specified, the terms “effective
resistance” and “effective conductance” refer to the extended
definitions henceforth.
Given a graph G(V , E ,W ), let G−(V , E−,W−) and
G+(V , E+,W+) be its negative subgraph and positive sub-
graph, where E− and E+ = E\E− denote the set of edges with
negative weights and positive weights, respectively. Denote
V− = {i| ∃(i, j) ∈ E : wij < 0} as the set of nodes that
are adjacent to negative weighted edges. Also we propose the
following definition.
Definition 3 (Sequential Inclusion of Set): For a set V with
cardinality n, define the group of subsets {Vk}, k = 1, 2, ..., n
as a sequential inclusion of V if V1 ⊂ V2 ⊂ · · · ⊂ Vn, Vn = V
and |Vk+1| − |Vk| = 1, k = 1, ..., n− 1.
For instance, V1 = {2}, V2 = {2, 3} and V3 = {2, 3, 1}
form a sequential inclusion of V = {1, 2, 3}.
With these notations, we have the following results on graph
Laplacian definiteness.
Lemma 5: LG is PSD with only one zero eigenvalue if there
exists a sequential inclusion of V , say {Vk}, such that
geff(LG ,V
k+1\Vk,Vk) > 0, k = 1, 2, ..., n− 1. (12)
Proof: The proof is given in Appendix C.
Theorem 6 (Laplacian Definiteness & Effective Conduc-
tance): Given a graph G(V , E ,W ), the following statements
are equivalent:
(a) LG is PSD with only one zero eigenvalue.
(b) There exists a sequential inclusion of V−, say
{Vk−}, such that geff(LG ,V
k+1
− \V
k
−,V
k
−) > 0, k =
1, 2, ..., |V−| − 1.
(c) There exists a set Vo ⊂ V and a sequential in-
clusion of Vr = V\Vo, say {Vkr }, such that Loo
is positive definite and geff(LG ,Vk+1r \V
k
r ,V
k
r ) > 0,
k = 1, 2, ..., |Vr| − 1.
Proof: First, it is trivial to show that (a)⇒(b) and (a)⇒(c)
follow from Theorem 2.
Second, we prove (b)⇒(a). Let L++ denote the submatrix
of LG whose rows and columns are indexed by V+ =
V\V−. It is trivial that L++ is positive definite. Thus, by
Lemma 2 we have i−(LG) = i−(LG/L++) and i0(LG) =
i0(LG/L++). Let Gr(Vr, Er,Wr), Vr = V− be the graph
whose Laplacian matrix is LG/L++. By Lemma 4 we have
geff(LGr ,V
k+1
− \V
k
−,V
k
−) = geff(LG ,V
k+1
− \V
k
−,V
k
−) > 0 for
the sequential inclusion of V−. Then, it follows from Lemma
5 that LG/L++ is PSD with only one zero eigenvalue, and
hence LG is also PSD with only one zero eigenvalue.
Third, we prove (c)⇒(a). Since Loo is positive definite,
it follows from Lemma 2 that i−(LG) = i−(LG/Loo) and
i0(LG) = i0(LG/Loo). Then, we can conclude that LG is
PSD with only one zero eigenvalue by using the same logic
as in the proof of (b)⇒(a).
Corollary 2: LG is PSD with only one zero eigenvalue if and
only if geff(LG ,Va,Vb) > 0 for any two non-empty disjoint
sets Va,Vb ⊂ V .
Proof: The necessity follows from Theorem 2, and the
sufficiency follows from Theorem 6 by letting Vo = φ in its
statement (c).
Theorem 7 (Laplacian Negative Eigenvalues & Negative
Weighted Edges): LG has at most |E−| negative eigenvalues.
Proof: For any graph G0(V , E0,W0) (not necessarily be
identical to G), let us consider graph G∗ that is obtained by
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adding an edge (i, j) to G0. Let Va = {i}, Vb = {j} and
Vc = V\{i, j}. Since LG∗/Lcc is a two-by-two matrix in this
case, by Lemma 3 we have LG∗/Lcc = geff(LG∗ , {i}, {j}) ·[
1 −1
−1 1
]
, where geff(LG∗ , {i}, {j}) is the effective conduc-
tance between node i and node j in graph G∗, and Lcc is a
submatrix of LG∗ as well as LG0 . Further, by Lemma 2 we
have i−(LG∗) = i−(Lcc) + i−(LG∗/Lcc) and hence
i−(LG∗) ≤ i−(LG0) + i−(geff(LG∗ , {i}, {j})) (13)
which implies that the number of negative eigenvalues of graph
Laplacian is increased by at most one after adding a new edge.
We now turn to the graph G(V , E ,W ). Note that G can
be obtained by adding the set of edges E− to its positive
subgraph G+(V , E+,W+), and the Laplacian matrix of G+ has
no negative eigenvalues. Thus, as inferred from (13), LG has
at most |E−| negative eigenvalues.
Remark 5: Theorem 6 gives two necessary and sufficient
conditions for LG being PSD with only one zero eigenvalue.
It generalizes the results in [20–22] that apply to those graphs
with a special location distribution of negative weighted edges.
Note that the sequential inclusion describes an expansion
from a single node to the whole concerned set (Vk+1− \V
k
−
refers to the node to be included in one step). The condition
geff(LG ,V
k+1
− \V
k
−,V
k
−) > 0 indicates that no antagonisms
have occurred during such an expansion. From this viewpoint,
statement (b) of Theorem 6 gives a twofold description for
LG being PSD with only one zero eigenvalue. First, there is
a set of nodes V+ = V\V− that are not impacted by negative
weighted edges and the submatrix L++ is positive definite.
Second, the remaining set of nodes V−, which are impacted
by negative weighted edges, can be formed by a sequential
inclusion without antagonisms. Statement (c) of Theorem 6
can be regarded as a further generalization of statement (b).
Remark 6: Corollary 2 provides a neat form that elaborates
the mechanism of graph Laplacian definiteness. The Laplacian
being PSD with only one zero eigenvalue can be interpreted as
positive couplings everywhere in the graph, i.e., the negative
weighted edges do not induce antagonism between any two
sets of nodes.
Remark 7: It is previously proved in [35] that the number
of Laplacian negative eigenvalues of a cycle graph is upper
bounded by |E−|. Theorem 7 extends this result to generic
graphs based on the properties of effective conductance.
Remark 8: Theorem 6 and Corollary 2 also motivate an
algorithm below for checking if LG is PSD with only one
zero eigenvalue.
Step 1: Initialization. Arbitrarily choose a node i ∈ V−, set
Vb = {i} and update V− ← V−\{i}.
Step 2: Arbitrarily choose a node j ∈ V−, and update V− ←
V−\{j}.
Step 3: If geff(LG , {j},Vb) > 0, update Vb ← Vb ∪ {j}.
Otherwise stop the algorithm, LG is not PSD with
only one zero eigenvalue.
Step 4: Stop if V− = φ, LG is PSD with only one zero
eigenvalue. Otherwise go back to Step 2.
This algorithm is efficient as V− usually has small cardinality
in practical problems.
V. INTERPRETING POWER NETWORK STABILITY BY
EFFECTIVE RESISTANCE
A. Indication of small-disturbance angle stability
Small-disturbance angle stability refers to the ability of a
power system to maintain synchronism under small distur-
bances [36], which is a fundamental requirement for power
system operation. Small-disturbance stability analysis also
provides critical information for the geometry of stability
boundary, e.g., the type of an unstable equilibrium point (UEP).
The existing results on angle stability are much oriented
to node dynamics, particularly generator dynamics. In the
following, we will show that the effective conductance is
a powerful stability indicator and leads to a network-based
interpretation of angle stability.
Consider a structure-preserving power network2 where the
set of buses3 V are interconnected via the set of transmission
lines E . The generators are modeled as internal buses (voltage
sources) connecting to the terminal buses via transient reac-
tances, and the loads are frequency dependent. These fictitious
internal buses and transient reactances are included into V and
E , respectively. The transmission lines are assumed purely
inductive as the resistances of physical lines are negligible
for high-voltage transmission networks. Then, the system
dynamics can be described by [37]
Miθ¨i +Diθ˙i = Pi −
∑
j∈Ni
ViVjBij sin θij , i ∈ VG (14a)
Diθ˙i = Pi −
∑
j∈Ni
ViVjBij sin θij , i ∈ VL (14b)
where VG = {1, ..., g} and VL = V\VG = {g + 1, ..., n}
denote the set of generator internal buses and the remaining
buses, respectively (let |VG| = g, |VL| = d); Ni = {j|(i, j) ∈
E} denotes the set of neighboring buses of bus i; θi, Vi denote
the rotor angle and voltage magnitude of bus i, respectively;
θij is defined by θij = θi − θj ; the susceptance of line (i, j)
is equal to −Bij ; Pi denotes the active power injection at bus
i; Mi > 0 denotes the generator inertia; and Di > 0 denotes
the damping coefficient for bus i ∈ VG or load frequency
sensitivity for i ∈ VL. We assume Vi keeps constant and∑
i∈V Pi = 0, the latter of which gives θ˙i = 0, ∀i ∈ V at
an equilibrium point. The above modeling and assumptions
are common in the study of angle stability (e.g., see [25] for
a detailed discussion). Also, we introduce the concepts below.
Definition 4 (Active Power Flow Graph & Critical Line
[13]): The graph G(V , E ,W (θ)) is called the active power
flow graph with the set of buses V , the set of lines
E and the diagonal matrix of line weights W (θ) =
diag{ViVjBij cos θij} ∈ Rl×l, ∀(i, j) ∈ E . A line (i, j) in the
active power flow graph G(V , E ,W (θ)) is called a critical line
if pi2 < |θi − θj | mod 2π <
3pi
2 .
2The power networks considered here are different from the electrical
networks used for the illustration of effective resistance in the previous
sections. The former one refers to high-voltage AC transmission networks
with inductive lines. The latter one refers to DC networks with resistive lines.
3For terminology convention in the respective disciplines, we interchange-
ably use “buses, lines” for power networks and “nodes, edges” for graphs.
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The active power flow graph has the same topology as the
physical power network, and the edge weights are character-
ized by line susceptances and angle differences. The set of
critical lines is identical to the set of negative weighted edges
in the active power flow graph, denoted by E−. The critical
lines are likely to occur at those equilibrium points with large
angle differences across some lines, which refer to heavy load
level or abnormal operating scenario. These concepts will be
used to connect the obtained theorems on graph Laplacian
definiteness to small-disturbance angle stability.
With the active power graph, we obtain the small-
disturbance model below by linearizing (14) around an equi-
librium point[
M∆θ¨G
0d
]
+
[
DG∆θ˙G
DL∆θ˙L
]
+LG(θ
e)∆θ = 0n (15)
where θG = [θi] ∈ Rg , ∀i ∈ VG; θL = [θi] ∈ Rd, ∀i ∈ VL;
θ =
[
θTG θ
T
L
]T
∈ Rn; DG = diag{Di} ∈ Rg×g , ∀i ∈
VG; DL = diag{Di} ∈ Rd×d, ∀i ∈ VL; the variable with
the superscript “e” denotes the value at the equilibrium point;
and LG(θ
e) denotes the Laplacian matrix of G(V , E ,W (θe)).
Further, by taking bus n as the angle reference, the small-
disturbance model (15) can be re-expressed as the following
state space form [37][
∆α˙
∆ω˙G
]
=
[
−TLD
−1
L T
T
L F (θ
e) TG
−M−1T TGF (θ
e) −M−1DG
] [
∆α
∆ωG
]
=Jdyn(θ
e)
[
∆α
∆ωG
]
(16)
where TG ∈ R(n−1)×g and TL ∈ R(n−1)×d are submatrices
of T =
[
In−1 −1n−1
]
∈ R(n−1)×n whose columns are
indexed by VG and VL, respectively;α = Tθ ∈ R
n−1 denotes
the vector of relative angles with respect to bus n; ωG =
θ˙G ∈ Rg denotes the vector of generator rotor speeds; and
F (θe) ∈ R(n−1)×(n−1) is the Laplacian matrix LG(θe) with
the last row and column deleted. Given an equilibrium point of
(16), say (αe,0g), and the corresponding angle vector θ
e =[
(αe)T 0
]T
, we have the following concepts.
Definition 5 (Hyperbolicity, Stability and Type of Equilib-
ria [38]): An equilibrium point (αe,0g) is hyperbolic if
i0(Jdyn(θ
e)) = 0. For a hyperbolic equilibrium point, it is
locally asymptotically stable if i+(Jdyn(θ
e)) = 0, otherwise,
it is a type-m UEP where m = i+(Jdyn(θ
e)).
The type of UEP refers to the number of unstable manifolds
around a UEP, which is an important geometric description
indicating possible directions for system states to escape the
stability region [38].
We come to the following theorems that characterize hyper-
bolicity, stability and type of the equilibrium point in terms
of geff(LG(θ
e),Va,Vb). Also note that geff(LG(θe),Va,Vb)
actually describes the effective susceptance (i.e., electrical
coupling strength) in the context of power networks as the edge
weights in the active power flow graph are in terms of Bij and
θeij . Nevertheless, we still refer to it as effective conductance
to avoid confusion with the original definition.
Theorem 8 (Stability & Graph Laplacian): The equilibrium
point (αe,0g) is hyperbolic and locally asymptotically stable
if and only if LG(θ
e) is PSD with only one zero eigenvalue.
Proof: First we claim i−(F ) = i−(LG) and i0(LG) =
i0(F ) + 1, which can be proved by applying Sylvester’s
law of inertia [39] to LG = SKS
T , where K =[
F 0n−1
0
T
n−1 0
]
, S =
[
In−1 0n−1
−1Tn−1 1
]
. The term “(θe)” is
dropped in the concerned matrices for simplicity.
We now prove the sufficiency. If LG has only one zero
eigenvalue, then F is nonsingular due to i0(LG) = i0(F )+1,
and thus the equilibrium point is hyperbolic by [38, Propo-
sition 3]. Further, it follows from [38, Theorem 7] that the
hyperbolic equilibrium point satisfies i+(Jdyn) = i−(F ).
Since i−(F ) = i−(LG) and i−(LG) = 0 (LG is PSD),
we have i+(Jdyn) = 0 and the equilibrium point is locally
asymptotically stable.
Necessity. If the equilibrium point is hyperbolic, i.e.,
i0(Jdyn) = 0, then F is nonsingular by the relation between
Jdyn and F in (16). So LG has only one zero eigenvalue
due to i0(LG) = i0(F ) + 1. Again, it follows from [38,
Theorem 7] that i+(Jdyn) = i−(F ). Thus, if the equilibrium
point is asymptotically stable, we have i−(LG) = i−(F ) =
i+(Jdyn) = 0 so that LG is PSD.
Theorem 9 (Stability & Effective Conductance): For an
equilibrium point (αe,0g) and the corresponding active power
flow graph G(V , E ,W (θe)), the following statements are
equivalent:
(a) The equilibrium point is hyperbolic and locally
asymptotically stable.
(b) There exists a a sequential inclusion of V−, say
{Vk−}, such that geff(LG(θ
e),Vk+1− \V
k
−,V
k
−) > 0,
k = 1, 2, ..., |V−| − 1.
(c) geff(LG(θ
e),Va,Vb) > 0 for any two non-empty
disjoint sets Va,Vb ⊂ V .
Proof: It directly follows from Theorem 6, Corollary 2
and Theorem 8.
Theorem 10 (Type of UEP& Critical Lines): If the equilib-
rium point (αe,0g) is hyperbolic and unstable, then it is a
type-m UEP, where m is less than or equal to the number of
critical lines, i.e., m ≤ |E−|.
Proof: According to the proof of Theorem 8, we have
i+(Jdyn) = i−(LG) if the equilibrium point is hyperbolic.
Thus, we can complete the proof together with Theorem 7.
Remark 9: These theorems are direct consequences of
those obtained in the previous section, which give a graph
theoretic characterization for power network stability. Theorem
8 links small-disturbance angle stability to the definiteness of
active power flow graph Laplacian. Further, Theorem 9 gives
necessary and sufficient conditions for the hyperbolicity and
asymptotic stability of an equilibrium point in terms of the
effective conductance, which makes a generalization of our
previous result [13, Theorem 3]. Since the negative effective
conductance in the active power flow graph can be interpreted
as “electrical antagonism”, Theorem 9 indicates that angle
instability is equivalent to the electrical antagonism between
certain two sets of buses. It will also be seen in case study that
those pairs of bus sets with negative effective conductances
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tend to have angle separation when subjected to disturbances.
Moreover, Theorem 10 implies that the number of unstable
manifolds around a UEP is upper bounded by the number of
critical lines. It provides new ideas into linking the unstable
manifolds to physical components in power systems.
B. Transient stability enhancement
Transient stability refers to the ability of a power system
to maintain synchronism under large disturbances [36]. In
this subsection, we will design an effective conductance-based
approach to enhancing the transient stability level of operating
equilibrium point, which is the locally stable equilibrium used
for normal operation with angle difference across each line
being relatively small. The analysis will be based on a common
observation in power systems called generator coherency, i.e.,
(usually) two groups of generators have similar waveforms for
their rotor angles after a fault [40].
Consider the system runs at the operating equilibrium point
and undergoes a fault which is cleared at time t = 0. Assume
the fault is self-cleared so that the post-fault system has the
same network topology as the pre-fault one, which is a typical
scenario studied in the literature [41]. The state variable of the
post-fault system deviates from the operating equilibrium due
to the fault, and we use the superscript “t” to denote those
variables at time t ≥ 0. Let Va and Vb = VG\Va be the
groups of coherent generators during the post-fault oscillation
such that |θtij | < ε, ∀t ≥ 0, ∀i, j ∈ Va or i, j ∈ Vb where ε is a
small positive number (Va,Vb can be identified by the method
in [40]), and Vc = V\(Va ∪Vb) be the set of remaining buses.
We also assume the effect of damping coefficients is excluded,
i.e., Di = 0, ∀i ∈ V . This is a reasonable approximation
for real situation as Di is practically small compared to Mi,
which is often used in transient stability analysis [42]. Then,
the system is conservative [37] and we focus on the interaction
between the coherent generators.
With the above settings, (14b) becomes an algebraic equa-
tion and we have the following incremental behaviour of the
generators at time t by linearizing (14) with (14b) reduced[
Ma∆θ¨
t
a
Mb∆θ¨
t
b
]
+ [LG(θ
t)/Lcc(θ
t)]
[
∆θta
∆θtb
]
= 0a+b (17)
where ∆θt = θt+∆t − θt, ∆t → 0 denotes the micro-
increment of rotor angles after time t. Note that (17) applies to
any time of the post-fault system, which is different from (15)
that represents the linearization around an equilibrium point.
Since the generators in the same group have similar re-
sponses, their collective behaviours can be represented by the
following two variables in the manner of center of inertia, say
∆δta = m
−1
a 1
T
aMa∆θ
t
a and ∆δ
t
b = m
−1
b 1
T
bMb∆θ
t
b, where
ma =
∑
i∈Va
Mi and mb =
∑
i∈Vb
Mi denote the total inertia
of Va and Vb, respectively. By Petrov-Galerkin projection [43],
we apply the approximation∆θta = ∆δ
t
a1a and∆θ
t
b = ∆δ
t
b1b
so that (17) is reduced to
∆δ¨tab = −(m
−1
a +m
−1
b )geff(LG(θ
t),Va,Vb)∆δ
t
ab (18)
where ∆δtab = ∆δ
t
a −∆δ
t
b.
If geff(LG(θ
t),Va,Vb) becomes negative due to the distur-
bance, then the right hand side of (18) functions as a positive
feedback that tends to separate the rotor angles between the
two groups of coherent generators. This tendency will further
deteriorate the coupling between the two groups of generators
and finally lead to transient instability as a group of generators
losses synchronism with respect to the other one. On the other
hand, if we have a larger positive geff(LG(θ
e),Va,Vb) at the
operating equilibrium point, then the two groups of generators
get more tightly coupled. Meanwhile, geff(LG(θ
t),Va,Vb) can
maintain positive and tend to prevent angle separation under
more severe disturbances, which indicates higher stability.
Thus, given a fault and the corresponding groups of coherent
generators Va,Vb, we formulate a new transient stability
constrained optimal power flow (TSC-OPF) model that makes
the operating equilibrium point more robust to the fault
min
Pi,θi
∑
i∈VG
fi(Pi) (19a)
s.t. Pi =
∑
j∈Ni
ViVjBij sin θij , ∀i ∈ V (19b)
Pmini ≤ Pi ≤ P
max
i , ∀i ∈ V (19c)
Vi = V
set
i , ∀i ∈ V (19d)
|θij | ≤ θ
max
ij , ∀(i, j) ∈ E (19e)
geff(LG(θ),Va,Vb) ≥ gmin (19f)
where the objective (19a) denotes the total generation cost that
is usually a convex function of Pi; (19b) refers to active power
flow equation; (19c) refers to power injection limit; (19d) reg-
ulates bus voltage magnitude; (19e) refers to angle difference
limit with θmaxij <
pi
2 ; and geff(LG ,Va,Vb) is lower bounded by
(19f) to regulate post-fault system performance. Problem (19)
provides new thoughts for transient stability enhancement, i.e.,
to strengthen the electrical coupling between the two groups
of coherent generators via generation dispatch.
Problem (19) is generally nonconvex due to the nonlinear-
ity of (19b), which adds difficulty to the solution method.
Nevertheless, convex relaxation technique [44, 45] provides
a tractable way for OPF convexification, and problem (19) ad-
mits a convex relaxation form due to the property of effective
conductance. To this end, we introduce the Hermitian matrix
U = [Uij ] ∈ Cn×n where Uii = V 2i , ∀i ∈ V and Uij = U ji =
ViVje
jθij , ∀(i, j) ∈ E , and Uij = 0 otherwise. In addition, we
define the function Si(U) =
∑
j∈Ni
jBij(Uii − Uij). Then,
(19) can be reformulated in terms of U as follows
min
Pi,U
∑
i∈VG
fi(Pi) (20a)
s.t. Pi = Re{Si(U)}, ∀i ∈ V (20b)
Pmini ≤ Pi ≤ P
max
i , ∀i ∈ V (20c)
Uii = (V
set
i )
2, ∀i ∈ V (20d)
|Im{Uij}| ≤ Re{Uij} tan θ
max
ij , ∀(i, j) ∈ E (20e)[
1
T
aEaWqE
T
a 1a − gmin 1
T
aEaWqE
T
c
EcWqE
T
a 1a EcWqE
T
c
]
 0 (20f)
U  0 (20g)
rank(U) = 1 (20h)
whereWq(U) = diag{BijRe{Uij}} ∈ Rl×l, ∀(i, j) ∈ E . The
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Laplacian matrix LG = EWqE
T is PSD with only one zero
eigenvalue as Re{Uij} is restricted to be positive by (20e).
So constraint (20f) is equivalent to (19f) following the same
idea as in (11). Then, according to [44], problem (20) has
the same feasible set as (19), and relaxing the rank constraint
(20h) gives a convex problem. The convex relaxation of OPF
has been well studied, which is shown to be exact in most cases
[45]. Hence, we can find the global optimum of the original
problem (19) by applying sophisticated solvers to the convex
problem (20a)-(20g). Even if the rank relaxation is inexact (i.e.,
rank(U) > 1), we can recover a rank-one solution from the
convex problem by adding a very small penalty to the objective
function that has little influence on the optimality [46].
Note that the proposed OPF model is mainly to confirm
the potential application of effective conductance in transient
stability enhancement. The formulation is still preliminary
and leaves much space for improvement. For instance, the
model only contains active power flow equation and stability
constraint for a single fault. A more comprehensive and
practical model should include reactive power flow equation
and stability constraints for a set of faults, which will be
considered in future work.
C. An illustrative case study
Take the IEEE 6-bus system to illustrate the obtained results.
The system diagram is shown in Fig. 6, where the network
is augmented with three generator internal buses (bus 1, 2,
3) that respectively connect terminal bus 4, 5, 6. The system
parameters (in per-unit value) are given in Table I.
Figure 6. IEEE 6-bus system diagram (including generator internal buses).
Table I
IEEE 6-BUS SYSTEM PARAMETERS
Bus V seti Mi Di Line Bij Line Bij
1 1.05 10 2 (4,5) 5.00 (7,8) 2.50
2 1.05 20 2 (4,7) 5.00 (8,9) 3.33
3 1.07 30 2 (4,8) 3.33 (1,3) 50.00
4 1.05 – 2 (5,6) 4.00 (2,4) 50.00
5 1.05 – 2 (5,7) 10.00 (3,6) 50.00
6 1.07 – 2 (5,8) 3.33
7 1.00 – 2 (5,9) 5.00
8 1.00 – 2 (6,8) 3.85
9 1.00 – 2 (6,9) 10.00
We choose the equilibrium points under three power in-
jection schemes in Table II for small-disturbance stability
analysis. Equilibrium point A refers to a normal operating
point where no critical lines exist, and it is trivial to check
that LG(θ
A) is PSD with only one zero eigenvalue and all
eigenvalues of Jdyn(θ
A) have negative real parts. There is
one critical line (4, 8) at equilibrium point B, whose angle
difference is 90.34◦. In this case, the effective conductance be-
tween bus 4 and bus 8 is 2.85, which implies that equilibrium
point B is asymptotically stable by the obtained theorems. On
the other hand, direct calculation gives that LG(θ
B) is PSD
with only one zero eigenvalue and all eigenvalues of Jdyn(θ
B)
have negative real parts, which coincides with the judgement
given by the effective conductance.
At equilibrium point C, there are two critical lines, namely
line (4,7) and line (4,8), whose angle differences are 90.37◦and
111.67◦, respectively. Negative effective conductances appear
in this case, e.g., the effective conductance between bus 4 and
bus 8 is -0.76. By the obtained theorems, equilibrium point
C is a UEP, LG(θ
C) has at most two negative eigenvalues
and Jdyn(θ
C) has at most two eigenvalues with positive real
parts. It coincides with the fact that LG(θ
C) has a negative
eigenvalue -0.550 and Jdyn(θ
C) has a positive eigenvalue
0.234. Also, we find that the effective conductance hints the
pattern of angle separation. The effective conductance between
bus 1 and bus set {2,3} is -0.91, and the effective conductance
between bus 2 and bus 3 is 7.24. So bus 2 and bus 3 are
supposed to remain coherent and bus 1 tends to separate from
bus 2, 3 when we apply a small disturbance to equilibrium
point C. This speculation gets confirmed by the time domain
simulation in Fig. 7.
Next, we turn to the proposed TSC-OPF. Suppose the
system operates at equilibrium point A, and bus 4 (terminal bus
of generator 1) has a three-phase short-circuit fault such that
it is grounded via a 0.02 p.u. resistance. If the fault is cleared
after 1.0 second, the system is unstable as bus 1 and bus 4
lose synchronism with respect to the other buses (see Fig. 8).
In this case, the coherent groups of generators are Va = {1}
and Vb = {2, 3}, and the corresponding effective conductance
at equilibrium point A is 7.58. Then, we solve the relaxed
convex problem of (20) with the settings f1 = 0.01P
2
1 +10P1,
f2 = 0.01P
2
2 + 12P2, f3 = 0.01P
2
3 + 12P3; P
min
i = 0,
Pmaxi = 15, ∀i ∈ VG; P
min
i = P
max
i = Pi, ∀i ∈ VL;
θmaxij = 45
◦, ∀(i, j) ∈ E and gmin = 8. The program is
implemented by using CVX toolbox and SeDuMi solver [47],
and the obtained generation scheme (equilibrium point D) is
shown in Table III. This scheme is globally optimal as the
rank constraint (20h) is numerically satisfied (the ratio of the
largest eigenvalue to second largest eigenvalue of U is beyond
106). At equilibrium point D, the objective is 204.04 and the
effective conductance between bus 1 and bus set {2,3} is
increased to 8.00. Consequently, the system achieves transient
stability with the same fault and clearing time (see Fig. 9).
Another generation scheme (equilibrium point E) is listed
in Table III for comparison, which is obtained by solving
the OPF model without the effective conductance constraint
(20f). At equilibrium point E, the objective is decreased to
198.88 and the effective conductance between bus 1 and bus set
{2,3} is decreased to 7.30. In this case, the system is unstable
with the same fault and clearing time. The corresponding
post-fault response is similar to Fig. 8, which is omitted
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here for simplicity. This comparison shows the significance of
including the effective conductance constraint into OPF model
for the sake of transient stability.
Moreover, in Table IV we quantify the degree of transient
stability of the five equilibrium points under this fault by using
the critical clearing time (CCT), i.e., the maximum fault-on
time that the system can suffer without losing stability. We
observe that the CCT increases with effective conductance,
which further verifies that transient stability level grows with
effective conductance.
Table II
THREE EQUILIBRIUM POINTS & CORRESPONDING GENERATION SCHEMES
Bus PAi θ
A
i P
B
i θ
B
i P
C
i θ
C
i
1 8.40 0.00◦ 13.80 0.00◦ 14.50 0.00◦
2 4.40 -27.86◦ 3.40 -74.33◦ 2.70 -96.16◦
3 5.20 -29.86◦ 0.80 -101.40◦ 0.80 -122.97◦
4 -0.40 -8.76◦ -0.40 -14.50◦ -0.40 -15.25◦
5 -0.40 -32.44◦ -0.40 -77.87◦ -0.40 -98.96◦
6 -0.40 -35.07◦ -0.40 -102.20◦ -0.40 -123.77◦
7 -5.60 -47.19◦ -5.60 -85.78◦ -5.60 -105.62◦
8 -5.60 -54.91◦ -5.60 -104.83◦ -5.60 -126.92◦
9 -5.60 -54.79◦ -5.60 -113.32◦ -5.60 -134.87◦
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Figure 7. Angle curves after applying small disturbance to equilibrium point
C.
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Figure 8. Angle curves after applying short-circuit fault to equilibrium point
A with clearing time 1.0s.
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Figure 9. Angle curves after applying short-circuit fault to equilibrium point
D with clearing time 1.0s.
Table III
THE OPERATING POINT AFTER OPTIMIZATION
Bus PDi θ
D
i P
E
i θ
E
i
1 6.54 0.00◦ 9.37 0.00◦
2 4.39 -16.69◦ 0.00 -41.55◦
3 7.07 -7.79◦ 8.63 -16.00◦
4 -0.40 -6.81◦ -0.40 -9.78◦
5 -0.40 -21.25◦ -0.40 -41.55◦
6 -0.40 -14.89◦ -0.40 -24.67◦
7 -5.60 -38.15◦ -5.60 -53.00◦
8 -5.60 -42.34◦ -5.60 -54.79◦
9 -5.60 -38.44◦ -5.60 -51.68◦
Table IV
EFFECTIVE CONDUCTANCE & CCT FOR FAULT AT BUS 4
Generation scheme geff(LG , {1}, {2, 3}) CCT (s)
Equilibrium point C -0.91 0.00 (UEP)
Equilibrium point B 3.47 0.22
Equilibrium point E 7.30 0.87
Equilibrium point A 7.58 0.95
Equilibrium point D 8.00 1.12
VI. CONCLUSION AND FUTURE DIRECTION
The effective resistance and effective conductance have been
extended from node-to-node versions to nodes-to-nodes ones.
The proposed definitions properly characterize the relation
between any two disjoint sets of nodes in the network with
clear circuit interpretations. The convexity and monotonicity
of the proposed definitions have been studied. Then, these
new definitions lead to an intuitive interpretation of graph
Laplacian definiteness. It has been proved that graph Laplacian
being PSD with only one zero eigenvalue is equivalent to the
effective conductances between specific pairs of node sets be-
ing positive. The number of Laplacian negative eigenvalues is
upper bounded by the number of negative weighted edges. The
effective conductance is also a powerful indicator for power
network stability. Necessary and sufficient conditions in terms
of effective conductance has been established for the small-
disturbance angle stability, hyperbolicity and type of power
12 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS–I: REGULAR PAPERS (TO APPEAR)
system equilibria. In addition, a TSC-OPF model has been
developed based on the effective conductance, which provides
a new way for transient stability enhancement. The proposed
TSC-OPF can be reformulated into a convex relaxation form
due to properties of effective conductance, and hence achieves
global optimality.
Future works include developing a more comprehensive
TSC-OPF model with more practical factors included, such
as reactive power flow and effective conductance constraints
for a fault set. Also the effective resistance/conductance may
be of interest to other issues in power networks such as energy
management [48], which remains to be explored.
APPENDIX
A. Proofs in Section III-A
Proof of Lemma 3: It is trivial that
0a = Laa1a +Lab1b +Lac1c (21a)
0b = L
T
ab1a +Lbb1b +Lbc1c (21b)
0c = L
T
ac1a +L
T
bc1b +Lcc1c (21c)
We have 1c = −L−1cc (L
T
ac1a + L
T
bc1b) from (21c) Then,
substituting it into (21a) and (21b) leads to (6a).
By Definition 2 and (LG/Lcc)1a+b = 0a+b, we have
geff(LG ,Vb,Va) =
[
0
T
a 1
T
b
]
(LG/Lcc)
[
0a
1b
]
= −
[
1
T
a 0
T
b
]
(LG/Lcc)
[
0a
1b
]
=
[
1
T
a 0
T
b
]
(LG/Lcc)
[
1a
0b
]
= geff(LG ,Va,Vb)
which implies that (6b) holds.
We expand LG/Lcc as follows
LG/Lcc =
[
Laa −LacL−1cc L
T
ac Lab −LacL
−1
cc L
T
bc
LTab −LbcL
−1
cc L
T
ac Lbb −LbcL
−1
cc L
T
bc
]
.
Then (6c)-(6e) follow from (LG/Lcc)1a+b = 0a+b. 
Proof of Lemma 4: For Vr ⊂ V , Vo = V\Vr and two
disjoint non-empty sets Va,Vb ⊂ Vr, let Vp = Vr\(Va ∪ Vb),
Vq = Va ∪ Vb so that Vc = V\(Va ∪ Vb) = Vp ∪ Vo. Then, V
is divided into three disjoint sets, say Vo, Vp and Vq , and we
can expand the Laplacian matrix of Gr(Vr, Er,Wr) as
LG/Loo =
[
Lpp −LpoL−1oo L
T
po Lpq −LpoL
−1
oo L
T
qo
LTpq −LqoL
−1
oo L
T
po Lqq −LqoL
−1
oo L
T
qo
]
where the block Lpp − LpoL−1oo L
T
po refers to the submatrix
whose rows and columns are indexed by Vp. Further, we
observe that Lpp − LpoL−1oo L
T
po = Lcc/Loo where Lcc =[
Lpp Lpo
LTpo Loo
]
. Since Lcc is assumed nonsingular, it follows
from Lemma 2 that Lcc/Loo is nonsingular. Then, by Defini-
tion 2 we have
geff(LGr ,Va,Vb) = e
T
Va
[(LG/Loo)/(Lcc/Loo)]eVa .
The quotient formula of Schur complement [27] gives
(LG/Loo)/(Lcc/Loo) = LG/Lcc, so we conclude that
geff(LGr ,Va,Vb) = e
T
Va
(LG/Lcc)eVa = geff(LG ,Va,Vb). 
Proof of Theorem 2: 1) First, we prove that (9) holds. We
transform the optimization problem in (9) into the following
equivalent form by the relation i = LGv
min
v
vTLGv (22a)
s.t. eTVaLGv = 1 (22b)
eTVbLGv = −1 (22c)
eTi LGv = 0, ∀i ∈ Vc. (22d)
Note that the objective function (22a) is derived from
iTL
†
Gi = v
TLGL
†
GLGv = v
TLG(In −
1
n
1n1
T
n )v = v
TLGv
by applying Lemma 1. Also we point out that problem (22) is
convex since LG  0. Thus, the global optimum of problem
(22) is given by the following KKT condition [34]
eTVaLGv = 1 (23a)
eTVbLGv = −1 (23b)
eTi LGv = 0, i ∈ Vc (23c)
2LGv +

Laa1aLTab1a
LTac1a

µa +

Lab1bLbb1b
LTbc1b

µb +

LacLbc
Lcc

µc = 0n
(23d)
where µa ∈ R, µb ∈ R,µc ∈ Rc are the Lagrangian
multipliers corresponding to constraint (22b), (22c), (22d),
respectively. Let µ∗a = −2reff(LG ,Va,Vb), µ
∗
b = 0, µ
∗
c =
2reff(LG ,Va,Vb)L−1cc L
T
ac1a and
v∗ = reff(LG ,Va,Vb)L
†
G

(Laa −LacL−1cc LTac)1a(LTab −LbcL−1cc LTac)1a
0c

 . (24)
Since (6c) and (6d) lead to 1Ta (Laa − LacL
−1
cc L
T
ac)1a +
1
T
b (L
T
ab −LbcL
−1
cc L
T
ac)1a = 0, we have
LGv
∗ =
reff(LG ,Va,Vb)(In −
1
n
1n1
T
n )

(Laa −LacL−1cc LTac)1a(LTab −LbcL−1cc LTac)1a
0c


= reff(LG ,Va,Vb)

(Laa −LacL−1cc LTac)1a(LTab −LbcL−1cc LTac)1a
0c

 .
(25)
Thus, it can be seen that (v∗, µ∗a, µ
∗
b ,µ
∗
c) satisfies the KKT
condition (23) and hence v∗ is the global optimum of (22).
Observing that (23d) can be rewritten as LG(2v
∗ +[
1
T
a µ
∗
a 0
T
b (µ
∗
c)
T
]T
) = 0n, which implies that
(v∗)T = k1Tn −
1
2
[
(1aµ
∗
a)
T
0
T
b (µ
∗
c)
T
]
, k ∈ R (26)
since LG has only one zero eigenvalue with the eigenvector
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being 1n. Then, substituting (25) and (26) into (22a) gives
(v∗)TLGv
∗ =
k · reff(LG ,Va,Vb)1
T
n

(Laa −LacL−1cc LTac)1a(LTab −LbcL−1cc LTac)1a
0c

−
reff(LG ,Va,Vb)
2

1aµ∗a0b
µ∗c


T 
(Laa −LacL−1cc LTac)1a(LTab −LbcL−1cc LTac)1a
0c

 .
(27)
By (6c) and (6d), the first term of right-hand-side of (27)
is zero, and the second term is reff(LG ,Va,Vb). Therefore,
reff(LG ,Va,Vb) is the optimal value of problem (22) as
well as the original problem in (9). Moreover, we have
reff(LG ,Va,Vb) > 0 since the objective vTLGv is non-
negative and the only case that makes it zero (v = 1n) is
excluded by (22b).
2) Second, we prove that (10) holds. Note that constraints
(22b)-(22d) can be expressed by the compact form PTabLGv =
e1− e2 ∈ Rc+2. Let us regard (22) as a primal problem, then
its Lagrange dual problem takes the form
f(v,µ) = vTLGv + µ
T (PTabLGv − e1 + e2)
where µ ∈ Rc+2 is the Lagrange multiplier vector. Since
problem (22) is convex and strictly feasible, we have the strong
duality below [34]
reff(LG ,Va,Vb) = max
µ
min
v
f(v,µ). (28)
Next, we derive the explicit expression for the optimal value
of problem (28). The internal problemminv f(v,µ) is convex
with respect to v, and the (global) optimum is given by
∂f
∂v
= 2LGv +LGPabµ = 0n. (29)
Since LG has only one zero eigenvalue, (29) implies that the
optimum is v = − 12Pabµ+k1n, k ∈ R, so that problem (28)
is reduced to
reff(LG ,Va,Vb) = max
µ
−
1
4
µTPTabLGPabµ− µ
T (e1 − e2).
(30)
Problem (30) is convex with respect to µ, and the (global)
optimum is given by
1
2
P
T
abLGPabµ+ e1 − e2 = 0c+2. (31)
Note that PTabLGPab is the Laplacian matrix of the graph
with Va and Vb being clustered, so P
T
abLGPab has only one
zero eigenvalue and it follows from Lemma 1 that
(PTabLGPab)
†
P
T
abLGPab = Ic+2 −
1
c+ 2
1c+21
T
c+2. (32)
Then, by (31) and (32), the optimum of (30) is
µ = −2(PTabLGPab)
†(e1 − e2) + k1c+2, k ∈ R. (33)
Finally, substituting (33) into (30) gives reff(LG ,Va,Vb) =
(e1 − e2)T (P
T
abLGPab)
†(e1 − e2). 
B. Proofs in Section III-B
Proof of Theorem 4: We first prove that geff(LG ,Va,Vb)
is non-decreasing by discussing the following situations for
∆wij :
1) If i, j ∈ Va, then ∆wij only influences Laa. Without loss
of generality, we suppose i, j are the first and second node in
Va, then by (6c) we have
∆geff(LG ,Va,Vb) = ∆wij1
T
a (e1 − e2)(e1 − e2)
T
1a = 0.
Similarly, we have the same result if i, j ∈ Vb.
2) If i, j ∈ Vc, then ∆wij only influences Lcc. Without loss
of generality, we suppose i, j are the first and second node in
Vc. By (6c) and Sherman-Morrison formula [49, p.18], we
have
∆geff(LG ,Va,Vb) =
− 1TaLac(Lcc +∆Lcc)
−1LTac1a + 1
T
aLacL
−1
cc L
T
ac1a
= 1TaLac
∆wijL
−1
cc (e1 − e2)(e1 − e2)
TL−1cc
1 + ∆wij(e1 − e2)TL
−1
cc (e1 − e2)
LTac1a.
Note that Lcc is positive definite as LG is PSD with only one
zero eigenvalue [39], and hence ∆geff(LG ,Va,Vb) ≥ 0.
3) If i ∈ Va, j ∈ Vb, then ∆wij only influences the matrices
Laa, Lab, Lbb. Without loss of generality, we suppose i, j are
respectively the first node in Va and Vb, by (6c) we have
∆geff(LG ,Va,Vb) = ∆wij1
T
a e1e
T
1 1a > 0.
Similarly, we have the same result if i ∈ Vb, j ∈ Va.
4) If i ∈ Va, j ∈ Vc, then ∆wij only influences the matrices
Laa,Lcc,Lac. Without loss of generality, we suppose i, j are
respectively the first node in Va and Vc. Since Lcc is positive
definite, by (6e) and Sherman-Morrison formula we have
∆geff(LG ,Va,Vb) = 1
T
b Lbc
∆wijL
−1
cc e1e
T
1 L
−1
cc
1 + ∆wijeT1 L
−1
cc e1
LTbc1b ≥ 0.
Similarly, we have the same result if i ∈ Vc, j ∈ Va or
i ∈ Vc, j ∈ Vb or i ∈ Vb, j ∈ Vc. So we have proved that
geff(LG ,Va,Vb) is non-decreasing after adding an edge (i, j)
with weight ∆wij > 0 in all possible cases.
In addition, since reff(LG ,Va,Vb) = 1/geff(LG ,Va,Vb) > 0
if LG is PSD with only one zero eigenvalue, we conclude that
reff(LG ,Va,Vb) is non-increasing after adding an edge (i, j)
with weight ∆wij > 0. 
C. Proofs in Section IV
Proof of Lemma 5: Without loss of generality, the sets
in the sequential inclusion of V are numbered as Vn−k =
{k + 1, ..., n}, k = 0, ..., n− 1. Then condition (12) becomes
geff(LG , {k},Vn−k) > 0, k = 1, ..., n − 1. Thus, for each
k = 1, ..., n− 1, we have the corresponding Va = {k}, Vb =
Vn−k, Vc = {1, ..., k − 1}, and Lcc is nonsingular (we set
Vc = φ and ignore Lcc when k = 1). It implies that [LG ]k,
k = 1, ..., n− 2 is nonsingular, where [LG ]k denotes the k-th
order leading principal submatrix of LG .
We now show by contradiction that [LG ]n−1 is also nonsin-
gular. Suppose [LG ]n−1 is singular with [LG ]n−1x = 0n−1,
where x ∈ Rn−1 is a nonzero vector. Express LG as LG =
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[
[LG ]n−1 a
aT Lnn
]
, where a ∈ Rn−1 is indexed by the first
n− 1 rows and last column of LG . Then we have
xTa = xTa+ xT [LG ]n−11n−1
= xT ([LG ]n−11n−1 + a) = x
T
0n−1 = 0
where [LG ]n−11n−1 + a = 0n−1 is given by the zero row
sums of LG . It follows that LG
[
x
0
]
=
[
[LG ]n−1x
aTx
]
= 0n,
which implies that LG has a second zero eigenvalue with the
eigenvector being
[
xT 0
]T
. On the other hand, consider the
case when Va = {n − 1}, Vb = V1, Vc = {1, ..., n − 2}. In
this case, we have geff(LG , {n − 1},V1) > 0 and LG/Lcc
is a two-by-two matrix. Then, it follows from Lemma 3 that
LG/Lcc = geff(LG , {n − 1},V1) ·
[
1 −1
−1 1
]
, which gives
i0(LG/Lcc) = 1. Further, we have i0(LG) = i0(LG/Lcc) = 1
by Lemma 2. It implies that LG has only one zero eigenvalue
with the eigenvector being 1n, which yields a contradiction.
Therefore, we conclude that [LG ]k is nonsingular for k =
1, ..., n− 1.
Similar to (7), we have the following circuit equation by
letting Va = {k}, Vb = Vn−k and Vc = {1, ..., k − 1}[
iTc ia i
T
b
]T
=
[
0
T
c ik i
T
b
]T
= LG
[
vTc 1 0
T
b
]T
the first two rows of which can be rewritten as[
ic
ia
]
=
[
0c
ik
]
= [LG ]k
[
vc
1
]
. (34)
Since [LG ]k, k = 1, ..., n − 1 is nonsingular, by Theorem 1
and (34) we have
geff(LG , {k},V
n−k) = ik =
[
0
T
c ik
] [vc
1
]
=
[
0
T
c ik
]
[LG ]
−1
k
[
0c
ik
]
, k = 1, ..., n− 1
(35)
which implies that geff(LG , {k},Vn−k) equals to the product
of i2k and (k, k)-entry of [LG ]
−1
k . Expressing the matrix inverse
[LG ]
−1
k in (35) by its cofactors [49, p.17] gives
geff(LG , {k},V
n−k) =
{
i2k
1
det([LG ]1)
, k = 1
i2k
det([LG ]k−1)
det([LG ]k)
, k = 2, ..., n− 1.
(36)
Applying geff(LG , {1},Vn−1) > 0 to (36) gives det([LG ]1) >
0. Similarly, iteratively applying geff(LG , {k},Vn−k) > 0, k =
2, ..., n − 1 to (36) gives det([LG ]k) > 0, k = 2, ..., n − 1.
Thus, the matrix [LG ]n−1 is positive definite as all its leading
principal minors of order k, k ≤ n−1 are positive [39]. Then,
by Lemma 2 we have i+(LG) ≥ i+([LG ]n−1) = n − 1, and
hence LG is PSD with only one zero eigenvalue. 
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