The goal of this paper is to study the existence and uniqueness of positive solutions for the 2nth order boundary value problem:
Introduction
Consider the 2nth order boundary value problem:
= f (t, u, −u , . . . , (−1) n−1 u (2n−2) ), α 0 u (2i) (0) − β 0 u (2i+1) (0) = 0 (i = 0, 1, . . . , n − 1),
where n ≥ 2; f ∈ C([0, 1] × R n + , R + )(R + := [0, +∞)); α i ∈ R + , β i ∈ R + (i = 0, 1), α 0 α 1 + α 0 β 1 + α 1 β 0 > 0. We are concerned with the existence and uniqueness of positive solutions for the above problem.
If α 0 = α 1 = 1, β 0 = β 1 = 0, (1.1) reduces to the so-called 2nth Lidstone boundary value problem
= f (t, u, −u , . . . , (−1) n−1 u (2n−2) ), u (2i) (0) = u (2i) (1) = 0 (i = 0, 1, . . . , n − 1), (1.2) which, including the one involving singularities, has been extensively studied in recent years; the author refers the reader to [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] and references cited therein. The papers cited above are mostly concerned with the existence and multiplicity of positive solutions for (1.2) or problems more specific than (1.2) (usually with n = 2). The methods used in these papers were various, including the Leray-Schauder continuation method [9, 10] , the Leggett-Williams fixed point theory [6, 8] , the method of upper and lower solutions [7, 11, 13, 15, 16] , and the fixed point theorem of expansion and compression type (in terms of norms) in a cone [17] . In [12] , Ma, using a global bifurcation theorem in a cone due to Dancer [19] , studied the problem (1.2) essentially under the condition that f is asymptotically linear both at 0 and at ∞, i.e. there are nonnegative constants a i and
Our work here will considerably weaken these restrictions, thereby extending and improving the results presented in [12] . More importantly, our methods are entirely different from those used in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , as we shall convert (1.1) into a related integro-integral equation (3.1), then establish the existence of positive solutions for the auxiliary problem (3.1), thereby establishing that of positive solutions for (1.1). The main tools used in the proofs of the existence of positive solutions for (1.1) are the Krein-Rutman theorem [20] and the fixed point theorem of expansion and compression type (in terms of partial ordering) in a cone, due to Krasnoselskii and Zabreiko (see [21, Theorem 45 .1]).
The remainder of this paper is organized as follows. Section 2 contains some auxiliary results needed in ensuing sections. Section 3 is devoted to the existence of positive solutions for (1.1). Section 4 is concerned with the uniqueness of positive solutions for (1.1).
Preliminaries
Clearly, (E, · ) is a real Banach space and P is a solid cone (see [21, p. 193] ) in E.
It is easy to see that
is the Green function for the linear boundary value problem
In other words, for each g ∈ E, u ∈ C 2 [0, 1] solves the boundary value problem
if and only if u ∈ E can be represented by
Define the completely continuous linear operators L by
Then L is also a positive operator, i. e. L(P) ⊂ P. Let
It is easy to see 
(2.4)
Let h be given by (2.6) and ϕ by (2.4). Put κ := 1 0 h(t)ϕ(t)dt > 0 and
Clearly, P 0 is also a cone in E.
Proof. Lemma 2.1 and (2.5) imply that
for each u ∈ P, t ∈ [0, 1], and thus 1 0 ϕ(t)(Lu)(t)dt ≥ κ Lu if u ∈ P. This completes the proof. . Let E be a real Banach space and W a cone in E. Suppose that A : (B R \ B r ) ∩ W → P is a completely continuous operator with 0 < r < R, where B ρ = {x ∈ E : x < ρ} for ρ > 0. If either
then A has at least one fixed point on (B R \ B r ) ∩ W .
Existence of positive solutions for (1.1)
As noted in Section 2, λ 1 = 1/r (L). We now list our hypotheses on f .
(f1) There are nonnegative constants a 1 , . . . , a n , and C 1 > 0 such that
(f2) There are nonnegative constants b 1 , . . . , b n , and r 1 > 0 such that
and
(f3) There are nonnegative constants c 1 , . . . , c n , and r 2 > 0 such that
(f4) There are nonnegative constants d 1 , . . . , d n , and C 2 > 0 such that
Remark 3.1. (f1) and (f2) indicate that f grows superlinearly both at 0 and
where l i ∈ R + (i = 1, . . . , n) with n i=1 l i > 0 and γ > 1. It is easy to verify that, in this case, (f1) and (f2) are satisfied.
Remark 3.2. (f3) and (f4) indicate that f grows sublinearly both at 0 and
where m i ∈ R + (i = 1, . . . , n) with n i=1 m i > 0 and 0 < δ < 1. It is easy to verify that, in this case, (f3) and (f4) are satisfied.
Recall that k i is given by (2.1) and (2.3) (i = 1, . . . , n − 1). Let v(t) = (−1) n−1 u (2n−2) (t). It is easy to see that (1.1) is equivalent to the auxiliary problem of (1.1):
Define the operator A : P → P by 
t, s)v(s)ds, v(t) .
Then F : P → P is continuous and bounded, i.e. F maps any bounded subset of P into a bounded subset of P. Since
it follows, by Lemma 2.2, that A(P) ⊂ P 0 and in particular A(P 0 ) ⊂ P 0 . Consequently, our work will be carried out in P 0 rather than in P. Proof. It suffices to prove that (3.1) has at least one positive solution. Indeed, (f1) implies that
for any v ∈ P and t ∈ [0, 1]. Let
We shall now show that M 1 is a bounded subset of P 0 . Indeed, if v ∈ M 1 , (3.2) shows that
Multiply by ϕ(t) on both sides and integrate over [0, 1] and use (2.5) to obtain
and so
This proves the boundedness of M 1 . Taking R > sup v∈M 1 v , we have
Let N := max{k 1 (t, s) : 0 ≤ t, s ≤ 1} > 0. Clearly, k i (t, s) ≤ N i for any 0 ≤ t, s ≤ 1 and i = 1, . . . , n. Denote by
and ρ = r 1 /K > 0, where r 1 > 0 is given by (f2). (f2) implies that
for each v ∈ B ρ ∩ P and t ∈ [0, 1]. Let
We claim that M 2 = {0}. Indeed, if v ∈ M 2 , then (3.6) implies that
Notice that we may choose R so that R > ρ in (3.4). Now (3.4) and (3.7), together with Lemma 2.3, imply that A has at least one fixed point on (B R \ B ρ ) ∩ P 0 . This completes the proof. Proof. It suffices to prove that (3.1) has at least one positive solution v ∈ P \ {0}. Let K be defined by (3.5) and σ = r 2 /K > 0, where r 2 > 0 is given in (f3). (f3) implies that
for each v ∈ B σ ∩ P and t ∈ [0, 1]. Let
We shall now prove that
On the other hand, (f4) implies that
We are going to prove that M 4 is a bounded subset of P 0 . Indeed, v ∈ M 4 implies that
Multiply by ϕ(t) and integrate over [0, 1] and use (2.5) to obtain
This proves the boundedness of M 4 . Taking R > max{sup v∈M 4 v , σ } > 0, we have
This, along with (3.9) and Lemma 2.3, implies that A has at least one fixed point on (B R \ B σ ) ∩ P 0 . This completes the proof.
Uniqueness of positive solutions for (1.1)
We first list our hypotheses in this section.
Theorem 4.1. If (f5) and (f6) hold, (1.1) has at most one positive solution u ∈ C 2n [0, 1] ∩ (P \ {0}).
To prove Theorem 4.1, we need the following lemma that can be easily proved.
Then for each w ∈ P \ {0}, there are positive numbers b w ≥ a w such that
Proof of Theorem 4.1. It suffices to prove that (3.1) has at most one positive solution. Indeed, if v 1 and v 2 are two positive solutions of (3.1), then 
