Linear complementary dual (LCD) codes and linear complementary pair (LCP) of codes over finite fields have been intensively studied recently due to their applications in cryptography, in the context of side channel and fault injection attacks. The security parameter for an LCP of codes (C, D) is defined as the minimum of the minimum distances d(C) and d(D ⊥ ). It has been recently shown that if C and D are both abelian codes over a finite field Fq, and the length of the codes is relatively prime to q, then C and D ⊥ are equivalent. Hence the security parameter for an LCP of abelian codes (C, D) is simply d(C). In this work, we first extend this result to the non-semisimple case, i.e. the code length is divisible by the characteristic of the field of definition. Then we use the result over the finite fields to prove the same fact for an LCP of abelian codes over any finite chain ring.
Introduction
Let F q be a finite field, where q is a power of some prime number p. A pair of linear codes (C, D) over F q of length n is called a linear complementary pair (LCP) of codes if C ∩ D = {0} and C + D = F n q (i.e. C ⊕ D = F n q ). In the case C = D ⊥ the dual code of D, C is referred as a linear complementary dual (LCD) code. The duality in this paper will be relative to the Euclidean inner product. LCD codes were introduced by Massey [18] in 1992 and there is a revived interest in LCD and LCP of codes i due to their application in protection against side channel and fault injection attacks ( [1, 6] ). In this context, the security parameter of an LCP (C, D) is defined to be min{d(C), d(D ⊥ )}, where d(C) stands for the minimum distance of the code C. In the LCD case, this parameter is simply d(C), since D ⊥ = C.
It has been recently shown by Carlet et al. ( [7] ) that if C and D are both cyclic or both 2D cyclic codes, then C is equivalent to D ⊥ and therefore d(C) = d(D ⊥ ) as in the case of LCD codes case. In other words, there is an LCP of cyclic codes which has as good security parameter as the cyclic code with the best minimum distance. The same also holds for 2D cyclic codes.
If C a denotes the cyclic group of order a, for any positive integer a, then a length n cyclic code is an ideal in the group algebra F q [C n ] and a length n × m 2D cyclic code is an ideal in F q [C n × C m ].
C. Güneri If G is an arbitrary finite abelian group, which is a direct product of n cyclic groups, then ideals of F q [G] are called nD cyclic codes or abelian codes ( [8, 10] ). In the case gcd(q, |G|) = 1 (i.e. semisimple case), Güneri et. al. extended the result in [7] to abelian codes in F q [G] . That is, if (C, D) is an LCP of abelian codes in a semisimple group algebra F q [G], then C and D ⊥ are equivalent, and hence d(C) = d(D ⊥ ) (see [9] ).
Although LCD and LCP of codes have been extensively studied over finite fields, these code classes have not been as well-understood over rings (particularly, chain rings). In [13] , the authors prove some sufficient conditions, particularly in terms of genrator matrices, for a code over a chain ring to be LCD. Recently in [14] the authors prove some results on LCD codes over general finite commutative rings. Over a finite chain ring, they extend the Massey's LCD characterization ([18, Proposition 1]) in terms of code's generator matrix. Moreover, Yang-Massey characterization of LCD cyclic codes in [22] , in terms of the code's generator polynomial, is extended to cyclic codes over chain rings [14, Theorem 25] ). However, LCP of codes over chain rings is addressed for the first time in the present work. Our main contribution in this article is the extension of the results in [7, 9] to abelian codes over finite chain rings. Namely, we prove that for an LCP of abelian codes (C, D) in R[G], where R is a finite chain ring and G is any finite abelian group, C and D ⊥ are equivalent codes (Theorem 4.10). So we settle the security parameter problem for LCP of abeilan codes over chain rings, just as it has been settled for abelian codes over finite fields.
Before addressing the problem over chain rings, we also prove some further results on LCP of abelian codes over finite fields. As mentioned above, Yang and Massey characterized an LCD cyclic code over a finite field in terms of the code's generator polynomial in [22] . This result was later extended to LCP of cyclic codes by Carlet et al. in [7] . In this work we prove an analogous statement for LCP of abelian codes in a semisimple group algebra F q [G] (Proposition 2.2), where one can define a generator polynomial for an abelian code. Equivalence of C and D ⊥ , for an LCP (C, D) of abelian codes over finite fields, was proved in the semisimple case in [9] . We also extend this result to LCP of abelian codes in F q [G], where p divides the order of G (Theorem 3.5). Let us note that Borello et. al. very recently proved in [4] the main theorem for LCP of codes for a pair of group codes in F q [G], where G is any finite group (including nonabelian groups and groups of arbitrary order). Our proof for Theorem 3.5 is different, and we also elaborate on the equivalence map which is very explicit when the codes C and D ⊥ are viewed "vectorially". This explicit form of the equivalence is also crucial for the proof of our main result (Theorem 4.10) over chain rings.
On Generators of LCP of Abelian Codes over Finite Fields
From now on R will denote a finite commutative ring with identity and G will be a finite abelian group. We denote by R[G] be the group ring of G over R thus the elements of R[G] are of the form g∈G α g g, where α g ∈ R and nonzero for finitely many g ∈ G. An abelian code over R is defined to be an ideal in R[G].
Let F q denote the finite field with q elements, where q is a power of the prime p. We will be interested in abelian codes over F q in the group algebra F q [G] in this section. Since G is a finite abelian group, one can write it as
where C i = g i is a cyclic group of order m i for all 1 ≤ i ≤ n. Let F m 1 ×···×mn q denote the F q -space of dimension m 1 · · · m n whose elements can be viewed as m 1 × · · · × m n arrays a i 1 ,i 2 ,...,in , where a i 1 ,i 2 ,...,in ∈ F q for all 0 ≤ i j ≤ m j − 1 and 1 ≤ j ≤ n. We also consider the quotient ring of polynomials in n variables R n = F q [x 1 , . . . , x n ]/ x m 1 1 − 1, . . . , x mn n − 1 . We have the following mappings
In fact they are F q -linear isomorphisms and moreover, R n and F q [G] are isomorphic as rings. Hence an abelian code C can be viewed as an ideal in R n or in F q [G]. When viewed in F m 1 ×···×mn q , C is a linear code with symmetries induced from the ideal structure. We note that when n = 1, C is a cyclic code of length m 1 . Moreover, C ⊂ R n is also referred to as nD cyclic code or multidimensional cyclic code ( [8, 9, 10] ).
Yang and Massey characterized LCD cyclic codes in terms of the generator polynomial ( [22] ). This result was extended to LCP of cyclic codes by Carlet et. al. ([7, Theorem 2.1]). Our goal in this section is to extend the same result to abelian codes.
One has that the abelian group G can be decomposed as
where |G| = N = mp t with |A| = m, |P | = p t and gcd(m, p) = 1. In other words, P is the unique p-Sylow subgroup of G. It is noted in [11] that if P is a cyclic p-group, then F q [G] is a principal ideal group algebra (PIGA). Clearly, F q [G] is also a PIGA when P is trivial (i.e. when F q [G] is semisimple). Hence an abelian code C in a PIGA F q [G] can be generated by one element, though not uniquely, as in the case of cyclic codes (Note that if R is a chain ring and P is a non-trivial p-Sylow of G, there is not hope for R[G] to be principal ideal group algebra other than R being a finite field and R[G] a PIGA, see
Here, Ann(v) is the annihilator of v. Hence, one can define generator and check elements for an abelian code in a PIGA (u and v in this case). Moreover, for v =
We will also need the following fact.
With generator and check elements defined as above for an abelian code in a PIGA, we can now extend the relation between the generator polynomials of an LCP of cyclic codes ([7, Theorem 2.1]) to the abelian codes in a semisimple PIGA.
For the converse statement, let us assume that
w| follows using the same argument above.
Remark 2.3. Theorem 2.1 in [7] states in the semisimple case that a pair of cyclic codes (C, D) of length n with generator polynomials g(x), h(x), respectively, is LCP if and only if h(x) = (x n − 1)/g(x). Note that these are codes in F q [C n ], or in F q [x]/ x n − 1 . Hence, g(x)h(x) = 0 in F q [x]/ x n −1 and C = Ann(h(x)). Hence, Proposition 2.2 indeed extends the result of Carlet et al. Let us also note that [7, Theorem 2.1] extends the Yang-Massey characterization of cyclic LCD codes (i.e. (C, C ⊥ ) is LCP), which states that C is LCD if and only if g(x) is a self-reciprocal polynomial. In the general semisimple abelian code case, since
u are equivalent statements, as shown in [11, Theorems 5.4 and 5.9], for LCD abelian codes in the semisimple case.
LCP of Abelian Codes over Finite Fields: Non-Semisimple Case
For an LCP (C, D) of cyclic or 2D cyclic codes, it has been shown in [7] that D is uniquely determined by C, and D ⊥ is equivalent to C. Hence the minimum distances of both codes satisfy d(C) = d(D ⊥ ). Later in [9] , the same result is extended to an arbitrary nD cyclic (abelian) codes in the semisimple case (i.e. gcd(q, m i ) = 1 for all 1 ≤ i ≤ n), using the correspondence between ideals of R n (as described in Section 2) and their zero sets. The goal in this section is to extend the same result to all abelian codes by proving it when gcd(q, |G|) = 1.
For a finite abelian group G = A ⊕ P as in (2.2), we have
where K j , L ℓ are finite proper extensions of F q for each 1 ≤ j ≤ b and 1 ≤ ℓ ≤ c, for some nonnegative integers a, b, c (see [11] ). Hence,
are abelian codes in respective group algebras, for all i, j, ℓ.
The following result is not difficult to prove using the fact that F[P ] is a local group algebra for a finite field F of characteristic p and any finite abelian p-group P (see [19] ). A straightforward consequence of Proposition 3.1 is the following characterization. 
, the complementary abelian code D is uniquely determined by C.
For each i, j, ℓ, setC
. Proof. We observed that (C,D) is an LCP of codes in F q [A]. In the semisimple case, it was proved that there is an equivalence σ betweenC andD ⊥ ([9, Theorem 8]). Then the following bijection is the equivalence desired:
Remark 3.4. The equivalence σ betweenC andD ⊥ is explicitly given in the proof of Theorem 8 in [9] . Since the map π simply applies this permutation on each coefficient c h ∈C, we also have an explicit permutation equivalence established betweenC[P ] andD ⊥ [P ]. It is also helpful to visualize elements of the group algebra F q [A][P ] as |P | = p t -tuple of elements of F q [A] by ordering the elements in P as (h 1 , . . . , h p t ). Then we can view elements of C =C[P ] as
where each c i belongs toC.
We are ready to prove the main result of this section, which extends [9, Theorem 8] from abelian codes in F q [A] to those in F q [G] (i.e. all abelian codes over finite fields). can be viewed as a p t -tuple (d ⊥ 1 , . . . , d ⊥ p t ) of elements ofD ⊥ . Same also holds for the elements of D[P ] for which the elements can be viewed as p t -tuples of elements ofD. Since the Euclidean inner product on F q [A] is "coordinate-wise", (d ⊥ 1 , . . . , d ⊥ p t ) is orthogonal to all elements inD [P ] . Hencẽ D ⊥ [P ] ⊆ (D[P ]) ⊥ and the result follows.
Remark 3.6. One can also view C as a "matrix-product (MP) code" ( [3] ). Namely,
where I p t denotes the identitiy matrix of size p t × p t . In other words, C is simply the MP code [C · · ·C].
For a nonsingular matrix M , the dual of the MP code [C 1 · · · C s ]M is described as [C ⊥ 1 · · · C ⊥ s ](M −1 ) T ([3, Proposition 6.2]). We have the identitiy matrix for M in our case. Hence the dual ofD[P ] is simply [D ⊥ · · ·D ⊥ ] in MP notation. This code is nothing butD ⊥ [P ]. So, Theorem 3.5 can also be proved via MP codes.
Remark 3.7. We elaborate further on the equivalence between C and D ⊥ , since this will be useful in the proof of the main result over a chain ring (cf. proof of Theorem 4.10). If G and G ′ are finite multiplicative groups which are isomorphic via a map ψ, and if R is any ring, then it is easy to see that ψ extends to a ring isomorphism
Hence such a map takes an ideal in R[G] to an ideal of R[G ′ ]. For R = F q and G = C m 1 × · · · × C mn , where the order m i of each cyclic component is relatively prime to q, recall that the rings R n = F q [x 1 , . . . , x n ]/ x m 1 1 −1, . . . , x mn n −1 and F q [G] are isomorphic (cf. (2.1)). For an LCP (C, D) of abelian codes in R n , the equivalence between C and D ⊥ is induced from the map (cf. proof of Theorem 8 in [9] )
. , x −1 n ) Let us note that in the group ring interpretation, this is equivalent to the map
if g j denotes a generator for C m j for each 1 ≤ j ≤ n (cf. (2.1) ). If G = A ⊕ P , where A = C m 1 × · · · × C mn and P = C p u 1 × · · · × C p u t , we have seen in Proposition 3.3 and Theorem 3.5 (see also Remark 3.4 ) that the equivalence between C and D ⊥ for an LCP (C, D) of abelian codes in F q [G] is induced from the following automorphism of G:
So for any ring R the automorhpism (3.3), or its "semisimple version" (i.e. t = 0), induces a ring isomorphism from R[G] to itself.
LCP of Abelian Codes over Chain Rings
Our goal in this section is to generalize Theorem 3.5 to abelian codes over finite chain rings. We start with brief background on chain rings. Let us note that unless otherwise specified, R will denote a finite chain ring in this section.
A finite commutative ring R with identity is called a chain ring if its lattice of ideals is a chain. It is then clear that R is a local ring and it is well-known that R is a principal ideal ring. Let γ be a generator of the maximal ideal and let the ideals of R be
The number v with γ v = 0 is called the nilpotency index of γ. Note that since R is a commutative ring, Rγ i = γ i R for all i.
As described in Section 2, we consider R[G] for a finite abelian group G of order N . Recall that R[G] can be identified with R N via the map that takes g∈G r g g ∈ R[G] to the vector (r g ) g∈G ∈ R N . Note that R[G] is also isomorphic to a quotient ring of a polynomial ring in several variables, where the number of variables and the ideal quotiening the polynomial ring are determined by the number and the cardinalities of the cyclic groups in the decomposition of G (cf. (2.1) ).
It is clear that R/Rγ is a finite field, which we will denote by F q . The natural projection map ϕ : R → F q takes a ring element to its coset modulo Rγ. This map is a surjective ring homomorphism and it extends to R[G] and takes values in F q [G] via (4.1) g∈G r g g −→ g∈G ϕ(r g )g.
We will denote the extended map by ϕ as well, which is a surjective R-module homomorphism. In particular, ϕ maps an R-submodule of R[G] to an F q -subspace of F q [G]. The kernel of this map is Rγ[G] (i.e. those formal sums in R[G] whose coefficients are multiples of γ). In vectorial view, this is the set of all N tuples whose coordinates are multiples of γ (i.e. γR N ).
A (linear) code over a ring R is defined as an
. We start with a simple observation on LCP of codes over a chain ring. Note we follow the same reasoning as in [2, Theorem 2] for LCD codes. Proof. As noted above, the map ϕ in (4.1) sends a (linear) code in R[G] to an F q -linear code in F q [G]. Multiplication of an element r(g) = r g g ∈ R[G] by any g ′ ∈ G amounts to a certain permutation of the coefficients of r(g). Multipliaction of r(g) by a ring element s ∈ R amounts to multiplying each coefficient in r(g) by s. Therefore, the image under ϕ of an ideal (abelian code) It is clear that C = (C : γ 0 ) ⊆ (C : γ) ⊆ · · · ⊆ (C : γ v−1 ), which implies that ϕ(C) = ϕ((C : γ 0 )) ⊆ ϕ((C : γ)) ⊆ · · · ⊆ ϕ((C : γ v−1 )).
We collect some facts which will be needed. Let us note that the dual code of C ⊂ R[G] (with respect to Euclidean product in R[G]) is defined as in codes over finite fields, and it is denoted by C ⊥ . 
Note that an explicit polynomial description of the dual code of a code C in R[G] in the nonrepeated root case and the repeated root case can be found in [17] and [16] respectively. (i) C ⊥ is free.
(ii) ϕ(C) = ϕ((C : γ)) = · · · = ϕ((C : γ v−1 )).
We are ready to proceed with the steps of our proof.
Proof. Let x be an element of C ⊥ ∩ D ⊥ and let u = u C + u D be an arbitrary element in R[G], where u C ∈ C and u D ∈ D. Then the Euclidean product of x and u is
x is orthogonal to both C and D. So, x = 0 since its inner product with any element in
But this intersection is shown to be trivial, hence c = c ′ and d = d ′ . Therefore the number of elements in
The result follows since the two dual codes intersect only at 0. Our aim is to lift the equivalence τ between ϕ(C) and ϕ(D ⊥ ) to an equivalence between C and D ⊥ , whose cardinalities have been shown to be the same in (4.2).
If we restrict the map ϕ : R[G] → F q [G] to the (free) abelian codes C and D ⊥ , and use Proposition 4.4(iii), we obtain the isomorphisms (i.e. c 1 = 0 = d 1 in R[G]). Clearly, cosets partition the codes C and D ⊥ :
Note that ϕ is constant on cosets, since a multiple of γ is mapped to 0. Namely for all i = 1, . . . , t, we have
Moreover ϕ(c i ) = ϕ(c j ) (for i = j), since otherwise c i and c j would be in the same coset modulo γC. The same holds for representatives of cosets of D ⊥ modulo γD ⊥ . Hence, we have
Without loss of generality, we assume that the coset representatives are indexed so that the permutation τ between the equivalent codes ϕ(C) and ϕ(D ⊥ ) (cf. Proposition 4.6) satisfies (4.5) ϕ(τ (c i )) = ϕ(d i ), for all i = 1, . . . , t.
Note that this implies Let S := {c 2 , . . . , c t }. Then any element of C can be represented as sum of the elements in S ∪ γS ∪ · · · ∪ γ v−1 S.
Proof. By Proposition 4.4, we have
C =C ∪ γC ∪ · · · ∪ γ v−1C ∪ {0}, whereC = C \ γC. Since cosets modulo γC partition C, and recalling that c 1 = 0, we havẽ C = (c 2 + γC)∪ · · ·∪ (c t + γC),
Since γ v = 0, we have
Continuing in the same manner until γC, we obtain the desired result.
We are ready to prove the main result for LCP of abelian codes over a chain ring. 
. . , c ′ s } denotes the coset representatives of C ⊥ modulo γC ⊥ and {d 1 = 0, d 2 , . . . , d t }, as before, denotes the coset representatives of D ⊥ modulo γD ⊥ , we have
Since C is free, τ (C) is also a free code in R[G] and partitions as τ (C) =˙ 1≤i≤t (τ (c i ) + γτ (C)) (cf. (4.4)),
where {c 1 = 0, c 2 , . . . , c t } is the set of coset representatives of C modulo γC.
If τ (C) ∩ C ⊥ contains an element x in a coset c ′ i + γC ⊥ for some i ∈ {2, . . . , s}, then ϕ(x) = ϕ(c ′ i ) ∈ ϕ(τ (C)) = {ϕ(d 1 ) = 0, ϕ(d 2 ), . . . , ϕ(d t )} (cf. (4.7) ).
Therefore τ (C) ∩ C ⊥ is contained in γC ⊥ , hence in γτ (C) (cf. Proposition 4.4 (iii)). Let x ∈ τ (C) ∩ C ⊥ be x = γτ (c(1)) = γc ′ (1), where c(1) ∈ C and c ′ (1) ∈ C ⊥ . Then γ(τ (c(1)) − c ′ (1)) = 0 and hence the difference τ (c(1)) − c ′ (1) is a multiple of γ v−1 :
i.e. τ (c(1)) = c ′ (1) + γ v−1 y 1 , for some y 1 ∈ R[G].
If c ′ (1) ∈ C ⊥ \ γC ⊥ , then ϕ(τ (c(1))) = ϕ(c ′ (1)) ∈ ϕ(τ (C)) again. Hence, c ′ (1) = γc ′ (2) for some c ′ (2) ∈ C ⊥ and x = γ 2 c ′ (2) = γ 2 τ (c(2)), where c(2) ∈ C. This yields γ 2 (τ (c(2)) − c ′ (2)) = 0 and hence the difference τ (c(2)) − c ′ (2) is a multiple of γ v−2 . In other words, τ (c(2)) = c ′ (2) + γ v−2 y 2 for some y 2 ∈ R[G]. By the same reasoning, c ′ (2) ∈ γC ⊥ and hence x = γ 3 τ (c(3)) = γ 3 c ′ (3) for some c(3) ∈ C and c ′ (3) ∈ C ⊥ .
If we follow this process, we conclude that the element x in the intersection τ (C) ∩ C ⊥ must be 0. Note that any permutation does not necessarily take an ideal of R[G] to an ideal of R Note that yb = 0 since it belongs to C ⊥ ∩ D ⊥ = {0}. Hence, τ (c i ) ∈ D ⊥ for each i. This implies, by Proposition 4.9, that τ (C) ⊂ D ⊥ . Since τ (C) and D ⊥ have the same cardinalities (cf. Remark 4.8), we have τ (C) = D ⊥ . This concludes the proof.
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