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A graph is claw-free if it contains no induced subgraph isomorphic to a K,,3. This 
paper studies hamiltonicity in two subclasses of claw-free graphs. A claw-free graph 
is CN-free (claw-free, net-free) if it does not contain an induced subgraph 
isomorphic to a net (a triangle with a pendant leaf dangling from each vertex). We 
give a structural characterisation of CN-free graphs which yields a simple proof that 
any connected (l-tough) CN-free graph has a Hamilton path (cycle). We strengthen 
this result for CN-free graphs of higher connectivity. For example, we show 
3-connected CN-free graphs are both Hamilton connected and pancyclic. In addition, 
the characterisation yields a polynomial algorithm for finding a Hamilton path 
(cycle) in a connected (Zconnected) CN-free graph. The second class consists of 
those claw-free graphs such that for each vertex v  the set of vertices at distance two 
from v  does not contain an independent subset of size three. We call such graphs 
distance claw-free and give a forbidden subgraph characterisation. We use this 
along with our earlier characterisation to prove that any 2-connected (3/2-tough) 
distance claw-free graph has a Hamilton path (cycle). Our characterisation also 
gives a polynomial time algorithm to solve the weighted stable set problem in a 
distance claw-free graph. ‘D 1991 Academic press, IIIC. 
1.1. Introduction 
A graph G = (VG, EG) is hamiltonian if it has a cycle containing 1 VG( 
vertices, a Hamilton cycle. A claw-free graph is one with no induced sub- 
graph isomorphic to the claw, K,,3. If the vertices u, x,, x2, x3 induce a 
claw with u being the degree three vertex, then this is denoted by 
K(v, xi, x2, x3). We let C denote the class of all claw-free graphs. An out- 
standing problem connected with C is the following conjecture due to 
Matthews and Sumner [20]: 
Conjecture 1.1. Every 4-connected claw-free graph is hamiltonian. 
Chvatal [S] introduced the notion of toughness, t(G), of a graph 
G: t(G) = max{ t 2 0: For each S c V, the number of components of G - S 
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is at most IS(/t}. A graph is t-tough if t(G) > t. In [5], Chvatal asks 
whether there is some constant t, such that every to-tough graph is 
hamiltonian. He also makes the following conjecture [3, p. 2491: 
Conjecture 1.2. Every 2-tough graph is hamiltonian. 
The following result, proved in [20], shows that Conjecture 1.1 is a 
special case of Conjecture 1.2. 
THEOREM 1.3. Zf G is claw-free, then t(G) = 1c(G)/2. 
Weaker forms of Conjecture 1.1 have been proved in [20,21]. In par- 
ticular it has been shown that every connected, locally connected (each 
neighbourhood being connected) claw-free graph is hamiltonian. The line 
graph of a graph G, denoted Lin(G), is the graph with vertex set EG and 
for e and f in EG, e and f are adjacent in the line graph if e and f are 
incident in G. In Beineke [ 1 ] and N. Robertson (unpublished) a forbidden 
subgraph characterisation of the class of line graphs is given. In particular, 
any line graph is claw-free which yields the following weaker form of 
Conjecture 1.1: 
Conjecture 1.4 (C. Thomassen). Every 4-connected line graph is 
hamiltonian. 
The following facts can be observed about Conjecture 1.4: 
(i) Lin(G) is hamiltonian if and only if there is an Eulerian sub- 
graph H of G such that each edge of G has at least one end in I?!/ (Harary 
and Nash-Williams [ 161). 
(ii) (Jaeger [17]) Every 4-edge connected graph has an Eulerian 
spanning subgraph. 
(iii) If Lin(G) is k-connected, then the only minimal edge cuts in G 
of size less than k are trivial cuts, cuts consisting of the edges incident to 
a single vertex. 
From (i)-(iii) it follows that if Lin(G) is a counterexample to Conjec- 
ture 1.4, then G must contain a vertex of degree at most 3. In fact it can 
be shown that it would be sufficient to prove the result for G 3-regular. 
The form of Conjecture 1.1 is similar to the following theorem of 
Tutte [26], which replaces the claw-free property with planarity. 
THEOREM 1.5 (Tutte). Zf a graph G is planar and 4-connected, then G is 
hamiltonian. 
Tutte’s Theorem is the best possible in the sense that there are infinitely 
many nonhamiltonian, 3-connected, planar maps. In fact more is true: 
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THEOREM 1.6 (Plummer and Pulleyblank [22]). Given any nonnegative 
integer k, there exists an infinite collection 9? of 3-regular, 3-connected, 
planar graphs such that for any G in 3 and any cycle C of G, there is a 
vertex v at distance at least k-b- 1 from C. 
One can replace a vertex in a 3-regular graph by a K, each vertex of 
which is adjacent to exactly one of the neighbours of the original vertex 
(see Fig. 1.1). Applying this transformation to each vertex yields another 
3-regular graph which is claw-free. Thus Theorem 1.6 implies that even the 
class of 3-regular, 3-connected, claw-free, planar graphs will have many 
nonhamiltonian elements. An alternative to Conjecture 1.1 would be to 
drop the connectivity condition and instead disallow exactly that 
configuration obtained by applying the aforementioned transformation, 
i.e., a Kj with a pendant leaf attached to each vertex. This configuration 
is called a net and a claw-free graph with no induced subgraph isomorphic 
to a net is called claw-free, net-free, or CN-free. We denote by 
N(o,, u2, u3, xi, x2, x3) the graph induced by vi, v2, u3, xi, x2, x3 where 
(or, u2, u3} induces the K, and for i= 1,2,3, vi is adjacent to xi. We let 
CN denote the class of CN-free graphs. 
Duffus et al. [7] show that 2-connectivity alone is a sufficient condition 
for a CN-free graph to be hamiltonian. In Section 2 we give a structural 
characterisation of CN-free graphs which we then use to obtain a simple 
proof of the result in [7]. The proof provides a polynomial algorithm for 
finding a Hamilton path (cycle) in connected (2-connected) CN-free 
graphs; we outline this algorithm in Section 2. The characterisation can 
also be used to show that 3-connected CN-free graphs have cycles of every 
length greater than 2, i.e., are pancyclic. 
A graph G is k-leaf-connected, for ka 2, if for every subset S of k 
vertices, there is a spanning tree T of G whose leaves are exactly the set S. 
U. S. R. Murty introduced the notion of k-leaf-connectivity. Gurgel and 
Wakabayashi develop the topic in [ 111, The following is an open 
conjecture: 
FIGURE 1.1 
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Conjecture 1.7. For k > 3, if G is k-leaf-connected, then G is (k - l)- 
leaf-connected. 
Note that 2-leaf-connectedness is the property that any pair of vertices 
be joined by a Hamilton path; this is also known as Hamilton connectivity. 
We prove Conjecture 1.7 for CN-free graphs. Finally, in Section 3 we 
define a subclass of C which includes CN and show 3-connectedness to be 
a sufficient condition for graphs in this new class to be hamiltonian. 
Some papers concerning other classes characterised by forbidden sub- 
graphs are Hammer et al. [14, 151, Fink et al. [S], M. Matthews and 
D. Summer [ 19,201, Gould and Jacobson [ 131, and S. Goodman and 
S. Hedetniemi [12]. The forbidden subgraphs which will be studied in the 
present paper are defined in Fig. 1.2. 
1.2. Some Notation 
Let G = ( VG, EG) be a graph. In this paper any graph will be undirected 
and simple. The complement of G, denoted G, is a graph with vertex set VG. 
An edge is in EC exactly when it is not an edge of G. A graph H is a sub- 
graph of G (written HE G) if VH c VG and EH E EG. For S 5 VG, we let 
G(S) denote the subgraph of G induced by S; i.e., G(S) is the maximal 
subgraph of G with vertex set S. We denote by E(S) the edge set of 
G(S). 
A path in G is an alternating sequence P = vOal v1 a2 . . . v, _ 1 a,,~,, of ver- 
tices and edges such that cli is the edge joining vi-i and vi and u,,, . . . . v, are 
distinct, except perhaps a0 = v,,. If u0 = v,, then P is said to be a cycle of 
G. The edges and vertices of P are respectively { ai} ;= i and {vi} I= ,, and are 
denoted EP and VP. When representing paths and cycles we may omit 
some of the terms in the sequence. We have occasion to speak of P as being 
contained in some graph G, written P E G. By this we mean EP E EG. Also 
if P is a path of G and c1 is an edge we may refer to P - a as the subgraph 
H = (VP, EP - a). If u, u are in VG, then the length of a shortest path in 
G between u and ti is d,(u, u), or d(u, u) if the context is clear, and for 
i > 0, Ni(v) is the set {x E VG : d(v, x) = i}. The degree of v, denoted d(u), 
is the number of edges incident with v. 
If a cyle P has vertex sequence x0 . . . x,, then there is a natural orienta- 
tion wherein xi occurs after xi- I (or xi is the successor of Xi-, ) for 
i = 1, 2, . . . . n. We write xi = xi’-, . Similarly we say xi-, =x; is the prede- 
cessor of xi for this orientation. The reverse orientation of P will have the 
roles of predecessor and successor reversed at each vertex. If P has some 
fixed orientation, then the forward (xi, xi)-segment is xix+ (XT )’ . . . xi and 
the reverse (xi, xj)-segment will be the forward (xi, xi)-segment in P with 
the reverse orientation. 
Let S and T be subsets of VG. The set of all edges with one end in S and 
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FIG. 1.2. (a) Claw, (b) net, (c) bull, (d) mouse, (e) tripod, (f) Eiffel. 
one end in T is denoted by [S, T]. The set VG- S is denoted by 3. 
Throughout this paper we use G - S to denote G(S) and for S = {u}, a 
singleton, we abbreviate notation and write G - v. Similarly for E’ E EG, 
G-E’ = ( VG, EG - E’) and G - e denotes G - {e} for e in EG. If the 
number of components of (G - S) is greater than the number of compo- 
nents of G, then S is a cut set of G. If E(S) = 4, then S is said to be 
independent. The cardinality of a maximum independent set in G is denoted 
by a(G) and we write a(S) for a(G(S)). 
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For basic definitions of graph theory not defined here (such as connec- 
tivity) we follow Bondy and Murty [3]. 
2. CN-FREE GRAPHS 
We say that a graph G is distance 2-complete centred at v if G - v has two 
components and in each component C and for each positive integer i, the 
vertices at distance i from u in G( Cu {v}) induce a complete graph (see 
Fig. 2.1). We first give a structural characterisation of CN-free graphs. 
THEOREM 2.1. A connected graph G is CN-free if and only zf for every 
minimal cut set S and every v in S, G - (S - (v]) is distance 2-complete 
centred at v. 
Proof: Assume G is CN-free and let S be a minimal cut set and v’ E S. 
Since S is minimal, V’ is adjacent to a vertex in each component of H= 
G - S and so, since G is claw-free, H has 2 components G, and Gz. Let 
Si={u~VG,:d,(u,v’)=i} and T,={u~VG,:d,(u,v’)=i}, for i>O. 
Since S is minimal, we have VG = S u (lJ i a I (Si u T,)). It is also clear that 
(1) [S,, T,]=q5 for i,j>O and 
(2) [S,, Sj] #& implies Ii-jl = 1. 
Since H is claw-free we have by (1) that G(S,), G( T,) form complete 
subgraphs. Soo consider a smallest i > 1 such that Si contains nonadjacent 
vertices x and y. If there is some z in Sip 1 which is adjacent to both x and 
y, then since i> 1, z is adjacent to some v in SiPz and so z centres a claw, 
a contradiction. Assume no such vertex z exists and let x,, y, be in Sip, 
u 
S 
m 
u 
s2 
FIG. 2.1. Distance 2-complete graph centered a + u. Each G(S,) is complete and 
[S,, S,] # ( implies Ii - jl = 1 (similarly for the T,). 
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such that x1x, y, y are in EG and let zxl be in EG for some z in Sip2 (see 
Fig. 2.2). If zy, $ EG, then K(x,, z, x, yl), so zy, E EG. Since zw E EG for 
some w  E SiMJ (or T1 if i = 2) we have by (l), (2) that N(x,, y,, z, x, y, w), 
a contradiction. Hence G(S,) is complete for each i, and similarly G( Ti) 
is complete for each i. 
Conversely assume G is not CA’-free and contains either a claw, say 
K(u’, x1, x1, x3), or a net, say N(u,, v2, u3, x1, x2, x3). In either case 
S, = TV(x,) is a cut set such that {x1, x2, x3} is not contained in any single 
component of G - S. In general, we say that S splits a subset Xc ( V- S) 
if X is not contained in a single component of G - S. For any cut set S, 
we let 
C(S)={xES:S-{x)isacutset}. 
Clearly if C(S) = 4, then S is minimal. Also for X s VG let 
C,(S,X)={XEC(S):S-{x}splitsX}. 
We iteratively construct Si, Xi as follows. Let X, = {x,, x2, x3). If 
C,(Si, Xi) #I$, then we create a cut set S,+r = Si- {x}, where 
XEC,(S~, Xi) and Xi+l= Xi. Now if C(S,)#4 but C,(Si, Xi)=& then if 
G i, . . . . Gk are the components of G - Si and x E C(S,), we have without loss 
of generality: 
(i) x is not adjacent to G1, since x E C(S,). 
(ii) X,n VG,#& X,n VG,#qi 
(iii) x is adjacent to G2 and G3 since x $ C, (Si, Xi). 
Let V’ in Si be adjacent to G,. Since C, (Si, Xi) = 4, u’ is also adjacent to 
Gz and G3 and so we have K(u’, xi, xi, xi) for some xjl~ VG,, j= 1,2,3. 
We now let Si+ 1 =Si- {x> and Xi+*= {xi, XL, xi}. Continue the process 
‘i-2 
S 
i-l 
‘i 
FIGURE 2.2 
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until C(S,) = 4 for some 1. SI is a minimal cut set that by construction 
contains a vertex u’ which either centres a claw in H = G - (S, - (0’ } ) or 
for which there is a net in H with u’ in the centre K,. In either case H 
cannot be distance 2-complete centred at u’. 1 
The following now becomes immediate. 
COROLLARY 2.2. Zf G is connected, CN-free, and has a cut vertex v, then 
G has a Hamilton path. 
Proof. Since G is distance 2-complete centred at u we need only create 
two paths which sweep through the two components of G-u (see 
Fig. 2.3). 1 
The reader should note that Corollary 2.2 is not enough to prove that 
any connected CN-free graph has a Hamilton path. In some sense the dif- 
ficulty comes with the interference of larger cut sets. We avoid this difficulty 
by delaying the proof until we have the stronger hypothesis of Hamilton 
connectivity which makes more accessible a proof by induction. 
The following becomes immediate from Corollary 2.2. 
COROLLARY 2.3. Any connected CN-free graph has at most two vertices 
of degree one. 
Let G and H be graphs with no vertex in common. The graph obtained 
from G by substituting H for a vertex a, is the graph (G - O) u H with edges 
added so that each vertex of VH is adjacent to every vertex in N(u). 
A graph H is obtained from G by duplication if we can obtain H by substi- 
tuting cliques for some of the vertices of G. For a collection of graphs 9, 
n 
I t J 
s2 
FIG. 2.3. Hamilton path in a CN-free graph containing a cut vertex U. 
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the substitution class of 9 is the smallest collection of graphs which is 
closed under substitution of graphs in 3’. 
PROPOSITION 2.4. A connected graph G is claw-free and bull-free if and 
only rf either a(G) = 2 or G is obtained from a path or cycle by duplication. 
The preceding result can be proved using Theorem 2.1 but can be 
deduced more simply from the following result due to Chvatal and Sbihi 
[6, Lemma 21 by noting that any connected claw-free triangle-free graph 
is either a path or a cycle. 
THEOREM (Chvatal, Sbihi). If G has no induced subgraph isomorphic to 
a bull or to a mouse (see Fig. 1.2(d)), then G is in the substitution class of 
(G : G or G is triangle-free >, 
The following simpler result has a form similar to Theorem 2.1. 
PROPOSITION 2.5. A connected graph G is claw-free if and only iffor any 
minimal cut set S and v in S, N(v) - S is the disjoint union of two complete 
graphs. 
Proof. If G is claw-free then it is immediate that each minimal cutset 
has this property. The other direction can be proved using the same ideas 
used in the proof of Theorem 2.1. 1 
We need the following lemma to prove our main result. 
LEMMA 2.6. If G is claw-free, Z-connected, with cut set {u, v} and G - u 
is distance Z-complete centred at v, then G is hamiltonian. 
Proof: Let Si, Ti be defined as in Theorem 2.1, m be the largest integer 
such that S, # 4, and let k be the largest integer such that u is adjacent to 
some w  in S,. Note that [S,, Si+ 1] contains two independent edges if 
k < i < m - 1 otherwise G would have a cut vertex. Also [S, _ i , S,] will 
have two independent edges if (S,( > 1. So let ai= aiai, pi= bibi be two 
independent edges with ai, bi being elements of Si+ ,, and al, bj elements of 
Si; i = k, . . . . m-1.Weallowa,~,=b,~,if~S,~=1.Inallothercaseswe 
can choose these edges so that the /Ii’s are disjoint from the a,‘s (see 
Fig. 2.4) by sequentially resolving (for i = k, . . . . m - 1) conflicts as follows: 
if bj = ai- 1, then interchange /Ii and xi. Further we claim that the ai)s, /3;s 
can be chosen so that if Si-{b~,a~,bi-l}#& then a,!#aipl (ai#w in 
case i=k). For suppose SES~- (bl, al, b,-,}. If al=aiW1 (w=aj in case 
i = k), then since we do not have K(ai, s, ai, ai- 1) (K(ai, ai, s, u) in case 
i=k) one of aipl s (su in case i= k) or ais is an edge. If ais (ai- 1s) is an 
582b/53/2-3 
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FIGURE 2.4 
edge, then we set cli = ais (ai- 1 = ai- ,s). If i= k and qs is not an edge, 
then let s replace w. 
Let P, be a Hamilton path in G(S,) with endpoints a,,,- 1 and b,- 1f 
and Pi (i=k+ 1, . . . . m - 1) be a path with endpoints ai-, and a; which 
passes through each vertex of Si- {b;, bi- i} (see Fig. 2.5). Similarly Pk is 
such a path with endpoints w  and a;, Finally, as in Corollary 2.2, we can 
find a (b;, u)-path which passes through each vertex of uf:,’ Si. Let P be 
such a path, and set 
‘m 
S Ill-1 S m-2 
FIGURE 2.5 
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P, is a (u, o)-path passing through each vertex of U ;, , Si. Similarly we can 
construct a path P2 passing through the vertices of lJi, I Ti, and so G is 
hamiltonian. 1 
We are now in a position to examine the 3-connected CN-free graphs. 
We show that these graphs are Hamilton connected. This along with 
Corollary 2.2 and Lemma 2.6 proves that any connected CN-free graph 
has a Hamilton path and any 2-connected CN-free graph is hamiltonian. 
LEMMA 2.7. Let B be a family of graphs closed under vertex deletion (or 
equivalently characterised by a list of forbidden subgraphs). If there is an 
integer lo suchd that every l,-connected graph G in Y is Hamilton connected 
then for k = 0, . . . . 1 VGI -lo- 1, every (1, + k)-connected graph in 9 is 
(k + 2)-leaf-connected. 
Proof: The proof is by induction on k, k = 0 being obvious. Consider a 
graph G in 9 which is (k + &)-connected and k such that 1 VGI - 1, - 12 
k > 1. Let S be a subset of VG of cardinality k + 2, and let v be an element 
of S. By the induction hypothesis G -u has a spanning tree T with leaf set 
S - v. Since u has degree at least k + 2 in G it has a neighbour u in S. 
Hence T + uu is a spanning tree of G with leaf set S. The result follows by 
induction. 1 
We need one more technical lemma. 
LEMMA 2.8. Zf G is a 3-connected CN-free graph, {uI, v2, v3} is a cut set 
of G and the sets Sj, j = 0, . . . . m, and Ti, i = 0, . . . . n, are defined as in 
Theorem 2.1 relative to vl, then tf [S,, S,,,] does not contain two inde- 
pendent edges we must have either 
(a) j=m-1, IS,J=l, and )[S,_t,S,]I; or 
(b) j= 1 and ISI1 = 1. 
The same holds for the sets Ti. 
Proof Assume w  E Sj such that every edge of [S,, Sj, ,] is incident with 
w. Since G is 3-connected each of u2 and u3 is adjacent to lJ i, j Si and since 
G is claw-free this implies neither v2 nor v3 is adjacent to (Ui, j Si) - {w> 
and so since (vi, w} is not a cut set we must have (b). Now assume 
WESj+l such that every edge of [S,, Sj+ 1] is incident with w. If IS,, II > 1 
or Sj+2 # 0, then since G is 3-connected, each of o2 and v3 is adjacent to 
( lJir j Si) - w  and as before { o1 , w  } is a cut set, a contradiction. Hence we 
have (a). 1 
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We now give an extension, to graphs of higher connectivity, of the 
theorem of Duffus, Jacobson, and Gould. We use the following fact whose 
proof we delay until Section 3 (Corollary 3.2). 
If G is CN-free, then for each vertex u, @(N,(v)) < 2. (*) 
THEOREM 2.9. Zf G is CN-free, then 
(i) G is connected implies G has a Hamilton path [7]. 
(ii) G is 2-connected implies G is hamiltonian [7]. 
(iii) For k 2 2, G is (k + 1)-connected if and only if G is k-leaf 
connected. 
Proof It follows from Corollary 2.2 and Lemma 2.6 that it is sufficient 
to prove (iii). It is clear that any k-leaf-connected graph is (k + l)- 
connected. 
We now prove the other direction for the case k = 2. The result is then 
implied for all k by Lemma 2.7. 
Assume G is a minimal 3-connected CN-free graph such that vertices u, u 
are not joined by a Hamilton path. By minimality G - u must have a cut 
set of size 2, say (v,, Q}. Let G,, G2 be the components of G - (u, vi, Q). 
If UE (vi, uZ}, say u=ui, then there is a path as constructed in Lemma 2.6 
from u to u2 passing through each vertex of G, and a path from u1 to u2 
passing through each vertex of GZ. 
So assume u # {ul, u,}, UE VG2, and VG, is minimal in the sense that for 
any other cut set {u, u;, u;} with components G; , G; where u is in VG; we 
have 
VG;- VG,##. 
It follows that 
lVGll > 1 implies IN(u,)n I/G11 22, for i= 1, 2. (1) 
CLAIM. For j= 1, 2, there is a path from u to uj passing through each 
vertex of VGz zf either I VGzI = 1 or N(uj) n VG, # {u}. 
Proof If VG, = {u} it is clear. So assume uj has a neighbour in 
VG2 - U. We let Si, Ti be as in Theorem 2.1, defined relative to I.~. Hence 
from Lemma 2.8, if u E T,, then for I> i, [ T,, T,, i] has two independent 
edges (with the possible exception of l= n - 1 if I T,I = 1) since T, # {u}. 
Following the proof of Lemma 2.6 we create a (vi, u)-path passing through 
each vertex of I/G2 (where u plays the role of w). The claim is now proved. 
If VG, # {u}, then since {u, u} is not a cut set, one of u1 or u2 is adjacent 
to VGz - (u}. Without loss of generality vi has a neighbour in VG2 - {u} 
so let P, be a (u, u,)-path passing through each vertex of VG,. By con- 
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sidering G - v2, Lemma 2.6 implies the existence of a path P, from u to v1 
passing through all of G,. Note that the path P = P, P, is a Hamilton 
(u, v)-path in G - v2. 
Suppose 1 VG, I= 1. If v2v or vzul is an edge, then clearly P, can be 
augmented to a Hamilton (u, v)-path. Otherwise v2 has two neighbours in 
G, and so by the claim there is a (v,, u)-path through all of G,. And in this 
case v,v must be an edge in order to avoid a claw centred at the vertex in 
VG,. Hence we could augment this path to a Hamilton (u, v)-path. So we 
assume 
1 VG,I > 1. (11) 
Now (I) and (II) imply that v2 has at least three neighbours, x1, x2, and 
x3 say, in P - v. And since no two neighbours of v2 are consecutive on P, 
we must have (x1, XT, x; } c N,(v,). And by (* ) we have that for some 
i< j, x,:x,: EE(G). Thus we can replace the (x;, xi)-segment of P with 
x ; x,7 xj . ..xiuzxj to form a (a, o)-Hamilton path, a contradiction. 
Hence G could not have been a counterexample. 1 
As a consequence, we have established Conjecture 1.7 for CN-free 
graphs. 
COROLLARY 2.10. For k > 2, zf G is (k + l)-leaf-connected ad CN-free, 
then G is k-leaf-connected. 
COROLLARY 2.11. Any l-tough CN-free graph is hamiltonian. 
Proof Theorem 1.3 implies that this is a restatement of Theorem 
2.9(ii). 1 
Corollary 2.11 (or equivalently Theorem 2.9(ii)) implies that the ques- 
tion of existence of a Hamilton cycle in a CN-free graph is both in NP and 
CoNP (Ref. [lo]). It might then be expected that not only can we deter- 
mine whether a CN-free graph is hamiltonian but also to be able to find 
a Hamilton cycle. In fact Theorem 2.1 can be used to devise a polynomial 
algorithm (order I VG16) which displays a Hamilton path (cycle) in a 
connected (2-connected) CN-free graph [25]. The general approach is to 
find a cut set which induces a connected subgraph. We then recursively 
construct a Hamilton path in G(S) and extend this to a Hamilton path 
(cycle) in the graph G in a manner similar to Fig. 2.3 (Lemma 2.8). 
Ronghua [24] and Flandrin et al. [9] have shown that every claw-free 
graph with minimum degree (I VGI - 2)/3 is pancyclic. Other papers 
examining pancyclic claw-free graphs include [2,4,27, 181. In [25] we use 
Theorem 2.1 to obtain the following result. 
THEOREM 2.12. If G is CN-free and 3-connected, then G is pancyclic. 
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3. DISTANCE CLAW-FREE GRAPHS 
We now define a new class of graphs. We say a graph G is in DC if for 
each vertex u in VG we have a( Ni(u) ) < 2 for every i. We say such a graph 
is distance claw-free and clearly DC c C. 
The definition of DC is in terms of a global property. We now give a 
“local” characterisation of DC which shows that the class CN is properly 
included in the set of distance claw-free graphs. 
THEOREM 3.1. A graph G is distance claw-free if and only if it is claw- 
free, Eiffel-free, and tripod-free. 
Proof: If GE DC, then clearly it contains no claws or tripods and if it 
contains an Eiffel, then the degree 3 vertex adjacent to the degree 2 vertex 
has 3 independent vertices at distance 2. 
Conversely, assume G is claw-free, tripod-free, and Eiffel-free and u E VG. 
Since G is claw-free a(N,(o)) < 2. Suppose @(N,(u)) < 2 for i c i, but 
x1, x2, xj are independent vertices in N,(u). Let y, , y,, y3 be neighbours in 
N,-,(u) of x1, x2, and x3, respectively. If any two xi had a common 
neighbour w  in N,-,(u), then w  would be the centre of a claw. So the y;s 
are distinct. If G( { yi} ;=, ) is complete, then consider x, a neighbour of yi 
in N,-,(u). S ince G is claw-free each yi is adjacent to x and so 
‘WY,, ~2, ~3, x1, ~29x3, x} ) is a tripod. So suppose y, y, # EG but 
Y~Y~~EG.I~Y~Y~~EG,~~~~~(Y~,Y~,Y,,~~)~~~~~E({Y,,Y~,Y~})= 
{y, y3} (see Fig. 3.1). 
Let P= y, = zOz, . . . zk = y2 be a minimum length path from y, to y, 
whose internal vertices all lie in u i< + 1 Ni(u). Since we do not have 
K( y2, zk- 1, yj, x2), we have zk- 1 y, E EG. Similarly, since y, does not 
centre a claw, y,z,$EG for ick. Thus if k>2, G((z~-,,z~-~,z~-~, 
y2, y3, x2,x3}) is an Eiffel. If k=2, then G({xl, yl,zl, Y,, y3,x2,x3)) 
forms an Eiffel. In either case we have a contradiction. Hence the result. 1 
FIGURE 3.1 
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COROLLARY 3.2. CNcDC. 
COROLLARY 3.3. If G E DC, then every induced subgraph of G is distance 
claw-free. 
COROLLARY 3.4. Zf G is a claw-free graph such that a( N*(v)) < 2 for 
each v, then G is DC-free. 
Corollary 3.4 implies that there is a very simple algorithm for testing 
whether a graph G is distance claw-free. We now see that there is a simple 
algorithm for finding a maximum weight stable set in claw-free graphs 
where the stability number of each second neighbourhood is bounded by 
two (see [23]). The idea is. to pick any vertex v and then for each i, con- 
struct a maximum weight stable set in the graph induced by v u N, u . . . u 
Ni. Since a( Ni(v)) = 2, there are only a polynomial number of stable sets 
in Ni. This can be used to (polynomially) reduce the problem for level set 
Ni to the previous level Nip r . 
The next easy lemma uses only the definition of DC; its proof uses an 
idea we used earlier in Theorem 2.9. 
LEMMA 3.5. Zf GE DC, G - v has a Hamilton path (cycle) and d(v) > 3, 
then G has a Hamilton path (cycle). 
Proof: Let P be a Hamilton path (with some orientation) of G-v and 
let xi, x2, xg be neighbours (in order on P) of v. If any pair of the xi 
constitute consecutive vertices of P or if x1 or xj is an endpoint of P, then 
clearly G has a Hamilton path. Otherwise {x;, x;, XT } c N,(v) and so 
since G E DC, x; x,: E EG for some i < j. We can then replace the forward 
(x;, xj)-segment of P with 
x;xj xi . . . xivxj 
and hence G has a Hamilton path. A similar argument proves the result for 
cycles. 1 
We now prove a result for DC similar to Theorem 2.9(i) for CN. Since 
a bull with its degree 2 node attached to every vertex of some disjoint 
clique is distance claw-free the following theorem is a strongest possible 
result; i.e., G being connected and DC-free does not imply it has a 
Hamilton path. 
THEOREM 3.6. Zf GE DC and G is 2-connected, then G has a Hamilton 
path. 
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Proof Assume the statement is false and let G be a minimum coun- 
terexample. If every vertex has degree 2, then G is a cycle, so consider u in 
VG of degree at least 3. If v is not in any cut set of size 2, then G-v is 
2-connected and by Corollary 3.3 is distance claw-free. Thus G-u has a 
Hamilton path P, and the result follows by Lemma 3.5. Hence we assume: 
If UE VG has degree greater than 2, then u is in a cut set of 
size 2. 
We now consider 2 cases. 
(1) 
Case 1. There exists u in VG such that v is in a cut set of size 2 and 
no neighbour of v has degree 2 (v need not have degree greater than 2). Let 
{u, v} be a cut set of G and let G, and Gz be the components of G - {u, v>. 
Let Si, Ti be defined for v in G-u as in Theorem 2.1; VG, = iJy= 1 Si, 
VG, = lJy= i Ti, and without loss of generality m <n. Since G - u is in DC 
we must have G( Si) is complete for i = 1, . . . . m and so we may argue as in 
Lemma 2.6 to find a (u, v)-path P, , passing through each vertex of G, . Let 
P’=uy, y,..- y,u be a minimal length (u, v)-path in G[ VG1 u {u, v>] of 
length at least two. By Corollary 3.3, G’ = G( T/G2 u (u, u} u { yl}f= 1) is 
distance claw-free and by minimality of P’, each yi has degree 2 in G’. Also 
G’ is 2-connected and since v has no neighbours of degree 2, VG’ # VG. 
Hence by minimality of G, G’ has a Hamilton path P2. The existence of P, 
and P2 together imply the existence of a Hamilton path in G. 
Case 2. Each v, in VG, of degree greater than 2 has a neighbour of 
degree exactly 2. 
Let u be any vertex of degree 2. It is straightforward to check using 
Theorem 3.1, that if G is DC-free and a is an edge joining two vertices of 
degree 2 in G, then contracting CI will result in a DC-free graph. Thus, by 
minimality, u is adjacent to two vertices each of degree at least 3. From 
Case 1 we see that u is not in cut set of size 2. By minimality, G-U has 
a Hamilton path. Let x1, x2 be the neighbours of u and P be a Hamilton 
path in G - u which minimises the (x1, x,)-segment of P. Clearly neither xi 
is the origin or terminus of P, and xi, x2 are not consecutive vertices of P. 
Since G is claw-free we must then have x,x: and x2x: are edges of G. 
Without loss of generality x1 occurs before x2 in P and since G has no 
Hamilton path, we have: 
(xi, x,)-forward segment must contain at least 3 internal 
vertices (see Fig. 3.2). (11) 
By minimality of P we must have XT + = xc’++ N(x,), and x;‘# N(x,). Let 
kl(k2) be the largest integer such that x;j~N(x~) (xli~N(xZ)) for all 
i,<k, (i<k,). Since GEC, G({x;‘:-l<i<k,}) and G({xl’:-1~ 
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FIGURE 3.2 
i d k2} ) are complete. If x;~I is the origin of P or xTkz is the terminus, 
then G has a Hamilton path since xrklx: and x;xTk2 are edges of G. 
Thus S= {x~(~‘+l), xc*, x2’, x;(~I+~)) gN,(u). 
Note that if x: or x; is adjacent to either endpoint of P, then G has a 
Hamilton path which starts at the other endpoint of P. Hence their 
degree 2 neighbours must be xc’ and x;‘, respectively, and so x~(~l+r) 
must be adjacent to xlck2+ ‘) since u(S) < 2. Thus the only possibilities for 
degree two neighbours of xckl and xlk2 are the endpoints of P. Checking 2 
cases again shows the existence of a Hamilton path in G, a contra- 
diction. 1 
Theorem 2.9(ii) proved Conjecture 1.1 for the special subclass CN of C, 
and in fact only 2-connectivity is needed. Figure 3.3 shows a class of 
2-connected distance claw-free graphs with no Hamilton cycle, so we need 
at least 3-connectivity to force a Hamilton cycle in DC. 
We now prove that 3connectedness is a sufficient condition for a dis- 
tance claw-free graph to be hamiltonian. In light of Corollary 3.4, we see 
the evidence of the power (regarding Conjecture 1.1) of a restriction on the 
second neighbourhoods N*(U), for each u. 
FIG. 3.3. A nonhamiltonian 2-connected graph in DC (N.B. n 3 3). 
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THEOREM 3.7. If G E DC and G is 3-connected, then G is hamiltonian. 
Proof Assume G is a minimum counterexample. If for u in VG, G-u 
is hamiltonian, then by Lemma 3.5, so too is G. This implies that each 
vertex is in a cut set of size 3. Consider a cut set {u, u, w} and define, as 
in’ Theorem 2.1, Si, i = 1, . . . . m; T,, i = 1, . . . . n, relative to U. Assume m Q n, 
then by Corollary 3.3, G- { v, w  > is DC-free and so for each i < m, G( Si) 
and G( Ti) are complete. If each G( T,) is complete, then we proceed as 
in Lemma 2.6 to construct a Hamilton cycle in G - w, say. 
So let i be the smallest integer such that G( Ti) is not complete. As in 
Theorem 2.1, there must be a configuration as given in Fig. 2.2. We can try 
to extend such a subgraph to an Eiffel by picking an appropriate path of 
length two which starts at the vertex z of Fig. 2.2. The only case for which 
this is not possible is when m = 1 and i = 2. We may assume that the 
preceding statements also hold for the sets Si and Ti when defined relative 
to either u or w. In particular we assume: 
m=l and s1 G N(u) n N(u) n N(w). (1) 
In fact if there is a path which passes through all of the Ti and which has 
its endpoints in {u, u, w}, then we could find a Hamilton cycle in G - w. 
We call such a path feasible. We show that G has a feasible path and so 
by Lemma 3.5 could not have been a counterexample. Let s E S,. Since s 
is in a minimum cut set, it must have 2 nonadjacent neighbours. So 
without loss of generality uu $ EG. Now let xi, x2 be nonadjacent elements 
of T2 and y,, y2 be neighbours in T, of xi and x2, respectively. Since 
GEC, y, # y,. Now G( {x1, x2, yl, y,, u, s, u}) (see Fig. 3.4) is not an 
Eiffel and so u is adjacent to a vertex in {xi, x2, y,, y2}. And since yi does 
not centre a claw, uy,~ EG implies UX~E EG. Thus we assume 
uxl E EG. (11) 
HAMILTONICITY IN CLAW-FREE GRAPHS 191 
Let Ti = {x E T2 : IN(x) n (yi, y2}) = i}, i = 0, 1,2, and T2(yj) = 
{xET~:x~~EEG}, for j=l,2. If XET~, then since ct(T2)<2, x is 
adjacent to xi, say, but then since G({x,x~, x2, y,, y,, u,s>) is not an 
Eiffel, xx2 is an edge. Hence 
x E T; implies xxi, xx2 E EG. (III) 
Now since each xi and yi does not centre a claw we can deduce 
G( T:), G( Tz u T2( y,)), and G( T: u T2( y2)) are complete. (IV) 
If ZE T3 such that ZXE EG for some x in Ti, then z is adjacent to all of Ti,, 
otherwise G has an Eiffel. But if zx E EG for some x in T: u T:, then by 
(III) and (IV), one of x1 or x2 is adjacent to z. Thus we have 
z E T, implies z is adjacent to all of T:. (V) 
Hence, since G is claw-free we have 
T, = 4 and G ( T3 ) is complete. WI) 
And now since x1 does not centre a claw, 
z E T3 implies z is adjacent to all of Tz. ww 
Let P, be a Hamilton path in G( T2(yl)) which terminates with xi. If 
T3 # 4, then let P; be a Hamilton path in G( T3 u T2( y2) u Ti u Tz u T, ) 
which terminates in T3 and starts in T,. Then up; P, v is a feasible path; we 
have used (II), (IV), (V), (VI), and (VII) (see Fig. 3.5). So we assume 
T3 = 4. 
FIGURE 3.5 
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FIGURE 3.6 
Now suppose G( T:u T: u T,(y,)) has a Hamilton path P, which 
starts at some vertex in T2(y2) and terminates with a vertex which is 
adjacent to some vertex y’ in T, - y,. We then claim there is a feasible 
path. To see this, let P, be a Hamilton path in G( T, - (ri, y’} ) which 
terminates with y,. Then uP,P, y’y, P,v is the desired path (see Fig. 3.6). 
Note that possibly y’ = y,. Now if no such P2 exists, then by (III) and 
(IV), Ti = 4 = Ti and y, is the only vertex of T1 which is adjacent to 
T,(y,). Now if some vertex in T2(yl) - x1 is adjacent to T2(y2), then there 
is a Hamilton path in G( Ti u {v} ) which starts at v. This can evidently 
be extended to a feasible path. Also if the vertex w  is adjacent to some w’ 
in T2(y2), then let Pi be a Hamilton path in G( T2(y2) u T, ) starting at 
w’ and terminating at y,. Then wP;P,v is a feasible (v, w)-path (see 
Fig. 3.7(a)). 
Tp (Y,) 
FIGURE 3.7a 
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T2 ( Y,) Tp( y2’ 
FIGURE 3.7(b) 
Thus we may assume {u, xi, yz} is a cut set. By 3-connectivity there 
exist distinct u1 and v2 in T,(y,) such that uv2, xrui E EG. We can thus find 
a Hamilton path in G( T: u (u}) starting at u (see Fig. 3.7(b)) and again 
there exists a feasible path. 1 
Theorem 1.4 yields the following alternative form of Theorem 3.8. 
COROLLARY 3.8. Every 3/2-tough DC-free graph is hamiltonian. 
We complete this paper with two questions. Techniques similar to 
Theorems 3.6 and 3.7 may again be useful in resolving them. 
(a) Is every 4-connected graph in DC pancyclic? 
(b) Is every 4-connected graph in DC Hamilton connected? 
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