Wald-like equation is proved for the entropy of a randb@y, stopped sequence of independent identically distributed discrete random variables XI, X2,.
I. INTRODUCTION The entropy of a randomly stopped sequence of independent identically distributed (i.i.d.1 random variables depends not only on the texture of the sequence but on the length of the sequence as well. Let Xi, X,,
. be independent identically distributed random variables distributed according to the probability mass function p(x), x E X, where X is a finite alphabet. We shall consider stopping times N which are (perhaps randomized) nonanticipating functions of the observed process Xi, X,, . . . In particular, the stopping event {N = n} is required to be independent of the future {X,,, ,, X,,+2, . . . }. We denote by XN the finite length sequence X,X, . . X,,, E 9Y*, where X* denotes the set of all finite-length sequences with alphabet 9. Let X0 denote the sequence with no elements. The stopping time N induces a probability mass function q(x), x E Z*, where q(x) = Pr{XN= x}. We wish to evaluate the entropy H(XN>= -c x,EL^*q(x)log q(x) of the stopped sequence XN. Thus, H(XN) is the descriptive complexity of the randomly stopped sequence.
Consider, for example, a gambler who starts with one dollar and plays a game where at each time n = 1,2, . . . his wealth increases one dollar with probability p or decreases one dollar with probability q = l-p. The game ends when the gambler's wealth is zero. The ups and downs of the gambler's wealth form an i.i.d. sequence. For p <i, it is certain the gambler will go broke. Although the outcome is certain, the path is random. We will show that the path entropy is H( p)/(q -p), where H(p) = -PlogP-qlogq.
We first define a general stopping time and the associated stopped sequence, and then present the two main theorems for Manuscript received June 18, 1990; revised April 12, 1991 
II. STOPPING TIMES
We first formalize the definition of a general stopping time N, which admits the possibility of subsidiary randomization.
Definition I (Stopping time): Let (9,J be an increasing sequence of g-fields, and let Xi, X,, . . be i.i.d. random variables adapted to (.GZJ,J. Then a random variable N that takes values in io, L2, . . . I is a stopping time if for every n = 0,1,2; ' ., the event (N = n} is in gn, and {N = n} is independent of Wn+I,Xn+2,~~~l.
Definition 2: A stopping time N is bounded if there is some nonnegative integer m such' that Pr { N I m) = 1.
We note that if .%',, is the a-field (T(X~, X,, . , X,> generated by Xi, X,, . . , X,, then N is determined by the sequence and there is no subsidiary randomization in the stopping time. A stopping time may depend entirely on the sequence, as with the rule "Stop after the first occurrence of a head" or "Stop at time 3." A stopping time that also has subsidiary randomness is illustrated by the stopping rule "Stop at any head, and stop at each tail with conditional probability LY," or "Stop with probability (Y at each opportunity." These examples will be evaluated in Section V.
III. THE STOPPING TIME THEOREM
The following theorem gives the entropy of a randomly stopped sequence. Throughout, we assume Xi, X,, . . . to be independent identically distributed discrete random variables. Let XN E X* denote the randomly stopped sequence and let X" denote the unstopped sequence Xi, X,, . . . 
provided that it is not the case that both EN = 00 and H(Xi) = 0.
Proof: The proof will be separated into two parts. First, the proof for a bounded stopping time will be presented. Then the boundedness condition will be removed.
Let N be a bounded stopping time with bound -n, i.e., Pr{N 5 n} = 1. Let XT denote (X,X,.
. . X,>, and Xp denote the sequence with no elements. Let x" denote the unstopped sequence X,X, . . . Assume that X,, X,, . . .,X, are i.i.d. ran-001%9448/91$01.00 01991 IEEE ON INFORMATION THEORY, VOL. 37, NO. 6, NOVEMBER 1991 dom variables drawn according to probability mass function
Since N is a function of Xiv, and since (Xk+i, Xk+2,. . .,X,,) is conditionally independent of X: given {N = k), it follows that the sequence Xiv + N + Xi+ i forms a Markov chain.
We now expand H(X,", N) in two ways. First, by the chain rule, and the fact that Xi, X,; . ., X, are independent and identically distributed, we obtain H(X;,N)=H(X;)+H(NIX;)
=nH(X,)+H(NIX;).
Alternatively, since N I n, we have the expansion H(XiV)=H(X,N,X;+,,N) 
= H(X:) + H( X;+JN) (7) n-1 
where (5) is the chain rule for entropy, (6) follows from the fact that N is a deterministic function of the finite sequence Xiv, and (7) follows from the Markovity of Xy, N, and Xi+,. Combining (3) and (ll), we obtain nH(X,)+ H(NJX;) = H(Xy)+nH(X,)-(EN)H(X,)
or H(X,N)=(EN)H(X,)+H(NlXf).
Since the stopping time N is independent of the future and bounded by n, N is independent of the sequence after time n, and H( NIX,") = H(NIX-).
Thus, combining (13) and (14) yields
which establishes the theorem for bounded stopping times. Now, to remove the boundedness condition on N, let N be unbounded, and consider the truncated stopping time N,, defined by N,=min(n,N)
ifN<n, if N>n.
Since N, is a bounded stopping time, application of (15) yields
It remains to be shown that and H(X?)
in order to establish the theorem for unbounded stopping times. These will be proved in Lemmas l-3 in Section VI, completing the proof that
for arbitrary randomized stopping times. 0
In general, the entropy H(XN) is greater than (EN)H(X,).
We now show that the conditional entropy H(XNIN) is generally less than (EN)H(X,). (23) where XN E Z'* denotes the randomly stopped sequence.
(25)
where (26) follows from the fact that Xl" reveals N, (27) follows from Theorem 1, and (28) follows from the definition of mutual information. 0
Remark: Theorems 1 and 2 provide the upper and lower bounds on the expression (EN)H (X,) given by
5 (EWH(X,)
The next theorem is implicit in the theorem of Abramov [8, p. 1401.
IV. SPECJAL CASES
We obtain simplified expressions for H(XN> under a variety of restrictions on the stopping time.
Theorem 3 (Determined Stopping Time): A stopping time N is said to be a deterqined stopping time if {N = n) E d-q,X*,.
. ', XJ for all n = 1,2,. . . , where a(X,, X,, . . . , X,,) is the u-field generated by Xi, X,, . . . , X,,. Then, for a determined stopping time N,
where XN E X* denotes the randomly stopped sequence.
Proof: Since N is a deterministic function of the sequence, it follows that H( NlXm) = 0 in Theorem 1. Note that some of the stopped sequences correspond to interior nodes of the tree. In the diagram the sequence XN = 11 has probability p2aZ.
We find 
Example 4 (Independent Stopping Time):
N: Stop with probability LY at each opportunity.
Note that the null sequence X0 occurs with probability LY. Again, the stopped nodes do not form the leaves of a tree, as 
Consequently,
Example 5 (Gambler's Ruin): Let a gambler have initial wealth So = 1, and gamble 1 unit each time at even odds on independent gambles with success probability p < l/2. The gambler stops at the fist time N that his wealth is zero. Thus, Sk = CfsIXi, where Xi, X2, . . . are i.i.d. with Pr (Xi = l} = p, and Pr{X, = -l} = q. We are interested in the entropy H(SN> of the gambler's history (S,, S,, . . . , S,). Note that the final wealth S, is a rather dull random variable since the gambler is sure to go broke. Thus H(S,) = 0. How exciting is the process by which he went broke? We observe that {Sj} is not an i.i.d. process, but {Xi} is i.i.d., and (S,, S,; . ., S,) is in one-to-one correspondence with (So, Xi, X2,. . . , XJ. Thus, H(SN) = H(XN) and Theorem 1 applies. We have H(X,) = H(P), H(NIXm)=O, and EN=l/(q-p).
Thus, the entropy of the gambler's ups and downs is H(SN) = H(XN)
=(EN)H(X,)= &H(P), for p < l/2. We see, for example, that if p = 0.49 and the initial wealth So is equal to 1, then the entropy of the gambler's story is 49.986 bits.
VI. DETAILS
We now prove the three lemmas needed to complete the proof of Theorem 1. Throughout, let N,, = min(n, N) denote THEORY, VOL. 37, NO. 6, NOVEMBER 1991 the truncated stopping time for N. As before, (Xi} is an i.i.d. sequence of discrete random variables. Lemma 1: Let N be a stopping time with Pr(N <m} = 1. Then lim EN,, = EN.
(51) n-m
