In this article, unknown parameters of exponentiated Rayleigh distribution based on generalized Type II Hybrid censored data, survival function, failure rate function and coefficient of variation are derived by applying the maximum likelihood, Bayes and percentile bootstrap methods. Approximate confidence intervals for the unknown parameters, survival function, failure rate function and coefficient of variation are obtained. We study Bayes estimates under gamma priors distributions depending on symmetric and asymmetric loss functions via the Gibbs within Metropolis-Hasting samplers procedure. Finally, the proposed methods can be understood through illustrating the results of the real data analysis.
Introduction
Epstein [1] has introduced the hybrid censoring scheme (HCS) as a mixture of Type-I and Type-II censoring schemes. In Type-I HCS, the test is terminated at a time T * 1 = min ( X r: n , T ) where X r: n is the failure time of the rth item while T is the pre-fixed maximum allowable time to the life-test. In Type-II HCS, the life-test is terminated at a time T * 2 = max ( X r: n , T ) . According to Chandrasekar et al. [2] Type-I and Type-II HCS's have some essential drawbacks. In Type-I HCS, very few or even no failures are found, while the experiment can last for a too long time in Type-II HCS. As a result, they propose two generalized Type-I and Type-II HCS's. They describe the generalized Type-II HCS as follows: Fix r ∈ { 1 , . . . , n } and time T 1 and T 2 ∈ { 1 , ∞ } where T 2 > T 1 . When the rth failure occurs before time T 1 , then the experiment terminate at T 1 . When the rth failure occurs between T 1 and T 2 , then the experiment terminate at x r: n . Finally, the rth failure occurs before time T 2 , then the ex-periment terminates at T 2 . Many authors have studied generalized Type-II HCS, see Balakrishnan and Kundu [3] and Shafay [4] .
The exponentiated Rayleigh distribution has many characteristics which are quite common to gamma, Weibull and exponentiated exponential distributions. The exponentiated Rayleigh distribution for the distribution function and the density function are found to have closed forms. Consequently, it can be applied very compatibly even on censored data. The exponentiated Rayleigh distribution with parameters β and α denoted by ERD( β, α). The probability density function (PDF), cumulative distribution function (CDF), survival function R (t) , and failure rate function H(t ) of the two-parameter ERD( β, α) are given, respectively, by f ( x ; β, α) = 2 αβ x e −βx 2 ( 1 − e −βx 2 ) α−1 x > 0 , β > 0 , α > 0 , (1.1) F ( x ; β, α) The coefficient of variation (CV) under the ERD( β, α) is given
, (1.5) where E(X ) and E( X 2 ) are the first and the second moments of the ERD( β, α), can be obtained from
otherwise . The article is organized as follows. In the next section, the maximum likelihood estimators (MLEs) of the unknown parameters, survival function, failure rate function and CV are discussed. In Section 3 , asymptotic confidence intervals (CIs) based on the ML estimates are obtained. In Section 4 , we demonstrate the percentile bootstrap (Boot-p) method to construct the CIs for the unknown parameters and any function on them. Markov Chain Monte Carlo (MCMC) for estimating the posterior distribution of the unknown parameters, survival function, failure rate function and CV and its interval estimation are obtained under symmetric and asymmetric loss functions in Section 5 . Real data set has been analyzed for illustrative purposes in Section 6 , while conclusions in Section 7 .
Maximum likelihood estimation
In this section we derive the MLEs of the unknown parameters of ERD( β, α) under generalized Type II HCS, survival function, failure rate function and CV. According to the generalized Type-II HCS outlined above, we get three cases form of observations as follows:
Since D i indicate the number of failures that occur before time
The likelihood function of the generalized Type-II hybrid cen- 
3)
The log-likelihood function for the parameters β and α is
The MLEs of the parameters β and α are obtained by solving the following likelihood equations simultaneously:
The Eqs. (2.5) and (2.6) cannot be solved analytically for β and α, numerical methods are used.
The ML estimators of R (t) , H(t ) and CV can be obtained after replacing β and α by their ML estimators ˆ β and ˆ α as
(2.7)
Confidence interval
The asymptotic variances and covariances of the MLE for parameters ˆ β and ˆ α are given by elements of the inverse of the Fisher information matrix defined as
The Fisher information matrix is replaced by its estimate, the observed information
where
is the second derivation obtained in ( 2.4 ).
Then, the 100( 1 − τ )% two sided CIs of β and α, are given by
where z τ / 2 is the upper ( τ / 2 ) quantile of the standard normal distribution.
Moreover, to construct the asymptotic CIs of the R (t) , H(t ) and CV, we need to get the variances of them. We use the delta method to find the variance of ˆ R (t) , ˆ H (t) and CV , see Greene [5] . The vari-
and CV can be approximated, respectively by
and CV with respect to β and α. Then, the 100( 1 − τ )% two sided CIs of R (t) , H(t ) and CV, can be written as
Bootstrap confidence intervals
In this section, we use the parametric Boot-p method proposed by Efron and Tibshirani [6] 
. . , NBoot in ascending orders and get
Bayes estimation based on MCMC
In this section, we get Bayesian estimates of β and α, in addition to some lifetime parameters R (t) , H(t ) and CV against the squared error, LINEX and entropy loss functions. Assuming that β and α follows the gamma prior distributions.
The joint posterior density function of β and α given the data can be written as
Thus, the Bayes estimate of g( β, α) based on squared error loss
Varian [7] introduced the LINEX loss function L ( ) for a parameter φ = φ( β, α) can be written as
The sign and magnitude of the shape parameter a represents the direction and degree of symmetry. Several authors examine asymmetric loss functions in reliability and life testing, such as Basu and Ebrahimi [8] and Essam [9] .
The Bayes estimate of a function g( β, α) according to LINEX
where E e
Also, Calabria [10] proposed the modified LINEX loss function, called General entropy loss function (GEL), is defined as:
It may be noted that when a > 0 , a positive error causes more serious consequences than a negative error. Further, whilst a < 0 , a negative error causes more serious consequences than a positive error. Under GEL ( 5.8 ), the Bayes estimator of g( β, α) is given as
provided that E(g ( β, α) −a | x ) exists and is finite, where
It should be noted that, the ratio of two integrals in ( 5.4 ), ( 5.7 ) and ( 5.10 ) cannot be obtained in a closed form. So, we use the MCMC approximation method to generate samples from ( 5.11 ) and then calculation the Bayes estimate of β and α and any function of them such as R (t) , H(t ) and CV and also to construct associated CIs. Gibbs and Metropolis sampler are used to derive the complete set of conditional posterior distribution. From ( 5.3 ), the joint posterior up to proportionality can be written as 
From (5.13) we observe that it is impossible to sample directly by standard methods therefore, we use the Metropolis-Hastings method with normal proposal distribution to generate random numbers from ( 5.13 ). We suggest the next MCMC algorithm to draw samples from the posterior density ( 5.11 ) and in turn compute the Bayes estimate of β and α and any function of them such as R (t) , H(t ) and CV and moreover, construct the corresponding CIs.
Algorithm of MCMC method: 
α (i ) , R (i ) (t) , H (i ) (t) and C V (i )
The approximate Bayes estimates of ϕ = β, α, S(t ) , H(t ) or CV with respect to SEL function, LINEX loss function and GEL, respectively, is given by
Application to real life data
A real data set is taken from Nichols and Padgett [12] , these data give 100 observations on breaking stress of carbon fibres (in Gba). From Figs. 1 and 2 , it can be show that the fitted ERD( β, α) provides reasonable fits these data.
According to generalized Type-II HCSs, we use these data to obtain three different Schemes: Table 3 Bayes MCMC estimates of β, α, R (t) , H(t ) and CV with t = 4 . and MCMC methods of β, α, R (t) , H(t ) and CV are presented in Table 2 .
To calculate the Bayes estimates of β, α, R (t) , H(t ) and CV against SE, LINEX and GE loss functions. When the hyperparameters are a 1 = a 2 = b 1 = b 2 = 0 . We run the Gibbs sampler with in Metropolis-Hasting algorithm to generate a Markov chain with 10,0 0 0 observations. Discarding the first 10 0 0 values as 'burn-in' and taking every tenth variate as iid observations. The descriptive statistics, such as mean, median, mode, standard deviation (SD) and skewness under the MCMC generated sample of β, α, R (t) , H(t ) and CV are presented in Table 4 . Also, the result of the Bayes estimates of β, α, R (t) , H(t ) and CV under SEL function, LINEX loss function and GEL are reported in Table 3 
Conclusion
In this article, we have discussed different methods to estimate and construct CIs for the parameters besides survival function, failure rate function and coefficient of variation of the exponentiated Rayleigh distribution based on generalized type II Hybrid censored data. The MLEs of the unknown parameters are obtained and suggest different CIs using asymptotic distributions and Boot-p method. We used the MCMC technique to calculate the approximate Bayes estimates and the corresponding credible intervals. Real data set are used to illustrate the proposed methods.
