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For many physical systems the transition from a stationary solution to sustained small amplitude
oscillations corresponds to a Hopf bifurcation. For systems involving impacts, thresholds, switches,
or other abrupt events, however, this transition can be achieved in fundamentally different ways.
This paper reviews 20 such ‘Hopf-like’ bifurcations for two-dimensional ODE systems with state-
dependent switching rules. The bifurcations include boundary equilibrium bifurcations, the collision
or change of stability of equilibria or folds on switching manifolds, and limit cycle creation via hys-
teresis or time delay. In each case a stationary solution changes stability and possibly form, and
emits one limit cycle. Each bifurcation is analysed quantitatively in a general setting: we iden-
tify quantities that govern the onset, criticality, and genericity of the bifurcation, and determine
scaling laws for the period and amplitude of the resulting limit cycle. Complete derivations based
on asymptotic expansions of Poincare´ maps are provided. Many of these are new, done previously
only for piecewise-linear systems. The bifurcations are collated and compared so that dynamical
observations can be matched to geometric mechanisms responsible for the creation of a limit cy-
cle. The results are illustrated with impact oscillators, relay control, automated balancing control,
predator-prey systems, ocean circulation, and the McKean and Wilson-Cowan neuron models.
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1. INTRODUCTION
Sustained oscillations are central to many dynamical
systems. Ocean and atmospheric oscillations drive global
weather patterns, and seasonal variations direct annual
cycles such as the Arctic sea ice extent [51, 106]. An un-
derstanding of these oscillations may lead to better pre-
dictions regarding anthropogenic climate change. Biolog-
ical systems involve oscillations on diverse scales, from
circadian rhythms and day/night cycles to intra-cellular
processes and neural firing [63, 107, 200]. Detailed knowl-
edge of such oscillations is crucial to preventing and
treating improper functioning such as cardiac arrhyth-
mia. Also mechanical systems oscillate both by design
and as unwanted vibrations [52, 53].
Mathematically an oscillation is a loop in phase space:
the abstract space representing all possible states of a
system. The loop is traced by the state of the system as
time evolves. For systems of ODEs (ordinary differential
equations) the loop is a periodic orbit and called a limit
cycle if it is isolated from other periodic orbits.
For many systems limit cycles only exist over some
range of parameter values. At the endpoints of the pa-
rameter range the limit cycle is created or destroyed in
a bifurcation, the simplest of which is a Hopf bifurca-
tion. At a Hopf bifurcation an equilibrium loses stability
(more generally its stable and unstable manifolds change
dimension) and a small amplitude limit cycle is created.
The bifurcation occurs when a complex conjugate pair of
eigenvalues associated with the equilibrium crosses the
imaginary axis in the complex plane. Hopf bifurcations
are important in fluid dynamics [145], laser physics [155],
and ecology [70]; for further examples refer to the classic
texts [87, 146].
This paper concerns piecewise-smooth systems for
which phase space contains one or more switching mani-
folds where a map is applied or the functional form of the
equations of motion changes (as in Fig. 1.1). Piecewise-
smooth ODEs form natural mathematical models of re-
lay control systems [12, 104, 205], mechanical systems
with impacts [10, 17, 199], and phenomena in other ar-
eas including climate science [198], neuroscience [108],
and ecology [39].
x
y
ΩL ΩR
FIG. 1.1. A sketch of the phase space of a two-dimensional
piecewise-smooth ODE system with switching manifold, x =
0. The switching manifold divides phase space into two re-
gions, ΩL and ΩR, where the ODEs are smooth. Parts of
typical orbits are shown.
3# description bifurcation onset
non-degeneracy
coefficient, α
amplitude
exponent, a
period
exponent, b
key
reference(s)
- Hopf ω = 0 (2.5) 1/2 0 [6, 90, 162]
1 focus/focus BEB BEB λL
ωL
+ λR
ωR
1 0 [67, 181]
2 focus/node BEB BEB - 1 0 [64]
3 generic BEB BEB - 1 0 [62, 117]
4 degenerate BEB BEB λL
ωL
+ λR
ωR
1 0 [176]
5 slipping foci collision λL
ωL
+ λR
ωR
1 0 [24]
6 slipping focus/fold collision λL 1 0 [24]
7 slipping folds collision σfold,L − σfold,R 1/2 1/2 [24, 117]
8 fixed foci λL
ωL
+ λR
ωR
= 0 χfocus,L − χfocus,R 1 0 [30, 207]
9 fixed focus/fold λL = 0 χfocus,L − σfold,R3 1 0 [30]
10 fixed folds σfold,L = σfold,R χfold,L − χfold,R 1/2 1/2 [125]
11 impacting admissible focus BEB (9.9) 1 0 [47]
12 impacting virtual focus BEB (9.9) 1 0 [47]
13 impacting virtual node BEB - 1 0 [47]
14 impulsive (9.20) (9.25) 1 0 [2]
15 hysteretic pseudo-eq. hysteresis (10.7) 1 1 [142]
16 time delayed pseudo-eq. time delay (10.7) 1 1 [126]
17 hysteretic two-fold hysteresis σfold,L − σfold,R 1/3 1/3 [141]
18 time delayed two-fold time delay σfold,L − σfold,R 1/2 1/2 [109, 127]
19 intersecting sw. manifolds (11.3) (11.7) 1 1 [85]
20 square-root singularity BEB - 1 0 [153]
TABLE 1.1. Attributes of Hopf bifurcations and 20 Hopf-like bifurcations (HLBs). The HLBs are numbered 1–20, as
indicated in the first column; the second column gives a brief description (BEB abbreviates boundary equilibrium bifurcation).
The exponents a and b refer to the scaling laws (1.1) and for most HLBs the stability of the limit cycle (i.e. the criticality of
the bifurcation) is determined by the sign of α. Full details including formulas for α and additional references are provided in
later sections. Note, α is not specified for four HLBs where criticality is governed a combination of algebraic constraints.
Piecewise-smooth systems admit several types of sta-
tionary solutions (where the state of the system is con-
stant in time). These include regular equilibria (a zero
of a smooth component of the vector field) and cer-
tain points on switching manifolds. Interactions between
stationary solutions and switching manifolds induce a
wide variety of bifurcations that are unique to piecewise-
smooth systems [42]. This paper concerns such bifurca-
tions that are ‘Hopf-like’ in the sense that an isolated sta-
tionary solution changes stability and possibly form and
emits one limit cycle locally [158]. While there have been
numerous studies of Hopf-like bifurcations (HLBs), many
focus on one particular scenario, consider only piecewise-
linear systems, or provide only qualitative results. The
purpose of this paper is provide general quantitative re-
sults and compare different HLBs. This extends the sum-
mary presented in [174]; below we provide formal state-
ments for each HLB in a general setting.
So that the geometric mechanisms underpinning the
HLBs can be realised with minimal complexity, only
two-dimensional systems are treated. In more than
two dimensions HLBs can occur in an essentially two-
dimensional fashion [114, 178], but other dynamics (in-
cluding chaos) may be involved [78, 173, 175]. HLBs
have been described in three-dimensional systems [21–
23, 65, 66, 95] and some limited forms of dimension reduc-
tion have been achieved [110, 113, 114, 165, 197], but in
general higher dimensions cannot be accommodated via
a centre manifold analysis (the standard approach used
for smooth systems [116, 149]) because a centre manifold
simply may not exist. Much of the bifurcation theory of
piecewise-smooth systems is dimension specific. In n di-
mensions bifurcations can be inextricably n-dimensional
[77].
The HLBs are labelled 1–20 and summarised by Ta-
ble 1.1. The first two columns provide the number and
a brief description. The next two columns indicate the
cause or onset of the bifurcation and give a formula for
the non-degeneracy coefficient α. In most cases a stable
limit cycle is created if α < 0 and unstable limit cy-
cle is created if α > 0. For example, a (classical) Hopf
bifurcation occurs when the imaginary part ω of the as-
sociated eigenvalues is zero, and α is a combination of
quadratic and cubic terms in a Taylor expansion of the
ODEs, see (2.5). Several HLBs are boundary equilibrium
bifurcations (BEBs) that occur when a regular equilib-
rium collides with a switching manifold.
The next two columns provide scaling laws for the am-
plitude of the limit cycle (as measured by its diameter in
phase space) and its period. If a HLB occurs at µ = 0,
where µ ∈ R is a parameter, then the limit cycle exists
for small µ < 0 or small µ > 0 and satisfies
amplitude ∼ k1|µ|a,
period ∼ k2|µ|b.
(1.1)
The exponents a > 0 and b ≥ 0 are determined by the
4type of HLB; the coefficients k1 > 0 and k2 > 0 are sys-
tem specific. For Hopf bifurcations, a = 12 (square-root
growth) and b = 0 (the period limits to 2π
ω
at the bifurca-
tion). For a physical system, a and b could be estimated
experimentally in which case the results here could as-
sist model selection in that models involving HLBs with
incorrect values of a and b would be discarded.
The HLBs described here are local bifurcations. For
piecewise-smooth systems, limit cycles can be created
in global bifurcations such as ‘canard super-explosions’
where an equilibrium transitions instantaneously to a
large amplitude limit cycle [40, 166, 168, 196], For
piecewise-linear systems, a limit cycle may be created
at infinity [135], and if there are two switching manifolds
a limit cycle intersecting both manifolds may appear sud-
denly [134, 137, 163, 190].
Other bifurcations not considered here include those at
which two equilibria and a local limit cycle emanate from
a single point on a switching manifold. Such bifurcations
combine the characteristic features of saddle-node and
Hopf bifurcations and arise in continuous systems [183],
discontinuous systems [117, 164], and impacting systems
[47]. The bifurcation of an equilibrium into two limit
cycles has been described in switched control systems
[180], impacting systems [152], and abstract piecewise-
linear systems [8, 50]. Remarkably, the bifurcation of
an equilibrium into three limit cycles is possible for two-
dimensional piecewise-linear discontinuous systems, see
[15, 69, 92, 124, 133]. For codimension-two HLBs refer
to [38, 48, 73, 80, 182] and for non-autonomous pertur-
bations (e.g. periodic forcing) see [60].
The remainder of this paper is organised as follows.
We begin in §2 by reviewing Hopf bifurcations and stat-
ing the Hopf bifurcation theorem in a way that is later
mimicked, as much as possible, with the HLBs. In §3
we review geometric aspects of piecewise-smooth systems
(particularly Filippov systems) such as folds, pseudo-
equilibria, and sliding motion. Section 4 provides some
technical results to support the proofs of the main theo-
rems. Each proof is based on the construction and anal-
ysis of a locally valid Poincare´ map. An isolated fixed
point of a Poincare´ map corresponds to limit cycle. Most
of the Poincare´ maps are constructed by combining two
maps, one for the system on each side of a switching
manifold. These two maps are return maps, capturing
the effect of evolution from, and back to, a switching
manifold. In §4 we provide asymptotic expansions for re-
turn maps about an invisible fold, a boundary focus, and
a regular focus in an affine system (Lemmas 4.4–4.6). We
also review our key analytical tool: the implicit function
theorem (IFT), and discuss the degree of smoothness of
orbits and Poincare´ maps.
The HLBs are examined in Sections 5–11 in order. For
each HLB we provide a theorem, an example, and a proof
(given in an appendix). Most theorems have the follow-
ing features. There exists an isolated stationary solution
for all values of µ in a neighbourhood of 0. There is a
transversality condition β 6= 0 (to ensure that µ unfolds
the bifurcation in a generic fashion). Where appropriate
β is defined so that β > 0 (chosen without loss of gen-
erality in view of the substitution µ 7→ −µ) implies the
stationary solution is stable for µ < 0 and unstable for
µ > 0. When µ = 0 the stationary solution is stable if
α < 0 and unstable if α > 0. If α < 0 then the bifurca-
tion is supercritical (a stable limit cycle exists for small
µ > 0), while if α > 0 then the bifurcation is subcritical
(an unstable limit cycle exists for small µ < 0). Then
§12 provides concluding remarks.
The theorems are proved in appendices by identify-
ing a unique fixed point of a Poincare´ map P via the
IFT (an alternative is to use the intermediate value the-
orem for monotone functions). Many of these involve a
spatial scaling to ‘blow up’ the dynamics about the ori-
gin, or a brute-force evaluation of terms (using Lemmas
4.4 and 4.5), but several have unique technical complex-
ities. For instance, HLB 4 requires a careful analysis
of nonlinear functions, HLB 17 uses a non-constructive
derivation, and HLB 20 requires a multiple time-scales
analysis. The IFT is usually applied to a displacement
function D(r;µ) whose zeros correspond to fixed points
of P (r;µ). For example, for HLBs 8, 9, 14, and 19 we
useD(r;µ) = 1
r
(P (r;µ) − r) so that the r = 0 fixed point
(corresponding to a stationary solution at the origin) is
removed. Typically D is only defined for, say, r > 0,
so D must be smoothly extended to a neighbourhood of
(r;µ) = (0; 0) before the IFT is applied.
2. HOPF BIFURCATIONS
The mathematicians most closely affiliated with Hopf
bifurcations are Poincare´, Andronov, and Hopf. Poincare´
studied Hopf bifurcations in the late 19th century [162],
Andronov and coworkers later proved the Hopf bifur-
cation theorem for two-dimensional systems of ODEs
[6], and this was extended by Hopf to systems of ar-
bitrary dimension in [90]. Hopf bifurcations generalise
to other equations, such as partial differential equations
[87, 146, 169], delay differential equations [57, 83], and
stochastic differential equations [7].
Here we state the Hopf bifurcation theorem, following
[74], for a two-dimensional system,[
x˙
y˙
]
= F (x, y;µ) =
[
f(x, y;µ)
g(x, y;µ)
]
, (2.1)
where µ ∈ R is a parameter. Throughout this paper dots
represents differentiation with respect to time, t. We first
make two assumptions that allow us to state the theorem
concisely. For a general system these assumptions can be
imposed by performing an appropriate change of vari-
ables.
We first assume that the origin is an equilibrium for all
values of µ in a neighbourhood of 0 (this simplifies the
formula for β given below). That is,
f(0, 0;µ) = g(0, 0;µ) = 0, (2.2)
5for small µ ∈ R. Second we assume
DF (0, 0; 0) =
[
0 −ω
ω 0
]
, (2.3)
for some ω 6= 0. That is, when µ = 0 the eigenvalues as-
sociated with the origin are±iω, and the Jacobian matrix
is in real Jordan form.
In order for µ to unfold the Hopf bifurcation in a
generic fashion, the real part of the eigenvalues associ-
ated with the equilibrium must change linearly, to lead-
ing order, with respect to µ. A simple calculation reveals
that the real part of the eigenvalues is βµ2 +O
(
µ2
)
, where
β =
(
∂2f
∂µ∂x
+
∂2g
∂µ∂y
)∣∣∣∣
x=y=µ=0
. (2.4)
Consequently, β 6= 0 is the transversality condition for
the Hopf bifurcation theorem.
We also require the quadratic and cubic terms in the
Taylor expansion of F (x, y; 0) (centred about the ori-
gin) to be such that a limit cycle is created in a non-
degenerate fashion. To this end, we define
α =
(
∂3f
∂x3
+
∂3g
∂x2∂y
+
∂3f
∂x∂y2
+
∂3g
∂y3
)∣∣∣∣
x=y=µ=0
+
1
ω
[
∂2f
∂x∂y
(
∂2f
∂x2
+
∂2f
∂y2
)
− ∂
2f
∂x2
∂2g
∂x2
− ∂
2g
∂x∂y
(
∂2g
∂x2
+
∂2g
∂y2
)
+
∂2f
∂y2
∂2g
∂y2
]∣∣∣∣
x=y=µ=0
. (2.5)
At the bifurcation (i.e. with µ = 0), nearby orbits con-
verge to the origin as t → ∞ if α < 0, and as t → −∞
if α > 0. For this reason, α 6= 0 is the non-degeneracy
condition for the Hopf bifurcation theorem.
Theorem 2.1 (Hopf bifurcation theorem). Consider
(2.1) where F is C3. Suppose (2.2) and (2.3) are satisfied
and β > 0. In a neighbourhood of (x, y;µ) = (0, 0; 0),
i) the origin is the unique equilibrium and is stable for
µ < 0 and unstable for µ > 0,
ii) if α < 0 [α > 0] there exists a unique stable [un-
stable] limit cycle for µ > 0 [µ < 0], and no limit
cycle for µ < 0 [µ > 0].
The minimum and maximum x and y-values of the limit
cycle are asymptotically proportional to
√
|µ|, and its pe-
riod is T = 2π|ω| +O(µ).
The Hopf bifurcation theorem can be proved by per-
forming a sequence of near-identity transformations so
that in polar coordinates, or with a single complex-valued
variable, the ODEs take a simple form. The proof can
then be completed by using the Poincare´-Bendixson theo-
rem, as in [74], or applying the implicit function theorem
to a Poincare´ map, as in [87, 146].
The Hopf bifurcation theorem can be illustrated with
the van der Pol oscillator [194]. Following [149], we con-
sider
dv
dt
= i,
di
dt
= −v + k1i− k2i3,
(2.6)
where i(t) represents the non-dimensionalised current in
a circuit with a capacitor, an inductor, and an additional
element (vacuum tube or tunnel diode) with voltage drop
−k1i+ k2i3, and v(t) represents the non-dimensionalised
voltage at a particular location in the circuit.
The origin, (v, i) = (0, 0), is an equilibrium of (2.6) and
has purely imaginary eigenvalues when k1 = 0. Indeed
the Hopf bifurcation theorem, as stated above, can be ap-
plied directly using (x, y;µ) = (v, i; k1). The transversal-
ity coefficient is β = 1 and the non-degeneracy coefficient
is α = −6k2. Fig. 2.1 shows a bifurcation diagram and
representative phase portraits using k2 = 1. Here α < 0,
thus a stable limit cycle exists for k1 > 0 as shown. No-
tice the amplitude of the limit cycle is proportional to√
k1, to leading order.
3. FUNDAMENTALS OF FILIPPOV SYSTEMS
Filippov systems are discontinuous, piecewise-smooth
ODE systems with an additional rule defining evolution
on switching manifolds, known as sliding motion. Here
we review the basic principles of Filippov systems for two-
dimensional systems with a single switching manifold.
More general expositions can be found in [31, 42, 62, 100].
We consider ODE systems on R2 of the form
[
x˙
y˙
]
=
{
FL(x, y), x < 0,
FR(x, y), x > 0.
(3.1)
Here the switching manifold is x = 0. For systems with
a more general switching manifold, say H(x, y) = 0, the
idea is that one may perform a change of variables to put
the system in the form (3.1). The change of variables
may only be valid locally, but this is sufficient for the
local bifurcation theory of this paper.
We let
ΩL = {(x, y) | x < 0, y ∈ R},
ΩR = {(x, y) | x > 0, y ∈ R}, (3.2)
denote the left and right half-planes. We refer to (x˙, y˙) =
FL(x, y) and (x˙, y˙) = FR(x, y) as the left and right half-
systems of (3.1), respectively. Orbits of (3.1) are gov-
erned by the left half-system while in ΩL, and by the
right half-system while in ΩR. Orbits may also slide on
x = 0, as defined below.
To ensure sliding motion is well-defined, we assume
FJ is C
1 on the closure of ΩJ , for each J ∈ {L,R}. In
mathematical models each FJ is often well-defined (or
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FIG. 2.1. An illustration of the Hopf bifurcation for the van der Pol oscillator (2.6) with k2 = 1. The bifurcation diagram
shows the equilibrium and the maximum and minimum x-values of the limit cycle. Stable solutions are coloured blue; unstable
solutions are coloured red. These conventions are used in all subsequent bifurcation diagrams.
extends analytically) beyond ΩJ , in which case we can
consider the dynamics of (x˙, y˙) = FJ (x, y) outside ΩJ —
such dynamics is termed virtual. Virtual dynamics is not
exhibited by (3.1), but sometimes helps us understand
the behaviour of (3.1). We use the term admissible to
describe dynamics of (x˙, y˙) = FJ (x, y) in ΩJ .
Definition 3.1. A regular equilibrium of (3.1) is a point
(x, y) for which FL(x, y) = (0, 0) or FR(x, y) = (0, 0).
If FL(x, y) = (0, 0), then the equilibrium is admis-
sible if x < 0 and virtual if x > 0 (and vice-versa if
FR(x, y) = (0, 0)). As parameters are varied, an admis-
sible equilibrium becomes virtual when it collides with
x = 0, where it is termed a boundary equilibrium. This is
known as a boundary equilibrium bifurcation (BEB) [42].
Many of the HLBs below are BEBs.
Next we distinguish different parts of the switching
manifold, and to do this write
FJ (x, y) =
[
fJ(x, y)
gJ(x, y)
]
, (3.3)
for each J ∈ {L,R}.
Definition 3.2. A subset {(0, y) | y ∈ (a, b)} of Σ is said
to be
i) a crossing region if fL(0, y)fR(0, y) > 0 for all y ∈
(a, b),
ii) an attracting sliding region if fL(0, y) > 0 and
fR(0, y) < 0 for all y ∈ (a, b),
iii) and a repelling sliding region if fL(0, y) < 0 and
fR(0, y) > 0 for all y ∈ (a, b).
Orbits of (3.1) are directed into attracting sliding re-
gions, away from repelling sliding regions, and through
crossing regions (see already Fig. 3.1). At endpoints of
these regions we have fJ(0, y) = 0, for some J ∈ {L,R}.
If fJ(0, y) = 0 and gJ(0, y) 6= 0, then FJ (0, y) is tangent
to x = 0. If also ∂fJ
∂y
(0, y) 6= 0, then the orbit of the
associated half-system that passes through (0, y) has a
quadratic tangency with x = 0 at this point. In this case
the tangent point is called a fold, and said to be visible
if the orbit is admissible and invisible if it is virtual:
Definition 3.3. A point (0, y) for which fL(0, y) = 0
[fR(0, y) = 0] is said to be
i) a visible fold if ∂fL
∂y
(0, y)gL(0, y) < 0[
∂fR
∂y
(0, y)gR(0, y) > 0
]
,
ii) and an invisible fold if ∂fL
∂y
(0, y)gL(0, y) > 0[
∂fR
∂y
(0, y)gR(0, y) < 0
]
.
For example, the system
[
x˙
y˙
]
=


[
y
1
]
, x < 0,[
−2(y − 1)
−1
]
, x > 0,
(3.4)
depicted in Fig. 3.1, has a visible fold at (0, 1) and an
invisible fold at (0, 0).
Two-folds are points at which fL(0, y) = fR(0, y) =
0, and are naturally classified as visible-visible, visible-
invisible, invisible-invisible, or degenerate. For the two-
dimensional system (3.1), two-folds are codimension-one
7phenomena and can correspond to the creation of a limit
cycle (HLB 7). In three-dimensional systems, two-folds
occur generically and may serve as a hub for important
dynamics [32, 36, 44, 189].
On sliding regions (both attracting and repelling) we
can define orbits by introducing a one-dimensional vector
field:
y˙ = gslide(y). (3.5)
To motivate the definition of gslide we first present the
general notion of a Filippov solution.
Definition 3.4. An absolutely continuous function φt :
(a, b)→ R2 is said to be a Filippov solution to (3.1) if it
satisfies φ˙t ∈ F(φt) for almost all t ∈ (a, b), where F is
the set-valued function
F(x, y) =


{FL(x, y)}, x < 0,{
(1− s)FL(0, y) + sFR(0, y)
∣∣ s ∈ [0, 1]}, x = 0,
{FR(x, y)}, x > 0.
(3.6)
The system (3.1) is a Filippov system if we equate or-
bits to Filippov solutions. Notice F(0, y) is defined as
the convex hull of FL(0, y) and FR(0, y). For more gen-
eral systems F is defined as the convex hull of all smooth
components of the system associated with each point.
Now consider a Filippov solution φt that is constrained
to a sliding region for some interval of time. In order to
express the y-component of φt as a solution to (3.5), we
use Definition 3.4 to construct gslide. The condition φ˙t ∈
F(φt) implies that the x-component of (1− s)FL(0, y) +
sFR(0, y) = 0 is zero. Thus s =
fL
fL−fR
∣∣
x=0
and notice
s ∈ (0, 1) because we are considering a sliding region. By
then defining gslide as the y-component of (1−s)FL(0, y)+
-0.5 0 0.5
0
1
2
x
y
invisible fold
visible fold
pseudo-
equilibrium
FIG. 3.1. A phase portrait of the Filippov system (3.4). The
switching manifold x = 0 is a crossing region for 0 < y < 1
(green), an attracting sliding region for y > 1 (blue), and a
repelling sliding region for y < 0 (red). On the sliding regions
arrows indicate the direction of sliding motion.
sFR(0, y):
gslide =
fLgR − fRgL
fL − fR
∣∣∣∣
x=0
, (3.7)
the y-component of φt is a solution to (3.5) as desired.
Definition 3.5. A point (0, y) is said to be a pseudo-
equilibrium of (3.1) if gslide(y) = 0.
The pseudo-equilibrium is admissible if
fL(0, y)fR(0, y) < 0 (i.e. it belongs to a sliding re-
gion) and virtual if fL(0, y)fR(0, y) > 0. As an example,
again consider (3.4). Here gslide(y) =
y−2
3y−2 , thus
there is a unique pseudo-equilibrium at (0, 2). This
pseudo-equilibrium is unstable because dgslide
dy
∣∣
y=2
> 0.
To summarise, orbits of the Filippov system (3.1) are
piecewise: governed by the left half-system in ΩL, by the
right half-system in ΩR, and by (3.5) with (3.7) on sliding
regions. The forward orbit of a point can be non-unique.
For instance, the forward orbit of a point on a repelling
sliding region can immediately enter ΩL, immediately en-
ter ΩR, or slide along x = 0 for some time before entering
ΩL or ΩR.
4. RETURN MAPS AND SMOOTHNESS
To study limit cycles in systems of the form (3.1) we
construct Poincare´ maps by using the switching manifold
x = 0 as a Poincare´ section. Each Poincare´ map is a
composition P = PL ◦ PR, where PR is the return map
on x = 0 for orbits of the right half-system, and PL is the
return map on x = 0 for orbits of the left half-system, see
Fig. 4.1. In this section we first clarify the smoothness
of orbits and return maps, §4.1. We then derive three
return maps on x = 0 for evolution in x > 0 for a smooth
system [
x˙
y˙
]
= F (x, y) =
[
f(x, y)
g(x, y)
]
. (4.1)
8These maps are used below for PR and also PL through
a change of variables such as (x, y) 7→ (−x,−y). For
the first map the origin is a focus, §4.2; for the second
map the origin is an invisible fold (treating (4.1) as the
right half-system of (3.1)), §4.3. For these two maps we
derive the first few terms in a series expansion about the
origin. For the third map the ODE system is affine and
we provide an exact solution, §4.4.
4.1. Key principles from analysis
The Picard-Lindelo¨f theorem [149] tells us that if F
is Lipschitz then for any initial point (x, y), (4.1) has
a unique solution φt(x, y) on some time interval (a, b)
containing 0. That is, φ0(x, y) = (x, y) and φ˙t(x, y) =
F (φt(x, y)) for all t ∈ (a, b). If F is Ck then this smooth-
ness is exhibited by φt [86]:
Lemma 4.1. If F is a Ck (k ≥ 1) function of x and y,
then φt(x, y) is a C
k function of x, y, and t.
Actually an extra time derivative is available because
φt can be written as an integral of F over time, but we
do not utilise this here. Return maps share the same de-
gree of differentiability as φt, as long as orbits intersect
the Poincare´ section transversally. This is a simple con-
sequence of the implicit function theorem, here stated for
a real-valued function h(u, v).
Theorem 4.2 (Implicit function theorem (IFT)). Sup-
pose h : R × Rm → R is Ck, with h(0, 0) = 0 and
∂h
∂u
(0, 0) 6= 0. Then there exists a neighbourhood V ⊂ Rm
of 0 and a unique Ck function ξ : V → R such that
h(ξ(v), v) = 0 for all v ∈ V .
The IFT tells us we can solve h(u, v) = 0 for u, the
solution being u = ξ(v). As indicated in Fig. 4.1, given
r ∈ R let PR(r) be the y-value of the next intersection
of the forward orbit of (0, r) with x = 0 (if the orbit
never returns to x = 0 leave PR(r) undefined). Also
write φt = (ϕt, ψt) (so that ϕt and ψt denote the x and
x
y
(0, r)
(0, PR(r))
(
0, PL(PR(r))
)
ΩL ΩR
FIG. 4.1. An illustration of the Poincare´ map P = PL ◦ PR
(defined more precisely in later sections subject to different
assumptions) for a Filippov system of the form (3.1).
a) b)
x
y
(0, r)
(0, Pfocus(r))
focus
x
y
(0, r)
(0, Pfold(r))
fold
FIG. 4.2. Typical orbits associated with the return maps
Pfocus (4.7) (where the origin is a focus) and Pfold (4.14)
(where the origin is an invisible fold).
y-components of φt respectively). Then PR(r) = ψt(0, r),
where t > 0 is defined via ϕt(0, r) = 0. The following re-
sult follows from the smoothness of the flow and the IFT
(the conditions f(0, r) 6= 0 and f(0, PR(r)) 6= 0 ensure
the orbit intersects x = 0 transversally).
Lemma 4.3. Suppose F is Ck (k ≥ 1). If PR(r) is well-
defined, f(0, r) 6= 0, and f(0, PR(r)) 6= 0, then PR(r) is
Ck at r.
Throughout this paper we use big-O and little-o no-
tation to describe higher order terms in series expan-
sions [37]. For functions G,H : Rm → R these are de-
fined as follows: if lim sup
z→0
∣∣∣G(z)H(z) ∣∣∣ is bounded then G(z) =
O(H(z)), and if lim
z→0
G(z)
H(z) = 0 then G(z) = o(H(z)). For
example,
ez = 1 + z + 12z
2 +O
(
z3
)
= 1 + z + 12z
2 + o
(
z2
)
.
For multi-variable series (m ≥ 2) we usually use some
power of the 1-norm of z for the function H .
4.2. The return map about a focus
Here we consider (4.1) assuming
f(0, 0) = g(0, 0) = 0, (4.2)
so that the origin is an equilibrium. We suppose that the
eigenvalues associated with the origin are complex:
eig(DF (0, 0)) = λ± iω, with λ ∈ R, ω > 0. (4.3)
If λ 6= 0 then the origin is a focus, but here we also allow
λ = 0.
For any r > 0, let Pfocus(r) be the y-value of the next
intersection of the forward orbit of (0, r) with x = 0,
see Fig. 4.2-a. This is well-defined for small values of
r. Also let Tfocus(r) denote the corresponding evolution
time. Thus the flow φt(x, y) satisfies
φTfocus(r)(0, r) = (0, Pfocus(r)).
9We could assume orbits rotate clockwise, so that the cor-
responding orbits evolve in x > 0 as discussed above, but
this assumption is not required here. To state Pfocus to
second order we write
DF (0, 0) =
[
a1 a2
b1 b2
]
, (4.4)
and let
χfocus =
1
(λ2 + ω2)(λ2 + 9ω2)
(
k1
∂2f
∂x2
+ k2
∂2f
∂x∂y
+ k3
∂2f
∂y2
+ ℓ1
∂2g
∂x2
+ ℓ2
∂2g
∂x∂y
+ ℓ3
∂2g
∂y2
)∣∣∣∣
x=y=0
,
(4.5)
where
k1 = −a2
(
2a1b2 − 3a2b1 − b22
)
,
k2 = −a2b1(4a1 + b2) + a1b2(2a1 − b2),
k3 =
b1(2a
2
1 + 7a1b2 − 3a2b1)
2
− b
2
2(2a
2
1 − a1b2 + a2b1)
2a2
,
ℓ1 = −a22(a1 + b2),
ℓ2 = a2(2a
2
1 − a1b2 + 3a2b1),
ℓ3 = −
a1
(
2a21 − 3a1b2 + b22
)
2
− a2b1(5a1 − b2)
2
.
(4.6)
Lemma 4.4. Consider (4.1) where F is C2. Suppose
(4.2) and (4.3) are satisfied. Then
Pfocus(r) = −eλpiω r + eλpiω
(
e
λpi
ω + 1
)
χfocusr
2
+ o
(
r2
)
, (4.7)
Tfocus(r) =
π
ω
+O(r). (4.8)
Lemma 4.4 is proved in Appendix A via brute-force
asymptotic expansions of the flow. The result is used in
many places later in the paper, but the r2-term in (4.7)
is only required for HLBs 8 and 9.
As a simple demonstration of Lemma 4.4, consider the
system
x˙ = y − y2,
y˙ = −x, (4.9)
for which λ = 0 and ω = 1. Here χfocus = − 2k39 , where
k3 = − 32 . By Lemma 4.5, Pfocus(r) = −r + 2χfocusr2 +
o
(
r2
)
. Fig. 4.3 shows
√
Pfocus(r) + r (computed by nu-
merically simulating (4.9)) and we observe that its slope
at r = 0 indeed appears to be
√
2χfocus.
4.3. The return map about an invisible fold
Here we suppose
f(0, 0) = 0,
∂f
∂y
(0, 0) > 0, g(0, 0) < 0. (4.10)
If we consider (4.1) only in x > 0 and treat x = 0 as
a switching manifold, then the origin is an invisible fold
(see Definition 3.3) about which orbits rotate clockwise.
For any r > 0, let Pfold(r) be the y-value of the next
intersection of the forward orbit of (0, r) with x = 0, see
Fig. 4.2-b, and let Tfold(r) denote the corresponding evo-
lution time. These are well-defined for sufficiently small
values of r > 0. A brief calculation reveals that maxi-
mum x-value attained by the orbit travelling from (0, r)
to (0, Pfold(r)) is
∂f
∂y
(0,0)
2|g(0,0)| y
2+O
(
y3
)
. For this reason it is
helpful to perform asymptotic expansions in
√
x and y,
and so we write
f(x, y) = a1x+ a2y + a5y
2 +O
((√
x+ |y|)3),
g(x, y) = b0 + b2y +O
((√
x+ |y|)2), (4.11)
where the coefficients have been labelled in a way that is
consistent with other expressions in this paper. Notice
a2 > 0 and b0 < 0 by (4.10). Let
σfold =
a1
b0
+
b2
b0
− a5
a2
, (4.12)
and
0 0.1 0.2 0.3
0
0.1
0.2
r
√
Pfocus(r) + r
√
2χfocus r
FIG. 4.3. A numerical verification of Lemma 4.4 for the
system (4.9).
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χfold = −a1(a1 + b2)(a1 + 2b2)
b30
+
(a1 + b2)(4a1 + 3b2)
b20
σfold − 5(a1 + b2)
b0
σ2fold +
40
9
σ3fold
+
[
1
b0
(
a1
b0
− a5
a2
)
∂2f
∂x∂y
− 1
6a2
(
2a1
b0
+
2b2
b0
− 5a5
a2
)
∂3f
∂y3
+
a2
b20
(
a1
b0
+
b2
b0
)
∂g
∂x
+
1
2b0
(
a1
b0
− b2
b0
− 2a5
a2
)
∂2g
∂y2
− a2
b20
∂2f
∂x2
+
1
2b0
∂3f
∂x∂y2
− 1
8a2
∂4f
∂y4
− a2
b20
∂2g
∂x∂y
+
1
2b0
∂3g
∂y3
]∣∣∣∣
x=y=0
. (4.13)
Lemma 4.5. Consider (4.1) where F is C5 and suppose
(4.10) is satisfied. Then
Pfold(r) = −r + 2σfold
3
r2 − 4σ
2
fold
9
r3 +
2χfold
15
r4
+ o
(
r4
)
, (4.14)
Tfold(r) =
−2
b0
r +O
(
r2
)
. (4.15)
Lemma 4.5 is proved in Appendix A via brute-force
asymptotic expansions, except, for brevity, we have only
stated enough terms to obtain Pfold to second order. The
full expression (4.14) is obtained by simply including
more terms in the expansions. Indeed, while Lemma 4.5
is used below in several places, the r4-term in (4.14) is
only required for HLB 10.
It is interesting to note that quantity Pfold(r)+r
r
has
the same form as the Poincare´ map associated with a
Hopf bifurcation, or a perturbed centre more generally
[4, 54]. For (4.14) the O
(
(
√
x+ |y|)2
)
terms in f and
O
(
(
√
x+ |y|)1
)
terms in g behave like linear terms and
determine the value of σfold. If σfold = 0, then the r
2 and
r3 terms of (4.14) are both zero in the same way that the
first non-zero Lyapunov constant of a perturbed centre
corresponds to an odd power of r. For this reason the
next two orders of terms contribute to the value of χfold,
and so, in particular, both ∂g
∂x
and ∂
4f
∂y4
appear in (4.13).
0 0.2 0.4 0.6
0
0.2
0.4
r
(Pfold(r) + r)
1
4
(
2χfold
15
) 1
4
r
FIG. 4.4. A numerical verification of Lemma 4.5 for the
system (4.16).
As a minimal example, consider
x˙ = y − y4,
y˙ = −1, (4.16)
for which σfold = 0 and χfold = 3. By Lemma
4.5, Pfold(r) = −r + 2χfold15 r4 + o
(
r4
)
. Fig. 4.4 shows
(Pfold(r) + r)
1
4 (obtained by numerical simulation) and
its linear appromixation.
4.4. The return map for an affine system
Here we suppose (4.1) has the form[
x˙
y˙
]
=
[
a1x+ a2y
b0 + b1x+ b2y
]
, (4.17)
and derive a return map on x = 0 assuming that the
Jacobian matrix
A =
[
a1 a2
b1 b2
]
, (4.18)
has complex eigenvalues:
eig(A) = λ± iω, with λ ∈ R, ω > 0. (4.19)
The formulas obtained here are used in several places
below. This is because the dynamics near a BEB are
well-approximated by a piecewise-linear system, meaning
each smooth component is affine (linear plus a constant
term). For the affine systems below, we are always able
to find a coordinate change that removes the constant
term in the x˙ equation, as in (4.17). For HLBs 2 and 13
we require the eigenvalues of A to be real-valued. This
is remedied by using a purely imaginary value for ω, but
here we assume ω > 0.
The assumption ω > 0 ensures A is invertible, and so
(4.17) has the unique equilibrium[
x∗
y∗
]
=
κ
ω
[
a2
−a1
]
, (4.20)
where
κ =
b0ω
λ2 + ω2
. (4.21)
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Since the x˙ equation has no constant term and a2 6= 0 (a
consequence of ω > 0), if b0 6= 0 then the system has a
unique fold at the origin (treating x = 0 as a switching
manifold).
We now assume a2 > 0, so that for any r > 0 the for-
ward orbit of (0, r) immediately enters x > 0. For any
r > 0, we let Paffine(r) be the y-value of the next intersec-
tion of the forward orbit of (0, r) with x = 0. If this orbit
does not reintersect x = 0 we say Paffine(r) is undefined.
Also we let Taffine(r) denote the corresponding evolution
time. The functions Paffine and Taffine depend on a1, a2,
b0, b1, and b2, but, as we will see, they are completely
determined by the values of λ, ω, and b0. Accordingly
we write Paffine(r;λ, ω, b0) and Taffine(r;λ, ω, b0).
We cannot obtain an explicit closed form expression
for Taffine, so write Paffine and Taffine implicitly via the
auxiliary function
̺(s; ν) = 1− eνs(cos(s)− ν sin(s)), (4.22)
which was used effectively in Chapter VIII of [5]. Fig. 4.5
provides a plot of ̺(s; ν) for a typical value of ν > 0.
The function ̺ attains its local maximum and minimum
values at integer multiples of π because
∂̺
∂s
=
(
1 + ν2
)
eνs sin(s). (4.23)
For any ν > 0, we have ̺(s; ν) > 0 for all nonzero s ≤ π,
and there exists unique sˆ = sˆ(ν) ∈ (π, 2π) such that
̺(sˆ; ν) = 0. (4.24)
The case ν < 0 can be understood through the symmetry
relation ̺(−s,−ν) = ̺(s, ν).
Lemma 4.6. Consider (4.17) with a2 > 0 and b0 6=
0, and suppose (4.19) is satisfied. For all r > 0, T =
Taffine(r;λ, ω, b0) and P = Paffine(r;λ, ω, b0) satisfy
r =
−κe−λT̺(ωT ; λ
ω
)
sin(ωT )
, (4.25)
P =
κeλT̺
(
ωT ;− λ
ω
)
sin(ωT )
. (4.26)
0
-1
0
1
2
s
̺(s; ν)
−2π −π π sˆ 2π
FIG. 4.5. The auxiliary function (4.22) with ν = 0.1.
If b0 < 0 [b0 > 0] then
dT
dr
> 0 [dT
dr
< 0] for all r > 0;
also
dP
dr
=
r
P
e2λT . (4.27)
As r →∞, T → π
ω
and P
r
→ −eλpiω .
I) If b0 < 0, then as r → 0, T → 0 and P → 0.
II) If b0 > 0 and λ < 0, let rˆ = − b0ω eνsˆ(ν) sin(sˆ(ν)),
where ν = − λ
ω
. Then T (rˆ) = sˆ(ν)
ω
, P (rˆ) = 0, and
P is undefined for r ∈ (0, rˆ) (P is defined in all
other cases).
III) If b0 > 0 and λ > 0, then as r → 0, T → sˆ(ν)ω and
P → b0
ω
eνsˆ(ν) sin(sˆ(ν)), where ν = λ
ω
.
Lemma 4.6 is proved in Appendix A via direct calcu-
lations. There are three cases for the qualitative nature
of Taffine and Paffine, see Fig. 4.6 (this ignores the special
case λ = 0). If b0 < 0, we say Taffine and Paffine are of
Type I. The equilibrium (x∗, y∗) lies in x < 0, so (x∗, y∗)
is virtual and the origin is an invisible fold (in the con-
text of the Filippov system (3.1)). If b0 > 0 and λ < 0,
we say Taffine and Paffine are of Type II. Here (x
∗, y∗) is
an admissible stable focus and the origin is a visible fold.
For all r ∈ (0, rˆ), Paffine is undefined because the forward
orbit of (0, r) converges to (x∗, y∗) without reintersect-
ing x = 0. Finally if b0 > 0 and λ > 0, we say Taffine
and Paffine are of Type III. Here (x
∗, y∗) is an admissible
unstable focus and the origin is a visible fold.
Lemma 4.6 assumes b0 6= 0. If b0 = 0, then Paffine
and Taffine are well-defined, but the formulas (4.25) and
(4.26) are ill-posed because they are of the form 00 . In
this case we can use Lemma 4.4. Taking r →∞ is anal-
ogous to taking b0 → 0, and for this reason the r → ∞
asymptotics in Lemma 4.6 match the leading order terms
of (4.7) and (4.8).
5. BOUNDARY EQUILIBRIUM
BIFURCATIONS IN CONTINUOUS SYSTEMS
Here we consider piecewise-smooth systems of the form
[
x˙
y˙
]
=
{
FL(x, y;µ), x ≤ 0,
FR(x, y;µ), x ≥ 0.
(5.1)
The non-strict inequalities mean that FL(0, y;µ) =
FR(0, y;µ), for all values of y and µ. That is (5.1) is
continuous on x = 0 and does not exhibit sliding motion.
As the value of µ is varied, a BEB (boundary equilib-
rium bifurcation) occurs when a regular equilibrium col-
lides with x = 0. For clarity, let us suppose the bifurca-
tion occurs at the origin when µ = 0. For the continuous
system (5.1), at µ = 0 the origin is a regular equilibrium
of both left and right half-systems. Assuming certain
genericity conditions are satisfied, each half-system has
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x
y
(0, Paffine(r))
(0, r)
Type I: b0 < 0
x
y
(0, Paffine(r))
(0, rˆ)
(0, r)
Type II: b0 > 0, λ < 0
x
y
(0, Paffine(r))
(0, r)
Type III: b0 > 0, λ > 0
FIG. 4.6. Phase portraits of the affine system (4.17). The return map Paffine conforms to one of three types, see Lemma 4.6.
a unique regular equilibrium locally. Each equilibrium is
admissible for either small µ < 0 or small µ > 0 (we say
the equilibrium is admissible for ‘one sign of µ’). Conse-
quently there are two cases: the equilibria may be admis-
sible for different signs of µ (called persistence because a
single equilibrium appears to persist) or the same sign of
µ (called a nonsmooth-fold as it resembles a saddle-node
bifurcation) [42, 172]. The distance of each equilibrium
from x = 0 is asymptotically proportional to |µ|.
Other invariant sets can be created in BEBs [120, 121].
These include limit cycles (as discussed below) and, for
systems of three or more dimensions, chaotic sets [47,
173]. The diameter of all bounded invariant sets (except
equilibria) is asymptotically proportional to |µ|.
For two-dimensional systems, equilibria and limit cy-
cles are the only possible bounded invariant sets and
there are ten topologically distinct BEBs (assuming
genericity). These can be grouped into the following five
scenarios: (i) persistence with the equilibria being of the
same stability, (ii) persistence with different stability, (iii)
persistence with different stability and a limit cycle, (iv)
nonsmooth-fold, and (v) nonsmooth-fold with a limit cy-
cle, see [172, 183]. We view scenario (iii) as Hopf-like, for
which there are two topologically distinct cases. Either
both equilibria are foci, HLB 1, or one is a focus and the
other is a node, HLB 2. In both cases one equilibrium
is attracting and the other is repelling. For HLB 1, the
stability of the limit cycle is determined by the sign of
λL
ωL
+ λR
ωR
, where the eigenvalues associated with the equi-
libria are λL±iωL and λR±iωR. For HLB 2, the stability
of the limit cycle is the same as that of the node. In both
cases the stability of the limit cycle is the same as the
stability of the origin when µ = 0 (an important stability
problem for many switched control systems [20, 43]).
In a neighbourhood of a BEB, the system is approxi-
mately piecewise-linear. The local behaviour of the BEB
is in part governed by global properties of the piecewise-
linear approximation. As a result, in the limit µ→ 0 the
limit cycle for HLBs 1 and 2 is a rather irregular union
of orbit segments of the left and right half-systems. Also
the formula for the period of the limit cycle is not simple
and can only be stated implicitly, see (5.7).
The earliest rigorous analyses of HLBs appear to be for
piecewise-linear systems. In Chapter VIII of [5] a limit
cycle is identified in a piecewise-linear model of a valve
generator by constructing a Poincare´ map (there called a
point transformation) and using the auxiliary function ̺
(4.22). This model is actually Filippov; it is given below
as an example in §6.2 and described also in [203].
Motivated by circuit systems [28, 29], Lum and Chua
[139] performed an extensive analysis of two-dimensional
piecewise-linear continuous ODE systems. For certain
scenarios they were able to prove the existence of an at-
tracting annulus and conjectured that within the annulus
there exists a unique stable limit cycle. This was subse-
quently proved by Friere and coworkers in [64] by re-
ducing the number of parameters in the equations, using
the function ̺, and meticulously considering all possible
cases for the nature of the equilibria. For piecewise-linear
systems they established HLB 1 in [67] and HLB 2 in [64].
If (5.1) is not piecewise-linear, then robust dynamics of
its piecewise-linear approximation are exhibited by (5.1)
near the BEB [42, 172]. Intuitively, hyperbolic limit cy-
cles are robust phenomena, but this needs to be proved.
This was achieved in [181] by demonstrating that the
limit cycle can be expressed as a hyperbolic fixed point
of a smooth Poincare´ map, except their proof lacks the
necessary scaling to apply the IFT correctly (this is fixed
in the proof in Appendix B).
5.1. The focus/focus case — HLB 1
For each J ∈ {L,R}, we write
FJ (x, y;µ) =
[
fJ(x, y;µ)
gJ(x, y;µ)
]
, (5.2)
and suppose
fJ(0, 0; 0) = gJ(0, 0; 0) = 0, (5.3)
so that the origin is a boundary equilibrium when µ = 0.
We suppose the origin is an unstable focus of the left
half-system and a stable focus of the right half-system,
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that is
eig(DFL(0, 0; 0)) = λL ± iωL , with λL > 0, ωL > 0,
eig(DFR(0, 0; 0)) = λR ± iωR , with λR < 0, ωR > 0.
(5.4)
Locally each half-system has a unique equilibrium with
an x-value equal to −βµ
λ2J+ω
2
J
+O
(
µ2
)
, where
β =
(
∂fL
∂µ
∂gL
∂y
− ∂gL
∂µ
∂fL
∂y
)∣∣∣∣
x=y=µ=0
. (5.5)
Here we have used the continuity of (5.1) (the derivatives
of FL in (5.5) are the same for FR). Consequently β 6=
0 is the transversality condition for HLB 1. Below we
assume β > 0 without loss of generality. As mentioned
above the stability of the limit cycle emanating from the
origin is determined by the sign of
α =
λL
ωL
+
λR
ωR
. (5.6)
Recall ΩL and ΩR denote the left and right half-planes,
see (3.2).
Theorem 5.1 (HLB 1). Consider (5.1) where FL and
FR are C
2. Suppose (5.3) and (5.4) are satisfied and
β > 0. In a neighbourhood of (x, y;µ) = (0, 0; 0),
i) there exists a unique stationary solution: a stable
focus in ΩR for µ < 0, and an unstable focus in ΩL
for µ > 0,
ii) if α < 0 [α > 0] there exists a unique stable [un-
stable] limit cycle for µ > 0 [µ < 0], and no limit
cycle for µ < 0 [µ > 0].
The minimum and maximum x and y-values of the limit
cycle are asymptotically proportional to |µ|, and its period
is T = TL + TR +O(µ) where TL and TR satisfy
ωLG
(
ωLTL;−λLωL
)
λ2L + ω
2
L
+
ωRG
(
ωRTR;
λR
ωR
)
λ2R + ω
2
R
= 0,
ωLG
(
ωLTL;
λL
ωL
)
λ2L + ω
2
L
+
ωRG
(
ωRTR;−λRωR
)
λ2R + ω
2
R
= 0,
(5.7)
and G(s; ν) = e
−νs̺(s;ν)
sin(s) , where ̺ is the auxiliary function
(4.22).
HLB 1 is exhibited by the McKean neuron model: a
piecewise-linear version of the Fitzhugh-Nagumo model
for an excitable neuron [148]. Following [33] we write the
model as
v˙ = q(v)− w + I,
w˙ = b(v − cw), (5.8)
where v represents membrane voltage, w is an effective
gating variable, and
q(v) =


−v, v ≤ a2 ,
v − a, a2 ≤ v ≤ a+12 ,
1− v, v ≥ a+12 .
(5.9)
The function q mimics the cubic caricature of the
Fitzhugh-Nagumo model. The McKean model is one of
many piecewise-linear models of neuron dynamics. As a
general rule the dynamics of these models may not match
experimentally observed dynamics with as much quanti-
tative accuracy as more sophisticated high-dimensional
models, but they often fit qualitatively and are amenable
to an exact analysis [41, 168, 190]. This is particularly
helpful for understanding neural networks [33–35].
Here we treat the external stimulus I as a bifurcation
parameter. With the remaining parameter values fixed
at
a = 0.25, b = 0.5, c = 0.5, (5.10)
a subcritical HLB 1 occurs at I = 0.375, see Fig. 5.1. As
the value of I is decreased through I = 0.375 an unstable
focus in a2 < v <
a+1
2 collides with the switching manifold
v = a2 when I = 0.375 and transitions to a stable focus
in v < a2 . The eigenvalues associated with the foci are
0.3750± 0.3307i and −0.6250± 0.5995i (to four decimal
places). Thus α ≈ 0.0913 > 0 and so an unstable limit
cycle is created. As the value of I is decreased further,
the unstable limit cycle undergoes a grazing bifurcation
with the other switching manifold, v = a+12 , and is very
shortly followed by a saddle-node bifurcation at which
the limit cycle collides and annihilates with a coexisting
stable limit cycle. In summary, a subcritical HLB 1 and a
saddle-node bifurcation of limit cycles bound a small in-
terval of bistability. With smaller values of b the McKean
model exhibits HLB 2.
5.2. The focus/node case — HLB 2
We now suppose that the origin is a stable node of the
right half-system when µ = 0. We write the eigenvalues
as
eig(DFL(0, 0; 0)) = λL ± iωL , with λL > 0, ωL > 0,
eig(DFR(0, 0; 0)) = λR ± ηR , with 0 < ηR < −λR .
(5.11)
Theorem 5.2 (HLB 2). Consider (5.1) where FL and
FR are C
2. Suppose (5.3) and (5.11) are satisfied and
β > 0. In a neighbourhood of (x, y;µ) = (0, 0; 0),
i) there exists a unique stationary solution: a stable
node in ΩR for µ < 0, and an unstable focus in ΩL
for µ > 0,
ii) there exists a unique stable limit cycle for µ > 0,
and no limit cycle for µ < 0.
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FIG. 5.1. An illustration of HLB 1 for the McKean neuron model (5.8) with (5.10). By decreasing the value of I an unstable
focus collides with the switching manifold v = a
2
when I = 0.375 where it turns into a stable focus and emits an unstable limit
cycle. The limit cycle subsequently undergoes a saddle-node bifurcation and becomes a stable relaxation oscillation.
The minimum and maximum x and y-values of the limit
cycle are asymptotically proportional to µ, and its period
is T = TL + TR + O(µ) where TL and TR satisfy (5.7)
using ωR = iηR.
Notice how Theorem 5.2 contains no criticality con-
stant α. The stability of the limit cycle is determined
from our assumption that the focus is unstable and the
node is stable. The case of a stable focus and an unstable
node (giving an unstable limit cycle) can be treated via
time-reversal.
To illustrate HLB 2 we consider the reduced ocean cir-
culation model of [167]:
˙¯y = µ¯− y¯ −Ay¯|y¯ − 1|,
˙¯µ = δ0(λ − y¯).
(5.12)
This is equation (18) of [167] except bars have been added
to the variables to avoid confusion with the present no-
tation. The variable y¯ represents the difference in the
salinity of the ocean near the equator from that near the
poles, and µ¯ is a forcing ratio. The parameters λ, A, and
δ0 each take positive real values.
The model is a reduced version of a box model of ocean
circulation developed by Stommel [186]. The circulation
is assumed to occur between two regions (boxes): one
equatorial and one polar. The regions are assumed to be
well-mixed, so the dynamics in the regions is assumed to
depend on the magnitude of the circulation, but not its
direction. This manifests as |y¯ − 1| in (5.12) making the
model piecewise-smooth.
The system exhibits a BEB when λ = 1, see Fig. 5.2.
With λ > 1 there is a stable node in y¯ > 1, and if 1 <
A < 1 + 2
√
δ0, then with λ < 1 there is an unstable
focus in y¯ < 1. In this case an instance of HLB 2 occurs
at λ = 1 and so a stable limit cycle is created. For
the parameter values of Fig. 5.2, the focus subsequently
changes stability at λ = 2122 ≈ 0.9545. Here the limit
cycle is destroyed in a degenerate fashion (at λ = 2122
there exists an uncountable family of periodic orbits). If
the value of A is increased past 1 + 2
√
δ0 the unstable
focus changes to an unstable node and a large amplitude
limit cycle is created in the BEB at λ = 1. Related to
this, HLB 2 has been well-documented in PWL systems
in the context of canards [40, 59, 163, 179].
6. BOUNDARY EQUILIBRIUM
BIFURCATIONS IN FILIPPOV SYSTEMS
Here we consider Filippov systems of the form[
x˙
y˙
]
=
{
FL(x, y;µ), x < 0,
FR(x, y;µ), x > 0,
(6.1)
and write
FJ (x, y;µ) =
[
fJ(x, y;µ)
gJ(x, y;µ)
]
, (6.2)
for each J ∈ {L,R}.
Let us suppose an equilibrium of the left half-system
collides with x = 0 at the origin when µ = 0. Since
FL and FR are essentially independent, we would expect
that the origin is not an equilibrium of the right half-
system when µ = 0. In this way, generic BEBs of Filip-
pov systems are different to those of continuous systems
(described in §5). But as with continuous systems locally
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FIG. 5.2. An illustration of HLB 2 for ocean circulation model (5.12) with A = 1.1 and δ0 = 0.01. By decreasing the value of
λ a stable node collides with the switching manifold y¯ = 1 when λ = 1 where it turns into an unstable focus and emits a stable
limit cycle.
there are exactly two equilibria: the regular equilibrium
and a pseudo-equilibrium, and these coincide at the bifur-
cation. The equilibria are either admissible for different
signs of µ (persistence) or the same sign of µ (nonsmooth-
fold) [42, 175]. The distance of each equilibrium from the
origin, and the diameter of any other bounded invariant
set created in the bifurcation, is asymptotically propor-
tional to |µ|.
For two-dimensional systems there are 12 topologically
distinct BEBs (assuming genericity) [75, 89]. Of these,
only one is Hopf-like in that it corresponds to persistence
and creates a local limit cycle. This is HLB 3, called
BF3 in [117], see §6.1. In §6.2 we consider the degenerate
case that the origin is also an equilibrium of the right
half-system at µ = 0 (HLB 4) as this occurs in some
applications.
6.1. The generic case — HLB 3
We suppose that the origin is an unstable focus of the
left half-system of (6.1) when µ = 0, that is
fL(0, 0; 0) = gL(0, 0; 0) = 0, (6.3)
and
eig(DFL(0, 0; 0)) = λL ± iωL , with λL > 0, ωL > 0.
(6.4)
Locally the left half-system has a unique equilibrium with
an x-value of −βµ
λ2
L
+ω2
L
+O
(
µ2
)
, where
β =
(
∂fL
∂µ
∂gL
∂y
− ∂gL
∂µ
∂fL
∂y
)∣∣∣∣
x=y=µ=0
, (6.5)
which is identical to (5.5).
Since λL > 0, for a limit cycle to be created at µ = 0
we require a0R < 0 where
a0R = fR(0, 0; 0). (6.6)
Then, near the origin, the switching manifold is the union
of an attracting sliding region, a crossing region, and
a fold (or boundary focus when µ = 0). By evaluat-
ing the sliding vector field (3.7) when µ = 0, we obtain
gslide(y; 0) =
γ
−a0R y +O
(
y2
)
, where
γ =
(
∂fL
∂y
gR − ∂gL
∂y
fR
)∣∣∣∣
x=y=µ=0
. (6.7)
In the following theorem we assume γ < 0 so that the
BEB corresponds to persistence. If instead γ > 0 then
the BEB is a nonsmooth-fold and a limit cycle may be
created, this is BF1 in [117]. In some sense the case γ > 0
occurs more naturally: if DFL(0, 0; 0) is in real Jordan
form and orbits in ΩR approach x = 0 at right angles to
x = 0, then γ > 0. To have γ < 0 the vector field FR
needs to be directed so that it overcomes the instability
produced by the unstable focus.
Theorem 6.1 (HLB 3). Consider (6.1) where FL and
FR are C
2. Suppose (6.3) and (6.4) are satisfied, β >
0, fR(0, 0; 0) < 0, and γ < 0. In a neighbourhood of
(x, y;µ) = (0, 0; 0),
i) there exists a unique stationary solution: a stable
pseudo-equilibrium for µ < 0, and an unstable focus
in ΩL for µ > 0,
ii) there exists a unique stable limit cycle for µ > 0,
and no limit cycle for µ < 0.
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The minimum x-value and minimum and maximum y-
values of the limit cycle are asymptotically proportional
to µ, and its period is T = TL + Tslide +O(µ) where
TL =
1
ωL
sˆ
(
λL
ωL
)
,
Tslide =
a0R
γ
ln
(
1− γ
a0RωL
e
λL
ωL
sˆ
(
λL
ωL
)
sin
(
sˆ
(
λL
ωL
)))
,
(6.8)
and sˆ is defined in §4.4.
While HLB 3 has been well understood for some time
through qualitative studies such as [117], the proof in
Appendix B is possibly the first quantitative analysis of
HLB 3 that accommodates nonlinear terms in FL and
FR. The limit cycle involves motion in ΩL of duration
tL(µ) = TL + O(µ) and a segment of sliding motion of
duration tslide(µ) = Tslide + O(µ). If (6.1) is piecewise-
linear then tL(µ) is independent of µ but tslide(µ) is, in
general, not. This is because the sliding vector field (3.7)
is nonlinear.
To illustrate HLB 3, we consider the predator-prey
model of [202]:
x˙ = rx
(
1− x
K
)
− q(x)y,
y˙ = (kq(x)− δ)y,
(6.9)
where x(t) and y(t) denote the prey and predator popu-
lations respectively. Also
q(x) =
{
0, x < Rc ,
bx
1+bhx , x > Rc ,
(6.10)
and all other quantities are positive constants. In the
limit K → ∞ (K is the carrying capacity of the prey)
the system reduces to the Gause predator-prey model
[72] for which the prey is a yeast and the predator is
a certain single-celled organism. The Gause model is
Lotka-Volterra with a Holling type II functional response
[16]. It assumes that when the yeast population is below
a threshold Rc the yeast forms a sediment and cannot be
consumed by the organisms. For this reason the model
is Filippov. Interestingly its conception and initial study
predates the fundamental work of Filippov [61]. For mod-
ern studies of the Gause model refer to [118, 187].
Fig. 6.1 illustrates the dynamics of (6.9) using
Rc = 16, r = 1, h = 1,
k = 0.45, δ = 0.36, K = 50,
(6.11)
and b as a bifurcation parameter. As the value of b is
decreased, a stable pseudo-equilibrium turns into an un-
stable focus at b = 0.25 (an instance of HLB 3). The
resulting limit cycle involves one segment of sliding mo-
tion until a grazing-sliding bifurcation [45, 46, 101] occurs
at b ≈ 0.1831. The limit cycle is subsequently destroyed
in a supercritical Hopf bifurcation at b = 0.18.
6.2. A degenerate case — HLB 4
For (6.1) with µ = 0, we now suppose the origin is an
unstable focus for the left half-system and a stable focus
for the right half-system, that is
fL(0, 0; 0) = gL(0, 0; 0) = fR(0, 0; 0) = gR(0, 0; 0) = 0,
(6.12)
and
eig(DFL(0, 0; 0)) = λL ± iωL , with λL > 0, ωL > 0,
eig(DFR(0, 0; 0)) = λR ± iωR , with λR < 0, ωR > 0.
(6.13)
Locally, each half-system has a unique equilibrium (a fo-
cus) and its direction of rotation is determined by the
sign of
a2J =
∂fJ
∂y
(0, 0; 0). (6.14)
If a2J > 0, rotation is clockwise; if a2J < 0, rotation
is anticlockwise. Note that a2J 6= 0 is a consequence of
(6.13) and has the opposite sign to ∂gJ
∂x
(0, 0; 0) (which
could instead be used to characterise the direction of ro-
tation). In order to have a Hopf-like bifurcation we as-
sume a2La2R > 0 so that the foci have the same direction
of rotation (for HLB 1 this property follows automati-
cally from the continuity of the system on the switching
manifold).
As in §5.1, let
α =
λL
ωL
+
λR
ωR
. (6.15)
Here we show that if α < 0 (so that the origin is stable
when µ = 0) and, locally, there is no attracting sliding re-
gion when the unstable focus is admissible, then a unique
stable limit cycle is created. We call this HLB 4; it gener-
alises HLB 1 to Filippov systems. The analogous creation
of an unstable limit cycle can be understood by reversing
time. The assumption of no attracting sliding region is
sufficient, but not necessary, to ensure uniqueness of the
limit cycle. Without this assumption up to three limit
cycles can be created simultaneously [15, 69, 92], see also
[84, 93, 94].
The x-values of the foci are −βJµ
λ2J+ω
2
J
+O
(
µ2
)
, where
βJ =
(
∂fJ
∂µ
∂gJ
∂y
− ∂gJ
∂µ
∂fJ
∂y
)∣∣∣∣
x=y=µ=0
. (6.16)
Thus the condition βLβR > 0 ensures the foci are admis-
sible for different signs of µ. In view of the replacement
µ 7→ −µ, we assume βL > 0 and βR > 0. Then the
unstable focus is admissible (in ΩL) when µ > 0.
Locally the left half-system has a unique visible fold
when µ > 0. At this fold fR(0, y;µ) =
γ
a2L
µ + O
(
µ2
)
,
where
γ =
(
∂fL
∂y
∂fR
∂µ
− ∂fL
∂µ
∂fR
∂y
)∣∣∣∣
x=y=µ=0
. (6.17)
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FIG. 6.1. An illustration of HLB 3 for the Gause predator-prey model with finite prey carrying capacity, (6.9)–(6.11). By
decreasing the value of b a stable pseudo-equilibrium reaches a boundary of its sliding region when b = 0.25 where it turns into
an unstable focus and emits a stable limit cycle involving one sliding segment.
Hence if a2Lγ > 0 then the fold bounds a crossing region
and a repelling sliding region. Thus a2Lγ > 0 produces
the desired assumption for the absence of an attracting
sliding region. This condition also accommodates the
case α > 0 and below we also allow γ = 0.
Theorem 6.2 (HLB 4). Consider (6.1) where FL and
FR are C
2. Suppose (6.12) and (6.13) are satisfied,
a2La2R > 0, βL > 0, βR > 0, and a2Lγ ≥ 0. In a
neighbourhood of (x, y;µ) = (0, 0; 0),
i) there exists a stable focus in ΩR for µ < 0, and an
unstable focus in ΩL for µ > 0,
ii) if α < 0 [α > 0] there exists a unique stable [un-
stable] limit cycle for µ > 0 [µ < 0], and no limit
cycle for µ < 0 [µ > 0].
The minimum and maximum x and y-values of the limit
cycle are asymptotically proportional to |µ|, and its period
is T = TL + TR +O(µ) where TL and TR satisfy
γ
a2La2R
=
βLωL
a2L(λ2L + ω
2
L)
G
(
ωLTL;−λL
ωL
)
+
βRωR
a2R(λ2R + ω
2
R)
G
(
ωRTR;
λR
ωR
)
,
−γ
a2La2R
=
βLωL
a2L(λ2L + ω
2
L)
G
(
ωLTL;
λL
ωL
)
+
βRωR
a2R(λ2R + ω
2
R)
G
(
ωRTR;−λR
ωR
)
,
(6.18)
where G(s; ν) = e
−νs̺(s;ν)
sin(s) , and ̺ is the auxiliary function
(4.22).
Theorem 6.2 is proved for piecewise-linear systems in
[176] and in general in Appendix B. As shown in [176],
there can exist pseudo-equilibria but this only seems to
occur over a relatively small fraction of parameter space.
The following equations model a valve generator (a
simple electrical circuit):
x˙ = y,
y˙ =
{
−x− 2h1y, x < a,
−x+ 2h2y, x > a.
(6.19)
With a = −1 this is equation (8.5) of [5] (a similar ex-
ample is presented in Section 2.1 of [143]). The equa-
tions (6.19) are non-dimensionalised, where x(t) repre-
sents voltage, and h1 and h2 are combinations of certain
circuit parameters. In [5] it is shown that (6.19) has a
unique stable limit cycle when a = −1, h1 > h2, and
0 < h2 < 1. Here we allow a to vary so that we can ob-
serve the limit cycle being created in an instance of HLB
4, see Fig. 6.2.
Assuming 0 < h1 < 1 and 0 < h2 < 1 (so that the
equilibria are foci of opposite stability), (6.19) has a BEB
in accordance with Theorem 6.2 when a = 0. Here α =
h2√
1−h22
− h1√
1−h21
, thus h1 > h2 implies α < 0 and hence
a stable limit cycle. Also γ = 0 because (6.19) has no
sliding regions.
7. SLIPPING FOCI AND FOLDS IN FILIPPOV
SYSTEMS
In this section we suppose that each half-system of
(6.1) has either a focus or an invisible fold on x = 0 for all
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FIG. 6.2. An illustration of HLB 4 for the valve generator model (6.19) with h1 = 0.6 and h2 = 0.3. By decreasing the value
of a, a stable focus collides with the switching manifold x = a when a = 0 where it turns into an unstable focus and emits a
stable limit cycle.
values of µ in a neighbourhood of 0 (see already Fig. 7.1).
So that a limit cycle may be created, we suppose that
orbits near these points involve the same direction of ro-
tation. We further suppose that these points ‘slip’ along
x = 0 as µ is varied and collide when µ = 0. There are
three cases: both points are foci, HLB 5, one point is a
focus and the other is a fold, HLB 6, and both points
are folds, HLB 7. The third case (called II2 in [117]) is a
generic codimension-one bifurcation for two-dimensional
Filippov systems. It occurs, for instance, with on/off
PD control of an inverted pendulum [109] (see §7.3), a
similar automatic pilot model [5], and Welander’s ocean
convection model [119].
In each case, a sliding region shrinks to a point (at µ =
0) and changes from attracting to repelling. The creation
of a limit cycle in this fashion is called a pseudo-Hopf
bifurcation in [117]. Transversality and non-degeneracy
conditions for these bifurcations were derived in [24] for
piecewise-linear systems. Here we generalise these results
to allow nonlinear terms in FL and FR. These terms
only affect the qualitative behaviour of the bifurcation in
the two-fold case. For analogous bifurcations involving
visible folds, see [117, 188].
7.1. The focus/focus case — HLB 5
Here we suppose that for all values of µ in a neighbour-
hood of 0, the left and right half-systems of (6.1) have
equilibria at (x, y) = (0, ξL(µ)) and (x, y) = (0, ξR(µ)),
x
y
(0, ξL)
(0, ξR)
Γ
FIG. 7.1. A typical phase portrait of the Filippov system
(6.1) subject to the assumptions of Theorem 7.1 with small
µ > 0. The points (0, ξL) and (0, ξR) are boundary foci. The
direction of sliding motion on Γ is governed by the sign of γ,
(7.6).
respectively. That is,
fL(0, ξL(µ);µ) = 0, fR(0, ξR(µ);µ) = 0,
gL(0, ξL(µ);µ) = 0, gR(0, ξR(µ);µ) = 0,
(7.1)
for all sufficiently small µ ∈ R. We suppose that the
equilibria coincide at the origin when µ = 0, that is
ξL(0) = ξR(0) = 0. (7.2)
We suppose (0, ξL(µ)) is an unstable focus and (0, ξR(µ))
is a stable focus, that is
eig(DFL(0, 0; 0)) = λL ± iωL , with λL > 0, ωL > 0,
eig(DFR(0, 0; 0)) = λR ± iωR , with λR < 0, ωR > 0,
(7.3)
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FIG. 7.2. An illustration of HLB 5 for (7.7) with λL = 0.1 and λR = −0.5. By increasing the value of µ two boundary foci
collide causing an attracting sliding region to shrink to a point and reappear as a repelling sliding region and producing a stable
limit cycle.
and that the foci have the same direction of rotation.
To simplify the µ-dependence we assume (without loss
of generality) that both foci have clockwise rotation,
Fig. 7.1. That is, ∂fL
∂y
(0, 0; 0) > 0 and ∂fR
∂y
(0, 0; 0) > 0.
As with HLBs 1 and 4, the sign of
α =
λL
ωL
+
λR
ωR
, (7.4)
governs the stability of the origin when µ = 0.
The distance between the foci is |βµ|+O(µ2), where
β =
(
dξL
dµ
− dξR
dµ
)∣∣∣∣
µ=0
, (7.5)
thus β 6= 0 is the transversality condition for HLB
5. Let Γ ⊂ R2 be the subset of the switching man-
ifold bounded by the foci, see Fig. 7.1. Notice Γ is
a sliding region on which motion is governed by (3.7).
With the above assumptions the numerator of (3.7) is
γ(y − ξL(µ))(y − ξR(µ)), plus higher order terms, where
γ =
(
∂fL
∂y
∂gR
∂y
− ∂fR
∂y
∂gL
∂y
)∣∣∣∣
x=y=µ=0
. (7.6)
Theorem 7.1 (HLB 5). Consider (6.1) where FL and
FR are C
1. Suppose (7.1) and (7.2) are satisfied,
where ξL and ξR are C
1. Suppose (7.3) is satisfied,
∂fL
∂y
(0, 0; 0) > 0, ∂fR
∂y
(0, 0; 0) > 0, and β > 0. In a neigh-
bourhood of (x, y;µ) = (0, 0; 0),
i) Γ is an attracting sliding region for µ < 0 (and if
γ < 0 [γ > 0] then (0, ξR(µ)) [(0, ξL(µ))] is sta-
ble while (0, ξL(µ)) [(0, ξR(µ))] is unstable) and a
repelling sliding region for µ > 0,
ii) if α < 0 [α > 0] there exists a unique stable [un-
stable] limit cycle for µ > 0 [µ < 0], and no limit
cycle for µ < 0 [µ > 0].
The minimum and maximum x and y-values of the limit
cycle are asymptotically proportional to |µ|, and the pe-
riod limits to π
ωL
+ π
ωR
as µ→ 0.
As an example consider
[
x˙
y˙
]
=


[
λLx+ y
−x+ λLy
]
, x < 0,[
λRx+ y + µ
−x+ λR(y + µ)
]
, x > 0.
(7.7)
which satisfies the conditions of Theorem 7.1 when λL >
0 and λR < 0. Specifically we have ξL(µ) = 0 and
ξR(µ) = −µ, thus β = 1. Also α = λL + λR and
γ = λR − λL < 0. Fig. 7.2 shows a bifurcation dia-
gram and representative phase portraits using values of
λL and λR for which α < 0.
7.2. The focus/fold case — HLB 6
Now suppose that for all values of µ in a neighbourhood
of 0 the left half-system has a focus at the origin. That
is,
fL(0, 0;µ) = 0, gL(0, 0;µ) = 0, (7.8)
and
eig(DFL(0, 0; 0)) = λL ± iωL , with λL ∈ R, ωL > 0.
(7.9)
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FIG. 7.3. An illustration of HLB 6 for (7.14) with λL = 1. By decreasing the value of µ a boundary focus and invisible fold
collide causing an repelling sliding region to shrink to a point and reappear as an attracting sliding region and producing an
unstable limit cycle.
In order for the right half-system to have a fold at the
origin when µ = 0 we suppose
fR(0, 0; 0) = 0. (7.10)
As with HLB 5 we suppose ∂fL
∂y
(0, 0; 0) > 0 and
∂fR
∂y
(0, 0; 0) > 0 so that both half-systems involve clock-
wise rotation. Then gR(0, 0; 0) < 0 ensures the fold is
invisible. Locally the right half-system has a unique fold
at (x, y) = (0, ζR(µ)), where
dζR
dµ
(0) = −
∂fR
∂µ
(0, 0; 0)
∂fR
∂y
(0, 0; 0)
. (7.11)
It follows that the transversality condition for HLB 6 is
β 6= 0, where
β =
∂fR
∂µ
(0, 0; 0). (7.12)
Let Γ ⊂ R2 be the subset of the switching manifold
bounded by the focus (0, 0) and the fold (0, ζR(µ)). When
µ = 0 the stability of the origin is governed by the sign
of
α = λL , (7.13)
as can be seen by composing the return maps (4.7) and
(4.14).
Theorem 7.2 (HLB 6). Consider (6.1) where FL and
FR are C
1. Suppose (7.8), (7.9), and (7.10) are satisfied,
∂fL
∂y
(0, 0; 0) > 0, ∂fR
∂y
(0, 0; 0) > 0, gR(0, 0; 0) < 0, and
β > 0. In a neighbourhood of (x, y;µ) = (0, 0; 0),
i) the origin is the unique stationary solution and is
stable for µ < 0 and unstable for µ > 0 (Γ is an
attracting sliding region for µ < 0 and a repelling
sliding region for µ > 0),
ii) if α < 0 [α > 0] there exists a unique stable [un-
stable] limit cycle for µ > 0 [µ < 0], and no limit
cycle for µ < 0 [µ > 0].
The maximum x-value of limit cycle is asymptotically
proportional to µ2, the minimum x-value and minimum
and maximum y-values of the limit cycle are asymptoti-
cally proportional to |µ|, and the period limits to π
ωL
as
µ→ 0.
As a minimal example consider
[
x˙
y˙
]
=


[
λLx+ y
−x+ λLy
]
, x < 0,[
y + µ
−1
]
, x > 0,
(7.14)
which satisfies the conditions of Theorem 7.2. Fig. 7.3
shows representative phase portraits and a bifurcation
diagram using λL = 1 (here α > 0 so an unstable limit
cycle is created).
7.3. The two-fold case — HLB 7
Here we suppose both half systems of (6.1) have a
clockwise-rotating invisible fold at the origin when µ = 0.
That is,
fL(0, 0; 0) = fR(0, 0; 0) = 0, (7.15)
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FIG. 7.4. Phase portraits and a bifurcation diagram of the controlled pendulum model (7.19) with (7.20). The system is
symmetric and exhibits two instances of HLB 7 at b = 0. For each instance, by increasing the value of b two invisible folds
collide causing an attracting sliding region to shrink to a point and reappear as a repelling sliding region and producing a stable
limit cycle.
and ∂fL
∂y
(0, 0; 0) > 0, ∂fR
∂y
(0, 0; 0) > 0, gL(0, 0; 0) > 0 and
gR(0, 0; 0) < 0. The folds persist for small µ 6= 0 and the
distance between them is |βµ|+O(µ2), where
β =
(
∂fR
∂µ
∂fR
∂y
−
∂fL
∂µ
∂fL
∂y
)∣∣∣∣
x=y=µ=0
. (7.16)
Let Γ be the subset of x = 0 bounded by the two folds.
Also let
α = (σfold,L − σfold,R)|µ=0 , (7.17)
where (4.12) is evaluated for both left and right half-
systems as indicated in (7.17) with subscripts.
Theorem 7.3 (HLB 7). Consider (6.1) where FL and
FR are C
2. Suppose (7.15) is satisfied, ∂fL
∂y
(0, 0; 0) > 0,
∂fR
∂y
(0, 0; 0) > 0, gL(0, 0; 0) > 0, gR(0, 0; 0) < 0, and
β > 0. In a neighbourhood of (x, y;µ) = (0, 0; 0),
i) there exists a unique stationary solution: a pseudo-
equilibrium in Γ that is stable for µ < 0 and unsta-
ble for µ > 0 (Γ is an attracting sliding region for
µ < 0 and a repelling sliding region for µ > 0),
ii) if α < 0 [α > 0] there exists a unique stable [un-
stable] limit cycle for µ > 0 [µ < 0], and no limit
cycle for µ < 0 [µ > 0].
The minimum and maximum x-values of the limit cycle
are asymptotically proportional to |µ|, and the minimum
and maximum y-values of the limit cycle are asymptoti-
cally proportional to
√
|µ|, and its period is
T =
(
2
gL(0, 0; 0)
− 2
gR(0, 0; 0)
)√−3βµ
α
+ o(
√
µ).
(7.18)
To illustrate HLB 7 we consider an inverted pendulum
subject to on/off control. There have been many studies
of inverted pendulums with a control law that seeks to
maintain the pendulum in a roughly vertical position,
with applications to robotics [11] and human postural
sway [150]. On/off control strategies are popular as they
are simple, easy to implement, and can be highly effective
[9, 151, 185]. Typically the time lag between when the
controller makes measurements and is able to implement
control is an important factor, but this is not considered
here, see §10.
Specifically we consider the model studied in [109]:
θ¨ =
{
aθ, |θ − bθ˙| < θ∗,
(a−Kp)θ −Kdθ˙, |θ − bθ˙| > θ∗.
(7.19)
Here θ(t) represents the angular displacement of the pen-
dulum from vertical. In the absence of control, θ(t) is
assumed to vary according to θ¨ = aθ for some constant
a > 0 (a reasonable assumption for small angles). The
applied control force is a linear combination of θ and θ˙
(PD control). With b = 0, the control is applied when
|θ| exceeds a threshold angle θ∗, and b 6= 0 incorporates
dependency on θ˙.
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Fig. 7.4 shows the dynamics near the switching mani-
fold θ = θ∗ + bθ˙ using parameter values given in [109]:
a = 0.5, Kp = 1, Kd = 1, θ
∗ = 1. (7.20)
Two invisible folds collide at (θ, θ˙) = (θ∗, 0) when b = 0,
and a stable limit cycle exists for b > 0. The system is
symmetric and exhibits the same dynamics near the other
switching manifold θ = −θ∗ + bθ˙. Thus two stable limit
cycles are created at b = 0 in symmetric instances of HLB
7. At b ≈ 0.47 the limit cycles become homoclinic to the
origin and merge into a single symmetric limit cycle.
Theorem 7.3 can be applied to this system via the co-
ordinate change
x = θ − (θ∗ + bθ˙),
y = θ˙.
It is a simple exercise to show that, with the parameter
values (7.20), the conditions of Theorem 7.3 are met with
α =
−Kp
(Kp−a)θ∗ < 0, hence a stable limit cycle is created
as described above.
8. FIXED FOCI AND FOLDS IN FILIPPOV
SYSTEMS
In this section we suppose that each half-system of
(6.1) has either a focus or an invisible fold at the origin for
all values of µ in a neighbourhood of 0. We also suppose
the direction of rotation is the same on both sides. With
these assumptions no sliding motion occurs locally. The
origin is a stationary solution and we suppose its stability
changes at µ = 0. Generically a limit cycle is created
and, as in the previous section, there are three cases: (i)
focus/focus, HLB 8, (ii) focus/fold, HLB 9, (iii) two-fold,
HLB 10.
The focus/focus case occurs in a simple braking model
for a car or bike and called a generalised Hopf bifurcation
in [115, 207], see also [25, 136]. For physical reasons the
nonlinear terms in this model are cubic; consequently
the amplitude of the limit cycle is asymptotically pro-
portional to
√
|µ|. The absence of quadratic terms is
a degeneracy in the context of general Filippov systems.
Below we show that non-degenerate quadratic terms pro-
duce asymptotically linear growth for the amplitude. For
the more general situation that switching manifolds em-
anate from the origin at arbitrary angles and the origin
is a focus in each region bounded by these manifolds, see
[1, 3, 206].
The two-fold case was described briefly by Filippov
(see page 238 of [62]), is analysed for piecewise-quadratic
systems in [125], and occurs for a buck converter (a type
of DC/DC power converter) with idealised switching [68],
although here the model lacks nonlinear terms necessary
for a limit cycle.
To analyse the HLB in each case we use a Poincare´
map: given r > 0 let P (r) denote the y-value at which
the forward orbit of (x, y) = (0, r) next intersects the
positive y-axis. If there exists n ≥ 1 such that
P (r) = r + Vnr
n +O
(
rn+1
)
,
where Vn 6= 0, then Vn is called the nth Lyapunov con-
stant [112]. For the three scenarios considered here, the
bifurcation occurs when Vn = 0 (with n = 1 for the fo-
cus/focus and focus/fold cases, and n = 2 for the two-fold
case). The criticality of the bifurcation is determined by
the sign of the next generically non-zero Lyapunov expo-
nent Vm (with m = 2 for the focus/focus and focus/fold
cases, and m = 4 for the two-fold case). For the fo-
cus/focus and focus/fold cases, Lyapunov constants were
obtained in [30] by using differential equations with a
single complex variable. Higher order scenarios are de-
scribed in [71, 131] (for the focus/focus case) and in [128]
(for the focus/fold and two-fold cases); see also [201] for
piecewise-Hamiltonian systems.
8.1. The focus/focus case — HLB 8
Here we suppose
fL(0, 0;µ) = 0, fR(0, 0;µ) = 0,
gL(0, 0;µ) = 0, gR(0, 0;µ) = 0,
(8.1)
for all values of µ in a neighbourhood of 0, and
eig(DFL(0, 0;µ)) = λL(µ)± iωL(µ),
with λL(µ) > 0, ωL(µ) > 0,
eig(DFR(0, 0;µ)) = λR(µ)± iωR(µ),
with λR(µ) < 0, ωR(µ) > 0.
(8.2)
Suppose the two foci involve the same direction of ro-
tation and let P (r;µ) denote the y-value of the next in-
tersection of the forward orbit of (x, y) = (0, r) with the
positive y-axis. By applying Lemma 4.4 to both left and
right half-systems, we obtain P (r;µ) = eΛ(µ)πr +O
(
r2
)
,
where
Λ(µ) =
λL(µ)
ωL(µ)
+
λR(µ)
ωR(µ)
. (8.3)
Thus the stability of the origin is determined by the sign
of Λ. For HLB 8 we suppose Λ(0) = 0 and β 6= 0 where
β =
dΛ
dµ
(0). (8.4)
The r2-term in P (r; 0) governs the criticality of the bi-
furcation. In Appendix D we show that
α = (χfocus,L − χfocus,R)|µ=0 , (8.5)
is a factor in the coefficient of the r2-term, where (4.5) is
evaluated for both left and right half-systems as indicated
with subscripts.
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FIG. 8.1. An illustration of HLB 8 for the bilinear oscillator (8.7) with (8.10), b = 0.5, ν2 = 1, and xˆ = 0. By increasing the
value of ν1 the origin (a ‘merged focus’) loses stability when ν1 =
4b
3
and emits a stable limit cycle.
Theorem 8.1 (HLB 8). Consider (6.1) where FL and
FR are C
2. Suppose (8.1) and (8.2) are satisfied,
∂fL
∂y
(0, 0; 0)∂fR
∂y
(0, 0; 0) > 0, Λ(0) = 0, and β > 0. In
a neighbourhood of (x, y;µ) = (0, 0; 0),
i) the origin is the unique stationary solution and is
stable for µ < 0 and unstable for µ > 0,
ii) if α < 0 [α > 0] there exists a unique stable [un-
stable] limit cycle for µ > 0 [µ < 0], and no limit
cycle for µ < 0 [µ > 0].
The minimum and maximum x and y-values of the limit
cycle are asymptotically proportional to |µ|, and its period
is
T =
π
ωL(0)
+
π
ωR(0)
+O(µ). (8.6)
As an example consider the bilinear oscillator:
x˙ = y,
y˙ =
{
−kLx− bLy + Fapply(y), x < 0,
−kLx− kR(x+ xˆ)− (bL + bR)y + Fapply(y), x > 0.
(8.7)
where
Fapply(y) = ν1y + ν2y
2, (8.8)
represents an applied force. The variables x(t) and y(t)
can be interpreted as the position and velocity of an os-
cillator that undergoes compliant impacts at x = 0. All
parameters in (8.7) are non-negative constants (in par-
ticular xˆ > 0 is a prestress distance, see [177]). This
model is motivated by experimental studies, particularly
[96, 140], but the parameter values used here are purely
chosen to illustrate the HLBs. For other studies of bilin-
ear oscillators refer to [42, 159, 170].
With xˆ = 0 the origin is an equilibrium of both half-
systems. By writing the associated eigenvalues in the
form (8.2) we obtain
λL =
ν1 − bL
2
,
λR =
ν1 − bL − bR
2
,
ωL =
√
kL − (ν1 − bL)
2
4
,
ωR =
√
kL + kR − (ν1 − bL − bR)
2
4
.
(8.9)
Let us fix
kL = 1, kR = 3,
bL = b, bR = b,
(8.10)
for some b > 0. Then Λ is zero when ν1 =
4b
3 , thus to
apply Theorem 8.1 we define µ = ν1 − 4b3 . This gives
β = dΛ
dν1
∣∣
ν1=
4b
3
= 162
(36−b2) 32
and α = −9bν22(81−2b2) .
Fig. 8.1 shows a bifurcation diagram using b = 0.5 and
ν2 = 1. Since β > 0 and α < 0, a stable limit cycle is
created at ν1 =
4b
3 . The limit cycle grows quite quickly
because |α| is relatively small (α ≈ −0.0280) and the
amplitude of the limit cycle is inversely proportional to
|α|, see (D.2). For the same reason the rate at which
orbits converge to the limit cycle is relatively slow.
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FIG. 8.2. An illustration of HLB 9 for the bilinear oscillator (8.7) with (8.10), b = 0.5, ν2 = 1, and xˆ = 0.1. By increasing the
value of ν1 the origin (a focus for the left half-system and an invisible fold for the right half-system) loses stability when ν1 = b
and emits a limit cycle. The limit cycle is stable because α = −bR
3kR xˆ
= − 5
9
< 0.
8.2. The focus/fold case — HLB 9
Here we suppose the left half-system has a focus at the
origin, i.e.
fL(0, 0;µ) = 0, gL(0, 0;µ) = 0, (8.11)
and
eig(DFL(0, 0;µ)) = λL(µ)± iωL(µ),
with λL(µ) ∈ R, ωL(µ) > 0, (8.12)
for all values of µ in a neighbourhood of 0. We suppose
the right half-system has an invisible fold at the origin,
thus
fR(0, 0;µ) = 0, (8.13)
and γ < 0 where
γ =
(
∂fR
∂y
gR
)∣∣∣∣
x=y=µ=0
. (8.14)
Also suppose both half-systems involve the same direc-
tion of rotation.
In this situation the stability of the origin is simply
determined by the sign of λL(µ). Thus for HLB 9 we
assume λL(0) = 0 and let
β =
dλL
dµ
(0). (8.15)
As shown below the criticality of the bifurcation is deter-
mined by the sign of
α =
(
χfocus,L − σfold,R
3
)∣∣∣
µ=0
, (8.16)
where (4.5) is evaluated for the left half-system and (4.12)
is evaluated for the right half-system.
Theorem 8.2 (HLB 9). Consider (6.1) where FL and
FR are C
2. Suppose (8.11), (8.12), and (8.13) are satis-
fied, ∂fL
∂y
(0, 0; 0)∂fR
∂y
(0, 0; 0) > 0, λL(0) = 0, β > 0, and
γ < 0. In a neighbourhood of (x, y;µ) = (0, 0; 0),
i) the origin is the unique stationary solution and is
stable for µ < 0 and unstable for µ > 0,
ii) if α < 0 [α > 0] there exists a unique stable [un-
stable] limit cycle for µ > 0 [µ < 0], and no limit
cycle for µ < 0 [µ > 0].
The maximum x-value of the limit cycle is asymptotically
proportional to µ2, its minimum x-value and minimum
and maximum y-values are asymptotically proportional
to |µ|, and its period is
T =
π
ωL(0)
+O(µ). (8.17)
To illustrate Theorem (8.2) we consider (8.7) with xˆ >
0. Again λL and ωL are given by (8.9). The bifurcation
occurs when λL = 0, thus here we use µ = ν1 − bL for
which β = 12 .
To evaluate α we first observe that the ℓ3
∂2gL
∂y2
-term
is only potential contribution to χfocus,L, see (4.5), but
ℓ3 =
kL(ν1−bL)
2 is zero at the bifurcation hence χfocus,L =
0. From (4.12) we obtain σfold,R =
ν1−bL−bR
−kRxˆ and so
α = −bR3kRxˆ . Fig. 8.2 illustrates the dynamics near the
bifurcation with typical parameter values.
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FIG. 8.3. An illustration of HLB 10 for (8.24) with η1 = 1. By increasing the value of η2, the origin (an invisible-invisible
two-fold) loses stability when ν2 = −1 and emits a stable limit cycle. Take care to note that the bifurcation diagram only
shows the asymptotically linear growth of the minimum and maximum x-values of the limit cycle; the amplitude (or diameter)
of the limit cycle is asymptotically proportional to
√
η2 + 1 (see Theorem 8.3).
8.3. The two-fold case — HLB 10
We now suppose that for all values of µ in a neigh-
bourhood of 0, the origin is an invisible fold for both
half-systems of (6.1). Thus
fL(0, 0;µ) = 0, fR(0, 0;µ) = 0, (8.18)
and γL > 0 and γR < 0 where
γJ =
(
∂fJ
∂y
gJ
)∣∣∣∣
x=y=µ=0
, (8.19)
for each J ∈ {L,R}. Again suppose both half-systems
involve the same direction of rotation.
Let σfold,J(µ) and χfold,J(µ) be the result of evaluating
(4.12) and (4.13) with the vector field F = FJ . As shown
in Appendix D, the stability of the origin is governed by
the sign of
Λ(µ) = σfold,L(µ)− σfold,R(µ). (8.20)
Thus for HLB 10 we assume Λ(0) = 0 and let
β =
dΛ
dµ
(0). (8.21)
We also let
α = χfold,L(0)− χfold,R(0). (8.22)
Theorem 8.3 (HLB 10). Consider (6.1) where
FL and FR are C
4. Suppose (8.18) is satisfied,
∂fL
∂y
(0, 0; 0)∂fR
∂y
(0, 0; 0) > 0, Λ(0) = 0, β > 0, γL > 0,
and γR < 0. In a neighbourhood of (x, y;µ) = (0, 0; 0),
i) the origin is the unique stationary solution and is
stable for µ < 0 and unstable for µ > 0,
ii) if α < 0 [α > 0] there exists a unique stable [un-
stable] limit cycle for µ > 0 [µ < 0], and no limit
cycle for µ < 0 [µ > 0].
The minimum and maximum x-values of the limit cycle
are asymptotically proportional to |µ|, and the minimum
and maximum y-values of the limit cycle are asymptoti-
cally proportional to
√
|µ|, and the period is
T =
(
2
gL(0, 0; 0)
− 2
gR(0, 0; 0)
)√−5βµ
α
+ o
(√
|µ|
)
.
(8.23)
As an abstract example consider
[
x˙
y˙
]
=


[
x+ y
1
]
, x < 0,[
y
−1 + η1x+ η2y
]
, x > 0,
(8.24)
where η1, η2 ∈ R are parameters. Here σfold,L = 1 and
σfold,R = −η2, so in Theorem 8.3 we use µ = η2 + 1, for
which β = 1. Also χfold,L =
22
9 and χfold,R =
22
9 + η1,
thus α = −η1. Fig. 8.3 shows phase portraits and a
bifurcation diagram using η1 = 1.
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9. HYBRID SYSTEMS
State variables of hybrid systems experience jumps be-
tween periods of continuous evolution. The continuous
evolution is governed by differential equations, the jumps
are defined by maps, and the maps are applied when cer-
tain time-dependent or state-dependent conditions are
met. Hybrid systems naturally model mechanical sys-
tems with hard impacts, ecological systems with periodic
culling or addition of population, and many control sys-
tems. A smooth dynamical system becomes hybrid when
it is combined with control law that gives an occasional
kick to the state of the system. Such control laws are
often both highly effective and efficient [27].
Hybrid systems are broad and this is reflected in the
theory that has been developed for them [82, 122, 161,
195]. Limit cycles involving jumps are often large ampli-
tude, and multi-jump limit cycles are often best analysed
via graph-theoretic techniques [147]. This paper concerns
small-amplitude limit cycles for which a local analysis is
appropriate.
In §9.1 we study BEBs in hybrid systems involving a
single map that leaves one variable unchanged. Such sys-
tems arise when impacts are modelled as instantaneous
events (velocity is reversed but position is unchanged).
In §9.2 we study hybrid systems with a single map (most
naturally interpreted as an impulse) where the domain
and range of the map intersect at a regular equilibrium.
Proofs are provided in Appendices E and F.
9.1. Impacting systems — HLBs 11–13
Here we study systems of the form[
x˙
y˙
]
= F (x, y;µ), for x < 0,
y 7→ φ(y;µ), when x = 0,
(9.1)
and write
F (x, y;µ) =
[
f(x, y;µ)
g(x, y;µ)
]
,
where f , g, and φ are smooth functions. Orbits evolve
in ΩL = {(x, y) |x < 0, y ∈ R} following the vector field
F until reaching x = 0 at which time the map φ is ap-
plied. The variables x(t) and y(t) may be interpreted
as the position and velocity of an object that undergoes
instantaneous impacts at x = 0, where φ is the impact
law. Define
sgn(a) =


−1, a < 0,
0, a = 0,
1, a > 0.
(9.2)
We assume
sgn(f(0, y;µ)) = sgn(y), for all y, µ ∈ R, (9.3)
so that orbits following F depart the negative y-axis and
arrive at the positive y-axis, see Fig. 9.1. We also assume
sgn(φ(y;µ)) = −sgn(y), for all y ≥ 0, and all µ ∈ R.
(9.4)
This ensures that for any positive impact velocity y, the
rebound velocity φ(y;µ) is negative and that impacts im-
part no change when y = 0.
The system (9.1) experiences a BEB when a regular
equilibrium collides with x = 0. At the bifurcation the
equilibrium is necessarily located at (x, y) = (0, 0) by
(9.3). As detailed in Section 5.1.3 of [47], there are four
generic topologically distinct scenarios in which a local
limit cycle is created in this type of BEB. If the equilib-
rium is a focus, a limit cycle may exist when the equi-
librium is admissible (HLB 11) or when the equilibrium
is virtual (HLB 12). If the equilibrium is a node, a limit
cycle may exist when the node is virtual (HLB 13). If
the equilibrium is a saddle, a limit cycle may be created
but the BEB is of nonsmooth-fold type (thus here it is
not treated as Hopf-like). As with HLBs 1–4, in generic
situations the local dynamics are determined by linear
terms [144].
In [47] this class of BEBs is analysed by introducing a
flow in x > 0 that simulates the action of the map φ and
then applying known results for piecewise-smooth contin-
uous systems (such as Theorems 5.1–5.2). This approach
involves little work although corrections are needed near
x = 0 because the vector field cannot be made to be con-
tinuous here for all values of µ. The theorems presented
below are instead proved by directly analysing a Poincare´
map because the computationally intensive calculations
are already covered by Lemma 4.6.
We suppose the BEB occurs when µ = 0, thus
g(0, 0; 0) = 0. (9.5)
Notice f(0, 0; 0) = 0 is already implied by (9.3). If the
Jacobian matrix DF (0, 0; 0) is invertible then, locally,
(9.1) has a unique regular equilibrium with an x-value
of −βµdet(DF (0,0;0)) + o(µ), where
β = −
(
∂g
∂µ
∂f
∂y
)∣∣∣∣
x=y=µ=0
. (9.6)
x
y
(0, r)
(
0, φ(r;µ)
)
FIG. 9.1. Part of a typical orbit of the impacting system
(9.1).
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Folds, sliding motion, and pseudo-equilibria defined
above for Filippov systems admit analogous definitions
for impacting systems. For details the reader is referred
to [42, 47]. Since f(0, 0;µ) = 0 by (9.3), if g(0, 0;µ) 6= 0
then the origin is a visible fold if βµ > 0 and an invisible
fold if βµ < 0 (compare Definition 3.3). If the fold is
visible, the orbit through the fold simply follows the tan-
gent trajectory. If the fold is invisible, it is a stationary
solution that may be viewed as a pseudo-equilibrium. If
it is stable nearby orbits typically arrive at the pseudo-
equilibrium in finite time via an infinite sequence of im-
pacts — this is the Zeno phenomenon [103, 204]. If it is
unstable this occurs in backwards time [156].
The following lemma (proved in Appendix E) clari-
fies the existence and stability of the regular equilibrium
and the pseudo-equilibrium (which is the origin when
βµ < 0). Here we assume det(DF (0, 0; 0)) > 0 so that
these equilibria are admissible on different sides of the
BEB (i.e. the bifurcation corresponds to persistence not
a nonsmooth-fold). This assumption also implies that
the regular equilibrium is not a saddle. Also we let
γ = −∂φ
∂y
(0; 0), (9.7)
and notice γ ≥ 0 by (9.4).
Lemma 9.1. Consider (9.1) where F and φ are C1.
Suppose (9.3), (9.4), and (9.5) are satisfied, β > 0, and
det(DF (0, 0; 0)) > 0. Let λ = 12 trace(DF (0, 0; 0)). In a
neighbourhood of (x, y;µ) = (0, 0; 0) there exists a unique
stationary solution:
i) a stable [unstable] regular equilibrium in ΩL if λ <
0 [λ > 0] for µ > 0,
ii) and a stable [unstable] pseudo-equilibrium if γ < 1
[γ > 1] at the origin for µ < 0.
Now suppose
eig(DF (0, 0; 0)) = λ± iω, with λ ∈ R, ω > 0, (9.8)
so that the regular equilibrium is a focus. Consider the
forward orbit of a point (0, r), with r > 0, when µ = 0.
This point is mapped to (0,−γr + o(r)), then revolves
to
(
0, γe
λpi
ω r + o(r)
)
by Lemma 4.4. For this reason the
sign of
α = ln(γ) +
λπ
ω
, (9.9)
determines the stability of the origin when µ = 0 (assum-
ing γ > 0).
In order for a limit cycle to be created at µ = 0
there needs to be competing actions of attraction and
repulsion. Specifically we require λ ln(γ) < 0 so that
(by Lemma 9.1) the regular equilibrium and pseudo-
equilibrium are of opposite stability. There are two cases:
If λα < 0 then the stability of the regular equilibrium dif-
fers from the stability of the origin when µ = 0 (HLB 11).
Here a limit cycle exists when the regular equilibrium is
admissible. Notice the limit cycle completes more than
half a revolution about the equilibrium so its period T
satisfies π
ω
< T < 2π
ω
. If λα > 0 then the stability of the
regular equilibrium is the same as the stability of the ori-
gin when µ = 0 (HLB 12). Here a limit cycle exists when
the regular equilibrium is virtual (and so 0 < T < π
ω
). In
both cases the stability of the limit cycle is the same as
the stability of the origin when µ = 0.
Theorem 9.2 (HLB 11). Consider (9.1) where F and
φ are C2. Suppose (9.3), (9.4), (9.5), (9.8) are satisfied,
β > 0, λ ln(γ) < 0, and λα < 0. In a neighbourhood of
(x, y;µ) = (0, 0; 0), if α < 0 [α > 0] then there exists
a unique stable [unstable] limit cycle for µ > 0, and no
limit cycle for µ < 0. The minimum x-value and the
minimum and maximum y-values of the limit cycle are
asymptotically proportional to µ, and its period is T =
T0 +O(µ), where T0 satisfies
γe2λT0 =
̺
(
ωT0;
λ
ω
)
̺
(
ωT0;− λω
) , (9.10)
and ̺ is defined by (4.22).
Theorem 9.3 (HLB 12). Consider (9.1) where F and
φ are C2. Suppose (9.3), (9.4), (9.5), (9.8) are satisfied,
β > 0, λ ln(γ) < 0, and λα > 0. In a neighbourhood of
(x, y;µ) = (0, 0; 0), if α < 0 [α > 0] then there exists
a unique stable [unstable] limit cycle for µ < 0, and no
limit cycle for µ > 0. The minimum x-value and the
minimum and maximum y-values of the limit cycle are
asymptotically proportional to µ, and its period is T =
T0 +O(µ), where T0 satisfies (9.10).
Now suppose the regular equilibrium is a node and
write
eig(DF (0, 0; 0)) = λ± η, with 0 < η < |λ|. (9.11)
In this case a local limit cycle cannot exist when the
regular equilibrium is admissible.
Theorem 9.4 (HLB 13). Consider (9.1) where F and φ
are C2. Suppose (9.3), (9.4), (9.5), (9.11) are satisfied,
β > 0, and λ ln(γ) < 0. In a neighbourhood of (x, y;µ) =
(0, 0; 0), if λ < 0 [λ > 0] there exists an asymptotically
stable [unstable] limit cycle for small µ < 0, and no limit
cycle for small µ > 0. The minimum x-value and the
minimum and maximum y-values of the limit cycle are
asymptotically proportional to µ, and its period is T =
T0 +O(µ), where T0 satisfies (9.10) with ω = iη.
As an example we consider the linear impact oscillator
u˙ = v,
v˙ = −δu+ τv,
v 7→ −rv, when u = ξ.
(9.12)
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FIG. 9.2. An illustration of HLB 11 for the impacting system (9.12) with (τ, δ, r) = (0.2, 1, 0.5). By increasing the value of ξ
a virtual unstable focus becomes admissible and a stable limit cycle is created.
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FIG. 9.3. An illustration of HLB 12 for the impacting system (9.12) with (τ, δ, r) = (0.8, 1, 0.5). By decreasing the value of ξ
an admissible unstable focus undergoes a BEB with the impacting surface and an unstable limit cycle is created.
where τ, δ, ξ ∈ R and r ≥ 0 are constants. Here u(t) rep-
resents the displacement of the oscillator from its equi-
librium position. The oscillator undergoes instantaneous
impacts with restitution coefficient r whenever u(t) = ξ.
We treat ξ as the main bifurcation parameter and ap-
ply Theorems 9.2–9.4 via the substitution (x, y;µ) =
(u−ξ, v; ξ). Notice τ and δ are the trace and determinant
of DF (0, 0; 0). Also
α = ln r +
πτ√
4δ − τ2 , β = δ, γ = r.
Here we briefly consider parameter values that illus-
trate HLBs 11–13. Specifically we fix
δ = 1, r = 0.5,
and consider different values of τ . We study the change
in the dynamics as the value of ξ changes sign, but (9.12)
is invariant when u, v, and ξ are scaled by a positive con-
stant, hence it suffices to consider ξ ∈ {−1, 0, 1}. With
τ = 0.2 the regular equilibrium is an unstable focus and
α < 0. In accordance with Theorem 9.2, a stable limit
cycle exists when the focus is admissible, Fig. 9.2. With
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FIG. 9.4. An illustration of HLB 13 for the impacting system (9.12) with (τ, δ, r) = (2.5, 1, 0.5). By decreasing the value of ξ
an admissible unstable node undergoes a BEB with the impacting surface and an unstable limit cycle is created.
τ = 0.8, now α > 0 and by Theorem 9.3 an unstable limit
cycle exists when the focus is virtual, Fig. 9.3. Finally
with τ = 2.5 the regular equilibrium is an unstable node.
Again α > 0 and so by Theorem 9.4 an unstable limit
cycle exists when the node is virtual, Fig. 9.4.
9.2. Impulsive systems — HLB 14
Here we consider ODEs combined with an impulse law
(defined below) that is applied when orbits reach the pos-
itive y-axis, see Fig. 9.5. We suppose the origin is a fo-
cus equilibrium of the ODEs and that here the impulse
is zero. The origin is a stationary solution that may
change stability and emit a limit cycle under parameter
variation; this is HLB 14. The bifurcation can be gen-
eralised to allow several independent vector fields and
impulse laws each acting in regions that share a vertex
x
y (
y, pi2
)
(
R cos(Θ), R sin(Θ)
)
FIG. 9.5. Part of a typical orbit of the impulsive system
(9.13) with (9.16).
at the origin, [1, 2, 91].
If the impulse law maps points to the negative y-axis
we recover the impacting scenario of §9.1, although here
the regular equilibrium is fixed at the origin whereas for
HLBs 11–13 the bifurcation is triggered by the collision
of a regular equilibrium with x = 0 (i.e. a BEB). HLB
14 was described in [88] for an abstract impacting system
although there the nonlinearity in the ODEs is cubic, not
quadratic, and consequently the amplitude of the limit
cycle is asymptotically proportional to square-root of the
parameter change.
Let us clarify the class of impulsive systems under con-
sideration. We write the ODEs as[
x˙
y˙
]
= F (x, y;µ), until x = 0, y > 0, (9.13)
with
F (x, y;µ) =
[
f(x, y;µ)
g(x, y;µ)
]
,
where f and g are smooth functions. We assume
f(0, 0;µ) = g(0, 0;µ), (9.14)
for all values of µ in a neighbourhood 0 so that (9.13) has
a regular equilibrium fixed at the origin. We assume this
equilibrium is a focus and that its associated Jacobian
matrix is in real-Jordan form:
DF (0, 0;µ) =
[
λ(µ) ω(µ)
−ω(µ) λ(µ)
]
, (9.15)
where λ(µ) ∈ R and ω(µ) > 0. This assumption is in-
cluded so that Theorem 9.5, given below, is reasonably
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succinct. As with other results in this paper, in order to
apply Theorem 9.5 to a particular model one would use
a change of variables to satisfy (9.15).
To state Theorem 9.5 we use polar coordinates: x =
r cos(θ), y = r sin(θ). The positive y-axis corresponds
to θ = π2 and we assume θ ∈
(− 3π2 , π2 ]. Since ω > 0,
orbits following the vector field F rotate clockwise (at
least near the origin). Thus the value of θ decreases with
time until θ = − 3π2 when we reset it to θ = π2 and apply
the impulse law. We write the impulse law as(
y,
π
2
)
7→ (R(y;µ),Θ(y;µ)). (9.16)
where R and Θ are smooth functions. We assume
R(0;µ) = 0, for all µ, so that the impulse is zero at
the origin, and let
γ(µ) =
∂R
∂y
(0;µ). (9.17)
We also assume Θ(y;µ) ∈ (−3π2 , π2 ), and let
φ(µ) = Θ(0;µ). (9.18)
Thus the impulse law can be written as(
y,
π
2
)
7→ (γy +O(y2), φ+O(y)). (9.19)
Upon subsequent evolution via (9.13), the orbit returns
to θ = π2 at r = γye
λt + O
(
y2
)
, where the evolution
time is t = 1
ω
(
φ+ 3π2
)
+ O(y). Thus one revolution cor-
responds to y 7→ eΛy +O(y2), where
Λ(µ) = ln(γ(µ)) +
λ(µ)
ω(µ)
(
φ(µ) +
3π
2
)
. (9.20)
This shows that the stability of the origin is governed by
the sign of Λ. For HLB 14 we assume Λ(0) = 0 and β 6= 0
where
β =
dΛ
dµ
(0). (9.21)
Some work is required to state the non-degeneracy co-
efficient α. First we write
f(x, y;µ) = λ(µ)x + ω(µ)y
+ a1x
2 + a2xy + a3y
2 + o
(
(|x|+ |y|+ |µ|)2
)
,
g(x, y;µ) = −ω(µ)x+ λ(µ)y
+ b1x
2 + b2xy + b3y
2 + o
(
(|x|+ |y|+ |µ|)2
)
,
(9.22)
for constants a1, . . . , b3 ∈ R. In polar coordinates (9.13)
may be written as
r˙ = λ(µ)r + r2F(θ) + o
(
(r + |µ|)2
)
,
θ˙ = −ω(µ) + rG(θ) + o(r + |µ|),
(9.23)
where
F(θ) = a1 cos3(θ) + (a2 + b1) cos2(θ) sin(θ)
+ (a3 + b2) cos(θ) sin
2(θ) + b3 sin
3(θ),
G(θ) = b1 cos3(θ) + (b2 − a1) cos2(θ) sin(θ)
+ (b3 − a2) cos(θ) sin2(θ)− a3 sin3(θ).
(9.24)
Then
α =
∂2R
∂y2
(0; 0)
2γ(0)
+
λ
ω
∂Θ
∂y
(0; 0)
+
1
ω
e
−3piλ
2ω
∫ φ(0)
−3pi
2
e
−λθ
ω
(
F(θ) + λ
ω
G(θ)
)
dθ. (9.25)
The integral in (9.25) can be evaluated explicitly but we
have left it in integral form for brevity.
Theorem 9.5 (HLB 14). Consider (9.13) with (9.16),
where F is C2, R is C2, and Θ is C1. Suppose (9.14)
and (9.15) are satisfied, Λ(0) = 0, and β > 0. In a
neighbourhood of (x, y;µ) = (0, 0; 0),
i) the origin is the unique stationary solution and is
stable for µ < 0 and unstable for µ > 0,
ii) if α < 0 [α > 0] there exists a unique stable [un-
stable] limit cycle for µ > 0 [µ < 0], and no limit
cycle for µ < 0 [µ > 0].
The amplitude of the limit cycle is asymptotically propor-
tional to |µ|, and its period is
T =
1
ω(0)
(
φ(0) +
3π
2
)
+O(µ). (9.26)
To illustrate Theorem 9.5 we study a simple Lotka-
Volterra system with impulse. Such systems model the
populations of competing species where impulses corre-
spond to poison drops, insect outbreaks, or other abrupt
events such as the artificial addition of species members
for control purposes [129, 130, 132, 154].
Consider
X˙ = aX − bXY,
Y˙ = −cY + dXY,
(9.27)
where X and Y represent prey and predator populations
respectively, and a, b, c, d > 0. This system has a sad-
dle equilibrium at the origin, a centre equilibrium at
(X∗, Y ∗) =
(
c
d
, a
b
)
, and an uncountable family of periodic
orbits encircling (X∗, Y ∗) throughout the first quadrant,
X,Y > 0.
Now suppose that whenever a forward orbit of (9.27)
intersects the line segment connecting the two equilibria,
the value ν(X∗ −X) is added to the prey population,
where ν > 0 is a constant. That is,
(X,Y ) 7→
(
X + ν
( c
d
−X
)
, Y
)
, (9.28)
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FIG. 9.6. An illustration of HLB 14 for the Lotka-Volterra system (9.27) with impulse (9.28) using the parameter values
(9.29). By increasing the value of ν the equilibrium (X∗, Y ∗) =
(
c
d
, a
b
)
loses stability when ν = 2 and a stable limit cycle is
created.
where X ∈ (0, c
d
)
, and Y = ad
bc
X . This particular im-
pulse law provides a succinct example of HLB 14. Fig. 9.6
shows phase portraits and a bifurcation diagram using
a = b = c = d = 1, (9.29)
for which HLB 14 occurs at ν = 2.
To apply Theorem 9.5 using the particular parameter
values (9.29), we perform the coordinate change
x = X − Y,
y = −X − Y + 2.
Then (9.27) with (9.29) becomes
x˙ = y +
x2 − y2
2
,
y˙ = −x,
and in polar coordinates the impulse law is
R(y) = y
√
1− ν + ν
2
2
,
Θ(y) = tan−1
(
2
ν
− 1
)
.
Here Λ = 12 ln
(
1− ν + ν22
)
and so Λ = 0 when ν =
2. The transversality condition is satisfied because β =
dΛ
dν
(2) = 12 . To evaluate α observe that the first two terms
in (9.25) are zero. In the integral we have λ = 0, ω = 1,
and
a1 =
1
2
, a2 = 0, a3 = −1
2
,
b1 = 0, b2 = 0, b3 = 0,
and so
α =
1
2
∫ 0
−3pi
2
cos3(θ)− cos(θ) sin2(θ) dθ = −1
6
.
Thus Theorem 9.5 tells us that a stable limit cycle is
created at ν = 2 and exists for ν > 2, as seen in Fig. 9.6.
10. SWITCHING WITH HYSTERESIS AND
TIME DELAY
Here we suppose the Filippov system[
x˙
y˙
]
=
{
FL(x, y), x < 0,
FR(x, y), x > 0,
(10.1)
has a stable pseudo-equilibrium or invisible-invisible two-
fold at the origin. We analyse the limit cycle created by
adding hysteresis or time delay to the switching condition
(called border-splitting in [143]). The hysteretic system
is [
x˙
y˙
]
=
{
FL(x, y), until x = µ,
FR(x, y), until x = −µ,
(10.2)
and the delayed system is[
x˙(t)
y˙(t)
]
=
{
FL(x(t), y(t)), x(t− µ) < 0,
FR(x(t), y(t)), x(t− µ) > 0,
(10.3)
where in each case µ ≥ 0 is assumed to be small in the
analysis below. As usual we write
FJ (x, y) =
[
fJ(x, y)
gJ(x, y)
]
, (10.4)
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for each J ∈ {L,R}.
When the origin is a two-fold it must be stable for a
limit cycle to be created. This is because hysteresis and
delay produce an instability. Similarly when the origin
is a pseudo-equilibrium it must belong to an attracting
sliding region for a limit cycle to be created. In this case
the stability of the limit cycle (with µ > 0) matches that
of the pseudo-equilibrium (with µ = 0).
Such limit cycles are ubiquitous in relay control sys-
tems that use switches to affect control tasks [191]. Slid-
ing mode control employs rapid switching to maintain
the system state near a desired manifold [160, 192, 193].
The rapid switching motion tends to sliding motion as
the switching frequency tends to infinity. In reality the
switching frequency is finite and the system state ‘chat-
ters’ about the switching manifold. Chattering can be
periodic forming a limit cycle of a size that directly cor-
relates to discrepancies of the system from its idealised
(infinite frequency) limit [14, 97]. Note that chattering
typically causes undue strain and wear on mechanical
components so control algorithms that minimise chatter-
ing are usually preferred.
A stable pseudo-equilibrium is usually the desired state
of a first-order sliding mode control system. Bang-bang
controllers use hysteresis (most simply with no backlash
or deadzone) resulting in a limit cycle [142] (see [126, 138]
in the case of delay). Invisible-invisible two-folds corre-
spond to second-order sliding mode control [13]. Calcula-
tions of the resulting limit cycle can be found in [141] for
hysteresis and in [109, 123, 127] for delay (see also [171]
for large delay). Below we treat a pseudo-equilibrium in
§10.1 and a two-fold in §10.2.
10.1. Perturbing a pseudo-equilibrium — HLBs
15–16
For a system of the form (10.1), let
a0L = fL(0, 0), a0R = fR(0, 0). (10.5)
We suppose a0R < 0 < a0L so that the origin belongs to
an attracting sliding region. We also suppose that the
origin is a pseudo-equilibrium, hence
(fLgR − fRgL)|x=y=0 = 0. (10.6)
The stability of the origin is governed by the sign of
α =
∂
∂y
(fLgR − fRgL)|x=y=0 . (10.7)
The following theorems describe a local limit cycle for
the hysteretic and delayed systems (10.2)–(10.3). As
with other results in this paper, the results are proved by
analysing a Poincare´ map. This is sufficient to completely
describe the local dynamics of the hysteretic system. The
delayed system, however, is infinite dimensional [57, 83].
The limit cycle obtained is only unique among orbits for
which the time between any two switches is no less than
the delay µ. For Glass networks with delay, Edwards
et. al. [56] prove the limit cycle is unique under the as-
sumption that the initial condition history includes no
switches.
Theorem 10.1 (HLB 15). Consider the hysteretic sys-
tem (10.2) where FL and FR are C
2. Suppose a0R <
0 < a0L and (10.6) is satisfied. In a neighbourhood of
(x, y;µ) = (0, 0; 0), if α < 0 [α > 0] there exists a unique
stable [unstable] limit cycle for µ > 0. The minimum
and maximum x-values of the limit cycle are ±µ and its
period is
T =
(
2
a0L
− 2
a0R
)
µ+O
(
µ2
)
. (10.8)
Theorem 10.2 (HLB 16). Consider the delayed system
(10.3) where FL and FR are C
2. Suppose a0R < 0 < a0L
and (10.6) is satisfied. In a neighbourhood of (x, y;µ) =
(0, 0; 0), treating only orbits for which times between con-
secutive switches is not less than µ, if α < 0 [α > 0] there
exists a unique stable [unstable] limit cycle for µ > 0.
The minimum and maximum x-values of the limit cycle
are asymptotically proportional to µ, and its period is
T =
(
2− a0L
a0R
− a0R
a0L
)
µ+O
(
µ2
)
. (10.9)
As an example we use the observer canonical form for
a two-dimensional relay control system [18]:[
x˙
y˙
]
=
[
τ 1
−δ 0
][
x
y
]
− sgn(x)
[
b1
b2
]
. (10.10)
This system is of the form (10.1). If b1 > 0, then the
interval −b1 < y < b1 is an attracting sliding region and
the origin is a pseudo-equilibrium. If also b2 > 0, then
the origin is stable. In this case the inclusion of hysteresis
or delay generates a stable limit cycle in accordance with
Theorems 10.1 and 10.2 as shown in Figs. 10.1 and 10.2
for the parameter values
τ = −0.5, δ = 1, b1 = 1, b2 = 1. (10.11)
10.2. Perturbing a two-fold — HLBs 17–18
Here we let
a2J =
∂fJ
∂y
(0, 0), b0J = gJ(0, 0), (10.12)
and
γJ = a2Jb0J , (10.13)
for each J ∈ {L,R}. We also define
κ =
b0L
a2L
− b0R
a2R
. (10.14)
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FIG. 10.1. An illustration of HLB 15 for the canonical relay control system (10.10) using hysteresis of the form (10.2) and
the parameter values (10.11). By increasing the value of µ from 0, a stable pseudo-equilibrium is replaced by a limit cycle with
period asymptotically proportional to µ.
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FIG. 10.2. An illustration of HLB 16 for the canonical relay control system (10.10) using delay of the form (10.3) and the
parameter values (10.11). The green lines indicate where switches occur.
We suppose the origin is an invisible fold for both the left
and right half-systems of (10.1). That is
fL(0, 0) = fR(0, 0) = 0, (10.15)
and γL > 0 and γR < 0. We assume a2La2R > 0, so that
orbits of both half-systems involve the same direction of
rotation. Then, as with HLB 7, the stability of the two-
fold is governed by the sign of
α = σfold,L − σfold,R , (10.16)
using the formula (4.12).
Theorem 10.3 (HLB 17). Consider the hysteretic sys-
tem (10.2) where FL and FR are C
3. Suppose (10.15) is
satisfied, γL > 0, γR < 0, and a2La2R > 0. In a neigh-
bourhood of (x, y;µ) = (0, 0; 0), if α < 0 [α > 0] there ex-
ists a unique stable limit cycle [no limit cycle] for µ > 0.
The minimum and maximum x-values of the limit cycle
are asymptotically proportional to µ
2
3 , the minimum and
maximum y-values are asymptotically proportional to µ
1
3 ,
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and its period is
T =
∣∣∣∣ 2b0L −
2
b0R
∣∣∣∣
(
3κµ
|α|
) 1
3
+ o
(
µ
1
3
)
. (10.17)
The interesting cube-root asymptotics are explained by
a Poincare´ map. Given r ∈ R, suppose the forward orbit
of (x, y) = (µ, r) undergoes a switch on x = −µ, then a
switch on x = µ, as in Fig. 10.3. Let P (r;µ) denote the
y-value of the second switch. In Appendix G we show
that
P (r;µ) =
√
r2 + 4κµ+
4α
3
r3 + E, (10.18)
where E is an error term. By solving the fixed point
equation P (r;µ) = r we obtain r =
√
3κ
|α| µ
1
3 , to leading
order. To deal with the unique technical difficulties that
arise in deriving (10.18), this equation is obtained in Ap-
pendix G by non-constructive means. A different form
for P (r;µ) is obtained in [141] by assuming a priori that
the value of r is not too small relative to µ. This form
can be obtained from (10.18) as follows. Assume r > 0
and r = O
(
µ
1
3
)
(this sufficient to obtain the limit cycle).
Then a linear approximation to the square-root produces
P (r;µ) = r +
2κµ
r
+
2α
3
r2 + o
(
r2
)
,
which is the form obtained in [141].
Theorem 10.4 (HLB 18). Consider the delayed sys-
tem (10.3) where FL and FR are C
3. Suppose (10.15),
γL > 0, γR < 0, and a2La2R > 0. In a neighbourhood of
(x, y;µ) = (0, 0; 0), treating only orbits for which times
between consecutive switches is not less than µ, if α < 0
[α > 0] there exists a unique stable limit cycle [no limit
cycle] for µ > 0. The minimum and maximum x-values
of the limit cycle are asymptotically proportional to µ,
the minimum and maximum y-values are asymptotically
proportional to
√
µ, and its period is
T =
∣∣∣∣ 2b0L −
2
b0R
∣∣∣∣
√
3(a2L + a2R)κ
2|α|
√
µ+ o(
√
µ). (10.19)
x
y
(µ, r)
(µ, P (r;µ))
x = −µ x = µ
FIG. 10.3. An illustration of the Poincare´ map P associated
with HLB 17.
To illustrate Theorems 10.3 and 10.4 we consider a
linear oscillator with discontinuous forcing:
mx¨+ bx˙+ kx = Fapply . (10.20)
Let F > 0 be a constant and suppose the applied force is
given by Fapply = F until x = µ, and Fapply = −F until
x = −µ. By writing the system as
x˙ = y,
y˙ =
{
− k
m
x− b
m
y + F
m
, until x = µ,
− k
m
x− b
m
y − F
m
, until x = −µ,
(10.21)
we can apply Theorem 10.3 directly. Here the non-
degeneracy coefficient is α = −2b
F
, so a positive damp-
ing coefficient b guarantees the creation of a stable limit
cycle. Fig. 10.4 shows a bifurcation diagram and phase
portraits using
m = 1, b = 0.5, k = 1, F = 1. (10.22)
Fig. 10.5 shows a bifurcation diagram and phase portraits
for the analogous delayed system
x˙(t) = y(t),
y˙(t) =
{
− k
m
x(t)− b
m
y(t) + F
m
, x(t − µ) < 0,
− k
m
x(t)− b
m
y(t)− F
m
, x(t − µ) > 0.
(10.23)
11. OTHER MECHANISMS FOR LIMIT CYCLE
CREATION
11.1. Intersecting switching manifolds — HLB 19
Many systems involve multiple switches; examples in-
clude gene networks [55, 79] and relay control systems
[193]. In phase space, two switching manifolds generically
intersect on a codimension-two surface. Determining an
appropriate sliding vector field on such a surface is sur-
prisingly difficult in a general setting, see [49, 98, 102] for
recent developments, however here we are only concerned
with two-dimensional systems for which two switching
manifolds can be expected to intersect at a point. The
dynamics near two transversally intersecting switching
manifolds, depends on the direction of the vector field in
each of the four regions bounded by the switching man-
ifolds [81, 99]. Here we suppose orbits spiral around the
intersection point, as in Fig. 11.1. Then the intersection
point is a stationary solution and it may emit a limit cy-
cle when its stability changes under parameter variation.
We assume the switching manifolds coincide with the
coordinate axes, and define
Ω1 = {(x, y) |x > 0, y > 0},
Ω2 = {(x, y) |x > 0, y < 0},
Ω3 = {(x, y) |x < 0, y < 0},
Ω4 = {(x, y) |x < 0, y > 0}.
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FIG. 10.4. An illustration of HLB 17 for a linear oscillator with hysteretic discontinuous forcing, (10.21) with (10.22). By
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FIG. 10.5. An illustration of HLB 18 for a linear oscillator with delayed discontinuous forcing, (10.23) with (10.22).
We write the system as
[
x˙
y˙
]
=


F1(x, y;µ), (x, y) ∈ Ω1 ,
...
...
F4(x, y;µ), (x, y) ∈ Ω4 ,
(11.1)
where
Fj(x, y;µ) =
[
fj(x, y;µ)
gj(x, y;µ)
]
,
is smooth for each j = 1, . . . , 4. We suppose
f1(0, 0; 0) > 0, g1(0, 0; 0) < 0,
f2(0, 0; 0) < 0, g2(0, 0; 0) < 0,
f3(0, 0; 0) < 0, g3(0, 0; 0) > 0,
f4(0, 0; 0) > 0, g4(0, 0; 0) > 0,
(11.2)
so that nearby orbits spiral clockwise around the origin.
Suppose the forward orbit of (x, y) = (0, r), with
r > 0, next intersects the positive y-axis at some point
(0, P (r;µ)). It is a simple exercise to show that P (r;µ) =
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Λ(µ)r +O
(
r2
)
, where
Λ(µ) =
m2(µ)m4(µ)
m1(µ)m3(µ)
, (11.3)
and
mj(µ) =
gj(0, 0;µ)
fj(0, 0;µ)
, (11.4)
represents the slope dy
dx
of Fj evaluated at the origin.
Thus the stability of the origin is governed by the sign of
ln(Λ). In order for HLB 19 to occur at µ = 0 we assume
Λ(0) = 1. The transversality condition is β 6= 0, where
β =
dΛ
dµ
(0). (11.5)
Also let
ξj(µ) =
1
fj
(
gj
fj
∂fj
∂y
−
(
∂fj
∂x
+
∂gj
∂y
)
+
fj
gj
∂gj
∂x
)∣∣∣∣
x=y=0
,
(11.6)
for each j, and
α =
(
ξ1 − ξ2
m1
+
ξ3 − ξ4
m4
)∣∣∣∣
µ=0
. (11.7)
Theorem 11.1 (HLB 19). Consider (11.1) where Fj is
C2 for each j = 1, . . . , 4. Suppose (11.2) is satisfied,
Λ(0) = 1, and β > 0. In a neighbourhood of (x, y;µ) =
(0, 0; 0),
i) the origin is the unique stationary solution and is
stable for µ < 0 and unstable for µ > 0,
ii) if α < 0 [α > 0] there exists a unique stable [un-
stable] limit cycle for µ > 0 [µ < 0], and no limit
cycle for µ < 0 [µ > 0].
The minimum and maximum x and y-values of the limit
cycle are asymptotically proportional to |µ|, and its period
is
T =
2β
|α|
(−1
g1
+
1
f2m1
− 1
f3m4
+
1
g4
)∣∣∣∣
x=y=µ=0
|µ|+o(µ).
(11.8)
x
y
Ω1
Ω2Ω3
Ω4
FIG. 11.1. Parts of typical orbits of (11.1) subject to (11.2).
HLB 19 occurs in a version of the Wilson-Cowan model
for the aggregated dynamics of a large network of exci-
tatory and inhibitory neurons:
u˙ = −u+H(u− av − b),
τ v˙ = −v +H(u− cv − d). (11.9)
Here u(t) represents the average activity (e.g. voltage) of
the neurons, v(t) is a recovery variable, and a, b, c, d, τ >
0 are parameters. As in [85], we take the firing rate func-
tion H to be the Heaviside function. This system has two
switching manifolds, u = av + b and u = cv + d, and for
typical parameter values orbits spiral around their unique
point of intersection. With τ as the primary bifurcation
parameter, Fig. 11.2 shows a bifurcation diagram and
representative phase portraits using
a = 2, b = 0.05, c = 0.25, d = 0.3, (11.10)
as given in [85].
In [85] the authors use a Poincare´ map to determine
when HLB 19 occurs. Here use Theorem 11.1 to obtain
the same result and show that the limit cycle is stable by
numerically evaluating (11.7). To do this we employ the
change of variables
x = u− cv − d,
y = u− av − b. (11.11)
and, assuming a > c, scale time by
t 7→ t
(a− c)τ ,
to achieve additional simplification. The system is then
given by (11.1) with
F1(x, y) = F3(x, y) + (a− c)
[
τ − c
τ − a
]
,
F2(x, y) = F3(x, y)− (a− c)
[
c
a
]
,
F3(x, y) =
[−(aτ − c) −c(1− τ)
a(1− τ) −(a− cτ)
][
x
y
]
−
[
c(b − d) + (ad− bc)τ
a(b − d) + (ad− bc)τ
]
,
F4(x, y) = F3(x, y) + (a− c)
[
τ
τ
]
.
(11.12)
By numerically evaluating (11.3) we find that Λ = 1 when
τ = τHB ≈ 0.5240 (to four decimal places). Also α ≈
−8.47 and β ≈ 9.53, using µ = τ − τHB. Since α < 0 the
limit cycle is stable (as shown in Fig. 11.2).
11.2. A square-root singularity — HLB 20
The leading-order dynamics near some grazing bifurca-
tions (where a limit cycle attains a tangential intersection
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FIG. 11.2. An illustration of HLB 19 for the Wilson-Cowan model (11.9) with (11.10). By increasing the value of τ , the stable
stationary solution located at the intersection of the two switching manifolds loses stability when τ = τHB ≈ 0.5240 and emits
a stable limit cycle.
with a switching manifold) are described by piecewise-
smooth Poincare´ maps involving a square-root singular-
ity [26, 157]. In this section we study the analogous class
of ODEs. Specifically we consider[
x˙
y˙
]
= F (x, y;S(x);µ), (11.13)
where F is a smooth function of its four components, and
S(x) =
{
0, x ≤ 0,√
x, x ≥ 0. (11.14)
This is motivated by the work [153] where an ODE sys-
tem with a square-root singularity is introduced to model
the averaged behaviour of a large number of coupled neu-
rons.
We suppose (11.13) exhibits a BEB at the origin when
µ = 0. Thus
f(0, 0; 0; 0) = g(0, 0; 0; 0) = 0, (11.15)
where
F (x, y; z;µ) =
[
f(x, y; z;µ)
g(x, y; z;µ)
]
. (11.16)
Since (11.13) is continuous on the switching manifold
x = 0, both half-systems generically have a unique equi-
librium (located at the origin when µ = 0) that is ad-
missible for one sign of µ. We let (x∗L(µ), y
∗
L(µ)) and
(x∗R(µ), y
∗
R(µ)) denote these equilibria. As in the usual
continuous scenario (HLBs 1–2) a local limit cycle can
only encircle an admissible focus. But due to the square-
root singularity, in generic situations (x∗R(µ), y
∗
R(µ)) is
always a node. Since this was stated incorrectly in [174],
let us pause to verify this. We write
f(x, y; z;µ) = a1x+ a2y + a3µ+ a4z
+O
(
(|x|+ |y|+ |z|+ |µ|)2
)
,
g(x, y; z;µ) = b1x+ b2y + b3µ+ b4z
+O
(
(|x|+ |y|+ |z|+ |µ|)2
)
,
(11.17)
where a1, . . . , b4 ∈ R. The Jacobian matrix of the right
half-system is
[
∂
∂x
f(x, y;
√
x;µ) ∂
∂y
f(x, y;
√
x;µ)
∂
∂x
g(x, y;
√
x;µ) ∂
∂y
g(x, y;
√
x;µ)
]
=
[
a4
2
√
x
+ · · · a2 + · · ·
b4
2
√
x
+ · · · b2 + · · ·
]
, (11.18)
where we have only retained the leading order terms.
Let τ and δ denote the trace and determinant of (11.18),
respectively. Then δ − τ24 = −
a24
16x + · · · is negative, as-
suming a4 6= 0 and x > 0 is sufficiently small, in which
case the eigenvalues of (11.18) are real-valued.
It follows that to have a local limit cycle (x∗L(µ), y
∗
L(µ))
must be a focus. For the system in [153], both equilibria
are nodes and for some parameter values a large ampli-
tude limit cycle is created in a BEB due to global fea-
tures of the system. A complete catagorisation of BEBs
of (11.13), analogous to [64, 183] in the usual continuous
setting, remains for future work.
For clarity we assume (x∗L(0), y
∗
L(0)) is an unstable fo-
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cus, i.e.
eig(DF (0, 0; 0; 0)) = λ± iω, with λ > 0, ω > 0,
(11.19)
and that (x∗R(0), y
∗
R(0)) is stable, thus a4 < 0. Let
β = a3b2 − a2b3 , (11.20)
γ = a4b2 − a2b4 . (11.21)
As with HLBs 1–2, we have x∗L(µ) =
−βµ
λ2+ω2 + O
(
µ2
)
,
so β 6= 0 is the transversality condition for the BEB.
Also
√
x∗R(µ) = −βµγ + O
(
µ2
)
, assuming βµ
γ
≤ 0. In
Theorem 11.2 we assume β > 0 (as usual) and γ > 0
so that (x∗L(µ), y
∗
L(µ)) and (x
∗
R(µ), y
∗
R(µ)) are admissible
for different signs of µ.
Theorem 11.2 (HLB 20). Consider (11.13) where F is
C2. Suppose (11.15) and (11.19) are satisfied, a4 < 0,
β > 0, and γ > 0. In a neighbourhood of (x, y;µ) =
(0, 0; 0),
i) there exists a unique stationary solution: a stable
node in ΩR for µ < 0, and an unstable focus in ΩL
for µ > 0,
ii) there exists a unique stable limit cycle for µ > 0,
and no limit cycle for µ < 0.
The maximum x-value of the limit cycle is asymptotically
proportional to µ2, the minimum x-value and minimum
and maximum y-values are asymptotically proportional
to µ, and its period is T = TL + TR +O(µ) where
TL =
1
ω
sˆ
(
λ
ω
)
,
TR = κ ln
(
1 +
1
κω
e
λ
ω
sˆ( λω ) sin
(
sˆ
(
λ
ω
)))
,
(11.22)
where κ = |a4|
γ
and sˆ is defined in §4.4.
HLB 20 resembles HLB 2 (as it involves a focus and a
node). However the maximum x-value of the limit cycle
is much smaller than its amplitude, so it also resembles
HLB 3 where the limit cycle involves a segment of sliding
motion. Indeed (11.13) may be viewed as a regularisation
of a Filippov system [19, 100, 184]. HLB 20 has attributes
of both HLB 2 and HLB 3 and so is perhaps best viewed
as an intermediary of these two bifurcations.
As an example consider[
x˙
y˙
]
=
[
λx + y + ηS(x)
−x+ λy − µ+ νS(x)
]
. (11.23)
Here β = 1, γ = λη − ν, and a4 = η. Fig. 11.3 shows a
bifurcation diagram and phase portraits using
λ = 0.5, η = −1, ν = −1. (11.24)
12. DISCUSSION
In this paper we have detailed 20 HLBs by which a
steady-state solution can transition to sustained small
amplitude oscillations in systems for which the equations
of motion are piecewise-smooth. In most cases an isolated
steady-state solution changes stability at µ = 0 and we
identified a scalar quantity β so that the steady-state
solution is stable if βµ < 0 and unstable if βµ > 0. We
identified a second scalar quantity α so that when µ = 0
the steady-state solution is stable if α < 0 and unstable
if α > 0. If α < 0 and βµ > 0, then the competing
effects of attraction and repulsion produce a stable limit
cycle. With these inequalities reversed the limit cycle is
unstable.
For each HLB we have provided formulas for β and
α in terms of the coefficients of a (sometimes piecewise)
power series of the ODEs centred at (x, y) = (0, 0). For a
Hopf bifurcation, β is determined by linear terms in the
series while α is determined by higher-order terms. The
same is true for some HLBs, but for HLBs 1–6, 11–13,
15, 16 and 19, linear terms fully determine β and α. It is
not surprising then that these HLBs produce a limit cycle
whose amplitude is proportional to |µ|, to leading order,
see Table 1.1. In order to have square-root growth (like
a Hopf bifurcation) the bifurcation must either involve
a two-fold or have degenerate higher-order terms (as in
[207], for example).
Nonlinear terms influence the value of α for each of the
other HLBs, although it is only for HLBs 8 and 19 that
nonlinear terms are necessary to construct an instance
of the bifurcation that is generic. For example, quartic
terms affect the value of α for HLB 10, yet the piecewise-
linear system (8.24) exhibits HLB 10 in a generic fashion.
Naturally we would like to extend the results to higher
dimensions (i.e. systems with more than two variables).
This is possible for the Hopf bifurcation theorem due
to the presence of a two-dimensional centre manifold on
which all the relevant dynamics occurs [116]. The ma-
jority of the HLBs presented here will not generate a
centre manifold. For BEBs and other discontinuity in-
duced bifurcations of piecewise-smooth systems the pos-
sible complexity of the local dynamics increases rapidly
with dimension [77]. This suggests that statements re-
garding limit cycles in higher dimensions will need to be
weaker than those presented here. Attempts to make
strong statements may lead to a proliferation of cases
[76] (if 20 HLBs are not enough already!). But certainly
the basic geometric mechanisms described here for the
creation of a limit cycle (e.g. BEBs, loss of stability, in-
clusion of delay) should be identifiable for higher dimen-
sional systems, if only qualitatively.
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FIG. 11.3. An illustration of HLB 20 for (11.23) with (11.24). By increasing the value of µ a stable node collides with
the switching manifold when µ = 0 at which it turns into an unstable focus and emits a stable limit cycle. The limit cycle
subsequently undergoes a saddle-node bifurcation and becomes unstable.
Appendix A: Derivations of the three return maps
Proof of Lemma 4.4. Since f and g are C2 they may be
Taylor expanded to second order; we write
f(x, y) = a1x+ a2y + a3x
2 + a4xy + a5y
2 + o
(
(|x|+ |y|)2
)
,
g(x, y) = b1x+ b2y + b3x
2 + b4xy + b5y
2 + o
(
(|x|+ |y|)2
)
,
which is consistent with (4.4). In order to expand asymp-
totically in r, we ‘blow up’ a neighbourhood of the origin
via
x˜ =
x
r
, y˜ =
y
r
,
where r > 0. In these coordinates the system is given by
˙˜x = a1x˜+ a2y˜ + r
(
a3x˜
2 + a4x˜y˜ + a5y˜
2
)
+ o(r),
˙˜y = b1x˜+ b2y˜ + r
(
b3x˜
2 + b4x˜y˜ + b5y˜
2
)
+ o(r).
(A.1)
We denote the x˜ and y˜ components of the flow of (A.1)
by ϕt(x˜, y˜) and ψt(x˜, y˜), respectively. The trajectory as-
sociated with Pfocus is the forward orbit of (x˜, y˜) = (0, 1).
Thus Pfocus and Tfocus satisfy
ϕTfocus(r)(0, 1) = 0, (A.2)
ψTfocus(r)(0, 1) =
1
r
Pfocus(r). (A.3)
Notice (A.1) is C1 in r, thus Tfocus(r) and
1
r
Pfocus(r)
are C1 by Lemma 4.3, which justifies the error terms in
(4.7)–(4.8).
The form (A.1) is a regular expansion in powers of r,
thus the proof can be completed through direct asymp-
totic expansions in powers of r. We write
ϕt(0, 1) = Φ
(0)
t (r) + rΦ
(1)
t (r) + o(r),
ψt(0, 1) = Ψ
(0)
t (r) + rΨ
(1)
t (r) + o(r),
and by substituting these into (A.1) we obtain
Φ˙
(0)
t + rΦ˙
(1)
t = a1
(
Φ
(0)
t + rΦ
(1)
t
)
+ a2
(
Ψ
(0)
t + rΨ
(1)
t
)
+ r
(
a3Φ
(0)2
t + a4Φ
(0)
t Ψ
(0)
t + a5Ψ
(0)2
t
)
+ o(r),
Ψ˙
(0)
t + rΨ˙
(1)
t = b1
(
Φ
(0)
t + rΦ
(1)
t
)
+ b2
(
Ψ
(0)
t + rΨ
(1)
t
)
+ r
(
b3Φ
(0)2
t + b4Φ
(0)
t Ψ
(0)
t + b5Ψ
(0)2
t
)
+ o(r),
(A.4)
with initial condition
Φ
(0)
0 + rΦ
(1)
0 + o(r) = 0,
Ψ
(0)
0 + rΨ
(1)
0 + o(r) = 1.
(A.5)
To leading order[
Φ˙
(0)
t
Ψ˙
(0)
t
]
= A
[
Φ
(0)
t
Ψ
(0)
t
]
,
[
Φ
(0)
0
Ψ
(0)
0
]
=
[
0
1
]
,
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where A is the Jacobian matrix (4.4). This has the solu-
tion [
Φ
(0)
t
Ψ
(0)
t
]
= etA
[
0
1
]
. (A.6)
The r-terms in (A.4)–(A.5) give[
Φ˙
(1)
t
Ψ˙
(1)
t
]
= A
[
Φ
(1)
t
Ψ
(1)
t
]
+ h(t),
[
Φ
(1)
0
Ψ
(1)
0
]
=
[
0
0
]
,
where
h(t) =
[
a3Φ
(0)2
t + a4Φ
(0)
t Ψ
(0)
t + a5Ψ
(0)2
t
b3Φ
(0)2
t + b4Φ
(0)
t Ψ
(0)
t + b5Ψ
(0)2
t
]
. (A.7)
This has the solution[
Φ
(1)
t
Ψ
(1)
t
]
= etA
∫ t
0
e−sA h(s) ds. (A.8)
We now calculate Tfocus. To this end we write
Tfocus(r) = T
(0) + rT (1) + o(r),
By (A.6) we have Φ
(0)
t =
a2
ω
eλt sin(ωt), where λ± iω are
the eigenvalues of A (4.3), and so
T (0) =
π
ω
. (A.9)
This is sufficient to verify (4.8), but to verify (4.7)
we require T (1). Equation (A.9) implies Φ
(0)
Tfocus(r)
=
−a2eλpiω T (1)r + o(r), and so from the r-terms in (A.2)
we obtain
T (1) =
1
a2
e
−λpi
ω Φ
(1)
pi
ω
. (A.10)
Next we calculate Pfocus which is determined by (A.3).
We write
1
r
Pfocus(r) = P
(0) + rP (1) + o(r), (A.11)
with which (A.3) is
Ψ
(0)
Tfocus(r)
+ rΨ
(1)
Tfocus(r)
= P (0) + rP (1) + o(r). (A.12)
By (A.6) we have Ψ
(0)
t = e
λt
(
cos(ωt)− a1−b22ω sin(ωt)
)
,
and so by (A.9) we obtain
P (0) = −eλpiω . (A.13)
From the r-terms in (A.12) we obtain (after simplification
using λ = a1+b22 )
P (1) = − b2
a2
Φ
(1)
pi
ω
+Ψ
(1)
pi
ω
. (A.14)
To complete the proof it remains for us to evaluate
(A.8) at t = π
ω
. Observe e
piA
ω = −eλpiω I, thus[
Φ
(1)
pi
ω
Ψ
(1)
pi
ω
]
= −eλpiω
∫ pi
ω
0
e−sA h(s) ds. (A.15)
By the laborious task of expanding and grouping terms
using (A.6) and (A.7), we obtain
e−sA h(s) = eλs


3∑
n=0
cn
ωn
cos3−n(ωs) sinn(ωs)
3∑
n=0
dn
ωn
cos3−n(ωs) sinn(ωs)

, (A.16)
where
c0 = a5 ,
c1 = a2(a4 − b5)− 3(a1 − b2)a5
2
,
c2 = a
2
2(a3 − b4)− a2(a1 − b2)(a4 − b5) +
3a5(a1 − b2)2
4
,
c3 = −a32b3 −
a22(a1 − b2)(a3 − b4)
2
+
a2(a1 − b2)2(a4 − b5)
4
− a5(a1 − b2)
3
8
,
d0 = b5 ,
d1 = a2b4 − a5b1 − (a1 − b2)b5
2
,
d2 = a
2
2b3 − a2a4b1 + (a1 − b2)a5b1 −
(a1 − b2)2b5
4
,
d3 = −a22a3b1 +
a22(a1 − b2)b3
2
+
a2(a1 − b2)a4b1
2
− a2(a1 − b2)
2b4
4
− (a1 − b2)
2a5b1
4
+
(a1 − b2)3b5
8
.
(A.17)
Direct evaluation of
In =
∫ pi
ω
0
eλs cos3−n(ωs) sinn(ωs) ds, (A.18)
where n = 0, . . . , 3, yields
In =
(
e
λpi
ω + 1
)
qn
(λ2 + ω2)(λ2 + 9ω2)
, (A.19)
where
q0 = −λ
(
λ2 + 7ω2
)
,
q1 = ω
(
λ2 + 3ω2
)
,
q2 = −2λω2,
q3 = 6ω
3.
(A.20)
Combining (A.14), (A.15), (A.16), (A.18), and (A.19)
produces
P (1) =
e
λpi
ω
(
e
λpi
ω + 1
)
(λ2 + ω2)(λ2 + 9ω2)
3∑
n=0
(
b2cn
a2
− dn
)
qn
ωn
.
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Finally from (A.17) and (A.20) we obtain
3∑
n=0
(
b2cn
a2
− dn
)
qn
ωn
= 2a3k1 + a4k2 + 2a5k3
+ 2b3ℓ1 + b4ℓ2 + 2b5ℓ3 ,
hence P (1) = e
λpi
ω
(
e
λpi
ω + 1
)
χfocus, as required.
Proof of Lemma 4.5. Here we perform direct asymptotic
expansions, but, for brevity, only include terms sufficient
to obtain Pfold and Tfold to second order. One simply
includes more terms to obtain (4.14) to fourth order.
We denote the x and y components of the flow by
ϕt(x, y) and ψt(x, y), respectively. By substituting Tay-
lor expansions for ϕt(0, r) and ψt(0, r) into the ODEs and
matching terms using (4.11) we obtain
ϕt(0, r) = a2rt+
a2b0
2
t2 + a5r
2t
+
(
a1a2
2
+
a2b2
2
+ a5b0
)
rt2
+
(
a1a2b0
6
+
a2b0b2
6
+
a5b
2
0
3
)
t3 +O
(
(r + t)4
)
,
ψt(0, r) = r + b0t+ b2rt +
b0b2
2
t2 +O
(
(r + t)3
)
.
We then solve ϕt(0, r) = 0 for t = Tfold(r). Since t = 0
is a solution to ϕt(0, r) = 0, we use the IFT to solve
1
t
ϕt(0, r) = 0. This is possible because a2b0 6= 0 and
implies Tfold(r) is C
4 at r = 0. By matching terms we
obtain
Tfold(r) =
−2
b0
r +
2σfold
3b0
r2 +O
(
r3
)
,
where σfold is given by (4.12). Then
Pfold(r) = ψTfold(0, r)
= −r + 2σfold
3
r2 +O
(
r3
)
,
and has the same degree of differentiability at r = 0 as
Tfold.
Proof of Lemma 4.6. First we derive (4.25)–(4.26). Since
(4.17) is affine, it admits the analytical solution[
ϕt(x, y)
ψt(x, y)
]
= etA
([
x
y
]
−
[
x∗
y∗
])
+
[
x∗
y∗
]
, (A.21)
where
etA = eλt
[
cos(ωt) + a1−b22ω sin(ωt)
a2
ω
sin(ωt)
b1
ω
sin(ωt) cos(ωt)− a1−b22ω sin(ωt)
]
,
(A.22)
and the equilibrium (x∗, y∗) is given by (4.20). Also
λ =
a1 + b2
2
, ω =
√
−a2b1 − (a1 − b2)
2
4
.
Upon substituting (x, y) = (0, r) into (A.21), we obtain,
after much simplification,
ϕt(0, r) =
a2
ω
eλt sin(ωt)r +
a2κ
ω
̺
(
ωt; λ
ω
)
, (A.23)
ψt(0, r) =
(
cos(ωt)− a1 − b2
2ω
sin(ωt)
)(
eλtr +
κ̺
(
ωt; λ
ω
)
sin(ωt)
)
+
κeλt̺
(
ωt;− λ
ω
)
sin(ωt)
, (A.24)
where κ = b0ω
λ2+ω2 , see (4.21), and ̺ is the auxiliary
function (4.22). The evolution time T is defined by
ϕT (0, r) = 0, and through (A.23) we obtain (4.25). To
evaluate P = ψT (0, r), we substitute (4.25) into (A.24),
with which the first part of (A.24) vanishes leaving
(4.26).
Next we analyse the evolution time T . If b0 < 0, then
x∗ < 0, and so as the orbit travels from (0, r) to (0, P )
it completes less than half a revolution around (x∗, y∗),
Fig. 4.6. The time taken to complete half a revolution
is π
ω
, thus ωT ∈ (0, π) and sin(ωT ) > 0. If instead b0 >
0, then ωT ∈ (π, 2π) and sin(ωT ) < 0. By using the
identity
∂
∂s
e−νs̺(s; ν)
sin(s)
=
̺(s;−ν)
sin2(s)
(A.25)
to differentiate (4.25), we obtain
dT
dr
= −e
λT sin(ωT )
ωP
. (A.26)
Since ω > 0 and P < 0, we conclude that dT
dr
> 0 if
b0 < 0 (here sin(ωT ) > 0) and
dT
dr
< 0 if b0 > 0 (here
sin(ωT ) < 0). Moreover by (4.25) we have limr→∞ T =
π
ω
(here sin(ωT )→ 0).
Now we analyse P . By (4.25)–(4.26), P
r
=
−e2λT ̺(ωT ;− λω )
̺(ωT ; λω )
. Substituting T = π
ω
gives P
r
= −eλpiω .
Thus P ∼ −r eλpiω as r → ∞. By applying (A.25) to
(4.25)–(4.26) we obtain
dP
dr
= − ̺
(
ωT ; λ
ω
)
̺
(
ωT ;− λ
ω
) , (A.27)
and a further application of (4.25)–(4.26) yields (4.27).
This implies dP
dr
< 0 (because r > 0 and P < 0).
Finally we treat Types I–III in order.
I) By (4.25), as r → 0, ̺(ωT ; λ
ω
) → 0. With b0 < 0,
ωT ∈ (0, π), so as r → 0 we must have T → 0 (see
Fig. 4.5). Similarly P → 0 by (4.26).
II) If b0 > 0 and λ < 0, then ωT ∈ (π, 2π) and so by
(4.26) and the definition of sˆ, see (4.24), we have
P = 0 when T = sˆ(ν)
ω
, where ν = − λ
ω
> 0. To
show that this occurs when r = rˆ, we substitute
T = sˆ(ν)
ω
into (4.25) and use the identity
̺(sˆ(ν);−ν) = (1 + ν2) sin2(sˆ(ν)), (A.28)
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to obtain r = −κ(1 + ν2) eνsˆ(ν) sin(sˆ) = rˆ. Since
P ∈ (−∞, 0) is a decreasing function of r, P is
undefined for all r < rˆ.
III) If b0 > 0 and λ > 0, again ωT ∈ (π, 2π) and so
by (4.25) we have r = 0 when T = sˆ(ν)
ω
, where
ν = λ
ω
> 0. Here P = b0
ω
eνsˆ(ν) sin(sˆ(ν)) by (A.28).
Appendix B: Proofs for boundary equilibrium
bifurcations
We start by proving the theorem for HLB 4. The the-
orem for HLB 1 is then a simple corollary. The proof
for HLB 4 involves a blow-up of phase space about the
origin so that the limit µ → 0+ produces a piecewise-
linear system for which a Poincare´ map can be described
using Lemma 4.6. The Poincare´ map is shown to have a
unique fixed point by generalising analytical arguments
developed in [64]. After this we prove the theorems for
HLBs 2, 3 and 20.
Proof of Theorem 6.2 (HLB 4). Write
fJ(x, y;µ) = a1Jx+ a2Jy + a3Jµ+O
(
(|x|+ |y|+ |µ|)2
)
,
gJ(x, y;µ) = b1Jx+ b2Jy + b3Jµ+O
(
(|x|+ |y|+ |µ|)2
)
,
(B.1)
for each J ∈ {L,R}. Then
βJ = a3Jb2J − a2Jb3J , (B.2)
and
γ = a2La3R − a3La2R . (B.3)
In view of the replacement y 7→ −y it suffices to assume
orbits rotate clockwise, that is a2L > 0 and a2R > 0.
Locally, the left half-system has a unique equilibrium:
an unstable focus with x-value −βLµ
λ2L+ω
2
L
+ O
(
µ2
)
. Since
βL > 0, this equilibrium is admissible (in ΩL) for µ >
0. Similarly, locally, the right half-system has a unique
equilibrium: a stable focus with x-value −βRµ
λ2
R
+ω2
R
+O
(
µ2
)
.
Since βR > 0, this equilibrium is admissible (in ΩR) for
µ < 0.
For each J ∈ {L,R}, fJ is C2 and a2J 6= 0 thus, by
the IFT, fJ(0, ζJ(µ);µ) = 0 for a unique C
2 function
ζJ(µ) = −a3J
a2J
µ+O
(
µ2
)
, (B.4)
defined in a neighbourhood of µ = 0. The points
(0, ζL(µ)) and (0, ζR(µ)) are folds, and observe
ζL(µ)− ζR(µ) = γ
a2La2R
µ+O
(
µ2
)
. (B.5)
The folds may be classified by Definition 3.3 (recall
βL, βR > 0). At (0, ζL(µ)),
∂fL
∂y
gL = −βLµ + O
(
µ2
)
,
thus (0, ζL(µ)) is visible for µ > 0 [invisible for µ < 0].
Similarly at (0, ζR(µ)),
∂fR
∂y
gR = −βRµ + O
(
µ2
)
, thus
(0, ζR(µ)) is invisible for µ > 0 [visible for µ < 0].
For the remainder of the proof we consider µ ≥ 0.
This is because the result for µ < 0 follows from the
following symmetry property: flipping the signs of x and
µ and reversing the direction of time transforms (6.1) to
another system of this form satisfying the conditions of
Theorem 6.2.
In order to accommodate the nonlinear terms in (B.1),
we work in scaled coordinates
x˜ =
x
µ
, y˜ =
y − ζR(µ)
µ
. (B.6)
This blow-up shifts the vertical coordinate to put the
right fold at the origin. In these coordinates the right
half-system is
˙˜x = a1Rx˜+ a2Ry˜ +O(µ),
˙˜y = − βR
a2R
+ b1Rx˜+ b2Ry˜ +O(µ),
(B.7)
and the left half-system is
˙˜x = − γ
a2R
+ a1Lx˜+ a2Ly˜ +O(µ),
˙˜y = −a2Rb3L − a3Rb2L
a2R
+ b1Lx˜+ b2Ly˜ +O(µ).
(B.8)
Fig. B.1 shows a phase portrait. Since γ ≥ 0 by assump-
tion, ζL(µ) ≥ ζR(µ) by (B.5).
Given r˜ > 0, consider the forward orbit of (x˜, y˜) =
(0, r˜) that immediately enters x˜ > 0. Let PR(r˜;µ) be
the y˜-value of the next intersection of this orbit with
x˜ = 0 (leave PR undefined if this orbit does not return to
x˜ = 0) and let TR(r˜;µ) be the corresponding evolution
time. Similarly for any r˜ < 0, let PL(r˜;µ) be the y˜-value
of the next intersection of the forward orbit of (0, r˜) with
x˜ = 0 (leave PL undefined if this orbit does not return to
x˜ = 0) and let TL(r˜;µ) be the corresponding evolution
time. Let
P (r˜;µ) = PL(PR(r˜;µ);µ), (B.9)
be the induced Poincare´ map. This corresponds to an
evolution time of
T (r˜;µ) = TR(r˜;µ) + TL(PR(r˜;µ);µ). (B.10)
Fixed points of P correspond to periodic orbits of
(B.7)–(B.8) and thus also of the original system (6.1).
Locally, periodic orbits of (6.1) must evolve on both sides
of x = 0, thus the fixed points of P generate all local pe-
riodic orbits of (6.1).
Although the scaled system (B.7)–(B.8) was con-
structed under the assumption µ > 0, in (B.7)–(B.8) we
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may set µ = 0. Next we analyse P and T with µ = 0 and
accommodate µ > 0 at the end.
With µ = 0, (B.7) is affine and we can apply Lemma
4.6 with b0 = − βRa2R . Specifically,
PR(r˜; 0) = Paffine
(
r˜;λR, ωR,− βRa2R
)
,
TR(r˜; 0) = Taffine
(
r˜;λR, ωR,− βRa2R
)
,
(B.11)
which are of Type I because b0 < 0. In order to apply
Lemma 4.6 to (B.7), we rotate coordinates by 180◦ and
translate so that the fold is at the origin. Specifically, we
let
˜˜x = −x˜,
˜˜y = −(y˜ − γ˜),
(B.12)
where
γ˜ =
γ
a2La2R
, (B.13)
with which (B.8) with µ = 0 becomes
˙˜˜x = a1L ˜˜x+ a2L ˜˜y,
˙˜˜y =
βL
a2L
+ b1L ˜˜x+ b2L ˜˜y.
(B.14)
Then Lemma 4.6 with b0 =
βL
a2L
gives
PL(r˜; 0) = γ˜ − Paffine
(
γ˜ − r˜;λL, ωL, βL
a2L
)
,
TL(r˜; 0) = Taffine
(
γ˜ − r˜;λL, ωL, βL
a2L
)
,
(B.15)
x˜
y˜
(0, PR(r˜))
(0, r˜)
(
0, ζL(µ)−ζR(µ)
µ
)
(
0, PL(PR(r˜))
)
FIG. B.1. For HLB 4, a sketch of the local dynamics with µ >
0 and using the coordinates (B.6). There exists an admissible
unstable focus in ΩL; a visible fold of the left half-system and
an invisible fold of the right half-system bound a repelling
sliding region. On this region the direction of sliding motion
is not indicated because there may be pseudo-equilibria, see
[176].
which are of Type III because b0 > 0 and λL > 0. Notice
P (r˜; 0) is well-defined for all r˜ > 0.
By Lemma 4.6, PR(r˜; 0) ∼ −r˜ e
λRpi
ωR as r˜ → ∞, and
PL(r˜; 0) ∼ −r˜ e
λLpi
ωL as r˜→ −∞. Thus
P (r˜; 0) ∼ r˜ eαπ, (B.16)
as r˜ → ∞, where α = λL
ωL
+ λR
ωR
, (6.15). By (4.27) we
obtain
∂P
∂r˜
(r˜; 0) =
r˜(γ˜ − PR)
PR(γ˜ − P ) e
2h(r˜), (B.17)
where
h(r˜) = λRTR(r˜; 0) + λLTL(PR(r˜; 0); 0). (B.18)
Observe r˜ > 0, and PR < 0 < γ˜ < P . For all r˜ > 0,
dh
dr˜
< 0, (B.19)
because λR < 0 and TR(r˜; 0) is increasing and λL > 0
and TL(PR(r˜; 0); 0) is decreasing. The period of the limit
cycle corresponding to a fixed point r˜∗ is T = TL + TR,
where PL = r˜
∗, PR, TL, and TR satisfy
r˜∗ =
−κR e−λRTR̺
(
ωRTR;
λR
ωR
)
sin(ωRTR)
,
PR =
κR e
λRTR̺
(
ωRTR;−λRωR
)
sin(ωRTR)
,
γ˜ − PR =
−κL e−λLTL̺
(
ωLTL;
λL
ωL
)
sin(ωLTL)
,
γ˜ − PL =
κL e
λLTL̺
(
ωLTL;−λLωL
)
sin(ωLTL)
,
where κR =
−βRωR
a2R(λ2R+ω2R)
and κL =
βLωL
a2L(λ2L+ω2L)
. By elim-
inating PL and PR in these equations we produce (6.18).
This completes our construction and basic description
of the Poincare´ map P and the evolution time T . We
now use a series of analytical arguments to characterise
fixed points of P in the limit µ → 0+. Following the
logical steps of [64], we suppose, for the moment, that
P (r˜; 0) has a fixed point, and let r˜∗ be the smallest such
point. Since P (0; 0) > 0, we must have P (r˜; 0) > r˜, for
all 0 ≤ r˜ < r˜∗, and so ∂P
∂r˜
(r˜∗; 0) ≤ 1.
Now suppose, for a contradiction, that ∂P
∂r˜
(r˜∗; 0) =
1. Then we need ∂
2P
∂r˜2
(r˜∗; 0) ≥ 0, because P (r˜; 0) > r˜
for all 0 ≤ r˜ < r˜∗. But by differentiating (B.17) and
substituting r˜ = P = r˜∗ and ∂P
∂r˜
= 1, we get
∂2P
∂r˜2
(r˜∗; 0) =
γ˜
r˜∗(γ˜ − r˜∗) −
γ˜ ∂PR
∂r˜
PR(γ˜ − PR) + 2
dh
dr˜
. (B.20)
The first two terms (B.20) are non-positive, and the last
term is negative, thus ∂
2P
∂r˜2
(r˜∗; 0) < 0, which is a contra-
diction. Hence ∂P
∂r˜
(r˜∗; 0) < 1, and so r˜∗ is an asymptoti-
cally stable fixed point of P (r˜; 0).
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Next suppose, for a contradiction, that P (r˜; 0) has
other fixed points, and let r˜∗∗ be the next smallest such
point. Then P (r˜; 0) < r˜ for all r˜∗ ≤ r˜ < r˜∗∗ and so
∂P
∂r˜
(r˜∗∗; 0) ≥ 1. At a fixed point, equation (B.17) is sat-
isfied with P = r˜, that is
∂P
∂r˜
(r˜; 0) = G(r˜) e2h(r˜), (B.21)
where
G(r˜) =
r˜(γ˜ − PR)
PR(γ˜ − r˜) .
We have
dG
dr˜
=
(
γ˜
r˜∗(γ˜ − r˜∗) −
γ˜ ∂PR
∂r˜
PR(γ˜ − PR)
)
G(r˜),
so G is a decreasing function because G is positive and,
as above, the term in large brackets is negative. Since
h is decreasing, we conclude from (B.21) that ∂P
∂r˜
(r˜; 0)
is decreasing. But ∂P
∂r˜
(r˜∗; 0) < 1, so we cannot have
∂P
∂r˜
(r˜∗∗; 0) ≥ 1. This is contradiction, hence P (r˜; 0) < r˜
for all r˜ > r˜∗.
By (B.16), this requires α ≤ 0. Thus P (r˜; 0) has no
fixed points if α > 0. If α < 0, then P (r˜; 0) has a fixed
point by the intermediate value theorem, and, as we have
just shown, this fixed point is unique, call it r˜∗. More-
over, as shown above, ∂P
∂r˜
(r˜∗; 0) < 1, thus the fixed point
is asymptotically stable.
Finally we consider P (r˜;µ) with µ > 0. Notice (B.7)
and (B.8) are C1 (with respect to both the variables x˜
and y˜ and the parameter µ). Thus the flow of (B.7) and
(B.8) are C1 functions of the initial condition and of µ.
For all r˜ > 0, P (r˜; 0) is well-defined and corresponds
to transversal intersections with x˜ = 0, thus P (r˜;µ) is
well-defined and C1, by Lemma 4.3, for sufficiently small
µ > 0. By the IFT applied to P , if α < 0 then P has a
unique stable fixed point r˜∗(µ). Hence, locally, the scaled
system (B.7)–(B.8) has a unique stable limit cycle, and
the same is true for the original system (6.1). In view
of (B.6), in (6.1) the size of the limit cycle is asymptoti-
cally proportional to µ (for example if x˜max denotes the
maximum x˜-value of the limit cycle in (B.7)–(B.8) with
µ = 0, then the maximum x-value of the limit cycle in
(6.1) is µx˜max + O
(
µ2
)
). If instead α > 0, then, locally,
P has no fixed points and thus (6.1) has no limit cycles.
As mentioned above, the dynamics for µ < 0 follows by
symmetry.
Proof of Theorem 5.1 (HLB 1). Unlike for Theorem 6.2,
locally there must exist a unique stationary solution be-
cause (5.1) is continuous; the only stationary solutions
are regular equilibria. The left half-system has an unsta-
ble focus with x-value −βµ
λ2
L
+ω2
L
+ O
(
µ2
)
, so is admissible
(in ΩL) for µ > 0 because β > 0. Similarly the right
half-system has admissible stable focus for µ < 0.
To complete the proof we apply Theorem 6.2. In (6.16)
we have βL = βR = β > 0. In (6.17) we have γ = 0. Also
a2La2R =
(
∂fL
∂y
(0, 0; 0)
)2
is non-zero (and hence posi-
tive) because DFL(0, 0; 0) has complex eigenvalues. This
shows that the conditions of Theorem 6.2 are satisfied.
The conclusions of Theorem 6.2 reduce to those Theorem
5.1; this completes the proof.
Proof of Theorem 5.2 (HLB 2). This proof follows that
of Theorem 6.2 (given above) except we need to accom-
modate the real eigenvalues of the stable node and care-
fully consider the case µ < 0 (to show that no limit cycle
exists when the node is admissible). Write
fJ(x, y;µ) = a1Jx+ a2y + a3µ+O
(
(|x|+ |y|+ |µ|)2
)
,
gJ(x, y;µ) = b1Jx+ b2y + b3µ+O
(
(|x|+ |y|+ |µ|)2
)
,
(B.22)
for each J ∈ {L,R}. Notice a2 6= 0 by the eigenvalue
condition (5.11) and we can assume a2 > 0 in view of
the replacement y 7→ −y. Also by (5.11), locally the left
half-system has a unique equilibrium: an unstable focus
with x-value −βµ
λ2
L
+ω2
L
+O
(
µ2
)
, that is admissible (in ΩL)
for µ > 0 (because β > 0). Similarly, locally, the right
half-system has a unique equilibrium: a stable node with
x-value −βµ
λ2R−η2R
+ O
(
µ2
)
, that is admissible (in ΩR) for
µ < 0. Since fL is C
2 and a2 6= 0, by the IFT we have
fL(0, ζ(µ);µ) = 0 for a unique C
2 function
ζ(µ) = −a3
a2
µ+O
(
µ2
)
,
defined in a neighbourhood of µ = 0. Notice (x, y) =
(0, ζ(µ)) is a fold for both half-systems of (5.1).
First consider µ > 0. We introduce the scaled coordi-
nates
x˜ =
x
µ
, y˜ =
y − ζ(µ)
µ
, (B.23)
with which the system becomes
˙˜x = a1J x˜+ a2y˜ +O(µ),
˙˜y = − β
a2
+ b1J x˜+ b2y˜ +O(µ),
(B.24)
with J = L for x˜ < 0 and J = R for x˜ > 0. Given r˜ > 0,
let PR(r˜;µ) < 0 be the y˜-value of the next intersection of
the forward orbit of (0, r˜) with x˜ = 0, and let TR(r˜;µ) be
the corresponding evolution time. Similarly given r˜ < 0,
let PL(r˜;µ) > 0 be the y˜-value of the next intersection
of the forward orbit of (0, r˜) with x˜ = 0, and let TL(r˜;µ)
be the corresponding evolution time. Let
P (r˜;µ) = PL(PR(r˜;µ);µ), (B.25)
which corresponds to an evolution time of
T (r˜;µ) = TR(r˜;µ) + TL(PR(r˜;µ);µ). (B.26)
45
Locally, limit cycles must enter both x˜ < 0 and x˜ > 0,
thus all possible limit cycles are generated by the fixed
points of P .
Next we analyse P (r˜; 0) and T (r˜; 0) (which are well-
defined even though (B.24) was constructed under the
assumption µ > 0). In the limit µ → 0+, (B.24) has the
affine form (4.17). Thus for (B.24) with J = R,
PR(r˜; 0) = Paffine
(
r˜;λR, iηR,− β
a2
)
,
TR(r˜; 0) = Taffine
(
r˜;λR, iηR,− β
a2
)
,
where the imaginary argument arises from putting the
real eigenvalues λR ± ηR (5.11) in the complex form
(4.19). Let
̺node(s; ν) = 1− eνs(cosh(s)− ν sinh(s)). (B.27)
Like ̺ (see Fig. 4.5), the function ̺node has a double zero
at s = 0, but if |ν| > 1 then ̺node(s; ν) > 0 for all s 6= 0.
Using the identity ̺(is;−iν) = ̺node(s; ν), by Lemma 4.6
r˜ =
−Im(κR) e−λRTR̺node
(
ηRTR;
λR
ηR
)
sinh(ηRTR)
, (B.28)
PR =
Im(κR) e
λRTR̺node
(
ηRTR;
−λR
ηR
)
sinh(ηRTR)
, (B.29)
where
κR =
−iβηR
a2(λ2R − η2R)
. (B.30)
Analogous to (A.26),
∂TR
∂r˜
= −e
λRTR sinh(ηRTR)
ηRPR
, (B.31)
thus TR(r˜; 0) is an increasing function of r˜ (because ηR >
0 and PR < 0). Analogous to (A.27),
∂PR
∂r˜
= −
̺node
(
ηRTR;
λR
ηR
)
̺node
(
ηRTR;−λRηR
) , (B.32)
thus PR(r˜; 0) is a decreasing function of r˜ (because∣∣λR
ηR
∣∣ > 1). By (B.28)–(B.29), TR(r˜; 0) → 0 and
PR(r˜; 0)→ 0 as r˜ → 0. As r˜ →∞,
r˜ ∼ −2Im(κR) e−(λR+ηR)TR , (B.33)
and1
PR(r˜; 0)→ −β
a2(ηR − λR) . (B.34)
1 The limiting value (B.34) corresponds to the intersection of the
linear slow subspace of (B.24) (with J = R and µ = 0) which
can be obtained more simply by calculating the eigenspace of
DFR(0, 0; 0) corresponding to λR + ηR.
Lemma 4.6 can be applied to (B.24) with J = L (still
in the limit µ→ 0+) by rotating coordinates by 180◦. In
this way we obtain
PL(r˜; 0) = −Paffine
(
−r˜;λL, ωL, β
a2
)
,
TL(r˜; 0) = Taffine
(
−r˜;λL, ωL, β
a2
)
,
(B.35)
which are of Type III because β
a2
> 0 and λL > 0. It fol-
lows that P (r˜; 0) = PL(PR(r˜; 0); 0) is an increasing func-
tion of r˜ with limr˜→0 P (r˜; 0) > 0 and limr˜→∞ P (r˜; 0) <
∞. By the intermediate value theorem, P (r˜; 0) has a
fixed point r˜∗. It can be shown that r˜∗ is asymptoti-
cally stable and unique (we omit this step for brevity; it
can be achieved by a minor adaptation of arguments that
appear in the proof of Theorem 6.2). Also by repeating
the arguments at the end of the proof of Theorem 6.2
we conclude that P (r˜;µ) has a unique stable fixed point
r˜∗(µ) for sufficiently small µ > 0 because (B.24) is C1.
Thus (5.1) has a unique stable limit cycle with amplitude
proportional to µ (due to the scaling (B.23)).
Second consider µ < 0. Let x˜ = x|µ| and y˜ =
y−ζ(µ)
|µ| and
take µ → 0− with which the right half-system is affine
with an admissible stable node (x˜∗R, y˜
∗
R), see Fig. B.2. Let
ℓ1 be the line segment connecting (0, 0) and (x˜
∗
R, y˜
∗
R).
Let ℓ2 be the linear slow subspace with x˜ ≥ x˜∗R (this
has slope λR+ηR−a1R
a2
). For all r˜ > 0, the forward orbit
of (0, r˜) cannot cross ℓ1 (here ˙˜x = 0 and ˙˜y > 0) or ℓ2
(because ℓ2 is an invariant). Thus the orbit converges
to (x˜∗R, y˜
∗
R) without reintersecting x˜ = 0. Now choose
any r˜max > 0. Since (B.24) is C
1 there exists δ > 0
such that for all −δ < µ < 0, (x˜∗R, y˜∗R) persists as a
stable node (x˜∗R(µ), y˜
∗
R(µ)), and for all 0 < r˜ < r˜max
the forward orbit of (0, r˜) converges to (x˜∗R(µ), y˜
∗
R(µ))
without reintersecting x˜ = 0. Thus, locally, (B.24), and
hence also (5.1), has no limit cycle for µ < 0.
x˜
y˜
ℓ1
ℓ2
(x˜∗R, y˜
∗
R)
FIG. B.2. For HLB 2, a sketch of the local dynamics with
µ < 0 in scaled coordinates indicating the line segment ℓ1 and
the ray ℓ2 defined in the text.
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Proof of Theorem 6.1 (HLB 3). Write
fL(x, y;µ) = a1Lx+ a2Ly + a3Lµ+O
(
(|x|+ |y|+ |µ|)2
)
,
gL(x, y;µ) = b1Lx+ b2Ly + b3Lµ+O
(
(|x|+ |y|+ |µ|)2
)
.
(B.36)
Then
β = a3Lb2L − a2Lb3L , (B.37)
γ = a2Lb0R − a0Rb2L , (B.38)
where b0R = gR(0, 0; 0). Notice a2L 6= 0 by (6.4),
and it suffices to assume a2L > 0 in view of the re-
placement y 7→ −y. Locally the left half-system has
a unique equilibrium: an unstable focus (x∗L(µ), y
∗
L(µ))
with x∗L(µ) =
−βµ
λ2L+ω
2
L
+ O
(
µ2
)
. Since β > 0 the equilib-
rium is admissible (in ΩL) for µ > 0.
Since fL is C
2 and a2L 6= 0, by the IFT we have
fL(0, ζL(µ);µ) = 0 for a unique C
2 function
ζL(µ) = −a3L
a2L
µ+O
(
µ2
)
, (B.39)
defined in a neighbourhood of µ = 0. Since a2L > 0 and
a0R < 0, locally x = 0 is a crossing region for y < ζL(µ)
and an attracting sliding region for y > ζL(µ). On the
attracting sliding region orbits evolve according to y˙ =
gslide(y;µ), where gslide is given by (3.7). Here
gslide(y;µ) =
−γ
a0R
(y − ζL(µ))− β
a2L
µ+O
(
(|y|+ |µ|)2
)
.
(B.40)
Pseudo-equilibria satisfy gslide(y;µ) = 0. Since (B.40)
is C2 and γ 6= 0, by the IFT there exists a unique
pseudo-equilibrium
(
0, y∗ps(µ)
)
where y∗ps(µ) = ζL(µ) −
κµ + O
(
µ2
)
and κ = a0Rβ
a2Lγ
. The pseudo-equilibrium
is admissible if y∗ps(µ) > ζL(µ). Since κ > 0 this is
the case when µ < 0. The pseudo-equilibrium is sta-
ble because it belongs to an attracting sliding region and
∂gslide
∂y
(
y∗ps(µ);µ
)
= −γ
a0R
+O(µ) < 0.
The following is true in a sufficiently small neighbour-
hood of (x, y;µ) = (0, 0; 0). The forward orbit of any
point, other than (x∗L(µ), y
∗
L(µ)) in the case µ ≥ 0,
eventually reaches the attracting sliding region. This
is because a0R < 0, so orbits in ΩR reach x = 0, and
(x∗L(µ), y
∗
L(µ)) is an unstable focus, so orbits in ΩL spi-
ral out and must eventually reach the attracting sliding
region. With µ < 0 orbits on the attracting sliding region
approach the pseudo-equilibrium, hence in this case there
are no limit cycles. With µ > 0 we have gslide(y;µ) < 0
on the attracting sliding region. Thus sliding orbits reach
y = ζL(µ), then return to the attracting sliding region
after an excursion in ΩL forming a unique stable limit
cycle. It remains for us to calculate this limit cycle to
ascertain its amplitude and period.
We work in the scaled coordinates
x˜ =
x
µ
, y˜ =
y − ζL(µ)
µ
, (B.41)
assuming µ > 0, with which the left half-system becomes
˙˜x = a1Lx˜+ a2Ly˜ +O(µ),
˙˜y = − β
a2L
+ b1Lx˜+ b2Ly˜ +O(µ).
(B.42)
On x˜ = 0 with y˜ > 0, orbits slide according to ˙˜y =
g˜slide(y˜;µ), where
g˜slide(y˜;µ) =
−γ
a0R
y˜ − β
a2L
+O(µ), (B.43)
until reaching y˜ = 0. Let PL(µ) be the y˜-value of the
next intersection of the forward orbit of (x˜, y˜) = (0, 0)
with x˜ = 0. That is, 0 and PL(µ) are the departure and
arrival y˜-values of the limit cycle on x˜ = 0. Let TL(µ)
and Tslide(µ) be the evolution times in ΩL and on x˜ = 0
respectively.
By applying Lemma 4.6 to (B.42) with µ = 0 (by ro-
tating coordinates by 180◦) we obtain
PL(0) =
−β
a2LωL
eλLsˆωL sin(sˆ), (B.44)
TL(0) =
sˆ
ωL
, (B.45)
where sˆ = sˆ
(
λL
ωL
)
. To determine Tslide(0), observe that
when µ = 0 equation (B.43) is linear with solution
ψt(y˜) = e
−γt
a0R (y˜ + κ)− κ.
By definition, ψTslide(0)(PL(0)) = 0, thus
Tslide(0) =
a0R
γ
ln
(
1 +
PL(0)
κ
)
. (B.46)
Equations (B.44)–(B.46) verify (6.8). The period of
the limit cycle is an O(µ) perturbation of (6.8) because
(B.42) and (B.43) are O(µ) perturbations from their val-
ues at µ = 0. The amplitude of the limit cycle is asymp-
totically proportional to µ due to the scaling (B.41).
Proof of Theorem 11.2 (HLB 20). Without loss of gener-
ality assume a2 > 0 (clockwise rotation). By applying the
IFT to the equation F (x, y; 0;µ) = (0, 0), we find that lo-
cally the left half-system has a unique equilibrium: an un-
stable focus (x∗L(µ), y
∗
L(µ)) with x
∗
L(µ) =
−βµ
λ2+ω2 +O
(
µ2
)
.
Since β > 0, the equilibrium is admissible (in ΩL) for
µ > 0.
By applying the IFT to the equation F (z2, y; z;µ) =
(0, 0), we find that, since γ 6= 0, locally the right half-
system has a unique equilibrium (x∗R(µ), y
∗
R(µ)) with√
x∗R(µ) =
−βµ
γ
+O
(
µ2
)
, valid for µ ≤ 0 (because β > 0
and γ > 0). By evaluating the Jacobian of (11.13) with
x > 0 at (x∗R(µ), y
∗
R(µ)), we find that this equilibrium is
a stable node (for sufficiently small µ < 0).
Since f is C2 and a2 6= 0, by the IFT we have
f(0, ζ(µ); 0;µ) = 0 for a unique C2 function
ζ(µ) = −a3
a2
µ+O
(
µ2
)
, (B.47)
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defined in a neighbourhood of µ = 0.
First consider µ > 0. As with earlier proofs in this
section, to analyse the left half-system we let
x˜ =
x
µ
, y˜ =
y − ζ(µ)
µ
, (B.48)
with which the left half-system becomes
˙˜x = a1x˜+ a2y˜ +O(µ),
˙˜y = − β
a2
+ b1x˜+ b2y˜ +O(µ).
(B.49)
Given r˜ < 0, let PL(r˜;µ) be the y˜-value of the next inter-
section of the forward orbit of (0, r˜) with x˜ = 0, and let
TL(r˜;µ) be the corresponding evolution time. By Lemma
4.6 with b0 =
β
a2
,
PL(r˜; 0) = −Paffine
(
−r˜;λ, ω, β
a2
)
,
TL(r˜; 0) = Taffine
(
−r˜;λ, ω, β
a2
)
,
(B.50)
which are of Type III because b0 > 0 and λ > 0.
To analyse the right half-system we employ the alter-
nate scaling
x˜ =
x
µ2
, y˜ =
y − ζ(µ)
µ
, (B.51)
with which the right half-system becomes
µ ˙˜x = a4
√
x˜+ a2y˜ +O(µ),
˙˜y = − β
a2
+ b4
√
x˜+ b2y˜ +O(µ),
(B.52)
Given r˜ > 0, let PR(r˜;µ) be the y˜-value of the next
intersection of the forward orbit of (0, r˜) with x˜ = 0, and
let TR(r˜;µ) be the corresponding evolution time. Since
y˜ has the same definition in (B.48) and (B.51), we can
simply let
P (y˜;µ) = PL(PR(y˜;µ);µ), (B.53)
be the Poincare´ map, which corresponds to an evolution
time of
T (r˜;µ) = TR(r˜;µ) + TL(PR(r˜;µ);µ). (B.54)
The system (B.52) is slow-fast [58, 105, 111]; x˜ is the
fast variable, y˜ is the slow variable, and µ is the time-
scale separation parameter. Taking µ → 0 produces the
reduced system
0 = a4
√
x˜+ a2y˜,
˙˜y = − β
a2
+ b4
√
x˜+ b2y˜.
(B.55)
Alternatively on the fast time-scale τ = t
µ
the limit µ→ 0
produces the layer equations
dx˜
dτ
= a4
√
x˜+ a2y˜,
dy˜
dτ
= 0.
(B.56)
The algebraic constraint in (B.55) defines the critical
manifold M0: y˜ = −a4a2
√
x˜, which belongs to the first
quadrant (x˜, y˜ > 0) because a4 < 0 < a2, see Fig. B.3.
By (B.55), on M0 we have
˙˜y = − β
a2
+
γ
a4
y˜, (B.57)
which has the flow
ψt(y˜) = e
γt
a4
(
y˜ − a4β
a2γ
)
+
a4β
a2γ
. (B.58)
With small µ > 0 and given r˜ > 0, the forward orbit of
(0, r˜) approachesM0 on the fast time-scale, then evolves
near M0 on the slow time-scale until intersecting x˜ = 0
near the origin. In the limit µ → 0, the orbit arrives at
the origin, thus limµ→0 PR(r˜;µ) = 0, with evolution time
TR satisfying ψTR(r˜) = 0. From (B.58) we obtain
lim
µ→0
TR(r˜;µ) = κ ln
(
1 +
a2
κβ
r˜
)
. (B.59)
Then
lim
µ→0
P (r˜;µ) = PL(0; 0)
= −Paffine
(
0;λ, ω,
β
a2
)
,
=
β
a2ω
eνsˆ(ν) sin(sˆ(ν)), (B.60)
where ν = λ
ω
, see Lemma 4.6. Also by Lemma 4.6,
TL(0; 0) =
sˆ(ν)
ω
. (B.61)
x˜
y˜
M0
FIG. B.3. For HLB 20, a sketch of the local dynamics in
the limit µ → 0+. Note, x˜ is defined by (B.48) for the left
half-system and by (B.51) for the right half-system.
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Thus in this limit P has the unique super-stable fixed
point (B.60), and (B.59)–(B.61) explain the limiting pe-
riod (11.22).
PR(r˜;µ) is C
1 because we can perform a multiple time-
scale analysis [111] on (B.52) to calculate its next order
contribution. It follows that P (r˜;µ) is C1 and thus has
a unique stable fixed point r˜∗(µ) (equal to (B.60) in the
limit µ → 0) by the IFT. Hence, in a neighbourhood
of the origin, (11.13) has a unique stable limit cycle for
sufficiently small µ > 0. The order of its minimum and
maximum x and y-values are explained by the scalings
(B.48) and (B.51).
Second consider µ < 0. With the scaling
x˜ =
x
µ2
, y˜ =
y − ζ(µ)
|µ| , (B.62)
the right half-system becomes
|µ| ˙˜x = a4
√
x˜+ a2y˜ +O(µ),
˙˜y =
β
a2
+ b4
√
x˜+ b2y˜ +O(µ).
(B.63)
The system (B.63) has a unique equilibrium: a stable
node (x˜∗R, y˜
∗
R) =
(
β2
γ2
,−a4β
a2γ
)
+ O(µ). It is straight-
forward to see that for any r˜ > 0, the forward orbit
of (x˜, y˜) = (0, r˜) rapidly approaches a slow manifold,
then slowly approaches (x˜∗R, y˜
∗
R). Consequently, locally,
(11.13) has no limit cycle when µ < 0.
Appendix C: Proofs for slipping foci and folds
Proof of Theorem 7.1 (HLB 5). We first compute regu-
lar equilibria and sliding motion to verify part (i) of The-
orem 7.1, and then construct and analyse a Poincare´ map
to verify part (ii).
Write
fJ(x, y;µ) = a1Jx+ a2Jy + a3Jµ+ o(|x|+ |y|+ |µ|),
gJ(x, y;µ) = b1Jx+ b2Jy + b3Jµ+ o(|x|+ |y|+ |µ|),
(C.1)
for each J ∈ {L,R}. Notice a2L > 0, a2R > 0, and
γ = a2Lb2R − a2Rb2L . (C.2)
The boundary equilibria (0, ξL(µ)) and (0, ξR(µ)) are
clockwise-rotating foci because a2L > 0 and a2R > 0.
Thus when ξL(µ) < ξR(µ), as is the case for µ < 0 be-
cause β > 0 by assumption, Γ is an attracting sliding
region, see Fig. 7.1. Conversely when ξL(µ) < ξR(µ), as
is the case for µ > 0, Γ is a repelling sliding region. By
evaluating (3.7) we find we can write the sliding vector
field as
gslide(y;µ) =
(y − ξL(µ))(y − ξR(µ))h(y;µ)
fL(0, y;µ)− fR(0, y;µ) , (C.3)
where lim(y;µ)→(0,0) h(y;µ) = γ. With µ < 0, in Γ we
have fL > 0, fR < 0, and ξL < y < ξR. Thus for
sufficiently small values of y and µ, if γ < 0 then gslide > 0
and so (0, ξR(µ)) is stable, while if γ > 0 then gslide < 0
and (0, ξL(µ)) is stable. This verifies part (i).
Now given r > ξR(µ), consider the forward orbit of
(x, y) = (0, r) that immediately enters x > 0. Let
PR(r;µ) be the y-value of the next intersection of this
orbit with x = 0, and let TR(r;µ) be the corresponding
evolution time. Similarly given r < ξL(µ), consider the
forward orbit of (x, y) = (0, r) that immediately enters
x < 0. Let PL(r;µ) be the y-value of the next inter-
section of this orbit with x = 0, and let TL(r;µ) be the
corresponding evolution time.
Via a change of coordinates that translates (0, ξR(µ))
to the origin, Lemma 4.4 gives
PR(r;µ) = ξR(µ)−e
λRpi
ωR (r − ξR(µ))+o(|r|+ |µ|), (C.4)
and TR(r;µ) → πωR as r → 0 (here the ODEs are only
C1 so we only get the leading order terms of (4.7)–(4.8)).
Similarly
PL(r;µ) = ξL(µ)− e
λLpi
ωL (r − ξL(µ))+o(|r|+ |µ|), (C.5)
and TL(r;µ)→ πωL as r → 0.
To accommodate the case µ < 0, let rˇ(µ) =
P−1R (ξL(µ);µ) = ξR(µ) − β e
−λRpi
ωR µ + o(µ). Then P =
PL ◦PR is well-defined and C1 (by Lemma 4.3) for small
r > rˇ(µ) in the case µ < 0, and small r > ξR(µ) in the
case µ > 0. By composing (C.4) and (C.5) we obtain
P (r;µ) = ξR(µ) +
(
1 + e
λLpi
ωL
)
βµ
+ eαπ(r − ξR(µ)) + o(|r| + |µ|). (C.6)
The Poincare´ map P is not defined for all (r;µ) near
(0; 0), but in view of (C.6) we can extend P so that it is
C1 throughout a neighbourhood of (r;µ) = (0; 0). This
allows to formally apply the IFT to solve P (r;µ) = r,
and from this we obtain the unique fixed point
r∗(µ) = ξR(µ) +
(
1 + e
λLpi
ωL
)
β
1− eαπ µ+ o(µ), (C.7)
assuming α 6= 0.
First suppose α < 0. If µ < 0 then r∗(µ) < ξR(µ),
which is outside the domain of P . Hence P has no fixed
points and, locally, (6.1) has no limit cycle. If instead
µ > 0 then r∗(µ) > ξR(µ), so P has a unique fixed point
and (6.1) has a unique limit cycle. The limit cycle is
stable because limµ→0 ∂P∂r (r
∗(µ);µ) = eαπ ∈ (0, 1). The
limit cycle intersects x = 0 at r∗(µ) and
PR(r
∗(µ);µ) = ξL(µ)−
(
1 + e
λRpi
ωR
)
β
1− eαπ µ+ o(µ),
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and consequently its minimum and maximum x and y-
values are asymptotically proportional to |µ|. Its period
is TL(PR(r
∗(µ);µ);µ)+TR(r∗(µ);µ) which limits to πωL+π
ωR
as µ→ 0.
Finally suppose α > 0. If µ < 0 then (C.7) implies
r∗(µ) > rˇ(µ). Thus P has a unique fixed point and (6.1)
has a unique limit cycle. This limit cycle is unstable
because eαπ > 1 and the above properties hold for its
amplitude and period. If instead µ > 0 then r∗(µ) <
ξR(µ) and so (6.1) has no limit cycle.
Proof of Theorem 7.2 (HLB 6). Here we write
fL(x, y;µ) = a1Lx+ a2Ly + o(|x|+ |y|+ |µ|),
gL(x, y;µ) = b1Lx+ b2Ly + o(|x|+ |y|+ |µ|), (C.8)
where a2L > 0, and
fR(x, y;µ) = a1Rx+ a2Ry + a3Rµ
+ o(|x|+ |y|+ |µ|),
gR(x, y;µ) = b0R + b1Rx+ b2Ry + b3Rµ
+ o(|x|+ |y|+ |µ|),
(C.9)
where a2R > 0, a3R = β, and b0R < 0.
The y-value of the fold is ζR(µ) = − βa2R µ+o(µ). Since
β > 0, for µ < 0 we have ζR(µ) > 0 and consequently
Γ is an attracting sliding region. Conversely for µ > 0
we have ζR(µ) < 0 and Γ is a repelling sliding region.
Through (3.7) we obtain
gslide(y;µ) =
yh(y;µ)
fL(0, y;µ)− fR(0, y;µ) , (C.10)
where lim(y;µ)→(0,0) h(y;µ) = a2Lb0R. Thus with µ < 0,
on Γ we have y > 0 and so gslide(y;µ) < 0 (because
a2Lb0R < 0). Therefore sliding orbits approach the origin
and so the origin is a stable stationary solution. With
instead µ > 0 the origin is unstable because fR(0, 0;µ) >
0.
Define the return maps PR and PL and return times
TR and TL as in the proof of Theorem 7.1, see Fig. C.1.
Via a change of coordinates that translates (0, ζR(µ)) to
the origin, Lemma 4.5 gives
PR(r;µ) = 2ζR(µ)− r + o(|r| + |µ|), (C.11)
and TR(r;µ) = O(1). Also Lemma 4.4 gives
PL(r;µ) = −e
λLpi
ωL r + o(|r|+ |µ|), (C.12)
and TL(r;µ)→ πωL as r → 0.
Let rˇ(µ) = P−1R (0;µ) = 2ζR(µ) + o(µ). The Poincare´
map P = PL ◦ PR is well-defined and C1 for r > rˇ(µ) in
the case µ < 0, and for r > ζR(µ) in the case µ > 0. By
composing (C.11) and (C.12) we obtain
P (r;µ) = e
αpi
ωL
(
r +
2β
a2R
µ
)
+ o(|r|+ |µ|). (C.13)
x
y
(0, ζR)
(0, r)
(0, PR(r))
(0, PL(PR(r)))
FIG. C.1. A phase portrait illustrating the Poincare´ map
P = PL ◦ PR for HLB 6.
By using the IFT to solve for fixed points of P (as in the
proof of Theorem 7.1) we obtain the locally unique value
r∗(µ) =
2β
a2R
(
e
−αpi
ωL − 1
) µ+ o(µ), (C.14)
assuming α 6= 0. The proof is completed by determining
the admissibility and stability r∗(µ) as in the proof of
Theorem 7.1 (we omit these details for brevity). Note
that the maximum x-value attained by the orbit segment
associated with PR(r;µ) is asymptotically proportional
to (r − ζR(µ))2 and for this reason the maximum x-value
of the limit cycle is asymptotically proportional to µ2.
Proof of Theorem 7.3 (HLB 7). We write
fJ(x, y;µ) = a1Jx+ a2Jy + a3Jµ
+O
(
(|x|+ |y|+ |µ|)2
)
,
gJ(x, y;µ) = b0J + b1Jx+ b2Jy + b3Jµ
+O
(
(|x|+ |y|+ |µ|)2
)
,
(C.15)
where
a2L > 0, a2R > 0, b0L > 0, b0R < 0. (C.16)
By the IFT, locally we have fJ(0, ζJ(µ);µ) = 0 for a
unique C2 function ζJ(µ) = −a3Ja2J µ + O
(
µ2
)
. The folds
(0, ζL(µ)) and (0, ζR(µ)) are the endpoints of Γ. Notice
ζL(µ)− ζR(µ) = βµ+O
(
µ2
)
. (C.17)
Since β > 0, for µ < 0 we have ζL(µ) < ζR(µ) and so Γ
is an attracting sliding region. With instead µ > 0 we
have ζL(µ) > ζR(µ) and Γ is a repelling sliding region.
From (3.7) we obtain
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gslide(y;µ) =
−(a2Rb0L − a2Lb0R)y + (a3Lb0R − a3Rb0L)µ+O
(
(|y|+ |µ|)2
)
fL(0, y;µ)− fR(0, y;µ) . (C.18)
Solving y˙slide(y;µ) = 0 reveals (by the IFT) a unique
pseudo-equilibrium at (0, yeq(µ)) where
yeq(µ) =
a3Lb0R − a3Rb0L
a2Rb0L − a2Lb0R µ+O
(
µ2
)
. (C.19)
We can write (C.19) as the convex combination
yeq(µ) = (1− s(µ))ζL(µ) + s(µ)ζR(µ),
where
s(µ) =
a2Rb0L
a2Rb0L − a2Lb0R .
Notice (C.16) implies s(µ) ∈ (0, 1), thus (0, yeq(µ)) lies
within the sliding region Γ. Therefore (0, yeq(µ)) is ad-
missible and is the unique stationary solution of (6.1).
The pseudo-equilibrium (0, yeq(µ)) is unstable when µ >
0 because here Γ is repelling; it is stable when µ < 0
because here Γ is attracting and
∂gslide
∂y
(yeq(µ);µ) = − a2Rb0L − a2Lb0R
fL(0, yeq(µ);µ)− fR(0, yeq(µ);µ)
is negative.
Define the return maps PR and PL and return times
TR and TL as in the proof of Theorem 7.1. Via a change
of coordinates that translates (0, ζR(µ)) to the origin,
Lemma 4.5 gives
PR(r;µ) = 2ζR(µ)−r+2σR
3
(r − ζR(µ))2+o
(
(|r|+ |µ|)2
)
,
(C.20)
where σR = σfold[fR(x, y; 0), gR(x, y; 0)] (here we are
evaluating (4.12) using fR(x, y; 0) and gR(x, y; 0) in
place of the functions f(x, y) and g(x, y) of §4). Also
TR(r;µ) =
−2
b0R
r +O(2). Similarly
PL(r;µ) = 2ζL(µ)−r+2σL
3
(r − ζL(µ))2+o
(
(|r|+ |µ|)2
)
,
(C.21)
where σL = σfold[fL(x, y; 0), gL(x, y; 0)] and TL(r;µ) =
−2
b0L
r +O(2).
Locally the Poincare´ map P = PL ◦ PR is well-defined
and C2 for r > rˇ(µ) = P−1R (ζL(µ);µ) in the case µ < 0
and for r > ζR(µ) in the case µ > 0. By composing
(C.20) and (C.21) we obtain
P (r;µ) = r+2βµ+
2α
3
r2+κ1µr+κ2µ
2+o
(
(|r|+ |µ|)2
)
,
(C.22)
where we have substituted (C.17) and α = σL − σR.
Formulas for κ1, κ2 ∈ R will not be needed. We can
extend P so that it is C2 throughout a neighbourhood of
(r;µ) = (0; 0), then apply the IFT to solve P (r;µ) = r,
not for r, but for µ (this is possible because ∂P
∂µ
(0; 0) =
2β 6= 0). This yields a unique C2 function µ = h(r) =
− α3β r2 + o
(
r2
)
.
Now suppose α < 0. Then h(r) ≥ 0, so if µ < 0 then
P has no fixed point and (6.1) has no limit cycle, while
if µ > 0 then P has a unique fixed point
r∗(µ) =
√
−3βµ
α
+ o(
√
µ), (C.23)
and (6.1) has a unique limit cycle. This limit cycle is
stable because ∂P
∂r
(r∗(µ);µ) = 1 + 2αr
∗(µ)
3 + O(µ) has
modulus less than 1. Its maximum y-value is r∗(µ),
while its maximum x-value is asymptotically propor-
tional to µ because the maximum x-value attained by
the orbit segment associated with PR(r;µ) is asymp-
totically proportional to (r − ζR(µ))2. The minimum x
and y-values of the limit cycle evidently have the same
asymptotic behaviour. The period of the limit cycle is
TL(PR(r
∗(µ);µ);µ)+TR(r∗(µ);µ) =
(
2
b0L
− 2
b0R
)
r∗(µ)+
O(µ) which verifies (7.18). The result in the case α > 0
follows similarly.
Appendix D: Proofs for fixed foci and folds
For the proofs of Theorems 8.1–8.3 we can assume
without loss of generality that both half-systems involve
clockwise rotation and use the following definition for
the components of the Poincare´ map P = PL ◦ PR, see
Fig. 4.1. Given r > 0, let PR(r;µ) denote the y-value at
which the forward orbit of (x, y) = (0, r) next intersects
x = 0, and let TR(r;µ) be the corresponding evolution
time. Similarly given r < 0, let PL(r;µ) denote the y-
value at which the forward orbit of (x, y) = (0, r) next
intersects x = 0, and let TL(r;µ) be the corresponding
evolution time.
Proof of Theorem 8.1 (HLB 8). From Lemma 4.4 we ob-
tain
PR(r;µ) = −e
λRpi
ωR r + e
λRpi
ωR
(
e
λRpi
ωR + 1
)
χRr
2 + o
(
r2
)
,
PL(r;µ) = −e
λLpi
ωL r + e
λLpi
ωL
(
e
λLpi
ωL + 1
)
χLr
2 + o
(
r2
)
,
where we have omitted ‘focus’ from the subscripts of χ
for brevity. By composing these and substituting Λ(µ) =
βµ+O
(
µ2
)
and χL(0)− χR(0) = α, we obtain
P (r;µ) = r + βπµr + α
(
e
λRpi
ωR + 1
)
r2 + o
(
(|r|+ |µ|)2
)
.
(D.1)
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By construction, r = 0 is a fixed point of P for all
sufficiently small values of µ. This corresponds to the
boundary equilibrium at the origin. We have ∂P
∂r
(0;µ) =
1 + βπµ + o(µ), thus if µ < 0 then ∂P
∂r
(0;µ) < 1 in a
neighbourhood of r = 0 and so the origin is stable, while
if µ > 0 then ∂P
∂r
(0;µ) > 1 in a neighbourhood of r = 0
and the origin is unstable.
Since P is C2 and P (0;µ) = 0 for all µ, the function
D(r;µ) = 1
r
(P (r;µ) − r) is C1. Moreover we can extend
its domain to a neighbourhood of (r;µ) = (0; 0). This al-
lows us to use the IFT to solve D(r;µ) = 0 for r (because
∂D
∂r
(0; 0) 6= 0 assuming α 6= 0) to obtain
r∗(µ) =
−βπ
α
(
e
λRpi
ωR + 1
) µ+ o(µ). (D.2)
This is valid (i.e. r∗(µ) > 0) when αµ < 0 and cor-
responds to a limit cycle of (6.1). Thus, locally, (6.1)
has no limit cycle if αµ > 0 and a unique limit cy-
cle if αµ < 0. Since ∂P
∂r
(r∗(µ);µ) = 1 − βπµ + o(µ),
the stability of the limit cycle is opposite to that of the
origin. The statements regarding the size of the limit
cycle follow from (D.2). Finally, Lemma 4.4 also gives
TR(r;µ) =
π
ωR(µ)
+ O(r) and TL(r;µ) =
π
ωL(µ)
+ O(r)
which explain (8.6).
Proof of Theorem 8.2 (HLB 9). From Lemmas 4.4 and
4.5 we obtain
PR(r;µ) = −r + 2σfold,R
3
r2 + o
(
r2
)
, (D.3)
PL(r;µ) = −e
λLpi
ωL r + e
λLpi
ωL
(
e
λLpi
ωL + 1
)
χfocus,L r
2 + o
(
r2
)
,
(D.4)
Since λL(µ) = βµ+o(µ), we can replace each instance of
e
λLpi
ωL in (D.4) with 1+ βπ
ωL(0)
µ+o(µ). Then by composing
(D.3) and (D.4) we obtain
P (r;µ) = r +
βπ
ωL(0)
µr + 2αr2 + o
(
(|r|+ |µ|)2
)
, (D.5)
where we have also used χfocus,L(0)− σfold,R(0)3 = α.
As in the proof of Theorem 8.1, P has at most two
fixed points: r = 0, corresponding to the origin, and
r∗(µ) =
−βπ
2αωL(0)
µ+ o(µ), (D.6)
which is valid when αµ < 0 and corresponds to a limit
cycle. The stability of the origin and limit cycle can be
determined from the sign of ∂P
∂r
− 1, as in the previous
proof. The extremal x and y values of the limit cycle are
asymptotically proportional to |µ| by (D.6), except the
maximum x-value is asymptotically proportional to µ2
due to the fold of the right half-system. Finally, Lemmas
4.4 and 4.5 also give TR(r;µ) =
−2
gR(0,0;µ)
r + O
(
r2
)
and
TL(r;µ) =
π
ωL(µ)
+ O(r), and the sum of these produces
(8.17).
Proof of Theorem 8.3 (HLB 10). Lemma 4.5 gives
PR(r;µ) = −r + 2σR
3
r2 − 4σ
2
R
9
r3 +
2χR
15
r4 + o
(
r4
)
,
PL(r;µ) = −r + 2σL
3
r2 − 4σ
2
L
9
r3 +
2χL
15
r4 + o
(
r4
)
,
where we have omitted ‘fold’ from the subscripts of σ and
χ for brevity. By composing these we obtain
P (r;µ) = r +
2
3
(σL − σR)r2 + 4
9
(σL − σR)2r3 +
(
2
15
(χL − χR)− 8
9
σLσR(σL − σR)
)
r4 + o
(
r4
)
. (D.7)
By then substituting σL(µ) − σR(µ) = βµ + O
(
µ2
)
and
χL(0)− χR(0) = α we arrive at
P (r;µ) = r+
(
2βµ
3
+O
(
µ2
))
r2+
2α
15
r4+o
(
(|r|+ |µ|)4
)
.
(D.8)
This map has the fixed point r = 0 (corresponding to the
two-fold at the origin) which from ∂P
∂r
we see is stable for
µ < 0 and unstable for µ > 0 (because β > 0). To
formally obtain a second fixed point we first observe that
P is C4 for small r > 0 because FL and FR are C
4
(see Lemma 4.3). It is a simple exercise to show that
D(r;µ) = 1
r2
(P (r;µ)− r) is C2. Moreover, D can be
extended in a C2 fashion to a neighbourhood of (r;µ) =
(0, 0). We can then use the IFT to solve D(r;µ) = 0 for
µ (possible because ∂D
∂µ
= 2β3 6= 0), and by inverting the
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result we obtain the fixed point
r∗(µ) =
√
−5βµ
α
+ o
(√
|µ|
)
. (D.9)
Under the restriction r > 0, this point exists and
is unique when αµ < 0 and corresponds to a limit
cycle of (6.1). The period of the limit cycle is
TL(PR(r
∗(µ);µ);µ) + TR(r∗(µ);µ), where TR(r;µ) =
−2
gR(0,0;µ)
r +O
(
r2
)
and TL(r;µ) =
−2
gL(0,0;µ)
r +O
(
r2
)
by
Lemma 4.5, and these combine to produce (8.23).
Appendix E: Proofs for impacting systems
We may write the vector field of (9.1) subject to (9.3)
and (9.5) as
f(x, y;µ) = a1x+ a2y + o(|x|+ |y|+ |µ|),
g(x, y;µ) = b1x+ b2y + b3µ+ o(|x|+ |y|+ |µ|). (E.1)
Notice a2 > 0 and β = −a2b3. Thus β > 0 implies
b3 < 0. Let
A = DF (0, 0; 0) =
[
a1 a2
b1 b2
]
.
Assuming det(A) 6= 0, locally there exists a unique regu-
lar equilibrium (x∗(µ), y∗(µ)) with
x∗(µ) =
−β
det(A)
µ+ o(µ). (E.2)
Proof of Lemma 9.1. By (E.2) we have (x∗(µ), y∗(µ)) ∈
ΩL when µ > 0. Since det(A) > 0, if λ < 0 then
(x∗(µ), y∗(µ)) is a stable node or focus, while if λ > 0
then (x∗(µ), y∗(µ)) is a unstable node or focus.
Now suppose µ < 0 and the consider the forward orbit
of (x, y) = (0, r) where r > 0. This point is mapped to
(0,−γr+ o(r)), then, since the origin is an invisible fold,
evolves in ΩL and next intersects x = 0 at y = γr + o(r)
by Lemma 4.5. Thus the sign of ln(γ) determines the
stability of the pseudo-equilibrium.
Proof of Theorems 9.2–9.4 (HLBs 11–13). Here we de-
rive and analyse two Poincare´ maps, one for µ < 0 and
one for µ > 0, assuming β > 0 and λ ln(γ) < 0. From
the fixed points of these maps, subject to different as-
sumptions on the values of α and ω, we are able to verify
all statements in Theorems 9.2–9.4. In view of the sub-
stitution (x, y, t) 7→ (x,−y,−t), we assume λ > 0 which
implies γ < 1.
First suppose µ > 0. By Lemma 9.1 the system has an
unstable regular equilibrium in ΩL. Let
x˜ =
x
µ
, y˜ =
y
µ
, (E.3)
with which the ODEs become
˙˜x = a1x˜+ a2y˜ +O(µ),
˙˜y = b3 + b1x˜+ b2y˜ +O(µ).
(E.4)
The impact law becomes y˜ 7→ φ˜(y˜) = 1
µ
φ(µy˜) and observe
φ˜(y˜) = −γy˜ +O(µ). (E.5)
For any r˜ < 0, let PL(r˜;µ) be the y˜-component of the
next intersection of the forward orbit of (0, r˜) with x˜ = 0
(leave PL(r˜;µ) undefined if this orbit does not return to
x˜ = 0). Also let TL(r˜;µ) be the corresponding evolution
time. Then, given r˜ > 0, our Poincare´ map is
P (r˜;µ) = PL
(
φ˜(r˜);µ
)
, (E.6)
see Fig. E.1, corresponding to an evolution time of
T (r˜;µ) = TL
(
φ˜(r˜);µ
)
, (E.7)
because the impact law is assumed to be instantaneous.
As in the proof of Theorem 6.2, we now study the
scaled system in the limit µ→ 0. With µ = 0 the ODEs
(E.4) are affine and the impact law (E.5) is linear. In
the case that the regular equilibrium is a node (HLB
13), as in the proof of Theorem 5.2 we can use the slow
invariant subspace of the node to demonstrate that the
system has no limit cycle (we omit these arguments for
brevity). Now suppose the regular equilibrium is a focus
(HLBs 11–12). By Lemma 4.6,
PL(r˜; 0) = −Paffine(−r˜;λ, ω,−b3),
TL(r˜; 0) = Taffine(−r˜;λ, ω,−b3), (E.8)
which are of Type III because λ > 0 and b3 < 0.
By (4.25)–(4.26), any fixed point of P (r˜; 0), call it r˜∗,
satisfies
γr˜∗ =
−κe−λT0̺(ωT0; λω )
sin(ωT0)
,
−r˜∗ = κe
λT0̺
(
ωT0;− λω
)
sin(ωT0)
(E.9)
where T0 = TL(r˜
∗; 0) and κ = −b3ω
λ2+ω2 . Note that these
combine to produce the desired formula (9.10). Using
(4.27) we obtain
∂P
∂r˜
(r˜; 0) =
γ2r˜
PL(−γr˜; 0) e
2λTL(−γr˜;0), (E.10)
x˜
y˜
(0, r˜)
(
0, φ˜(r˜)
)
(
0, PL
(
φ˜(r˜)
))
FIG. E.1. An illustration of the Poincare´ map (E.6) for
HLBs 11–12 with µ > 0.
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and with r˜ = r˜∗ this simplifies to
∂P
∂r˜
(r˜∗; 0) = γ2e2λTL(−γr˜
∗;0). (E.11)
In the next few steps we use the fact that TL(−γr˜; 0) is
a decreasing function of r˜ (by Lemma 4.6).
As in the proof of Theorem 6.2, suppose for the mo-
ment that P (r˜; 0) has a fixed point and let r˜∗ be the
smallest such point. Since P (0; 0) > 0, we must have
P (r˜; 0) > r˜ for all 0 ≤ r˜ < r˜∗, and so ∂P
∂r˜
(r˜∗; 0) ≤ 1.
Actually ∂P
∂r˜
(r˜∗; 0) < 1 because ∂P
∂r˜
(r˜∗; 0) = 1 implies
∂2P
∂r˜2
(r˜∗; 0) = 2λ d
dr˜
TL(−γr˜∗; 0) < 0 which is not possible.
Since r˜∗ is the smallest fixed point, by (E.11) we must
have ∂P
∂r˜
< 1 at every fixed point. Hence P (r˜; 0) has no
other fixed points and so P (r˜; 0) < r˜ for all r˜ > r˜∗.
This situation requires α ≤ 0 because as r˜ → ∞ we
have P (r˜; 0) ∼ γ eλpiω r˜ = eαr˜ (see Lemma 4.6). Thus in
the case α > 0 (HLB 12), P (r˜; 0) has no fixed points (and
thus (9.1) has no limit cycle), while if α < 0 (HLB 11)
then P (r˜; 0) has a fixed point by the intermediate value
theorem and, as we have just shown, this point is unique
and asymptotically stable. Since P is C1 the fixed point
persists for small µ > 0 and corresponds to a stable limit
cycle of (9.1) of size asymptotically proportional to µ (see
the final part of the proof of Theorem 6.2 for details).
Second suppose µ < 0. Let
x˜ = −x
µ
, y˜ = − y
µ
, (E.12)
with which the ODEs become
˙˜x = a1x˜+ a2y˜ +O(µ),
˙˜y = −b3 + b1x˜+ b2y˜ +O(µ)
(E.13)
We define PL and TL as above but now have
PL(r˜; 0) = −Paffine(−r˜;λ, ω, b3),
TL(r˜; 0) = Taffine(−r˜;λ, ω, b3), (E.14)
which are of Type I because b3 < 0 and ω = iη in the case
of HLB 13. Again any fixed point r˜∗ of P (r˜; 0), defined
by (E.6), satisfies (E.9) where T0 = TL(r˜
∗; 0), but now
κ = b3ω
λ2+ω2 . Thus again we have (9.10).
Since Paffine is of Type I we have P (r˜; 0)→ 0 as r˜ → 0.
Moreover ∂P
∂r˜
(r˜; 0) → γ as r˜ → 0 (as in the proof of
Lemma 9.1). Thus if r˜∗ is the smallest positive fixed
point of P (r˜; 0) then ∂P
∂r˜
(r˜∗; 0) ≥ 1. By repeating the
above arguments we can show that ∂P
∂r˜
(r˜∗; 0) < 1 and, if
it exists, r˜∗ is the only positive fixed point of P (r˜; 0).
If the regular equilibrium is a focus (HLBs 11–12) then
again P (r˜; 0) ∼ eαr˜ as r˜ →∞. Thus if α < 0 (HLB 11),
P (r˜; 0) has no fixed points (and thus (9.1) has no limit
cycle), while if α > 0 (HLB 12) then P (r˜; 0) has a fixed
point by the intermediate value theorem and this point is
unique and unstable. Since P is C1 it persists for small
µ < 0 and corresponds to an unstable limit cycle of (9.1).
If the regular equilibrium is a node (HLB 13) then
P (r˜; 0)→ ∞ as r˜ → −b3
λ+η , thus P (r˜; 0) has a fixed point
by the intermediate value theorem. As above this point
is unique, unstable, persists for small µ < 0, and corre-
sponds to an unstable limit cycle of (9.1).
Appendix F: Proof for impulsive systems (HLB 14)
For sufficiently small y > 0, the forward orbit of
(r, θ) =
(
y, π2
)
undergoes an impulse then evolves via
(9.23) until θ = − 3π2 7→ π2 at some r = P (y;µ) (at which
point another impulse is applied). Let T (y;µ) denote the
corresponding evolution time. In order to ’blow up’ the
dynamics about the origin we write
r˜ =
r
y
,
with which
˙˜r = λr˜ + yr˜2F(θ) + o(y),
θ˙ = −ω + yr˜G(θ) + o(y).
(F.1)
Let ϕt(r˜, θ) and ψt(r˜, θ), respectively, denote the r and
θ-components of the flow of (F.1). Then P (y;µ) and
T (y;µ) satisfy
ϕT (y;µ)
(
1
y
R(y;µ),Θ(y;µ)
)
=
1
y
P (y;µ),
ψT (y;µ)
(
1
y
R(y;µ),Θ(y;µ)
)
= −3π
2
,
(F.2)
and are C2 because the flow intersects the positive y-axis
transversally.
We write the flow as a series expansion in y:
ϕt
(
1
y
R(y;µ),Θ(y;µ)
)
= Φ
(0)
t (y;µ) + yΦ
(1)
t (y;µ) + o(y),
ψt
(
1
y
R(y;µ),Θ(y;µ)
)
= Ψ
(0)
t (y;µ) + yΨ
(1)
t (y;µ) + o(y).
(F.3)
We also write
R(y;µ) = γy + ζy2 + o
(
y2
)
,
Θ(y;µ) = φ+ ξy + o(y),
(F.4)
for some constants ζ, ξ ∈ R and we have neglected the
µ-dependency for brevity. By substituting (F.3) into the
first equation of (F.1) we obtain
Φ˙
(0)
t + yΦ˙
(1)
t = λΦ
(0)
t + y
(
λΦ
(1)
t +Φ
(0)2
t F
(
Ψ
(0)
t
))
+ o(y),
(F.5)
with initial condition
Φ
(0)
0 + yΦ
(1)
0 = γ + ζy + o(y).
To first order, Φ˙
(0)
t = λΦ
(0)
t and Φ
(0)
0 = γ, thus
Φ
(0)
t = e
λtγ. (F.6)
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Similarly the second equation in (F.1) gives
Ψ˙
(0)
t + yΨ˙
(1)
t = −ω + yΦ(0)t G
(
Ψ
(0)
t
)
+ o(y), (F.7)
with initial condition
Ψ
(0)
0 + yΨ
(1)
0 = φ+ ξy + o(y).
To first order, Ψ˙
(0)
t = −ω and Ψ(0)0 = φ, thus
Ψ
(0)
t = φ− ωt. (F.8)
Next we write T and P as series expansions in y:
T = T (0) + yT (1) + o(y),
P = yP (0) + y2P (1) + o
(
y2
)
.
(F.9)
By substituting (F.8) and (F.9) into the second equation
of (F.2) we obtain
φ− ωT (0) − yωT (1) + yΨ(1)
T (0)
= −3π
2
+ o(y), (F.10)
and from the constant terms in (F.10) we obtain
T (0) =
1
ω
(
φ+
3π
2
)
. (F.11)
By similarly substituting (F.6) and (F.9) into the first
equation of (F.2) we obtain
eλT
(0)
γ + yλT (1)eλT
(0)
γ + yΦ
(1)
T (0)
= P (0) + yP (1) + o(y),
(F.12)
and from the constant terms in (F.12) we obtain
P (0) = γeλT
(0)
= eΛ.
Thus
P (0)(µ) = 1 + βµ+ o(µ). (F.13)
In order to complete the proof it suffices to evaluate
P (1) at µ = 0. Thus we now set µ = 0 with which Λ = 0.
Then the y-terms in (F.10) and (F.12) imply
T (1) =
1
ω
Ψ
(1)
T (0)
,
P (1) = Φ
(1)
T (0)
+
λ
ω
Ψ
(1)
T (0)
. (F.14)
Next we show that P (1)(0) = α (9.25).
The y-terms in (F.5) give Φ˙
(1)
t = λΦ
(1)
t +e
2λt γ2F(φ−
ωt) and Φ
(1)
0 = ζ, thus
Φ
(1)
t = e
λt
(
ζ + γ2
∫ t
0
eλs F(φ− ωs) ds
)
.
By substituting (F.11) (and using Λ = 0 and θ = φ−ωs)
we obtain
Φ
(1)
T (0)
=
ζ
γ
+
1
ω
e
−3piλ
2ω
∫ φ
−3pi
2
e
−λθ
ω F(θ) dθ. (F.15)
Similarly the y-terms in (F.7) give Ψ˙
(1)
t = e
λt γG(φ−ωt)
and Ψ
(1)
0 = ξ, thus
Ψ
(1)
t = ξ +
∫ t
0
eλs γG(φ− ωs) ds,
and by substituting (F.11) we arrive at
Ψ
(1)
T (0)
= ξ +
1
ω
e
−3piλ
2ω
∫ φ
−3pi
2
e
−λθ
ω G(θ) dθ. (F.16)
In summary we have shown
P (y;µ) = y + βµy + αy2 + o
(
(|y|+ |µ|)2
)
, (F.17)
for sufficiently small values of y ≥ 0 and µ ∈ R. Locally
P has at most two fixed points: y = 0, corresponding to
the boundary equilibrium at the origin, and
y∗(µ) = −β
α
µ+ o(µ), (F.18)
which is valid when y∗(µ) > 0 and corresponds to a limit
cycle (formally (F.18) can be obtained via the IFT by
solving for zeros of 1
y
(P (y;µ)− y) as in the proof of The-
orem 8.1). Since β > 0, the system has a unique limit
cycle if αµ < 0 and no limit cycle if αµ > 0. The limit
cycle intersects the positive y-axis at y∗(µ), thus has am-
plitude asymptotically proportional to |µ|. Its period is
given by (F.11), to leading order.
Stability is determined from
∂P
∂y
(y;µ) = 1 + βµ+ 2αy + o(|y|+ |µ|).
Observe ∂P
∂y
(0;µ) = 1+βµ+o(µ), thus the origin is stable
if µ < 0 and is unstable if µ > 0. Also ∂P
∂y
(y∗(µ);µ) =
1 − βµ + o(µ), thus the stability of the limit cycle is
opposite to that of the origin. 
Appendix G: Proofs for hysteresis
Proof of Theorem 10.1 (HLB 15). For each J ∈ {L,R},
write
fJ(x, y) = a0J + a1Jx+ a2Jy +O
(
(|x|+ |y|)2
)
,
gJ(x, y) = b0J + b1Jx+ b2Jy +O
(
(|x|+ |y|)2
)
,
(G.1)
where a0R < 0 < a0L. The assumption (10.6) implies
b0L
a0L
=
b0R
a0R
. (G.2)
Also
α = a0Lb2R + a2Lb0R − a0Rb2L − a2Rb0L . (G.3)
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Let ϕRt (x, y) and ψ
R
t (x, y), respectively, denote the x
and y-components of the flow of FR. By asymptotic
matching we obtain
ϕRt (µ, y) = µ+ a0Rt+ a1Rµt+ a2Ryt
+
a0Ra1R + a2Rb0R
2
t2 + o
(
(|y|+ |µ|+ |t|)2
)
,
ψRt (µ, y) = y + b0Rt+ b1Rµt+ b2Ryt
+
a0Rb1R + b0Rb2R
2
t2 + o
(
(|y|+ |µ|+ |t|)2
)
.
(G.4)
Define PR(r;µ) and TR(r;µ) by
ϕRTR(r;µ)(µ, r) = −µ (G.5)
ψRTR(r;µ)(µ, r) = PR(r;µ), (G.6)
see Fig. G.1. Using (G.4) we obtain
TR(r;µ) =
−2
a0R
µ+
2a2R
a20R
µr − 2a2Rb0R
a30R
µ2
+ o
(
(|r|+ |µ|)2
)
, (G.7)
PR(r;µ) = r − 2b0R
a0R
µ+ c1Rµr + c2Rµ
2
+ o
(
(|r|+ |µ|)2
)
, (G.8)
where we define
c1J =
2(a2Jb0J − a0Jb2J)
a20J
, (G.9)
for each J ∈ {L,R} (a formula for c2R will not be
needed).
Define PL(r;µ) and TL(r;µ) analogously, Fig. G.1. Via
the replacement (R, µ) 7→ (L,−µ) in (G.7)–(G.8) we ob-
tain
TL(r;µ) =
2
a0L
µ− 2a2L
a20L
µr − 2a2Lb0L
a30L
µ2
+ o
(
(|r| + |µ|)2
)
, (G.10)
PL(r;µ) = r +
2b0L
a0L
µ− c1Lµr + c2Lµ2
+ o
(
(|r| + |µ|)2
)
, (G.11)
where c2L ∈ R.
Let P = PL ◦ PR be our Poincare´ map. This corre-
sponds to an evolution time of
T (r;µ) = TR(r;µ) + TL(PR(r;µ);µ). (G.12)
By composing (G.8) and (G.11) we obtain
P (r;µ) = r + 2
(
b0L
a0L
− b0R
a0R
)
µ− (c1L − c1R)µr
+ (c2L + c2R)µ
2 + o
(
(|r| + |µ|)2
)
,
and via careful use of (G.2), (G.3), and (G.9) we find
this reduces to
P (r;µ) = r+
2α
a0La0R
µr+(c2L + c2R)µ
2+o
(
(|r| + |µ|)2
)
.
(G.13)
Since P is C2 and P (r; 0) = r for all r, the func-
tion D(r;µ) = 1
µ
(P (r;µ) − r) is C1. Its domain can
be extended so that it is C1 throughout a neighbour-
hood of (r;µ) = (0; 0). If α 6= 0 the IFT then implies
the existence of a unique C1 function r∗(µ) such that
D(r∗(µ);µ) = 0 for all values of µ in a neighbourhood of
0, and
r∗(µ) =
a0La0R(c2L + c2R)
2α
µ+ o(µ). (G.14)
Notice r∗(µ) is a fixed point of P (r;µ) and corresponds
to a limit cycle of (10.2). Since ∂P
∂r
(r;µ) = 1− 2αµ
a0La0R
+
o(|r| + |µ|), the limit cycle is stable if α < 0 and unstable
if α > 0. From (G.7), (G.10), and (G.12) we see that its
period is given by (10.8).
Proof of Theorem 10.3 (HLB 17). For each J ∈ {L,R},
write
fJ(x, y) = a1Jx+ a2Jy + a3Jx
2 + a4Jxy + a5Jy
2
+O
(
(|x|+ |y|)3
)
,
gJ(x, y) = b0J + b1Jx+ b2Jy + b3Jx
2 + b4Jxy + b5Jy
2
+O
(
(|x|+ |y|)3
)
.
(G.15)
Without loss of generality we assume clockwise rotation,
thus
a2L > 0, a2R > 0,
b0L > 0, b0R < 0.
(G.16)
Also
σfold,J =
a1J
b0J
+
b2J
b0J
− a5J
a2J
. (G.17)
x
y
(µ, r)
(−µ, PR(r))
(
µ, PL(PR(r))
)
FIG. G.1. An illustration of the Poincare´ map P = PL ◦ PR
for HLB 15.
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As in the previous proof, let ϕRt (x, y) and ψ
R
t (x, y),
respectively, denote the x and y-components of the flow
of FR and define PR(r;µ) and TR(r;µ) by (G.5)–(G.6).
By asymptotic matching we obtain
ϕRt (µ, r) = µ+ a1Rµt+ a2Rrt+
a2Rb0R
2
t2 + a3Rµ
2t+ a4Rµrt+ a5Rr
2t+
(
a21R
2
+
a2Rb1R
2
+
a4Rb0R
2
)
µt2
+
(
a1Ra2R
2
+
a2Rb2R
2
+ a5Rb0R
)
rt2 +
(
a1Ra2Rb0R
6
+
a2Rb0Rb2R
6
+
a5Rb
2
0R
3
)
t3 + o
(
(|µ|+ |r|+ |t|)3
)
,
(G.18)
ψRt (µ, r) = r + b0Rt+ b1Rµt+ b2Rrt+
b0Rb2R
2
t2 +O
(
(|µ|+ |r| + |t|)3
)
, (G.19)
where we have not stated the cubic terms of ψRt as we will
not need them. Away from (r;µ) = (0; 0) the forward
orbit of (x, y) = (µ, r) intersects x = −µ transversally
and so PR and TR are C
3 functions of r and µ by Lemma
4.3.
We wish to solve (G.5) for t = TR(r;µ). Since ϕ
R
t (µ, r)
has no t-term we cannot use the IFT to solve (G.5) for
t. But (G.5) does have a µ-term so we can solve for µ.
First observe that if µ = 0 then (G.5) has two solutions:
t = 0 and t = −2
b0R
r + O
(
r2
)
. We are only interested in
extending the second solution to µ > 0 because the first
solution corresponds to backwards evolution for µ > 0.
Hence we substitute the form
t =
−2
b0R
r + S,
into (G.18). By the IFT there exists a unique C3 func-
tion h such that ϕRt (h(r, S), r) = −µ throughout a neigh-
bourhood of (r, S) = (0, 0). Moreover, we can write this
function as
h(r, S) =
a2R
2
rS − a2Rσfold,R
3b0R
r3 + o
((
|r|+
√
|S|
)3)
,
(G.20)
where we have substituted (G.17) and only explicitly
stated the terms that will be needed below (e.g. the S2-
term in (G.20) is not needed). In summary, TR(r;µ) =
−2
b0R
r + S, where S is given implicitly by µ = h(r, S).
Recall, PR is defined by (G.6). Here we show that
PR(r;µ) = −
√
r2 + c1Rµ+ c2R r3 + o
((∣∣µ 13 ∣∣+ |r|)3),
(G.21)
and obtain formulas for c1R, c2R ∈ R. By replacing µ in
(G.21) with (G.20), we obtain
PR(r;µ)
2 = r2 +
a2Rc1R
2
rS +
(
c2R − a2Rc1Rσfold,R
3b0R
)
r3
+ o
((
|r| +
√
|S|
)3)
. (G.22)
By putting t = −2
b0R
r + S into (G.19) we obtain
ψRTR(µ, r) = −r + b0RS +O
((
|r|+
√
|S|
)3)
,
and so
ψRTR(µ, r)
2 = r2 − 2b0RrS + o
((
|r|+
√
|S|
)3)
. (G.23)
Asymptotic matching of (G.22) and (G.23) yields
c1R =
−4b0R
a2R
, c2R =
−4σfold,R
3
, (G.24)
and justifies the form (G.21). This completes our deriva-
tion of PR.
We define PL and TL analogously and (repeating the
above calculations) obtain
PL(r;µ) =
√
r2 +
4b0L
a2L
µ− 4σfold,L
3
r3 + o
((∣∣µ 13 ∣∣+ |r|)3),
(G.25)
and TL(r;µ) =
2
b0L
r + O
((∣∣µ 13 ∣∣+ |r|)2). As usual let
P = PL ◦ PR. Then by composing (G.21) and (G.25) we
arrive at
P (r;µ) =
√
r2 + 4κµ+
4α
3
r3 + o
((∣∣µ 13 ∣∣+ |r|)3),
(G.26)
where κ and α are given by (10.14) and (10.16).
To compute fixed points of P in a formal manner we
search for zeros of the modified displacement function
D(r;µ) = P (r;µ)2 − r2 (G.27)
= 4κµ+
4α
3
r3 + o
((∣∣µ 13 ∣∣+ |r|)3). (G.28)
Since κ 6= 0, the equationD(r;µ) = 0 has a locally unique
C3 solution µ (by the IFT) which we can invert to pro-
duce
r∗(µ) =
(−3κ
α
) 1
3
µ
1
3 + o
(
µ
1
3
)
, (G.29)
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assuming α 6= 0. If r∗(µ) < 0, this is not a valid fixed
point of P because P ≥ 0 in view of (G.26). We are
only interested in µ > 0, thus if α > 0, P has no fixed
points (because κ > 0), while if α < 0, P has the unique
fixed point r∗(µ). This value corresponds to a stable limit
cycle because D is a decreasing function of r.
The maximum y-value of the limit cycle is r∗(µ); simi-
larly its minimum y-value is asymptotically proportional
to µ
1
3 . Since both half-systems have an invisible fold
(quadratic tangency) at the origin, the minimum and
maximum x-values of the limit cycle are asymptotically
proportional to the square of the minimum and maximum
y-values (this can be established formally via (G.18)).
The evolution time associated with P (r;µ) is
T (r;µ) = TR(r;µ) + TL(PR(r;µ);µ), (G.30)
hence the period of the limit cycle is T =(
2
b0L
− 2
b0R
)
r∗(µ) + o
(
µ
1
3
)
.
Appendix H: Proofs for time delay
Let us first describe the behaviour of a typical orbit of
(10.3) crossing x = 0. Let p(t) ∈ R2 denote the location
of the orbit at time t. Suppose p(0) = (0, r) for some
r ∈ R. Further suppose there exists J ∈ {L,R} such that
p(t) ∈ ΩJ for all t ∈ (−µ, 0) and p(t) /∈ ΩJ for arbitrarily
small t > 0. Then the orbit next experiences a switch at
p(µ) =
(
GJ (r;µ), HJ (r;µ)
)
where we define GJ(r;µ) =
ϕJµ(0, r) and HJ(r;µ) = ψ
J
µ(0, r) and where ϕ
J
t (x, y) and
ψJt (x, y) denote the x and y-components of the flow of
FJ . By varying r (and keeping µ > 0 fixed) the points(
GL(r;µ), HL(r;µ)
)
and
(
GR(r;µ), HR(r;µ)
)
trace out
curves where orbits of (10.3) experience a switch; these
are shown green in Fig. H.1.
Next we define a Poincare´ map P (this will be
well-defined locally subject to the assumptions of The-
orems 10.2 and 10.4). Let PR(r;µ) denote the y-
value of the first intersection of the forward orbit of
(GL(r;µ), HL(r;µ)) with x = 0 following the right half-
system and let TR(r;µ) denote the corresponding evolu-
tion time, Fig. H.1. These are defined implicitly by
0 = ϕRTR(r;µ)(GL(r;µ), HL(r;µ)), (H.1)
PR(r;µ) = ψ
R
TR(r;µ)
(GL(r;µ), HL(r;µ)). (H.2)
Similarly let PL(r;µ) denote the y-value of the first inter-
section of the forward orbit of (GR(r;µ), HR(r;µ)) with
x = 0 following the left half-system, and let TL(r;µ) de-
note the corresponding evolution time. Then let P =
PL ◦ PR. This corresponds to an evolution time of
T (y;µ) = 2µ+ TR(y;µ) + TL(PR(y;µ);µ). (H.3)
Proof of Theorem 10.2 (HLB 16). As in the proof of
Theorem 10.1, we write
fJ(x, y) = a0J + a1Jx+ a2Jy +O
(
(|x|+ |y|)2
)
,
gJ(x, y) = b0J + b1Jx+ b2Jy +O
(
(|x|+ |y|)2
)
,
(H.4)
where a0R < 0 < a0L and we have (G.2) and (G.3).
By using asymptotic matching to calculate the first few
terms of the flow of the left half-system, we obtain
GL(r;µ) = a0Lµ+ a2Lrµ +
a0La1L + a2Lb0L
2
µ2
+ o
(
(|r|+ |µ|)2
)
,
HL(r;µ) = r + b0Lµ+ b2Lrµ+
a0Lb1L + b0Lb2L
2
µ2
+ o
(
(|r|+ |µ|)2
)
.
(H.5)
Similarly via asymptotic matching of the right half-
system, from (H.1)–(H.2) we obtain
TR(r;µ) =
−1
a0R
GL +
a0Ra1R − a2Rb0R
2a30R
G2L
+
a2R
a20R
GLHL + o
(
(|r|+ |µ|)2
)
, (H.6)
PR(r;µ) = HL − b0R
a0R
GL
− a2Rb
2
0R − a0Rb0R(a1R + b2R) + a20Rb1R
2a30R
G2L
+
a2Rb0R − a0Rb2R
a20R
GLHL + o
(
(|r| + |µ|)2
)
.
(H.7)
By combining (H.5)–(H.7) we obtain
TR(r;µ) = −a0L
a0R
µ+O
(
(|r|+ |µ|)2
)
, (H.8)
PR(r;µ) = r + c1Rrµ+ c2Rµ
2 + o
(
(|r| + |µ|)2
)
, (H.9)
x
y
(0, r)
(GL(r), HL(r))
(0, PR(r))
(
GR(PR(r)), HR(PR(r))
)
(
0, PL(PR(r))
)
FIG. H.1. An illustration of the Poincare´ map P = PL ◦ PR
for HLB 16.
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where
c1R =
a0Rb2L − a2Lb0R
a0R
+
a0L(a2Rb0R − a0Rb2R)
a20R
,
(H.10)
while a formula for c2R ∈ R will not be needed.
By symmetry we can simply swap the L’s and R’s in
(H.8)–(H.9) to obtain
TL(r;µ) =
−a0R
a0L
µ+O
(
(|r|+ |µ|)2
)
, (H.11)
PL(r;µ) = r + c1Lrµ+ c2Lµ
2 + o
(
(|r|+ |µ|)2
)
, (H.12)
where
c1L =
a0Lb2R − a2Rb0L
a0L
+
a0R(a2Lb0L − a0Lb2L)
a20L
,
(H.13)
and c2L ∈ R. By then combining the above formulas we
arrive at
T (r;µ) =
(
2− a0L
a0R
− a0R
a0L
)
µ+O
(
(|r| + |µ|)2
)
.
(H.14)
P (r;µ) = r + καrµ + (c2L + c2R)µ
2 + o
(
(|r|+ |µ|)2
)
,
(H.15)
where κ = a0R−a0L
a0La0R
> 0 and α is given by (G.3).
By repeating steps in the proof of Theorem 10.1, we
obtain a unique fixed point
r∗(µ) = −c2L + c2R
κα
µ+ o(µ), (H.16)
assuming α 6= 0. This fixed point corresponds to a limit
cycle of (10.3) with minimum and maximum x-values
asymptotically proportional to µ. Since ∂P
∂y
(y;µ) = 1 +
καµ+o(1), the limit cycle is stable if α < 0 and unstable
if α > 0. Its period is given by (H.14) evaluated at
r = r∗(µ).
Proof of Theorem 10.4 (HLB 18). As in the proof of Theorem 10.3, we write the components of FJ as (G.15) and
assume clockwise rotation (without loss of generality) so that we have (G.16); also (G.17). Here we obtain
GL(r;µ) = a2Lµr +
a2Lb0L
2
µ2 +O
(
(|r|+ |µ|)3
)
,
HL(r;µ) = r + b0Lµ+ b2Lµr +
b0Lb2L
2
µ2 +O
(
(|r| + |µ|)3
)
,
(H.17)
and
ϕRt (GL(r;µ), HL(r;µ)) = a2Lµr + a2Rb0Lµt+ a2Rrt+
a2Rb0R
2
t2 +
a2Lb0L
2
µ2 + a5Rr
2t
+
(
a1Ra2R
2
+
a2Rb2R
2
+ a5Rb0R
)
rt2 +
(
a1Ra2Rb0R
6
+
a2Rb0Rb2R
6
+
a5Rb
2
0R
3
)
t3
+ U + o
(
(|r|+ |µ|+ |t|)3
)
, (H.18)
ψRt (GL(r;µ), HL(r;µ)) = r + b0Lµ+ b0Rt+ b2Rrt+
b0Rb2R
2
t2 + b2Lµr + b0Lb2Rµt+
b0Lb2L
2
µ2
+O
(
(|r| + |µ|+ |t|)3
)
, (H.19)
where U represents all third order terms involving µ (these will not be needed below).
By using (H.18) to solve (H.1) we obtain
TR(r;µ) =
−2
b0R
r +
(
a2L
a2R
− 2b0L
b0R
)
µ+
2σfold,R
3b0R
r2 + c1Rµr + c2Rµ
2 + o
(
(|r|+ |µ|)2
)
, (H.20)
for some c1R, c2R ∈ R. By substituting (H.20) into (H.19) we obtain
PR(r;µ) = −r − a2Lκµ+ 2σfold,R
3
r2 + d1Rµr + d2Rµ
2 + o
(
(|r|+ |µ|)2
)
, (H.21)
for some d1R, d2R ∈ R. Swapping L’s and R’s gives
PL(r;µ) = −r + a2Rκµ+ 2σfold,L
3
r2 + d1Lµr + d2Lµ
2 + o
(
(|r|+ |µ|)2
)
, (H.22)
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where d1L, d2L ∈ R. By composing (H.21) and (H.22) we obtain
P (r;µ) = r + (a2L + a2R)κµ+
2α
3
r2 + ℓ1µr + ℓ2µ
2 + o
(
(|r| + |µ|)2
)
, (H.23)
for some ℓ1, ℓ2 ∈ R.
As in the proof of Theorem 7.3 we can use the IFT to
solve P (r;µ) = r for µ and invert to obtain the unique
fixed point
r∗(µ) =
√
−3(a2L + a2R)κ
2α
√
µ+ o(
√
µ), (H.24)
assuming α < 0. This corresponds to the desired limit
cycle and is stable because ∂P
∂r
< 1 at r = r∗(µ).
The maximum y-value of the limit cycle is
HL(y
∗(µ);µ) = y∗(µ)+o
(√
µ
)
, and the minimum y-value
is similarly asymptotically proportional to
√
µ. From
(H.18) we find that maximum x-value is − a2R2b0R r∗(µ)2 +
O(µ), and the minimum x-value is similarly asymptoti-
cally proportional to µ. Finally, by (H.3), (H.20) (and
the analogous formula for TL), and (H.24), we see that
the period of the limit cycle is given by (10.19).
Appendix I: Proof for intersecting switching
manifolds (HLB 19)
Given a point (0, r) on the positive y-axis, let P1(r;µ)
denote the x-value of the first intersection of the for-
ward orbit of (0, r) with the x-axis and let T1(r;µ) de-
note the corresponding evolution time. Define P2(r;µ),
P3(r;µ), and P4(r;µ) similarly, see Fig. I.1, and let
T2(r;µ), T3(r;µ), and T4(r;µ) denote the correspond-
ing evolution times. By (11.2) these quantities are well-
defined for small values of r > 0 and µ ∈ R. Let
P = P4 ◦ P3 ◦ P2 ◦ P1 , (I.1)
denote the Poincare´ map on the positive y-axis. The
corresponding evolution time is
T = T1+T2 ◦P1 +T3 ◦P2 ◦P1+T4 ◦P3 ◦P2 ◦P1 . (I.2)
For clarity now we suppress the µ-dependency for a
moment. We write
f1(x, y) = a0 + a1x+ a2y +O
(
(|x|+ |y|)2
)
,
g1(x, y) = b0 + b1x+ b2y +O
(
(|x|+ |y|)2
)
,
(I.3)
where a0 > 0 and b0 < 0. Also
m1 =
b0
a0
, (I.4)
ξ1 =
1
a0
(
a2b0
a0
− (a1 + b2) + a0b1
b0
)
. (I.5)
x
y
(0, r)
(P1(r), 0)
(
0, P2(P1(r))
)
(
P3(P2(P1(r))), 0
)
(0, P (r))
FIG. I.1. An illustration of the Poincare´ map (I.1) for HLB
19.
Let ϕt(x, y) and ψt(x, y) denote the x and y-components
of the flow of F1. By asymptotic matching we obtain
ϕt(0, r) = a0t+ a2rt +
a0a1 + a2b0
2
t2 + o
(
(|r|+ |t|)2
)
,
ψt(0, r) = r + b0t+ b2rt+
a0b1 + b0b2
2
t2 + o
(
(|r| + |t|)2
)
.
(I.6)
Solving ψt(0, r) = 0 for t = T1 gives
T1(r) =
−1
b0
r +
(
b2
2b20
− a0b1
2b30
)
r2 + o
(
r2
)
. (I.7)
By then using this to evaluate ϕt(0, r) we obtain
P1(r) =
−1
m1
r − ξ1
2m21
r2 + o
(
r2
)
. (I.8)
Similarly
P2(r) = m2r +
m2ξ2
2
r2 + o
(
r2
)
,
P3(r) =
−1
m3
r +
ξ3
2m23
r2 + o
(
r2
)
,
P4(r) = m4r − m4ξ4
2
r2 + o
(
r2
)
,
(I.9)
and, to leading order,
T2(r) =
−1
f2(0, 0)
r +O
(
r2
)
,
T3(r) =
1
g3(0, 0)
r +O
(
r2
)
,
T4(r) =
1
f4(0, 0)
r +O
(
r2
)
.
(I.10)
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By composing according to (I.1) we obtain
P (r) = Λr +
(
(ξ1 − ξ2)Λ
2m1
+
(ξ3 − ξ4)Λ2
2m4
)
r2 + o
(
r2
)
,
(I.11)
where Λ is given by (11.3). By evaluating (I.2) we obtain
T (r) =
( −1
g1(0, 0)
+
1
m1f2(0, 0)
− Λ
m4f3(0, 0)
+
Λ
g4(0, 0)
)
r +O
(
r2
)
. (I.12)
Now we examine the µ-dependency of P . By substi-
tuting Λ(µ) = 1 + βµ+O
(
µ2
)
into (I.11) we obtain
P (r;µ) = r + βrµ+
α
2
r2 + o
(
(|r| + |µ|)2
)
. (I.13)
The map P has at most two fixed points: r = 0, corre-
sponding to the pseudo-equilibrium at the origin, and
r∗(µ) = −2β
α
µ+ o(µ), (I.14)
which is valid when r∗(µ) > 0 and in this case corre-
sponds to a limit cycle (formally (I.14) can be obtained
via the IFT by solving for zeros of 1
r
(P (r;µ) − r) as in
the proof of Theorem 8.1). Since β > 0 we conclude that,
locally, (11.1) has a unique limit cycle if αµ < 0 and no
limit cycle if αµ > 0. In view of (I.14), the maximum
y-value of the limit cycle is asymptotically proportional
to |µ|, and by symmetry this is also true for the other
extremal values. From (I.12) and (I.14) we obtain (11.8)
for the period.
Finally, since ∂P
∂r
(0;µ) = 1 + βµ + o(µ), the ori-
gin is stable if µ < 0 and unstable if µ > 0. Since
∂P
∂r
(r∗(µ);µ) = 1 − βµ + o(µ), the stability of the limit
cycle is opposite to that of the origin. 
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