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A countably infinite number of distinct solutions u,(x, t) = e%%,(l x I) of 
the nonlinear Klein-Gordan equation utt = Au - m2u + g 1 u I%, defined in 
R3, are shown to exist if and only if 0 < u < 4 and g > 0. Here h, are real 
numbers tending to co, and v,(l x I) are real-valued functions decaying ex- 
ponentially at 00. The solutions u,(x, t) are shown to be of positive energy and 
their stability properties are studied by energy considerations. 
The nonlinear equation to be discussed here can be written 
utt = Au - m2u + g 1 u 10 u. (1) 
Here d is the 3-dimensional Laplace operator, m2, g denote positive 
constants, and U(X, t) is a complex-valued function defined on 
R3 x R1. By a stationary state of (l), U(X, t), we mean a solution of (1) 
that can be written U(X, t) = C+%(X) where V(X) is a real-valued 
function defined on R3 which decays exponentially at infinity, and h 
is a real number. We shall show that (1) possesses a countably infinite 
number of distinct stationary states for fixed A, provided 1 X j2 < m2 
and 0 < (T < 4. On the other hand, if either CT > 4 or m2 < 1 h 12, we 
show that (1) has no nontrivial stationary states. Furthermore certain 
a priori estimates for solutions of (1) are obtained. Such estimates 
enable us to find conditions under which the stationary solutions of (1) 
are stable in the sense of yielding strict relative minima for the asso- 
ciated energy functional under appropriate constraints. 
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1. STATIONARY STATES AND CRITICAL POINT THEORY 
We shall prove the existence of stationary states by the methods 
of the calculus of variations in the large. To this end we set 
U(X) = e%(x) in (1) and obtain the following equation for stationary 
states of (1) 
dv-(m2-A2)v+g~v~~v=0. (2) 
Since, by definition, stationary states decay exponentially as j x 1 -+a~, 
a result of Kato [l] shows that for A2 > m2, (1) has no nontrivial 
stationary states. Thus to find stationary states we suppose m2 > X2. 
The simplest stationary states will be radially symmetric, i.e. solutions 
v(x) of (2) that depend only on 1 x I. To find such solutions ~(1 x I), 
we set 1 x j = r and TV(T) = w(r). Then w(r) vanishes at r = 0 
and satisfies the equation 
!!?$ - (m2 - h2) w + gr-0 / w [o w = 0. 
The nontrivial solutions of (3) can be determined by the following 
variational principle V(R): 
LEMMA 1. The solutions of (3) (apart from a constant multiplier) 
are in (l-l) correspondence with the critical points c(R) (which vanish 
at r = 0) of the functional 
G(v) = s; gre 1 v lo+2 dr 
subject to the constraint 
s 
r (3 + (m2 - AZ) w”) dr = R (R a positive constant). 
PYOOf. If -( ) w r is a critical point of the variational problem, then 
where k is a positive constant. Thus w = klJ% satisfies (3). 
We proceed now to study the structure of the critical points defined 
by Lemma 1. In this connection the following Hilbert spaces are 
useful: By W,,,(O, co), we denote the Hilbert space of functions U(X) 
defined on the interval (0, co) such that U(X) and its derivative 
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c(x) are in L,(O, co). The inner product of two functions 
U, ZI E W,,,(O, co) is defined by 
(u, v) = j; (uv + tie) dr. 
J$‘I,,(O, m) denotes the closure of C,“(O, a) in W,,,(O, m). 
LEMMA 2. (i) The linear mapping L between the Banach spaces 
18Jl 2(0, co) and L,+,(O, m) de$ned by Lu = r-O~O+zu is bounded 
prokded 0 < u < 4, so that 
(1 
m  
> 
-o/(0+2) 
Y-O j u lo+2 dr G Ko+2 
I 
; (u” + ti2) dr, (4) 
0 
where Kof2 is a constant independent of u E l&‘&O, 00). Furthermore 
(ii) L is a compact map between the above-mentioned spaces 
provided 0 < (T < 4. 
Proof. (1) Since Com(O, co) is dense in WI,a , it suffices to prove 
(4) for w E Com(O, GO). Any function w E C,“(O, co) can be written 
w(r) = ru(r) where u(r) = ~(1 x I) E Com(R3). Now for any function 
u E Com(R3), an inequality of Nirenberg [2] shows 
II u IL, G K,(ll Vu IIL~)O: (II u ll~,Y-~, 
for 2 6 p < 6 with m(p) = 3( l/2 - I/p), where Kp is a constant 
independent of u. Since for 
a,b>O and O$a<l,aabl-a<v”w, 
we obtain 
(II u ll~,Y G Wll Vu LJ2 + (II u llJ2>. 
Setting u = w(r)/r in (5), since 
s 
a, z dr < 4 j* 
0 r 
ti2 dr, 
0 
wefindforp=o+2withO<o<4 
(5) 
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This inequality shows that the map Lu = UY-[~~(~+~)] between 
J&‘&O, co) and L,+,(O, co) is bounded. 
(ii) To prove the compactness of the map L : l@l,2(0, co) + 
L,+,(O, co) we first show that Lu = ZU-~I~+~ is compact from 
ct;,,(O, m> +L+,[O, N] f or any large positive number N provided 
0 < D < 4. To this end we employ Kondrachev’s lemma for 
functions U(X) (with square integrable gradient) defined on the ball 
t;v = {x 1 1 x 1 < N). Again if w E C,,“(O, GO) we may write 
w(r) = ru(r) for some u E Com(O, CQ). To show that the map L is 
compact, it suffices to show that for any sequence w, E C,“(O, co) 
with IV,,, norms uniformly bounded, Leo, = wRr-ulu+2 is 
strongly convergent in Lsf2[0, N]. Now as w, has uniformly bounded 
62 norms, it follows that u, = w,jr and Vu, have uniformly 
bounded L, norms, hence by Kondrachev’s lemma u, = w+,/r is 
strongly convergent in L,[O, N] for 2 ,( p < 6. Setting p = g + 2 
with 0 < D < 4, we obtain 
so that as n, m --f 00 
II Lu, - L%lz !lL,+2 = 
To show that L is compact from #‘r,,(O, co) + L,+,(O, ao), we 
consider any bounded sequence u, E J@r,,(O, co) and choose, by the 
Cantor diagonal method and the above result, a subsequence (Luni> 
converging in Lo+2[0, N] for all N > 0. Now as 
as N -+ GO, the sequence (Lun,} converges strongly in L,+,(O, MJ). 
LEMMA 3. The functional G(w) is continuous with respect to weak 
conoergence in Wl,,(O, 03) for 0 < (T < 4. 
Proof. If w, -+ w weakly, by lemma 2 Leo, -+ Lw strongly in 
L,+,(O, co) for 0 < 0 < 4. Hence 11 Lw, - Lw 1/L0+2 -+ 0 as n -+ 03. 
Now 
1 G(w,) - G(w)1 = 0 (1,” 1 w, - w In+2 Y-O dr) = O(llLw, - Lw ljLo+J. 
Hence G(w,) --t G(w) as n + cc. 
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We now prove the existence of a countable number of distinct 
critical points c(R). First we find a “ground state.” 
THEOREM 4. For 0 < (T < 4 and X2 < m2, 
C,(R) = sup j, gy-” 1 w 10+2 dr 
over the admissible class oZR = (w [ Jr ti2 + (m2 - h2) w2 = R, a 
constant) is a critical value of the variationalproblem V(R) corresponding 
to a critical point wl(r) with nonnegative values on (0, 00). 
Proof. First note that by lemma 2, C,(R) is bounded above. Let 
w, E &ZR be such that G(w,) + C,(R). Clearly w, has a weakly con- 
vergent subsequence with weak limit W, and G(W) = C,(R) (by 
virtue of lemma 3). Since w E aZR , (otherwise G(B) # supaz, G(w)), 
6 is the desired critical point wl(r). f8(r) > 0 on (0, co) since G(w) 
is a positive even function of w, so that we may assume w, > 0 a.e. 
Next we establish the existence of an infinite number of distinct 
critical points c(R). 
THEOREM 5. For 0 < u < 4 and X2 < m2, the functional G(w) pos- 
sesses an inJinite number of distinct critical values C,(R) over the 
admissible class LLZR . The associated critical points W%(Y) satisfy the 
equation 
(apart from a constant multiplier k,). 
Proof. This result is a consequence of the Ljusternik-Schnirelmann 
theory of category for variational problems defined on spheres in 
Hilbert space, (see, for example, M. Vainberg [3, Theorem 14.3, 
p. 1171). Vainberg’s theorem can be stated as follows: 
Let f(x) be an even functional dejned on a real separable HiZbert 
space H (with inner product [,I). Suppose the gradient off, denoted 
grad f, satisfies the two conditions (a) [gradf(x), x] > 0 for x # 0 and 
(b) grad f maps weakly convergent sequences in H into strongly convergent 
sequences in H. Then on any sphere S in H there exists a sequence x, 
of critical points off (with respect to S) which converges weakly to the 
zero element. 
In fact, Vainberg shows that the associated critical values f (xn) -+ 0 
as n -+ co, so that at least a countably infinite number of these 
critical values are distinct. 
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To demonstrate the applicability of Vainberg’s theorem to the 
present context, we set H = W&O, co) with the inner product 
[u, v] = Jr (~5 + (m2 - h2) UV) d r so that aZR is a sphere of radius 
djj in H. Also we set the even functional 
f(w) = --& jr gr-0 1 w lo+2 dr. 
A simple computation shows that the gradient off, grad f, can be 
defined implicitly by the formula 
[grad f  (w), m] = 1: gr-” I w I0 w o dr, 
so that clearly [grad f (w), zu] > 0 for w # 0. To verify (b), let 
w, -+ w weakly in Wr,,(O, co), and note that by the second part 
of Lemma 2, r-0/0+2wn + r-0J0+2w strongly in L,+,(O, GO). Hence by 
Holder’s inequality and (4), denoting by k a constant independent of 71. 
11 gradf (wn) - gdf (wh = ,,;;zl kradf (wJ - gradf (w), ~1 
< kg IS y PYwn 
_ w)jo+2y+2 
< kll-kz - Lw IIL.,+ekl.m) * 
Hence by Lemma 4, gradf(w,) -+ grad f (w). Thus the hypotheses 
of Vainberg’s theorem are satisfied. As a result we conclude the 
existence of a sequence (wn , X,) with w, E aZX and X, -+ 0 such 
that for each n and all 0 E mr,,(O, ~0) 
k%l 9 @I = Mgradf (wJ, ml, 
i.e., w, is a weak solution of an Eq. (3) apart from a scalar multiplier. 
By the classical regularity theory of critical points (due to Hilbert and 
Tonelli) each w, is smooth enough to satisfy (3) (again apart from a 
constant multiplier) in the pointwise sense. The result of the theorem 
then follows by Lemma 1. There remains the possibility that the set 
of solutions of (6) so obtained, {JZ,w, 1 n = 1,2,...}, contains only 
finitely many distinct elements. This is clearly impossible. Indeed 
w, E &5’, for all n, and so if kiwi = kjwj (i + j), then )I wi I] = /I will 
so that ki = k3. and wi = wj . On the other hand (by Vainberg’s 
theorem), we know that a countably infinite number of the elements 
wi are distinct. 
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2. SOME ESTIMATES FOR SPHERICALLY SYMMETRIC STATES 
In order to prove the exponential decay and the minimizing 
property of the stationary states of (1) shown to exist in Section 1, 
we now derive an a priori inequality for solutions u(r) of the system 
(7) 
LEMMA 6. Any solution u(r) of (7) satisfies the a priori bounds 
I u(r)1 < + for 0 < u < 4, (8) 
for 1 < (T < 4, (9) 
where A, and A, are constants independent of u and r, but depending on 
the II u ll1,2 .l 
Proof. The Green’s function g&r, p) for the operator L,u = 
u, + (2/r) U, - /Pu can be written 
I P2 
e-or sinh /3p --- 
Br P 
for r 2 P, 
gdr, P) + pa sinh pr e--BP 
PrP 
- for r<P- 
Hence writing w(r) = Ji k / u /“+1p2 dp, the solution u(r) of Eq. (7) 
can be estimated 
Since sinh p/p increases as p increases, while eerlr decreases, we 
obtain after a simple computation, 
1 u(r)1 < (F)(F) {w(r) - w(O)} + (q) (+$@){w(m) - w(r)} 
9 py)(~) w(c.0) < & w(co). 
1 For convenience we use 11 u l11.2 = (1 u jIwl 2tR3j . 
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By a result of Nirenberg [2] we note that for 1 < 0 < 4 there is a 
number A independent of u E wr,s(O, co) such that w(co) = 
Jr k / u jO+l p2 dp < A. Hence / u(r)/ < A,/+, where A, = A/2/3 and 
so (9) is proved. Note that A depends on I/ u 1/1,2 however. 
For 0 < D < 4, we now use this estimate to obtain (8). First we 
note that if u(r) satisfies (7), u”(r) satisfies 
+&2 - j h 12 242 + k 1 u lo+2 - ( vu 12 = 0. 
Hence setting a(r) = Ji kj u lo+2 p2 dp and again noting that for 
0 < 0 < 4, e(r) < A independent of r and u E @‘r,,(O, co), we find 
s 
co 
&l” < g2&9 PM I 24 Ioi-2 - 1 vu I”> dp o 
Hence / u j < AS/r, where A, is independent of u and r. 
With this preliminary bound we can now insure the exponential 
decay at infinity of the stationary states found in Section 1. 
LEMMA 7. Any radially symmetric solution u(r) of the equation 
du - /I224 + k j u 10. u = is O(e-sT) as r ---t co for some 6 > 0. 
Proof. We can regard u(r) as an eigenvector associated with the 
eigenvalue -+I2 for the 1 inear equation du - q(r) 24 - p”z.4 = 0 
where q(r) = k j u ia = O(l/rO) by virtue of Lemma 6, and is bounded 
as r -+ 0. Hence the exponential decay of the lemma follows by 
standard estimates from the spectral theory of second-order operators 
(see, for example, [4, p. 1791). 
Remark. Actually a more refined argument shows I u(r)/ = O(e+‘/r) 
asr+cO. 
We now turn to the minimizing property of stationary states. 
Recall that if J(U) is a C2 functional defined on a Hilbert space H, 
the second variation of j(u) at the critical point u,, is defined as the 
quadratic form 
We say u0 is a nondegenerate relative minimum of J(u) if there is a 
constant k > 0 and independent of u E H such that 
s2J(u, , 4 2 kll ulli? (10) 
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THEOREM 8. Let u,, be a spherically symmetric solution (vanishing 
at 00) of du - ,t?“ti + g 1 u j0 u = 0 where fi2 = m2 - A2 > 0. Then 
provided 0 < CJ < 2 and g is a suflciently small positive number, u,, is 
a nondegenerate relative minimum of the functional 
in the Hilbert space W,,2(R3). 
Proof. 
by Lemma 6 for 0 c u < 2. For 0 < u < 2, tl E W&R3), and arbi- 
trary E > 0, we recall the inequality 
Hence 
+ P - 
2& + 1) Ai’ 
E ) JR3 u2* 
Setting /T2,,, = 2(0 + 1) Alug, we find 
Setting 1 = 29(u + 1) AlUg, we find 
~2J(% 9 1 u) > ( 
p _ %(a + 1) Al0 
)C 23. El R8 (12) 
Adding (11) and (12), gives 
~23(% 3 4 2 Y s R3 (I vu I2 + u2) = Y II 412w,,, > 
where y = 4 min{l - 2r,(o + 1) A%, /I2 - 2g(u + 1) A,o/ES > 0 
provided g is sufficiently small. 
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3. QUALITATIVE PROPERTIES OF STATIONARY STATES 
(i) The nonlinear Klein-Gordan equation (1) possesses two 
invariant integrals: 
-%W = jR3 (I ut I2 + I Vu I2 + m2 I u I2 - * I 24 lc+2) 
and 
f&(t)) = - ; j, (-uzq + U&i). 
This fact is easily shown by noting that dE/dt, dQ/dt = 0 for any 
solution U(X, t) of (1) decaying as 1 x I --t 0~). In this connection the 
following result is interesting. 
THEOREM 9. Any stationary state of(l), u(x, t) = e+$x), possesses 
positive energy, i.e. E(u(x, t)) > 0. Hence any solution of (1) initially 
close to a stationary state also has positive energy. 
Proof. Any stationary state U(X, t) = e{%(x) satisfies the equation 
Multiplying by v, and integrating over R3, one obtains 
s R3 1 VV I2 + (m2 - h2) ~‘4 = s R3 g I v l”+2. 
On the other hand, 
E(e%) = S,, 1 Vv I2 + (m2 - h2) v2 - -$j$ 1 v  /0+2, 
=s f  R3 g - & ) I v  l0+2 [by UOI~ 
= 5 jR3 1 v lo+2 > 0. 
(13) 
(ii) The invariant functionals E and Q can be used to find an 
alternate variational principle for stationary states, viz. by considering 
the isoperimetric problem of finding the critical points of the functional 
E(ei%) subject to the constraint Q(eill) = const. Indeed since 
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Q(e%) = JR3 Xv2 th e isoperimetric problem is equivalent to finding 
the critical points of the functional 
s R3 1 Vu I2 + m2 1 u I2 - -$$- 1 u /o+2 
subject to the constraint JR3 u2 = const. which is independent of h. 
(iii) Note that if U(X, t) = e%(x) is a stationary state of (I), so is 
u,(x, t) = ei%(x + c) where c is any vector in R3. Thus since all 
spherically symmetric solutions u,(x, t) = e%,(l x I) obtained in 
Section 1 satisfy v,‘(O) = 0, each U, gives rise to a distinct 3-para- 
meter family of solutions obtained by translating the origin to the 
point c in R3. This fact shows that the critical points of the functional 
J(U) are not isolated, and so are degenerate critical points unless 
appropriate constraints are introduced (as in Theorem 8). 
In the light of the variational principle of (ii), Theorem 8 can be 
rephrased by saying the radially symmetric stationary state u0 is a 
nondegenerate relative minimum for fixed Q and h and hence “stable” 
in the class of stationary states with fixed Q and X (for certain /3, CJ andg). 
4. NONEXISTENCE OF STATIONARY STATES 
We end the present work, by demonstrating the following result: 
THEOREM 10. Equation (1) h as no nontrivial stationary states 
provided any one of the following conditions holds: 
(i) I X j2 > m2, 
(ii) g < 0, 
(iii) g > 0, u > 4. 
Proof. As was mentioned in Section 1, (i) follows directly from 
the result of Kato [l]. To demonstrate (ii), suppose U(X, t) = e%(x) 
is a nontrivial stationary state for (1) with g < 0, then 
Multiplying by v, integrating over R3, and integrating by parts, we 
find 
s R3 
1 Vu I2 + (m2 - X2) v2 + 1 g j I v 1o+2 = 0. 
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By virtue of (i), m2 - X2 > 0, and hence for g < 0, ZI = 0; a contra- 
diction. 
The fact (iii) follows from a simple argument of G. Rosen [S] 
contained in the following. 
LEMMA 11. Any solution z(x) (vanishing exponentialZy at infinity) 
of the equation Av +f(v) = 0 in R3 satisfies the identity 
Proof. The function V(X) is a critical point of the functional 
J(U) = J&Q ( Vu I2 - F(u)) dx. Thus (d/de) J(s(cx))l,,, = 0. Hence 
making the change of variables yi = cxi (i = 1, 2, 3) in J(U), we find 
where 0 denotes the gradient with respect to they variables. Thus 
* = 2 .@(CX))le=i = -; jRs 1 6 j'dy + 3 j/(o) dy. (14) 
On the other hand, since Au +f(v) = 0, multiplying by v, and 
integrating over R3 
j, I 6 I2 = j,,f@, vdy. 
Hence by (14) 
To conclude the proof of the theorem, we note that in the 
present case with f12 = m2 - h2, f(v) = ---Pa + g / v 1” v, so that 
F(v) = -&3”v2 + g/(cr + 1) / ZI I0 cu. Hence by the lemma 
w j, v2 - (-& - 1 j g jR3 I v 10*$ = 0, 
if j12 > 0, and v + 0, then Eq. (15) implies [6/(0 + 2) - l] g > 0. 
Hence g > 0 implies u < 4 since if /3 = 0 and u = 4, an application 
of the Kelvin transformation and unique continuation theorem shows 
that U(X) = 0. 
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