In recent years there ha� been signifi cant progress in algorithms and methods for inducing Bayesian networks from data. However, in com plex data analysis problems, we need to go be yond being satisfied with inducing networks with high scores. We need to provide confi dence mea sures on features of these networks: Is the exis tence of an edge between two nodes warranted?
Introduction
In the la�t decade there ha� been a great deal of research focused on learning Bayesian networks from data [2, 12] .
With few exceptions, these results have concentrated on computationally efficient induction methods and, more re cently, on the issue of hidden variables and missing data.
The main concern in this line of work is the induction of high scoring networks, where the score of the network re flects how well does the network fits the data. A Bayesian network, however, also contains structural and qualitative information about the domain. We should be able to ex ploit this information in complex data analysis problems, even in situations where the available data is sparse.
Part of our motivation comes from our ongoing work on an application of Bayesian networks to molecular biology [ 11] . One of the central goals of molecular biology is to understand the mechanisms that control and regulate gene expression. A gene is expressed via a process that tran scribes it into an RNA sequence, and this RNA sequence is in tum translated into a protein molecule. Recent techni cal breakthroughs in molecular biology enable biologists to mea�ure of the expression levels of thousands of genes in one experiment [6, 17, 21] . The data generated from these experiments consists of instances, each one of which ha� thousands of attributes. However, the largest data�ets avail able today contain only few hundreds of instances. We can not expect to learn a detailed model from such a sparse data set. However, these data sets clearly contain valuable infor mation. For example, we would like to induce correlation and causation relations among genes (e.g., high expression levels of one gene "cause" the suppression of another) [ 16] .
The challenge is then, to separate the mea�urable "signal" in this data from the "noise," that is, the genuine corre lations and causations properties from spurious (random) correlations.
Analysis of such data poses many challenges. In this pa per we examine how we can determine the level of con fidence about various structural features of the Bayesian networks we induce from data sets. We consider an ap proach and methodology ba�ed on the Bootstrap method of Efron [7] for addressing this type of challenges. The Boot strap is a computer-ba�ed method for a�signing mea�ures of accuracy to statistics estimates and performing statisti cal inference.
We regard these mea�ures of accuracy a� establishing a level of confidence on the estimates, where confidence can be interpreted in two ways. The more im portant (and more elusive) notion a�sesses the likelihood that a given feature is actually true. This confi dence wtll, ultimately, stand or fall by the method of estimation. The second notion is more akin to an a�sessment of the degree of support of a particular technique towards a given fea ture. This latter idea nicely separates the variation in the data from the shortcomings of the algorithm. It is this latter interpretation of confidence that wa� pursued in [ 10] . The methods introduced in this paper encompa�s both types of confidence, and focuses on the former (more below).
Although the Bootstrap is conceptually ea�y to imple ment and apply in our context, there are open question in the theoretical foundations. The main difficulty (a� com pared to cla�sic statistical estimation methods) is the lack of closed fonn expressions for the events under study (e.g.,
that an edge appears in a network). Still, the widespread use of the bootstrap despite such difficulties reflects the general conditions under which bootstrap distributions are consistent, even when the statistics cannot be concisely defined in a simple expression (see [7] ). An example is the application of the bootstrap in evolutionary biology to mea�ure confidence in inferences from phylogenetic trees.
Felsenstein [9] , ha� applied re-sampling tools to estimate uncertainty in edges (clades) of evolutionary trees (which specify the phylogenetic evolution of a gene over time).
Similar to phylogenies, we test re-sampling strategies for Bayesian networks, experimentally, by beginning with an explicit probability distribution and a known network model (the "golden model" how the Bootstrap can be used to implement a "practical"
Bayesian estimate of the confidence on features of models.
For completeness we summarized this relation in Section 6.
Learning Bayesian Networks
We briefly review learning of Bayesian networks from data.
For a more complete exposition we refer the reader to [ 12] . The common approach to this problem is to introduce a scoring function (or a score) that evalu ates the "fitness" of networks with respect to the training data, and then to search for the best network (according to this score). In this paper we use the score proposed in [ 13] which is ba�ed on Bayesian considerations, and which scores a network structure according to the posterior prob ability of the graph structure given the training data (up to a constant). We note that the derivation of such score treats the prob lem a� a density estimation problems. The desire is to construct networks that will a�sign high probability to new (previously unseen) data from the same source. The struc tural features of the networks are induced indirectly, since presumably the "right" structure is the one that can better generalize from the training data.
Finding the structure that maximizes the score is usu ally an intractable problem [4] . Thus, we usually resort to heuristic search to find a high-scoring structure. Standard proposals for such search include greedy hill-climbing, stochastic hill-climbing, and simulated annealing; see [13] .
In this paper, we will use a greedy hill-climbing strategy augmented with TABU lists and random restarts to escape local maxima.
In our experiments, we will not a�sess directly the confi dence on the features of the induced network, but rather, on the features in the class of networks that are equivalent to it. Two Bayesian network structures G and G' are equivalent, if they imply exactly the same set of independence state ments. The characterization of Bayesian network equiva lence classes is studied in [3, 18, 19, 20] . Results in these papers establish that equivalent networks agree on the con nectivity between variables, but might disagree on the di rection of the arcs. These resulL� also show that each equiv alence class of network structures can be represented by a partially directed graph (PDAG), where a directed X -+ Y denotes that all members of the equivalence cla�s contain the arc X -+ Y; and, an undirected edge X-Y denotes that some members of the cla�s contain the arc X -+ Y, and some contain the arc Y -+ X. The score in [ 13] is structure equivalent in the sense that equivalent networks receive the same score. In our experiments, we learn net work structures and then use the procedure described in [3] to convert them to to PDAGs.
Bootstrap for Confidence Estimation
Let G be a network structure. A feature of interest in this structure might be the existence of an X -+ Y in the PDAG that corresponds to G. Another feature of interest might be that X precedes Y in the PDAG that corresponds to G. In general, we can treat these features a� functions from network structures into the set { 0, I}. We will usually use the letters f and g to denote features.
Suppose we are given a data set of N observations
Moreover, a�sume that these a�signments were sampled in dependently from a probabilistic network B with structure G. Let G( D) be the network structure returned by our in duction algorithm invoked with data D a� input. For any feature f consider the following quantity
This is the probability of inducing a network with the fea ture f among all possible data�ets of size N that can be sampled from B .1 If our induction procedure is consistent, then we expect that a� N grows larger, p N (f) will converge to f (G). That is, we will give f confidence close to one if it holds in G, and close to 0 if it does not.
The quantity PNU) is a natural mea�ure of the power of any induction algorithm. Our goal is to estimate PN (!),
given only a single set of observations D of size N. This would mimic the usual induction situation when we want to learn a model from data. We now describe two possible algorithms: the parametric and non-parametric bootstraps.
We start with the non-parametric bootstrap. The under lying intuition is that we should be more confident on fea tures that would still be induced when we "perturb" the data. The question is how to perturb the data and yet main tain the general statistical features of the data�et. In the non-parametric boo tstrap we generate such perturbations by re-sampling from the given data�et. We then estimate confidence in a feature by examining in how many of the perturbed data�ts it appears induced. The non-parametric boo tstrap is performed by executing the following steps: • For each feature of interest, define
The parametric boo tstrap is a similar process. Instead of re-sampling the data with replacement from the training data, we sample new data�ts from the network we induce from D:
• Induce a network B from D.
• Fori=1,2, . .. m -Sample N instances from B. Denote by D; the resulting data�et.
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False Negatives Figure I : Quality of prediction of partially directed edges, markov neighborhoods, and orders in the alarm domain with non-parametric bootstrap. The columns correspond to average number of True Positives, False Positives, and False Neg atives cla�sifications. Each curve correspond to a value of the confidence threshold t. The x-axis shows the number of instances, and the y-axis shows the average number of edge features in each category. These averages are taken from bootstrap estimates, each with 100 resamples, from 10 data�ets sampled from the "alarm" network.
-Apply the learning procedure on D; to induce a network structure G; = G ( D; ) .
• For each feature of interest, define r*;/(f) = 2_ ff( G; ).
The parametric bootstrap is quite different than the non parametric one in the following sense. We are using sim ulation to answer the question: If the true network wa� in deed B, could we induce it from data�ets of this size? By answering this question we can determine the level of con fidence in the results of our induction.
We note that main computational cost in both variants of the boo tstrap is dominated by the repeated calls to the in duction procedure, and not by the since the sampling steps. 
Empirical Evaluation
To test the bootstrap, we use synthetic data that we gen 
Methodology
We performed simulation results from three networks:
• alarm [I] . This network ha� 37 random variables and 46 edges, only 4 of which are undirected in the PDAG.
This is a standard benchmark in the learning literature.
• gene. A network induced using a gene expression data�et from [8] for 76 genes. Genes were grouped by a clustering algorithm that searches for groups of related genes (details of the induction can be found in �From these networks, we performed experiments with N (the number of instances in our data set) being 100, 250, 500, I, 000. For each network and sample size, we sampled 10 "input" datasets for the bootstrap procedure. We then applied both the parametric and non-parametric bootstraps with m = 100. In all of our experiments, we used the BDe score of [ 13] with a uniform prior distribution with equivalent sample size 5. This prior wa� chosen as a relatively uninforma tive one. The search procedure we used is a greedy hill climbing search with random restarts. This procedure at tempts to apply the best scoring change to the current net work until no further improvement can be made. Once 
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False Negatives and restarts the search. The search is terminated after a fixed number of restarts.
We computed the bootstrap estimates for three types of features:
• Edges in PDAGS. We treat the directed and undirected edges between pairs of variables a� different features.
• Ordering relations of the form "X is an ancestor of Y" in the PDAG.
• Markov neighborhoods, of the form "X is in the Markov blanket of Y" (or vice verse). Two variables are Markov neighbors if there is an arc between them, or if they are both parents of another variable.
Evaluation
There are many possible ways of interpreting the bootstrap results. Perhaps, the simplest is to select a threshold t, and report all features that with PN(f) 2: t. 5 shows the tradeoff curves for non-parametric boot strap using networks and trees. As we can see, the tree ba�ed estimates are worse (both in terms of false positives and false negatives), except for the text domain. We sus pect that this is partially due to the sparse nature of the source network in this domain.
As a conclusion, the bootstrap confidence mea�ures are quite informative about the generating distribution. More over, some global features, such a� partial ordering rela tions, can be determined from small data sets.
Next, we compared the parametric bootstrap to the non parametric one. Figure 4 shows graphs of false positives vs. false negative tradeoffs between the two methods. Al though, the performance of the two methods is similar,
,.
' "" of the networks learned with and without using the con straints from the non-parametric bootstrap estimation.
Bootstrap for Network Induction
A common idea in learning is the use of prior knowledge.
In particular, when learning structure, we can use prior knowledge on the structures we are searching to reduce the �ize of the search space, and thus improve both the speed of mducuon and more importantly, the quality of the learned network. Commonly used prior information include order ing constraints on the random variables, or the existence of certain arcs. In this section we explore the use of the Boo�strap for determining this information. The proposal consists of re-sarnpling from the data�et to induce bootstrap sample and then gather estimates on the confidence of these features. Then, we can use structural properties with high confidence to constrain the search process.
As a preliminary exploration of this idea, we performed the following experiment. We generated non-parametric bootstrap samples, and collected from them two types of The intuition, is that if X andY are closely related, then we should b� able to detect that in our bootstrap runs. If only a tmy fractton of the bootstrap networks have these two vari abies connected to each other, then they are probably not related.
After collecting these constraints, we invoke the search procedure to learn a network from the original data set, but we restrict it to consider only structures that satisfy the given constraints. We repeated this experiment 10 times for different initial data sets. In Table 1 we report the score of the networks induced by this procedure. In Table 2 we re port the error from the generating distribution (mea�ured in terms of log-likelihood a�signed to test data) for the same networks.
These results show that for small training sets we can find slightly better scoring networks using the constraints generated by the bootstrap. Note that given the robustness of the estimates found in the previous section, these im provements can be trusted, even though in some ca�es the standard deviations of the scores and test set log-loss for the 10 experiments may seem relatively large. We should remember, however, that most of this variance is due to the small sample size.
6 Discussion: Bayesian estimation
The Bayesian perspective on confidence estimation is quite different than the "frequentist" measures we discussed above. A Ba�esian would compute (or estimate) the poste nor probability of each feature. Via rea�oning by ca�es this is simply:
Where f denotes the feature being investigated and the term Pr( G I D) is the posterior of a structure given the training data, and for certain cla�ses of priors, can be com puted up to a multiplicative constant (where the constant is the same for all graphs G) [13] .
A serious obstacle in computing this posterior is that it re quires summing over a large (potentially exponential) num ber of equivalence classes. Heckerman et al. [14] suggest to approximate (I) by finding a set g of high scoring struc tures, and then estimating the relative ma�s of the structures in g that contains f.
Pr(f I D) � LGE 9 Pr(G I D)!( G) LGEQ Pr(G I D)
This raises the question of how we construct g. Given the reliability of these estimates we are optimistic about the results, and are currently experimenting with this approach.
