ABSTRACT: A digital camera system was designed to photograph laser-stimulated fluorescence of phytoplankton in situ at 0.67 × 0.67 cm resolution over an area of 70 × 70 cm. In a series of vertical profiles, 1200 images were collected. Criteria were developed to reject images smeared by camera motions (due to ship heave), and images taken when vertical velocities were > 0.2 m s -1 , leaving 240 good images. Horizontal velocities calculated using ancillary data from the FishTV imaging sonar showed the water to be directed toward the imaging plane during the deployment, supporting the hypothesis that images were uncontaminated by mixing from the instrument package. Images passing all the criteria show strong isotropic spatial variability. The averaged spatial spectrum was flat, suggesting an underlying random distribution of brightly fluorescent particles -probably phytoplankton aggregates. Such observations have important implications for our understanding of the food environment of herbivorous zooplankton, and the mechanisms creating and maintaining patchiness in the ocean.
INTRODUCTION
Understanding the horizontal and vertical scales of variability of phytoplankton in the ocean is a necessary step in interpreting the food available to herbivores, and understanding the environment through which they must navigate for food. Numerous studies have concluded that crustaceans and fish larvae were foodlimited at the values of chlorophyll or carbon measured in situ (e.g., review in Owen 1989 , Tiselius 1992 , Saiz et al. 1993 , Cowles & Fessenden 1995 . Many herbivores have been shown to respond to micropatchiness in the laboratory (e.g., Bird & Kitting 1982 , Tiselius 1992 , Saiz et al. 1993 ) and in mesocosms (e.g., Bohrer 1980 , Price 1989 , and micropatches of food may be necessary to the foraging success of many marine invertebrates and vertebrates.
The exploration of microscale (<1 m) structure of plankton in the oceans has been a technology-limited enterprise. Owen (1989) discussed how the advent of the O-ring facilitated the development of in situ profiling fluorometers. The first continuous profiles of phytoplankton fluorescence with microscale resolution (Derenbach et al. 1979) showed strong variability on vertical scales of 10s of cm. These thin features were interpreted as layers which might have formed by deceleration of sinking phytoplankton at micropycnoclines. The next major advance came with the development of the laser fluorometer , capable of measuring in situ fluorescence emission spectra with centimeter-scale vertical resolution. Again, profiles made with this instrument showed variability at ~10 cm scales. These thin features were interpreted as being thin layers of phytoplankton, of unknown horizontal extent. A 3-fold increase in fluorescence over 10 to 20 cm was not unusual in these profiles, confirming similar results ob-tained with high-resolution series of bottle samples (Owen 1989 , Bjornsen & Nielsson 1991 , Tiselius et al. 1994 . Owen (1989) , however, interpreted his thin layers as being only about 4 times greater in horizontal extent than vertical, but still not isotropic. Franks (1995) presented a mechanism for the formation of thin layers of phytoplankton through the interaction of existing horizontal patchiness and internal-wavegenerated vertical shear. Based on reasonable shears and the thickness of observed layers, Franks inferred horizontal scales of <100 m for 30 cm thick layers, or 1 km horizontal scales for layers 2 m thick.
Here we present results from the first deployment of a novel in situ fluorescence imaging system, the Optical Serial Section Tomography (OSST) system. This system uses a vertical sheet of laser light to induce fluorescence, which is recorded by a sensitive CCD (charge coupled device) camera. In contrast to other systems, OSST allows the observation of fluorescence emission in a 2-dimensional plane. The system achieved 0.67 cm resolution over an area of 70 × 70 cm. Given that this paper describes a new instrument, much of the material in the 'Methods' section is related to the instrument's operation, selection and analysis of the images, and supporting analyses. Readers not interested in the technical aspects of the system are invited to skip to the 'Results and discussion'.
METHODS

OSST.
The OSST uses an argon-ion laser to stimulate fluorescence in a vertical (x,z) sheet of illumination ( Fig. 1 ). This fluorescence is photographed with a sensitive 1024 × 1024 CCD camera (Photometrics, Tuscon, AZ, USA) fixed 1 m away from the 2 to 3 mm thick laser sheet. All laser wavelengths below 520 nm were used to excite fluorescence, and a long-pass (> 680 nm) filter was used on the camera. The camera's field of view was 70 cm × 70 cm, and images were binned 10 × 10 to improve the signal-to-noise ratio and increase the refresh rate. Each element of the 102 × 102 image had a resolution of 0.67 cm × 0.67 cm. The camera's depth of field was made very small (3 cm) to defocus out-ofplane light at wavelengths > 680 nm (both fluoresced and scattered). Although this out-of-focus light will contribute to background levels, it will not contribute to observed spatial structures (but see the subsection 'OSST impulse and frequency response', below).
Images were corrected for non-uniform illumination using an internal calibration: the intensity of light at the camera is proportional to the intensity of incident illumination and the concentration of fluorescent material (see Palowitch & Jaffe 1994 , 1995 , for a more complete derivation):
(1) where I i (x,z;r 2 ) is the intensity of light in the (x,z) plane recorded by the camera system a distance r 1 from the source and a distance r 2 from the camera, I s (x,z;r 2 ) is the intensity of the stimulating wavelength λ s at a point (x,z) in the viewed field, and λ e is the emission wavelength; the concentration of the fluorescing compound is C(x,z;r 2 ). Fluorescence intensity is reduced by inefficiencies in the fluorescing processes, spherical spreading of light, and camera limitations, all represented by κ. The first integral term accounts for attenuation of the stimulating beam along its path r 1 from the source to the point (x,z). The second integral represents absorption of fluoresced light along its path r 2 from (x,z) to the camera. An additive factor of the camera's dark current, I dc , must also be considered:
The raw data must be processed to produce an image in which the intensity of any pixel is proportional to the amount of fluorescing material there (assumed here to be chlorophyll a). We estimated the in-plane concentra- , spar holding the fiber optic lens forming the laser sheet (c), FishTV (d), vane directing the system into the current (e), and coordinate axis. The hydro wire was connected to swivels at the center of the platform tion by first averaging the intensities of all images taken in several vertical profiles (minus the dark current which was collected between each image):
This gives the average attenuation of stimulating and fluoresced irradiance along the 2 paths. Dividing (1) by (3) yields
This procedure assumes that the relative attenuation of incident light across the stimulated plane can be accurately approximated by a mean value which is a function of 2 dimensions: the (x,z) illumination plane. This appears reasonable because the stimulating light is blue-green, and both absorption and scattering are small over the 1 m vertical path the light must travel to stimulate fluorescence at the bottom of the image (the laser sheet shone downward). It was also assumed that variation of attenuation of emitted light could be modelled by its mean value over the field of view. Unfocused sources of light (such as scattered light) can be regarded as virtual sources; their images will be spread over the entire field of view, producing only a mean value for the entire image. On the other hand, differential absorption (in the red) of emitted light by compounds between the camera and the illuminated sheet could lead to local changes in recorded intensity. To estimate these error sources, we assume a chlorophyll (chl) concentration between the camera and imaging plane of 6 mg chl a m . Over the 1 m path length between the camera and imaging plane, this would give an attenuation of about 12%. Doubling this attenuation coefficient still only gives an attenuation of 21%. This change is much smaller than the factors of 2 to 10 variability we measured over small regions of any image. Thus we are confident that the relative local variations of fluorescence we measured are real.
Deployment. The camera was housed in a pressure case 35 cm in diameter and 70 cm long. The camera housing was fixed to a rectangular scaffolding 1.5 m tall and 1 m wide, which also held the vane to keep the instrument pointed into the current, and swivels to attach to the hydrowire at the top, and a wire with the weight (train wheels) at the bottom. The weight hung approximately 80 m below the camera package. The laser light sheet was 1 m upstream of the package; the rod holding the fiber optic light source was the only flow-deflecting structure upstream of the camera. Calculations presented below confirm that the instrument package was oriented into the flow. Flow-tank tests of a scale model of a similar instrument platform confirmed that the system did not disturb the water in the imaging plane.
In addition to the OSST system, the instrument package held a pressure sensor and a 3-dimensional imaging sonar system called FishTV , McGeehee & Jaffe 1996 , Jaffe 1999 . The FishTV used 2 arrays of eight 445 kHz transducers to divide the imaging volume (approximately 6 m 3 ) into 8 × 8 horizontal and vertical bins, with the range away from the instrument forming the third dimension. The OSST imaging volume was included in the FishTV imaging volume (Jaffe et al. 1998) . The FishTV can detect and track acoustic targets >1 cm in length, such as euphausiids and fishes. Here we use the FishTV data to quantify the horizontal velocities to or from the OSST.
To calculate the volume of water imaged by the OSST, we use the width of the laser sheet (2 to 3 mm), the exposure time (30 ms, as given by the camera manufacturer) and the speed of water past the instrument (~20 cm s . The profiling speed was not constant, however, due to the heave of the ship with a period of 4 to 5 s. This variable speed led to obviously smeared images as the package moved suddenly between the crest and trough of a wave. As will be shown below, the package was practically stationary at the crests and troughs of the waves.
To diagnose and remove smeared images, an estimate of the 2D image spectrum was calculated using Welch's (1967) method. A center block of 96 × 96 pixels was divided into a set of 5 × 5 overlapping images of 32 × 32 pixels which were each multiplied by a Hanning window. The amplitudes of the set of 25 Fourier transform coefficients were then averaged (Fig. 2) . 
In an isotropic image, the 2D spectrum should be radially symmetric, while in an anisotropic image, the 2D spectra form elongate ellipses oriented with the major axis perpendicular to the direction of smearing (Fig. 2) . Smeared images had low variance at high wavenumbers along the axis of the smearing compared to lines perpendicular to the axis of the smearing. To objectively diagnose smearing, 2 perpendicular pairs of 1D spectra were chosen from the 2D transform. The first pair were vertical and horizontal, the second pair were diagonals perpendicular to each other. The ratio of the variance at a given wavenumber was calculated for the 2 members of a pair. If an image were perfectly isotropic, the ratio of the 2 perpendicular spectra would be about 1 (with some variation due to inherent variability in the images). In an anisotropic image, the ratio would be larger or smaller than 1.
The criteria used to diagnose smearing were:
or (5) where E 1 is the variance at wave number k n of the first member of the pair of 1D spectra, E 2 the variance of the second member of the same pair, and k max the total Top panels: smeared and unsmeared images (arbitrary units). Middle panels: logarithm of the 2D spectra of smeared and unsmeared images. Bottom panels: ∆E (Eq. 5) calculated from the ratios of 1D spectra along the 2 thick lines or the 2 thin lines in each 2D spectrum; thick lines correspond to log(E 1 /E 2 ) of the 2 thick lines in the corresponding 2D spectrum; similar for the thin lines (see Eq. 5); large or small ratios over a range of wavenumbers indicate anisotropy (smearing) of images; gray lines indicate ∆E = log(E 1 /E 2 ) = ± 0.3, or E 1 /E 2 = 0.5, 2 (see Eq. 5) number of wavenumbers. This value was calculated for both pairs of 1D spectra. If one pair failed the test (i.e., the average of the ratios was < 0.5 or > 2), the image was rejected and not used in further analyses.
(Note that if the smearing is oriented in the direction of one of the 1D spectra, the second pair will not show any effect. It would be unlikely, however, for both pairs to miss the smearing.) The average over all wavenumbers was taken to account for incoherent anisotropies in images: long patches might occasionally lead to large differences at one wavenumber, but not to consistent differences over several wavenumbers. These criteria ensure that the ratio of the major to minor axes of the 2D transform ellipses was less than a factor of 2. Images with low variance (< 0.5) were also rejected, since the signal-to-noise ratio in these images was low. Such images appeared above and below the chlorophyll maximum layers (< 30 m, > 68 m). After applying the smearing and low-variance criteria, 412 good images were left from the original 1200.
Selection of images: velocity. The camera shutter speed was given by the manufacturer as 30 ms. With a pixel size of 0.67 cm, a motion of the camera > 20 cm s -1 will lead to smearing over more than 1 pixel distance. As a third criterion for selecting good images, the vertical velocities of the instrument package were calculated and all images with speeds >20 cm s -1 were rejected. The vertical velocities w were calculated from the depth sensor on the instrument package: (6) where z(i) is the depth of the image being considered, z( i -1) is the depth of the previous image, and z(i + 1) is the depth of the next image (similarly for time, t). This criterion was quite stringent (Fig. 3) , and led to the rejection of a further 172 images, leaving a total of 240 good images. The retained images were almost exclusively at the peak or trough of the wave cycle on both the upcasts and downcasts.
Horizontal velocities. Since the focus of this study was small-scale (1 cm to 1 m) structures of fluorescence, it is necessary to ensure that the observed structures did not derive from mixing generated by the instrument package itself. The package was fitted with a vane to keep it oriented into the ambient flow. If the water velocities were constantly pointed into the package (and thus the laser sheet), there should be relatively little disturbance of the imaged water by the instrument package, as confirmed by our flow-tank tests. While there were no current meters on the system, the acoustic images gathered by the FishTV can be used to calculate velocities directed toward the transducers.
The FishTV was used to calculate the horizontal displacement of particles between successive acoustic images gathered at 2 Hz. A similar technique was used by Sutton & Jaffe (1992) to estimate bedload velocity. FishTV produces an 8 × 8 × 512 matrix of acoustic backscatter for each sonar frame. Defining a coordinate system where r is range from the sonar and x and z are the lateral distances (similar to Fig. 1) , the complex data were first converted to a real array by computing the magnitude of each array element and then integrating in the x and z directions to yield a 1-dimensional vector aligned along the r axis (away from the FishTV). A section of this array was extracted, extending between 2.3 and 3.3 m away from the sonar (128 values, ~0.8 cm resolution in range), using only the inner 2 × 2 beams. This short distance minimizes the effects of beam spreading and attenuation. Next, successive waveforms were cross-correlated and the maximum value of the cross-correlation was used to estimate the optimal value of the inter-waveform shift (the distance moved by the particles). This estimate of particle motions was not reliable when large translations of the instrument package changed the field of view completely between successive frames. In order to address this problem an estimate of difference was computed between the 2 waveforms that were used to compute each of the data shifts by computing an inner product between the 1D vectors. Then, a threshold was used as a criterion for data acceptance. This value was adjusted empirically until unreasonable values of the estimated current were eliminated. A minimum value of 0.9925 for the inner product (coherence between waveforms) was found to yield profiles which were smooth and devoid of physically unrealistic values. Throughout the procedure, the ratio of positive to negative values of the acceptable mean-square errors was nearly constant, indicating that it was unlikely that there was any bias introduced by our ad hoc measure for characterizing acceptable data. The FishTV transducers were mounted on the instrument package pointing downward at 13°from the horizontal. On the upcast, the horizontal component of the velocity toward the FishTV is underestimated because the vertical velocity gives a component of the velocity away from the acoustic system. The amount by which the actual horizontal velocity was underestimated is proportional to 1/cos[tan . The higher speeds were obtained deeper in the water column (> 55 m). A total of 11 records out of 243 good velocity records indicated velocities directed away from the camera system, all at speeds < 8 cm s -1 , and never for more than 0.5 s. Most of these were obtained on the upcasts (9 of 11 occurrences), and all were at depths < 50 m. The horizontal speeds were slightly higher on the downcasts than the upcasts, confirming our underestimate of the horizontal velocities on the upcasts.
Since the water was flowing constantly toward the laser sheet at a fairly high speed, it was assumed that the images were uncontaminated by mixing induced by the instrument package. The high acoustic waveform correlations are additional evidence that the platform was not turbulently mixing the water at these ranges, as the correlations would be quite low if the water was being mixed. Note also that other platform motions such as rotation about the axis of the cable and pitching are orthogonal to the current direction computed here, and thus do not bias the data. Motions of the sonar along the y axis were unlikely, so that the data represent actual values of the horizontal current at the study site. OSST impulse and frequency response. To interpret the spatial variability of fluorescence in the images, it is necessary to calculate the system's impulse response and frequency response -the filter characteristics of the instrument. If the instrument were working perfectly, each pixel would be completely independent of its neighbors. However, the system is never perfect, and the information at one pixel is weighted with information from adjacent pixels. The degree of weighting is known as the impulse response, while the Fourier transform of the impulse response is the frequency response. The frequency response gives the relative attenuation of variance at each wavenumber, i.e., the filter characteristics of the system (e.g., high-pass, low-pass, etc.). To calculate the impulse response, we searched through the good images for isolated bright pixels, assuming that these were fluorescent particles smaller than the resolution of the camera (delta functions in terms of the camera); 25 such pixels were found. Their peaks were aligned, and an average radial fluorescence profile was calculated along the 2 adjacent horizontal and vertical pixels (Fig. 5a ). This 1-dimensional average peak was used as a convolution kernel to determine the system's frequency response. Note that the frequency response is reasonably sensitive to the exact choice of kernel -slight changes in the values could lead to relatively large changes in the frequency response. A Montecarlo simulation was performed, convolving the impulse response with random time series, and calculating their spectra (Fig. 5b) . The frequency response showed the system to behave as a weak low-pass filter: variance decreased at high wavenumbers (small spatial scales). The roll-off began at 5 to 10 cm scales, with ~60% reduction in variance at 1 cm scales. With this frequency response, an underlying white spectrum would be distorted by our camera system to resemble the spectrum of Fig. 5b -decreasing variance with increasing wavenumber. The standard deviations shown in Fig. 5b are conservative, given that the variance in the impulse response kernel was not included in these estimates.
RESULTS AND DISCUSSION
The CTD/fluorometer profiles taken ~1 h prior to and 1 h after the OSST profiles showed a relatively linear increase of density with depth (Fig. 6) . The steppy structure was driven by temperature; within the resolution of our CTD, no evidence was found for extensive overturns or mixing. The facts that the density profile is quite linear, and the images were acquired well below the seasonal pycnocline at 15 m, suggest that the water column was not particularly turbulent.
The fluorescence showed 2 peaks: a broad primary maximum between 45 and 60 m, and a thinner, intense secondary maximum between 60 and 68 m. This secondary maximum appeared and disappeared from our study site over about 10 h. Analyses of rates of increase of chlorophyll suggest that this feature was probably a patch that advected past our anchor station. The plots of fluorescence versus σ T (Fig. 6) show that the fluorescence peaks remained on their isopycnals (to within the resolution of our CTD) throughout the deployment, even though they moved up and down in space. The 4 vertical profiles with the OSST were taken over about 1 h, and varied little except for offsets due to internal waves.
A total of 240 images passed the selection criteria, and will be referred to as 'good' images. A histogram of the frequency of occurrence of good images versus depth (Fig. 7) shows the images to be relatively evenly spread between 30 and 68 m depth. Between 5 and 20 good images were found in each 2 m bin. The lowvariance criterion rejected most of the images < 30 and > 68 m where the fluorescence was low.
To calculate an approximate calibration curve for the OSST, fluorescence values from the WetStar fluorometer were compared to the OSST values (Fig. 8) . Two WetStar profiles were used, the first obtained about 1 h prior to the OSST profiles, the second about 1 h after. Fluorescence values were averaged into 2 m bins. The average fluorescence value for an OSST image was used in the comparison. As noted in 'Methods', this average covers approximately 4.9 l of water. Both CTD casts give statistically identical calibration curves, although more variance is explained by the first cast (r 2 = 0.56 for the combined casts). Sharp gradients in properties, combined with smearing in the tubing leading to the WetStar and depth offsets due to internal waves, lead to imperfect alignment of the various profiles and , and up to 5 mg m -3 . We are reasonably certain that the fields imaged by the OSST were uncontaminated by the instrument itself. This assertion is based on several lines of evidence: (1) The imaging plane (laser sheet) was 1 m upstream of the camera package and frame. (2) The FishTV showed the horizontal velocities to be directed toward the camera package. The horizontal velocities were typically >10 cm s -1 toward the package. Thus mixing of water in the imaging plane would have to have occurred >1 m away from the package. The high waveform correlations of the FishTV data show that the water was not mixing upstream of the package. (3) Only a wave could propagate against the current to mix water at the imaging plane. The instrument package oscillated with a frequency >>N, the buoyancy frequency. The package would thus generate turbulence, not internal waves. The mixed water would advect away from the imaging plane in the direction of the ambient flow. (4) Flow-tank tests with a scale model showed that the package did not disturb the flow except within millimeters of the frame, even when the frame was oscillating. We are thus confident that the images passing the selection criteria show the spatial patterns of fluorescence as they existed in situ.
One of our main motivations in designing OSST was the study of the microscale spatial variability of fluorescence. Fig. 9 shows 4 good images, representative of 4 regions of the water column: above the chlorophyll maxima (31.86 m), in the shallow chlorophyll maximum (53.13 m), in the deeper maximum (64.72 m), and below the maxima (68.43 m). Visual inspection of these images reveals a high degree of patchiness of fluorescence. A section through the image from 64.72 m (Fig. 10) shows changes in fluorescence of almost an order of magnitude over a few pixels distance. These changes are far greater than could be accounted for by patchiness of material between the imaging plane and the camera (as discussed above), and we interpret them to be real variability in fluorescence. The images present a 'starry' view of fluorescence patchinessimages appear to show many small, isolated regions of relatively intense fluorescence with little structure between these regions. The number and intensity of these regions increases in the fluorescence maxima. The left-hand edge and lower-right corner of the images show the edge of the laser sheet; these regions were not used in any of the analyses. By rejecting smeared images (criterion given in 'Methods'), images with naturally-formed layers in them might also be rejected. After checking every rejected image, it was apparent that no obviously layered images were rejected by this criterion, although some images had obvious gradients in the number of bright pixels from the top to the bottom of the image, particularly images captured at the upper and lower edges of the secondary maximum (e.g., Fig. 9 : 68.43 m). Knowing the system impulse response, it is possible to interpret spatial spectra calculated from the images. Such spectra should contain important information on the spatial variability of fluorescence, and potential clues concerning the dynamics underlying its formation. To address the relationship of fluorescence variability with spatial scale, 64 vertical and 64 horizontal 1D spatial spectra were calculated from a 64 × 64 pixel subimage in the center of each good image. No statistical differences were found between the average vertical and horizontal spectra (i.e., the variability was isotropic). The vertical and horizontal spectra were therefore averaged to obtain a grand average for each image. This average 1D spectrum was divided by the total variance of the subimage. If the different images have the same spatial structures but different fluorescence intensities, this scaling should allow the spectra to lie on top of each other. This was the case (Fig. 11) , as the mean ± standard deviation of the 240 average spectra form a tight grouping.
The similarity between the averaged spatial spectrum calculated from the data (Fig. 11) and the system frequency response (Fig. 5b) is striking. Statistically, the 2 spectra are basically indistinguishable, with broad overlap of the standard deviations at each wave- number. Since the system's frequency response (Fig. 5b) shows how the system would alter a white spectrum, and since the observed average spectrum (Fig. 11) is statistically no different than the system frequency response, it is fair to conclude that the true spatial spectrum of fluorescence variance in our images is white -equal variance at all scales < 70 cm. A white spectrum of fluorescence variance implies that there is no spatial autocorrelation between pixels in an image. One physically realistic way of generating a white spectrum that appears consistent with our data is an underlying Poisson spatial distribution of isolated bright fluorescent points, each smaller than the resolution of the camera (0.67 × 0.67 cm). The number and intensity of the points would affect the power (vertical offset) of the spectra, but not the shape. Normalizing the spectra by the variance, however, has removed this offset in Fig. 11 . Fits of the Poisson model to the data show that it adequately describes the number of 'bright' pixels (defined as > 2 fluorescence units) in any 64 pixel row or column of each subimage. It is thus reasonable to conclude that the spatial spectra are generated by isolated brightly fluorescing particles, randomly arranged in space. Certainly this is consistent with the visual impression of the images (e.g., Fig. 9 ).
The spatial arrangement of particles is random only on the scales of individual images (70 × 70 cm), and in some cases non-random particle distributions were observed within an image (top-to-bottom gradients in the numbers of particles). On the larger vertical scale of our vertical profiles (30 to 68 m depth), the numbers of particles follow the intensity of fluorescence with depth -the highest numbers of particles occur at the fluorescence maxima.
The bright fluorescent particles that dominate our images are probably either aggregates of phytoplankton, or herbivores with guts full of undigested phytoplankton, or possibly both. The particles are smaller than 0.67 cm, which is a reasonable size for an aggregate or a copepod. MacIntyre et al. (1995) report aggregates of 0.1 to 2 mm in diameter, although Riebesell (1992) described comet-like 'stringers' which were 10s of centimeters long but only a few centimeters wide. These aggregates can sink rapidly, be neutrally buoyant, or even float if they contain trapped gas bubbles. MacIntyre et al. documented enhanced concentrations of aggregates at density discontinuities and inferred that changes in sinking velocity and turbulence-driven aggregation were contributing to these layers. Alldredge et al. (1990) report that turbulence dissipation rates of 10 -7 m 2 s -3 (the lowest values they measured) would disaggregate phytoplanktonic flocs (Chaetoceros spp. and Nitzschia spp.) of ~1 cm diameter (the maximal sizes they examined), consistent with brightly fluorescent particles < 0.7 cm in diameter as inferred from our data.
To give a rough count of the number of particles in an image, a particle edge was defined as twice the modal fluorescence for each image. The number of regions with closed contours of this fluorescence value 69 Fig. 10 . A slice through a good image (arrowed in Fig. 9 ). Variability of an order of magnitude over 1 or 2 pixels was not uncommon (arbitrary units) Fig. 11 . Mean ± standard deviation of spatial spectra from the 240 good images; 68 horizontal and 68 vertical spectra were calculated from a 68 × 68 subimage of each image, and averaged. Spectra were normalized by the variance of each subimage. The thick gray line is the area bounded by ±1 SD of the system frequency response (Fig. 5b) was enumerated in an 80 × 80 pixel subimage of the full image. Given that particles may be too close together to distinguish by this criterion, the particle count is probably conservative. The numbers of particles closely followed the chlorophyll fluorescence profile. Above the primary chlorophyll maximum there were 0 to 20 particles l -1
. In the primary chlorophyll maximum there were about 15 to 30 l -1
, and 30 to 60 l -1 in the secondary maximum. Fluorescent particles were rare below the secondary maximum (<1 l -1 ), possibly due to reduced fluorescence per particle rather than an absence of particles. Between the primary and secondary chlorophyll maxima, the number of particles fell to <15 l -1 at about 58 m. These numbers are consistent with literature values: for aggregates > 0.5 mm in diameter concentrations ranged from 10 to 600 l -1 (Gorsky et al. 1992 , MacIntyre et al. 1995 , Kiørboe et al. 1998 , while aggregates > 3 mm tend to be more rare: 1 to 10 l -1 (e.g., Alldredge & Silver 1988) . On the other hand, these particle concentrations are much higher than would be expected for densities of copepods, supporting the contention that most of them are marine snow aggregates.
The 2 to 3 m thickness of the secondary chlorophyll maximum makes it slightly thicker than the usual definition of a 'thin layer' (<1 m thick; Cowles & Donaghay 1998 ). This layer is not a homogeneous sheet, as layers tend to be envisioned (e.g., Franks 1995; 'Oceanography' special issue on thin layers, Vol. 11(1), 1998), but a layer with a great deal of microscale structure formed by individual particles. The layer could have formed through local growth of the particles, or accumulation of the particles through sinking and aggregation at an isopycnal (cf. Derenbach et al. 1979 , MacIntyre et al. 1995 . At the resolution of our data, the layer does not seem to be inclined across isopycnals, and its thin vertical extent is probably not due to vertical shearing of an initially thicker layer (cf. mechanism of Franks 1995) . One scenario consistent with the data is that aggregates formed in and above the primary chlorophyll maximum (30 to 55 m), and then sank and accumulated at the secondary maximum (cf. MacIntyre et al. 1995) . The relative absence of fluorescent particles below 68 m could be due to a reduction in the number of particles, or a marked reduction in fluorescence of the particles forming the aggregates. This sinking scenario may also explain the lack of acoustic targets at the depth of the highest chlorophyll fluorescence (Jaffe et al. 1998) : the aggregates forming the secondary maximum may be relatively unpalatable to the herbivores. Unfortunately, it is not possible to test this (or other) hypotheses with the data at hand.
The patchiness of fluorescence may also represent patchiness of physiological state of the phytoplankton, rather than variance of biomass on those scales. Given the many factors that control fluorescence yield in phytoplankton, it is entirely possible that the variability we have measured represents the scales of phytoplankton physiological or photosynthetic variability. An instrument such as the fast repetition-rate fluorometer (FRRF: Kolber et al. 1998 ) that could resolve these spatial scales could help to test such a hypothesis.
It is likely that some of the strongly fluorescing particles were crustacean herbivores, and it is possible that an unexpected benefit of the OSST system will be an ability to quantify herbivore gut fluorescence. To distinguish free phytoplankton fluorescence from copepod gut fluorescence will require modifications to the OSST system, including higher magnification or the sensing of additional wavelengths (for example backscattered light).
The lack of a spectral slope in our average spatial spectrum was somewhat surprising to us, given the literature suggesting that a -5/3 slope would be a likely observation (e.g., Batchelor 1959 , Denman & Platt 1976 , Denman et al. 1977 , Gargett 1985 . These models explore continuous tracers with and without growth in a 3-dimensional turbulent field. Variance is created at large scales and dissipated at small scales around the inertial subrange of turbulent mixing. Based on physical observations, we feel that we have resolved the scales over which we would expect to see an inertial subrange, but we see no evidence of a -5/3 slope (or any slope) to the average fluorescence spectrum. Rather, the spectra are dominated by the contribution of relatively rare, isolated, randomly distributed particles -a quantum phenomenon rather than a continuum phenomenon (see also Siegel 1998) . In retrospect, this should not be so surprising, as a flat spectrum would be predicted in a region dominated by aggregates. The question remains, then, whether a -5/3 slope would be found in a region without the larger particulate fluorescence, or with a higher number of particles, and what sort of sampling and statistics would be required to resolve the spectrum in a region of weak, intermittent turbulence.
Potential applications of OSST
Images of the type described here will considerably expand the field of study of microscale patchiness of plankton. Combined with appropriate physical measurements (vertical profiles of dissipation of turbulent kinetic energy and dissipation of temperature variance), the spatial information contained in these images will allow testing of hypotheses of physical and biological control of microscale structures of the phytoplankton. Theoretical microscale spatial spectra of phytoplank-ton have included the dynamics of a passive tracer in a turbulent field (e.g., Hinze 1959), simple growth and mixing (Denman & Platt 1976 , Denman et al. 1977 and growth with mixing and species interactions (grazing and density dependence) (Powell & Okubo 1994) . These hypothetical spectra have remained largely untested on the appropriate scales of isotropic turbulence (<1 m, e.g., Gargett 1985) mainly due to technological limitations. The deployment of the OSST in a variety of turbulence regimes (wind-driven, tidally driven, internalwave driven, etc.) will allow strong testing of these models, and development of new models should existing ones be rejected.
Testing of such models will require accurate data on the microscale physical structures and dynamics of the environment. Enhancing the OSST with microstructure sensors would enable coincident measurement of essential physical and biological variables at similar spatial scales. Such physical measurements will significantly enhance our ability to quantify the temporal and spatial patchiness of the microscale environment that the plankton inhabit, and how variability at these scales influences growth and trophic transfers in the plankton.
The observations of phytoplankton patchiness by OSST can also be used to explore questions of biological aggregation. This issue has received considerable attention recently (e.g., papers in 'Deep-Sea Res' II 42(1)1995), and a great deal of effort has been spent trying to understand the dynamics of aggregation, flocculation and particle stickiness in relation to phytoplankton species and densities. Sequences of OSST images taken on successive profiles through the development and decay of a bloom could help to answer questions concerning the dynamics of aggregate formation and the fate of primary production in the oceans.
While numerous laboratory experiments have been performed examining the behavioral response of herbivores to patchiness of phytoplankton (e.g., Tiselius 1992 , Saiz et al. 1993 , little in situ work has been done. Little is known about the microscale structure of the phytoplankton (and by inference the food environment of the herbivores), and our knowledge of how herbivores navigate within this environment is poor. The OSST will allow investigations of phytoplanktonherbivore interactions on the foraging scales of the organisms, giving a novel and important new view of trophic interactions in the sea.
