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ABSTRACT 
  
    Due to stochastic feature of a wind-wave field, the time-space evolution of the field is 
described by the transport equation for the 2-dimensional wave energy spectrum density, 
),;( tS x,θσ , spread in the space, x, and time, t. This equation has the forcing named the source 
function, F, depending on both the wave spectrum, , and the external wave-making factors: 
local wind, W(x, t), and local current, U(x, t). The source function, F, is the “heart” of any 
numerical wind wave model, as far as it contains certain physical mechanisms responsible for a 
wave spectrum evolution.       
S
    It is used to distinguish three terms in function F: the wind-wave energy exchange mechanism, 
In; the energy conservative mechanism of nonlinear wave-wave interactions, Nl; and the wave 
energy loss mechanism, Dis, related, mainly, to the wave breaking and interaction of waves with 
the turbulence of water upper layer and with the bottom. Differences in mathematical 
representation of the source function terms determine general differences between wave models.  
     The problem is to derive analytical representations for the source function terms said above 
from the fundamental wave equations.  
     Basing on publications of numerous authors and on the last two decades studies of the author, 
the optimized versions of the all principal terms for the source function, F, have been 
constructed. Detailed description of these results is presented in this chapter.  
     The final version of the source function is tested in academic test tasks and verified by 
implementing it into numerical shells of the well known wind wave models: WAM and 
WAVEWATCH. Procedures of testing and verification are presented and described in details. 
The superiority of the proposed new source function in accuracy and speed of calculations is 
shown. 
    Finally, the directions of future developments in this topic are proposed, and some possible 
applications of numerical wind wave models are shown, aimed to study both the wind wave 
physics and global wind-wave variability at the climate scale, including mechanical energy 
exchange between wind, waves, and upper water layer. 
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1. INTRODUCTION 
     This chapter deals with theoretical description of wind wave phenomenon taking place at the 
air-sea interface. Herewith, the main aim of this description is directed to numerical simulation 
of the wind wave field evolution in space and time.  
     As an introduction to the problem, consider a typical scheme of the air-sea interface. In 
simplified approach it consists of three items (Fig. 1): 
• Turbulent air boundary layer with the shear mean wind flow having a velocity value W10(x) 
at the fixed horizon z =10m; 
• Wavy water surface; 
• Thing water upper layer where the turbulent motions and mean shear currents are present. 
     The main source of all mechanical motions of different space-time scales at the air-sea 
interface is a mean wind flow above the surface, which has variability scales of the order of 
thousand meters and thousand seconds. The turbulent part of a near-water layer (boundary layer) 
has scales smaller than a meter and a second.  Variability of the wavy surface has scales of tens 
meters and ten seconds, whilst the upper water motions have a wide range of scales covering all 
mentioned values. Thus, the wind impacts on the water upper layer indirectly via the middle 
scale motions of wind waves, and this impact is spread through a wide range of scales, providing 
the great importance of wind wave motion on the global scale.  
 
 
Fig. 1.  The air-sea interface system 
 
     Besides of the said, this phenomenon has its own scientific and practical interest. The former 
is provided by a physical complexity of the system, whilst the latter is due to dangerous feature 
of the phenomenon. All these features justify the long period interest to the problem of wind 
wave modeling, staring from the well know paper by Stokes (1847). 
     From scientific point of view it is important to describe in a clear mathematical form a whole 
system of mechanical interactions between items mentioned above, responsible for the exchange 
processes at the air-sea interface. This is the main aim of the interface hydrodynamics. From 
practical point of view, a mathematical description of these processes permits to solve a lot of 
certain problems. As an example of such problems one may point out an improvement of wave 
and wind forecasting, calculation of heat and gas exchange between atmosphere and ocean, 
surface pollution mixing and diffusion, and so on.  
     Direct mathematical description of mechanical exchange processes in the system considered 
is very complicated due to multi-scale and stochastic nature of them (for example, see 
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S
Kitaigorodskii & Lamly, 1983). It can not be done in an exact form. Nevertheless, real advantage 
in this point can be reached by consideration of the problem in a spectral representation. Up to 
the date, a principal physical understanding exchange processes at the air-sea interface was 
achieved to some extent (Proceedings of the symposium on the wind driven air-sea interface, 
1994; 1999), and mathematical tool for their description in spectral representation was 
constructed (for example, see Hasselmann, 1962; Zakharov, 1974; Phillips, 1977). Thus, one 
may try to make description of main processes at the air-sea interface from the united point of 
view. Below, we consider the main theoretical procedures needed to manage this problem. 
 
2. FUNDAMENTAL EQUATIONS AND CONCEPTIONS 
     From mathematical point of view, a wind wave field is a stochastic dynamical process, and 
the properties of this field should be governed by a proper statistical ensemble. Therefore, the 
best way of the phenomenon description lies in the domain of statistical characteristics, the main 
of which for a non-stationary field is the two-dimensional spatial wave energy spectrum, 
,  spread in the space, x,  and time, t .  ( , , )S t ≡k x
     Traditionally, the space-time evolution of this characteristic is described by the so called 
transport equation written in the following spectral representation (Komen et al, 1994) 
 gx gy
S S SC C F Nl In
t x y
D is∂ ∂ ∂∂ ∂ ∂+ + = ≡ + − .   (2.1) 
Here, the left-hand side is the full time-derivative of the spectrum, and the right-hand side is the 
so called source function (“forcing”), F. Vector ( ) is the group velocity one, 
corresponding to a wave component with wave vector k, which is defined by the ratio 
gygx C,C
kk
k
g
kC ∂
∂= )(σ = ( , ) .       (2.2) gxC gyC
Dependence of frequency )(kσ  on the wave vector k is given by the expression 
 gk=σ ,          (2.3) 
known as the dispersion relation  for the case of deep water, considered below. 
     The left-hand side of equation (2.1) is responsible for the “mathematical” part of model. The 
physical essence of model is held by the source function, F, depending on both the wave 
spectrum, , and the external wave-making factors: local wind, W(x,t), and local current, U(x,t).  S
     At present, it is widely recognized that F can be written as a sum of three terms – three parts 
of the united evolution mechanism for wind waves: 
• The rate of conservative nonlinear energy transfer through a wave spectrum, , 
(“nonlinear-term”);  
Nl
• The rate of energy transfer from wind to waves, In , (“input-term”);  
• The rate of wave energy loss due to numerous dissipative processes, Dis ,  (“dissipation-
term”).  
     The source function is the “heart” of the model. It describes certain physical processes 
included in the model representation, which determine mechanisms responsible for the wave 
spectrum evolution (Efimov& Polnikov, 1991; Komen et al, 1994). Differences in representation 
of the source function terms mentioned above determine general differences between different 
wave models. In particular, the models are classified with the category of generations, by means 
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of ranging the parameterization for Nl-term (The SWAMP group, 1985). This classification 
could be extended, taking into account all source function terms (for example, see Polnikov, 
2005, 2009; Polnikov&Tkalich, 2006). The worldwide spread models WAM (The WAMDI 
group, 1988) and WAWEWATCH (WW) (Tolman&Chalikov, 1996) are the representatives of 
such a kind models, which are classified as the third generation ones. 
     Differences in representation of the left hand side of evolution equation (2.1) and in 
realization of its numerical solution are mainly related to the mathematics of the wave model. 
Such a kind representation determines specificity of the model as well. But it is mainly related to 
the category of variation the applicability range of the models (i.e. accounting for a sphericity of 
the Earth, wave refraction on the bottom or current inhomogeneity, and so on). We will not dwell 
on this issue more in this chapter. 
     Note that equation (2.1) has a meaning of the energy conservation law applied to each 
spectral component of wave field. Nevertheless, to have any physical meaning, this equation 
should be derived from the principal physical equations. By this way, the most general 
expressions for the source terms could be found. And this is the main problem of the task 
considered here. 
     Since pioneering paper by Stokes (1847), the basic hydrodynamic equations, describing the 
wave dynamics at the interface of an ideal liquid, are as follows  
( , )( , ); z t
d P t
dt η
ρ ρ == −∇ − +3u g f x
r
x      ,                                                          (2.4) 
0)( =∇+∂
∂ u3 ρρ
r
t
                                 ,                                                     (2.5) 
)(
),(
ηηη 2x u∇+∂
∂==
r
t
u
tzz                    ,                                                         (2.6) 
0z zu =−∞ =    .        (2.7) 
Here, the following designations are used:  
),( tzρ  is the fluid density;  
( , , ) ( , , )x y zz t u u u=u x  is the velocity field;  
),,( tzP x  is the atmospheric pressure;  
g  is the acceleration due to gravity; 
),,( tzf x  is the external forcing (viscosity, surface tension, wind stress and so on);  
),( txη  is the surface elevation field;  
),( yx=x  is the horizontal coordinates vector;  
z  is the vertical coordinate up-directed;  
),(
yx ∂
∂
∂
∂=∇2
r
 is the horizontal gradient vector;  
),(
z∂
∂∇=∇ 23
rr
 is the full gradient,  
and the full time-derivative operator is defined as (...)(...) 3 ⎟⎠
⎞⎜⎝
⎛ ∇+∂
∂= ru
tdt
d .  
We remind that Eq. (2.4) is the main dynamic equation used at the water surface z = ),( txη , Eq. 
(2.5) is the mass conservation law, Eq. (2.6) is the kinematical boundary condition at surface 
),( txη , and  Eq. (2.7) is the boundary condition at the bottom. Note that Eqs. (2.4) and (2.6) are 
principally nonlinear.  
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     General problem is to derive all source terms from the set of equations (2.4)-(2.7), taking into 
account a stochastic feature for motions near interface. It is easy to understand that the posed 
problem is quite complicated. Nevertheless, it can be solved under some approximations, if one 
takes into account each evolution mechanism separately. The history of such investigations is 
described in quite numerous papers, the main results of which are accumulated in numerous 
books (Komen et al, 1994; Young, 1999; and others). Below we reconstruct some principal 
results of these papers, permitting us to show the state-of-the-art in this field of hydrophysics. 
    To this end, first of all, one should introduce the rules of transition form physical fields 
variables,  ( , , )z tu x , ),( txη , and , to its spectral representation. To do this, the so called 
Fourier-Stiltjes decomposition is introduced for each of the fields mentioned. As far as the main 
equations are used at the interface surface, we demonstrate this decomposition procedure on the 
example of surface elevation field. In such a case, one writes 
),,( tzf x
   .     (2.8) ( , ) exp[ ( )] ( )t const i t dη = ⋅ ∫ k
k
x kx η k
Here, ( )tηk  is the so called Fourier-amplitude of the field ),( txη , taking in mind that this field is 
non-stationary, but homogeneous. In such a case, only, the exponential decomposition is 
effective in a further simplification of the equations (for details, see, Monin&Yaglom, 1971). By 
substitution of the decompositions of the kind (2.8) for each field into the system of Eqs. (2.4)-
(2.7), one could get the final equation for the main variable, ( )tηk , in the form 
 / 1[ ,t func u f, ]η η∂ ∂ =k k k k
'
        (2.9) 
where the right hand side of (2.9) represents a complicated functional having as an arguments the 
Fourier-amplitudes for each field variables.  
     Then, one introduces the wave energy spectrum S(k) by the rule 
 .     (2.10) 
'
'
'( ) ( ) ( , ) ( ) ( )s st t S t s sη η δ δ<< >>= − +
k k
k k k
Here, the brackets <<…>> means the wave statistical ensemble averaging, indexes s and s’ 
means the sign of imaginary part of the complex conjugated form for ( )tηk , and δ(…) is the 
Dirak’s delta-function.  
     After this, one should execute some procedure, including multiplication of Eq. (2.9) by the 
complex conjugated amplitude, , and summation the resulting equation with the complex 
conjugated one. Finally, one gets the final equation of the form 
*( )tηk
   ,      (2.11) *( ) / 2[ , , , ]S t func u fη η∂ ∂ = k k k kk
resembling Eq. (2.1), but written without spatial derivatives (i.e. for a homogeneous field). The 
right hand side of Eq. (2.11), if specified, is the sought source function.  
     Thus, with some simplifications and introducing certain rules of statistical averaging, the 
theoretical way of derivation for the spectrum evolution equation is found. Generalization of the 
procedure described above for the case of inhomogeneous wave field, ),( txη ,  is less important 
for our further consideration. The readers could find this generalization in paper (Zaslavskii& 
Lavrenov, 2005). So, we could start to consider description and parameterizations for the definite 
source function terms responsible for certain physical evolution mechanisms of wind wave 
spectrum, which are needed further for a wind wave numerical simulation.  
 
 
3. WAVE EVOLUTION MECHANISM DUE TO NONLINEARITY 
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2
3.1.General grounds 
     Nonlinear feature of fundamental equations (4) and (6) leads to a certain nonlinear 
mechanism of evolution for wave spectrum. This mechanism, described by the source term Nl , 
is theoretically the most investigated among others evolution mechanisms. For the first time the 
Nl term was derived by Hasselmann (1962), under some reasonable theoretical suggestions. 
Later it was rederived in the terms of very elegant Hamiltonian formalism by Zakharov (1968, 
1974). Following to the latter papers, we show several points of this derivation.  
     First of all, we point out that the nonlinear theory is constructed under very certain 
suggestions: potential motions, no external forcing, and weak nonlinearity. The latter means 
existence of small values for wave steepness parameter defined by  
           (3.1) 2 1/pkε η= << >>
where  is the modulus of the dominant wave vector corresponding to the peak of spectrum, 
and <<  is the mean wave amplitude.  
pk
η2 1/>>
     For the ideal fluid without forcing and the potential motion approximation, it was shown 
(Zakharov, 1968) that the system of Eqs. (2.4)-(2.7) is the Hamiltonian one. It means that the 
system can be replaces by classical Hamiltonian equations of the form 
H
t
η δ
δ
∂ =∂ Φ  ,          (3.2) 
     
H
t
δ
δη
∂Φ = −∂                                                                                        (3.3) 
where ( , )H η Φ  is the Hamiltonian function of two canonical variables. Zakharov has found that 
canonical variables are the surface elevation, ),( txη , and the velocity potential at this surface, 
( , )( , ) ( ,t z, ) z tt ηϕ = xΦ ≡x x  , where 3 ( , , )z tϕ∇ x, ) ( ,z t =x u
r
 is the wave velocity potential. 
Eventually, in terms of Hamiltonian formalism, the system of nonlinear equations (2.4)-(2.7) can 
be reduced to one of the form 
 
 ( ) ( ) ( )ai a
t
σ∂ =∂
k k k + 
 
 + + [ ] 212102*1*)3( 2,1,02012*1)1( 2,0,121021)1( 2,1,0 )()()()(2)()( kkkkkkkk ddaaUaaUaaU ++−−−− ++∫ δδδ
 
 +       (3.4) 3213210321
*)2(
3,2,1,0 )()()( kkkkkk dddaaaV −−+∫ δ
 
where U  are  known functions of ki (i = 0,1,2,3), and  are the 
Dirak’s delta-functions. 
Vn n0 1 2 0 1 2 3, ,
( )
, , ,
( ), ( )0 1 2 1δ δ− − = − − 2k k k
     For us it is important that equation (3.4) is an analog of eq. (2.9) with the only difference that 
Fourier-amplitude a(k) is the specially defined so called “normal” variable related linearly to the 
Fourier-amplitudes for elevation, ηk , and for wave velocity potential at the surface, Φk .  The 
spectrum defined for amplitude a(k) by the rule (2.10) is called as the wave action spectrum, 
, which is linearly related to the wave energy spectrum, , by definition of variable 
a(k). Details of this theory are not principal for us here. The most important fact is that the 
standard procedure described above results in the final evolution equation for spectrum 
( )N k ( )S k
( )N k
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with the right hand side provided by the nonlinearity of the system under consideration. Just this 
part is the nonlinear evolution term, Nl(k). 
     At present, it is well recognized that the exact theoretical result for the nonlinear source term 
has the kind of the so called four-wave kinetic integral 
2
4 4 1( ) / [ ( )] 4 ( , , , )N t Nl N d d d Mπ∂ ∂ ≡ = ∫ ∫ ∫1 2 3 2 3k k k k k k k k
( )
     
( )1 2 3 4 3 4 1 2
1 2 3 4 1 2 3 4
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
[ ( ) ( ) ( ) ( )] ( )
N N N N N N N N
k k k kδ σ σ σ σ δ
+ − +⎡ ⎤⎣ ⎦
× + − − + − −
k k k k k k k k
k k k k
×
.  (3.5) 
Here, ki is the wave vector having to a proper frequency-angular wave component ),( ii θσ   (i = 
1,2,3,4), М(…) are the matrix elements describing intensity of interactions between four waves, 
and (...)δ  is the Dirak’s delta-function providing the resonance feature of interactions.  
     The properties of kinetic integral (3.5) were studied numerically in numerous papers for very 
different spectral shapes (for references, see Polnikov&Farina, 2002; or, in more details, 
Polnikov, 2007). It was found that the main feature of Nl ( , )σ θ  is a permanent shift of the 
spectrum to lower frequencies with a very certain changing the shape of spectrum (Fig. 2).  
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Fig. 2. Example of numerical solution of wave evolution due to nonlinear mechanism 
(following to  Lavrenov& Polnikov, 2001) 
 
     Additionally it should be noted that Nl-mechanism is proportional to the 6th power of small 
parameter of nonlinearity, ε . For this reason, the rate of nonlinear energy transfer through the 
spectrum is proportional to 4ε , i.e. it is very slow mechanism. Nevertheless, just Nl term is 
responsible for wave length enlarging in the course of wind wave evolution, permitting waves to 
grow to large heights, but maintaining small value of wave steepness, ε . 
     Regarding to practical use of these theoretical results, due to great complicity of term (3.5), it 
needs to find an optimal approximation of the kinetic integral, which conserves all its properties. 
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     This point was a subject of numerous investigations, among which there is a special research 
executed in Polnikov&Farina (2002) and Polnikov (2003). By comparing several theoretically 
justified approximations for Nl ( , )σ θ , it was found that the most efficient one (in terms of a 
specially defined criterion for accuracy and speed of calculation) is the discrete interaction 
approximation (DIA) proposed by Hasselmann et al. (1985). Just this approximation is used in 
widely spread models WAM and WAVEWATCH. Due to this, it is worth wile to dwell in more 
details on these results. 
 
3.2.The most effective approximation for Nl term 
     First of all, let us say several words about DIA approximation.  
     This approximation means replacing the whole continuum of summands under kinetic 
integral (3.5) by the single one. This single summand is especially chosen, to get the best 
accuracy against exact kinetic integral, and the choice is defined by the geometry of four 
interacting wave vectors (ki  where i = 1,2,3,4 ). The optimal configuration of four wave vectors 
in DIA, proposed in original paper (Hasselmann et al, 1985) is shown in Fig. 3. In the polar 
coordinates, ),( θσ , the original configuration is governed by the following rations: 
1) ,  where the arbitrary wave vector k is represented by 1 2= =k k k σ  and θ ; 
2) ,        where  is represented by 3 +=k k +k )1( λσσ +=+  and ++ Δ+= θθθ ;  
3) ,        where  is represented by 4 −=k k −k )1( λσσ −=−  and −− Δ−= θθθ ;  
4) Parameters of the configuration are  
      λ  = 0.25, +Δθ  = 11.5 o, and  −Δθ  = 33.6o.       (3.6) 
In such a case, the nonlinear term Nl(k) at all mentioned k-points takes the form 
 ,  ( ) ( , , )Nl I− +=k k k k− ( ) ( , , )Nl I+ + −=k k k k , ( ) 2 ( , , )Nl I + −= −k k k k ,  (3.7) 
where 
( )8 19 2( , , ) ( ) ( ) ( ) 2 ( ) ( ) ( )NLI C g N N N N N Nσ−+ − + − + −⎡ ⎤= + −⎣ ⎦k k k k k k k k k . (3.8) 
 In (1.19) CNL is the fitting constant. The net nonlinear term at any fixed ),( θσ -point is found by 
the procedure of running of Eqs. (3.7)-(3.8) through all points of the frequency-angle integration 
grid { }ji θσ , . 
     According to study Polnikov&Farina (2002), features of the original DIA are as follows.  
F1. A mean relative error (over the set of 16 representative spectral shapes) is about 60%.  
F2. Relative consuming time for calculation of Nl term (in WAM with DIA approximation) is 
about 48% of the CPU. 
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}
     Fig. 3. The original optimal configuration of four wave vectors in DIA (Hasselmann et al, 1985) 
 
Despite of such a kind features, in the study mentioned it was found that DIA is the best among 
others approximations. Herewith, a simple consideration has shown that the reason of small 
accuracy is due to replacing the exact kinetic integral by the only summand. The reason of high 
consuming time is provided by necessity to make the spectrum interpolation for wave vectors  
and , which are not allocated at the frequency-angle integration grid { }.  3k4k ji θσ ,
     In the studies mentioned it was found that the shortages said could be reduced to some extent.  
     The first step of approximation improvement was a proposal to refuse of the resonant feature 
of four-wave interaction, and to allocate all four vectors at the integration grid { . In such a 
case, the new configuration was constructed, which is shown in Fig. 4 by dashed lines. 
(Moreover, the vectors  and  are meant to be allocated on the integration grid, but they are 
not necessarily equal each to other.) It allows us to exclude the interpolation procedure and make 
calculation of Nl faster. This version of DIA was named as FDIA. The relative consuming time 
in FDIA is reduced twice (improvement of feature F2). 
ji θσ ,
1k 2k
1 кв 2 кв 3 кв 4 кв
Запад
Север
 
 
 
 
 
 
 
 
 
Fig. 4. The configuration of Fast DIA is shown by dashed lines. 
 
     The second step of DIA improvement was a choice of more efficient configuration. After 
some attempts, the best configuration was found (Polnikov&Farina, 2002; Polnikov, 2003). This 
has permitted us to reduce the relative error of approximation to 40% (improvement of feature 
F1). 
    Taking into account these two advantages, we propose to use the following new version of 
FDIA for a numerical representation of Nl term. 
(1) The calculating frequency-angular grid, , is defined typically:  },{ ji θσ
      exponential frequency grid 
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0
−= ie)i( σσ   (1 ≤ i ≤ N),            (3.9a) 
and equidistant angular grid      
θπθ Δ⋅−+−= )j()j( 1    (1 ≤ j ≤ M),      (3.9b) 
             where 0σ , , and e θΔ  are the grid parameters specified in a certain numerical model. 
(2)  The reference wave component, 4 4( , )σ θ , is allocated at any current node of the grid 
       (1.20). 
(3)  The other 3 waves have the components allocated at nodes of the same grid and defined  
      by the  ratios 
1
1 4
meσ σ= ,  , ,      (3.10a) 22 4 meσ σ= 33 4 meσ σ=
1θΔ  = n1 θΔ , 2θΔ  = n2 θΔ ,    3θΔ  = n3 θΔ ,(where 4i iθ θ θΔ ≡ − ) .  (3.10b) 
Thus, the optimal configuration of four interacting waves is given by the certain set of integers:  
m1,  m2,  m3;  n1,  n2,  n3, which, in turn,  are to be especially calculated, in dependence on the 
grid parameters, e and Δθ  (Polnikov&Farina, 2002). 
     For the frequency-angle grid with parameters e = 1.1 and θΔ  = 12/π , which are typical for 
the models WAM and WW, the most effective configuration is given by the following 
parameters (Polnikov, 2003) 
 m1 = 3,  m2 = 3,  m3 = 5;       n1 = n2 = 2,  n3 = 3.     (3.11) 
Finally, Nl-term is calculated by the standard formulas (3.7)-(3.8), making the loops for the 
reference components, ),( θσ , arranged through the grid (3.9) . For completeness, these 
formulas for the energy spectrum representation are as follows 
4 4 3 3 1 1 2 3 3 4 4( , ) ( , ) ( , , , , , , , )Nl Nl Iσ θ σ θ σ θ σ θ σ θ σ θ= = 2 ,    (3.12a) 
1 1 2 2 1 1 2 3 3 4 4( , ) ( , ) ( , , , , , , , )Nl Nl Iσ θ σ θ σ θ σ θ σ θ σ= = − 2 θ ,     (3.12b) 
where  
4 11 4 4 4
4 1 2 3 3 4 4 3 4 2 4 1 1 4 2(...) ( ( / ) ) (( / ) ( / ) )nlI C g S S S S S S S Sσ σ σ σ σ σ σ− ⎡ ⎤= + − +⎣ ⎦ .  (3.13) 
Here,  is the only fitting dimensionless coefficient, and notation nlС ),( iii SS θσ≡  is used. The 
coefficient  should be fitted together with other source terms simultaneously. nlС
     Hereby, the modern and comprehensive description of Nl term parameterization is finished, 
and we can go to the next terms. 
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4. WIND WAVE ENERGY PUMPING MECHANISM 
4.1. General grounds 
     This mechanism is studied rather well both theoretically and empirically (for references, see 
recent review paper, The WISE group, 2007). Nevertheless, it is known much more less than Nl-
mechanism described above in previous section 3. The reason of such a situation is a high 
complexity of processes taking place in a boundary layer of atmosphere located in the vicinity of 
waving surface. To get the main understanding of the problem, let us consider the simplest 
approach proposed in the earlier papers by Phillips (1957) and Miles (1960) and summarized in 
book (Phillips, 1977). 
     To the purpose said, let us rewrite the system of Eqs. (2.4)-(2.7) in a linear approximation and 
potential motion approach. We have 
 ( )pg P at
η∂Φ = − +∂  ,        (4.1) 
 
t z
η∂ ∂Φ=∂ ∂   ,        (4.2) 
 0ϕΔ =   ,        (4.3) 
 0zz
ϕ
=−∞
∂ =∂   .        (4.4) 
 
In this representation, the first two equations are written at the surface ),( txη , whilst two 
equations, (4.3) and (4.4), done in the whole water layer. The last term in the r. h. s. of (4.1), 
,  means the result of transition to the potential representation for the atmospheric pressure 
forcing, real and unequivocal representation of which is not specified yet. Here,  is 
normalized by the water density, 
( )pP a
( )pP a
wρ , and ap is the formal argument of the forcing function. 
     For more certainty, note that the first two equations, (4.1) and (4.2), are the main ones, as far 
as they determine unknown fields, ),( txη  and ( , )tΦ x . Equations (4.3) and (4.4) are auxiliary 
ones; they are used for determination of the vertical structure for velocity potential ( , , )z tϕ x , 
only.  
    To make a transition into the spectral representation, one introduces the following Fourier-
decompositions 
 ,       (4.5) ( , ) exp[ ( )] ( )t const i t dη = ⋅ ∫ k
k
x kx η k
 ( , , ) exp[ ( )] ( ) ( )z t const i f z t dϕ = ⋅ ∫ k
k
x kx ϕ k
a
 .     (4.6) 
Hereafter, the wave vector, k, as well as the spatial vector, x, has the horizontal components, 
only, and f(z) is the so called vertical structure function, determined from Eqs. (4.3) and (4.4), 
solved analytically. In our case, f(z)=exp(-kz), what dose not play any principal role later.      
After substitution of representations (4.5), (4.6) into the system of Eqs. (4.1)-(4.4), equations 
(4.3) and (4.4) give the solution for function f(z) mentioned above, and the other two equations 
get the kind 
    ,       (4.7) ( , )pgηΦ + = Πk k k&
  kη = Φk& k    .       (4.8) 
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The solution of system (4.7)-(4.8) radically depends on representation of the atmospheric 
pressure forcing, ( , )paΠ k . This representation is the main theoretical problem which is not 
solved wholly till present. 
     There are some simple solutions of the system (4.7)-(4.8), resulting in two principle 
mechanisms of wave pumping: so called Philips’ and Miles’ mechanisms. Their simplified 
treatments are as follows (for details, see Phillips, 1977). 
     The atmospheric pressure forcing can be represented in the form 
        (4.9) 2( , ) ( ) ( ) ( )p ka i c k tα β η γΠ = + +k k t
where the first term in the right hand side means the part of pressure oscillations induced by 
waves and the second term means the pure turbulent oscillations uncorrelated with wave 
motions. Besides, the induced oscillations have two constituents: one of them, having intensity 
coefficient α , is in phase with the surface elevations; and the other one, having intensity 
coefficient β , is in phase with the wave slope. As usually, ( ) ( ) / )c c k k kσ= =  is the phase 
velocity of the wave component with vector k. 
    Substitution of (4.9) into system (4.7)-(4.8) with some rather complicated mathematics (via 
getting an equation of the form 2.9) leads to the following general solution for the energy wave 
spectrum S(k,t) defined by rule (2.10): 
 sh( )( , ) ( , )in
tS t C A βσσ βσ
⎛= ⎜⎝ ⎠k k
⎞⎟        (4.10) 
Here, CIN is the fitting coefficient of the theory, and ( , )A σk is the 3-dimensional spectrum of the 
turbulent part of atmospheric oscillations, the kind of which it the main problem of the theory. 
But the temporal behavior of wave spectrum evolution is clear from result (4.10). 
     Really, on the small time scale, when tβσ << 1, wave spectrum is proportional to time 
 ( , ) ( , )inS t C A tσ=k k          (4.11) 
what is equivalent to the evolution equation 
 ( , ) / ( , )inS t t C A σ∂ ∂ =k k .        (4.12) 
In such a case the sought input term, In, is independent of wave spectrum. Such mechanism was 
called as the Phillips’ one (after paper Phillips, 1957). This mechanism is working on very small 
time scales, and for this reason it is not used in numerical simulation on oceanic scales. The role 
of result (4.11) is an explanation of the wind wave origin.  
     The opposite case, when tβσ >>1, solution (4.10) results in the exponential growth of wave 
spectrum, what is equivalent to evolution equation of the form 
( , ) / ( , ) ( , ) ( , )in inS t t C S t C S tβσ σβ∂ ∂ = =k k k W k      (4.13) 
where the final expression of In term is written in the commonly used form. Dimensionless 
function ( , )β k W  , depending of wave vector and wind at the reference horizon, is often called 
as the Miles’ increment coefficient (or function). In accordance to the said earlier, specification 
of this function is the main difficulty of the interface dynamic theory and experiment. 
     Do not dwelling on this problem in details, below we shall barely mention some experimental 
results (Snyder et al, 1981; Plant, 1982) and numerical simulation ones (Chalikov, 1980, 1998, 
2002), which gave the grounds for practically used parameterizations of ( , )β k W . 
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4.2. Effective approximations for In term   
     Understanding the difficulty of measurements for wind-wave energy exchange is following 
from the fact that the first more or less accurate experimental results have been obtained in 
famous work by Snyder et al (1981), only, i.e. much later than the first theoretical results 
mentioned above. On the basis of their results, Snyder and coauthors have constructed the 
following simplest parameterization 
 β( σ, θ, U) = 5max 0, cos( )a u
b
Wa
g
ρ σ θ θρ
⎡ ⎤⎛ − −⎢ ⎜⎝ ⎠⎣ ⎦
b⎞⎥⎟ ,    (4.14) 
where  ρa  and ρw  is the air and water density, respectively, g is the gravity acceleration, a and b 
are the fitting parameters, and  and 5W uθ  is the local wind at horizon z=5m and its direction, 
respectively. Parameters a and b are varying in the following intervals: a ≅ 0.2-0.3 и b ≅ 0.9-1. 
The main disadvantage of result (4.14) was a very short range of validity: 1 < 5 /W gσ   < 3. 
     Only one year later, Plant (1982) have accumulated a lot of experimental data and proposed 
an alternative parameterization 
 )cos(
g
u)..( u* θθσβ −⎟⎟⎠
⎞
⎜⎜⎝
⎛±=
2
020040        (4.15) 
where  
1/2
* ( ) ( )du C z W z=            (4.16) 
is the so called friction velocity, and   was the drag coefficient for the horizon z. 
Advantage of this result is a much wider range of validity:  
)z(Cd
2.5 < 10 /W gσ < 75.          (4.17) 
But the behavior of  β  in the vicinity of 10 /W gσ ≅ 1 was remaining unclear. 
      This uncertainty was vanished in numerical simulation of air-sea interface dynamics, started 
by Chalikov (1980). By direct numerical solution of proper equations for wave and air motions 
in the interface boundary zone, he have found the rate of wind-wave energy exchange and  
proposed very effective parameterization of the kind 
 )c~b~a( ++= − σσβ 2410 .       (4.18a) 
Here,  a, b, c are the fitting parameters depending (in a rather complicated manner) on the value 
of the drag coefficient, , and the non-dimensional frequency, )z(Cd σ~ , defined as 
 ( ) /pW gσ σ λ=%         (4.18b) 
where λp is the wave length corresponding to the peak frequency of the wave spectrum, pσ .  
    The main advantage of the Chalikov’s result has two items:  
(1) Direct proof of the quadratic power dependence of  β  on W; 
(2) Evidence that in the case 10 /W gσ < 1, i.e. when waves overcome the local wind,  β  
becomes negative with the order of magnitude of -10-5. 
Disadvantage of numerical simulations is a rather short range of validity, provided by a growing 
complexity of calculations with an increase of frequency under consideration. 
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     Thus, due to extreme complexity of the problem, the best way is to combine the most reliable 
experimental and numerical results. Just this way was used by the author (Polnikov, 2005).  
     First of all, we have accepted the unified empirical result prepared by Yan (1987) from (4.14) 
and (4.15) in the form 
 
2
* *0.04 0.00544 0.000055 cos( ) 0.00031YAN u
u u
g g
σ σβ θ⎧ ⎫⎡ ⎤⎛ ⎞⎪ ⎪= + + − −⎢ ⎥⎨ ⎬⎜ ⎟⎝ ⎠⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭
θ .  (4.19a) 
Secondly, we add a theoretically found and physically justified negative value of  β  for waves 
running faster than wind. Finally, we have got representation for β of the kind 
 { }max ,L YANβ β β=  ,        (4.19b) 
where Lβ  is the fitting parameter having the default value  
Lβ =     ,      (4.19c) 65 10−⋅
and YANβ  is given by (4.19a). 
     Eventually, the most effective and physically justified parameterization of In term has the 
kind 
 ( , ) ( , )inIn C S tσ β= k W k         (4.20) 
with ( , )β k W  given by formulas (4.19). This parameterization has only two uncertainties: 
principal fitting coefficient, , and auxiliary fitting parameter inC Lβ  having the default value 
(4.19c). 
     With respect to previous parameterizations, the proposed parameterization (4.20) has the 
triple advantage:  
    (1) Relatively large frequency range of validity, given by rations (4.17);  
    (2) Negative value of In for waves running faster than local wind; 
    (3) Rather simple and reasonable mathematical representation.  
    As a conclusion of the section, and for completeness of our consideration, we could say that in 
the model WAM they use In term in form (4.20) with ( , )β k W  corresponding to formula (4.14), 
and in the model WW they use (4.20) with the Chalikov’s result (4.18) for ( , )β k W . There are a 
lot of others parameterizations of ( , )β k W (see review, The WISE group, 2007), but no of them 
has any superiority with respect to (4.19). 
     Our experience of wind wave model constructions ( Polnikov, 1985, 1991) have showed that 
the approach for ( , )β k W  used in WAM is too simplified, but that one used in WW is too 
complicated, with no necessity. Thus, the parameterization of In proposed above in (4.19) is the 
best compromise of our present understanding the problem of wind-wave energy exchange.  
  
4.3. Choice of the wind representation 
     Finally, we touch a point dealing with the wind representation used in the input term: , or 
u*. The principal difference between these too representations is realized only in the case of 
existing dependence  (or u*) on the wave-origin parameters: wind , wave age 
10W
)z(Cd
10p
10W
10/ /pA c W g Wσ= = , and the other, may be implicit parameters of the wind-waves system. In 
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the case of constant value of , there is no principal difference in the wind representation. 
Thus, the question is the following: can one justify using the complicated form of 
 in a practical numerical modelling for wind waves? 
)z(Cd
10( , ,dC z W
2 const=
10( , , ,...)dC z W A
0 10( , ,...)z W A
τ ρ= − <
     In this aspect we note that in such widely used models as WAM and WW, they apply one or 
another simplified form of dependence  on wind  and wave age A, basing on empirical 
ratios for the former. But there are at least three reasons which give rise doubts of effectiveness 
of using dependencies of such a kind. They are as follows: 
)z(Cd 10W
1) As it was shown in Banner and Young (1994), the impact of using a sea-state dependent 
function for u* in the input term is negligible for the forecast of wind waves. Very similar 
result was found in our recent calculations (Polnikov et al., 2002). 
2) More over, it is well known (Donelan et al., 1993; Drennan et al., 1999) that empirical data 
for the drag coefficient, , and for the sea roughness height, , have 
a very large scattering which provides a great uncertainty in empirical parameterizations for 
them. The problem of this uncertainty could be solved by constructing a special dynamic 
boundary layer (DBL) theory permitting to relate the wind-wave state, i.e. local 2D wave 
spectrum, S(k), with the parameters of the boundary layer of atmosphere, , u*, and . Our 
recent study (Polnikov et al, 2003), based on the DBL-theory, proposed in Makin& 
Kudryavtzev(1999), have shown that all present empirical parameterizations for the 
dependencies mentioned are not correct. They should be replaced by more accurate (and more 
complicated) parameterizations, which are not established yet. 
,...)A 0 10( , ,...)z W A
dC 0z
3) Finally, the necessity to use theoretically well justified dependencies  and 
 results in numerous additional calculations, what provides a great time 
consuming by numerical model, decreasing the practical effectiveness of the forecast.  
10( , , ,...)dC z W A
Nevertheless, the latter circumstance does not mean that one should refuse of calculations for 
the dependencies said above. But, to our mind, they are rather needed for estimation of the state 
of atmospheric boundary layer than for the state of wind waves. This point of view is based on 
the experience of our recent investigations (Polnikov, et al., 2002, 2003) where a preliminary 
version of a wind wave model with the DBL-block was considered.  Just such a kind version of 
the model, with the DBL-block “switched on”, could be classified as the model of new (fourth) 
generation. There are attempts to make models of such a kind (Janssen, 1991, Polnikov et al, 
2002), but the final solution of this problem is waiting its time. 
     For the completeness of our consideration, we reproduce shortly the main ideas of 
constructing the DBL-block, which could be “switched on” optionally, if needed in a certain 
version of a wind wave model. 
 
4.4. The dynamic boundary block construction 
There are three principal postulates making the basis of the DBL-block construction. They are 
as follows. 
1. One supposes that at the local space point and time moment, the boundary layer system 
characterized with the constant value of the wind stress  
' '
*a x z au u uρ>≡        (4.21) 
what means that there is no dependence of total stress τ on vertical coordinate z. 
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In turn, the total stress, τ , can be shared into two parts: 
2
*( ) ( )t w az z uτ τ τ ρ= + =    .      (4.22) 
Here, the first part, tτ , does not supplies energy to waves, whilst the second part, wτ , 
corresponds to the stress which is responsible for the energy pumping of waves. In terms of 
surface drag (see 4.16), they say that tτ  is responsible for the “skin” drag, and wτ  does for 
the “form” drag ( Donelan, 2003). In Russian literature wτ  is called as the “wave induced” 
stress, and tτ  is called as the “turbulent” or “tangential” stress. Each of these parts can 
depend on z under the condition of constant value for the total stress,  τ . 
2. By definition, the wave induced stress can be expresses via wave spectrum by the formula 
( )cos( )( 0) (0) , , ,w w w kz g In S Wθ d dτ τ ρ ω θ ωω= ≡ = ∫ θ
)
.    (4.23) 
where ( , , ,In S W ω θ  is the well know input term, discussed in subsection 4.2. 
3. Dependence of all boundary layer parameters, namely, , u*, and W(z), on the sea state 
can be found from dependence of friction velocity  on wave spectrum S(k). To specify 
these dependencies, one should define dependence 
dC
*u
tτ  on , u*,  W(z), or S(k), and to 
solve equation (4.22).  
dC
Herewith, accepting the logarithmic law for vertical profile of the mean wind  
 *
0
( ) lnu zW z
zκ=          (4.24) 
is the additional condition of this approach. 
    There are several approaches to construct the DBL-block (Polnikov, 2009b). Non of them are 
unequivocally acceptable.  As an example of a DBL-model which could be a basis of the DBL-
block in a wind wave model, we could refer to paper Makin&Kudryavtzev(1999) and give some 
ideas, following to this paper .  
      As a particular approach, they accept the following dependence tτ  on  ( )W z
 ( )( )t
W zz K
z
τ ∂= ∂ ,         (4.25) 
where K is the vertical mixing coefficient, specification of which was given by a special 
consideration. Finally, they found 
  
3/4
2 1
2 2
0 0
( ) ( )*( ) 1 1 (ln )*
* *
w w
z zuz zW z u K dz d z
u uz zν ν
τ τ
κ
−⎡ ⎤ ⎡ ⎤= − = −⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫  .  (4.26) 
This principal result permits to specify all other characteristics of the boundary layer.  
    Namely, after specification of dependence ( )w zτ , they found 
 *( ) uW z κ= ∫ ⎥⎦
⎤⎢⎣
⎡
+−
z
z
zd
J
zJ
ν
0
4/3
)(ln
)0(1
)(1 = )(* zF
u
κ , 
where 
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 [ ] θσθθωβω
ω θ
π ddSkzkzkzJ )cos(),((...))5cos()10exp()( 2
max
min
⋅⋅−= ∫ ∫ ,  (4.27) 
and some fitting theoretical parameters are introduced. Equation (4.27) gives the sought 
boundary layer characteristics: 
 ,   * 10 / (10)u W Fκ= 2* 10(10) ( / )dC u W= 0 10 / exp[ / ]z U10 *uκ= .  (4.28) 
    Here we will not stay more on details of this DBL-model, which has its own advances and 
shortages. By this consideration we would like to state that a principal way for constriction of the 
DBL-block is known. Here, it is important to point out state that final solution of this problem 
permits to solve a lot of additional tasks besides simple wave forecast, basing on a wind wave 
models of fourth generation (see section 7 below).  
 
5. WIND WAVE DISSIPATION MECHANISM 
5.1. Overview of the problem 
     Let us shortly consider the present state of our knowledge about the dissipation term, Dis.  
     First of all, we should state that there is no any widely recognized spectral representation for 
function DIS(S) (see the most recent review of the state-of-the-art, The WISE group, 2007). In 
particular, there is not understanding what is the power of spectrum in function DIS: the first 
power (as used in WAM and WW, according to Hasselmann’s theory, 1974), the second power 
(as proposed in Polnikov 1994, 1995, 2005), or the higher power (according to Phillips 1985; 
Donelan 2001; Hwang&Wang 2004). 
     Second, there is not any theory where the issue of wind wave dissipation is considered from 
the most general point of view. All of innumerous theoretical papers, including direct derivations 
(Hasselmann 1974), dimensional considerations (Phillips, 1985), numerical simulations 
(Chalikov&Shanin, 1998; Zakharov et al., 2007), all of them do not take into account a presence 
of small-scale turbulence in the water upper layer, which interacts strongly with waves in reality. 
They consider, mainly, different aspects of wave breaking processes or accompanying effects, 
like white-capping in (Hasselmann 1974).  
    Besides earlier papers by the author (Polnikov, 1994, 1995, 2005), the only exclusion is the 
paper (Tolman&Chalikov, 1996), where these authors tried to estimate the role of turbulent 
viscosity in the wave energy dissipation. But they have restricted themselves with a very certain 
kind of parameterization for the viscosity term, what have led them to numerous, very particular 
parameterizations vulnerable from a theoretical point of view.  
     The author’s earlier papers mentioned above, dealing with the dissipation of wind wave due 
to turbulence, are also rather particular and unsystematic. Thus, the problem of construction of 
more general and logically self consistent theory is strongly in demand at present.  
     Third, some words about experimental results. Here we will not dwell on review of 
experimental researches in this field, as far as it is well done in the last paper (Babanin 2007). It 
needs only to mention, that exhaustive experimental studies of the dissipation mechanism for 
wind waves are hardly possible, especially in a spectral presentation, due to presence a lot of 
invisible and immeasurable processes in the water upper layer, governing the dissipation of 
waves. Therefore, as far as the empirical measurements are restricted by study of different 
aspects of the wave breaking only, they do not fully correspond to reality.  
     Nevertheless, for the last 5-10 year, the efforts of experimenters are rather fruitful, and some 
established empirical effects related to the wind wave breaking process are quite interesting. In 
particular, following the papers (Banner&Tiang, 1998; Babanin et al., 2001) and some others 
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(see references in Young & Babanin, 2006), we have to mention the following empirical effects 
related to the wave dissipation process: 
E1) Threshold feature of the wave breaking; 
E2) Influence of the breaking for long waves on the intensity of breaking for shorter waves; 
E3) Different feature of the dissipation rate for dominant waves and for waves in the tail part 
of wave spectrum; 
 E4) More intensive breaking of waves running at some angle to the mean wind direction (i.e. 
two-lobe feature of the angular function for breaking intensity and for wave dissipation 
rate, consequently). 
 All of these effects can serve as guidelines, to get a true theoretical representation of DIS.   
     Below we reproduce a short version of the paper (Polnikov, submitted) which is directly 
devoted to construction the most general and logically self consistent theory of dissipation 
mechanism for wind wave.  
     5.2. Basic statements. 
   The main fundamental of the theory states that on the scales of Eq. (2.1) validity, the most 
general reason for wind wave dissipation is a turbulence of the water upper layer. Herewith, 
specification of processes producing the turbulence is quite unprincipled.  
     Really, it is evident that a reasonable part of the turbulence intensity is provided by the wave 
breaking processes. Thus, the breaking processes are taken into account in our statement, though 
by an implicit way. Herewith, it is equally clear that accompanying processes, as like as 
sprinkling, white capping, results of shear currents and wave orbital motions instabilities, taking 
place both in an atmosphere and in a water boundary layer, bubble clouds, and so on, all of them, 
in terms of hydrodynamics, are chaotic motions without any determined scale, i.e. the turbulence 
motions with respect to waves. Contribution of these motions to the wind wave dissipation is to 
be taken into account, as well. In other words, the proposed theoretical approach is based on 
including into considerations all dissipative processes leading to production of turbulence in the 
water upper layer. 
     According to the said, without any restriction of the consideration generality, the current field 
in a waving water layer can be written in the form of two constituents 
 '( , , ) ( , , ) ( , , )wz t z t= +u x u x u x z t  .       (5.1) 
The first summand, , in the right-hand side (further, the r.h.s.) of (5.1), we treat as the 
potential motion attributed to wind waves. This motion is governed by the system of equations 
corresponding to one given by Eqs. (2.4)-(2.7), but written in the potential approximation. The 
second summand, , is treated as the turbulent constituent of full velocity, totally uncorrelated 
with  in statistical sense. 
wu
'u
wu
      As regards to the surface elevation, ),( txη , we do not introduce analogous decomposition, 
attracting the well known Hasselmann’s hypothesis of “a small distortion in mean” for the 
surface profile, induced by the processes said above (Hasselmann 1974). This allows us to use 
conception of the surface elevation field, ),( txη , in a traditional, commonly used sense. 
      
     5.3. Reynolds stress. 
     Following to the said, let us rewrite the basic equations, (2.4) and (2.6), without external force 
but in the standard tensor kind 
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 ,3 ( , )i ij i z
j j
u uu g
t x η ξ
δ =∂ ∂+ = −∂ ∂∑ t   ,     (5.2) 
 3
1,2
i z
i i
u u
t x η ξ( , )t
η η
=
=
∂ ∂= −∂ ∂∑    .     (5.3) 
Here, the indexes i, j take values 1, 2, 3, corresponding to two horizontal and one vertical 
coordinates, respectively, and the sub-index,  ( , )z tη ξ= , means that the both equations are written 
at the interface. Further the latter sub-index will be omitted for simplicity. 
     Substitution of ratio (5.1) into Eqs. (5.2) and (5.3), with the next averaging of them over the 
turbulent scales and accounting the condition of incompressibility, /j j
j
u x∂ ∂ = 0∑ , and absence 
of a fluctuation part for ),( txη , permits us to write the following system of equations valid for 
the wave motions only 
 
' '
,3
i ji i
j i
j jj j
u uu uu g
t x x
δ ∂ < >∂ ∂+ = − −∂ ∂ ∂∑ ∑ ,       (5.4) 
 3
1,2
i
i i
u u
t x
η η
=
∂ = −∂ ∂∑ ∂    .      (5.5) 
Here, the mean wave variables, η  and iu , are denoted with the bar which will be omitted later 
with the aim of simplicity, and the additional term in the r. h. s. of Eq. (5.4), appearing due to 
nonlinearity of the system, is 
 
' '
i j
i
j j
u u
P
x
∂ < > ≡∂∑   .       (5.6) 
Physically, this term represents the disturbing force, Р, providing for the wave motion 
dissipation. To convince in this, it is enough to accept a simplest parameterization of the force in 
terms of wave velocity, u, of the kind 
 
' '
i j
i
j j
u u
P
x
∂ < >≡ ∂∑  = 
2
2
i
T
j j
u
x
ν ∂− ∂∑        (5.7) 
with a constant value of factor Tν . In such a case, term (5.7) is absolutely equal to expression for 
the typical molecular viscosity force, what, by solution of the system (5.4)-(5.5) in a linear 
approximation and in a spectral representation for variables η  and , leads to the well known 
equation for the temporal evolution of wave spectrum of the kind (Hasselmann 1960)  
u
( , ) / 2 ( , )kS t t S tνσ∂ ∂ = −k % k k,    ( 2 /T kν ν=% σ )  (5.8) 
having an exponentially decay solution (details of Eq. (5.8) derivation can be found in 
Efimov&Polnikov 1991).  
     Taking into account that dimension of the introduced constant, Tν , has one of viscosity, and 
the solution of (5.8) has a decay feature for the wave spectrum, with no doubt one can state that 
the additional term (5.6) in Eq. (5.4) has meaning of the dissipative term provided by turbulence 
in the water upper layer. This simple consideration helps us to draw further very important 
consequences.  
     Really, the numerator under the sum in expression (5.6) is a very well known magnitude in 
the turbulence theory, which is called as the Reynolds stress (Monin&Yaglom, 1971)   
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 ' 'i j iju u τ< >≡     ,      (5.9) 
which, in our representation, is normalized by the water density. Methods of parameterizations 
for ijτ  are well developed. Therefore, to complete the theory, it needs to specify a representation 
for ijτ  in terms of wave variables, η  and u, to find evolution equation of the form (5.8), and to 
ascribe to the r.h.s. of final equation the physical meaning of dissipation term, DIS. To get final 
result, it is reasonable to use some principles of the Hasselmann’s approach to this problem 
(Hasselmann 1974), while finding the final evolution equation for wave spectrum. Just this 
program will be realized below. 
 
 5.4. Phenomenological closure of Reynolds stress 
   First of all, let us formulate the main grounds of our concept for a procedure of Reynolds stress 
closure, the aim of which is to express the turbulent characteristic, ijτ ,  via the wave variables, η  
and u. One of them is the hypotheses of “a small distortion in mean”, mentioned above. This 
hypotheses permits to safe commonly used conception of the wave profile, ( , )tη x , and introduce 
all derivatives of ( , )tη x , if needed.  
     The second ground is an assumption that the relative value of Reynolds stress term, , is 
much greater of the dynamical nonlinear term described by the second summand, 
iP
i
j
u
j
j
u
x
∂
∂∑ , in 
the l. h. s. of Eq. (5.4). Thereby, we postulate the statement of “strong” nonlinearity of the 
turbulent type, permitting to neglect the dynamical nonlinearity in this problem. Thus, we should 
solve, in fact, the following system of equations  
 ,3 ( , )i i i
u g P
t
δ η∂ + = −∂ u   ,      (5.10) 
 3ut
η∂ =∂     .      (5.11) 
    Third. The kind of closure (5.7) is too much simple, reflecting the meaning of “forcing” term 
(5.6) qualitatively, only. The principle shortage of this closure is reducing the nonlinear 
dynamics to the linear one. It is evident that more complex, nonlinear closure of the forcing term 
is more adequate to physics of the processes considered. The problem is to find such a closure 
which would be more general and have a reasonable physical treatment. Below we try to do it.  
     One of such a kind version of the stress closure is related to using concept of the Prandtle’s 
mixing length, L, allowing to express the turbulent fluctuation velocity,  , via derivative of the 
wave velocity field,  u , in the form (Monin&Yaglom, 1971) 
'u
    .      (5.12) ' /i i iu L u x= ∂ ∂ i
In such a case, Reynolds stress becomes a nonlinear function of wave variables 
 ( / )( / )ij i i i i j jL L u x u xτ =< ∂ ∂ ∂ ∂ > ,       (5.13) 
what changes radically both the structure of final equations and solution of them. 
     Note that closure (5.12), related to spatial derivatives of the wave velocity, , is quite 
adequate for a horizontally homogeneous, near-wall turbulence. In such a case, values Li are 
ascribed to spatial scales of turbulent eddies, magnitudes of which may be postulated. In our 
case, the turbulence is realized under conditions of instability of waving interface, therefore, 
u
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some modifications of the approach are needed. In particular, in the case of waving interface, 
there are not only possible but needed the closure versions related to derivatives of the wave 
profile, ),( txη , for example, of the kind     
          (5.14) 'i iu C= ∂ / xη ∂ i
where values Ci (by analogy to  Li ) have meaning of scales of mixing velocity. 
      Another important point, which should be modified in the closure approach, is the averaging 
procedure over the turbulent scales, applied for the turbulent velocities production, , to get a 
proper component of stress 
' '
i ju u
ijτ .  With the aim to point out this circumstance, we did save the 
averaging brackets, <.>, in formula (5.13). Meaningfulness of these signs consists in the fact that 
the wave-like phase structure of those wave variables, ( , )tη x and u(x,z,t ), which are used for 
closuring the turbulent value ijτ , should be destroyed (or smoothed) to a certain extent, during 
the process of averaging over turbulent scales. Here we mean the phase factors alike , 
standing under integral in the Fourier-representation of the fields 
exp[ ( )]i kx
( , )tη x and u(x, z, t). Such a 
kind representation is inevitable in the course of constructing a theory for wave spectrum 
evolution from dynamic equations (5.10)-(5.11) (see below).  
     The assumption said above is rather extraordinary; nevertheless it has some physical grounds. 
Really, the wave-like phase information is inappropriate in a turbulent motion. This information 
should be suppressed to some extent by the averaging procedure over the turbulent scales. 
Herewith, this reasonable assumption is very fruitful, as far as it allows to manipulate more or 
less free with the phase factors in the Fourier-representation for the turbulent characteristic, ijτ , 
and, consequently, for the forcing function, ( , )iP ηu .   
     On the basis theoretical modifications postulated above, it is quite substantiated to represent 
the forcing term in the form of rather general quadratic function  
     [ ]( , ) { ( / ) ( / ) ( / ) ( / ) }i i i i i i j j j j j
j j
P L u x C x L u x C x
x
η η η∂ ⎡ ⎤< ∂ ∂ + ∂ ∂ ∂ ∂ + ∂ ∂ >− = ⎣ ⎦∂∑u . (5.15) 
Taking into account the presumptions done above, we should here emphasize that closure (5.15) 
maintains the following principal features of the problem:  
(a) Nonlinear nature of the dissipation process;  
(b) Dependence of the turbulent forcing on gradients of both surface elevation field, ( , )tη x , 
and velocity one, u(x,z,t).  
Moreover, we have a freedom for manipulation with the phase factors in summand ( , )iP ηu , 
while making transition to the Fourier-representation for dynamic equations (5.10)-(5.11). All 
these theoretical grounds have an evident physical meaning. 
    Besides the physical content, closure (5.15) has an important technical advantage. The latter 
consists in the fact that the technique of derivation a spectrum evolution equation from dynamic 
equations (5.10)-(5.11) needs an introduction of generalized Fourier-variable ak represented by a 
linear combination of wave variables ηk  and Φk  corresponding to the Fourier–transforms of the 
elevation and velocity fields (see below). The proposed closure of the kind of (5.15) allows 
existence a set of stochastic coefficients and Ci,j, providing for the Fourier-representation of 
forcing term, , in a simple quadratic form of generalized variables. Just this form will be 
realized below.  
i,jL
( )iP ak
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    The said above allows to state that further specification of coefficients and Ci,j in form 
(5.15) in not principal at the moment. Moreover, as far as we do not know real processes 
generating turbulence of the water upper layer, there is no sense to construct any more 
complicated and detailed approximation for the forcing term, 
i,jL
( , )iP ηu , in the physical space (as 
they have been done in earlier papers by the author, Polnikov 1993, 1995). At present stage of 
the theory derivation, it is the most important to take account the nonlinear feature of forcing 
term only. As it will be shown below, this fact itself gives sufficient grounds for a further finding 
the general kind of the sought function DIS(S).  
     Thus, the approach proposed permits to transfer the whole difficulty of choosing specification 
of the forcing term in a physical space, ( , )iP ηu , to the choice of it in a spectral representation,
.     ( )iP ak
 
5.5. General kind of the wave dissipation term in a spectral form 
    Now, return to initial system of equations, (2.4)-(2.7), and rewrite it in the linear and potential 
approximations without any external force, excluding the turbulent one, ( , )ηP u , introduced in 
the previous subsection. Accepting the following definitions  
 3( , , ) ( , , )w z t z tϕ= ∇u x x
r
  ,      (5.16) 
 ( )( , ) ( , ) zt t ηϕ =Φ ≡ xx x   ,       (5.17) 
one finds that two unknown functions: the surface elevation field, ),( txη , and the velocity 
potential at the surface, , are described by the following equations ( , )tΦ x
 ˆ ( , )g P
t
η η∂Φ + = − Φ∂ ,         (5.18) 
 
t z
η∂ ∂Φ=∂ ∂ ,          (5.19) 
 0ϕΔ =  and  0zz
ϕ
=−∞
∂ =∂ .      (5.20) 
Note that the system (5.19)-(5.20) has the same kind as the system (4.1)-(4.4) , except that the 
last term in the r. h. s. of (5.18) means the result of transition to the potential representation for 
the turbulence forcing, i.e. 13ˆ ( , ) ( ) [ ( , )]P η −Φ = ∇ P uη
v
. To make a transition into the spectral 
representation, we introduce, as we done in section 4.1, the following Fourier-decompositions 
 ,       (5.21) ( , ) exp[ ( )] ( )t const i t dη = ⋅ ∫ k
k
x kx η k
ϕ k  .     (5.22) ( , , ) exp[ ( )] ( ) ( )z t const i f z t dϕ = ⋅ ∫ k
k
x kx
     After substitution of representations (5.22) into the system of Eqs. (5.18)-(5.20), equations 
(5.20) give the solution for the potential structure function: ( ) exp( )f z kz= − , and the other two 
equations get the kind 
    ,       (5.22) ( , , )gη ηΦ + = −Π Φk k kk& k
  kη = Φk& k    .       (5.23) 
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η
Here, the point above wave variables means the partial derivative in time, and 
 is the new denotation of forcing function where the operator F-1 
means the inverse Fourier-transition applied to the forcing function, (see technical 
details in Hasselmann, 1974; Polnikov, 2007).  
1 ˆ( , , ) [ ( , )]F Pη −Π Φ ≡ Φk kk
ˆ( , )P η Φ
     System (5.22)-(5.23) is easily reduced to one equation having a sense of the well know 
equation for harmonic oscillator with a forcing 
 ( , , )gk kη η η+ = − Πk k kk&& &ηk  .       (5.24) 
Solution of (5.24), written in the kind of evolution equation for the wave spectrum, can be 
carried out with the technique used in (Hasselmann 1974).   
      Following to this technique, introduce the generalized variables  
0.5( )
( )
s ia s
k
η ησ= +k k &k , (where s = ±    and   ) ,  (5.25) 
1/2( ) ( )k gkσ =
and rewrite Eq. (5.24) in the kind 
 .      (5.26) ( ) ( ) ( , , ) / 2s sa is k a is k gσ σ η η+ = − Πk k k kk &&
Now, accept the definition of the wave spectrum, used in (Hasselmann 1974) 
 2  ,       (5.27) 
' '( ) ( )s sa a S s sδ<< >>= +k k k
where the doubled brackets <<.>> mean averaging over the statistical ensemble for wind waves. 
To finish the evolution equation derivation, one needs to do the following steps:  
     1) to multiply Eq. (5.26) by the complex conjugated component,  sa−
k
;  
     2) to sum the newly obtained equation with the original one, (35); 
     3) to make ensemble averaging the resulting summarized equation. 
Finally, one gets the most general evolution equation for wave spectrum of the kind 
 2( , ) Im ( , , ) ( )kS t a Dis S
g
σ η η −= << Π >>≡ −k k kk k& &  .    (5.28) 
General kind of the sought dissipation term, Dis (S), can be found after specification of the 
forcing function ( , , )η ηΠ k kk &  based, for example, on the closure formula given by (5.15). 
     Due to qualitative feature of closure (5.15), there is no need to reproduce here all 
mathematical procedures explicitly. It is important, only, to take into account the main 
theoretical grounds providing for the sought final result: the dissipation term as a function of 
wave spectrum, Dis (S). For more clarity, list below the proper grounds: 
(a) The structure of generalized variables (5.25) includes a sum of Fourier-components for 
elevation variable,ηk , and for velocity potential one, ηk&  ∝ Φk ; 
    (b) The initial representation of forcing term (5.15) includes analogous sums for derivatives, 
what means that the forcing term can be expressed via the generalized variables in the 
form 
  ( , , ) ( , )s sfunction a aη η −Π =k k k kk & ;       (5.29) 
(c)  Due to averaging over turbulent scales, the exponential phase factors in the Fourier-
representation for ( , , )η ηΠ k kk &  can be arbitrary combined (or simply omitted).  
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     It needs to mention especially that just the item (c) allows executing the inverse Fourier-
transitions in the nonlinear summands of forcing term ( , )P η Φ  without appearance of residual 
integral-like convolutions containing the resonance-like factors for a set of wave vectors, which 
are typical in the conservative nonlinear theories (see technical details, for example, in 
Krasitskii, 1994; Polnikov, 2007). Thus, on basis of the grounds mentioned, it is quite reasonable 
(and sufficient for the aim posed) to represent the final expression for ( , , )η ηΠ k kk &  in the most 
simple kind 
 
,
( , , ) ( ) ji
i j
ss
ij
s s
T a aη ηΠ = ∑k k k kk & k .       (5.30) 
This form of function ( , , )η ηΠ k kk &  has the main feature of the forcing: nonlinearity in wave 
amplitudes sak . Herewith, both the explicit kind of multipliers  and the certain 
representation of the quadratic form in the r. h. s. of (5.30) are not principle, as far as the main 
physical feature is here conserved. 
( )ijT k
     Now, one can get a general kind of the r. h. s. in evolution equation (5.28), using the 
procedure of multiplication and averaging Eq. (5.26), described above in items 1)-3). First result 
of this procedure can be found by the following way.  
     Substitution of (5.30) into (5.28) results in a sum of the third statistical moments of the kind 
 in the r. h. s. of (5.28). Due to an even power in wave amplitudes for the wave 
spectrum (by definition (5.27)), any third moment can not be directly expressed via the spectrum 
function, . In such a case, according to a common technique of the nonlinear theory (see, 
for example, Krasitskii, 1994; Polnikov, 2007), one should use the main equation (5.26), to write 
and solve equations for each kind of the third moments, 
1 2 3s s sa a a<< >>k k k
( )S k
1 2 3s s sa a a<< k k k >> , and to put these 
solutions into the spectrum evolution equation (5.28). 
      From the kind of the r. h. s. of Eq. (5.26), it is clear that any third moment will be expressed 
via a set of the fourth moments of the kind 1 2 3 4s s s sa a a a<< k k k k >> , having a lot of combinations for 
the superscripts, si. A part of these moments, for which the condition s1+s2+s3+s4 ≠ 0 is 
fulfilled, must be put zero, according to definition (5.27). Residual fourth moments can be split 
into a sum of products of the second moments, i is sa a−<< >k k >
                                                           
, each of which corresponds to the 
spectrum definition (5.27). By this way, the first nonvanishing summand appears in the r. h. s. of 
spectrum evolution equation (5.28), and this summand is proportional to the second power in 
spectrum . ( )S k
     The procedure described can be continued for a part of the fourth moments, what, through the 
chain of actions described above, results in a sum of terms of the third power in spectrum, in the 
r. h. s. of evolution equation (5.28). Eventually, the procedure mentioned provides for the power 
series in spectrum  in the r.h.s. of (5.28), starting from the quadratic term. As far as the 
whole r. h. s. of Eq. (5.28) has, by origin, a meaning of the dissipative evolution mechanism for a 
wave spectrum, the proposed theory results in function DIS(S ,k,W) of the following general 
kind
( )S k
2:  
     .       (5.31) 
2
( , , ) ( , ) ( )
N
n
n
n
Dis S c S
=
= ∑k W k W k
 
2 In a more detailed pose of the problem, instead of simple powers of the spectrum, function ( )Dis S  could include 
a set of integral-like convolutions of the same powers in S(k). This point is related to a future elaboration of the 
theory. 
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 Specification of the decomposition coefficients, , including their dependence on the wave-
origin factors, and determination of the final value of N in series (5.31), is based on principles 
not related to hydrodynamic equations. Therefore, these points will be specified below, by a 
separate way. 
nc
     As a conclusion of this section, it is worth while to emphasize that the main fundamental of 
the theory, providing for result (40), is nothing else as nonlinear feature of the Reynolds stress 
closure, substantiated physically in subsection 2.3. Consequently, the nonlinear feature of result 
(40) is substantiated at an equal extent. 
 
5.6. Parameterization of the dissipation term and its properties 
     In this section, using ideology of the earlier papers (Polnikov 1995, 2005), we will consider 
the following points: 
(a) Certain specification of the dissipation term, Dis(S ,k,W), of the kind (5.31); 
(b) Physical meaning of the parameters introduced; 
(c) Correspondence of the parameterization for Dis(S ,k,W) to experimental effects E1-E4 
mentioned in subsection 5.1; 
(d) Evidence of effectiveness of the proposed version for Dis(S ,k,W). 
     5.6.1. Specification of function Dis(S ,k,W) 
     First of all, one should estimate the value of power N, which can limit the general 
representation of Dis(S ,k,W) in the kind of series (5.31). To do it, let us use the following well 
known fact of existence of a stable and equilibrium spectral shape, Seq(σ), usually attributed to a 
fully developed sea (Komen et al. 1994). Not addressing to discussion about a falling law for the 
tail part of the wave spectrum, accept here that in the tail part, i.e. under the condition  
 pσσ 5.2>           (5.32) 
( pσ is the peak frequency of the spectrum ( , )S σ θ ), the equilibrium spectrum has the shape 
 Seq(σ) = αp g2σ -5                 ( αp ≈  0.01)      (5.33) 
corresponding to the standard Phillips’ spectrum (Komen et al, 1994). This assumption gives us 
a possibility to introduce a small parameter, α , defined by the spectral function, 
( ) ( , ) ( )S S Sσ θ∝ ∝k σ
<<
, in the whole frequency band: 
   (0 < σ < ∞).     (5.34) 5 2max[ ( , ) / ] 1S gα σ θ σ=
It is worth while to mention that parameter α , defined by (5.34), has the order of the second 
power of mean wave slope, i.e. it is really quite small (α ≈  0.01) . 
     Existence of a small parameter in a spectral representation of the wave field means that any 
series in spectrum, related to real wave physics, is the series in a small parameter. Hereof, one 
should immediately conclude that series (5.31) can be restricted by the first term, i.e. N = 2, with 
no lose of theoretical accuracy. Hence, after some algebra, the dissipation function can be written 
in the form 
 
6
2 2
2 2(...) (...) ( ) ( , , ) ( , )Dis c S Sg
σγ σ θ σ θ≅ =k W           (5.35) 
where the unknown dimensional factor, , is changed by the unknown dimensionless function, 2c
( , , )γ σ θ W , all arguments of which a written explicitly. Besides, in the r.h.s. of (5.35), all powers 
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of frequency are brought together to a single one. It is left to define explicit expression for 
function ( , , )γ σ θ W . 
    General kind of ( , , )γ σ θ W can be easily defined on the basis of assumption for existence of 
equilibrium spectrum, accepted before. By definition, an equilibrium at the tail part of wave 
spectrum means that for a fixed spectrum shape, Seq(σ,θ), the balance of terms in the source 
function  F  is close to zero, i.e. 
[ ] 0
eq eqS S S S
F Nl In Dis= = + − ≈ = .      (5.36) 
Now, take into account that the relative contribution of the nonlinear term NL to the source 
function, in the high frequency domain defined by ratio (5.32), is less than 10%. Then, ratio 
(5.36) gets the form 
 [ ] 0
eqS S
In Dis =− ≈ .         (5.37) 
Accepting ratio (4.20) as the basic parameterization for the input term, IN, by using ratios (5.35) 
and (5.37) one can easily find a formal expression for function ( , , )γ σ θ W , eventually resulting 
in the following expression for the dissipation term 
 
6
2
2( , , , ) ( , , ) ( , )eqS SDis S Sg
σσ θ β σ θ σ θ= ≈W W   ,   (5.38) 
which is valid in the spectrum tail domain corresponding to ineqality (5.32). 
    To get final specification of ( , , , )Dis Sσ θ W , valid in the whole frequency domain, one should 
take into account the following points: 
(a) Specific character of dissipation processes in the energy containing domain, i.e. in the 
vicinity of the spectral peak where pσ σ≈ ; 
(b) “Background” dissipation taking place when ( , , ) 0β σ θ ≤W ; 
(c) Two-lobe feature of the angular spreading function, ( , , )wT σ θ θ , describing an increase of 
the dissipation rate whilst growing the angular difference, wθ θ− , i.e. waves do not 
propagate in the mean wind direction, wθ . 
With account of the said above, finally we have the following specification  
      [ ] 6 22( , , , ) ( , , ) max , ( , , ) ( , )p LDis S c Sg
σσ θ σ θ σ β β σ θ σ θ=W W  .  (5.39) 
Here, the well known increment,  ( , , )β σ θ W , is given by a certain empirical formula the kind of 
which is not principal at the moment (for more details, see Polnikov 2005); Lβ is the 
“background” dissipation parameter, the default value of which is Lβ = 0.00005 ; and ),c p,( σθσ  
is the dimensionless fitting function describing peculiarities of the dissipation rate in the vicinity 
of spectrum peak frequency, pσ . According to (Polnikov 2005), the latter is given by the 
following phenomenological formula 
  ( , , ) max 0, (1 ( / ) ( , , )p dis pc C c Tσ pσ θ σ σ σ σ θ σ⎡ ⎤= −⎣ ⎦    (5.40) 
where the angular spreading factor is accepted in the form 
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 [2( , , , ) 1 4 sin ( ) max 1, 1 cos( )
2
w
w p w
p
T σ θ θ ]σ θ θ σ θ θσ
⎧ ⎫−⎪ ⎪= + − −⎨ ⎬⎪ ⎪⎩ ⎭
,   (5.41) 
disC  and cσ  are the fitting parameters, and the standard designation, max[a, b], means a choice 
of maximum value among two ones under the brackets. 
     Hereby, the sought parameterization of ( , , , )Dis Sσ θ W
( , , )
is wholly defined, and a general semi 
phenomenological theoretical substantiation for the dissipation term is finished. It is left to add 
that in the course of specification of function γ σ θ W , one has a certain arbitrariness related 
to a choice of the equilibrium spectrum shape, Seq(σ,θ,W), and the kind for the angular form, 
( , , )wT σ θ θ , as functions of their arguments. This arbitrariness is justified to some extent by 
uncertainty of the proper functions obtained experimentally (Rodrigues & Soares, 1999; Young 
& Babanin, 2006). Nevertheless, the general kind of parameterization (5.35) is robust to the 
uncertainties of such a kind. Just this circumstance allows hoping on the universality of its 
application in different numerical models for wind waves. 
      5.6.2. Physical meaning of the dissipation term parameters and correspondence to the 
empirics. For completeness of the theory, it is important to reveal physical meaning of all 
innumerous parameters which are used in the proposed version of ( , , , )Dis Sσ θ W , given by 
formulas (5.39)-(5.41). Without taking into account the fully phenomenological angular 
spreading function, ( , , )wT σ θ θ , note that the theory has only three fitting parameters: , disC cσ  
and Lβ .   
    Meaning of coefficient  is evident and simple. It regulates the dissipation intensity. This 
parameter is inevitable in any approach to the problem of the source function construction. 
Moreover, just  is strongly varied while fitting any numerical model of the kind of (2.1), 
having representation of the source function as a sum of several separate evolution mechanisms.                 
disC
disC
     Meaning of parameter cσ  consists, mainly, in separation of dissipation features in too 
frequency domains: the vicinity of spectral peak, and the spectrum tail. In our representation, in 
the vicinity of spectral peak, it regulates an extent of suppression of the “pure turbulent” 
dissipation intensity described by ratio (5.38). Here one can see manifestation of the empirical 
effects E2 and E3, mentioned in subsection 5.1.  
    Really, parameter cσ  variation does impact at some extent on the dissipation rate in the 
spectrum tail domain (a weak analogue of effect E2), what result in the variation of such integral 
characteristic as the mean wave period, . For example, decreasing cmT σ  results in lowering the 
rate of the spectrum peak growth in the course of wave evolution and, consequently, to 
increasing a relative contribution of the spectrum tail part to the value of mean period, , 
estimated  by the formula 
mT
 
12 ( )
( )m
S d
T
S d
π σ σ
σ σ
−
= ∫∫
σ
  .      
 (5.42) 
With a glance that a value of the dominant frequency, pσ , is mainly defined by the nonlinear 
mechanism of evolution (Komen et al. 1994, Polnikov 2005, 2009) and weakly depend on the 
value of  cσ , the decreasing cσ  provides for a mean period reducing, without a remarkable 
change of the dominant period, 1pT pσ −∝ . Naturally, an increase of cσ  results in the inverse 
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effect. This feature of parameter cσ  was effectively used in the tasks of fitting and verification of 
new source function (Polnikov at al., 2008; Polnikov&Innocentini, 2008). 
    Finally, we should say some words about a meaning of parameter Lβ . Its main role is to 
regulate the dissipation rate at the moments of sharp changing the local wind (falling or turning). 
It is clear that at these moments, the value of increment ( , , )β σ θ W , corresponding to the former 
wind direction, is radically reduced, resulting in reducing the rate of breaking for the wave 
components running along the former wind direction. But in reality, certain (background) 
turbulence retains, as far as it “lives” in the water upper layer for long time. Thus, the 
background turbulence should provide remarkable attenuation of the wave components running 
the former wind direction, which are becoming now a swell. The said explains both a meaning of 
introducing parameter Lβ  and its role in general.  Initial choice of the value for Lβ  is based on 
numerous empirical and theoretical estimations (see references in Polnikov 2005). But the final 
value should be found during fitting a whole numerical model, in a concert with a choice of all 
others parameters. 
     The joint dynamics of the input term and the dissipation mechanism including a background 
constituent gives rise a quicker wind sea accommodation to a new wind direction. Just this effect 
is not described by the numerical models with a traditional dissipation term without a 
background constituent (WAM or WW), what was explicitly shown in papers (Polnikov at al. 
2008, Polnikov & Innocentini 2008) (see below).  
     Thus, the said above allows stating that all fitting parameters introduced into the proposed 
version of dissipation term function, ( , , , )Dis Sσ θ W , have both purpose-oriented and physical 
meaning features.  
     Additionally, it is worth while to emphasize the important role of quadratic dependence of 
function Dis(S) in the spectrum, S . Just this feature allows easy regulating the modeled 
dependence of the equilibrium spectrum, Seq(σ, θ), on frequency, σ, by means of varying the 
frequency power in ratio (5.38). It is caused by the fact that an expression for an equilibrium 
spectrum shape follows directly from the commonly accepted balance condition (5.37). Really, a 
substituting the linear in spectrum input term, IN(S), and quadratic in spectrum dissipation term, 
DIS(S), into Eq. (5.37) gives simply an equation for a shape of spectrum, Seq(σ, θ). Thus, the 
theory has no restrictions for the shape of equilibrium spectrum.   
     Particularly, if one wants to postulate the equilibrium spectrum of the Toba’s shape (Komen 
et al 1994) 
 Seq,T(σ) = αTu* gσ -4,         (5.43) 
he should separately extract the dimensionless multiplier, g/u*σ, from function ( , , )γ σ θ W in 
(3.35), which should be saved in the r.h.s. of ratios (5.38) and (5.39). In such a case, the balance 
condition (5.37) results in the sought equilibrium spectrum of the kind (5.43).3                
     A positive comparison of the theoretical version for dissipation term with the well established 
empirical effects mentioned in subsection 5.1 is finished by the evident fact that the accepted 
angular spreading function for ( , , , )SDis σ θ W  of the kind (5.41) is directly corresponding to the 
recently revealed empirical fact of two-lobe feature for the angular function discussed (effect E4 
found in Young & Babanin 2006). Herewith, regarding to the threshold feature of breaking 
phenomenon (effect E1), it is easily understood that, in a spectral representation for the 
                                                            
3 Note that by this way one changes the dependence of Dis on wind W. Thus, the way shown could be used  get the 
best balance between input and dissipation term as functions of the wind (if anybody knows this dependence for 
equilibrium spectrum). 
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dissipation term, this effect is smoothed due to statistical distribution of breaking events in a 
stochastic wave field alike a wind sea. 
 
6. VERIFICATION OF NEW SOURCE FUNCTION 
     In this section will dwell on the problem of estimation the performances of the source 
function which terms have been discussed previously. This point is directly related to the one for 
wind wave numerical model as a whole. 
  There are two approaches to study the numerical model performance: testing and validation 
processes. The former is based on execution of academic testing tasks, and the latter does on 
validation of models against natural observation data. In our study, we dealt with the both 
approaches. As far as the basic principles of these processes have their own specifications, it is 
worth while to remind them briefly, following to Efimov&Polnikov(1991) and Komen et al. 
(1994). 
 
6.1. Main regulations for testing and verification of  models  
     There are three principal features providing for an importance of the testing process. They are 
as follows: 
I. Possibility to reveal numerical features of the model by means of simplified consideration 
based on using the fully controlled wind and boundary conditions. 
II. Message comprehensibility and predictability of the testing tasks.  
III. Simple and narrow aimed posing the testing tasks. 
     There is a long list of testing tasks which could be used for a model properties evaluation (for 
example, see: The SWAMP group, 1985; Efimov&Polnikov, 1991; Komen et al., 1994; or 
Polnikov, 2005). But execution of all of them is out of our main aim. At present stage of 
studying, we have used the following list of tests. 
#1. Straight fetch test (the wave development or tuning test). 
#2. Swell decay test (the dissipation test). 
     In general, it is possible to distinguish three levels of adequacy of numerical wind wave 
models, which are defined by the proper choice of reference parameters used for comparison 
against observations (Efimov&Polnikov, 1991). But, here we restrict ourselves by the first level 
only, as far as the checking of the second and third level of adequacy needs much more time and 
efforts. Example of such a kind testing can be found in Polnikov(2005).  
      The first level reference parameters are of the most importance, as far they are used in the 
test #1 which is, in turn, of the to principal importance. They are as follows: 
dimensionless wave energy    
   4
10
2~
W
EgE =     (or 4
*
2
*
u
EgE =  )      (6.1) 
and dimensionless peak frequency of the wave spectrum   
g
Wp
p
10~ σσ =   (or  
g
up
p
** σσ = ),      (6.2)  
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where the dimensional energy, E, is calculated by the ordinary formula,  
and 
θσθσ ddSE ∫∫= ),( ,
pσ  is the peak frequency of the spectrum ),( θσS . Both values,  and E~ p~σ , estimated from 
simulations for a stationary stage of the wind wave field, are considered as functions of the non-
dimensional fetch,  
2
10/
~ WXgX = .          (6.3) 
Numerical dependences )X~(E~  and )X~(~pσ , found in simulations,  are to be compared with the 
reference empirical ratios of the kind (Komen et al, 1994): 
     a) For the stable atmospheric stratification:  
77071039 .X~.)X~(E~ −⋅= ;   ,    (6.4) 24012 .p X~)X~(~ −=σ
     b) For the unstable atmospheric stratification:  
94071045 .X~.)X~(E~ −⋅= ;  28014 .p X~)X~(~ −=σ   .   (6.5) 
For the test #2, the proper reference parameters are specified below. 
    On the basis of this comparison, the first tuning of the unknown coefficients in the source 
function, , , , is done. Thus, the sense of these tests is to tune the model. But, here we 
should to say that the results of this tuning is not an unequivocal (see below), and, in principle, it 
needs to use more complicated tasks to make a sophisticated tuning. The validation process is 
one of these tasks. 
inС disС nlС
     The only convincing way to prove the superiority of new model (or source function) in 
solving numerical simulation tasks for wind waves is to carry out the so called procedure of 
“comparative verification”. According to papers (Polnikov at al. 2008, Polnikov & Innocentini 
2008), the regulations of comparative verification procedure demand a fulfillment of the 
following series of conditions: 
   a) Reasonable data base including accurate and frequent wave observations;  
   b) Reliable wind field given on a rather fine space-time grid for the whole period of wave  
       observations;  
   c) Properly elaborated mathematical part for a numerical model of the kind (2.1);  
   d) Certain numerical wind wave model, chosen for comparison as a reference one.  
In  papers (Polnikov at al., 2008; Polnikov&Innocentini, 2008), the last two requirements were 
satisfied by the choice of the model WAM and WW, respectively. Due to very similar results, 
below we dwell on reproduction the most interesting results of the second paper, only. Just in it, 
the other conditions, a) and b), were met by the following way. 
A. Two oceanic areas were chosen, for which the wave observation data were available: 
Western and Eastern parts of the North Atlantic (hereafter is referred as NA).   
At the first stage of validation process, we have used the one-month data (January, 2006) for 
19 buoys located both in the Western and in the Eastern parts of NA (Fig. 5) These data have a 
time discretization of 1 hour what corresponds to more than 700 points of observations on each 
buoy.  
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Fig. 5.  A sketch of simulating region in the North Atlantic, pointing some buoys locations. 
 
     B. As the wind field, we have used a reanalysis made in NCEP/NCAR with a spatial 
resolution of 1.00 both in longitude and in latitude. The time resolution for the wind was 3 hours. 
To exclude uncertainties with the boundary conditions, the simulation region was restricted by 
the following coordinates: 780S – 780N in latitudes and 1000W – 200E in longitudes, and the ice 
covering fields were included into consideration.  
     The first stage of validation has been executed, basing on the data said above. These 
calculations resulted in a sophisticated choice of the fitting coefficients, , , , found for 
the default values of the other fitting parameters mentioned above:  bL, 
inС
dis
disС nlС
β ,  (see below). σc
      At the second stage of validation, we have used the long-period historical data of the 
National Buoy Data Centrum (NBDC) (covering October-May period of 2005-2006 years) for 
12 buoys located in the Western part of NA. The wind fields and the time-space resolution were 
of the same features as at the first stage. Basing on these data, the standard validation of the both 
models has been done without changing any coefficients.  
     As far as the most reliable buoy data are related mainly to the observations of a significant 
wave height, , an estimation of simulation accuracy for this wave characteristic was done in 
each validation cases. Similar error estimations for a peak wave period, , and mean period, 
, were executed for the 2 cases of the long-period simulations with the aim of the work 
completeness, only. Detailed analysis of the latter estimations is postponed for future 
investigations. 
sH
pT mT
      
6.2. Specification of numerical simulations and error estimations 
     In our calculation, we have used the frequency-angle grid of the kind (3.9), having parameters  
 04.020 ⋅= πσ rad,  e = 1.1   and  θΔ  = 12/π  (or θΔ  = 15o)   (6.6) 
with the number of frequency bins  N =24 and number of angle bins  M =24.  
     In the case of model testing, the spatial grid was taken in Cartesian coordinates, including 100 
points in the x-direction and 21 points in the y-direction. In the case of model validation in 
oceanic regions, the grid was taken in spherical coordinates. 
     The space and time steps of calculations, tYX ΔΔΔ ,, , were varying in accordance with the 
tasks and the numerical stability conditions. In Cartesian coordinates they varied in limits 
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33 109010 ⋅−=Δ=Δ YX m and 900300 −=ΔT s, in spherical coordinates they were 
01=Δ=Δ YX  and  s. Every time, an initial spectrum was taken in the frame of WW 
codes. 
1200=ΔT
     To assess an accuracy of simulating a time-series of a certain wave parameter P(t), we have 
used the following error estimates:  
     a) The root-mean-square error, Pδ , given by the formula 
(
1
)( −∑
=
obs
n
num nP )
2/12
)( ⎟⎟⎠
⎞
n⎜⎜⎝
⎛=Pδ 1
N
obs
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N
 ,     (6.7)  
and  
Pρ     b) The relative root-mean-square error, , defined as  
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Here  is the total number of observation points taken into consideration, and the evident sub-
indexes are used. 
    In addition to this, the following arithmetic error was used for analysis: 
 ( −∑
=
obsN
n
num nP
1
)( )⎟⎟⎠
⎞
obs n)(⎜⎜⎝
⎛=Pα
obs
P
N
1  .       (6.9) 
     Here we remind that the first two errors describe statistical scattering of the simulating results 
(or the errors of the input fields, like a wind), whilst the latter one does the mean shift of 
numerical results with respect to observations. 
     There are several other statistical characteristics which could be useful for assessment of a 
numerical model quality (correlation coefficient, probability function, and so on, for example, 
see Tolman et al, 2002). But at this stage of validation they are omitted, for the sake of more 
clearness of the primary analysis of the results presented below. 
     The comparison of error was carried out between numerical results obtained with the original 
models, WAM and WW, and analogous results done with modifications of the both models, 
realized by means of replacing the source functions, only.  The role of new source function was 
attributed to one proposed in paper (Polnikov 2005) and described above in sections 3, 4, and 5. 
This version of modified numerical model (in both cases, WAM and WW) was denoted as the 
model NEW. 
    For a further understanding, it is important to note that in both cases, the modification of 
source functions consists in replacing the terms Nl and In, represented in the forms (3.10-3.13) 
and (4.19,4.20), respectively, maintaining the physics enclosed in them.  
    The modification of Dis was done in accordance to the version described by formulas (5.39)-
(5.41), changing the physics involved radically. Therefore, the whole deference in accuracy of 
these calculations was ascribed to changing the term Dis in the modified source function. So, in 
the case of accuracy enhancement, the said permits to say about effectiveness of new version for 
Dis, and vice-verse.  
 
6.3. Results of testing new source function 
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6.3.1. Straight fetch test 
    Pose of the task. Spatially homogeneous and invariable in time wind, W(x, t) = W10= const, is 
blowing normally to a very long straight shore line. Initial conditions are given by a 
homogeneous wave field with a wave spectrum of small intensity. Boundary conditions are 
invariable in time and correspond to the initial wave state. 
     The purpose of the test is to check correspondence of the wind wave growing curves, )X~(E~ , 
)~(~ Xpσ , provided by the model, to the reference empirical growing curves for the stationary state 
of developed wind waves, given by ratios (6.4), (6.5).  
      As far as the results of this test are typical and well predicted, here we show only some 
examples of testing results of the model NEW for different wind values, W10 =10-30 m/s. They 
are presented in Figs. 6-8 for values of  = ,  = 0.4,  = 60, and the default values 
for the other fitting parameters (see Sects. 3, 4). The proper results for original WW are 
presented, for example, in Tolman and Chalikov (1996). 
nlС
7109 ⋅ inС disС
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Fig. 6.  Dependence of dimensionless energy on dimensionless fetch, )X~(E~ , for W10= 10m/s: 
1 – model NEW;  2 – Stable stratification ; 3 –  Unstable stratification . 
 
     From figures 6-8 one can see that curves )X~(E~  and  )~(~ Xpσ  corresponding to the modified 
model are in a good accordance with empirical ratios (6.4), (6.5). It permits to state a good 
degree of tuning of the model, securing the first level of its adequacy, at least. 
     For completeness of treating the results shown, it is worth while to note the following. 
     First, the jumps between simulation curves, presented in Figs. 3-5, are provided by a change 
of the spatial step, , in 10 times. This change of the spatial step was done in our 
calculations with the aim to cover a large range of dimensionless fetches, 
YX Δ=Δ
X~ , for a fixed wind 
velocity, W10.4 Such a jump for )X
~(E~ and )~(~ Xpσ  is a typical feature of any numerical scheme  
 
                                                            
4 For m and W10=10m/s, the range of the non-dimensional fetch 
310=ΔX X~ was 102 ≤≤ X~  104, and for 
 is was 103 410=ΔX ≤≤ X~  . 510
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Fig. 7. Dependence of dimensionless peak frequency on dimensionless fetch, )X~(~pσ .  
For legend, see Fig. 6. 
used in the model, consisting in an inevitable dependence of numerical errors on the value of 
spatial step. Usually, these errors are exaggerated at the points located near the shoreline. 5   
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Fig. 8.  Dependence of dimensionless energy on dimensionless fetch, )X~(E~  for W10 = 30m/s. 
 For legend see Fig. 6. 
 
                                                            
5 This point is mainly related to the mathematical part of the model, which is not discussed here. Evidently that it 
should be elaborated further in more details. 
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     Additionally, in our presentation of the reference parameters, the location of curve )X~(E~  is 
shifted for the same fetch, X~ , while changing values of W10. This result is also typical (see 
Komen et al, 1994), taking into account dependence of friction velocity, , on W10 , realized in 
WW. The shifting effect is much more less expressed, if one represents dimensionless 
parameters in terms of  (i.e. the dependencies  and . But, this artificial effect 
is not so principal, to dwell on it (for details, one could be referred to Komen et al, 1994; Tolman 
and Chalikov, 1996).  
*u
*u )(
** XE )( ** Xpσ
     Second, it should be taken into account that the empirical dependences (6.4), (6.5) are valid 
for dimensionless fetches of the range 102 ≤≤ X~  104 with the errors of the order of 10-15% 
(Komen et al, 1994). This natural scattering feature of empirical data provides for a possibility to 
fit a lot of different models to the dependences (6.4), (6.5) with the same accuracy. 
     Third (and it is of the most importance), a good correspondence of numerical and empirical 
dependences )X~(E~ , )~(~ Xpσ  does not secure an unequivocal choice of the fitting parameters. 
Coincidence with the root-mean-square errors of the order of 10-15% can be achieved for a 
continuum of values for the fitting parameters alike of , ,   and the others mentioned 
in Sections 2.2-2.4. This result is provided for the simplified meteorological conditions used in 
the testing task. The sophisticated fitting of the model could be achieved only by means of the 
model validation against observations executed for a rather long period of wave evolution under 
well controlled but varying meteorological conditions. This point will be discussed in details 
below.   
inС disС nlС
 
6.3.2. Swell decay test 
     Pose of the task. Forcing wind of the fixed values is present in the first part of the testing area: 
W(X) = W10  at points 0  X  Xm.  In the second part of the area, the wind is absent: W(X) = 0 
at Xm < X   3Xm. Initial wave state and boundary conditions are typical (see above the pose of 
test #1).  
≤ ≤
≤
    Numerical evolution is continued for the period T securing a full development of waves at the 
fetch X=Xm and getting a stable state of the decaying swell field, taking place in the second part 
of the testing area. Corresponding value of dimensionless time, 10/
~ WTgT = , should be about 
several units of 105. 
     The aim of the test is to reveal quantitative features of the swell decay process, starting from 
the fully developed sea with different peak frequencies,  =  fp (Xm). The latter is considered as 
a principal initial characteristic of the swell. (Here we take into account that the initial intensity 
of the swell is mainly provided by ).  
swf
swf
     To reach the aim posed, different values of W10 , Xm , and T should be taken into 
consideration. In our calculations, for a force of wind W10 = 10 m/s, we took:  = 10 km,  Xm 
= 240 km, T = 48 h; and for W10 = 20 m/s, we did:  
XΔ
XΔ  = 40 km, Xm = 760 km, T =  72 h. 
      In the second part of the area, the following reference parameters are checked:  
• the relative energy lost parameter given by the ration 
 Ren(X) = E(X-Xm)/E(Xm);         (6.10) 
• the relative frequency shift  parameter defined as 
 Rfp(X) = fp (X-Xm)/ fp (Xm).        (6.11) 
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As far as there are no widely recognized empirical dependences Ren(X) and Rfp(X), the found 
ones are evaluated at the expert level, only. The latter means a qualitative physical analysis of 
the numerical results. 
     Results of our simulation are shown in Figs. 9, 10, representing the swell decay process for 
values W10 = 10 and 20 m/s. The correspondent values of the initial swell frequency, , are 
0.18 Hz and 0.085Hz, respectively.  
swf
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Fig.9. Dependence Ren(X) for two values of initial peak frequency of swell: 
1, 2 – original model WW; 3, 4 – model NEW; 1, 3 - =0.18Hz ; 2, 4 - =0.085Hz. swf swf
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Fig. 10. Dependence Rfp(X) for two values of initial peak frequency of swell: 
For the legend, see Fig. 9. 
 
From these figures one can draw the following conclusions. 
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     1) The rate of swell energy dissipation depends strongly on the initial peak frequency of 
swell, . This rate is quickly going down with the distance of swell propagation (Fig. 9). swf
     2) The swell dissipation rate for the model NEW is faster than for WW (Fig. 9). 
     3) The rate of peak frequency shifting to lower values, provided by the nonlinear interaction 
between waves, depends strongly on the initial value of peak frequency,  (Fig. 10). The 
greater  the greater rate of frequency shifting. This is well understood, taking into account 
formula (3.13) for the nonlinear evolution term. 
swf
swf
     4) The model NEW has practically the same rate of the peak frequency shifting, in contrast to 
the rate of the relative energy loss (Fig. 10). 
     This test is very instructive in the physical aspect. Really, from the results obtained, one can 
draw the following consequences.  
     First, from the conclusion 2), one can state that the new dissipation term is more intensive 
than one used in the original model WW. 
     Second, from conclusion 4), one can state the fact of very close similarity of the nonlinear 
terms in the both models.  
     Third, from previous two consequences, one could state that the main qualitative difference of 
the numerical results obtained for these two models is mainly provided by the new 
parameterization of the Dis-term. Herewith, we note that though the new parameterization of the 
In-term has a feature of additional background dissipation, in this test it is two small to play any 
remarkable role, especially at the initial stage of swell decay.   
     As one could see later, the last consequence is of the most importance for understanding and 
treatment of difference between these models, which will be found during validation.  
 
6.3. Results of comparative validation of the models WW and NEW  
   6.3.1. One-month simulations in the North Atlantic  
     After several runs of the model NEW, intended to a sophisticated choice of the fitting 
coefficients , , and , we have found that the best results (i.e. minimum errors inС disС nlС sHδ  for 
the major part of buoys) are obtained for the following values: 
   = ,  = 0.4;  = 70,   and   =0.7     (6.12) nlС
7109 ⋅ inС disС σc
with the default values of the other fitting parameters. 
     A typical time history of the significant wave height, , obtained in these simulations is 
shown in Fig. 11 for buoy 41001 chosen as an example. From this figure, in particular, one can 
see that the model NEW follows the extreme values of real waves better than it is done by the 
model WW. Visual analysis of all proper curves has showed that this feature of the model NEW 
is typical for the majority of buoys taken into consideration. More detailed and quantitative 
analysis needs using the statistical procedures based on the error measures described above in 
Sec 3.4. 
)(tH s
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Fig. 11. Time history of the observed and simulated wave heights, , on buoy 41001 for 
January 2006. 
)(tH s
1- wave heights measured on the buoy,  
2- wave heights simulated by the model WW, 3- wave heights simulated by the model NEW 
 
      At this stage of validation, the properly estimated errors have been found for the significant 
wave height, , only. They are presented in Tabs 1, 2 for two parts of NA separately. For a 
quickness of general (visual) evaluating the results, we have shaded sells corresponding to the 
cases when the model NEW has a loss of accuracy.  
sH
Table 1. 
Root-mean-square errors of simulations in the Eastern part of NA 
Eastern NA, 
No of buoy 
Model WW Model NEW 
NEWs
WWs
H
H
)(
)(
δ
δ  
sHδ ,m sHρ ,% sHδ ,m sHρ ,%
62029 0.57 14 0.54 13 1.05 
62081 0.67 15 0.56 13 1.20 
62090 0.66 14 0.57 14 1.16 
62092 0.58 14 0.53 14 1.09 
62105 0.79 18 0.68 15 1.16 
62108 0.99 15 0.84 13 1.18 
64045 0.71 12 0.61 12 1.16 
64046 0.72 15 0.76 15 0.95 
 
     Analysis of these results leads to the following conclusions.  
     First, the accuracy of the model NEW is regularly better with respect to one of the original 
WW. Such a kind result is revealed for more than 70% of buoys considered.  
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     Second, discrepancy of the r.m.s. errors for the both models is remarkable. Typical winning 
of accuracy for the model NEW is of the order of 15-20%, but sometime it can reach 70% (buoy 
44142).  
     Third, the relative error, sHρ , calculated by taking into account each point of observations, is 
not so small (15-27%). It has a tendency of reducing for the model NEW, but this is not so well 
expressed.  
     Basing on the said above, we should note that in the present statistical form of consideration, 
the relative error sHρ  is not so sensitive to the specificity of the model, as it could be expected. 
It seems that the effect of more increasing sensitivity of sHρ could arise, if we introduce the 
lower limit of the wave heights, taken into the procedure of error estimation. For example, the 
proper error estimations could be done, if one excludes the time-series points  with the 
wave values below than 2m. But, a role of introduction of limiting values for   (and for ) is 
not so evident, therefore this issue should be especially studied later. 
)(tH s
sH pT
Table 2. 
Root-mean-square errors of simulations in the Western part of NA 
Western NA 
No of buoy 
Model WW Model NEW 
NEWs
WWs
H
H
)(
)(
δ
δ  
sHδ ,m sHρ ,% sHδ ,m sHρ ,%
41001 0.81 22 0.66 20 1.23 
41002 0.52 18 0.47 18 1.11 
44004 0.82 25 0.68 26 1.21 
44008 0.83 27 0.61 24 1.36 
44011 0.82  23 0.55 18 1.49 
44137 0.58 19 0.51 17 1.14 
44138 0.70 19 0.74 19 0.95 
44139 0.63 19 0.69 20 0.91 
44140 0.78 19 0.80 19 0.97 
44141 0.64 20 0.68 20 0.94 
44142 0.81 27 0.48 18 1.69 
 
     In this connection, it is worth while to mention about an accuracy of the input wind. The 
proper time history for  is shown in Fig. 12. )(10 tW
     From the first sight, the correspondence between the simulation wind and the observed wind 
seems to be rather well. But direct calculations of the errors 10Wδ  and 10Wρ , made, for example, 
for buoy 41001, give the values 
  10Wδ =1.56 m/s  and   10Wρ  = 32% .   (6.13) 
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Fig. 12. Time history of the observation and simulation wind , , on buoy 41001 for 
January 2006. 
)(10 tW
1- wind measured on the buoy, 2 – wind used in the modeling simulation 
 
The first value is more or less reasonable, taking into account that the input wind is calculated by 
the reanalysis for a very large domain covering the whole Earth. But the last value in (6.13), 
10Wρ , seems to be fairly great with respect to the corresponding relative error sHρ (Tab. 1). Due 
to an arbitrary choice of the buoy considered, one can expect that such a kind mismatch between 
values of sHρ  and 10Wρ  is typical for the present consideration, what, in turn, needs its 
understanding and explanation. 
     This mismatch of values for 10Wρ  and sHρ  leads to a pose of the following new task: how to 
treat the present inconsistency between these errors. To solve this task, first of all, it needs to 
have a large statistics of the errors. A part of such a kind statistics will be presented below in 
Tab. 3. Besides, physically it is reasonable to introduce the lower limiting values for wind, , 
and wave heights, , which restrict the proper time-series points involved into the procedure of 
error estimation. In such a way, one could find a physically expected, unequivocal interrelation 
between errors 
10W
sH
10Wρ  and sHρ . If it is found, this relation permits to make a proper physical 
treatment of the errors and to clarify prospective for numerical modeling improvements. Such a 
kind work is postponed for a future investigation. 
     6.3.2. Long-period simulations in the Western part of the North Atlantic 
     Simulating results for the second stage of validation are very similar to the ones presented 
above. The proper errors are shown the Tab. 3, where the shaded sells correspond to the cases of 
less accuracy of  for the model NEW.                   sH
     From this table, in general, one can state a reasonable advantage of the new model with 
respect to WW, in the aspect of simulation accuracy for the wave heights, which is defined by 
the values of r.m.s. error sHδ . The winning in accuracy is varying in the limits of 1.1-1.5 times.  
     More detailed analysis results in the following. Arithmetic errors for WW are regularly 
greater then ones for the model NEW. Herewith, from table 3 it is seen that the model WW gives 
permanent underestimation of the wave heights, , whilst the model NEW has more 
symmetrical and smaller arithmetic errors. These facts allows us to conclude that the model 
NEW (and the new source function, consequently) has apparently better physical grounds.  
sH
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     In the aspect of accuracy for the wave periods,  and , we should confess that the model 
NEW has less accuracy of calculation for the mean wave period, , but, herewith, it has 
practically the same (or even better) accuracy for the peak wave period,  (Tab. 3).   
mT pT
mT
pT
     Regarding to the wave periods, we should note a very specific feature, consisting in the fact 
that the both models show a certain overestimation of the mean wave period, , whilst the peak 
period, , is permanently underestimated. The most probable reason of such a behavior of 
models could be related to an insufficient accuracy for calculation the 2D-shape of wave 
spectrum, 
mT
pT
),( θσS , taking place for the both models (for details, see Polniko&Innocentitni, 
2008).  
         Thus, the definite conclusion about superiority of one model against the other can not be 
drawn at present. Nevertheless, in principle, it could be done later, when the proper criteria will 
be formulated. This point is only posed here, and we plan to solve it in our future work. 
 
     6.3.4. Point of the speed of calculation 
    By using the numerical procedure PROFILE, we have checked the speed of calculation, 
realized while execution of all main numerical subroutines used in the models. In terms of 
central processor consuming-time, the proper time distributions among the main subroutines are 
shown in Tab. 4 for both models. These distributions are corresponding to the case of execution 
the task of 24-hours simulation of the wave evolution in the whole Atlantic. 
     From this table one can see that in the model NEW, the nonlinear term is calculated in 1.73 
times faster than in the original WW. It leads to the consuming-time winning of the order of 60 
seconds, which results in 15%-winning of the total consuming time. The acceleration effect is 
provided by using the fast DIA approximation mentioned above in Sec. 3.  Additional 3%-
winning of time is gained due to new parameterization of the input term. But, in turn, the new 
approximation of Dis-term results in a lost of calculation speed on 2%. Nevertheless, as we said 
above, just this parameterization provides the better accuracy of the model NEW, because of the 
physics of NL-term and In-term in both models is very similar. 
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Table 3. 
Consolidated input and output errors for the 8-months simulations in the Western part of NA  
 
No of 
buy/model 
10Wδ ,  
m/s 
10Wρ , 
% 
sHδ ,  
m 
sHρ  
% 
mTδ ,  
s 
mTρ  
% 
pTδ ,  
s 
pTρ , 
% 
10Wα , 
m/s 
sHα ,  
m 
mTα , 
s 
pTα ,  
s news
wws
H
H
)(
)(
δ
δ
news
wws
H
H
)(
)(
α
α
 
41001/WW 2.01 40 0.68 22 0.93 17 2.02 24 0.58 -0.45 0.46 -1.32 1.42 2.04 
        /NEW 0.48 18 1.23 22 2.13 30 -0.22 0.79 -0.88 
41002/WW 1.77 48 0.48 19 1.20 22 2.01 27 0.25 -0.23 0.78 -1.05 1.09 7.67 
        /NEW 0.44 20 1.58 30 2.22 35 -0.3 1.11 -0.57 
41004/WW 2.54 36 0.97 51 1.33 31 2.40 36 -1.48 -0.97 0.63 -1.26 1.52 2.06 
        /NEW 0.64 36 1.36 32 2.38 38 -0.47 0.73 -1.10 
41010/WW 1.24 32 0.40 19 1.61 33 2.06 29 0.09 -0.19 1.25 -0.88 1.08 2.37 
        /NEW 0.37 20 2.07 43 2.34 41 -0.08 1.69 -0.21 
41025/WW 2.18 50 0.44 24 1.47 30 2.23 30 0.47 -0.05 1.09 -1.16 0.81 0.29 
        /NEW 0.54 31 1.82 38 2.23 35 0.17 1.48 -0.57 
41040/WW 0.91 20 0.22 10 1.78 30 1.87 18 0.08 -0.10 1.64 -0.90 0.88 1.43 
        /NEW 0.25 11 2.11 35 1.96 22 -0.07 1.90 -0.53 
41041/WW 0.96 22 0.20 09 1.92 32 2.22 21 0.17 -0.06 1.78 -0.90 0.87 1.50 
        /NEW 0.23 10 2.26 38 2.20 24 0.04 2.06 -0.54 
44004/WW 1.91 40 0.72 24 1.13 21 1.96 24 0.16 -0.38 0.52 -1.34 1.26 9.5 
        /NEW 0.57 24 1.32 25 1.88 26 -0.04 0.82 -1.00 
44005/WW 2.28 59 0.58 25 1.44 30 2.27 38 1.19 -0.30 0.84 -0.84 1.29 10.0 
        /NEW 0.45 27 1.78 37 2.24 43 0.03 1.37 -0.19 
44008/WW 2.35 51 0.70 25 1.11 21 2.01 26 0.69 -0.43 0.60 -1.31 1.4 4.78 
        /NEW 0.50 21 1.30 25 1.88 28 -0.09 0.91 -0.90 
44014/WW Bad  
information 
0.49 26 1.17 21 2.46 31 Bad 
info 
-0.27 0.46 -1.66 1.4 2.45 
        /NEW 0.35 23 1.27 24 2.37 33 -0.11 0.83 -1.23 
44018/WW 3.01 43 0.44 23 1.14 22 2.03 25 0.61 -0.03 0.72 -1.25 0.80 0.10 
        /NEW 0.55 33 1.37 28 1.88 28 0.29 1.03 -0.85 
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Table 4. 
Distribution of the central processor consuming-time, realized by the two versions of WW. 
 
Model Name of procedure 
(explanation) 
Time, s Time, % 
Original WW w3snl1md_w3snl1 
(Nl-term calculation) 
123.41 27.06 
 w3pro3md_w3xyp3 
(space propagation scheme) 
87.01 19.08 
 w3uqckmd_w3qck3 
(time evolution scheme-3) 
68.58 15.04 
 w3iogomd_w3outg 
(output of results) 
37.73 8.27 
 w3src2md_w3sin2 
(In-term calculation) 
21.99 4.82 
 w3uqckmd_w3qck1 
(time evolution scheme-1) 
17.66 3.87 
 w3srcemd_w3srce 
(integration subroutine) 
13.29 2.91 
 w3src2md_w3sds2 
(Dis-term calculation) 
2.75 0.60 
 others … … 
 All procedures 455.9 100 
Modified WW w3pro3md_w3xyp3 89.72 22.52 
 w3uqckmd_w3qck3 71.29 17.88 
 w3snl1md_w3snl1 (Nl-term) 70.97 17.80 
 w3iogomd_w3outg 38.60 9.68 
 w3uqckmd_w3qck1 17.97 4.51 
 w3srcemd_w3srce 12.15 3.05 
 w3src2md_w3sds2(Dis-term) 7.68 1.93 
 w3src2md_w3sin2 (In-term) 6.04 1.52 
 others … … 
 All procedures 398.8 100 
 
6.3.5. Conclusion for verification 
     Thus, the new source function was tested and validated by means of its incorporating into the 
mathematical shell of the reference model WW. Results of the test #1 are typical for any modern 
numerical model and have a technical feature of the primary tuning. But, the test #2 is more 
physical, as far as it testifies specific properties of the proposed dissipation term. The real 
performance of new model was checked during the comparative validation process, which was 
executed in three steps differing both by duration of simulations and by regions of the World 
Ocean, taken into consideration. 
      In general, we may state that the both models have rather high performance, which are 
apparently the best among present models, taking into account the results of WW’s validation 
represented in Tolman et al. (2002). Herewith, the comparative validation has showed a real 
advantage of the model NEW with respect to the original WW, especially in the accuracy of the 
wave heights calculation. The advantage consists in reduction of the simulation errors for 
significant wave height, , in 1.2-1.5 times and increasing the speed of calculation on 15%.  sH
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     Analysis of the curves, like presented in Fig. 11, shows that the greatest percentage into the 
r.m.s. error is contributed at the time-series points with extreme values of the wave heights and at 
the points corresponding to the phases of wave dissipation, at which the wave intensity is going 
down. Both of these features are controlled by the dissipation mechanism of wave evolution. On 
these grounds, we conclude that the dissipation term is parameterized more efficiently in the new 
model than in the original WW. This property of the model NEW is very important in a sense of 
application it for the tasks of risk assessment.         
     In our study, the relative r.m.s. error, sHρ , is introduced, as one of the most instructive 
measure for estimation an accuracy of the wave heights simulations. We have found that this 
parameter has mean values of the order of 12-35% for both models. It is naturally to suppose that 
magnitudes of sHρ  should be related to the value of inaccuracy for the wind field used as an 
input. Regarding to this, the new task is posed, consisting in a search for a quantitative relation 
between the errors for waves, sHρ , and the errors of input wind, 10Wρ . This relation is quite 
expected, taking into account the experimental ratios likes (6.4), (6.5). The proper study is 
planned to be done in a future work.  
    There are several another tasks related to the further validation and elaboration of the 
numerical wind wave models. One of them consists in seeking for a certain upper limits of 
inaccuracy for wind field and for wave observations, which are requested for a further progress 
in the wind wave modeling. Estimation of these limits is the primary future task.  
     At present it seems that the main requirement, which define the limits of the further 
elaboration of the numerical wind wave models, consists in using the wind field having 
inaccuracy below the limits mentioned above. 
 
 
 
 
 
 
 
 
 
7. FUTURE APPLICATIONS  
    In this section we will point out several possible application of any modern wind wave model, 
to solve the tasks which are not simply the wave forecast. 
 
7.1. A role of wind waves in dynamics of air-sea interface 
7.1.1. Introductory words. As we have already said in the INTRODUCTION, wind waves 
are considered as an intermediate-scale stochastic dynamic process at the air-see interface, which 
modulates radically the large-scale dynamic processes and small-scale turbulence in the 
boundary layers of water and air. 
     Interaction of a large-scale atmospheric air flux (simply say, a wind) with the water upper 
layer, resulting in the drift currents, is realized at several temporal and spatial scales. 
Intermediate result of such a kind interaction is the wind sea (wind waves). Here we mean that 
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the large-scale motion of atmosphere and water has variability scales of the order of 103-104 m 
and 103-104 s, whilst the wind wave processes have the scales of the order of 10-102 m and 10s. 
In turn, the wave motion of surface interface is realized on the background of small-scale 
turbulent pulsations of velocity in air and water with characteristics of variability less then 1m 
and 1s. All these motions characterize dynamics of the air-sea interface. Therefore, the 
momentum and energy transfer from the wind to currents are realized by means of different 
direct and inverse cascade transfers in the considered band of temporal and spatial scales. 
     It is physically evident that the wind waves play a radical modulating role in dynamics of the 
air-sea interface. But an exact mathematical description of this dynamics meets insuperable 
difficulties related to multi-scale feature of the processes under consideration. Below we state 
that mathematical formalization of description for processes of momentum and energy transfer 
through the air-sea boundary could be done on the basis of well recognized representations of 
physical mechanisms for wind wave evolution. 
    Addressing to Fig.1, we distinguish in the air-sea interface 3 constituents: 
1) The turbulent atmospheric boundary layer (ABL) with a mean flux of local wind, W(x), 
which is characterized by a certain vertical distribution, W(x, z), and a certain value at a 
fixed standard horizon, for example, by the value W10(x); 
2) Waving interface surface, given by the function of wave elevations η (x); 
3) Turbulent water upper layer (WUL) with a mean local flux of drift current, U(x, z), 
distributed by a certain manner through the vertical coordinate z. 
The vertical dimensions of ABL and WUL are of the order of characteristic (dominant) wave 
length on the waving interface. The horizontal and temporal scales of variability for all kind of 
motions under consideration are mentioned above. 
     One of the main problems of interface dynamics description is the problem of calculation 
large and scale characteristics of ABL (including wind profile W(z), and wind stress τ) and 
characteristics of WUL (including drift current vector U and the vertical exchange coefficient 
K).  
     It is evident that such a kind detailed description of interface dynamics needs a complicated 
system of equations, whilst each of them is valid for a certain time-space scale. Attempts of 
writing such a kind system were undertaken by various authors (for example, see reviews: 
Monin&Krasitskii, 1985; The WISE group, 2007). In some partial cases, the self-consistent 
solutions were found (Zaslavskii, 1995; Makin&Kudryavtzev, 1999). But in the general case, a 
detailed consideration of the problem was not succeeded. An example of such a try is the famous 
paper by Kitaigorodskii&Lamley 1983.  
      Usually, in the pose of global circulation tasks, characteristics of wind waves are frequently 
omitted from the consideration due to small-scale feature of this process (Pedloskii, 1984). 
However, as it was shown by the practice of theoretical considerations for the wind wave 
evolution mechanisms, some important particular solutions of the general problem for interface 
dynamics description, formulated above, can be found just on the basis of well known 
representations for these mechanisms (Qiao et al, 2004).  
     From scientific point of view, solution of the circulation problem as a whole is interesting for 
understanding the general role of dynamics for all items of interface: ABL + wind waves + 
WUL. On the other hand, from practical point of view, a clear mathematical description of the 
interface system gives possibility to solve numerous tasks of air-sea dynamics, including 
diffusion and exchange processes at the interface. Examples of such a kind tasks are as follows:  
• self-consistent calculation of wind, waves, and currents;  
• calculation of heat, gas, and passive impurity exchange between atmosphere and ocean; 
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• calculation of mixing in the WUL, including tasks of impurity diffusion and transportation, 
air bubbles layer generation,  
• and so on.  
It is easy to see that all of these large and middle-scale processes are in some manner modulated 
by the wind wave dynamics. By this way the role of wind waves in dynamics of the interface is 
displayed. The further matching the middle-scale motion with the large-scale one permit to 
spread a study the wind wave impact on the ocean and atmosphere circulation in a whole. 
     As the world wide experience shows, attempts of construction a multi-scale equations system 
in physical variables do not succeed in a full extent, whilst description for dynamics of the 
system in a spectral representation is more prospective ((Proceedings of AIR-sea interface 
symposium, 1995, 1999).  Herewith, the whole experience gotten in the course of investigation 
of the wind wave evolution by numerical methods has an essential superiority. Up-to-date, one 
may state that a principal physical understanding the exchange processes at the air-sea interface 
is achieved. Numerous results of scientific investigations published, for example, in proceedings 
of special conferences can be seen as the evidence of this statement (last references). AS we have 
shown in sections 3, 4, 5 above, the mathematical tool for spectral description of wind waves 
evolution processes is also well developed. Thus, one may try to construct a series of particular 
solutions of the general problem formulated above, in the frame of mathematical terms derived 
already for evolution mechanisms of wind waves. 
     7.1.2. The role of wind wave evolution mechanisms.  First of all, we remind that the waving 
surface of air-sea interface has a stochastic feature. For this reason, the most adequate 
description of its motion could be given in terms of two-dimensional wave energy spectrum, 
),,,( tSS xθσ≡ , spread in space and time and governed by the proper evolution equation (2.1). 
The heart of this equation is the source function F describing a set of evolution mechanism for 
wind wave in spectral representation: 
• Mechanism of nonlinear energy transfer through the wave spectrum,  Nl  (“nonlinearity-
term”);  
• Mechanism of energy transfer from the wind to waves,  In  (“input-term”);  
• Mechanism of wave energy loss due to interaction of waves with the turbulence of upper 
layer, Dis  (“dissipation-term”).  
Let us summarize the roles of these mechanisms in the air-sea interface dynamics, i.e. the role of 
them in distribution of energy between ABL and WUL. 
     As we have seen, the input mechanism, described by formulas (4.19-4.20) is responsible for 
energy exchange between ABL and wind waves. The reference wind variable of this process is 
the friction velocity, u*, the value of which is directly related to the wind stress, τ (z), 
corresponding to the vertical turbulent flux of the horizontal momentum, provided by the shear 
of the wind profile, W(z). 
     The essential factor of the wind-wave energy exchange process is dependence for both 
friction velocity and local wind profile, , on the wave state, i.e. on the shape of spectrum )(zW
),,,( tSS xθσ≡ . Just a determination of this dependence is the task of the feed back influence of 
wind waves on the state of ABL. In section 4, we have shown that this point can be self-
consistently solved by means of construction the model of dynamic boundary layer (DBL). An 
example of such kind DBL-model was there represented. By this manner, the system of joint 
description of waves and a boundary layer wind profile becomes closed, and the first part of the 
problem for interface dynamics, formulated above, does solved. 
     Secondly, discuss now the role of nonlinear interactions among waves, responsible for the 
nonlinear evolution mechanism of waves, Nl. In section 4, it was shown that nonlinear energy 
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transfer through the wave spectrum has a conservative feature and ensures, mainly, the transfer 
of wave energy from the high frequency domain of the wave spectrum into the domain located 
below peak frequency of the spectrum, pσ . Such a kind transfer results in diminishing frequency 
pσ  with the time of evolution. It means that during wave evolution due to Nl- mechanism, the 
dominant wave length increasing takes place.  
     By this manner, the energy, supplied from wind to waves in the high frequency domain 
mainly, is accumulated by Nl-mechanism in the domain below the dominant frequency pσ , 
which is slowly shifting down, whilst the high frequency spectrum tail is practically left 
unchangeable in intensity (due to balance F=0 , in this domain) .  
     Consequently, just the nonlinear mechanism of evolution procures a significant growth of the 
total wave energy in the course of their development. Herewith, due to progressive feature of 
waves, the main part of wave energy is running from the region of its origin into the region of 
wave propagation. Thus, due to nonlinear feature of wave evolution, the wave energy is not 
determined by the local wind, only, but it is provided by the whole dynamics of energy exchange 
during wave propagation through the wave evolution space. Just this fact displays the principal 
role of term Nl in the wave dynamics and, consequently, in the dynamics of energy distributions 
between items of the interface. 
      Thirdly, consider the role of wave dissipation mechanism in the air-sea interface dynamics. 
The direct role of this mechanism is description of the wave energy loss. But the question under 
consideration is the following: where to and how manner by, the energy lost by waves is 
distributed?  
     The answer to the first part of the question is rather clear. The energy lost by waves is shared 
in two parts. One part of the energy is consumed for generating the WUL turbulence. This part 
has no any mean momentum, though it has a feature of vertical flux of small-scale turbulent 
motions, which is spent to the work against buoyancy. The second part of the energy lost by 
waves is consumed by drift currents. They take a horizontal momentum lost by waves, but it is 
not the whole momentum taken by waves from wind, due to fact that a part of the whole 
momentum is gone by waves running to the space of their propagation. 
     The question of consumption for the energy lost by waves should be considered by the 
following manner. Estimation of energy partition to the turbulence of WUL and to the drift 
currents occurrence should be done by the special block of dynamic upper layer (DUL). In such 
a block, the tasks of joint description for the state of wave, turbulence, and currents in WUL 
should be solved in a self-consistent manner, in terms of the wave spectrum shape, . In a final 
form, such a block in not present in modern models till now. Expedience and possibility of its 
construction is demonstrated by the fact that this point is actively developing last years (see , 
Ardhuin et al, 2004; Fomin&Cherkesov, 2006). 
S
     Thus, the role and importance of adequate representation for all the terms of source function 
F becomes clear and evident.  
     7.1.3. Energy and momentum balance at the air-sea interface . 
    The wind is the energy source for all kinds of mechanical motions realized in the items of air-
sea interface. Denoting the local large-scale wind at the standard horizon as W, let us write 
expressions for the key characteristics of the wind flux. In particular, a surface density of the 
energy flux of local wind is 
 ,         (7.1) 2/2WF WaWE ρ=
and local density of the flux of horizontal momentum in given by the ratio 
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 WF WaWM ρ=  .         (7.2) 
Here aρ  is the air density and W is the local wind speed. Both these fluxes correspond to the unit 
of air volume located at the standard horizon.  
     Due to turbulent feature of the air motion in ABL, the vertical flux of horizontal momentum 
to the interface, τ , does take place in the system considered. As we said earlier in section 4, τ
can be expressed directly via characteristics of the boundary layer by the formula 
 .      (7.3)  2 2* ( ) ( )a a d w tu C z W z constτ ρ ρ τ τ= = = + =
Physically, the energy transfer from wind to waves is just done by the wave part of momentum 
flux,   , depending on spectrum . On the other hand, the tangent (or turbulent) component, S
tτ ,  give rise to drift current, directly. The task of ABL, wind waves, and UWL dynamics 
becomes closed in terms of wave spectrum, if one takes into account the circumstance mentioned 
above, and realizes them as the proper blocks of the generalized wind wave model. Mathematical 
aspect of this approach is the following. 
wτ
     First, the total value of local density for the wave energy per unit of surface and at the fixed 
time moment, , has the kind ),( tE x
  ,      (7.4) =),( tE x ),,,(
0
2
0
tSddgw xθσθσρ
π∫ ∫∞
where wρ  is the water density, and g is the gravity acceleration.  
     Second, the rate of energy transfer from wind to waves is unequivocally following from the 
kind of the input term, In, used in the source function of model (2.1). Thus, the total energy flux 
from wind to waves (per unit of surface) is given by expression 
 
2
0 0
[ , ( , )]wg d d In S
π
ρ σ θ σ θ
∞∫ ∫ W .       (7.5) =EI
This energy flux is corresponded by a proper momentum flux from wind to waves, which just 
determines a certain wave component, wτ ,  of the total flux, τ . Formula for wτ  has the kind 
 
2
0 0
cos( ) [ , ( , )]ww w
kg d d In S
π θ θτ ρ σ θ σ θσ
∞ −= ∫ ∫ W .     (7.6) 
     Further construction of the scheme for energy and momentum balance at the air-sea interface, 
related to the energy transfer from waves into WUL, can be made by analogy with the 
consideration given above for ABL. 
     Namely, the rate of energy transfer from waves into the water upper layer is determined by 
the expression for the dissipation term in the source function of model (2.1), i.е. it has the kind 
 =),(E tD x gwρ )],,,(,[
0
2
0
tSDisdd xW θσθσ
π
∫ ∫
∞
.     (7.7) 
This energy flux is corresponded by the local momentum flux from waves into the WUL 
 =dτr gwρ )],(,[
0
2
0
θσσθσ
π
SDisdd Wk∫ ∫
∞
.      (7.8) 
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These two fluxes regulate both the WUL turbulence and drift currents origin. The letter are 
characterized by the surface density flux of kinetic energy due to currents, EC= , and 
the WUL turbulence do by the rate of turbulent energy production per unit surface square, ET. 
Ratio between these values is not known in advance, as this needs construction of the dynamic 
model for WUL (which is hereafter called the block of DUL).  
2/2UwUρ
    Nevertheless, “a priori” one can say that the total momentum flux due to dissipation is shared 
into the pure turbulent and wave components. Further, with the account of the conservation laws, 
the energy and momentum fluxes are redistributed among different kinds of motion. Eventually, 
this mechanics determines the feature of dynamics for the upper mixed layer, which, in the feed 
back regime, in turn, can modulate the processes of wind wave dissipation.  In such a case, the 
dissipation term Dis becomes to be dependent not only on the local wind vector, , but on the 
current vector, U, as well. 
W
     In full details, the DUL-block construction needs a separate multi-steps consideration. 
Nevertheless, a whole picture of redistribution of energy and momentum incoming into WUL is 
rather clear. Herewith, it is evident that just the wind wave dissipation mechanism does play the 
crucial role in the WUL dynamics, but not the local wind does. The letter is only one of 
parameters of this mechanism.  
   Eventually, a general scheme of energy redistribution from the wind to waves, and further into 
WUL, is presented in Fig. 13.  
     
7.2. Examples for estimation of wave impact on parameters of the ABL and WUL 
     It is principally clear that in addition to the wind wave impact on the state of ABL via the 
energy supply processes, the dissipation processes in waves lead to the origin of turbulent and 
current motions in the water upper layer. Each of these mechanisms of wave evolution 
determines radically an intensity of different processes at the interface. In particular, the interface 
turbulence is responsible to the rate of heat and gas exchange between air and water, to the rate 
of passive impurity mixing and diffusion in the WUL, and so on. Besides, the wave crests 
breaking results in an origin of the air bubble layer in the WUL. 
    Study each the processes mentioned above needs a separate consideration what is out range of 
this chapter. Therefore, here we present only two examples for quantitative estimations of wave 
state impact on the parameters of ABL and WUL. One of them will touch the calculation of the 
friction coefficient, , as a function of the wind, inverse wave age, A, and the tail shape of 2D-
spectrum for wind waves, 
dC
),( θσS . Herewith, the magnitude А is defined by the formula  
pp cuguA // ** == σ ,        (7.9) 
and the spectrum tail shape in a wide range for frequencies with values pσσ > , spreading up to 
the value maxσ  having the order of 80 rad/s, is given by the ratio 
)(cos),( 2 w
nS θθσθω −∝ − .        (7.10) 
     The second example deals with the calculation for dependence of the acoustic noise intensity, 
Ia , provided by air bubbles in the WUL, on the local wind speed, W .  
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Fig. 13. Scheme of energy redistribution in the air-sea interface 
Density of wave energy 
EW = θσθσρ dSgW ∫ ),( d  
Scales ~ 100m, 10s 
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     Examples of wave state impact on the drift current in a shallow water basin and for ocean 
circulation one may find in paper (Fomin&Cherkesov, 2006) and in (Qiao et al., 2004), 
respectively. 
     7.2.1. Wave state impact on the value of friction coefficient in the ABL. 
     This issue was studied in details in paper (Polnikov et al, 2003). First of all, it was noted there 
that an experimental variability of values for friction coefficient, , measured at the horizon      
z =10m has a dynamical range of variability in the limits of (0.5-2.5)×10-3 units, for the fixed 
values of local wind, 
dC
W .  Herewith, in the case of swell, the meaning of  can get the negative 
values. The last property of the magnitude , as it is clear at present, is totally secured by the 
inverse energy transfer from waves into the ABL (see section 4). For this reason, below we will 
not dwell on this point, paying attention on the first point. 
dC
dC
      For the better understanding the physics of such a kind feature of atmosphere and ocean 
interaction, the following question should be answered:  
• What is the reason of strong variability for values of , observable for the same wind 
speed W ?  
dC
• Is this effect a result of measurements errors or it is provided by physical reasons? 
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Fig. 14. Dependence of  n inverse wave age for series of values for wind, W,  and spectrum shape parameter, n: 
1 - W = 5 m/s, n = 4; 2 - W = 10 m/s, n = 4; 3 - W = 10 m/s, n = 5; 4 - W = 20 m/s, n = 4; 5 -  W = 20 m/s, n = 5. 
odC
 
 
     The answer to this question was found in (Polnikov et al, 2003) where the calculation of 
values of  were executed with the use of the DBL-model described earlier in subsection 4.4.  
Results of these calculations for different values of wave age, А, and different laws for the 
spectrum tail fall of the kind of (7.10) are presented in Fig. 14.   
dC
     Analysis of the results shown in Fig. 14  permits to draw the following conclusions. 
1) The scattering of friction coefficient values is secured by the physics of wind-wave 
interaction process. The value of  is determined not only by the local wind speed, W, 
and the current value of wave age, А, but by the shape of tail of 2D-spectrum for wind 
dC
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waves, ),( θσS , too. That explains the wide range for variability of , realizing in 
experimental observations.  
2) When the falling laws for the spectrum tail are faster than fifth order in frequency, one may 
expect the decreasing  with decreasing the value of А. This effect is frequently observed 
in experiments (for references, see  Polnikov et al, 2003). But for a more weak dependence 
of the spectrum tail on frequency, it is probable a slow increasing the value of  in the 
course of wave development, which can finish itself by fixing the final value of coefficient, 
growing with the growth of wind speed, W. Consequently, to distinguish the real 
dependencies (A, u*) , it needs to know (or to calculate) the high frequency tail for 2-D 
wind wave spectrum, the shape of which is determined by numerous factors including an 
impact of the surface currents, as well. 
dC
dC
3) A simple regression dependence of  on parameters of the system considered, alike W 
and A, frequently used in the wave modeling practice (including WAM and WW), is the 
too rough approximation. Such a kind dependence should be determined by means of the 
DBL-model, i.e. by means of more elaborated wind wave models (of fourth generation). 
dC
     Thus, taking into account that the main parameters for a wind profile in the ABL (see 
formulas 4.28) are calculated with the model of DBL (i.e. without attracting the hypotheses of 
logarithmic wind profile), one may state that just the presence of the DBL-block in a model leads 
to appearance a new quality of the latter. This new quality permits to solve the applied tasks for 
wave forecast and atmosphere circulation with more accuracy and completeness. 
    To the completeness of consideration, we say several words about redistribution of turbulent 
and wave components of the vertical momentum flux in the ABL. Numerical estimations of the 
profile wτ (z), made with the DBL-model said above, show that at the mean air-sea surface, the 
ratio of components tτ  and wτ  of the total momentum flux, τ , has a meaning of the following 
order 
 
)0(
)0(
w
t
τ
τ ≅ 0.5 – 0.6  ,         (7.11) 
where the value z = 0 means a mean level of the waving surface. Such a kind redistribution for 
the components of τ  leads to a disturbance of the standard logarithmic profile for wind speed, 
which depends on the wave state. By other words, the use of the standard logarithmic profile for 
wind speed and estimation of the roughness height  with formula (4.28) is the rough 
approximation to the real situation. Consideration of this issue in more details needs a separate 
research. 
0z
     7.2.2. Estimation of acoustic noise intensity dependence on the wind speed.  
     One of important practical task is an estimation of acoustic noise level produced by the air 
bubbles origin in the WUL due to wave crests breaking.  In particular, it is very desirable to 
know the dependence of bubble noise intensity on the wind speed.  
     Estimation of relative integral rate of wave energy dissipation, DRE , defined by 
          (7.12) 
dC
d
pE EfD /=
C
RED
permits to give a theoretical solution of the question posed. Here,  DE is the integral rate of 
dissipation given by (7.7), E is the total wave energy (7.4), and fp is the peak frequency. In 
Polnikov(2009) such estimations were done in a series of simplest cases. It was found that 
typical value of DRE is of the order of 
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 DRE ≈ 0,001  ,         (7.13) 
what leads to the following solution of the problem posed. 
     Let us rewrite the formulas derived in Tkalich&Chan(2002), where the physical model for 
acoustic noise of the bubble layer in WUL was constructed. In this paper, it is shown that under 
certain assumptions, the intensity of bubble noise, Ia , is described by the ratio 
  ,       (7.14) 20 )/(),(
−⋅= ffHWRCI rSTa
where CT is the theoretical coefficient,  is the radius of bubble cloud as a function of 
the local wind speed, W, and significant wave height, ;  is the non-dimensional 
frequency for the bubble acoustic oscillations, depending on a structure of the cloud. Further it is 
significant only that Ia is linearly dependent on the cloud radius, R(W), the value of which 
contains a whole information about the wind speed determining the dependence sought. 
),( SHWR
SH
2
0 )/( rff
     In Tkalich&Chan(2002), it was shown that the radius value, , is linearly dependent 
on the rate of wave energy dissipation in accordance with the ratio 
),( SHWR
 
Bh
DccHWR EbS t),( =  .        (7.15) 
Here DE is the rate of energy income into the WUL due to wave energy dissipation, 
 is the empirical coefficient defining the fraction of value for DE spent to the 
bubble cloud origin,  0.5 is the fraction of DE spent to the turbulence production in the 
WUL. B is the void fraction, and h is the characteristic depth of the bubble cloud (mass center). 
Values of  and B are determined from experimental observations, and the value of  can be 
estimated theoretically with the physical models of DBL, discussed above in Sec. 3. Further we 
will suppose that the values mentioned have a weak dependence on wind. In such a case, the 
sought dependence takes the kind,
)5.03.0(~ −bc
bc
tc ≈
tc
)(WIa ∝ )(WR , so it can be determined on the basis of 
calculation for  and on physical models describing the dependence .  )(WDE )(Wh
    According to definition (7.12), the dependence  can be found from calculations for 
the magnitude E(W) and from tabulated rate of the non-dimensional dissipation for wave energy, 
DRE(W). In general case, for the wind field prescribed, this task is solved by means of numerical 
simulation a wind wave spectrum evolution at the fixed point in the basin under consideration. 
But in the simplest case of constant and homogeneous wind field, the sought dependences can be 
obtained with the use of result (7.13) and well known empirical dependences of 
)(WDE
)(~ WE  for the 
fully developed sea, (6.4), (6.5). 
Let us consider the fully developed sea. In such a case, with the account of ratios (7.12) and 
(7.13), one may write 
   = 0.001 .        (7.16) )(WDE )()( WfWE pw
As far as for the fully developed sea, dependences  and  are given by the well 
known ratios (6.4), (6.5), we have 
)(WEw )(Wf p
          (7.17) 243103 gWEw
−⋅≈
and 
 π2/Wgf p ≈ .         (7.18) 
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Then, under the assumption of the lack of dependence , for the acoustic noise intensity due 
to bubbles we have 
)(WB
 .         (7.19) )(/)( 3 WhWWIa ∝
 Thus, in the case considered, the final result is determined by the model for a depth of the 
bubbles cloud center, h(W) . There are possible the following cases here.     
     I. In the case of weak wave sea, the assumption that h = const is quite reasonable, due to small 
dependence of any mechanical parameters for WUL on the wind (including the bubble cloud 
deepening). In such a case, the dependence  is determined by the ratio )(WIa
 Ia .          (7.20) 3~ W
     II. In the case of rather visible waves which are far from their extreme development, it is 
widely used the following empirical formula (see Tkalich&Chan, 2002) 
 h ≈ 0.35HS  ,         (7.21) 
where HS is the significant wave height. With the account of definition HS =1,4(E)1/2, the sought 
dependence (7.19) takes the kind 
 Ia W~ .          (7.22) 
III. And finally, in the case of high winds and fully developed sea, it is more reasonable to put 
that the bubble cloud depth is linearly related to the radius of the cloud, i.e. . Under such 
an assumption and with the account of ratios (7.16)-(7.18), the solution of equation (7.15) reads   
Rh ∝
 .          (7.23) 2/3)( WWh ∝
Consequently, in this case, the sought dependence takes the kind 
 Ia .          (7.24) 2/3~ W
     It is interesting to note that all three types of dependences , i.e. formulas (7.20), (7.22) 
and (7.24), do well correspond to generalized observation data presented in Tab. 5, which is  
)(WIa
Table 5. 
Empirical estimations for dependence . )(WIa
 
taken from paper Tkalich&Chan(2002). It means that the physical assumptions, used above for 
constructions the models of wind sea and WUL, are fairly adequate to the real processes, and the 
models themselves can be widely used for solution of practical tasks. Certainly, the solution of 
acoustic noise problem is still far from its completion. Nevertheless, the main step in this 
direction has been already done. And it lies in the topic of construction the DBL-model based on 
the energy and momentum balance established above for the system containing wind, waves, and 
upper water layer. 
     7.2.3. Intermediate conclusion 
 Wind speed (m/s) Dependence  )(WIa Wave state 
I 5<W<10 
~  ⎭⎬
⎫
⎩⎨
⎧
+ 1.5-0.463W
0.049W-0.004W 23 Gravity-capillary 
and 
developing waves 
II 10<W<15 
III W>15 ~W1.5 Fully developed sea 
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     Considerations, presented above, permit to look at the whole problem of small-scale and 
large-scale circulation in atmosphere and upper ocean from the new point of view. Really, up to 
the present, in the frame of commonly used approximations of geophysical hydrodynamics, 
solution of the circulation tasks was being executed without account of the waving surface state 
(Pedloskii, 1984). In such an approach the water surface was considered as an undisturbed one 
(hard cover approximation), and the momentum transfer from wind into WUL was 
unequivocally determined by the local wind. On the basis of the said above about the role of 
wind waves in dynamics of the air-sea interface, the commonly used approach should be 
radically sophisticated by means of account of the wave state, basing on numerical models 
including the proper blocks for dynamic ABL and WUL.  
     A general scheme of the energy and momentum fluxes redistribution in the dynamical system 
of air-sea interface is presented in Fig. 13. In the frame of this scheme, there is a fairly certain 
clarity for the wind wave model itself and for DBL-block: there are certain versions of them. 
Naturally, some details of these models can be sophisticated during their verification, but the 
principal approach will not get radical changes.  
     About the model of DBL there is not such a clarity. In particular, there is not any estimation 
for the fractions of energy and momentum fluxes, going from waving surface to the drift currents 
and turbulence in the WUL. It needs strong efforts to specify a model of DUL, permitting to 
close the task of fluxes redistribution and to approach to solution of the circulation task. A series 
of studies in this direction have been already done (Ardhuin et al., 2004; Fomin& Cherkesov, 
2006). And this fact gives a basis to expect an appearance nearest time of new wind wave 
models installed with the DBL-block. 
     In relation to the said, it becomes possible to formulate the following sophistication of the 
present classification for wind wave models, started in (The SWAMP group, 1985).  
     As it is well recognized in the world practice, the models of the third generation are ones 
which calculate a full 2-D wind wave spectrum, ),( θσS , and have source functions operating 
with no limits for the wave spectrum shape (mainly, this request touches a parameterization for 
the term NL, see, The SWAMP group, 1985). WAM and WW are the most widely used 
representatives of the models of third generation.  
     The model of the next generation should have new quality. Such a kind model can be one 
which is installed with a special DBL-block, permitting to describe a dynamic fitting of the 
atmospheric boundary layer to the state of wind sea, including calculation of the wind profile 
without attracting the hypotheses of the logarithmic friction law. The model of such a level can 
be named as the model of forth generation.  
Up to date versions of models WAM and WW, in which the friction velocity is calculated and 
dynamics of ABL takes place, nevertheless, use the hypotheses of logarithmic ABL and some 
few-parametric representations for dependences of ABL’s parameters on the wave state’s ones. 
Consequently, they do not meet the request formulated for the forth generation model. But the 
model described in paper (Polnikov, 2005) does meet the request formulated above. 
     Following to this logics, one may state that the model installed with the block of DUL, 
permitting to describe dynamics of the water upper layer (the coefficients of turbulent mixing 
and drift currents, at least), without attraction of few-parametric dependences of them on wind 
and wave age, will have additional, new quality. Therefore, such a model, installed with the 
block of DUL, can be classified as the model of fifth generation.  
     With the account of the said, the classification of wind wave models does get its logical 
completeness from the theoretical point of view. It is only left to realize the whole chain of 
models in the practice. A completeness of this chain can be considered as one of the most 
important theoretical and practical task in the problem of joint description for atmosphere and 
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ocean circulation at the synoptic scales. We suppose that the model based on results of Polnikov 
(2005) can serve as a basis of the task solution. 
 
7.3. Using wind wave models for studying long-term mechanical energy exchange  
        in the system: wind-wave-upper ocean  
    As an example of alternative application of modern wind wave model, let us consider the 
following possible project with the conditional title “Wind and wave climate study in Atlantic 
ocean, based on numerical simulations with a modern model of the third generation”. 
7.3.1. The main tasks 
     On the basis of the hind-casting numerical simulations for the 20-years period (1990-
2010yy), with the aim of wind and wave climate variability, the following tasks could be done. 
1. Calculation and tabulation of the seasonal statistics for wind and wave mechanical energy 
accumulated in the atmosphere and ocean for 5 regions of Atlantic ocean6. 
2. Annual and seasonal statistics (histograms) of the maximum values of remarkable wave 
heights (with the threshold  > 3m) in 5 regions of the Atlantic. sH
3. Determination of the spatial and temporal distribution of local domains with the extreme 
wave heights (  > 10m) in 5 regions of the Atlantic. sH
4. Annual and seasonal statistics of durations of the extreme waves (with the threshold  > 
15 m) for 5 different regions of the Atlantic. 
sH
5. Making electronic maps of wave heights distributions for the extraordinary events in the 
whole Atlantic (i.e. wind speed is more 30 m/s, or wave heights are of  > 15m). sH
7.3.2. Method of study 
   Having a modern wind wave model (for example, WAM with the optimized source function, 
as it was done in  Polnikov et al, 2008), one could make numerical simulations of wave evolution 
in the whole Atlantic Ocean for the period of 20 years, to get a good statistics of waves. The 
proper wind field data are available for us on the space grid 10x10 with the time discrete of 3h.  
     Method of the wave climate study includes the following actions. 
A.  One makes a spatial partition of the whole Atlantic into 5 parts having, for example, the 
following boundaries: (X- longitudes, Y – latitudes) 
1. Western part of the North Atlantic (WNA):  100W < X <  40W,   20N < Y < 78N; 
2. Eastern part of the North Atlantic (ENA):     40W  <  X < 20E,  20N < Y < 78N; 
3. Tropical part of the Atlantic (TA):     100W < X < 20 E, 20S <  Y < 20N; 
4. Western part of the South Atlantic (WSA):  100W < X <  40W,   78S <  Y < 20S; 
5. Eastern part of the South Atlantic (ESA):     40W  <  X < 20E,  78S <  Y < 20S. 
B.  One introduces 3 reference values of significant wave height, , which distinguish 
description of different meteorological events: 
sH
• Ordinary waves heights (with  > 3m); sH
                                                            
6 Partition means fixing the numbers of events in the following 5 regions: Western part of North Atlantic, 
Eastern  part  of North  Atlantic,  Tropical  (near‐equatorial)  part  of  Atlantic, Western  part  of  Southern 
Atlantic, and Eastern part of Southern Atlantic. 
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• Extreme wave heights (  > 10m); sH
• Extraordinary wave heights (  > 15m). sH
     C.  In each region of the Atlantics, description of the following events is of interest: 
 a) Distribution in space and time of the mechanical energy accumulated in atmosphere,
, (wind) and in ocean, , (wind waves) (task 1).   )(tEA )(tEw
     Atmosphere energy time history, , is calculated by the formula )(tEA
 3,
, ,
( ) ( )
2
a
A i
i j n
j n nE t S W t t
ρ= Δ Δ∑         (7.25) 
where aρ is the air density, and  is the wind at the standard horizon (z = 10m) and at each 
space-time grid points, (i,j) and time moment tn. Each term under the sum in (7.25) is the density 
of the kinetic energy flux over a unit of the surface, 
)(, tW ji
SΔ . 
     Wind waves energy analog is calculated by the formula 
 ∑Δ=
ji
ji
w
w tH
gStE
,
2
, )(16
)( ρ         (7.26) 
where wρ  is the water density. Each term under the sum in (7.26) is the density of the 
mechanical energy of waves over unit of the surface. 
    In addition to the said, it is very interesting to calculate a corresponding distribution in space 
and time of the rate of mechanical energy input into waves from wind, , and  the 
mechanical energy dissipated by wind waves, . These values are calculated by the use 
of the proper source function terms, In and Dis, applied in the model under consideration.  
),( TRI w
),( TRDw
    Proper formulas are as follows 
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,, ),,,(),( θθθω     (7.28) 
with the evident sense of notations. Necessity to separate calculation of the mechanical energy 
input , in addition to atmospheric and wave energy distributions,  and 
, is provided by the fact that not all the energy , supplied by the wind to waves, 
is got, as far as a some part of it is dissipated by waves into the water upper layer.  
),( TRI w
), t
),( TREA
(REw ),( TRI w
     Calculation of the dissipated energy, , is interesting to check the balance of the kind ),( TRDw
 B ={ - - ) }       (7.29) ),( TRI w ) ,( tREw,( TRDw
Positive sing of the magnitude B means a presence of a wave energy divergence for the region 
considered (due to a wave energy advection), but the negative sing does convergence. For the 
whole world ocean (or a large-scale space) the total balance B should be close to zero. One of the 
points of interest is to check this fact. 
     Study of these values is important for understanding of the mechanical energy exchange 
between atmosphere and ocean and their climate variability. 20-years historical series of such 
values could be needed for estimation of the wave climate variability in time and space. 
b) Statistics of the maximum waves. It includes seasonal, annual and total (20-years) 
histogram of the maximum wave heights, obtained by simulations of wave evolution for 20 years 
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(task 2). This information is important for understanding a regional distribution of wind waves 
by their strength.  
 c) Registration of domains with the extreme waves in each region of the Atlantic, and 
making comparison the numbers of events among the regions (task 3). This information is 
important for determination of the most dangerous region in the Atlantic. 
 d) Registration of the extreme wave’s duration in the regions (task 3). This information 
gives more details of the previous study (task 4). It is important for evaluation of the time 
variability of the extreme events. 
 e) Making the atlas of maps and seasonal-annual statistics of the extraordinary waves 
(number of the events in each region) (task 5).  This is important for understating of the 
extraordinary events distribution among regions for the long period. There is no map of such a 
kind, and for this reason they are of great scientific and practical interest.  
    The said above does clarify the purpose and the method of executing the project proposed. We 
sure that the work drafty described in this subsection will be very fruitful in many aspects. 
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