Abstract
Introduction
Tracking of multiple moving targets in the presence of clutter has significance in surveillance, navigation and military application. Various approaches have been proposed for multitarget tracking [12] . The performance of a tracking algorithm depends on the data association method used for measurement to track assignment and the model selected to track the movement of a target. The performance of the nearest neighbor (NN) based data association method degrades in a dense clutter environment. To avoid an uncertainty about the origin of a measurement, joint probabilistic data association filter (JPDAF), multiple hypotheses tracking (MHT) have been developed [12] . In both these cases the complexity of algorithm increases with increase in the number of measurements and the number of targets. Maximum-likelihood approach and PMHT algorithm have been proposed in [1, 7] , which reduces the complexity. PMHT treats the data association as an incomplete data problem [3] . The PMHT algorithm proposed in [7] operates in batch mode and it is not possible to track arbitrary trajectory. PMHT algorithm based on homothetic target models is presented in [5] for maneuvering target tracking. But it does not incorporate different models for target dynamics. Various versions of the PMHT algorithm have been proposed in [4] . In the case of augmented multi model PMHT, both measurement association and target association are treated as missing data, which increases the complexity of the algorithm as it requires to explore all the possible configuration of measurement association and target association. Model selection is another problem with target tracking. Using a single type of filter, it is not possible to track an arbitrary trajectory. IMM filtering [2, 11] have been used successfully to track maneuvering and non-maneuvering target simultaneously.
We propose a sequential PMHT algorithm using IMM, namely IMM-PMHT algorithm. Inclusion of IMM enables to track any arbitrary trajectory and PMHT helps to avoid the uncertainty about the measurement origin. In our approach, only validated measurements are used to calculate the measurement centroid. It reduces the complexity of the algorithm. For IMM, model probability is to be calculated, which is based on likelihood of the observation and hence, needs an assignment of an observation to a target. Earlier IMM-NN and IMM-PDAF [6, 9] have been used for data assignment. NN assigns one of the observation to a track based on minimum error measure (innovations) for IMM filtering. In IMM-PDAF, it avoids the uncertainty about the origin of the observation by using average innovations with respect to all observation, but it requires the calculation of the probability of all the feasible events, which is time consuming. In our proposed method IMM-PMHT, we overcome both these problems by using PMHT approach to calculate the centroid of the measurements. This centroid is used to update the target's state and to evaluate model probabilities. It is important to note that it does not assign any particular observation to a track.
Proposed IMM-PMHT Algorithm
In this section, the problem is described in multimodel frame work to track arbitrary trajectories of multiple point targets. The algorithm is divided into two major steps. In the first step, for each target, using probabilistic hypotheses tracking (PHT), which is based on PMHT algorithm [7] , the centroid of the current observation set is calculated. The centroid of the observations is used to evaluate model likelihood and to update the state for each model. It is followed by an IMM step, which updates the combined state estimate, model probability, and predicts the state for the next time instant for each model. It is assumed that the target tracks are independent of each other. From one time instant to another time instant, from measurement to measurement and from assignment to assignment independence is assumed. With these assumptions, same algorithm can be used with only current set of measurements. It reduces the complexity of algorithm, as it avoids smoothing of state in batch mode and hence, all calculations are restricted to current time instant only.
Let, Z and X denote the observation process and the state process respectively. Z t is a set of all observation set for time 1 ≤ t, where t is current time. Z(t) and X(t) represents the realization of observation process and state process at time t. At time t, a vector of measurements is received,
where m t represents the number of measurements received. Similarly,
Here, N t is the total number of targets at time instant t and
is the state estimate of target s due to model m at time t, where 1 ≤ m ≤ M . M is the total number of models used to track that target. To overcome the uncertainty about the measurement origin, an assignment process K is used and K t is a set of all its realization for time t ≥ 1. Its realization at time t is denoted by,
where K(t) is an assignment vector and each element of vector k j (t) = s indicates that target s produces measurement j at time t. The measurement to track assignment probability Π at time t is given by,
Here, π t (s) indicates the probability that a measurement originates from the target s. This probability is independent of the measurement, i.e.,
It is assumed that one measurement originates from one target or clutter, which leads to following constraint on assignment probabilities,
Each element of assignment vector K(t) is independent, then the probability of the associated event is
Finally, let the parameter vector be defined as,
Probabilistic Hypotheses Tracking (PHT) Step
The assignment vector is treated as a missing data and the observation vector as incomplete data and these together form a complete data set Y = (Z, K). With the incomplete data formulation, EM algorithm [10] is preferred in obtaining the solution for maximum likelihood (ML) estimate or maximum a posterior (MAP) estimate of the target state. It consists of two steps, E-step and M-step. E-step evaluates the expectation of log-likelihood of complete data using current assignment probability and current state estimate of target. It estimates assignment probability as a by-product. This estimate is used in M-step, which estimate state of the target by maximizing the log-likelihood functional obtained in E-step.
The estimate of O = (X ; Π) is given by Bayes' rule
is a normalizing term and using independence assumption for assignment vector from one time instant to another leads to,
The previous estimate can be used as apriori knowledge. Then MAP estimate of O is given bŷ
Two iterative steps are used to evaluate (2) and the description of the same follows.
Expectation (E -Step)
Here, the expectation of the log-likelihood of the completed data is evaluated. Basically, it is an evolution of conditional expectation of K(t) given, observation set Z(t) and estimated value of O at p-th iteration,Ô (p) .
Q(O|Ô
Independence assumption for each measurement and assignment gives,
Substituting (1) and summing over all possible configurations of k(t), (5) can be rewritten as,
where
Here, w tj (s) represents assignment weights for measurement j and target s and it is defined as,
Maximization -(M Step)
Using previous estimate of the state as apriori and functional obtained in E-step, the estimate of the state is obtained by maximizinĝ
with respect to π(s) and Φ(s), s = 1, . . . , N t respectively. The value of Q(O|Ô (p) ) can be substituted from (6) and second term of (8) can be written as, 
p((X(t); Π(t))|X(t−1)) =
where v t represents process noise having covariance Q p . The measurement z j (t) is given by
where w t is an observation noise, assumed to be Gaussian having covariance R.
IMM-PMHT Algorithm

Figure 1. IMM-PMHT Algorithm for two model
Description of the proposed IMM-PMHT algorithm follows. As the current set of measurement Z(t) becomes available, following two steps are performed at time instant t. The measurement set Z(t) is validated using combined state prediction Φ t|t−1 for a given target. PHT step is evaluated for each target, and for each model of a given target sequentially. After completion of PHT step for each target IMM step is executed. i. Calculate the assignment weights for each measurement j = 1, . . . , m t for each target i = 1, . . . , N t using (7).
ii. Calculate the assignment probabilities for target s using (10).
iii. Calculate the centroid of measurements (Effective measurement):
(13) iv. Calculate the effective observation noise covariance matrix:
v. Measurement Updatẽ 
(b) Combined measurement update : i. Model-conditional initialization (mixing)
(d) Overall Target Time Update:
The transition probability is initialized as below:
and initial model probability is set to: µ = {0.5 0.5}
Simulation results
Synthetic IR images were generated using real time temperature data [8] . For simulation, the generated frame size is 1024 × 256 and with a large target movement of ±20 pixels per frame. Maneuvering trajectories are generated using B-Spline function. It is quite important to note that these generated trajectories do not follow any specific model. In our simulation, we have used constant acceleration (CA) and Singers' maneuver model (SMM) for IMM. Using the proposed approach, abbreviated as IMM-PMHT, mean error in position are depicted in Table A and B. Table A compares the results obtained using PMHT with only CA (CA-PMHT) and only SMM (SMM-PMHT) for different trajectories in different infrared image sequences. We have also tested the proposed algorithm to track multiple point target in image sequences with different clutter levels. For example, 0.02% clutter level in an image frame represents 0.02% number of pixels of the total pixels in an image are noisy. 'Traj.' indicates trajectory number in an image sequence. In Table A IMM-PMHT represents combined mean error in a position.
For sequences ir49 and ir50 in Table A , mean error in position using SMM-PMHT approach is less compared to that of using IMM-PMHT approach. Such a result is expected because it is likely that a particular model fits the trajectory. For sequences ir44, ir45 and ir50 in Table A and ir44, ir49  and ir50 in Table B with different clutter level, only IMM-PMHT method is able to track both the trajectories simultaneously. Therefore, in a scenario where there is no apriori information available about the model for a trajectory, the most preferable approach is IMM-PMHT. Figures 2-5 , the real trajectory is shown with a solid line, whereas predicted trajectory is shown using a dotted line. Figure 2 represent the trajectories tracked in infrared(IR) image sequence using one particular type of model, i.e. SMM. It shows a crossover of trajectories and fails to track the targets. Similarly, using only SMM a crossover of trajectories occurs for ir45 clips (Figure is not shown due to space limit). Figure 3 depicts the failure of CA model to track a target. But our proposed method is able to track the target for these IR clips. For ir44 clip, tracked trajectory using IMM-PMHT approach is shown in Figure 4 . Figure 5 presents a result for target tracking for ir50 clip in the presence of clutter using the proposed method. It is important to note that for the same IR clips both CA-PMHT and SMM-PMHT fail to track the targets simultaneously. Figure 6 -(a) shows model probability of individual models for target 1 in ir44 sequence. Actually, it depicts the likelihood of a model for a given target and it matches with the result obtained for ir44 sequence in Figure 2 , where SMM model fails to track the targets. Figure 6 -(b) represent the variation with time in the likelihood of a model and consecutively, the model probability, for target 2 for the sequence ir50 with 0.03% clutterr. These results lead to a conclusion that using our proposed IMM-PMHT algorithm it is possible to track arbitrary trajectories.
Conclusion
From the simulation results, it is concluded that the proposed method IMM-PMHT with the inclusion of IMM based on only two filters, namely, CA and SMM, performs very well. The proposed approach is able to track an arbitrary trajectory where single type of filter fails in the presence of the dense clutter and without using any apriori information about the target dynamics. 
