In this paper, we show how a complete and exact Bayesian analysis of a parametric mixture model is possible in some cases when components of the mixture are taken from exponential families and when conjugate priors are used. This restricted set-up allows us to show the relevance of the Bayesian approach as well as to exhibit the limitations of a complete analysis, namely that it is impossible to conduct this analysis when the sample size is too large, when the data are not from an exponential family, or when priors that are more complex than conjugate priors are used.
Introduction
As a warning to the reader, we want to stress from the beginning that this paper is mostly a formal exercise: to understand how the Bayesian analysis of a mixture model unravels and automatically exploits the missing data structure of the model is crucial for grasping the details of simulation methods (not covered in this paper, see, e.g., Robert and Casella 2004, Lee et al. 2009 ) that take full advantage of the missing structures. It also allows for a comparison between exact and approximate techniques when the former are available. While the relevant references are pointed out in due time, we note here that our paper builds upon the foundational paper of Fearnhead (2005) .
We thus assume that a sample x = (x 1 , . . . , x n ) from the mixture model
is available, where θ · R(x) denotes the scalar product between the vectors θ and R(x). We are selecting on purpose the natural representation of an exponential family (see, e.g. Robert, 2001 , Chapter 3), in order to facilitate the subsequent derivation of the posterior distribution. When the components of the mixture are Poisson P(λ i ) distributions, if we define θ i = log λ i , the Poisson distribution indeed is written as a natural exponential family:
For a mixture of multinomial distributions M(m; q i1 , . . . , q iv ), the natural representation is given by f (x|θ i ) = (m!/x 1 ! · · · x v !) exp (x 1 log q i1 + · · · + x v log q iv ) and the overall (natural) parameter is thus θ i = (log q i1 , . . . , log q iv ).
In the normal N (µ i , σ 2 i ) case, the derivation is more delicate when both parameters are unknown since f (x|θ i ) = 1
In this particular setting, the natural parameterisation is in θ i = (µ i /σ 2 i , 1/σ 2 i ) while the statistic R(x) = (x, −x 2 /2) is two-dimensional. The moment cumulant function is then Ψ(θ) = θ 2 1 /θ 2 .
2 Formal derivation of the posterior distribution
Locally conjugate priors
As described in the standard literature on mixture estimation (Dempster et al., 1977 , MacLachlan and Peel, 2000 , Frühwirth-Schnatter, 2006 , the missing variable decomposition of a mixture likelihood associates each observation in the sample with one of the k components of the mixture (1), i.e.
Given the component allocations z, we end up with a cluster of (sub)samples from different distributions from the same exponential family. Priors customarily used for the analysis of these exponential families can therefore be extended to the mixtures as well. While conjugate priors do not formally exist for mixtures of exponential families, we will define locally conjugate priors as priors that are conjugate for the completed distribution, that is, for the likelihood associated with both the observations and the missing data z. This amounts to taking regular conjugate priors for the parameters of the different components and a conjugate Dirichlet prior on the weights of the mixture,
When we consider the complete likelihood
it is easily seen that we remain within an exponential family since there exists a sufficient statistic with fixed dimension, (n 1 , S 1 , . . . , n k , S k ). If we use a Dirichlet prior,
on the vector of the weights (p 1 , . . . , p k ) defined on the simplex of R k , and (generic) conjugate priors on the θ j s,
the posterior associated with the complete likelihood L c (θ, p|x, z) is then of the same family as the prior:
the parameters of the prior are transformed from α j to α j + n j , from s 0j to s 0j + S j and from λ j into λ j + n j . For instance, in the case of the Poisson mixture, the conjugate priors are Gamma G(a j , b j ), with corresponding posteriors (for the complete likelihood), Gamma G(a j + S j , b j + n j ) distributions, in which S j denotes the sum of the observations in the jth group.
For a mixture of multinomial distributions, M(m; q j1 , . . . , q jv ), the conjugate priors are Dirichlet D v (β j1 , . . . , β jv ) distributions, with corresponding posteriors D v (β j1 + s j1 +, . . . , β jv + s jv ), s ju denoting the number of observations from component j in group u (1 ≤ u ≤ v), with u s jv = n j m.
In the normal mixture case, the standard conjugate priors are products of normal and inverse gamma distributions, i.e.
Indeed, the corresponding posterior is
, where n j x j is the sum of the observations allocated to component j and n jσ 2 j is the sum of the squares of the differences from x j for the same group (with the convention that n jσ 2 j = 0 when n j = 0).
True posterior distributions
These straightforward derivations do not correspond to the observed likelihood, but to the completed likelihood. While this may be enough for some simulation methods like Gibbs sampling (see, e.g. Robert, 1990, 1994) , we need further developments for obtaining the true posterior distribution.
If we now consider the observed likelihood, it is natural to expand this likelihood as a sum of completed likelihoods over all possible configurations of the partition space of allocations, that is, a sum over k n terms. Except in the very few cases that are processed below, including Poisson and multinomial mixtures (see Section 2.3), this sum does not simplify into a smaller number of terms because there exists no summary statistics. From a Bayesian point of view, the complexity of the model is therefore truly of magnitude O(k n ).
The observed likelihood is thus
(with the dependence of (n j , S j ) upon z omitted for notational purposes) and the associated posterior is, up to a constant,
where ω(z) is the normalising constant missing in
The posterior z ω(z) π(θ, p|x, z) is therefore a mixture of conjugate posteriors where the parameters of the components as well as the weights can be computed in closed form! The availability of the posterior does not mean that alternative estimates like MAP and MMAP estimates can be computed easily. However, this is a useful closed form result in the sense that moments can be computed exactly: for instance, if there is no label switching problem (Stephens, 2000b , Jasra et al., 2005 and, if the posterior mean is producing meaningful estimates, we have that
since, for each allocation vector z, we are in an exponential family set-up where the posterior mean of the expectation Ψ(θ) of R(x) is available in closed form. (Obviously, the posterior mean only makes sense as an estimate for very discriminative priors; see Jasra et al. 2005.) Similarly, estimates of the weights p j are given by
where α · = j α j . Therefore, the only computational effort required is the summation over all partitions. This decomposition further allows for a closed form expression of the marginal distributions of the various parameters of the mixture. For instance, the (marginal) posterior distribution of θ i is given by
(Note that, when the hyperparameters α j , s 0j , and n j are independent of j, this posterior distribution is independent of j.) Similarly, the posterior distribution of the vector (p 1 , . . . , p k ) is equal to
If k is small and n is large, and when all hyperparameters are equal, the posterior should then have k spikes or peaks, due to the label switching / lack of identifiability phenomenon. We will now proceed through standard examples.
Poisson mixture
In the case of a two component Poisson mixture,
let us assume a uniform prior on p (i.e. α 1 = α 2 = 1) and exponential priors Exp(1) and Exp(1/10) on λ 1 and λ 2 , respectively. (The scales are chosen to be fairly different for the purpose of illustration. In a realistic setting, it would be sensible either to set those scales in terms of the scale of the problem, if known, or to estimate the global scale following the procedure of Mengersen and Robert 1996 .) The normalising constant is then equal to
with s 01 = 1 and s 02 = 10, and the corresponding posterior is (up to the normalisation of the weights)
with π(θ, p|x, z)) corresponding to a Beta Be(1 + n j , 1 + N − n j ) distribution on p and to a Gamma Ga(S j + 1, s 0j + n j ) distribution on λ j (j = 1, 2). An important feature of this example is that the sum does not need to involve all of the 2 n terms, simply because the individual terms in the previous sum factorise in (n 1 , n 2 , S 1 , S 2 ), which then acts like a local sufficient statistic. Since n 2 = n − n 1 and S 2 = x i − S 1 , the posterior only requires as many distinct terms as there are distinct values of the pair (n 1 , S 1 ) in the completed sample. For instance, if the sample is (0, 0, 0, 1, 2, 2, 4), the distinct values of the pair (n 1 , S 1 ) are (0, 0), (1, 0), (1, 1), (1, 2), (1, 4), (2, 0), (2, 1), (2, 2), (2, 3), (2, 4), (2, 5), (2, 6), . . . , (6, 5), (6, 7), (6, 8), (7, 9). There are therefore 41 distinct terms in the posterior, rather than 2 8 = 256.
The problem of computing the number (or cardinality) µ n (n 1 , S 1 ) of terms in the k n sum with the same statistic (n 1 , S 1 ) has been tackled by Fearnhead (2005) in that he proposes a recursive formula for computing µ(n 1 , S 1 ) in an efficient way, as expressed below for a k component mixture:
Theorem 1: (Fearnhead, 2005 ) If e j denotes the vector of length k made up of zeros everywhere except at component j where it is equal to one, if n = (n 1 , . . . , n k ) , n − e j = (n 1 , . . . , n j − 1, . . . , n k ) , and ye j = (0, . . . , y, . . . , 0) , then µ 1 (e j , ye j ) = 1 and µ n (n, s) = k j=1 µ n−1 (n − e j , s − y n e j ).
Therefore, once the µ n (n, s) are all computed, the posterior can be written as
up to a constant, since the complete likelihood posterior only depends on the sufficient statistic (n 1 , S 1 ). Now, the closed-form expression allows for a straightforward representation of the marginals. For instance, the marginal in λ 1 is given by
up to a constant, while the marginal in λ 2 is
2 exp{−(n 2 + 10)λ 2 }/n 2 ! again up to a constant, and the marginal in p is
still up to a constant, if S denotes the sum of all observations. As pointed out above, another interesting outcome of this closed-form representation is that marginal likelihoods (or evidences) can also be computed in closed form. The marginal distribution of x is directly related to the unormalised weights ω(z) = ω(n 1 , S 1 ) in that
up to the product of factorials 1/y 1 ! · · · y n ! (but this is irrelevant in the computation of the Bayes factor). In practice, the derivation of the cardinalities µ n (n 1 , S 1 ) can be done recursively as in Fearnhead (2005) : include each observation y k by updating all the µ k−1 (n 1 , S 1 , k − 1− n 1 , S 2 )s in both µ k (n 1 + 1, S 1 + y k , n 2 , S 2 ) and µ k (n 1 , S 1 , n 2 + 1, S 2 + y k ), and then check for duplicates. Below is a naïve R implementation (for reasonable efficiency, the algorithm should be programmed in a faster language like C.), where ncomp denotes the number of components: At the end of this program, all non-empty realisations of the sufficient (n 1 , S 1 ) are available in the two first columns of cardin, while the corresponding µ n (n 1 , S 1 ) is provided by the last column.
Once the µ n (n 1 , S 1 )'s are available, the corresponding weights can be added as the last column of cardin, i.e. 
(10, 0. (pepe,papar,type="l",xlab="p",ylab="",lwd=2) Now, even with this considerable reduction in the complexity of the posterior distribution (to be compared with k n ), the number of terms in the posterior still grows very fast both with n and with the number of components k, as shown through a few simulated examples in Table 1 . (The missing items in the table simply took too much time or too much memory on the local mainframe when using our R program. Fearnhead 2005 used a specific C program to overcome this difficulty with larger sample sizes.) The computational pressure also increases with the range of the data; that is, for a given value of (k, n), the number of rows in cardin is much larger when the observations are larger, as shown for instance in the first three rows of Table 1 : a simulated Poisson P(λ) sample of size 10 is primarily made up of zeros when λ = .1 but mostly takes different values when λ = 10. The impact on the number of sufficient statistics can be easily assessed when k = 4. (Note that the simulated dataset corresponding to (n, λ) = (10, 0.1) in Table 1 corresponds to a sample only made up of zeros, which explains the n + 1 = 11 values of the sufficient statistic (n 1 , S 1 ) = (n 1 , 0) when k = 2.)
An interesting comment one can make about this decomposition of the posterior distribution is that it may happen that, as already noted in Casella et al. (2004) , a small number of values of the local sufficient statistic (n 1 , S 1 ) carry most of the posterior weight. Table 2 provides some occurrences of this feature, as for instance in the case (n, λ) = (20, 10). We now turn to a minnow dataset made of 50 observations, for which we need a minimal description. As seen in Figure 1 , the datapoints take large values, which is a drawback from a computational point of view since the number of statistics to be registered is much larger than when all datapoints are small. For this reason, we can only process the mixture model with k = 2 components.
If we instead use a completely symmetric prior with identical hyperparameters for λ 1 and λ 2 , the output of the algorithm is then also symmetric in both components, as shown by Figure 2 . The modes of the marginals of λ 1 and λ 2 remain the same, nonetheless.
Multinomial mixtures
The case of a multinomial mixture can be dealt with similarly: If we have n observations n j = (n j1 , . . . , n jk ) from the mixture
where n j1 + · · · + n jk = d j and q 11 + · · · + q 1k = q 21 + · · · + q 2k = 1, the conjugate priors on the q ij s are Dirichlet distributions (i = 1, 2),
and we use once again the uniform prior on p. (A default choice for the α ij 's is α ij = 1/2.) Note that the d j s may differ from observation to observation, since they are irrelevant for the posterior distribution: given a partition z of the sample, the complete posterior is indeed
up to a normalising constant that does not depend on z.
More generally, if we consider a mixture with m components, the complete posterior is also directly available, as
once more up to a normalising constant. The corresponding normalising constant of the Dirichlet distribution being
it produces the overall weight of a given partition z as
where n i is the number of observations allocated to component i, S ij is the sum of the n ℓj s for the observations ℓ allocated to component i and
Given that the posterior distribution only depends on those "sufficient" statistics S ij and n i , the same factorisation as in the Poisson case applies, namely that we simply need to count the number of occurrences of a particular local sufficient statistic (n 1 , S 11 , . . . , S km ). The book-keeping algorithm of Fearnhead (2005) applies in this setting as well. What follows is a naïve R program translating the above:
empcomp=emp*ncomp #Matrix of sufficient statistics: #last column is number of occurrences #each series of (em+1) columns contains, first, number of allocations # and, last, sum of multinomial observations cardin=matrix (0,ncol=empcomp+1,nrow=ncomp) Therefore, the (k + 1)th column of cardin contains the sum of the d j s for the j's allocated to the first component. where dat is now a matrix with k columns.
The computation of the number of replicates of a given sufficient statistic σ = (n 1 , S 11 , . . . , n m , S 1m , . . . , S km ) , µ n (σ), is then provided by the last column of the matrix cardin. The overall weight is then computed as the product of µ n (σ) with the normalising constant (2): -1) )]]-.5),1,sum)-apply(lfactorial(colsums)+em*.5-1,1,sum)-sum(lfactorial(dat)) w=exp(w-max(w)) cardin=cbind(cardin,w)
As shown in Table 3 , once again, the reduction in the number of cases to be considered is enormous. 
Normal mixtures
For a normal mixture, the number of truly different terms in the posterior distribution is much larger than in the previous (discrete) cases, in the sense that only permutations of the members of a given partition within each term of the partition provide the same local sufficient statistics. Therefore, the number of observations that can be handled in an exact analysis is necessarily extremely limited. As mentioned in Section 2.1, the locally conjugate priors for normal mixtures are products of normal µ j |σ j ∼ N (ξ j , σ 2 j /c j ) by inverse gamma σ we can pick µ 1 |σ 1 ∼ N (0, 10σ 2 j ), µ 2 |σ 2 ∼ N (1, 10σ 2 2 ), σ −2 j ∼ G(2, 2/σ 2 0 ), if a difference of one between both means is considered likely (meaning of course that the data are previously scaled) and if σ 2 0 is the prior assumption on the variance (possibly deduced from the range of the sample). Obviously, the choice of a Gamma distribution with 2 degrees of freedom is open to discussion, as it is not without consequences on the posterior distribution.
The normalising constant of the prior distribution is (up to a true constant) K(a 1 , . . . , a k , b 1 , . . . , b k , c 1 , . . . , c k , ξ 1 , . . . ,
Indeed, the corresponding posterior is µ j |σ j ∼ N (c j ξ j + n j x j , σ 2 j /(c j + n j ) and σ −2 j ∼ G {a j + n j }/2, {b j + n jσ 2 j + (x j − ξ j ) 2 /(c −1
The number of different sufficient statistics (n j , x j ,σ 2 j ) is thus related to the number of different partitions of the dataset into at most k groups. This is related to the Bell number (Rota, 1964) , which grows extremely fast. We therefore do not pursue the example of the normal mixture any further for lack of practical purpose.
