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ABSTRACT
Automatic segmentation of the biological structures in micro-CT data is still a challenge
since the object of interest (craniofacial cartilage in our case) is commonly not charac-
terized by unique voxel intensity or sharp borders. In recent years, convolutional neural
networks (CNNs) have become exceedingly popular in many areas of computer vision.
Specifically, for biomedical image segmentation problems, U-Net architecture is widely
used. However, in the case of micro-CT data, there is a question whether 3D CNN would
not be more beneficial. The master thesis introduced CNN architecture based on V-Net
as well as the methodology for data preprocessing and postprocessing. The baseline
architecture was further optimized using advanced architectural modifications such as
Atrous Spatial Pyramid Pooling (ASPP) module, Scaled Exponential Linear Unit (SELU)
activation function, multi-output supervision and Dense blocks. For network learning,
modern approaches were used including learning rate warmup or AdamW optimizer.
Even though the 3D CNN do not outperform U-Net regarding the craniofacial carti-
lage segmentation, the optimization raises the median of Dice coefficient from 69.74 %
to 80.01 %. Therefore, utilizing these advanced architectural modifications is highly en-
couraged as they can be easily added to any U-Net-like architecture and may remarkably
improve the results.
KEYWORDS
convolutional neural networks, X-ray micro computed tomography, image segmentation,
cartilaginous tissue, V-Net
ABSTRAKT
Automatická segmentace biologických struktur v mikro-CT datech je stále výzvou, pro-
tože často objekt zájmu (v našem případě obličejová chrupavka) není charakterizovaný
unikátním jasem či ostrými hranicemi. V posledních letech se konvoluční neuronové sítě
(CNNs) staly mimořádně populárními v mnoha oblastech počítačového vidění. Konkrétně
pro segmentaci biomedicínských obrazů je široce používaná architektura U-Net. Nicméně
v případě mikro-CT dat vyvstává otázka, zda by nebylo výhodnější použít 3D CNN. Di-
plomová práce navrhla CNN architekturu založenou na síti V-Net včetně metodologie
pro předzpracování a postprocessing dat. Základní architektura byla dále optimalizována
pomocí pokročilých architektonických modifikací jako jsou pyramidální modul dilatova-
ných konvolucí (ASPP modul), škálovatelná exponenciálně-lineární jednotka (SELU akti-
vační funkce), víceúrovňová kontrola učení (multi-output supervision) či bloky s hustými
propojeními (Dense blocks). Pro učení sítě byly použity moderní přístupy jako zahří-
vání kroku učení (learning rate warmup) či AdamW optimalizátor. I přes to, že 3D CNN
v úloze segmentace obličejové chrupavky nepřekonala U-Net, optimalizace zvýšila medián
Dice koeficientu z 69,74 % na 80,01 %. Používání těchto pokročilých architektonických
modifikací v dalším výzkumu je proto vřele doporučováno, jelikož můžou být přidány
do libovolné architektury typu U-Net a zároveň výrazně zlepšit výsledky.
KLÍČOVÁ SLOVA
konvoluční neuronové sítě, rentgenová výpočetní mikrotomografie, segmentace obrazu,
chrupavčitá tkáň, V-Net
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ROZŠÍŘENÝ ABSTRAKT
Úvod
Konvoluční neuronové sítě (z angl. convolutional neural networks, CNNs) jsou
v posledních letech široce používané při řešení různých problémů počítačového vidění
včetně segmentace obrazu. Jejich hlavní výhodou je schopnost naučit se extrahovat
relevantní příznaky pro daný problém, a proto jsou vysoce vhodné pro komplexní
problémy, kde je manuální extrakce příznaků velmi náročná. Takovým problémem
je i segmentace obličejové chrupavky myších embryí v mikro-CT datech.
Rentgenová výpočetní mikrotomografie (nebo zkráceně mikro-CT) je zobrazovací
modalita umožňující studium vnitřní struktury vzorku (v našem případě embrya)
v řádech mikrometrů. S využitím mikro-CT dat lze vytvořit 3D modely obličejové
chrupavky embryí, které jsou dále používány biology pro výzkum vývoje obličeje
savců. Například srovnání těchto modelů mezi kontrolními embryi a mutanty může
pomoci objasnit vliv jednotlivých genů na vývoj obličeje. Pro vytvoření modelů je
nicméně zapotřebí nejdříve obličejovou chrupavku z mikro-CT dat vysegmentovat.
Manuální segmentace je však velmi časově náročná a rovněž závislá na operátorovi,
a proto existuje poptávka po automatickém přístupu.
V předešlém výzkumu bylo na daný segmentační problém vyzkoušeno několik
metod klasického zpracování obrazu i strojového učení, nicméně tyto metody byly
zcela překonány přístupem hlubokého učení (U-Net) [42]. Tyto výsledky byly moti-
vací pro větší výzkum v oblasti konvolučních neuronových sítí a pro vznik této práce.
Konkrétněji se diplomová práce zabývá otázkou využitelnosti 3D CNNs na daný
segmentační problém, přičemž navrhuje architekturu založenou na síti V-Net včetně
metodologie pro preprocessing a postprocessing dat. Velký důraz je rovněž kladen
na optimalizaci sítě se zaměřením na využití pokročilých architektonických modi-
fikací převzatých ze soudobé literatury.
Popis řešení
Teoretická část práce začíná bližším představením mikro-CT, tedy modality použité
pro sběr dostupných dat. Rovněž jsou diskutovány problémy spojené se zobra-
zováním biologických vzorků, které umožní čtenáři lépe pochopit problematičnost
automatické segmentace v mikro-CT datech. Rozsáhlá kapitola je věnována CNNs
a procesu jejich učení. Podrobně jsou rozebrány problémy, které můžou při učení
i mimo něj nastat, a jsou představena řešení těchto problémů dostupná v lite-
ratuře. Na základě provedené literární rešerše jsou nakonec popsány i možné přís-
tupy segmentace objemových dat pomocí CNNs a dále milníkové architektury pro sé-
mantickou segmentaci.
V praktické části práce jsou pak představena dostupná data a je dále disku-
továno začlenění 3D informace do segmentačního procesu. Konkrétněji se přistupuje
k 3D segmentaci po částech, jelikož obličejová chrupavka je podlouhlá ve všech třech
osách a nelze ji tedy ve 3D segmentovat najednou kvůli paměťovým limitacím dos-
tupného hardwaru. Proces 3D segmentace po částech zahrnuje vhodné předzpraco-
vání i postprocessing dat. Zásadní částí práce je pak navržení 3D CNN architektury
a její optimalizace.
Navržená architektura byla inspirována sítí V-Net, která byla dále modifikována
pro daný segmentační problém. Hyperparametry učení byly nastaveny na základě
moderních poznatků v současné literatuře. Důraz byl kladen na následnou optima-
lizaci navržené architektury a to konkrétně pomocí inkorporace pokročilých architek-
tonických modifikací vycházejících z literární rešerše.
Proces optimalizace lze popsat následovně:
1) Do poslední úrovně CNN architektury byl vložen pyramidální modul dilatovaných
konvolucí (ASPP modul [12]), který umožnil síti extrahovat více kontextuální
informace.
2) Pro potlačení problému vnitřního posunu rozložení příznaků během učení (angl.
internal covariate shift problem [25]) byla použita škálovatelná exponenciálně-
lineární jednotka (z angl. Scaled Exponential Linear Unit, SELU [32]). Tato
aktivační funkce má samonormalizující vlastnost, díky které je možné držet ro-
zložení příznaků v určitém rozmezí a vyhnout se tak zmíněnému problému, který
znesnadňuje učení. Výhodou SELU oproti jiným normalizačním technikách je
absence nastavitelných hyperparametrů a nezávislost na velikosti mini-batche.
3) Pro zajištění více stabilního učení a vysoké kvality příznaků v celé hloubce sítě
bylo učení závislé na chybové funkci ve všech úrovních CNN architektury. Aby
byla kompenzována různá velikost segmentačních predikcí v každé úrovni, celková
chyba učení byla spočítána jako váhovaný průměr jednotlivých chyb.
4) Reziduální bloky sítě byly nahrazeny hustě propojenými bloky (z angl. Dense
blocks [26]), aby byly již extrahované příznaky co nejvíce využity.
Výsledky a závěr
Pro vyhodnocení úspěšnosti segmentace byla použita křížová validace. Medián Dice
koeficientu základního modelu činil 69,74 %, přičemž tato hodnota byla optimalizací
krok po kroku zlepšována až na 80,01 %. Optimalizací se podařilo nejen zvýšit
medián Dice koeficientu, ale rovněž snížit mezikvartilové rozpětí výsledků a zpřesnit
tak odhad výkonnosti modelu.
Dále bylo provedeno srovnání navrženého modelu pro 3D segmentaci po částech
s U-Netem z předchozího výzkumu [42]. U-Net dosahoval na stejném datasetu
mediánového Dice koeficientu 85,09 %, a proto lze konstatovat, že pro segmentaci
obličejové chrupavky se zdá být důležitější celková anatomická informace v řezu než
přidání okolních řezů.
Závěrem lze tedy říci, že byl navržen postup 3D segmentace po částech zahrnující
vhodné předzpracování dat, zpracování 3D CNN a fázi postprocessingu. Na základě
literární rešerše byla vytvořena 3D CNN architektura typu V-Net spolu s popisem
procesu učení. Důraz byl kladen na optimalizaci navržené sítě skrze novodobé ar-
chitektonické modifikace, které zásadním způsobem zlepšily její výkonnost (69,74 %
→ 80,01 %). Rovněž byl učiněn závěr, že na segmentaci podlouhlých struktur
(jako je obličejová chrupavka) je výhodnější použít segmentaci řez po řezu než 3D
segmentaci po částech. Navržený optimalizační proces může být jednoduše imple-
mentovaný do U-Netu z předchozího výzkumu, což by zřejmě vedlo ke zlepšení zatím
nejlepších dosažených výsledků pro daný segmentační problém.
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Introduction
In recent years, convolutional neural networks (CNNs) have become exceedingly pop-
ular in computer vision tasks such as image classification, object detection, or seg-
mentation. Since the network itself is able to learn relevant features for the given
task, CNN is well-suited for complex problems where the manual feature extraction
would be too demanding. An example of such a complicated structure is a mouse
embryo’s craniofacial cartilage which is the object of interest in the master thesis.
A mouse is a typical animal model for studying the biological processes of mam-
mals, including humans. Developmental biologists use mouse embryos to investigate
the complex process of morphogenesis but also an abnormal growth (dysmorphogen-
esis) of the face [9, 28, 29]. Various visualization techniques are used for this task, in-
cluding X-ray micro computed tomography (micro-CT) [28, 29, 58]. Using this imag-
ing technique, 3D image data of a mouse embryo are obtained and used to visualize
the craniofacial cartilage either in different planes or as a 3D model. This visual-
ization enables the developmental biologists get a better intuition about the overall
shape of the structure and compare the craniofacial cartilage in the various develop-
mental stages of the mouse more easily. Moreover, the craniofacial cartilage can also
be compared between a wild type and a mutant mouse which can reveal the effect
of the particular genes on the face development [9, 28, 29].
In order to create the 3D model, craniofacial cartilage has to be segmented
in the 3D image data. Manual segmentation is a very time-consuming and oper-
ator dependent process, therefore, there is a demand for an automatic approach.
Several image processing (region growing with adaptive threshold, morphological
geodesic active contours) and machine learning approaches (manual feature extrac-
tion with random forest classifier) were already examined for solving this issue.
Nevertheless, they were entirely surpassed by a deep learning approach (U-Net) [42],
encouraging further research in the area of convolutional neural networks (CNNs).
A question that arises considering volumetric data is whether using a 3D ap-
proach could improve the segmentation results. The master thesis focuses on this is-
sue and proposes a 3D solution suitable for the given segmentation problem. Specifi-
cally, in the theoretical part, the reader is acquainted with imaging biological samples
using micro-CT and especially with CNNs and their utilization in 3D image data
segmentation. In the practical part, according to the available dataset, the solution
proposal is presented, including data preprocessing, processing by CNN and post-
processing. The subsequent CNN optimization process is also thoroughly described
with an emphasis on the utilization of advanced architectural modifications pre-
sented in the literature in recent years. Finally, the results are evaluated and dis-
cussed.
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1 Imaging biological samples using X-ray mi-
cro computed tomography
X-ray micro computed tomography (X-ray microtomography, micro-CT) is an imag-
ing technique that allows us to study a sample in a micrometer range. As we can
also see the sample’s inner structure without destructing it, micro-CT has become
popular in many areas including biology [16, 46, 58].
In micro-CT measurement, the sample is situated between the two main com-
ponents of the imaging system – X-ray tube and detector. The closer the sample is
placed to the X-ray tube, the greater the magnification is, but also the smaller field
of view is. Since the micro-CT detector contains many (ordinarily units of megapix-
els) small detection elements [34], the greater magnification results in a better spatial
resolution of the sample (the best micro-CT systems are able to achieve a voxel size
up to 1 µm) [55]. The first step of the tomography algorithm is a decomposition
of the 3D scene into a set of 2D projections obtained from many different angles.
In order to accomplish this, micro-CT typically rotates the sample (in contrast
to medical CT devices, where the X-ray tube and detector rotate) [34]. More specif-
ically, the sample is placed on a holder made of low-density material (typically plastic
or glass) which is mounted on a rotating stage [16].
After the sample is properly positioned, the measurement itself can start. Firstly,
according to the current and voltage settings, the X-ray tube generates given amount
of the X-ray photons in a specific energy range. Microfocus X-ray tube is used
in micro-CT to avoid decreasing a spatial resolution because of penumbra [22]. Next,
a filter made from a particular material (usually copper, tin or aluminium [16])
is commonly placed just after the X-ray tube so that the low-energy photons,
which the sample would completely absorb, are filtered [22]. Then, in some geome-
tries, where the source itself does not produce the desired shape of the X-ray beam,
a collimator is added [55]. After that, X-rays finally reach the sample, where each
photon is attenuated according to Beer-Lambert law [22].
According to the law, there is a dependency between attenuation and the mate-
rial (tissue in the biological case) characteristics which is the cornerstone of X-ray
imaging. Specifically, mass attenuation coefficient (given by the elemental composi-
tion of the material and X-ray beam energy), density, and thickness of the material
are important quantities of the sample [22]. The effect of material thickness is sup-
pressed by a tomography algorithm, which is a big advantage of tomography systems
over the planar ones.
After passing through the sample, the X-ray beam is detected by the detec-
tor performing a conversion of light into electricity. In some geometries, the col-
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limator is also placed between the sample and the detector to shield the detector
from scattered photons [55]. Finally, a projection image is computed from the in-
cident and transmitted X-ray beam intensity. In the following step, the sample
is slightly rotated, and the next projection image is measured.
The projection images are used as the input for a tomographic reconstruction
algorithm usually based on a filtered backprojection or an iterative approach [22].
Finally, the reconstruction algorithm yields the 3D image data, where the value
of each voxel represents the X-ray attenuation in a given region of the sample.
Imaging of biological samples using X-ray microtomography may be challenging
for two main reasons. Firstly, we are often interested in structures which attenu-
ate X-rays similarly [46]. Secondly, even ex vivo biological samples tend to move
(because of shrinkage due to dehydratation) which, especially in longer scan times1,
results in blurred 3D image data [16]. Both problems are addressed with correct
prescanning sample preparation.
Regarding in vivo scanning, micro-CT with a rotating gantry (where X-ray tube
and detector are placed) is used instead of systems with a rotating sample. To re-
duce movement artifacts the subject is under anesthesia, and scanning is gated
according to a cardiac or a respiratory signal [3]. Since contrasting soft tissues
is really challenging in a living organism, typical applications of in vivo scanning
focus on structures with good natural contrast (bones, lungs, specific tumors [3]).
Additionally, a contrast agent (based on iodine) can be infused into the circulatory
system, which enables examining vessels and heart [3].
As far as the ex vivo biological samples are concerned, a staining procedure
is commonly applied to them. Since the various tissues absorb the staining solu-
tion differently, the contrast between these tissues is enhanced. The contrast agent
must have suitable attenuation properties so that the contrast in a scene is also
observable in an X-ray image. Typically, a staining solution contains an element
with a high atomic number, e.g. iodine, osmium, gold, silver, tungsten, etc. [46].
Besides the contrast agent, other chemicals (depending on the protocol) are added
to the staining solution to enhance a diffusion of the contrast agent into the sam-
ple. Finally, the sample is placed either into a thin holder with liquid media [43]
or into an embedding (e.g. resin [43, 46] or agarose gel [58]) to avoid any movement
during the scanning.
1Since getting a better signal-to-noise ratio (SNR) is more advantageous than a small dose
in measuring ex vivo samples, the measurement itself may take dozens of minutes.
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2 Application of convolutional neural net-
works in 3D image data segmentation
Segmentation is a process of dividing the image data into segments. In other words,
the aim of the segmentation is to classify each voxel to the right class (craniofacial
cartilage or everything else (background) in our case). Two subcategories of segmen-
tation exist in a computer vision – semantic segmentation and instance segmentation
[36]. Since the whole craniofacial cartilage is regarded as a single instance, semantic
segmentation is used in the master thesis.
Convolutional neural networks (CNNs) are considered as the neural networks
well-suited for grid-like data processing [19]. Since the 3D image data can be viewed
either as a stack of pixel grids (2D images) or directly as a voxel grid, CNNs are com-
monly used for processing them. Specifically, CNNs use a set of kernels extracting
relevant features for a given object of interest. In contrast to the artificial neu-
ral networks (ANNs), CNNs respect that voxels close together are more related
than the distant ones which brings important advantages. Firstly, convolving the im-
age data with a given kernel reveals the feature in any coordinates of the image data
meaning that various translations of the object of interest do not affect the perfor-
mance of the CNN [19]. Secondly, we can computationally profit from using local
operators (kernels) since a weight matrix of each layer is sparse (the distant voxels
have zero weights), and the number of learnable parameters is reduced due to pa-
rameter sharing (the same kernel is used in various coordinates) [19].
2.1 Building blocks of CNNs
CNN architecture is defined by its building blocks, which may be placed arbitrar-
ily sequentially or parallel to each other. The only condition is that the output
of a given block must have the same dimension as the input of the following one.
To avoid changes in dimensions due to convolution with a given kernel, the in-
put may be padded by zeros. The output size of the block can also be affected
by the stride argument that defines sliding of the kernel over the input. Although
various architectures may include their own specialized blocks, the following blocks
are the basis of segmentation CNNs.
Convolutional layer. The layer consists of a defined number of kernels extracting
the features locally in space when using all channels. This implies that kernels
in 3D CNNs are actually 4D (height, width, depth, channels), whereas 3D kernels
(height, width, channels) can be found in 2D CNNs. The kernel size is also user-
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defined, however, common sizes are 3 or 5 in each spatial dimension as the bigger
sizes are computationally demanding.
In the case of a bigger receptive field requirement, multiple attitudes can be seen
in the literature. Firstly, the layer with a large-sized kernel may be expressed
as a stack of layers with small-sized kernels resulting in the same receptive field, but
the number of learnable parameters is reduced, implying quicker training and a net-
work less prone to overfitting [54]. However, the depth of the network is en-
larged meaning that more activation maps have to be stored in the memory which
may be seen as a disadvantage of this attitude. Secondly, the dilated convolu-
tion approach can be applied using a small-sized kernel on the input with gaps de-
fined by a dilation factor [62]. Since some input elements are skipped (Figure 2.1),
the receptive field is enlarged, whereas the number of learnable parameters persists
small and also the depth of the network remains unchanged using the dilated ap-
proach. Lastly, the input can be downsampled before applying the kernel, however,
this attitude cannot be used very frequently because of losing a part of the informa-
tion by each downsampling.
Kernels of size 1 in each spatial dimension are commonly utilized for changing
the number of channels in the feature space. Typically, a lot of features are lin-
early combined into a small number of features in this manner so that subsequent
calculations are not so computationally demanding.
Because of practical reasons, the convolutional layer is implemented as a set
of cross-correlations instead of convolutions [19]. In other words, we do not bother
with the kernel flipping and use directly an element-wise multiplication of the input
and the kernel followed by summation. In practice, this is implemented as a matrix
multiplication of the vectorized kernel and the vectorized input.
(a) dilation rate = (1, 1) (b) dilation rate = (4, 2)
Figure 2.1: Comparison of convolutions with various dilation rates. The result of convolution
in a given position (cross) is obtained using specific pixels of the input image (orange). If the dila-
tion rate is equal to one in all dimensions, the dilated convolution can be considered as the "classic"
convolution.
18
Activation layer. Deep linear models do not bring additional information into
the problem compared to a single linear unit since a stack of linear combinations
can be expressed as a single linear combination. This is the reason why it is crucial
to incorporate nonlinearity into the model using the activation layer. Commonly, ac-
tivation functions contain nonlinearity for the input values close to zero. Therefore,
data standardization is a necessary step before the network’s learning and process-
ing. Furthermore, the derivative of the activation function must be defined for its
whole domain so that the parameters can be updated during learning properly.
Sigmoidal or softmax activation functions are commonly used in the final layer
of CNNs to determine the probability of each spatial element belonging to a given
class. In the past, the sigmoidal or tanh activation functions were commonly
used throughout the network, however, nowadays their usage is deprecated be-
cause of a significant vanishing gradient problem [19].
Today, the state of the art activation function is rectified linear unit (ReLU)
due to its simplicity and good performance in deep networks. Nevertheless, many
extensions of ReLU (Figure 2.2) exist in the literature addressing its drawbacks
such as nonzero mean or so-called dying ReLU problem (characterized by inac-
tive neurons unable to learn and outputting zero for any input) [7]. For instance,
Leaky ReLU [41] mitigates the dying ReLU problem due to the nonzero slope
in the negative domain of the function. In other words, neurons outputting neg-
ative activations can be still incorporated into the learning process and become
important feature extractors at the end of the learning. Parametric ReLU (PReLU)
[21] goes even further and defines the already mentioned slope as a learnable param-
eter. Exponential linear unit (ELU) [15] returns the saturation region in the design
of the activation function, however, in comparison with ReLU, the function satu-
rates for more negative inputs and also the level of saturation is negative pushing
the output’s mean closer to zero. The authors claim that using the saturation region
in the activation function is advantageous since the CNN performance is less depen-
dent on the specific content of the object-free inputs. ELU afterwards inspired scaled
exponential linear unit (SELU) [32] designed to have a so-called self-normalizing
property mitigating the internal covariate shift problem as will be described in sec-
tion 2.2.
Pooling layer. The aim of the layer is an information summarization in each
channel separately using a kernel with a predefined behaviour. Usually, the kernel
searches for a maximum or an average from local non-overlapping neighborhoods.
The pooling operation leads to reduction in spatial dimensions which results in lower
computational demands in the following layers. Also, the information summarization
may be considered as a form of regularization preventing overfitting.
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(a) ReLU (b) PReLU (c) ELU (d) SELU
Figure 2.2: ReLU and some of its extensions.
Upsampling layers. There are several upsampling strategies including interpo-
lation, unpooling, or transposed convolution. These layers are necessary to obtain
a segmentation image with the same resolution as the input image has. There are
no general rules for choosing the right upsampling layer since all of them have advan-
tages as well as disadvantages (Table 2.1). The principle of these layers is depicted
in Figure 2.3.
The CNN architecture is typically built by stacking several convolutional and ac-
tivation layers followed by the layers changing a spatial resolution. Regarding
the segmentation CNNs, there are commonly two parts – a contracting part (en-
coder) and an expanding part (decoder). In the encoder, the input is commonly
reduced in spatial dimensions, but enlarged in channel (feature) dimensions. Con-
versely, the decoder part aims to transform the feature-rich information from reduced
spatial resolution to the original one so that the segmentation prediction for the in-
put image can be obtained.
Table 2.1: Advantages and disadvantages of upsampling layers.
Interpolation
+ no additional parameters to learn
− the most basic form of upsampling
Unpooling
+ reverse operation to pooling
+ no additional parameters to learn
− pooling indices must be stored in a memory
Transposed convolution
+ learnable upsampling
− additional parameters to learn
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(a) input to the upsampling layer (b) interpolation
(c) unpooling (d) transposed convolution
Figure 2.3: Upsampling layers. Several approaches (b, c, d) exist to upsample a downsampled
feature map (a). Note: the hyperparameters (e.g. order of interpolation, kernel size and its stride)
are tunable.
2.2 Learning of CNNs
CNN model is defined by its learnable parameters and user-defined hyperparameters.
The architecture itself can be considered as a hyperparameter. The way of learning
is also user-defined (e.g. optimization algorithm, initial learning rate, scheduling
learning rate, etc.). The parameters, e.g. weights and biases of neurons, are firstly
initialized randomly and then they are optimized so that the output of CNN matches
the ground truth as much as possible. This process is known as learning and com-
prises of four steps that are repeated over and over during the training phase:
1) Forward propagation. The output of the CNN model is computed from the input
data.
2) Loss computation. The output of the CNN model is compared with the ground
truth according to the user-defined loss function. The bigger is difference between
the output and the ground truth, the bigger is loss.
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3) Backpropagation. For each learnable parameter, the gradient of the loss function
according to the parameter is computed. In other words, information about how
much each parameter affects the loss is obtained.
4) Update of parameters. The value of a given learnable parameter is updated
according to the gradients to get closer to the global minimum of the loss function.
The speed or even the ability of CNN to learn properly may be affected by several
problems. For instance, if the network is very deep, the backpropagated gradients
may vanish or explode [19]. Vanishing leads to a situation when the backprop-
agated gradients are getting smaller and smaller (due to chain rule calculation)
meaning that parameters at the beginning of the network do not learn properly.
Exploding may be considered as the opposite of vanishing, in other words, the back-
propagated gradients are getting bigger and bigger which may lead to unstable
learning since the subsequent movement in an optimization landscape is too big.
The vanishing or exploding problem can also be seen during the forward propa-
gation in the case of deep networks. For example, if the weights are initialized
as too small, the output of particular layers becomes smaller and smaller until it
finally vanishes. The speed of learning can also be greatly affected by a so-called in-
ternal covariate shift [25]. This phenomenon means that the input data distribution
to a given layer varies greatly during the training (because of parameters changes
in the previous layers) resulting in a slower optimization of the layer’s parameters.
Another example of problematic learning is a situation when the parameters have
such values that the training gets trapped in local minima or in small-gradient ar-
eas far from the global optimum. This implies poor performance or extremely slow
speed of learning.
To address these problems, several techniques were developed. For instance,
to avoid vanishing or exploding of the information during the first forward propaga-
tion as well as during the first backpropagation, several smart random initializations
were proposed to preserve data distribution of the input and output throughout
the network. The most popular initialization schemes are Glorot (Xavier) ini-
tialization [18], frequently used in networks with tanh or sigmoidal activations,
and He initialization [21], recommended for networks with ReLU activations. To deal
with the vanishing or exploding problem also in the next training iterations, the norm
of gradients may be heuristically scaled or clipped [7]. This approach is based on
the idea that the main role of the gradient is not defining the step size but the di-
rection of movement which is also preserved by norming [19].
A great impact on improving learning have so-called residual blocks presented
in [20]. In addition to a branch with several layers, the residual blocks also include
an identity branch that preserves the flowing of the gradient meaning that also
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very deep networks may be trained effectively. Moreover, the residual block has also
two other important advantages. Firstly, the output of the block already contains
an identity (input to the block), therefore, the output does not have to be learned
from scratch, but only a residuum to the input is learned which is an easier task [20].
Secondly, since there is a branch with identity, the network may decide on its own
whether it is still advantageous to extract new features by the branch containing
the layers or just pass the identity.
The internal covariate shift is addressed by normalization techniques. Specif-
ically, a very popular block is Batch Normalization (BatchNorm) that performs
a normalization to a learnable distribution for each feature [25] along the batch
axis. A batch represents a whole set of training examples, however, BatchNorm can
also be applied on mini-batches, i.e. a subset of training examples. Since the in-
put to a hidden layer is always normalized by this block, the internal covariate
shift is reduced, and bigger learning rates can be set resulting in quicker training.
However, for small mini-batches BatchNorm is not appropriate as it uses statistical
information derived from just a small number of samples for normalization. To deal
with the internal covariate shift in case of small mini-batches, three main attitudes
(LayerNorm, InstanceNorm, GroupNorm [60]) are presented in the literature per-
forming the normalization along the feature (channel) axis instead of the batch axis.
Also, instead of adding an extra normalizing block, SELU activation function [32]
(eq. 2.1) with a so-called self-normalizing property1 can be incorporated into the net-
work. This property enables preserving approximately zero mean and unit variance
throughout the network and thus mitigating the internal covariate shift [32] (Fig-
ure 2.4). For a proper working of SELU, standardized input data are necessary
as well as LeCun initialization of the weights [32].
𝑆𝐸𝐿𝑈(𝑎) ≈ 1.05070098 ·
⎧⎪⎨⎪⎩𝑎, if 𝑎 > 0.1.67326324 · (𝑒𝑎 − 1), if 𝑎 <= 0. (2.1)
Many extensions of gradient descent (vanilla learning algorithm) exist to pre-
vent slow learning or getting trapped in local minima. In all cases, however, it is
recommended to use sufficient mini-batch size to reduce stochasticity of move-
ment to the global minimum. Commonly, a learning rate scheduler is used along
with a chosen learning algorithm to perform coarse to fine learning. Today, the state
1SELU was designed according to Banach fixed theorem where the fixed point is zero mean
and unit variance [32]. If the current point (i.e. current mean and variance of the activations
from the given convolutional layer) is not very far from the fixed point (i.e. zero mean and unit
variance), the current point is attracted to the fixed point. Even though SELU was introduced as
a BatchNorm replacement in feed-forward neural networks [32], it was also used in CNNs [6, 10]
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(a) SELU repairing too low
variance and positive mean
(b) SELU repairing too high
variance and negative mean
(c) weakness of SELU
Figure 2.4: SELU principle. Every time, SELU intends to transform the input (red) to the output
(blue) with approximately zero mean and unit variance. In (a) we suppose low variance of the input
that should be increased to the desired one (unit variance). This is ensured by SELU’s design
(eq. 2.1) containing regions with slope bigger than one enlarging the variance [32]. Similarly,
in (b) we suppose too high variance of the input that should be decreased. Since SELU also
contains regions with a slope smaller than one (mainly the saturation region), the output’s variance
is decreased [32]. These changes in variance through SELU also positively affect the output mean
that is closer to zero in both cases (a, b). Importantly, SELU is able to preserve normalization,
however, it does not normalize actively. Therefore, approximately standardized input is necessary,
otherwise, SELU would not work as intended (c).
of the art learning algorithm is adaptive moment estimation (Adam) [31] that com-
bines advantages of using momentum as well as using learning rate modification
(depending on a gradient magnitude of each parameter). Even though Adam is
a good first choice optimizer due to its fast convergence, in recent years it was inves-
tigated that it generalizes worse than stochastic gradient descent (SGD) with mo-
mentum [11, 30, 38, 59]. Regarding this fact, several extensions of Adam were pub-
lished aiming to improve Adam’s generalization performance, such as Padam [11]
or AdamW [38].
From the foregoing it is evident that learning itself is not an elementary task.
However, even after promising learning, the CNN model can be far from the ex-
pected performance. In biomedical area, a class imbalance problem is common
forcing the CNN to classify each element of the grid-like data as the majority class
(e.g. background) despite the fact that our object of interest is labeled as a minor-
ity class. Another problematic situation (overfitting) is when the model does not
generalize well, i.e. it provides good results on the training set, but it struggles
on the validation or testing set.
To address class imbalance problem, various loss functions were developed to im-
prove the network’s performance in learning the minority class. For example, weight-
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ed cross entropy (or similarly balanced cross entropy) [1] can be calculated (instead
of cross entropy) with a bigger weight on classifying the minority class properly.
Also, to force the network to learn better the difficult examples (whose prediction
was far from the ground truth), focal loss [1] can be used as the extension of bal-
anced cross entropy. Popular loss functions are also these based on the overlap
of the network prediction and the ground truth. For instance, Dice loss [1] is widely
used or its more general form Tversky loss where false negatives and false positives
may be weighted unequally. However, many other losses exist such as a combi-
nation of both balanced cross entropy and Dice loss (exponential logarithmic loss,
combo loss [1]) or losses based on the distance between the segmentation predic-
tion and ground truth (several alternatives of Hausdorff distance loss [1]). Also,
dataset strategies exist to make the classes more balanced such as undersampling
(i.e. random deletion of examples in the majority class) or oversampling (i.e. copy
of examples in the minority class) [8].
As far as the overfitting is concerned, there are several strategies how to ad-
dress it. A straightforward and very popular method (so-called early stopping)
is to stop model learning in the case of stagnating or degrading of the validation
results [19]. Another option is to regularize the absolute value (L1 norm) or squared
value (L2 norm) of the weights by incorporating the penalization of the weights
into the loss function. The idea behind the norm regularization is the fact that
a model with bigger weights is able to produce more complex functions and there-
fore is prone to overfitting [19]. The third popular approach is training the network
with Dropout [19] when each neuron has a certain probability of being excluded
from the training process in the given iteration. In other words, in each itera-
tion, a slightly different model is trained meaning that the network cannot fully
rely on a given connection but rather is forced to learn more generally to perform
well also in the case of the connection drop. If no strategy (including their combi-
nations) eliminates overfitting, the model itself may be switched to a simpler one
with a reduced capacity of learning. However, there is always a trade-off between
the overfitting and underfitting (a situation when even training results are far from
our expectation), therefore, the appropriate model for a given task must be chosen
carefully. Lastly, overfitting can also be suppressed by a bigger training dataset that
should describe a given problem more generally than the original one. This is done
either by additional real data acquisition or synthetically by various augmentations.
2.3 CNNs for 3D image data segmentation
CNNs experience immense popularity as evidenced by a growing number of publi-
cations regarding the 3D image data segmentation using CNNs. Despite the huge
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number of approaches, however, two main viewpoints can be distinguished based
on the dimensionality of the utilized CNN. Either the 3D image data are divided
into slices and processed by 2D CNN [17, 40] or directly 3D CNN [14, 27, 44, 63]
is applied on the data which can be preceded by dividing the data into subvolumes
(patches) [27, 63] due to GPU memory limits. Next, in several publications, the au-
thors use more than one CNN model. For instance, the object of interest can be
only roughly located using the first CNN, and subsequently a precise object seg-
mentation is performed by the second CNN just in a limited area given by the first
CNN prediction [5, 52]. Another example is merging the results of three 2D CNNs
trained on different planes [2, 47]. Also, the combination of 2D and 3D CNNs may
be seen in the literature [45, 61]. However, multi-network solutions are more diffi-
cult to train, therefore, a lot of publications aim to suggest only one CNN model
with advanced architecture. In the following paragraphs some of the milestone CNN
architectures for a semantic segmentation are described.
Fully Convolutional Network (FCN, Figure 2.5) is a revolutionary architecture
transforming a classification CNN into the segmentation one [37]. As its name
implies, it replaces fully connected layers (typically presented at the end of classifi-
cation networks) by 1×1 convolutions making the network fully convolutional. This
replacement is very advantageous as the input size to the final layers is not strictly de-
fined by the number of neurons in fully connected layers [37]. Therefore, a bit larger
input may be considered at the beginning of the final layers meaning that a class
probabilistic image is obtained at the output of FCN rather than a class probabilistic
vector. Since several max pooling layers are presented in FCN architecture, the im-
age output of the final convolutional layer can be viewed as downsampled segmen-
tation prediction. To obtain the segmentation in the original resolution, the authors
tried several upsampling strategies (Figure 2.5) with the conclusion that FCN-8s
performance is the best due to skip connections [37]. These were adopted in many
following architectures as they add to the segmentation prediction from the feature-
rich level also the finer details (due to bigger spatial resolution in the shallower
levels) necessary for sharper borders of the final segmentation prediction.
FCN was followed by several architectures (e.g. DeconvNet [48], SegNet [4],
U-Net [51] – Figure 2.6) trying to enhance the upsampling part. Specifically,
so-called encoder-decoder architectures were published having the decoder part sym-
metric to the encoder. The deeper decoder enables to learn better upsampling re-
sulting in the segmentation prediction improvement.
For biomedical image segmentation the U-Net architecture was a breakthrough
as it enables training a precise model even with a limited dataset (common in biomed-
ical tasks) [51]. Again, it uses long skip connections that make the segmentation
prediction more accurate and also, from the training point of view, the skips reduce
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Figure 2.5: Fully convolutional network. The input with dimensions 𝐻, 𝑊 is processed by the en-
coder outputing feature-rich activation maps further used for predicting probability of each class
(𝐶 classes). Importantly, the output of the encoder is a probabilistic image with dimensions
𝐻/32, 𝑊/32, i.e. downsampled segmentation prediction. To obtain the prediction in the origi-
nal resolution, three upsampling strategies were tried (FCN-32s, FCN-16s, FCN-8s). FCN-8s has
the best performance as it uses the skip connections from two shallower levels.
Figure 2.6: U-Net – encoder-decoder architecture. The input with dimensions 𝐻, 𝑊 is pro-
cessed by the encoder (left part) from which the feature-rich activation maps are upsampled back
by the decoder (right part). Importantly, the decoder has a bigger capacity enabling better con-
trol over the upsampling. Also, the segmentation prediction (containing 𝐶 classes) is improved
by adding finer spatial details from shallower layers of the encoder using long skip connections.
the vanishing gradient problem. There are many extensions of U-Net in the litera-
ture [1]. For instance, several 3D CNN architectures inspired by U-Net were devel-
oped such as 3D U-Net [14] or V-Net [44]. Another example is fully convolutional
DenseNet [26] that may be considered as U-Net (with fewer levels) with Dense blocks
in the encoder as well as the decoder part. In Dense block, the input of each con-
volutional layer is forwarded to the inputs of all remaining convolutional layers
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via skip connections to ensure maximal information flow [26]. Regarding raising
popularity of attention mechanisms, Attention U-Net [49] was proposed having
the attention gate in several levels of the U-shape architecture. The gate is able
to learn where the object of interest roughly is located and based on that the
feature activations are weighted to suppress the features from irrelevant regions
and highlight the really important ones for the object [49]. U-Net++ [65] redesignes
long skip connections to reduce the semantic gap between the encoder and decoder
part. Specifically, U-Net++ utilizes nested dense convolutions to bridge the encoder
and decoder part [65]. Furthermore, the model is deeply supervised using multiple
outputs from the bridge with the highest resolution [65]. Probably the last extension
of U-Net published to this day is U-Net 3+ [24] that implements so-called full-scale
skip connections utilizing activation maps from multiple scales. Again, deep (multi-
output) supervision is utilized, but in contrast to U-Net++, the outputs from several
scales are used for learning [24].
Several architectures focus on enhancing the encoder part by adding multi-scale
contextual information. For instance, DeepMedic [27] uses an architecture with two
branches (encoders) each processing the input with different spatial resolution.
In other words, local as well as global information is extracted resulting in more ac-
curate segmentation prediction. Other architectures [64, 12] add the contextual
information by utilizing specialized blocks based on pyramidal processing of already
extracted features. For instance, a pyramid pooling module can be placed at the end
of the encoder as proposed in Pyramid Scene Parsing Network (PSPNet) [64].
The pyramid pooling module uses parallelly four kernels with different sizes to per-
form information summarization (pooling) in different scales. Pooled feature maps
are subsequently reduced in channels by 1 × 1 convolution, upsampled and concate-
nated to the original features (transferred from the input of the pyramid pooling
module) resulting in the incorporation of the contextual information into the segmen-
tation problem [64]. A similar approach, proposed in DeepLabV2 [12], is to extract
the contextual information using four parallel dilated (atrous) convolutions with
different rates (so-called Atrous Spatial Pyramid Pooling module, shortly ASPP).
Generally, all versions of DeepLab are based on dilated convolutions since for seg-
mentation purposes it is advantageous to preserve the spatial resolution of the feature
activation map as much as possible (to avoid excessive upsampling resulting in fuzzy
boundaries of the segmentation prediction) [12].
28
3 Proposed methodology
3.1 Available data and hardware
The available data (Table A.1) consist of 21 micro-CT datasets of mouse embryos
in various developmental stages along with their binary masks defining the cranio-
facial cartilage (specifically the nasal capsule and the Meckel’s cartilage as depicted
in Figure 3.1).
Figure 3.1: Craniofacial cartilage in the context of a head.
For simplicity, only the embryos from the 17.5-th day of development (E17.5)
were used in the following experiments. Specifically, there were 14 E17.5 datasets
consisting of 11 wild types and 3 mutants. The voxel size ranges from 4.5 µm
to 6.2 µm depending on the dataset and the voxel itself was always isometric.
The median size of the micro-CT data was 1348 × 1916 × 1419 meaning a work
with the memory-intensive data. Although the micro-CT data as well as the bi-
nary masks were already available as a stack of TIF images, it is necessary to get
acquainted also with the origin of the data to fully understand them.
Before the micro-CT measurement, each embryo was stained according to pro-
tocol in [58] which may be divided into three main steps. Firstly, the sample was
fixed by formaldehyde to prevent drastic changes in the shape (due to autolysis
of the ex vivo sample). Next, for enhancing a penetration of the staining solution,
the embryo was dehydrated in an alcohol series and then again rehydrated to get
the original shape. Finally, to avoid the movement artifacts, the embryo was em-
bedded to an agarose gel which keeps the sample hydrated and ensures its stable
position. After the sample preparation, the data acquisition was performed using
GE Phoenix v‖tome‖x L 240 micro-CT with these settings: anode voltage 60 kV,
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cathode current 200 µA, X-ray beam filtering using a berylium window of the X-ray
tube and an additional 0.2 mm aluminium filter. The reconstructed 3D image data
were then manually rotated in VG Studio MAX software so that slices are perpen-
dicular to the mouse embryo. The reason for this is the fact that it is not guaranteed
that the embryo was placed into the plastic tube with agarose exactly perpendic-
ular to the X-ray tube during the measurement. Next, axial slices were exported
as DICOM images that were used for a manual segmentation of the craniofacial
cartilage. Specifically, the cartilage was manually segmented just in a chosen subset
of axial slices subsequently used for deriving the segmentation in intermediate slices
using a linear interpolation followed by binarization [33]. Finally, both the greyscale
data and the binary mask were exported as a stack of TIF images that were used
in the master thesis.
Regarding the hardware, a computer equipped with two separate NVIDIA QUAD-
RO RTX 5000 GPUs (each with dedicated GPU memory 16 GB), Intel ®Xeon®Gold
6154 processor working at 3.00 GHz and 255 GB RAM was available for experiments.
3.2 Pipeline
The selection of the pipeline for the given segmentation problem was affected by
the available data and hardware (section 3.1) as well as by a previous work in this field
[42]. In the previous research, U-Net performed a slice by slice segmentation mean-
ing that the 3D information (naturally contained in micro-CT data) was neglected.
Therefore, the master thesis focuses on incorporating the 3D information into the seg-
mentation with a hope of getting even better results. Regrettably, the craniofacial
cartilage is oblong in all directions meaning that even with a reasonable rate of down-
sampling the neural network cannot see the cartilage (or at least its sufficient part)
at once because of memory limits. Nevertheless, the hypothesis is that even 3D piece-
wise segmentation (Figure 3.2) can enhance the segmentation results since the neural
network can benefit from surrounding slices.
Before describing the pipeline in more detail, it should be stated that the bi-
nary ground truth mask was revisited to be more suitable for the 3D approach.
As stated in section 3.1, the binary mask was manually segmented just in one plane
meaning that discrepancies in the other planes were presented. These discrepancies
would unnecessarily contribute to a noise component of the model’s expected test
error, therefore each binary mask was filtered by 5 × 5 × 5 median filter1 as pro-
posed in [33]. The smoothing is not ideal as it totally omits the data information
which may lead to inaccuracies. However, because these cases were rather minor,
1The median filtering was performed using ImageJ plugin 3D filters [50].
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(a) 3D segmentation
(b) 3D piecewise segmentation
Figure 3.2: The concept of 3D piecewise segmentation.
this smoothing approach seems to be sufficient for CNN training as we suppose that
well-trained CNN should not overfit to the local inaccuracies. The binary mask
before and after the smoothing can be seen in the appendix Figure B.1, the filtered
mask was supposed to be the ground truth.
The whole pipeline of the 3D piecewise segmentation can be seen in Figure 3.3.
Available data were already reported in section 3.1, the preprocessing and postpro-
cessing phase will be described in the next paragraphs. The CNN processing part
will be thoroughly described in chapter 4 and the evaluation in chapter 5.
3.2.1 Preprocessing
Regarding the 3D piecewise segmentation, the pieces (patches) of available data were
supposed to be the input for the network. Nevertheless, the patches in the origi-
nal resolution contained very local information insufficient for a good performance
of the network. Therefore, adding more global information through downsampling
the data (Figure 3.4(b)) was inevitable. Specifically, the original slices were four
times downsampled (as in the previous research [42]) meaning that the network
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Figure 3.3: Pipeline of the 3D piecewise segmentation. The block scheme should be read from top
to bottom.
could exploit both the global information in the 𝑥𝑦 plane as well as the local in-
formation using the surrounding slices. After the downsampling, the slices for each
dataset were center cropped or padded to 320 × 448 size in order to unify the size
of slices for different datasets [42]. Also, since both uint16 and uint8 data types
were presented depending on the dataset, the data type was unified to uint8.
Typically, a histogram of micro-CT data (Figure 3.4(c)) contained three peaks
– area outside the sample (peak 𝐴), agarose (peak 𝐵) and mouse embryo (peak 𝐶).
Nevertheless, since the embryo had a high standard deviation of voxel intensities,
the peak 𝐶 overlapped with the 𝐵 one. As we are interested in the embryo and its tis-
sues, a window-level transformation (Figure 3.4(c)) was applied to the whole 3D im-
age data to enhance the contrast between tissues. The contrast enhancement (Fig-
ure 3.4(d)) results in bigger differences between tissues and better learning of the net-
work since the minor changes in parameters do not change the loss so drastically.
Generally, the network supposes centered and scaled data so that the activation
functions really incorporate a nonlinearity into the process. Normalizing each patch
separately may be inadequate because of the different data distribution in each




Figure 3.4: Preprocessing steps. Example of the original slice with the craniofacial cartilage
colored by red (a), the same slice after the downsampling and padding to the 320 × 448 size (b)
and after the contrast enhancement (d) according to the transformation function colored by orange
(c). For each dataset, the transformation function was automatically derived from the histogram
of micro-CT data also shown in (c) without bin counts. Additionally, in (b) it is demonstrated
how downsampling enlarges the field of view (from dotted blue to solid blue) in the given patch.
increase. Therefore, the whole 3D image data were normalized by z-score before
the division into the patches.
Assuming 3D piecewise segmentation, the preprocessed data had to be divided
into the patches with size equal to the input size of the proposed CNN. Since the im-
portant structures could also be found exactly in the place of division, the patches
were intentionally overlapped.
Supposing CNN processing of the preprocessed patches in the next step of the 3D
piecewise segmentation pipeline, the decision about the way of feeding the network
with patches had to be made. Firstly, the patches could be saved in extra files
on a disk and afterwards loaded directly to the network (i.e. offline learning). Sec-
ondly, as a sufficient amount of RAM was available, all training embryo datasets
might be loaded simultaneously into the RAM and subsequently preprocessed on-

















Figure 3.5: Directory tree used for saving patches. The patches were saved in multiple TFRecords
(a binary storage format proposed for loading the data efficiently into the network using Tensor-
flow API). For better parallelization, the patches were divided and saved in multiple smaller files
(shards) instead of one big file. Intentionally, the patches containing the craniofacial cartilage
were saved in extra shards to deal better with the class imbalance problem in the CNN process-
ing phase. According to the directory tree, disjunctive training and validation sets were ensured.
For clarity, one shard contains several patches, and each patch contained two parts: micro-CT
data and corresponding binary mask.
datasets were saved on SSD disk (quicker data access than HDD), loaded using
multithreading approach (i.e. in parallel) and only representative slices2 were used
for preprocessing parameters calculation, still it took at least one minute for each
dataset to be prepared for the training due to its size. Assuming various experi-
ments (regarding network’s learning) with several datasets, fully online learning was
unacceptable. Nonetheless, fully offline learning was also limiting since we could not
profit from a subsequent augmentation process so much3. Therefore, a compromise
between offline and online learning was implemented. Specifically, patches with big-
ger size than the network’s input size were saved on the disk (Figure 3.5) and then
(during the learning) they were online augmented and cropped to the network’s in-
put size.
2Specifically, in each dimension three slices (distant to each other) were chosen and considered as
the representative slices. The calculation of the preprocessing parameters using the representative
slices was much faster and closely approximated the solution derived from the whole 3D image data.
3Imagine loading a given patch from the file and applying geometrical transform on it.
The transformed patch will contain blank areas commonly filled by zero. Therefore, for the aug-
mentation process it is more advantageous to know also the neighborhood of the given patch since
then the blank areas can be filled by real voxel intensities.
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3.2.2 Postprocessing
As the network performed piecewise segmentation, the pieces (patches) of predic-
tions had to be put together in the postprocessing phase. Supposing algorithm
taking care of dividing to patches, the exactly reverse algorithm was used for assem-
bling them. Moreover, as the preprocessed patches overlapped, their probabilistic
segmentation predictions were merged and after that rounded to obtain the binary
mask instead of the probabilistic mask. Finally, the binary mask was interpolated
by the nearest neighbor to the original resolution since the 3D image data were
downsampled in the preprocessing phase.
Merging of the segmentation predictions was performed by weighted arithmetic
averaging (schematically depicted in Figure 3.6). Specifically, the prediction for each
patch was multiplied by a weight mask having the bigger weights in the center
of the patch. In other words, on the edges of the patch the prediction was supposed
to be less accurate due to the lack of neighbouring information. However, if more
overlapping patches agreed on the prediction in their edge part, they could outvote
the patch giving the center prediction.
Figure 3.6: Merging of the segmentation predictions (schematically depicted in 1D). Consider
a patch size equal to 256 and a stride 64 in the given dimension. The patches overlayed, thus,
for an examined voxel, several segmentation predictions existed. The binary class for the examined
voxel was derived as a weighted average of these probabilistic predictions followed by rounding.
Note: The weight of the patche’s prediction depended on the distance of the examined voxel from
the center of the patch. The biggest weight (empirically set to a quarter of the patch size) was set
in the center of the patch and its neighborhood. Then, the weight linearly decreased towards
the edges of the patch and naturally beyond the edges the weight was zero.
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4 Baseline network and its optimization
The master thesis focuses on the incorporation of the 3D information into the seg-
mentation process. Although 2D CNNs can accept 3D inputs (set of slices), they can-
not provide spatial information about the extracted features in contrast to 3D CNNs.
Therefore, a 3D CNN solution based on V-Net [44] was proposed as a baseline net-
work which was further refined in a subsequent optimization process.
4.1 Baseline architecture
V-Net is an encoder-decoder 3D CNN architecture depicted in Figure 4.1. There
are five levels of multiple scales in V-Net from which the features are extracted
through a set of 5 × 5 × 5 convolutions followed by PReLU nonlinearity. The down-
sampling is done using strided convolution instead of pooling which may be viewed
as learned information summarization. For upsampling, strided transposed convo-
lutions are used making also the upsampling learnable. To achieve a better flow
of the information, long skip connections are presented between the encoder and de-
coder part. Also, in each level, short skip connection is implemented through a resid-
ual connection ensuring better learning. Finally, the probabilistic prediction for each
class is obtained using softmax activation function at the end of the network. [44]
Figure 4.1: V-Net architecture (left) along with the blocks explanation (right).
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The V-Net was further modified to be more suitable for the given segmentation
problem:
1) V-Net’s input size is designed for small compact objects of interest1 which is not
a case of the craniofacial cartilage. Thus, the input size was changed from 128 ×
128 × 64 to 256 × 256 × 24 leading to major improvements in the segmentation
of Meckel’s cartilage (Figure 4.2). Naturally, enough global information in each
plane (thus the input size e.g. 256 × 256 × 256) would boost the segmentation
performance even more, however, this was not possible because of memory limits.
Assuming the input size 256 × 256 × 24, the 5th level was omitted from the ar-
chitecture since the depth size in the 4th level was only 3 (Figure 4.3).
Figure 4.2: Change in input size (blue to green) helped to segment problematic parts (orange
arrows) more properly. Note: the slice is after contrast enhancement.
2) Supposing only two prediction classes (craniofacial cartilage versus background),
the softmax activation function was replaced by the sigmoid one for simplicity.
In other words, the output contained only one channel representing a probability
that a given voxel belongs to the craniofacial cartilage.
3) Assuming patches with very different contents, it is crucial to have sufficient mini-
batch size for effective learning. In V-net the decoder has twice as large capacity
than the encoder which is rather unusual in the literature and the authors did not
provide any special meaning for that. Regarding this fact, the decoder capacity
was experimentally reduced to the encoder one, which did not lead to a decrease
in training results. Therefore, the architecture was adjusted to have the same
capacity in the encoder and the decoder part (Figure 4.3) implying a bigger
possible mini-batch size and also a smaller chance of overfitting.
1Specifically, the authors of V-Net dealt with a prostate segmentation from MRI volumes




Figure 4.3: Transformation of V-Net (a) into the baseline architecture (b).
4.2 Training the model
For the definition of the baseline model along with its training procedure, Tensor-
flow 2 was used as one of the most popular frameworks for developing deep learning
applications. The model was trained on GPU since it performs the matrix mul-
tiplications (frequently used in neural network training) much faster than CPU.
Specifically, GPU parallelization was used as the computer was equipped with two
GPUs. However, these GPUs were separate meaning that the network’s memory
footprint had to be lower than the dedicated memory of a single GPU. The paral-
lelization was based on a mirroring strategy meaning that two identical networks ran
on the two GPUs each processing one half of the mini-batch but updating the pa-
rameters according to the aggregated gradients from the two GPUs [56].
Before the network’s learning, however, the loading pipeline (Figure 4.4) had
to be implemented to get the preprocessed patches from shards into the network.
For each class a separate data flow was created and step by step filled with patches
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saved in the shards. To ensure sufficient shuffling of the training data, the shards
as well as the loaded patches were shuffled in the given data flow. Next, the main
data flow was created by sampling from the two separate data flows. Specifically,
to prevent the class imbalance problem, the samples were taken from the cartilage
flow with a bigger probability than from the noncartilage flow. As stated in subsec-
tion 3.2.1, the patches were intentionally saved with a bigger size than the network’s
input size to perform the online augmentation more efficiently. Thus, the next step
of the loading pipeline was to create the augmented patches with the network’s in-
put size as described in the following paragraphs. Finally, the patches were again
shuffled and placed into the mini-batch further used for the network’s learning.
Figure 4.4: Loading pipeline. Note: For reproducibility, random seeds were set for shuffling
as well as the augmentation process.
The augmentation process consisted of random flipping, shifting, zooming and
noise addition applied with heuristically predefined probabilities (Table 4.1). Flips
were seen even in the available (limited) dataset meaning that these transformations
would probably be common also in unavailable (future) datasets and should have
the biggest probability. Shifts simulated dividing the image data into the patches
with another starting point of division. In other words, some of the structures
in the original patch did not have to be presented in the shifted patch implying
the regularization effect. Zooming in various axes imitated possible shape changes
in the craniofacial cartilage in the case of mutant embryos. Additionally, zooming
might be considered as changing voxel size artificially, making the network again
more general. As stated in section 3.1, micro-CT datasets were manually rotated
so that the slices are perpendicular to the mouse embryo as much as possible. There-
fore, the rotation was omitted from the augmentation process. Also, no contrast
augmentations were implemented as the contrast enhancement was already done
in the preprocessing phase for all embryos. To prevent overfitting, noise augmen-
tation was also added as a regularizer, even though the 3D image data itself had
a high signal to noise ratio (due to long measurements).
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Unfortunately, as far as the master thesis is aware, nowadays Tensorflow 2 does
not provide any application programming interface (API) for 3D geometric transfor-
mations. It is possible to call an extra Python function (tf.py_function [57]) imple-
menting the 3D geometric transformations using the external libraries (e.g. SciPy),
however, it requires a so-called eager execution instead of a graph execution [57]
implying a remarkable slowdown of the loading pipeline. Therefore, for speeding up
the pipeline, the geometric transformations were not applied in 3D but rather paral-
lely on the stack of 2D axial slices. More precisely, a patch with size 256 × 256 × 24
(the network’s input size) was cropped from the bigger patch according to the geo-
metric transformation parameters (e.g. shifting implies a shift of a cropping window).
Finally, the cropped patch could be augmented using noise addition and the subpro-
cess of creating the augmented patches with the network’s input size was finished.
Table 4.1: Augmentation parameters. Note: geometric transformation had the same
possible range of parameters in both dimensions of the slice.
Augmentation Probability Additional information
Flip 0.30 –
Shift 0.20 shift ∈ [−32.0, 32.0]
Zoom 0.15 zoom ∈ [0.75, 1.25]
Noise addition 0.10 noise ∼ 𝒩 (0, 1)
Before the network’s learning, several hyperparameters had to be defined. Un-
fortunately, available 14 datasets are not enough to create representative training,
validation and testing sets. Therefore, tuning hyperparameters according to the val-
idation set was not implemented and the hyperparameters were set heuristically.
The number of epochs was set to 5 as more epochs did not lead to a consider-
able increase in training results. In other words, an overfitting area was supposed
when the training results just slightly increased (less than 2 %) and the training
was stopped. In each epoch, the whole training dataset was used for learning.
The mini-batch size was 8.
Training with class imbalanced data can lead to predictions with high precision
but low recall2 [53]. This issue is addressed by Tversky loss [53], which was chosen
as the loss function for the network’s learning. The Tversky loss can be expressed
by eq. 4.1, where ?⃗? is a vectorized ground truth, 𝑝 is a vectorized probabilistic
2Precision (also known as positive predictive value) represents a percentage of true posi-
tives (TP) in the set of all positives labelled by a model. Smaller the precision, the higher
the number of false positives (FP). Recall (also known as sensitivity) represents a percentage of TP
in the set of all positives given by the ground truth. Smaller the recall, the higher the number
of false negatives (FN).
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prediction of the network, 𝛽 is a weight for false negatives and was empirically set
to 0.7 and 𝜖 guarantees numerical stability.
𝑇𝑣𝑒𝑟𝑠𝑘𝑦𝐿𝑜𝑠𝑠(?⃗?, 𝑝) = 1 − ?⃗? · 𝑝 + 𝜖
?⃗? · 𝑝 + 𝛽 · ?⃗? · (1 − 𝑝) + (1 − 𝛽) · (1 − ?⃗?) · 𝑝 + 𝜖 (4.1)
AdamW [38] was chosen as an optimizer with an empirically set initial learning
rate 1e−4 and weight decay 1e−6. As stated in section 2.2, AdamW is an extension
of widely used Adam addressing its generalization problems discovered in the recent
years. In AdamW paper, the authors point out that even though the weight decay
can be considered as L2 regularization (commonly implemented in deep learning
frameworks) in the case of stochastic gradient descent (SGD), this does not apply
to adaptive learning rate optimizers such as Adam [38]. Using L2 regularization
in Adam results in less penalizing the norm of parameters with bigger gradient
magnitudes implying poorer generalization ability [38] (chapter C). For that rea-
son, the Adam optimizer was replaced by AdamW that penalizes the norm of all
parameters equally [38].
The initial learning rate 1e−4 worked well on non-augmented inputs, how-
ever, in the case of the augmented (more difficult) inputs, the learning often failed
at the very beginning of training. This early-stage divergence phenomenon was iden-
tified in the literature as a consequence of undesirably high variance of the adap-
tive learning rate at the beginning of training [35]. Specifically, due to the lack
of samples at the early stage, the estimation of the exponential moving average
(used for the adaptive learning rate computation) is not as accurate as intended
(i.e. the estimations have a high variance) leading to possible inappropriate move-
ments in the optimization landscape and trapping in a bad local optimum in the worst
case [35]. Several strategies can be used for mitigating this problem including learn-
ing rate warmup [35] depicted in Figure 4.5. Specifically, the learning rate was
linearly increased from zero to the required initial learning rate for a few initial
steps implying a more careful movement in the optimization landscape as well as
avoiding the divergence at the beginning of training. To model coarse-to-fine be-
haviour of the learning, the initial learning rate was multiplied by 𝑒−0.15·𝐸𝑝𝑜𝑐ℎ𝑁𝑢𝑚𝑏𝑒𝑟
each epoch.
During the training, three metrics were monitored: loss, accuracy and Dice coeffi-
cient (further used for the final evaluation). High accuracy and low Dice corresponds
to a class imbalance problem, whereas low accuracy and Dice are a sign of train-
ing problems described in section 2.2. Therefore, it was necessary to monitor both
metrics in each experiment. The metrics were treated with caution since they were
related only to the patches and not to the whole embryo.
41
(a) (b)
Figure 4.5: The effect of learning rate warmup (a) on the learning (b). The warmup period
was empirically set to initial 250 batches (a). It is evident that the early stage divergence phe-
nomenon was mitigated using the warmup, although the learning was slowed down a bit at its
beginning (b). Note: the learning curves in (b) were smoothed and represent the first epoch.
4.3 Optimization
The baseline model was further refined in a subsequent optimization process. Specif-
ically, the master thesis emphasizes the utilization of advanced architectural mod-
ifications (presented in the literature in recent years) as they can greatly improve
the segmentation performance compared to the vanilla architecture.
Atrous spatial pyramid pooling In order to compensate the removal of the 5th
level from V-Net (Figure 4.3) and to add even more multi-scale information, an atrous
spatial pyramid pooling (ASPP) module [12] was placed in the lowest level of the base-
line architecture. Nonetheless, it would be naive to reuse the published ASPP with-
out any change as the suitable dilation rates for convolutions should be set according
to the input feature map size3. Thus, ASPP suitable for the baseline architecture
was proposed (Figure 4.6) including 3×3×3 dilated convolutions extracting features
from various scales. No dilation was used for 𝑧 axis since the depth size was only
3 at that level. Also, inspired by a newer version of DeepLab (DeepLabV3 [13]),
1 × 1 × 1 convolution (summarizing the channel information for each voxel) was
added to the proposed ASPP.
3From Figure 4.3(b) it can be derived that the input feature map size to ASPP was defined
as 32 × 32 × 3. In DeepLabV2 [12] e.g. a dilation rate 24 was used for the 2D input feature map
meaning that in the 𝑥𝑦 plane it would cover the area 49 × 49. In other words, using the dilation
rate 24 for our case would result in extracting features outside our feature map which is possible
(by zero-padding) but does not make sense.
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Figure 4.6: Proposed atrous spatial pyramid pooling (ASPP) module. The output of the module
was derived using a concatenation of all channels (i.e. 128 channels).
SELU activation function Neither in V-Net nor in the baseline model the inter-
nal covariate shift (section 2.2) was considered. To address this problem, SELU ac-
tivation function [32] described in section 2.1 and section 2.2 was chosen as the right
option for mitigating the problem. A great advantage of SELU over the other nor-
malization techniques is no need for hyperparameter tuning as well as no dependency
on the mini-batch size.
Multi-output supervision To ensure more stable learning and high quality
of the features in the network’s whole depth, the learning was dependent on the Tver-
sky loss in all levels of the CNN architecture. There are several implementations
of the multi-output supervision (also known as a deep supervision) in the literature
(e.g. [17, 24, 63]). Either the segmentation prediction of each decoder stage is up-
sampled to the original resolution and compared with the ground truth [24, 63],
or the ground truth is pyramidally downsampled to match the resolutions in various
levels of the decoder [17]. The second option was chosen in the master thesis. Specif-
ically, the output of each decoder level was convolved by 1 × 1 × 1 kernel followed
by a sigmoid function yielding the segmentation prediction for the given level. Next,
for each level, the Tversky loss was computed according to the match of the segmen-
tation prediction and appropriately downsampled ground truth. Finally, to com-
pensate various sizes of predictions in each level the overall loss was computed
as the weighted average of the individual losses. More precisely, the weighted aver-
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age was refined as the weighted sum, where the sum of the weights was equal to one
(eq. 4.2).
𝑤𝑙 =
log (𝐻𝑙 × 𝑊𝑙 × 𝐷𝑙)∑︀𝐿
𝑘=1 log (𝐻𝑘 × 𝑊𝑘 × 𝐷𝑘)
(4.2)
𝐻𝑙 × 𝑊𝑙 × 𝐷𝑙 is the size of the segmentation prediction in a given level 𝑙, 𝐿 repre-
sents the number of CNN levels and 𝑤𝑙 is the weight for the individual loss derived
from the level 𝑙. For clarity, the logarithm in the formula is necessary to alleviate
the differences between the prediction sizes and to truly take advantage of the multi-
output supervision4 depicted in Figure 4.7. Moreover, the proposed eq. 4.2 can serve
as a good starting point for further research since it is generally designed and thus
reusable.
Figure 4.7: Multi-output supervision. From the individual losses after each epoch it is evident
that the multi-output supervision ensured a high quality of the features in the network’s whole
depth.
Dense blocks In each CNN architecture level with series of convolutions, dense
connections [26] were added to reuse the extracted features as much as possible. Be-
cause of the limited GPU memory, an additive connection was used instead of con-
catenation.
4Reminder from Figure 4.3(b) that the size of the segmentation prediction from the lowest
level was defined as 32 × 32 × 3. Using eq. 4.2, the weight for the loss from this level was 0.18.
If the eq. 4.2 did not contain logarithms, the weight for the loss from this level would be 0.00
(after rounding to two decimal places).
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The whole optimization process is schematically depicted in Figure 4.8 and eval-
uated in section 5.1.
(a) Baseline model
(b) Optimized model
Figure 4.8: Optimization process. Specifically, the atrous spatial pyramid pooling (ASPP) mod-
ule (magenta), SELU activation function (blue), multi-output supervision (orange) and Dense
blocks (green) were incorporated into the baseline architecture during the optimization process.
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5 Evaluation & discussion
Since the available dataset was limited, 7-fold crossvalidation was performed to ob-
tain more relevant results of the given experiment. Dice coefficient (eq. 5.1), com-
monly used for representing an overlap between a ground truth 𝐺 and a segmentation
prediction 𝑃 [1], was chosen as the evaluation metric. To obtain comparable results,
random seeds were set for random shuffling, augmentation operations and weights
initialization. Every time, only one aspect in the experiment was changed to clearly
see the effect of this aspect.
𝐷𝑖𝑐𝑒 = 2 · |𝑃 ∩ 𝐺|
|𝑃 | + |𝐺| =
2 · 𝑇𝑃
2 · 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 (5.1)
5.1 Optimization evaluation
First of all, the optimization process was evaluated using the available dataset
of E17.5 mouse embryos. From Figure 5.1 it is evident that the optimization process
gradually raised the median of Dice coefficient from 69.74 % to 80.01 % and also
remarkably reduced the interquartile range of the results. The two outliers in Fig-
ure 5.1 represented an overstained embryo and a very different-looking mutant. Nat-
urally, as these two samples exceedingly differed from the training set, the network’s
performance on these two samples was the worst. Therefore, having a representa-
tive dataset is equally important. The Figure 5.1 without the outliers can be seen
in Figure D.1 in the appendix.
Figure 5.1: 7-fold crossvalidation results mapping the optimization process. The components
on the y axis were added to the architecture in the previous step (e.g. SELU boxplot was created
using baseline architecture with ASPP and SELU). The points represent particular embryos from
which the boxplot for each experiment was derived. The box extends from the first quartile
𝑄1 to the third quartile 𝑄3, thus, its length represents interquartile range (𝐼𝑄𝑅 = 𝑄3 − 𝑄1).
The length of whiskers is 1.5 · 𝐼𝑄𝑅. For clarity, the line inside the boxplots represents the median
of Dice coefficient.
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5.2 Effect of the preprocessing and augmentation
Several experiments were performed to justify some of the non-architectural steps
of the proposed methodology (Figure 5.2). For all experiments, the optimized model
(Figure 4.8(b)) was used. First of all, from the top row of Figure 5.2 it is evident
that even though several regularization strategies were implemented, the network’s
performance still suffered from overfitting. Thus, reducing the capacity of the de-
coder to the encoder one as described in section 4.1 was an appropriate step since
otherwise the overfitting would be probably even bigger.
Moving to the non-architectural experiments, the downsampling of the axial
slices instead of downsampling the whole volume in the preprocessing phase was jus-
tified using the second top row of Figure 5.2. By downsampling also the 𝑧 axis,
additional global information was incorporated into the segmentation process which
was viewed as the possible advantage for the network. On the other hand, the lo-
cal information (i.e. details) about the cartilage was lost having a negative impact
on the results exceeding the mentioned advantage. Another weakness of the down-
sampled depth scenario is the fact that in the postprocessing phase the upsampling
had to be performed in three axes instead of two.
The next experiment in Figure 5.2 emphasizes the importance of the contrast
enhancement in the preprocessing phase. From the training results it is evident
that the network’s learning was more challenging without the contrast enhance-
ment as the network should identify the minor difference between the craniofacial
cartilage and the surrounding tissues. The contrast enhancement was done using
a simple window-level transformation, however, more sophisticated transformations
can be exploited in the future. For instance, the input values in the window could
be transformed to the output values using a nonlinear transformation function de-
signed to enhance the cartilage even more. Also, the histogram equalization could
be performed in the window to unify the histogram distributions between available
micro-CT datasets.
Finally, when excluding the augmentation process from the training of the op-
timized model, the overfitting increased as it is depicted in the bottom row of Fig-
ure 5.2. Therefore, it can be stated that the hyperparameters of the augmenta-
tion were appropriately set, even though there is a great room for improvement.
Both probabilities as well as ranges defined in Table 4.1 can be tuned, and also
additional transformations can be exploited. Moreover, in the master thesis, only
the global transformations were applied, however, the local transformations might
also be advantageous since they can imitate local protuberances due to dysmor-
phogenesis of the embryo. For instance, it could be realized using a deformation
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field with a few radial basis function peaks randomly placed into the field during
the augmentation process resulting in local transformations at these places.
Figure 5.2: 7-fold crossvalidation results justifying the proposed methodology (see the text).
The boxplots for each experiment (distinguished by color) were derived in the same way as in Fig-
ure 5.1. The solid boxplot represents the results on the validation set, whereas the dashed boxplot
reflects the training results. For simplicity, whiskers and outliers were not drawn.
5.3 Evaluation using the extended dataset
The overfitting can also be addressed with a bigger training dataset. Therefore,
in another experiment (Figure 5.3), also the other developmental stages (i.e. not only
E17.5, see Table A.1) were incorporated into the learning process. Again, the 7-fold
crossvalidation was used for the evaluation (Figure 5.3). It was assumed that the va-
lidation results of E17.5 embryos should increase in comparison with the previous
experiments because of a more robust training set and thus less overfitting. Unfortu-
nately, from Figure 5.3 it is evident that although the overfitting (i.e. the difference
between training and testing results) was reduced, the mentioned assumption did
not apply in general as the medians of Dice coefficients were comparable. Nonethe-
less, at least the interquartile range of the results was decreased using the extended
dataset making the estimation of the network’s performance more accurate.
Also, in Figure 5.4 the validation results for the non-E17.5 embryos are depicted.
It can be seen that E15.5 embryos (e.g. Figure 5.5(b)) had generally the worst results
since they were the least similar to E17.5 embryos (e.g. Figure 5.5(a)) making
a majority of the training dataset (14 E17.5 versus 3 E15.5, 2 E16.5 and 2 E18.5).
On the other hand, E16.5 (e.g. Figure 5.5(c)) and E18.5 were more closely related
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Figure 5.3: 7-fold crossvalidation results using the extended dataset. The boxplots for each
experiment were derived using E17.5 samples in the same way as in Figure 5.1. The solid boxplot
represents the results on the validation set, whereas the dashed boxplot reflects the training results.
to E17.5 1 implying the acceptable results for these developmental stages, at least
in case of wild types. Concerning the mutants (regardless of the developmental
stage), it depended on a phenotype of the mutation. Naturally, very different-looking
mutants (e.g. the E18.5 outlier, Figure 5.5(d)) had the worst results. Generally,
the results for problematic samples could be improved by oversampling strategies
or even better by acquiring additional data in the future.
Figure 5.4: 7-fold crossvalidation results comparing the network’s performance on various devel-
opmental stages.
5.4 Comparison with the previous research
Finally, moving back to "only E17.5" scenario, the proposed pipeline of the 3D piece-
wise segmentation was compared with a slice by slice segmentation from the previous
research [42]. Again, exactly the same 7-fold crossvalidation was performed for both
approaches using the same ground truth. From Figure 5.6 it is evident that a slice
by slice segmentation outperformed the 3D piecewise segmentation meaning that
the whole anatomical information in the slice is more important than adding sur-
rounding slices. Specifically, the median of Dice coefficient using the slice by slice
segmentation was 85.09 % whereas the 3D piecewise segmentation reached 80.01 %
regarding the same metric. Also, when looking at Figure 5.6 closer, the rank of mice
in terms of validation results is approximately the same in both cases. In other
1The developmental biologists examine the mouse development each half of a day as it is a fast
process (21 days in total) [23].
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(a) 17.5th day of development (E17.5)
Dice: 91.30 %
(b) 15.5th day of development (E15.5)
Dice: 48.36 %
(c) 16.5th day of development (E16.5)
Dice: 81.71 %
(d) very different-looking mutant
Dice: 38.57 %
Figure 5.5: The effect of developmental stage and phenotype on the segmentation performance.
Black color represents TP, orange color FN, blue color FP. In the case of this figure, the Dice
coefficient was computed only for the given slice (i.e. not for the whole volume as usual). To have
better intuition about the appearance of particular developmental stages as well as a very different-
looking mutant, corresponding slices were chosen according to a characteristic structure marked
by the grey arrow.
words, concerning the automatic segmentation of the craniofacial cartilage, there are
generally easier (in the right part of the boxplots) and more difficult (in the left part
of the boxplots) samples. Interestingly, the additional surrounding slices rather con-
fused the network in case of very different-looking mutant (Red_24722e1 ) as the slice
by slice segmentation performed remarkably better on this sample. On the other
hand, in the case of the overstained embryo (Blue_12769-1++_Chd7g+Chd7+)
where the cartilage had an extraordinary range of voxel intensities, the surrounding
slices greatly improve the segmentation performance.
The visual comparison of the 3D piecewise segmentation with a slice by slice
segmentation is depicted in Figure 5.7 or in Figure 5.8. Evidently, the surround-
50
Figure 5.6: 7-fold crossvalidation results comparing the proposed network’s performace
with the previous research.
ing slices greatly helped in the case of the overstained embryo, however, in the case
of properly prepared samples, the 3D information did not improve the results. More-
over, the proposed pipeline generated the segmentation prediction with square edges
(Figure 5.8(b)), having a negative effect on the visual evaluation. On the other
hand, the slice by slice segmentation suffered from discontinuities in other planes
(Figure 5.8(c)) as it performed the segmentation just in one plane.
Generally speaking, the upsampling of the segmentation prediction to the orig-
inal resolution was probably the weakest part of the proposed pipeline. Of course,
processing the 3D image data in the original resolution would output the best re-
sults as no details would be lost by downsampling, but since the data were memory-
intensive the downsampling was inevitable in the preprocessing phase. The nearest
neighbour upsampling in the postprocessing phase was naturally not able to re-
store the fine details lost by downsampling resulting in the segmentation prediction
with square edges. Smoother segmentation prediction in the original resolution
could be obtained using transposed convolution in an extended decoder as proposed
in the previous research [42], however, this approach was too memory-intensive
for the 3D case. Also, the segmentation prediction could be smoothed e.g. by 3D
Gaussian filter with subsequently applied thresholding for binarization of the mask.
Nonetheless, this approach would naturally lead to inaccuracies e.g. due to the fill-
ing of small gaps in the mask which should remain unfilled. Theoretically speaking,
the downsampled segmentation prediction could be converted from a voxelized form
to a triangular mesh form and scaled to the desired size while mitigating the square
edges. Also, the model of the craniofacial cartilage could be directly 3D printed us-
ing the triangular mesh representation. Still, however, the model’s resolution would
be dependent on the factor of downsampling used in the preprocessing phase.
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(a) properly prepared embryo (d) overstained embryo
(b) 3D piecewise segmentation
Dice: 88.97 %
(e) 3D piecewise segmentation
Dice: 62.70 %
(c) slice by slice segmentation
Dice: 90.60 %
(f) slice by slice segmentation
Dice: 45.48 %
Figure 5.7: Comparison of the proposed methodology with the previous research. Specifically,
two example slices (a, d) are depicted in the separate columns along with the segmentation pre-
diction using a 3D piecewise segmentation (b, d) or a slice by slice segmentation (c, f). Black
color represents TP, orange color FN, blue color FP. In the case of this figure, the Dice coefficient
was computed only for the given slice (i.e. not for the whole volume as usual). Note: in (a)
the craniofacial cartilage is darker than its neighborhood, whereas in (d) the cartilage has approxi-
mately equal intensity or it is even brighter than its neighborhood, which is caused by overstaining
the embryo.
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(a) ground truth (b) 3D piecewise segmentation (c) slice by slice segmentation
Figure 5.8: Comparison of the proposed methodology with the previous research (weaknesses
of both approaches). In (a) there is a ground truth binary mask for a zoomed area of a given
sagittal slice. In (b) it can be seen that the weakness of 3D piecewise segmentation are square
edges in all planes including the sagittal. In (c) it is evident that there are several discontinuities
(green arrows) in the sagittal segmentation prediction which is a natural weakness of the slice
by slice segmentation using only the axial slices.
5.5 Overall evaluation
The main results of the master thesis can be subjectively evaluated in Figure 5.9.
Firstly, the proposed optimization process greatly improved the segmentation perfor-
mance of the 3D piecewise segmentation. Thus, using these advanced architectural
modifications in further research is highly encouraged. Secondly, on the given seg-
mentation problem, the slice by slice segmentation performed better than the 3D
piecewise segmentation. It can be assumed that the square edges generated by
the proposed pipeline decreased the results a bit, however, this could not be the rea-
son for the approximately 5% drop in comparison with the slice by slice segmen-
tation. The main problem seems to be the need for dividing the micro-CT data
into the patches resulting in the loss of global contextual information. On the other
hand, concerning the slice by slice segmentation, the network could benefit from
preserving the relationships between particular anatomical structures as it used
the whole slice instead of patches.
3D CNNs can be a very powerful tool for segmentation of small compact objects
of interest in 3D image data, however, in the case of the oblong structures (such as
the craniofacial cartilage) they are not able to boost the results since the 3D in-
formation cannot be fully exploited. Even though the pipeline of the 3D piecewise
segmentation could be further tuned, the results of the master thesis rather sup-
port continuing with 2D CNNs in further research as the 3D spatial information
of the features did not overcome the already mentioned disadvantages of the 3D
piecewise segmentation. The 3D information can be incorporated into the segmen-
tation either by using a stack of slices as the input to 2D CNNs or using the network
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Figure 5.9: 3D models depicting the effect of the optimization process (b → d) as well as the com-
parison of the proposed pipeline (d) with the previous research (c). Dice coefficient was computed
for the whole volume as usual.
with several input branches each processing the slices from a different plane. Also,
the slice by slice segmentation can be further tuned, e.g. by using the proposed
optimization process applicable to any U-Net-like architecture. Of course, other
specialized blocks can be added to the architecture in the future such as the at-
tention module [49], classification-guided module [24], etc. Next, tuning the hy-
perparameters of learning is as much important as tuning the CNN architecture.
For instance, an insertion of several warm restarts [39] in the learning rate schedule
can be exploited in further research. Last but not least, the general pipeline can
be extended, e.g. by advanced contrast enhancement of the 3D image data or by in-
corporating further augmentations including the local geometrical ones imitating
the dysmorphogenesis of the embryos.
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Conclusion
At the beginning of the master thesis, the reader was introduced into the prob-
lem of the mouse embryo craniofacial cartilage segmentation. In the theoretical
part, X-ray micro computed tomography (micro-CT) was described as the imaging
modality used for scanning the embryos. Also, the reader was acquainted with con-
volutional neural networks (CNNs) as well as the training procedure along with its
difficulties. Additionally, various attitudes proposed in the literature were described
regarding the 3D image segmentation using CNNs.
In the practical part, on the basis of available data and hardware, the 3D piece-
wise segmentation pipeline was proposed aiming to incorporate the 3D information
(naturally contained in micro-CT data) into the segmentation process. The reader
was acquainted with necessary preprocessing and postprocessing steps and mainly
with the processing part based on the 3D CNN. Specifically, the baseline model
inspired by V-Net was proposed as well as its learning based on the current trends
in the literature. The baseline model was further optimised with an emphasis
on the utilization of advanced architectural modifications (ASPP, SELU, multi-
output supervision, Dense blocks) presented in the literature in recent years.
Finally, 7-fold crossvalidation was performed for various experiments in the eval-
uation part. Firstly, it was shown that the optimization process raises the median
of Dice coefficient from 69.74 % to 80.01 % and remarkably reduces an interquar-
tile range of the results. Secondly, several non-architectural steps in the proposed
methodology were justified. Thirdly, the experiments with other available develop-
mental stages than E17.5 were described and evaluated. Lastly, the proposed solu-
tion was compared with the previous research. According to the results, in the case
of the oblong structures (such as the craniofacial cartilage), a slice by slice segmen-
tation performs better than the 3D piecewise segmentation. In the future, the pro-
posed optimization process can be easily applied in U-Net from the previous research
and probably improve the benchmark for the given segmentation problem.
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65
List of appendices
A Details about the available data 67
B Effect of the median filtering on a binary mask 68
C Comparison of Adam and AdamW optimizer 70
D Evaluation appendix 72
E Electronic attachements 73
66
A Details about the available data


































































































































































































































































































































































































































































































































































































































































































































Figure B.1: Effect of the median filtering with 5×5×5 kernel on a binary mask (two-page figure).
A 3D model of the craniofacial cartilage generated from the original (a) and smoothed (b) binary
mask. Also, on the detail of the chosen slice (c), it is evident that a contour of the craniofacial
cartilage (red) is noisy (d) which limits the profit of using the 3D information. After smoothing
(e), the contours are more acceptable, even though a few inaccuracies (e.g. green arrows) may






C Comparison of Adam and AdamW opti-
mizer
Considering parameters 𝜃 of the network, the weight decay can be incorporated
into the SGD optimization process as
𝜃𝑡+1 = 𝜃𝑡 − 𝛼 · ∇𝑓𝑡(𝜃𝑡) − 𝜆 · 𝜃𝑡 (C.1)
where ∇𝑓𝑡(𝜃𝑡) is the 𝑡-𝑡ℎ mini-batch gradient, 𝛼 is a learning rate and 𝜆 defines
the weight decay. [38]
In common deep learning libraries, L2 regularization is implemented instead
of the weight decay since (in the case of SGD) it represents the same. Suppose
L2 regularized loss function







∇𝑓 𝑟𝑒𝑔𝑡 (𝜃𝑡) = ∇𝑓𝑡(𝜃𝑡) + 𝜆
′ · 𝜃𝑡 (C.3)
When defining the regularization term 𝜆′ as 𝜆
𝛼
we can write




which can be rewritten as the equation eq. C.1. [38]
Since introducing SGD, several new optimizers have been developed, but L2 reg-
ularization remains as a classical way of implementing the weight decay. However,
as the authors of AdamW pointed out, in the case of adaptive learning rate al-
gorithms (such as Adam), the weight decay cannot be implemented through L2
regularization properly. To address this problem, they refine Adam to AdamW
(Figure C.1). [38]
Specifically, the problem of Adam with L2 regularization is the fact that the pa-
rameters with bigger gradient magnitudes are less regularized [38]. This can be de-
rived from Figure C.1. For simplicity, suppose a sufficient time step and therefore
?̂?𝑡 = 𝑚𝑡 and 𝑣𝑡 = 𝑣𝑡. Then, the optimization step in Adam with L2 regularization
can be written as
𝜃𝑡 = 𝜃𝑡−1 − 𝜂𝑡 · (𝛼 ·
𝛽1 · 𝑚𝑡−1 + (1 − 𝛽1) · (∇𝑓𝑡(𝜃𝑡−1) + 𝜆 · 𝜃𝑡−1)√
𝑣𝑡 + 𝜖
) (C.5)
From the eq. C.5 it is evident that the regularization term 𝜆 is divided by √𝑣𝑡.
Thus, the bigger the parameter’s gradient magnitude, the smaller the regularization
of the parameter.
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Figure C.1: Comparison of Adam and AdamW optimizers (adopted from [38]) where 𝑔 is a gradi-
ent of the loss function, 𝑚 is a momentum term (exponential moving average of the past gradients),
𝑣 is an adaptive learning rate term (exponential moving average of the past squared gradients),
?̂? and 𝑣 are corrections of 𝑚 and 𝑣 for the early stage of learning, 𝛼 is a learning rate, 𝛽1 (or 𝛽2)
control the exponential decay rate of 𝑚 (or 𝑣), 𝜖 is for numerical stability, and 𝜆 controls the amount
of regularization.
On the other hand, AdamW implements the regularization using weight decay
in the optimization step
𝜃𝑡 = 𝜃𝑡−1 − 𝜂𝑡 · (𝛼 ·
𝛽1 · 𝑚𝑡−1 + (1 − 𝛽1) · ∇𝑓𝑡(𝜃𝑡−1)√
𝑣𝑡 + 𝜖
+ 𝜆 · 𝜃𝑡−1) (C.6)




The removal of outliers did not influence the conclusion set in chapter 5 that states:
Optimization process using advanced architectural modifications raised the median
of Dice coefficient and also remarkably reduced the interquartile range of the results
(Figure D.1). Specifically, when excluding the outliers, the median of Dice coefficient
was raised from 73.65 % to 82.50 %.
Figure D.1: 7-fold crossvalidation results mapping the optimization process (without outliers).
For the description of the graph see Figure 5.1.
72
E Electronic attachements
VolumeModule.py contains the API for working with micro-CT data (class Volume)
or subsequently its patches (class SubVolumeList).
MakeDataset.py is responsible for saving the patches on the disk.
DataToCNN.py implements the loading pipeline depicted in Figure 4.4.
Model.py defines several CNN models used in the evaluation of the proposed op-
timization process.
RunningModel.py is responsible for training the model as well as for obtaining
the segmentation prediction for patches in the evaluation part.
Evaluation.py evaluates the CNN segmentation performance on the whole 3D im-
age data.
The necessary packages can be installed in Anaconda using conda env create -f
master_thesis_Polakova.yml command.
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