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Abstract
This paper is concerned with a numerical simulation of shape optimization of two-dimensional flows governed by Stokes
equations. We derive the structures of Eulerian derivative with respect to the variable shape for the drag functional by using the
shape derivative approach. Finally a gradient type algorithm is effectively used for our drag minimization problem.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
The problem of finding the optimal design of a system for the viscous incompressible flow arises in many design
problems in aerospace, automotive, hydraulic, ocean, structural, and wind engineering. Examples of applications
include aerodynamic design of automotive vehicles, trains, low speed aircraft and hydrodynamic design of
turbomachinery and offshore structures.
The optimal shape design of a body subjected to the minimum drag force has been a challenging task for a long
time, and it has been investigated by several authors. Frequently the drag has been approximated by the dissipate
viscous energy in fluids. For instance, Pironneau computes in [7,6] the derivative of the cost functional using the
normal variation approach; Murat and Simon in [4] use the formal calculus to deduce an expression for the derivative;
Delfour and Zolesio in [1] use the velocity method and the shape derivative approach to derive an expression for the
derivative in the case of the problem governed by the Poisson equations.
Our concern in this article is the study of the Eulerian derivative of the drag functional for Stokes flow, and
introducing an efficient numerical approach for the solution of its realizations of such minimization problems.
This paper is organized as follows. In Section 2, we briefly recall the velocity method which is used for the
characterization of the deformation of the shape of the domain and give the description of the shape optimization
problem for the Stokes flow.
In Section 3, we give the description of the shape derivative and then express the Eulerian derivative of the drag
functional. Finally in Section 4, we propose a gradient type algorithm with some numerical examples to show that our
theory could be very useful for the practical purpose and that the proposed algorithm is efficient.
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2. Setting of the drag minimization problem
In two dimensions, we consider a typical problem in which a solid body S with the boundary ∂S is located in
an external flow. Since the flow is in an unbounded domain, we reduce the problem to a bounded domain D by
introducing an artificial boundary ∂D on which we set the speed flow y = y∞. Ω := D \ S is the effective domain
with its boundary ∂Ω = ∂S ∪ ∂D. The state equations of the flow can be written by the Stokes equations in the
non-dimensional form,
−α∆y+∇ p = 0 in Ω ,
div y = 0 in Ω ,
y = y∞ on ∂D,
y = 0 on ∂S,
(2.1)
where α stands for the kinematic viscosity coefficient, y and p are the velocity and pressure, respectively. Let
y∞ ∈ [H3/2(D)]2 be given, then we know that the solution (y, p) belongs to [H1(Ω)]2 × L2(Ω) and even to
[H2(Ω)]2 × H1(Ω) when ∂Ω is of class C2.
We are interested in solving the following minimization problem
min
Ω∈O
J (Ω) = α
∫
Ω
|Dy|2 dx, (2.2)
where y satisfies (2.1), the boundary ∂D is fixed and an example of the admissible set O is: O :={
Ω ⊂ R2 : ∂D is fixed, ∫Ω dx = constant} .
The cost functional J (Ω) in (2.2) represents the dissipated viscous energy and is a good approximation of the drag
force in our problem, thus we can call the problem (2.2) a drag minimization problem.
3. Main results
We recall the velocity method [1] to modelize the domain deformations. Let V ∈ Ek := C([0, τ );Ck(R2,R2)),
where τ is a small positive real number. We note by Tt : X → x(t, X) the mapping from Ω to R2 defined by
d
dt
x(t, X) = V(t, x(t, X)), x(0, X) = X.
We note by Ωt := Tt (Ω) the domain transported by V after the time t . We denote by y the solution of the Stokes
problem (2.1) and by yt its solution on Ωt .
The Eulerian derivative of the cost functional J (Ω) at Ω for the velocity field V is defined as
dJ (Ω;V) := lim
t→0
1
t
(J (Ωt )− J (Ω)) .
Theorem 3.1. Assume that Ω is of class C2 and V ∈ E2, the shape derivative y′ := ∂t (yt )|t=0 exists and is
characterized as the solution of
−α∆y′ +∇ p′ = 0 in Ω
div y′ = 0 in Ω
y′ = −(Dy · n)Vn on ∂S
y′ = 0 on ∂D.
(3.1)
Proof. Since Ω is of class C2 and V ∈ E2, Ωt has the same regularity as Ω for any t ∈ (0, ), then yt ∈
H2(Ωt )2 ∩ H1( div ,Ωt ) satisfies the following weak formulation
α
∫
Ωt
Dyt : Dw dx = 0, ∀w ∈ H10 (div,Ωt ). (3.2)
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where
H1( div ,Ω) := {u ∈ H1(Ω)2 : divu = 0 in Ω},
H10 ( div ,Ω) := {u ∈ H1(Ω)2 : divu = 0 in Ω , u|∂Ω = 0}.
We introduce the following Hadamard formula [3]
d
dt
∫
Ωt
F(t, x) dx =
∫
Ωt
∂F
∂t
(t, x) dx +
∫
∂Ωt
F(t, x)V · nt dΓt , (3.3)
for a sufficiently smooth functional F : [0, τ ] × RN → R. Then we can use it to obtain the partial derivative of (3.2)
with respect to t and take t = 0,∫
Ω
αDy′ : Dw dx +
∫
∂Ω
(αDy : Dw)Vn ds = 0, ∀w ∈ H10 ( div ,Ω). (3.4)
Assume that w has a compact support, then the boundary integral vanishes. Using integration by parts for the
distributed integral, we obtain
∫
Ω α∆y
′ · w dx = 0. Then there exists some p′ ∈ L2(Ω) such that we have
−α∆y′ = −∇ p′ in the distributional sense in Ω .
Now we compute the shape derivative of y|∂St = 0 and obtain y′ = −Dy · V. Since y|∂S = 0, we have
Dy|∂S = Dy · n∗n, and then y′ = −(Dy · n)Vn on ∂S. Since ∂D is fixed, we obtain y′ = 0 on the boundary
∂D. 
Theorem 3.2. Let Ω be of class C2 and V ∈ E2, the Eulerian derivative of the cost functional J (Ω) can be expressed
as
dJ (Ω;V) = −α
∫
∂S
|Dyn|2Vn ds. (3.5)
Proof. The differentiability of the state y with respect to t has been established in our paper [2], so we can employ
the Hadamard formula (3.3) to obtain
dJ (Ω;V) = 2α
∫
Ω
Dy : Dy′ dx + α
∫
∂S
|Dy|2Vn ds. (3.6)
On the other hand, we multiply the Stokes equations (2.1) by the shape derivative y′ and obtain∫
Ω
(−α∆y+∇ p) · y′ dx =
∫
Ω
(αDy : Dy′ − p div y′) dx +
∫
∂D∪∂S
(pn− αDyn) · y′ ds.
Since y′ satisfies (3.1), we reduce the above identity to
α
∫
Ω
Dy : Dy′ dx =
∫
∂S
(
pDyn · n− α|Dyn|2
)
Vn ds. (3.7)
Due to the fact that y|∂S = 0 and div y = 0 lead to Dyn ·n|∂S = 0, we obtain (3.5) by combining (3.6) with (3.7). 
4. Gradient algorithm and numerical simulation
For problem (2.2), we work rather with the unconstrained minimization problem
min
Ω∈RN
G(Ω) = J (Ω)+ lV (Ω) (4.1)
which admits at least one optimal solution. Where V (Ω) := ∫Ω dx and l is a positive Lagrange multiplier. The
Eulerian derivative of G(Ω) is
dG(Ω;V) =
∫
∂S
(−α|Dyn|2 + l)Vn ds.
Ignoring regularization, a descent direction is found by defining V = −hk(−α|Dyn|2 + l)n, and then we can update
the shape Ω as Ωk = (I + hkV)Ω , where hk is a descent step at the kth iteration. The method used in this paper is
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(a) y1 for initial shape. (b) y1 for optimal shape. (c) y2 for initial shape. (d) y2 for optimal shape.
Fig. 4.1. Case 1: distribution of y = (y1, y2) for initial shape and optimal shape.
(e) y1 for initial shape. (f) y1 for optimal shape. (g) y2 for initial shape. (h) y2 for optimal shape.
Fig. 4.2. Case 2: distribution of y = (y1, y2) for initial shape and optimal shape.
changing the scalar product with respect to which we compute a descent direction, for instance, H1(Ω)2. In this case,
the descent direction is the unique element d ∈ H1(Ω)2 such that for every V ∈ H1(Ω)2,∫
Ω
Dd : DV dx = − dG(Ω;V). (4.2)
The resulting algorithm can be summarized as follows:
(1) Choose an initial shape Ω0;
(2) Compute the Stokes system (2.1), then we can evaluate the descent direction dk by using (4.2) with Ω = Ωk;
(3) Set Ωk+1 = (I+ hkdk)Ωk , where hk is a small positive real number.
In computations, we choose the domain D := {(x, y) ∈ R2 : x2 + y2 ≤ 0.64}, the velocity y∞ = (0.15y,−0.15x)T,
the viscosity α = 0.1 and the admissible set O := {Ω ⊂ R2 : ∂D is fixed, the area V (Ω) = 1.75} .
The Stokes system (2.1) is discretized by using a mixed finite element method and the discretization is effected
using the Taylor–Hood pair [5] of finite element spaces on a triangular mesh which is performed by a Delaunay mesh
generator.
We choose the following two initial shapes:
• Case 1 a circle: {(x, y) : x2 + y2 = 0.42};
• Case 2 an ellipse: (−0.25, 0, 25)× (−0.25, 0.25).
Figs. 4.1 and 4.2 represent the distribution of the velocity y = (y1, y2) for the initial shape and the optimal shape
in Case 1 and Case 2, respectively. In Case 1, the drag was reduced about 32.3% with CPU time 48.203 s and in Case
2, the drag was reduced about 7.1% with CPU time 54.344 s. We can find that the reduction of the drag depends on
the choice of the initial shape. Fig. 4.3 shows the fast convergence of the drag in the two cases.
The relative error |Vopt(Ω) − V (Ω)|/V (Ω) (Vopt denotes the area of the optimal shape) is 0.00018588 and
0.00015683 in Case 1 and Case 2, respectively.
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Fig. 4.3. Convergence history of the cost functional.
5. Conclusion
The problem of drag minimization in the two-dimensional Stokes flow has been presented. We gave the description
of the shape derivative and then derived the structures of Eulerian derivative for the drag functional. A gradient type
algorithm is effectively used for the minimization problem in two cases. The two cases have converged almost in the
same optimal shape since they have been carried out by the same drag minimization problem. Further research is
necessary on efficient implementations for time-dependent Navier–Stokes flow and much more real problems in the
industry.
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