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Abstract—The movement of large quantities of data during the
training of a Deep Neural Network presents immense challenges
for machine learning workloads. To minimize this overhead, espe-
cially on the movement and calculation of gradient information,
we introduce streaming batch principal component analysis as an
update algorithm. Streaming batch principal component analysis
uses stochastic power iterations to generate a stochastic k-rank
approximation of the network gradient. We demonstrate that
the low rank updates produced by streaming batch principal
component analysis can effectively train convolutional neural
networks on a variety of common datasets, with performance
comparable to standard mini batch gradient descent. These
results can lead to both improvements in the design of application
specific integrated circuits for deep learning and in the speed of
synchronization of machine learning models trained with data
parallelism.
Index Terms—Deep Learning, Gradient data decomposition,
Streaming, Principal Component Analysis.
I. INTRODUCTION
STOCHASTIC gradient descent (SGD) and minibatch gra-dient descent (MBGD) are two common means of training
a neural network, in which subsets of the input data are used
to compute approximations to the gradient of the loss function
more frequently but less accurately than computing it for the
entire training set. Pipelining (starting the processing of each
input before the previous is completed) the input in each batch
gives speed-ups that improve with batch size giving a trade off
between the wall-clock training speed with the accuracy gains
achieved from stochastic search of the space [1]. From batch
to batch, however, significant compute and memory overheads
are required to calculate and store the weight updates. More
advanced training methods, such as momentum, require more
memory to train the network than to store the network itself.
Managing the movement of such large quantities of data is
increasingly challenging and energy intensive, especially for
large networks in data center environments [2], [3], [4].
Taking advantage of these approaches to training requires
collocating the training operations with the inference oper-
ations. This requirement is particularly true for approaches
that greatly increase the efficiency of inference. Without more
efficient training, these advantages are minimized when the
whole system is considered. For example, the use of emerging
hardware approaches for nonvolatile memory, such as crossbar
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arrays [5], [6], [7], [8], [9], [10], promises great efficiency
gains for inference by neural networks. While such arrays are
able to efficiently store the network itself, alternative forms of
memory management are needed to store the training data and
transfer it into the long term memory array.
Streaming techniques can offer substantial memory reduc-
tion because they process each input data string and accumu-
late the results in a efficient way. Data decomposition methods,
like Principal Component Analysis (PCA) and its reduced
rank variants, also reduce storage and processing requirements
by only computing the most important contributions to the
gradient. Previously, we showed that a low rank approximation
of MBGD can train networks with many of the same benefits
of MBGD by combining streaming methods with PCA to
produce rank-1 approximations of batch updates [11].
Here, we significantly expand on that initial proposal by
developing an arbitrary rank approximation of MBGD called
streaming batch principal component analysis (SBPCA). In-
stead of using deflation to expand the number of ranks, as pro-
posed previously, we investigate a bi-iterative PCA algorithm
based on QR-factorization. This method uses Gram-Schmidt
orthonormalization or Householder reflections to ensure or-
thogonality between the ranks [11], [12], [13]. Additionally,
by investigating both the rank and data set dependence of our
algorithm and applying the technique to much larger data sets,
we are able to demonstrate accurate training and convergence
across a broad range of potential use cases.
Our main contributions are as follows:
• We show our proposed streaming batch principal compo-
nent analysis can recompose an accurate gradient matrix
with a few ranks, with 10 ranks often achieving near
equivalent accuracy to minibatch gradient descent;
• We show that streaming batch principal component anal-
ysis is functionally correct, that is, it can track the correct
updating direction and minimize the loss function; and
• We show that streaming batch principal component analy-
sis converges to near equivalent accuracy with significant
memory savings.
The remainder of the paper is organized as follows. Section
II introduces background information related to our method.
Section III describes the problem and our detailed algorithm.
Section IV presents the evaluation of the algorithm on three
real data sets. Section V concludes with a final discussion.
II. RELATED WORK
Many different approaches have been proposed to improve
the efficiency of training neural networks. In this section, we
discuss several that motivate the present approach.
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2A. Acceleration of Deep Neural Networks
As the market demand for deep neural networks grows,
both data centers and deep neural network frameworks are
constantly being improved to accommodate the ever changing
demands of machine learning workloads. To fully exploit
the hardware available within the data center, deep neural
network frameworks will have to natively support methods
for model and data parallelism. Ideally, this support would
allow for a linear scaling of the model training speedup with
the number of available computing resources. These hardware
resources include traditional central processing units (CPUs),
graphical/tensor processing units (GPUs/TPUs), as well as data
communication buses such as peripheral connection intercon-
nect express (PCIe) buses.
The most straightforward method, data parallelism, simply
duplicates the machine learning model across all of the avail-
able resources as efficiently as possible [1], [2]. These multiple
instances can then be used to process batches of the data in
parallel. In between processing the data, weight and gradient
information is transmitted throughout the computing platform
so that the duplicate models can be updated. The synchro-
nization of the network models is a time consuming process
due to the limited communication bandwidth available and
the large size of the models. In some cases, communication
of the gradient and weight information can be the most time
consuming step during the training process, taking up more
than 60 % of the overall training time [14]. Even in hybrid
approaches using model parallelism, where separate parts of
the model can operate independently but synchronously or
even asynchronously, transmission of gradient information and
model synchronization are important bottlenecks.
To deal with this problem, different data reduction ap-
proaches have been considered. The simplest, gradient quan-
tization, is to reduce the precision of the gradient information
transmitted [2]. Other approaches, such as gradient sparsifica-
tion, transmit only the largest values of the gradient, or, only
sparsely communicate the weight updates when they reach a
threshold of significance [2]. Much effort has been invested
in these approaches, enabling reductions in the volume of
gradient data transmission by several hundred times without
reducing accuracy [15]. However, such approaches may have
high local memory and computational overhead, requiring
significant logic to be performed over the full set of estimated
gradients and weights within the parallel model.
Principal component analysis provides an efficient method
for compressing the gradient information, by extracting the
most important components. As such, it could significantly
contribute to the effectiveness of parallelization of gradient
updates.
B. Challenges and Opportunities in Emerging Hardware
The movement of data, weight matrices, and gradients is
a major source of latency and resource utilization in deep
neural networks. One approach to minimizing this movement
is to build nonvolatile memories that can simultaneously
store the weights and compute the multiply and accumulate
operations commonly implemented in GPUs and TPUs [8],
[10]. Performing these operations in the nonvolatile memory
itself eliminates the cycling of data in and out of the local
GPU/TPU memories.
The principal advantage afforded by this scheme is the
amount of information that can be stored compared to other
approaches. On one hand a TPU can store approximately 65
kilobytes of weight data within its primary systolic array,
which is only a small fraction of an overall deep neural
network model. On the other hand, a nonvolatile memory array
based on flash memories, resistive random accesses memory
(ReRAM), or magnetic tunnel junctions, could potentially
store terabytes of model data at much greater density [16],
[8]. Different methodologies for implementing the operation
of these arrays include both analog and digital approaches,
such as binary neural networks [6], [10], [17]. In either case,
multiply and accumulate operations are encoded in charge and
current summation, natively implemented via Kirchoff’s law,
allowing for massively parallel multiplication of the model
data with the input activation or error. One such emerging
computing architecture that potentially exploits this physics is
the three dimensional system on a chip (also known as 3DSoC)
architecture. The 3DSoC incorporates dense vertical ReRAM
with both silicon and carbon-nanotube digital logic [18].
The principal weaknesses of such approaches include the
high programming energy of nonvolatile memories, which
would favor sparse updates to the network, as well as the
difficulty of storing and processing the immense quantities
of training and gradient data. Whereas the model can be
stored in the nonvolatile memory arrays, there is at present
no compatible ultra dense short term memory array with
which to store the training and gradient data, though potential
approaches are under investigation [19]. Existing implementa-
tions of L1 and L2 caches could be used to temporarily store
this data for transfer into the nonvolatile memory arrays, but
efficient compression of the training and gradient data would
be required.
Batch PCA significantly reduces the number of hardware
updates for each training data set. It allows for outer-product
updates in which all of the components are updated at once in
the most important directions. It also compresses a number of
input data into a single best average update further reducing
the rate of hardware updates.
C. Streaming Principal Component Analysis
Memory-efficient compression of large matrices without
explicitly calculating them has a robust history of theoretical
investigation [20], [21], [22]. For one approach, streaming
principal component analysis (SPCA), the objective is to
extract the top k principal components (UˆPCA) from a stream
of incoming data {~xi}. Due to the high dimensionality of ~xi,
calculation of the covariance matrix
∑
i ~xi~x
T
i and its singular
value decomposition (SVD) would be costly, particularly in
terms of memory, as the covariance matrix (as in Fig. 1)
might not even be able to fit within the available memory.
Inspired by neural biology, Oja proposed a linearized version
of stochastic power iterations that can be used to extract
one, or, with deflation, multiple principal components of a
3dataset
=
…
=
x     x*xdimensionality x     x* x     k* k     k* k     x*
a b c
datasource
x     1*xdimensionality
d e 
.
?⃗?𝑥𝑖𝑖  ?⃗?𝑥𝑖𝑖 ?⃗?𝑥𝑖𝑖
𝑇𝑇 
?⃗?𝑥𝑖𝑖  
𝑈𝑈�𝑃𝑃𝑃𝑃𝑃𝑃  𝑈𝑈�𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇  Σ�𝑃𝑃𝑃𝑃𝑃𝑃  ?⃗?𝑥𝑖𝑖 ?⃗?𝑥𝑖𝑖
𝑇𝑇 �
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑠𝑠𝑠𝑠𝑑𝑑
 ⊗ ?⃗?𝑥𝑖𝑖  ?⃗?𝑥𝑖𝑖  =
.
1     x* x    k*
f
learning rate
=
reorthonormalization
x    k* x    k*
△𝑈𝑈�𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃  𝑈𝑈�𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃(𝑛𝑛 + 1) 
𝑈𝑈�𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃(𝑛𝑛) +△𝑈𝑈�𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃  
?⃗?𝑥𝑖𝑖 ∙ �?⃗?𝑥𝑖𝑖
𝑇𝑇 ∙ 𝑈𝑈�𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃(𝑛𝑛)� (?⃗?𝑥𝑖𝑖 ⊗ ?⃗?𝑥𝑖𝑖) ∙ 𝑈𝑈�𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃(𝑛𝑛)
· ·
· ·
Fig. 1. Traditional vs. Streaming PCA algorithms. (a) A dataset of examples ~xi is composed into a covariance matrix by (b) taking and summing the
outerproducts. This covariance matrix is (c) decomposed into its principal components UˆPCA by taking the singular value decomposition. Instead of the full
data set, streaming methods can use (d) individual examples to (e) calculate an update ∆UˆSPCA to an approximate set of principal components UˆSPCA(n)
and produce (f) an updated set UˆSPCA(n+ 1). This sequential updating process can avoid the computation and memory intensive outerproduct operations.
random data stream [23], [24]. More modern approaches,
such as history PCA, rely instead on QR-factorization to
ensure rank orthonormality [25], [26], [27], [13]. Update and
reorthonormalization of the Q matrix allows the algorithm
to span a greater fraction of the input data space, reducing
the effective eigengap of the stochastic power iteration and
improving the rate of convergence[28], [29].
As we discuss below, our proposed approach does not map
perfectly to streaming PCA; we are trying to extract the
singular values of a general rectangular gradient matrix, rather
than a square and symmetric covariance matrix. We combine
streaming PCA methods with bi-iterative power iterations to
perform stochastic approximation of the top singular vectors.
Such an approach was first used by Strobach to perform
subspace tracking [30]. To the best of our knowledge, such
an approach has not been used previously to extract the top
k principal components of a neural network gradient matrix
during training.
III. METHOD DETAILS
A. Low Rank Gradient Descent
In neural networks, finding a solution to a classification
problem is, for a given network structure of weights and
neurons, mapped to minimizing a scalar loss function, `,
which correlates inputs with correct classifications. In classical
gradient descent, we define the differential of the loss function
d` over all of the weights ~Θ in a layer as
d` =
∂`
∂~Θ
· d~Θ. (1)
During training, we compute ∂`/∂~Θ at every step. The nega-
tive of this gradient gives the direction of steepest descent.
Choosing a step of ∆~Θ = −α(∂`/∂~Θ) changes the loss
function by
∆` = −α‖∇~Θ`‖2, (2)
where α is the learning rate.
Though we have presented the weights in vector form thus
far, we could instead suppose that they are arrayed in a matrix
Θˆ, as is typical in neural networks. In that case we recognize
the norm taken in Eq. (2) as the Frobenius norm of ∇Θˆ`. It
is well known that Eq. (2) can then be written as
∆` = −α
∑
j
σ2j , (3)
where the σj are the singular values of ∇Θˆ` in its sin-
gular value decomposition. This leads us to the following
observation. Suppose ∇Θˆ` could be well-approximated by a
truncated singular value decomposition using only the first k
ranks. We write this approximation as ∇(k)
Θˆ
`. Then moving
along ∇(k)
Θˆ
` instead of ∇Θˆ` produces ∆` almost as large
as the exact gradient descent, up to a small error on the
order of O(σ2k+1/σ
2
1). We conjecture that using the truncated
decomposition to propose weight matrix updates may still
allow one to minimize the loss function, but with a smaller
memory footprint than would be needed to store the full-rank
gradient matrix.
In practice, ∆Θˆ is typically not computed with the true
gradient of `, but a stochastic approximation of the gradient
over a relatively small batch of samples of size B, much less
4than the size of the full dataset. This balances the acceleration
of training available from the pipelining of B inferences
at a time against the desired stochasticity of the sampled
gradient. For our proposed method, the equivalent stochastic
algorithm would generate an approximation of ∇˜(k,B)
Θˆ
` which
is randomly sampled from a B-batch of the overall training
set and is also of tunable truncation rank k.
B. Low Rank Stochastic Approximation
In order to generate a k-rank stochastic approximation of
the matrix ∆Θˆ ∈ Rm×n, we start from the truncated singular
value decomposition for the approximate gradient
∇˜(k,B)Θ ` = ∆ˆΣˆXˆT , (4)
where ∆ˆ ∈ Rm×k is a matrix composed of the top k
left singular vectors (that is, singular backpropagated errors)
and Xˆ ∈ Rn×k is a matrix of the top k right singular
vectors (that is, singular activations). Σˆ is a square k × k
matrix with singular values ~σ on the diagonal and zeroes
elsewhere. Fig. 2 depicts the breakdown and dimensionality
of this decomposition with respect to the weight matrix in the
network layer. The memory cost of this decomposed form is
mk+k+nk = k(m+n+1), which, for sufficiently small k, is
significantly less than the memory overhead of the full m×n
matrix. The challenge now is to determine the correct values
of Xˆ , ∆ˆ, and ~σ in a computationally efficient way, given a
list of input activations ~xi and backpropogated vectors ~δi of a
fully connected layer in a neural network.
Performing the singular value decomposition using tra-
ditional methods will fail to deliver efficient memory and
compute footprints. Suppose that for a particular batch of
inputs {~xi} and errors {~δi} one constructs the update matrix
∆Θˆ =
∑
i
~δi~x
T
i as usual and then takes its full singular
value decomposition. In addition to requiring the calculation
[O(Bmn) operations] and storage [O(mn)] of the full array,
an additional O(n2m) operations (assuming n < m) are
required to perform the singular value decomposition.
Calculations of the truncated SVD requiring only the top k
ranks can be dramatically more efficient, with a complexity
of O(k2m). Like Lanczos’s method, these methods are based
on the use of power iterations to extract the top eigenval-
ues and eigenvectors. If these power iterations are replaced
with stochastic power iterations—that is, if the gradient is
replaced by a stochastic approximation from the input {~xi}
and {~δi} values—then the computational complexity can be
dramatically reduced, and in fact it is possible to avoid directly
calculating or storing the batch gradient. Since the batch
already gives a stochastic approximation of the gradient, it is
plausible that further stochastic approximation may not yield
significantly reduced performance, while reducing memory
and computational overheads.
C. Streaming Principal Component Analysis Batch Update
The general approach for a multi-rank update of the Xˆ
and ∆ˆ matrices follows directly from conventionally used
algorithms in streaming PCA, with the caveat that the target
matrix is a general rectangular matrix rather than a square
and symmetric covariance matrix. From iteration to iteration
Xˆ can be updated as:
Xˆ ← (1− c)Xˆ + cdˆ, (5)
where c is a convergence coefficient which gradually decays
to zero. The matrix dˆ is an update to Xˆ based on block-size
b entries of new data such that
dˆ =
1
b
xˆT δˆ∆ˆΣˆ−1, (6)
where xˆ ∈ Rb×n and δˆ ∈ Rb×m are matrices constructed from
b sets of ~x and ~δ respectively. After updating the values of Xˆ ,
the matrix can be reorthonormalized using QR-factorization,
where
Xˆ ← QR(Xˆ) (7)
defines the QR-factorization of Xˆ with the R matrix dis-
carded, and, to ensure the uniqueness of the factorization, the
R matrix is defined with non-negative entries on the diagonal.
The matrix ∆ˆ can be updated in a reciprocal fashion, making
this algorithm fall within the family of bi-iterative stochastic
power iterations. The vector ~σ can be similarly updated with
a block average of the data by
~σ ← (1− c)~σ + c
∑
rows
(δˆi∆ˆ) (xˆiXˆ)
b
, (8)
which performs inner products over the singular vectors
with the incoming data streams to determine the singular
values of the matrix. The matrix operation evaluates as(∑
rows AB
)
j
=
∑
iAijBij . The rank-wise renormaliza-
tion of the update dˆ in Eq. 6 is critical as it ensures that
the learning rate is consistent from epoch to epoch. As the
accuracy of the network increases, the magnitude of the
input activations would remain approximately constant, but the
backpropogated errors’ magnitudes will decline, reducing the
effective learning rate during training if they are not rescaled.
In classic streaming PCA approaches, this role is filled by
adaptively choosing the learning rate.
Since the QR-factorization is the most computationally
intensive part of the update, the update can be done more
sparsely over blocks of size b < B, where b is the block
size and B is the batch size rather than performing a QR-
factorization for every member of the batch. In addition to
the existing hyperparameters, batch size and learning rate,
new hyperparameters, rank, convergence coefficient, and block
size, determine the performance of the training algorithm. In
traditional PCA, the starting singular vectors are randomly
initialized, but in our algorithm, the previous set of singular
vectors and values is used as the starting condition for the
next batch. Depending on the learning rate and batch size,
then, significant prior history and the rate of change of the
gradient interact.
We looked at two slightly different versions of our stochas-
tic low rank approximation algorithm. Algorithm 1, dubbed
streaming batch principal component analysis (SBPCA), uses
a fixed block size b and a convergence coefficient c = 1/(i+1),
where i is the block index within a batch. To increase the
5=
…
…
…
…
datasource
batch
Θ� 
∇�Θ
(𝑘𝑘,𝐵𝐵) ?̂?𝛥 𝛴𝛴� 𝑋𝑋�𝑇𝑇  = · ·
· ·
δ x*xdimensionality δ k* k    k* k    x*δ x*
δ
x
Fig. 2. Breakdown of a full rank gradient matrix in a neural network layer into its low rank approximation. For a given set of weights Θˆ, a stochastic rank
k approximation of over a batch B can be defined as ∇˜(k,B)Θ `. This low rank approximation can be represented in decomposed forms with the left singular
vectors matrix ∆ˆ, the singular value matrix Σˆ, and the right singular vectors matrix XˆT . The decomposed form has less memory overhead than the full rank
matrix for sufficiently few ranks.
stochasticity of the algorithm while minimizing the number
of QR factorizations, we also investigated a variable block
size version dubbed SBPCA-variable (SBPCAV) where the
convergence coefficient is fixed as c = 1/2 but the block size
increases as 2i. The first value (i = 0) in each block of SBP-
CAV will induce a large rotation in gradient space, reducing
the influence of prior batch history by more strongly biasing
this single randomly chosen input. SBPCA, by contrast, does
not favor the ordering of inputs. Despite these differences,
our investigation did not find a large difference between the
performance of the two algorithms.
Algorithm 1 Streaming Batch PCA (SBPCA) Update
Require: ~σ, Xˆ , ∆ˆ and b
Σˆ = diag[~σ]
for i = 1, 2, ..., B/b do
yˆ = δˆi∆ˆ/b
zˆ = xˆiXˆ/b
Xˆ ← iXˆi+1 + xˆ
T
i yˆΣˆ
−1
(i+1)
∆ˆ← i∆ˆi+1 + δˆ
T
i zˆΣˆ
−1
(i+1)
Xˆ ← QR(Xˆ)
∆ˆ← QR(∆ˆ)
~σ ← i~σi+1 +
∑
rows
(δˆi∆ˆ)(xˆiXˆ)
(i+1)b
Σˆ = diag[~σ]
end for
Calculate ∇Θˆ = XˆΣˆ∆ˆT
IV. EXPERIMENTS
In this section we evaluate the two variants of the streaming
batch principal component analysis (SBPCA and SBPCAV)
algorithms on several standard datasets and show their results.
We first briefly introduce these datasets. Then we list the
detailed settings of models, followed by results and evaluation.
A. Datasets
To evaluate the streaming batch PCA approach, three image
datasets of increasing size are analyzed: CIFAR-10, CIFAR-
100 [31] and ImageNet [32]. Fig. 3 shows details of the
input datasets. The CIFAR-10 dataset consists of 60 000 color
images of size 32 × 32 organized into 10 classes, with 6 000
images per class. The CIFAR-100 dataset is similar to CIFAR-
10 dataset, with the exception that it has 100 classes containing
600 images each. The largest dataset used for this investigation
is ImageNet, which consists of more than a million training
images organized into 1 000 classes.
B. Investigated Network Structure and Hyperparameters
To investigate the algorithm, we use a well known and
well understood network structure based on AlexNet [33].
This network, which uses 5 convolutional layers and 3 fully
connected layers, was used to achieve a high (40.9 %) Top-
5 classification rate on the ImageNet LSVRC-2010 dataset.
We duplicate the structure exactly, including using the same
rectifying linear unit (ReLU) activation function and four
max pooling layers. The training penalty over the dataset
is calculated using the traditional cross-entropy loss function
for deep neural networks. To better control for the impact
of the streaming batch PCA algorithm, however, we omit
certain more complex features such as regularization and data
augmentation used during training in the original AlexNet
implementation. To account for the smaller data set size, the
fully connected layers are scaled down proportionally with
image size and class size (Fig. 3). Since only the large fully
connected layers have significant training data overhead, the
streaming batch PCA algorithm is only implemented on these,
leaving the convolutional layers to be trained with full rank
batch data.
Since the streaming batch PCA algorithm is a form of
gradient compression which reduces the dimensionality of the
network training data, we explicitly compare it to another
form of network dimensionality reduction: random dropout
of neurons during training (Fig. 4) [34]. While streaming
batch PCA compresses the network training data in an abstract
vector space, random dropout (in this case with a dropout
fraction of 0.5), implements a real space reduction in both the
network size and in the gradient. Note that, where streaming
6Dataset characteristics AlexNet structure 
#Train # Test Size # Classes Input data Conv1 Conv2 Conv3 Conv4 Conv5 FC6 FC7 FC8 
CIFAR-10 50,000 10,000 32 x 32 10 3*32*32 64*16*16 192*8*8 384*4*4 256*4*4 256*4*4 4096 4096 10 
CIFAR-100 50,000 10,000 32 x 32 100 3*32*32 64*16*16 192*8*8 384*4*4 256*4*4 256*4*4 4096 4096 100 
ImageNet 1,281,167 50,000 vary 1000 3*224*224 64*55*55 192*27*27 384*13*13 256*13*13 256*13*13 4096 4096 1000 
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Fig. 3. Dataset characteristics and modified AlexNet structure for CIFAR-10, CIFAR-100, and ImageNet
batch PCA and dropout are used concurrently, the activations
and backpropogated errors are given no special treatment by
streaming batch PCA: the dropped out neurons simply report
values of 0 which are seamlessly integrated into the streaming
batch PCA dataflow.
To reduce the number of QR-factorizations, the block size
b for the streaming batch PCA approach was set to B/4, with
B the batch size, for all cases with B restricted to powers of
2n. Where the batch size is noted for the streaming batch PCA
and streaming batch PCA-variable algorithms, the batch size
for the streaming batch PCA-variable approach is set to B−1
to accommodate the fixed convergence coefficient rule. We did
not perform a search to optimize the hyperparameters, but used
parameters consistent with existing practice, taking batch sizes
from 128 to 2,048 and learning rates of approximately 10−2.
We do notice that, at low ranks, there is significant loss of
gradient information and magnitude due to the approximation
which can reduce the training speed. To compensate for this,
we keep the convolutional layer learning rate αconv fixed at
10−2 but investigate the impact of modifying the learning rate
αfc within the fully connected layers for both streaming batch
PCA and MBGD.
C. Results
1) Network structure with and without dropout: Fig. 4
shows the accuracy for CIFAR-10 and CIFAR-100 datasets
across various ranks for AlexNet with and without dropout.
For CIFAR-10, the algorithm approaches comparable perfor-
mance to MBGD regardless of whether or not dropout is
used. For CIFAR-100, the performance for streaming batch
PCA outperforms MBGD for the case with no dropout, and
reaches similar performance as MBGD with dropout at higher
ranks. While dropout dramatically improves the performance
of networks using traditional MBGD, using dropout simulta-
neously with the streaming batch PCA approach does not as
significantly impact the training performance.
2) Training, overfitting, and accuracy on CIFAR-10 and
CIFAR-100 : Fig. 5 shows the accuracy, test loss, and training
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Fig. 4. Network structure and rank-dependent accuracy results of SBPCA in
comparison with MBGD benchmarks. (a) AlexNet structure without dropout
in its fully connected layers and its accuracy results for (b) CIFAR-10 for three
representative ranks (1, 3 and 10) and (c) CIFAR-100 for five representative
ranks (1, 3, 10, 30, 100). (d) AlexNet structure with 50 % dropout in its
FC layers and its accuracy for (e) CIFAR-10 for ranks 1, 3, and 10 and (f)
CIFAR-100 for ranks 1, 3, 10, 30, and 100. Hyperparamenters B = 128, b =
32, αMBGD = αSBPCA = 0.01.
7set loss for CIFAR-10 and CIFAR-100 datasets for a fixed
rank compared to traditional MBGD. As expected, streaming
batch PCA is able to approximate the loss function gradient
at a level sufficient to both reduce test-set loss and increase
accuracy. Intriguingly, the performance for streaming batch
PCA on CIFAR-100 significantly outperforms (by 12 %) the
accuracy from traditional MBGD at equivalent batch size and
learning rate, whereas the performance difference on CIFAR-
10 is negligible.
The key driver of the performance, however, appears to
be strongly related the underlying limitations of the AlexNet
structure itself rather than to the gradient descent method.
While Fig. 5(c) and Fig. 5(f) show a strong tendency for
the training set loss to continuously decline, the streaming
batch PCA algorithm reproduces the same overfitting behavior
observed in MBGD, with sharp increases in the test set loss
as training continues. In both cases, the streaming batch
PCA algorithm starts out by closely tracking the MBGD
algorithm before diverging as the training continues past a
certain point. This tracking followed by divergence may be
due to sphericalization of the loss function’s eigenspectrum
as the dominant sources of error are eliminated. A flatter
eigenspectrum would lead to slower convergence of our power
iteration methods, and would also imply that relevant gradient
information is increasingly distributed beyond our k-rank
truncated decomposition. Both factors would lead to poorer
tracking of the overall gradient.
3) Impact on Convergence: Consistent with the notion that
the streaming batch PCA training diverges from the MBGD at
higher epochs, we expect that the overall time to reach final
convergence should be slightly longer. Among other reasons, a
truncated decomposition will have a lower overall magnitude,
as implied by Eq. (3). This can be partially offset relative to the
convolutional layers by increasing αfc. In Fig. 6, we plot the
epochs-to-converge (ETC) as a function of αfc while leaving
the convolutional layer learning rate constant at αconv = 0.01.
Increasing the learning rate can indeed compensate for a loss
in convergence rate as compared to MBGD, but MBGD can
likewise improve convergence by increasing the learning rate.
In the case of CIFAR-100, the streaming batch PCA al-
gorithm can converge slightly more rapidly than the MBGD
algorithm, at high learning rate. Fig. 7 shows the training
curves for CIFAR-100 at αfc = 0.17, just past the point of
intersection. In this case, while streaming batch PCA exhibits
superior accuracy to the MBGD at lower learning rate, MBGD
is able to catch up to the accuracy of streaming batch PCA
leading to a longer overall training time and explaining the
crossover in the epochs-to-converge. As in Fig. 5, both the
streaming batch PCA and MBGD algorithms closely track
each other until the end of training and exhibit comparable
overtraining artifacts.
4) Gradient Tracking During Training: We further inves-
tigate the impact of our streaming batch PCA algorithm
on training by extracting the rank dependence of both the
accuracy and the degree of gradient tracking. The gradient
tracking error can be calculated with the Frobenius norm
‖∇Θˆ`−∇˜(k,B)Θˆ `‖ where, during training, ∇Θˆ` is the gradient
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Fig. 5. Network effects of proposed streaming batch PCA vs benchmark
MBGD. (a) Accuracy, (b) test loss and (c) training loss for CIFAR-10, rank =
3 and (d) accuracy, (e) test loss and (f) training loss for CIFAR-100, rank = 30
respectively. The streaming batch PCA algorithm recreates the loss minimum
artifact in the AlexNet network structure also present in the MBGD. The
presented results are for the case with no dropout. Hyperparameters B = 128,
b = 32, αMBGD = αSBPCA = 0.01.
calculated over the entire training set and ∇˜(k,B)
Θˆ
` is the
stochastic, k-rank approximation for a given batch of size B
calculated using the streaming batch PCA algorithm. At any
given point of time during training, a lower gradient tracking
error indicates superior gradient tracking.
Fig. 8(a) shows the variation of the gradient tracking error
as a function of rank and epoch in the last layer of our
AlexNet network while training on CIFAR-100. To ensure
convergence for more ranks, we set αfc = 0.15. In all cases,
the tracking starts out initially very poorly, which we attribute
to the rapid changes in the gradient as the network is updated.
As the network converges, the matrix norm decreases as the
network falls into a local optimum from which it cannot
escape. For low ranks, the network fails to fully converge
within 200 epochs and the matrix norm subsequently does
not significantly decrease.
Fig. 8(b) and Fig. 8(c) show the gradient tracking error and
the test-set accuracy averaged over the last 50 epochs during
training. The relationship between matrix norm and network
accuracy is complex and the correlation between the two is
difficult to unpack. The observed behavior, however, can most
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Fig. 7. Network effects of the proposed streaming batch PCA vs benchmark
MBGD on CIFAR-100 at higher learning rates. (a) Accuracy, (b) test loss
and (c) training loss. The streaming batch PCA algorithm recreates the loss
minimum artifact in the AlexNet network structure also present in the MBGD,
despite the lower performance. The presented results are with no dropout.
Hyperparameters B = 128, b = 32, αfc = 0.17, αconv = 0.01 for both streaming
batch PCA and MBGD.
likely be described as a balance between getting caught in
local minima, overfitting, and random batch information. From
ranks 1 to 15, the accuracy has a pronounced U-shape with
increasing rank, first declining and then increasing while the
matrix norm tends to decline more monotonically. This U-
shape is likely due to the balance between overfitting and more
efficient loss function reductions.
Above 30 ranks, however, the matrix norm and the ac-
curacy appear to be anti-correlated. The matrix norm likely
increases as the increased number of ranks allows the matrix
factorization to span a greater amount of the random batch
information from batch to batch. This in turn causes the
norm to be less stable from epoch to epoch, as can be seen
in Fig. 8(a) where larger ranks appear noisier. This random
batch information can compensate for the effects of overfitting
likely caused by lower ranks over-filtering random information
needed to efficiently train the network. It is likely that having
few, dominant principal components which rarely change may
contribute to overfitting. For this reason, having a very small
number of principal components or having a very large number
of principal components can lead to slightly higher accuracy
as compared to having decomposition that efficiently extracts
all the dominant components.
This relationship between rank, gradient tracking error, and
overall accuracy, suggests that strategies which reduce the
dominant impact of the top principal components could be
used to reduce overfitting of the network. Such strategies
could, for instance, assign different learning rates to different
principal components, minimizes the effects of overfitting by
biasing different sources of network error at different levels.
We do not attempt to implement any such strategy here, but
they could be an interesting topic of future research.
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Fig. 8. Matrix norm vs. epoch vs. rank for gradient tracking error determina-
tion. (a) The matrix norm is calculated in the second FC layer of the AlexNet
during CIFAR-100 training and its dependence on epoch and rank is shown
for the first 200 epochs and 10 representative ranks. (b) Gradient tracking
error vs. rank averaged over the last 50 epochs and (c) Test set accuracy vs.
rank. Hyperparameters B = 128, b = 32, αfc = 0.15, α conv = 0.01.
D. Comparison between Algorithms
1) Comparative accuracy: The results from Fig. 5 sug-
gest that overfitting may be the most significant source of
accuracy reduction and that it is strongly impacted by the
network size. We arrive at a more detailed picture through
additional comparisons between streaming batch PCA and
MBGD that include a larger dataset (ImageNet) and compare
against streaming batch PCA-variable and dropout. While the
streaming batch approaches show equivalent [Fig. 9(a)] or su-
perior [Fig. 9(b)] performance on small and intermediate size
networks, for large scale networks [Fig. 9(c)] the improvement
over MBGD is significantly reduced. The initial close tracking
of MBGD vanishes in the larger network, and the streaming
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Fig. 9. Streaming batch PCA and its variant streaming batch PCA-variable accuracy vs. benchmark MBGD for three representative datasets CIFAR-10,
CIFAR-100 and ImageNet (a–c) With no dropout, streaming batch PCA and streaming batch PCA-variable reach or exceed MBGD performance. (d–f) With
dropout, (d) streaming batch PCA and str-variableeaming batch PCA-variable reach MBGD performance for the small database CIFAR-10; (e) streaming batch
PCA outperforms streaming batch PCA-variable for the intermediate size databases CIFAR-100 reaches MBGD performance; (f) streaming batch PCA-variable
performs slightly better than streaming batch PCA for the large ImageNet database, but is only capable of reaching the MBGD equivalent accuracy for long
training times. CIFAR-10 and CIFAR-100 hyperparameters B = 128, b = 32, αMBGD = 0.01, αSBPCA = 0.15. ImageNet hyperparameters B = 256, b = 64,
αMBGD = αSBPCA = 0.01.
batch PCA and streaming batch PCA-variable approaches are
only able to reach the equivalent accuracy of MBGD after four
times as many epochs as MBGD.
Extending our comparison to ImageNet, however, is not
entirely well controlled, as the relevant network dimension
of 4000 × 1000 at the final output layer is more than ten
times larger than in the CIFAR-100 case. Maintaining the
same k between CIFAR and ImageNet would mean that we
retain a considerably smaller fraction of the eigenspectrum
in ImageNet; a fair comparison would hold constant the
ratio between k and the layer size. Unfortunately, achieving
comparable ratios would mean keeping several hundred ranks
in ImageNet, which is computationally impractical due to the
tenfold baseline increase in QR factorization time arising from
the larger network size. Compounding this with an additional
tenfold increase in the number of ranks, while managing
proportional demands on memory, would would have exceeded
the computational resources reasonably available to us in the
absence of an application specific integrated circuit (ASIC) op-
timized for performing PCA on the incoming data. Though the
requisite number of calculations may be lower than calculating
the full batch matrix, the vector matrix operations required to
perform MBGD can be effectively pipelined in the existing
GPU architecture.
While increasing the number of ranks might have allowed
the streaming batch PCA approach to match or exceed the
accuracy of MBGD, a computationally efficient approach
to increasing the network accuracy, given our resources, is
dropout, which allows the network to avoid overfitting. While
the smallest network, CIFAR-10, has almost no change in
performance when using dropout, the MBGD performance on
both CIFAR-10 and CIFAR-100 dramatically increases. No
such equivalent increase in accuracy is seen when combining
dropout with the streaming batch PCA or streaming batch
PCA-variable algorithms, suggesting that the prior history
information stored within the streaming batch PCA gradient
approximations mitigates the advantages gained from ran-
domly varying the network topology to train the network.
Our choice to combine streaming batch PCA with dropout
without excluding the dropped-out neurons from the update
could be suboptimal; alternative approaches to combining the
algorithms could fare better.
2) Memory and Computational Efficiency: While the accu-
racy differences between the streaming batch PCA and MBGD
can be small [Table 10(a)], the streaming batch PCA ap-
proach has significant memory and computational advantages
over MBGD, significantly reducing the calculation overhead
[Table 10(b)]. Without dedicated hardware, however, these
advantages may not necessarily translate into wall clock or
energy savings.
The reduction in memory overhead is the most significant,
especially when compared to explicit calculation of the batch
gradient. For an m × n matrix calculated over a batch
of size B, the pre-calculated memory overhead scales with
B(m + n) whereas the fully calculated gradient scales with
m × n, the overall network size. In contrast, the streaming
batch PCA memory overhead requires storage of k memory
locations for the singular values and k(m + n) storage for
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the left and right singular vectors. The runtime operation
of the streaming batch PCA operation requires additional
memory overhead. The memory storage needed to store the
updates to the gradients over a streaming block of size b is
an additional k(m + n) storage units. More importantly, the
QR-factorization algorithm itself requires additional memory
which could theoretically be as low as m for the case of the
memory re-using Householder requirement [35]. In practice,
however, the requirement that the QR-factorization algorithm
be unique and explicitly calculated requires that the R matrix
also be explicitly calculated to guarantee that its diagonal
entries are non-increasing. The traditional Householder al-
gorithm, which produces the R matrix, requires a memory
overhead of k2 + max(m,n)(k + 1), with the max function
requiring that the additional QR-factorization memory being
able to fit the larger QR matrix. For small k, the memory
reduction would be approximately (3k + 1)/B for the non-
explicitly calculated batch update or a quadratically smaller
[2k(m+n)+max(m,n)(k+1)+k2]/(mn) for the expanded
matrix.
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Fig. 10. Accuracy vs. memory cost. (a) Accuracy comparison for streaming
batch PCA vs. MBGD on for CIFAR-10; CIFAR-100 and ImageNet. (b)
Memory estimates for streaming batch PCA vs. MBGD on for CIFAR-10;
CIFAR-100 and ImageNet. streaming batch PCA has highly efficient memory
utilization (only 1 % to 15 % of MBGD) with little loss in accuracy. No
dropout structure. CIFAR-10 and CIFAR-100 hyperparameters B = 128,
b = 32; ImageNet hyperparameters B = 256, b = 64. For all three datasets
αMBGD = αSBPCA = 0.01.
Computationally, there are also significant reductions in the
overall number of floating point operations (FLOPs) needed
for the calculations. Whereas MBGD requires 2Bmn FLOPs
to produce the batch update, the streaming batch PCA ap-
proach requires 4Bk(m + n) calculations to produce the
updates to the singular vectors and an additional B/b QR-
factorizations to reorthonormalize the vectors. Other more neg-
ligible steps, with complexity scaling as Bk, are needed for the
convergence coefficient and singular values. For sufficiently
small k, the QR-factorizations will asymptotically require
O(2k2(m+n)) FLOPs to orthonormalize both matrices [36].
After the batch, expanding the matrix requires 2kmn calcu-
lations to update the neural network layer. In the asymptotic
limit of large m and n and small k, the computational overhead
could be reduced by a factor of k/B.
Based on these estimates, Fig. 10 summarizes the associ-
ated memory and computational reductions of calculating the
network updates from the activations and errors versus the
network performance of the streaming batch PCA algorithm
vis a vis MGBD as a function of network size. For fair
comparison, the accuracy numbers are derived from the ex-
periments employing dropout, as dropout is an efficient means
of improving network performance with low computational
overhead. In general, larger networks experience more efficient
utilization of the required memory overhead at the expense of
a significant reduction in the accuracy. This reduction could
be offset by going to a larger number of ranks, but this is
both computationally unfavorable and practically intractable
due to the inefficient calculations of the QR-factorization in
current hardware. Dedicated hardware such as an ASIC or field
programmable gate array could realize these theoretical gains.
Notwithstanding the existing reductions in the computa-
tional and memory overhead, additional modifications to the
algorithm could yield significant additional advantages. Com-
bining the streaming batch PCA approach with, for example,
implicit updates or by including the streaming batch PCA
vectors in the subsequent batch calculations and update can be
useful to further avoid the large m×n scale calculations. These
calculations are required to update the main matrix and are the
most computationally intensive part of the update calculation.
Additionally, extending this approach to low rank approxima-
tions of other methods, such as momentum and AdaGrad, may
yield further increases in efficiency. The approach investigated
here has so far only been the simplest possible use of the
streaming batch PCA algorithm within the context of training
neural networks, and additional investigation promise to yield
further gains.
V. CONCLUSION
In this paper, we propose streaming batch principal compo-
nent analysis as an algorithmic approach to training hardware
neural networks. By producing a stochastic, k-rank approxi-
mation of the gradient using bi-iterative stochastic power iter-
ations, we show both theoretically and experimentally that it is
possible to reduce the memory and computational overhead of
training neural networks using real data sets. Though the lower
rank algorithm can have somewhat lower performance than its
full rank counter part, the primary sources of the performance
loss may be related more strongly to the weaknesses of the
overall network architecture (such as from overfitting), rather
than a fundamental flaw with the training approach itself.
Additional theoretical investigation, especially by extending
the algorithm to the network convolutional layers consider-
ing the implications of network topology, are still needed.
Nevertheless, our results suggest that future machine learning
algorithms and hardware can exploit low-rank approaches to
compressing the training data to realize real improvements in
the energy and memory requirements of network training.
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