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Abstract. In a recent paper, we proved that a large class of spacetimes, not necessarily homogeneous or isotropous
and relevant at a cosmological level, possesses a preferred codimension one submanifold, i.e., the past cosmological
horizon, on which it is possible to encode the information of a scalar field theory living in the bulk. Such bulk-to-
boundary reconstruction procedure entails the identification of a preferred quasifree algebraic state for the bulk
theory, enjoying remarkable properties concerning invariance under isometries (if any) of the bulk and energy
positivity, and reducing to well-known vacua in standard situations. In this paper, specialising to open FRW
models, we extend previously obtained results and we prove that the preferred state is of Hadamard form, hence
the backreaction on the metric is finite and the state can be used as a starting point for renormalisation procedures.
That state could play a distinguished role in the discussion of the evolution of scalar fluctuations of the metric,
an analysis often performed in the development of any model describing the dynamic of an early Universe which
undergoes an inflationary phase of rapid expansion in the past.
Pacs: 04.62.+v, 98.80.Jk
1 Introduction
If one had to carry out a survey in the community of physicists asking for the field of expertise, from
which we can expect in the next few years new exciting and unexpected developments, cosmology would
be, if not an unanimous, certainly one of the most frequent answers.
According to the most commonly accepted idea, it is conceivable that, at large scales, a good model
of the geometry of our Universe is given by an homogeneous and isotropic background whose metric
is of Friedmann-Robertson-Walker (FRW) type and whose dynamic is ruled by the Einstein’s equation
supplemented with a suitable choice of the ordinary matter. This particular scenario is usually called
cold dark matter model. Alas, such an approach is not devoid of some flaws and, according to modern
theoretical cosmology, these can be solved or circumvented assuming that the Universe undergoes an early
phase of rapid expansion, known as the inflation; moreover such model has the added-on advantage of
entailing several direct and somehow simple explanations for observed phenomena such as the anisotropies
of the spectrum of the cosmic microwave background, to quote one, if the most most notable example. A
further remarkable property of many but not all inflationary models is related to the underlying geometry
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of the background which, at the time of the rapid expansion, turns out to be describable by a de-Sitter
spacetime, where a very large effective cosmological constant appears.
Although the underlying assumptions of all FRW models, namely homogeneity and isotropy, are over-
idealisations, it is nonetheless safe to claim that a further distinguished advantage of this line of reasoning
lies in the possibility to explicitly account for inhomogeneities as well as for anisotropies in terms of
suitably modelled perturbations of the metric, they being either of scalar, vector or of tensor form (there
is a vast literature and an interested reader should start looking at [BST83, MFB92] as well as at [HW02]
for a careful discussion of the relations between these mentioned fluctuations and the inflationary models).
Both from a mathematical and from a physical perspective, it is rather interesting to notice that these
perturbations are not supposedly classical but they are truly of quantum nature. Without entering into
details, they are thought as originating during the phase of rapid expansion as fluctuations over a suitable
ground state and, later, they are let freely evolve. To corroborate such assumption, it has been shown
in the past years how it is possible to retrieve by means of these techniques an (almost) scale-free power
spectrum, also known as the Harrison-Zeldovich power spectrum.
Although rather compelling, the above picture cannot be seen as mathematically sound since all the
performed analyses rely on the existence and on the notion of a suitable ground state, a concept which
unfortunately is highly non trivial to set-up for quantum field theories on curved backgrounds. The
aim of this paper will be, indeed, to make this idea precise though we shall only consider free scalar
fields thought as a prototype for the metric perturbations. Particularly, we will construct and analyse a
preferred state in a class of FRW spacetimes which are of de Sitter form as the cosmological time τ → −∞
in a way we shall better specify in the main body of the paper. Most notably we shall show that such
a state satisfies the Hadamard property [Wa94, KW91]. Roughly speaking and in a physical language it
entails both that the ultraviolet divergences, present at the level of the two-point correlation functions
between the fields, are similar in form to those arising if we deal with the Minkowski vacuum, and that
the variance of the expectation values of any observable obtained as a limit of coincidence of arguments
(i.e., Wick polynomials of the fields and their derivatives) cannot be divergent [HW01]. Therefore such
state plays the role of a natural starting point in the investigation of interacting field theories by means of
perturbative techniques. Particularly the stress-energy tensor operator [Mo03], averaged with respect to
the state, is finite as well as the backreaction on the metric; therefore the model may be gravitationally
stable at least at perturbative level (see [DFP08] for an example in a cosmological set up).
The main peculiarity of this paper is that the construction of our proposed state originates from a
different albeit related scenario which traces its origins back to G. ’t Hooft formulation of the holographic
principle - see [Ho93] - which advocates the existence of a strong interplay between field theories con-
structed on manifolds of different dimensions. Though often associated either to AdS [Reh00, DR03, Ri07]
or to asymptotically flat spacetimes [DMP06, Mo06, Da07], in [DMP08], we showed that a bulk-to-
boundary reconstruction procedure can be successfully set up also in a large class of expanding spacetimes,
not necessarily homogeneous or isotropous, relevant at a cosmological level. Assuming homogeneity and
isotropy, these encompass, as a subclass, the Friedmann-Robertson-Walker spacetimes with flat spatial
section which satisfy a suitable constraint on the expansion factor a(t), namely, as the conformal time
τ → −∞, the leading behaviour of a(τ) is that of the cosmological de Sitter spacetime.
Furthermore, it turns out that all the manifolds satisfying the hypotheses formulated in [DMP08]
posses a preferred codimension one submanifold, namely, the so-called (past) cosmological horizon ℑ−,
on which we can encode the information of a scalar field theory on the bulk, barring some further con-
straints both on the mass and on the coupling to scalar curvature. As in the asymptotically flat scenario
[DMP06, Mo06, Mo08], we also managed to identify preferred quasifree algebraic state λ associated to
such boundary theory; λ satisfies a uniqueness property and, furthermore, it is invariant under a suitable
notion of asymptotic-symmetry group introduced in [DMP08] for general (not homogeneous or isotropous)
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expanding universes with geodetically-complete past cosmological horizon. λ is universal, in the sense
that it does not depend on the particular bulk spacetime M admitting ℑ− as past boundary. However,
fixing one of those spacetimes M , λ can be pulled-back in the bulk M to identify a new quasifree state
λM which is a natural candidate to play the role of a preferred state associated to the bulk theory, since
it fulfils several relevant properties: (1) it is invariant under every isometry (if any) of the bulk which
preserves the structure of ℑ−, (2) λM admits positive energy with respect to every timelike Killing isom-
etry of M (if any) which preserves the structure of ℑ−, (3) λM reduces to the well-known Bunch-Davies
vacuum when M is the very de Sitter spacetime. As already stated, our main goal here is to prove that
it is also of Hadamard form.
It is also remarkable to notice that these results could be easily extended to other inflationary scenarios
as for example that of the “power law” model. To wit the dynamical content of the underlying quantum
fields when considered on the dual Minkowski metric (see equation (2)) mimics the one taken here into
account. In those cases the potential in (9) which governs the time evolution of the fields with respect to
the Minkowski time τ is still of the form Cτ−2 + O(τ−3). In other words those theories are conformally
related to the case investigated in the present paper, hence, since the Hadamard property is invariant
under conformal transformations, the definition of a preferred state and the study of its ultraviolet
divergences could be dealt with in an analogous way.
It is important to notice that there have been previous results tackling the problem to construct
Hadamard states on FRW spacetimes. It is worth mentioning Olberman’s result [Ol07], which is based
on a previous analysis due to Lu¨ders and Roberts [LR90] and to Junker and Schrohe [JS01]. The difference
of our approach is in the choice of a different approximation prescription used in the explicit construction
of the modes, in the present paper instead of considering the adiabatic approximation we shall explicitly
discuss both the construction of modes out of their asymptotic behaviour and the issue of the convergence
of the arising perturbative series by means of the so called Green function method. A further recent result,
dwelling in the construction of Hadamard states with nice thermal properties is presented in the PhD
thesis of Ku¨sku¨ [Ku¨08].
The outline of the paper is the following: in the next section we briefly recollect some of the results
of [DMP08] and, particularly, we discuss the main geometric properties of the backgrounds we shall
consider identifying a preferred codimension 1 submanifold, namely, the cosmological horizon. In section
2 we set up the bulk-to-boundary reconstruction procedure for a scalar field and we identify a preferred
algebraic quasifree bulk state, extending some results previously achieved in [DMP08]. Furthermore,
we shall discuss the regularity properties of the solutions of the bulk equations of motion once they are
restricted on the horizon and once suitable constraints on the mass m and on the coupling to scalar
curvature ξ are imposed. In the third section we prove the main result of the paper, i.e., the two-point
function associated to the constructed state in the bulk is a well-defined distribution of Hadamard form.
Eventually in the fourth section, we briefly draw some conclusions.
1.1. Expanding Friedmann-Robertson-Walker spacetime with flat spatial sections. Let us
remind the reader some geometric properties of the spacetimes we intend to consider. As this topic has
been dealt with in greater details in [DMP08], in this section we shall present only the ingredients relevant
to understand the main statements of this paper, while pointing a reader interested in further discussions
and details to [DMP08].
The homogeneous and isotropic solutions of Einstein’s equation which are of cosmological interest can be
described as a four dimensional smooth Lorentzian manifold M equipped with the following metric:
g = −dt2 + a2(t)
[
dr2
1− kr2 + r
2dS2(θ, ϕ)
]
. (1)
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Here k takes the values −1, 0, 1 and it indicates whether the constant time hypersurfaces are respectively
hyperbolic, flat or parabolic, whereas a(t) is a smooth function of constant sign depending only on the
variable t, whose domain ranges in an open interval I = (α, β). Such class of backgrounds is too large for
our purposes and, therefore, we shall henceforth restrict our attention to the subclass with both k = 0
and a˙(t) ≥ 0. It represents, at a physical level, a remarkably interesting case of a globally-hyperbolic
Friedmann-Robertson-Walker (FRW) expanding Universe (M, gFRW ) with flat spatial sections. M is
diffeomorphic to I × R3 and, up to a change of coordinates, the metric reads
gFRW
.
= a2(τ)
[−dτ2 + dr2 + r2dS2(θ, ϕ)] . (2)
Here τ is the so-called conformal time constructed out of the defining identity a(τ)dτ
.
= dt. As a
last restriction, we require the conformal factor to have the following form referring to its behaviour as
τ → −∞:
a(τ) = − 1
H τ
+O
(
1
τ2
)
,
da(τ)
dτ
=
1
H τ2
+O
(
1
τ3
)
,
d2a(τ)
dτ2
= − 1
H τ3
+O
(
1
τ4
)
. (3)
The reason underlying such constraints is twofold. On the one hand they identify a class of physically
relevant spacetimes with a rather distinguished geometric property, namely they all posses a preferred
codimension one submanifold which represents the natural screen on which to encode the data of a bulk
field theory. On the other hand (2) and (3) characterise those backgrounds which look “asymptotically”
- i.e., as τ → −∞ - as the cosmological de Sitter Universe, whose expansion factor in (2) is
adS(τ)
.
= − 1
H τ
,
and τ ∈ I = (−∞, β). This property is shared also by all others solutions of (2) satisfying (3). Above
H is the so-called Hubble parameter and we felt safe to adopt the same symbol also in the preceding
formulas.
The class of spacetimes we characterised has a quite remarkable application in the description of the early
stages of the evolution of the universe, since most of the so-called inflationary scenarios are based on a
phase of rapid expansion modelled by a scalar field on an (asymptotically) de Sitter background.
1.2. Past cosmological horizons. As we discussed in detail in [DMP08], all the spacetimes under
analysis are globally hyperbolic – the constant-τ hypersurfaces being trivially smooth spacelike Cauchy
surfaces – and they posses a boundary made of a null codimension one-submanifold ℑ− on which to encode
the data of a bulk field-theory. This is the so-called (past) cosmological horizon as defined by Rindler
in [Ri06]. To concretely characterise ℑ−, first one performs the coordinate change U = tan−1(τ − r),
V = tan−1(τ + r); in this way one can realize by direct inspection that (M, gFRW ) could be read as an
open submanifold of a larger spacetime (M̂, ĝ), i.e., M ⊂ M̂ and ĝ|M ≡ gFRW . In this framework, ℑ− is
nothing but the past causal boundary ofM in M̂ , that isM = I+(ℑ−; M̂) and ℑ− = ∂M = ∂J+(M, M̂).
ℑ− turns out to be diffeomorphic to R×S2 as well as a null differentiable manifold. We shall also exploit
some further remarkable geometric properties valid in a neighbourhood of ℑ−, namely a(τ(U, V )) vanishes
identically on ℑ− whereas the differential da(U, V )|ℑ− = −2H−1dV does not. Such feature entails that
the metric ĝ can be restricted on the horizon where it picks up a (geodetically complete) Bondi-like
form:
ĝ|ℑ− = H−2
(−2dℓda+ dS2(θ, ϕ)) . (4)
Here dS2 is the standard metric on the 2-sphere, whereas, up to a constant, ℓ(V ) = −H tan(V ), is the
affine parameter of the integral line of the vector n
.
= ∇a which turns out to be a complete null geodesics
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of ĝ. Furthermore the above remark on the form of the expansion factor and of its derivative on the
horizon also leads to conclude L∂τ ĝ = −2∂τ (ln a) ĝ, where the right hand side vanishes on ℑ− as a does.
Hence we can infer that ∂τ is a conformal Killing vector which, approaching ℑ−, both tends to become
tangent to it and to coincide with −H−1∇̂ba. Such property will come in very handy in the forthcoming
discussions.
Remark 1.1. In this paper we shall confine ourselves to FRW models. However, we stress that, as
discussed in [DMP08], most results presented therein are valid also for spacetimes which are neither
homogeneous nor isotropous, when they admit a geodetically-complete past cosmological horizon and a
preferred conformal time ∂τ with the previously discussed interplay with the geometry of the horizon.
From a very abstract point of view, as established in [DMP08], ℑ− can be equipped with a certain infinite-
dimensional group of isometries SGℑ− which is the analogue of the BMS group for asymptotically flat
spacetimes [DMP06]. This group, on the one hand depends on the only structure of ℑ−, hence in this
sense is universal, while, on the other hand, it embodies – through a faithful representation – all possible
bulk Killing symmetries which preserve the structure of ℑ− of every – not necessarily homogeneous or
isotropous – cosmological model which admits ℑ− as a boundary (see proposition 3.2 as discussed in
[DMP08]).
Also in the general case considered in [DMP08], ℑ− is a natural candidate on which to encode the
information of bulk data of the scalar free QFT. As we shall shortly discuss in the particular case
considered in this paper, it has been proved in [DMP08] that it is possible both to construct a genuine
free scalar quantum field theory defined on ℑ− and to associate to it a preferred state enjoying invariance
under SGℑ− . Such theory can be induced back to the bulk giving rise to a second one which turns out
to be automatically invariant under every symmetry of the bulk which preserves ℑ−.
2 From the bulk to the boundary and back
The aim of this subsection is to sketch the scheme of quantisation of a free scalar field living on any of the
spacetimes under analysis, as previously discussed in [DMP08], focusing on how it is possible to associate
every quantum theory living in (M, gFRW ) with a dual theory on ℑ−. The main advantage of pursuing
such approach lies in the existence of a preferred quasifree state (see remark 1.1) for the boundary theory
that we shall eventually pullback to the bulk, picking out a natural preferred quasifree state λM for the
QFT in the spacetime (M, gRFW ). The state λM generalises the Bunch-Davies vacuum for more general
expanding universes. The analysis of the remarkable properties of ωM was started in [DMP08] for a wider
class of spacetimes (dropping the requirements of homogeneity and isotropy); here we only focus on the
validity of the Hadamard property for λM in the class of RFW spacetimes we are considering.
Since (M, gFRW ) is globally hyperbolic, the Cauchy problem for smooth compactly-supported initial
data is well-posed [Wa94, BGP96]. Let us thus consider the Klein-Gordon equation for the real scalar
field Φ arbitrarily coupled ξ with the scalar curvature:
PΦ = 0, where P = −+ ξR+m2 , (5)
where  is the D’Alembert operator associated with gFRW and m
2 ≥ 0. The space of real smooth
solutions S(M) of (5) with compactly supported smooth Cauchy data is a symplectic space (S(M), σM )
when endowed with the Cauchy-surface independent nondegenerate symplectic form:
σM (Φ1,Φ2)
.
=
∫
Σ
dµ(Σ)gFRW (Φ2∇nΦ1 − Φ1∇nΦ2) , ∀Φ1,Φ2 ∈ S(M) . (6)
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Above, Σ is an arbitrary spacelike smooth Cauchy surface, dµ
(Σ)
gFRW the measure on Σ induced by the
metric and n is the unit future-pointing vector orthogonal to Σ. It is then a standard procedure [KW91,
Wa94, BR022] to associate (S(M), σM ) with the Weyl C
∗-algebra W(M), determined up to isometric
∗-isomorphisms and constructed out of the Weyl generators WM (Φ) 6= 0, satisfying, for all Φ ∈ S(M),
the Weyl relations
WM (Φ) =W
∗
M (−Φ), WM (Φ)WM (Φ′) = e
i
2
σM (Φ,Φ
′)WM (Φ + Φ
′). (7)
The self-adjoint elements of W(M) represent the quantum observable of the bosonic free quantum field
theory of the field Φ and hence W(M) realizes the quantisation of the theory at algebraic level [Wa94,
KW91, BR021, BR022].
2.1. Modes. We wish now to better characterise S(M) employing constant-time hypersurfaces Στ
(which are diffeomorphic to R3) as Cauchy surfaces and adopting standard Cartesian coordinates (τ, ~x)
on M as in (2). Adopting the convention that k ∈ R3 and k = |k|, a generic element Φ ∈ S(M) can be
decomposed as:
Φ(τ, ~x) =
∫
R3
d3k
[
φk(τ, ~x)Φ˜(k) + φk(τ, ~x)Φ˜(k)
]
with φk(τ, ~x)
.
=
eik·~x
(2π)
3
2
χk(τ)
a(τ)
. (8)
The modes φk are constructed out of the χk(τ), which are solutions of the differential equation:
d2
dτ2
χk(τ) + (V0(k, τ) + V (τ))χk(τ) = 0,
V (τ)
.
= k2 + a(τ)2
[
m2 +
(
ξ − 1
6
)
R(τ)
]
− V0(k, τ) , (9)
where V0(k, τ)
.
= k2+ adS(τ)
2
[
m2 +
(
ξ − 16
)
12H2
]
, so that it results V (τ) = O(1/τ3) in view of (3) as
τ → −∞. The following condition is also assumed:
dχk(τ)
dτ
χk(τ)− χk(τ)dχk(τ)
dτ
= i , τ ∈ R− . (10)
We now define:
ν =
√
9
4
−
(
m2
H2
+ 12ξ
)
, where we always assume both Reν ≥ 0 and Imν ≥ 0, (11)
noticing that ν can be either real or imaginary, but not a general complex number. A general solution
of (9) satisfying the constraint (10) and with Reν < 1/2 can be constructed as a convergent series, as
discussed in Theorem 4.5 of [DMP08]. Therein, V (τ) is treated as a perturbation potential over the
solutions (12) in de Sitter background where V ≡ 0. For the purely de Sitter spacetime (V ≡ 0) solutions
of (9) satisfying the constraint (10) are fixed to be:
χk(τ) =
√−πτ
2
e
−ipiν
2 H(2)ν(−kτ), (12)
whereH
(2)
ν is the Hankel function of second kind [SS76]. Moreover the perturbative procedure to construct
the modes χk(τ) for the general background yields the constraints (valid for the pure de Sitter case, too):
lim
τ→−∞χk(τ)e
ikτ =
e−iπ/4√
2k
, lim
τ→−∞
dχk
dτ
(τ)eikτ = −ie−iπ/4
√
k
2
. (13)
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Remark 2.1.
(1) The perturbative construction of the smooth real solutions of the Klein-Gordon equation with
compactly supported data, as presented in Theorem 4.5 in [DMP08], extends with minor changes to the
case Reν < 3/2 provided that the potential decays as V (τ) = O
(
1
τ5
)
, which corresponds to the stricter
constraints on the rate of expansion a(τ):
a(τ) = − 1
H τ
+O
(
1
τ5/2
)
,
da(τ)
dτ
=
1
H τ2
+O
(
1
τ3
)
,
d2a(τ)
dτ2
= − 1
H τ3
+O
(
1
τ6
)
. (14)
Nonetheless we feel that, despite such further restriction on the choice of the underlying geometry, it is
interesting from a physical perspective to allow ν to be as close to 32 as possible. As a matter of facts, in
this case the power spectrum P (k, τ) of the scalar field will be close to the Harrison-Zeldovich scale free
one. As an evidence of this claim, notice that, at least at small scales and as τ → −∞,
P (k, τ) = χk(τ)χk(τ) ∼ 1|k|2ν
as one can infer from the analysis performed in the appendix A. If we set ν = 3/2, then we end up with
a genuine scale free spectrum.
(2) The identity (8) inverts as:
Φ˜(k) = −i
∫
Στ
d3x a2(τ)
[
∂φk(τ, ~x)
∂τ
Φ(τ, ~x)− φk(τ, ~x)∂Φ(τ, ~x)
∂τ
]
, (15)
Στ being any constant-time hypersurface. As the right hand side is independent from the choice of a
specific value τ , we are free to let Στ coincide with the Cauchy surface. In this way, Φ(τ, ~x) and
∂Φ
∂τ (τ, ~x)
are the assigned initial data of the considered element Φ ∈ S(M) individuated by Φ˜ inserted in the
right-hand side of (8).
(3) Out of the behaviour of Hankel functions in a neighbourhood of the origin and in the perturbative
construction of the general solution valid both for Reν < 1/2 and V (τ) = O
(
1
τ3
)
, or for Reν < 3/2 and
V (τ) = O
(
1
τ5
)
(see in the appendix A for more details), the shape of Φ˜ as k→ 0 is as follows: whether
ν is imaginary, no singularity occurs, whereas, if Reν > 0, following the analysis performed in the proof
of Theorem 4.5 in [DMP08] (and its extension to the case Reν < 3/2, in appendix (A)), one gets that
|∂nk Φ˜(k)| ≤ Cδ,n/|k|Reν+n , for 0 < |k| ≤ δ, (16)
if n = 0, 1, 2, 3 and for some Cδ,n, δ > 0. These estimates arise for the analogous of the functions
k 7→ χk(τ), k 7→ ∂τχk(τ) and their k-derivatives.
For |k| → +∞ we have instead the following behaviour. As the k 7→ χk(τ), k 7→ ∂τχk(τ) and their k-
derivatives increase at most polynomially and since the Cauchy data are smooth and compactly supported,
(15) entails that Φ˜ ∈ C∞(R3 \ {0};C) and, for every ∆ > 0, n,m = 0, 1, 2, ... there are constants B∆,n,m
with:
|∂nk Φ˜(k)| ≤ B∆,n,m/|k|m , for |k| ≥ ∆. (17)
2.2. Projection of the quantum theory on the Horizon. Let us now focus our attention on the
horizon itself. Since ℑ− is diffeomorphic to R×S2, we adopt the coordinates (ℓ, θ, ϕ) ∈ R×S2 used in (4).
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We want to define a suitable symplectic space in order to construct the Weyl algebra of the observables
defined on a null surface as ℑ− [MP03, DMP06, DMP08]. To this end, the introduction of some useful
mathematical tools is in due course.
The complex smooth functions which decay, with every derivative, faster than every negative power of
ℓ uniformly in the angular variables) will be indicated by S (R × S2). Notice that, if f ∈ S (R × S2),
then f(·, ω) ∈ S (R) for every fixed ω ∈ S2. The complete dual space (with respect to the natural
Freche´t topology) of S (R× S2) will be denoted by S ′(R× S2). In the following ψ̂ denotes the Fourier
transform 1 of the distribution ψ ∈ S ′(R × S2). As in the standard theory, this transformation is
defined by assuming that, if φ ∈ S (R× S2),
φ̂(k, ω)
.
=
∫
R
eikℓ√
2π
ψ(ℓ, ω)dℓ , ∀(k, ω) ∈ R× S2 , (18)
so that φ̂ ∈ S (R× S2) again, and afterwards, extending the definition per duality to T ∈ S ′(R× S2) as
〈 T̂ , φ〉 .= 〈T, φ̂ 〉 for all φ ∈ S (R × S2). The Fourier transform turns out to be bijective and continuous
both as a map S (R × S2) → S (R × S2) and S ′(R× S2)→ S ′(R× S2) whereas the inverse transform
is obtained by duality starting from the inverse Fourier transform on S (R× S2):
ψ(ℓ, ω)
.
=
∫
R
e−ikℓ√
2π
φ̂(k, ω)dℓ , ∀(ℓ, ω) ∈ R× S2 , (19)
If φ ∈ L1(R × S2, dℓdS2), so that φ ∈ S ′(R × S2), its Fourier transform, can be equivalently computed
as the right-hand side of (18) and φ̂ is k-continuous.
Using these tools, as a first step to define a bosonic field theory, we introduce the symplectic space of
real wavefunctions (S(ℑ−), σ) relaxing the requirements on the elements of the space with respect to that
done in [DMP08] in order to encompass the physically interesting case Reν < 3/2 as we shall see shortly:
S(ℑ−) .=
{
ψ ∈ C∞(R× S2) ∣∣ ||ψ||∞ , ||kψ̂||∞ <∞ , ∂ℓψ ∈ L1(R× S2, dℓdS2) , ψ̂ ∈ L1(R× S2, dkdS2)} ,
(20)
σℑ− (ψ, ψ
′) .=
∫
R×S2
(
ψ
∂ψ′
∂ℓ
− ψ′ ∂ψ
∂ℓ
)
dℓdS2 , ∀ψ, ψ′ ∈ S(ℑ−) . (21)
Notice that above, where ψ ∈ C∞(R × S2) and it is bounded, the Fourier transform ψ̂ makes sense in
the distributional sense. In [DMP08], S(ℑ−) was defined as the space of smooth real-valued functions
of L2(R × S2; dℓdS2) with ℓ-derivative in L2(RS2; dℓdS2). In that case the Fourier transform could be
interpreted as a Fourier-Plancherel transform. In our case this is not possible in general.
Since σℑ− is non-degenerate, it is possible to associate to (S(ℑ−), σℑ− ) a unique, up to isometric ∗-
isomorphism, Weyl C∗-algebra W(ℑ−) whose generators Wℑ−(ψ) 6= 0 for ψ ∈ S(ℑ−) satisfy the Weyl
relations (7) with WM replaced by Wℑ− , σM replaced by σ and Φ,Φ′ replaced by ψ, ψ′. As for the bulk,
W(ℑ−) represents a well-defined set of basic observables and, hence, it can be thought as the building
block of a full-fledged quantum scalar field theory on the cosmological horizon ℑ−.
Nonetheless such line of reasoning would be spurious if we were not able to connect the information
1All that follows is a very straightforward extension of the standard theory of Fourier transform. Further details were
presented in the Appendix C of [Mo08] where we used complex coordinates (ζ, ζ¯) on the sphere instead of our (θ, ϕ), but
this affects by no means the definitions and results.
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arising from the boundary to the bulk counterpart. In [DMP08], we tackled this problem showing that it is
possible to realize (S(M), σM ) as a subspace of (S(ℑ−), σℑ−) by means of an injective symplectomorphism
S(M)→ S(ℑ−). This result, in turn, implies the existence of an identification, ı : W(M)→ W(ℑ−), of the
algebra of bulk observables W(M) and a sub algebra of observables of the boundary W(ℑ−). We review
the procedure showing, in theorem 2.1 below, that the result is valid also with our more general definition
of S(ℑ−) and referring to a large class of values of ν which includes the most physically interesting ones
as stressed in (1) of remark 2.1.
We start by reminding that any of the spacetimes M we are considering can be extended to a second
spacetime M̂ which both is globally hyperbolic in its own right and it includes ℑ− as a null hypersurface
[DMP08]. By a standard argument (see [BS06] for the general case), outside the support of Cauchy
data of Φ, one can deform the employed Cauchy surface of M to a Cauchy surface of M̂ . Since P is
a second-order hyperbolic partial differential operator and it can be extended in the analogy for M̂ , a
unique solution Φ′ of (5) exists in M̂ with the same initial compactly supported data as those of Φ. By
uniqueness Φ′↾M= Φ. Furthermore, since also ℑ− ⊂ M̂ , we can define the linear map:
−H−1Γ : S(M)→ C∞(ℑ−;R) such that Γ(Φ) .= Φ′↾ℑ− . (22)
However such a result does not guarantee a sufficient regularity of the image on ℑ− of the solution of
(5) in order that Γ(Φ) ∈ S(ℑ−); therefore, we shall analyse more in detail the structure of Φ itself.
The following technical proposition establishes in fact that this is the case. It is based on the following
observation. With the same procedure preformed in the proof of theorem 4.4 in [DMP08], employing the
estimate stated in (3) of remark 2.1, one gets that:
− 1
H
(ΓΦ) (ℓ, θ, ϕ) = iHe−i
pi
4
∞∫
0
e−iℓk√
2π
√
kH
2
Φ˜(Hk, η(θ, ϕ))dk + c.c., (23)
where Φ˜ coincides with (15) written in suitable spherical coordinates (i.e., Φ˜(u) = Φ˜(|u|, ϑ, φ), with (ϑ, φ)
polar angles of u) and η : (θ, ϕ) 7→ (π − θ, ϕ+ 2π) the parity inversion.
Proposition 2.1. Assume that ξ and m are such that either ν in (11) satisfies Reν < 3/2, and
V (τ) = O(1/τ5) or ν in (11) satisfies Reν < 1/2 and V (τ) = O(1/τ3). If Φ ∈ S(M), the following facts
hold for 0 < ǫ < 3/2−Reν.
(a) ΓΦ decays faster than 1/ℓǫ uniformly in the angular variables.
(b) ∂ℓΓΦ decays faster than 1/ℓ
1+ǫ uniformly in the angular variables.
(c) ΓΦ ∈ S(ℑ−).
(d) Particularly, referring to the Fourier transform Γ̂Φ with Φ ∈ S(M), it holds Γ̂Φ ∈ C∞((R\{0})×
S2;C), it vanishes uniformly in the angles faster than every negative power of k as |k| → +∞,
|∂nk Γ̂Φ(k, ω)| ≤ Cδ,n/|k|Reν+n−1/2 , for 0 < |k| ≤ δ, (24)
if n = 0, 1, 2, 3 and for some Cδ,n, δ > 0.
Proof. Let us start with (b) taking (23) into account as well as (3) in remark 2.1. Without losing
generality, let us assume that ℓ is positive then
|ℓ1+ǫ∂ℓ (ΓΦ) (ℓ, ω)| ≤ sup
ω′∈S2
|ℓ|ǫ
∣∣∣∣∣
∫ +∞
−∞
dk e−ikℓ
1 + |kℓ|
1 + |kℓ|∂k
[
ik
√
kH
2
Φ˜(Hk, η(ω′))
]∣∣∣∣∣ .
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The right-hand side could in principle diverge, but we are going to show that, indeed, this is not the case.
Taking Ψ(k, ω) as a shorter notation for ∂k
[
ik
√
kH
2 Φ˜(Hk, η(ω))
]
we get
|ℓ1+ǫ∂ℓ (ΓΦ) (ℓ, ω)| ≤ sup
S2
|ℓ|ǫ
∣∣∣∣∫ +∞−∞dk e
−ikℓ + i|k|∂ke−ikℓ
1 + |kℓ| Ψ
∣∣∣∣ .
Integrating by parts using (16), the preceding expression can be rewritten as:
|ℓ1+ǫ∂ℓ (ΓΦ) (ℓ, ω)| ≤ sup
S2
|ℓ|ǫ
∣∣∣∣∫ +∞−∞dk e
−ikℓ
1 + |kℓ|
[(
1− i
(
σ(k)
1 + |kℓ|
))
Ψ− i|k|∂kΨ
]∣∣∣∣ ,
where σ(k) = 1 for k ≥ 0 or −1 otherwise. Now let us assume ǫ < 1. With this choice |kℓ|ǫ/(1+ |kℓ|) ≤ 1,
so that we obtain the following estimate:
|ℓ1+ǫ∂ℓ (ΓΦ) (ℓ, ω)| ≤ sup
S2
∫ +∞
−∞
dk
1
|k|ǫ [2 |Ψ|+ |k∂kΨ|] (25)
which is meaningful because the right-hand side is finite and it does not depend on the angles since both
the functions in the integral can be bounded by L1(R, |k|−ǫdk) functions (independent form angles), in
view of (17) and (16). We have established the (θ, ϕ)-uniform bound:
|∂ℓ (ΓΦ) (ℓ, θ, ϕ)| ≤ C|ℓ|1+ǫ
for some constant C > 0. If ǫ ≥ 1, one starts with the inequality
|ℓ1+ǫ∂ℓ (ΓΦ) (ℓ, ω)| ≤ sup
ω′∈S2
|ℓ|ǫ−1
∣∣∣∣∣
∫ +∞
−∞
dk e−ikℓ
1 + |kℓ|
1 + |kℓ|∂
2
k
[
ik
√
kH
2
Φ˜(Hk, η(ω′))
]∣∣∣∣∣ ;
then the proof goes on as before since ǫ−1 < 1. (a) can be similarly proved. (c) We have obtained that ΓΦ
is bounded (it being everywhere continuous and vanishing at infinity uniformly in the angles). Similarly,
in view of Fubini-Tonelli theorem and on the fact that S2 has finite measure, ∂ℓΓΦ ∈ L1(R× S2; dℓdS2)
since it is continuous (so that it is bounded on compact sets [−L,L]× S2 and decays faster than 1/ℓ1+ǫ
uniformly in the angles outside [−L,L]. As the requirement ||kΓ̂Φ||∞ <∞ is trivially fulfilled by (3) in
remark 2.1, to conclude the proof of (c) it is enough to establish that the Fourier transform of ΓΦ belongs
to L1(R+ × S2, dkdS2(θ, ϕ)). Since, as we have stated in (3) of remark 2.1, Φ˜ is rapidly decreasing at
infinity as a function of k, the functions k1/2 Φ˜ which is proportional to the Fourier transform of ΓΦ
belongs to L1(R+ × S2, dkdS2(θ, ϕ)) in our hypotheses. We conclude that ΓΦ ∈ S(ℑ−).
The statement (d) follows immediately from (23) and from the estimates in (3) of remark 2.1. ✷
Remark 2.2. It is worth noticing that the result was achieved thanks to the very definition of S(ℑ−).
With the stricter definition of S(ℑ−) adopted in [DMP08], where the functions are required to be
L2(R × S2, dℓdS2) together with their ℓ-derivative, the above result would have been much more dif-
ficult, if not impossible, to establish.
We are now in place to state the theorem which establishes that Γ individuates a symplectomorphism.
This entails the identification between the bulk algebra of observables and a subalgebra of the boundary
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counterpart, hence extending one of the main achievements of [DMP08], namely the theorem 4.4, to the
physically relevant scenario Reν < 3/2.
Theorem 2.1. Assume that ξ and m are such that ν in (11) satisfies Reν < 3/2, and that V (τ) =
O(1/τ5) or ν in (11) satisfies Reν < 1/2, and that V (τ) = O(1/τ3). The following holds.
(a) The linear map −H−1Γ : S(M)→ C∞(ℑ−;R) is a symplectomorphism:
σℑ−(−H−1ΓΦ,−H−1ΓΦ′) = σM (Φ,Φ′) , ∀Φ,Φ′ ∈ S(M)
and −H−1Γ is injective.
(b) There is an isometric ∗-homomorphism
ı : W(M)→W(ℑ−) ,
which identifies the Weyl algebra of the observables W(M) of the bulk with a sub C∗-algebra of W(ℑ−),
and ı is completely individuated by the requirement
ı (WM (Φ)) =Wℑ−(−H−1ΓΦ). ∀Φ ∈ S(M)
Proof. (a) By direct inspection, if Φ,Φ′ ∈ S(M) and making use of (8) one almost immediately gets
−2Im
∫
R+×S2
Φ˜(k, θ, ϕ)Φ˜′(k, θ, ϕ) k2dk dS2(θ, ϕ) = σM (Φ,Φ′) ,
where the integral makes sense because kΦ˜ and kΦ˜′ are elements of L2(R × S2, dkdS2) as follows form
(d) in Proposition 2.1. On the other hand, we shall show at the end of the proof of proposition 2.2 (and
such proof does not depend on this one) that
σℑ−(ΓΦ,ΓΦ
′) = −2H2Im
∫
R+×S2
Φ˜(k, θ, ϕ)Φ˜′(k, θ, ϕ) k2dk dS2(θ, ϕ) . (26)
This concludes the proof of (a) by comparison with the identity achieved above and noticing that the
found symplectomorphism is injective because σM is nondegenerate. (b) This fact straightforwardly
follows from the existence of the symplectomorphism −H−1Γ and known theorems on Weyl algebras
[BR022]. ✷
2.3. Preferred state and its pullback on M . The existence of the isometric ∗-homomorphism
ı : W(M)→W(ℑ−) allows one to induce states ωM on W(M) from states ωℑ− on W(ℑ−) exploiting the
pull back:
ωM (a)
.
= ωℑ− (ı(a)) , ∀a ∈W(M). (27)
The most distinguished property displayed by the quantum theory on the null surface ℑ− (and this is also
true for the theory in any null infinity of asymptotically flat spacetime) is the following [DMP06, DMP08].
It is possible to select a preferred algebraic quasifree state λ on W(ℑ−), which turns out to be invariant
under the action of the conformal Killing vector ∂ℓ and it has positive energy with respect to the self-
adjoint generator of those displacements in its GNS representation. These features uniquely individuate
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the state [Mo06, DMP08]. In the general context studied in [DMP08], one sees that λ is invariant under
the whole, infinite dimensional, group SGℑ− of symmetries of ℑ− (see remark 1.1) and this property is
valid, referring to the BMS group, for the analogue state defined on the null boundary of asymptotically
flat spacetimes [DMP06]. The state λ is universal and does not depend on the particular spacetime
M admitting ℑ− as past boundary. Using (27), λ induces a preferred state λM in every spacetime of
the class under consideration. The very peculiar properties of those states were investigated in [Mo08]
for asymptotically flat spacetimes and in [DMP08] for expanding universes. It was shown that λM is
invariant under all the isometries ofM (which preserve structure of ℑ− in the case of expanding universes),
it has positive energy with respect to every timelike Killing vector of M (which preserve structure of ℑ−
for expanding universes) and, furthermore, it reduces to well-known physically meaningful states in
the simplest cases (Minkowski vacuum and Bunch-Davies, respectively). In the case of asymptotically
flat spacetimes λM was proved to be Hadamard [Mo08] and, thus, it can be employed in perturbative
approaches. This is the issue we wish to examine here for our class of spacetimes.
We want now to define the preferred quasifree state λ onW(ℑ−). The definition needs more care than
in [DMP06], since the symplectic space has been changed. Following [KW91], a quasifree state ω over
a Weyl algebra W(S) over the symplectic space (S, σ) is individuated by its one-particle structure,
that is a pair (K,H), where H is the one-particle (complex) Hilbert space and K : S→ H is an R-linear
map such that (i) σ(ψ, ψ′) = −2Im〈Kψ,Kψ′〉 for all ψ, ψ′ ∈ S and (ii) K(S) + iK(S) = H , the bar
denoting the closure. The quasifree state ω uniquely (up to unitary transformations) associated with
(K,H) is then completely individuated by the requirement (which extends to the whole W by linearity
and continuity)
ω (W (ψ)) = e−
1
2
Re〈Kψ,Kψ〉 , ∀ψ ∈ S . (28)
The state ω turns out to be pure (i.e., its GNS representation is irreducible) if and only if K(S) = H .
The GNS representation of a quasifree state ω is always a standard Fock representation with H as one-
particle space, the cyclic vector is the vacuum and the representation itself maps W (ψ) into eiΦˆ(ψ) where
Φˆ is the densely defined field operator constructed out of the creation and annihilation operators (see
[KW91, Wa94, BR022] for details).
Let us come to the preferred state λ on W(ℑ−). Following [MP03, DMP06, DMP08], its one-particle
structure (Kλ, Hλ) should be made as follows. Hλ = L
2(R+ × S2, 2dkdS2) and Kλ : S(ℑ−) → Hλ
associates ψ ∈ S(ℑ−) with its Fourier transform ψ̂ = ψ̂(k, ω) restricted to the values k ∈ R+. Differently
from [MP03, DMP06, DMP08] where the well-posedness of the construction were guaranteed by the
very definition of S(ℑ−) whose elements were functions of L2(R× S2; dℓdS2) with ℓ-derivative in L2(R×
S2; dℓdS2), now the Fourier transform has to be interpreted in the distributional sense rather than a
Fourier-Plancherel transform. In principle there is no automatic reason because, with the given definition
of S(ℑ−), the restriction of ψ̂ to R+ belongs to L2(R+ × S2, 2dkdS2) if ψ ∈ S(ℑ−) nor for the condition
(i) above stated to be valid. Therefore a result on the well-posedness of the construction is necessary.
Proposition 2.2. Let us define
Hλ
.
= L2(R+ × S2, 2dkdS2) and Kλ : S(ℑ−) ∋ ψ 7→ Θ · ψ̂ ∈ Hλ , (29)
where ψ̂ = ψ̂(k, ω) is the Fourier transform of ψ ∈ S(ℑ−) and Θ(k) .= 0 for k ≤ 0 and Θ(k) .= 1
otherwise. There is a quasifree pure state λ : W(ℑ−)→ C whose one-particle structure is, up to unitary
maps, (Kλ, Hλ). More precisely:
(a) the R-linear map Kλ : S(ℑ−)→ Hλ is well defined,
(b) Kλ (S(ℑ−)) = Hλ, the bar denoting the closure,
12
(c) σℑ−(ψ, ψ′) = −2Im〈Kλψ,Kλψ′〉.
Proof. The first statement is consequence of (a), (b) and (c). Let us prove them. (a) If ψ, ψ′ ∈ S(ℑ−), in
view of the definition (20) of S(ℑ−) one has that∫
R+×S2
∣∣∣Kλψ(k, θ, ϕ) Kλψ′(k, ω)∣∣∣ 2k dkdS2,
is bounded by∫
R×S2
∣∣∣ψ̂(k, ω)ψ̂′(k, ω)∣∣∣ 2k dkdS2(ω) ≤ sup
ω∈S2
|k ψ̂(k, ω)|
∫
R×S2
2
∣∣∣ψ̂′(k, ω)∣∣∣ dkdS2(ω) < +∞ .
(b) The statement is true because Kλ(S(ℑ−)) includes the set, dense in L2(R+ × S2, 2dkdS2), of the
complex smooth function with compact support which do not intersect a neighbourhood (depending of
the function) of the set {k = 0, ω ∈ S2}. Indeed, if φ0 is one of such functions, it can be smoothly extended
in the region k < 0 as φ0(−k, ω) .= φ0(k, ω). The resulting function has inverse Fourier transform given
by a real element of S (R× S2) and thus it belongs to S(ℑ−).
(c) Let ψ ∈ S(ℑ−) and ϕ̂n ∈ C∞0 (R × S2;C) so that ϕn(·, ω) ∈ S (R) and ∂ℓψ(·, ω) ∈ S ′(R) for every
ω ∈ S2. By standard properties of Fourier transform of Schwartz distributions, one has:∫
R
ϕn(ℓ, ω)∂ℓψ(ℓ, ω)dℓ = −i
∫
R
ϕ̂n(k, ω)ψ̂(k, ω)kdk . (30)
However both the right-hand side and the left-hand side can be interpreted as standard integrals, in
our hypotheses on S(ℑ−). Now fix ψ′ ∈ S(ℑ−) and, taking the angles ω = (θ, ϕ) fixed again, consider
a sequence of compactly supported smooth functions ϕ̂n(k) which converges to ψ̂′(·, θ, ϕ) in L1(R, dk).
Notice that this implies that ||ϕn(·, ω)−ψ(·, ω)||∞ → 0, by standard properties of Fourier transform. As
a consequence one has from (30):∫
R
ψ′(ℓ, ω)∂ℓψ(ℓ, ω)dℓ = lim
n→+∞
∫
R
ϕn(ℓ, ω)∂ℓψ(ℓ, ω)dℓ =
= lim
n→+∞
∫
R
−iϕ̂n(k, ω)ψ̂(k, ω)kdk =
∫
R
−iψ̂′(k, ω)ψ̂(k, ω)kdk.
Concerning the third and the first identity we have exploited the inequalities:∫
R
|ϕ̂nψ̂ − ψ̂′ψ̂| 2k dk ≤ ‖2k ψ̂(·, ω) ‖∞‖ϕ̂n(·, ω)− ψ̂′(·, ω)‖L1 → 0 as n→ +∞,∫
R
|ϕn∂ℓψ − ψ′∂ℓψ| dℓ ≤ ‖∂lψ(·, ω)‖L1‖ϕn(·, ω)− ψ′(·, ω)‖∞ → 0 as n→ +∞.
We have obtained that ∫
R
ψ′(ℓ, ω)∂ℓψ(ℓ, ω)dℓ = −i
∫
R
ψ̂′(k, ω)ψ̂(k, ω)kdk . (31)
We know by the proof of (a) that ψ̂′ψ̂ ∈ L2(R×S2, dkdS2) and, by the very definition of S(ℑ−) it results
that ψ′∂ℓψ ∈ L2(R× S2, dℓdS2). The direct application of Fubini-Tonelli theorem to (31) yields∫
R×S2
ψ′(ℓ, ω)∂ℓψ(ℓ, ω)dℓdS2 = −i
∫
R×S2
ψ̂′(k, ω)ψ̂(k, ω)kdkdS2 . (32)
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Using the fact that ψ̂(−k, ω) = ψ̂(k, ω) and ψ̂′(−k, ω) = ψ̂′(k, ω) because ψ, ψ′ are real, (32) together with
the definition of Kλ and σℑ− implies that σℑ−(ψ, ψ′) = −2Im〈Kλψ,Kλψ′〉, as wanted. This identity
implies the validity of (26) using the fact that, from (23),
Kλ
(−H−1Γ(Φ)) = −iHe−iπ/4√Hk
2
Φ˜(Hk, η(ω)) ,
and taking into account that −H−1Γ(Φ) ∈ S(ℑ−) when Φ ∈ S(M) as proved in (a) of theorem 2.1. ✷
We have now all the ingredients to construct a bulk state starting from λ, the boundary counterpart,
proceeding as indicate in (27) at the beginning of this section. We define the quasifree state λM onW(M)
individuated by the requirement:
λM (a)
.
= λ(ı(a)) , ∀a ∈W(M) (33)
It is worth stressing that in [DMP08] a different definition of S(ℑ−) was exploited, however, as it can
be checked by direct inspection, all the above-mentioned properties of λ and λM can be proved with the
definition given in this paper for the whole class of spacetimes (which are not homogeneous nor isotropous
in general) discussed i9n [DMP08], essentially because λ is defined employing (29) also in [DMP08] and
because the the image of the symplectomorphism which associates a wavefunction in the bulk with its
restriction to ℑ− is included in S(ℑ+) no matter which of the two definition is adopted. In particular, if
M is the de Sitter spacetime, λM is nothing but the Bunch-Davies vacuum [SS76, BD78, Al85, KiGa93]
as discussed in [DMP08].
3 On the Hadamard property.
In this section we shall prove the main statement of the paper: (33) is of Hadamard form for every FRW
spacetime in the class individuated by the metric (2) with the constraints (3) and for values of ν in (11)
either such that Reν < 1/2 or such that Reν < 3/2 though requiring the shape of the scale factor to be
that of (14). Let us remember that this latter request entails the potential V , appearing in (9), to satisfy
V (τ) = O(1/τ5).
As we stressed in the introduction, this scenario is of certain physical relevance if we think of inflation
models where a scalar field with ν close or equal to 32 is employed as the building block; remarkably
the perturbative fluctuations lead to an almost homogeneous power spectrum which can be indirectly
observed by experiments and a byproduct of the results of this section is to provide a mathematical
consistency to the underlying employed quantisation scheme.
There are many reasons to consider Hadamard states as the most physically relevant ones and it exists
a well-developed literature discussing them, especially in relation with the problem both of construction
of Wick polynomials and, more generally, of renormalisation in curved spacetime [BFK96, BF00, HW01,
BFV03]. Roughly speaking, the Hadamard property for a state is very important in QFT in curved
spacetime because it assures that the stress energy tensor operator [Mo03, HW05] evaluated on that state
is renormalizable [Wa94] and, thus, the theory might be gravitationally stable at least at perturbative
level.
We shall quickly recall the main features of the notion of an Hadamard state leaving a reader inter-
ested in more details to specific papers [KW91, Rad96a] (see also [SA08] for some recent achievements).
Consider a smooth globally hyperbolic spacetime (M, g), let (S(M), σM ) the real symplectic space of the
real smooth solutions of Klein-Gordon equation with compactly supported Cauchy data, as defined pre-
viously. E
.
= A− R : C∞0 (M ;R)→ S(M) the causal propagator [KW91, Wa94, BGP96] associated with
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the Klein-Gordon operator P in (5). A and R are, respectively, the advanced and retarded fundamental
solutions. E it is known to be onto S(M), with kernel given by the functions Pf , for all f ∈ C∞0 (M ;R)
and it is continuous as an operator from C∞0 (M ;R) to C
∞(M ;R) in the relevant topologies of the con-
sidered spaces of test functions. The two-point function of a quasifree state ω over W(M) with one
particle structure (K,H) can be defined (see [KW91] for further details) as the quadratic form:
ω(f, g) := 〈K(Ef),K(Eg)〉H , ∀f, g ∈ C∞0 (M ;R) . (34)
If (f, g) 7→ ω(f, g) is weakly continuous in each argument separately, the Schwartz kernel theorem assures
that ω(·, ·) uniquely individuates a distribution ω(·) ∈ D′(M × M), known as the Schwartz kernel of
ω(·, ·), by requiring ω(f ⊗ g) = ω(f, g) for all f, g ∈ C∞0 (M ;C). In fact, ω(·) is nothing but the integral
kernel ω(x, y) in a distributional sense:
ω(f, g) =
∫
M×M
ω(x, y)f(x)g(y) dµg(x)dµg(y), ω(h) =
∫
M×M
ω(x, y)h(x, y) dµg(x)dµg(y) ,
if f, g ∈ C∞0 (M ;C) and h ∈ C∞0 (M ×M ;C)) and dµg denoting the metric-induced measure on M . In
the following we shall use the same symbol to denote a quasifree state, the associated quadratic form and
its Schwartz kernel when the meaning of the symbol will be clear from the context.
A quasifree state ω overW(M) is Hadamard if its kernel ω(x, y) enjoys a very peculiar behaviour at short
distance of the arguments. We shall not enter into details here [KW91] because we shall deal with the
microlocal characterisation of Hadamard states due to Radzikowski [Rad96a, Rad96b].
Proposition 3.1. In a globally hyperbolic spacetime (M, g), consider a quasi-free state ω for the real
smooth Klein Gordon field. Assume that the two-point function of the state individuates a distribution in
D′(M ×M). The state ω is Hadamard if and only if the wavefront set WF (ω) of the Schwartz kernel of
the two-point function has the form:
WF (ω) =
{
((x, kx), (y,−ky)) ∈ (T ∗M)2 \ 0 | (x, kx) ∼ (y, ky), kx ⊲ 0
}
,
where (x, kx) ∼ (y, ky) means that it exists a null geodesic connecting x and y with cotangent vectors
respectively kx and ky, whereas kx ⊲ 0 means the kx is causal and future-directed. Here 0 is the zero
section in the cotangent bundle.
In [Mo08], it was proved that the analogue of the state λM introduced in [DMP06] for asymptotically
flat spacetimes at null infinity is Hadamard. A similar proof can be found in [Ho00] in a very different
physical context. The main goal of this paper is to prove the Hadamard property for the states λM in
the considered class of FRW expanding universes admitting a past cosmological horizon. We state this
result formally. The proof will take all the remaining part of this section and it will be divided in several
technical steps.
Theorem 3.1. Consider a FRW spacetime (M, gFRW ) in the class individuated by the metric (2)
with the constraints (3) and for values of ν in (11) fulfilling either that Reν < 1/2 or that Reν < 3/2
though under the assumption (14). The quasifree state λM defined on W(M) in (33) is Hadamard since
its two-point function individuates a distribution of D′(M ×M) with wavefront set:
WF (λM ) =
{
((x, kx), (y,−ky)) ∈ (T ∗M)2 \ 0 | (x, kx) ∼ (y, ky), kx ⊲ 0
}
. (35)
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The proof of theorem 3.1 will be the topic of the rest of the paper.
3.1. The two-point function of λM individuates a distribution in D
′(M ×M).
As the title itself suggests, we shall now dwell into the first part of the proof of Th.3.1. To start with we
need the following proposition:
Proposition 3.2. With the hypotheses of Theorem 3.1, the following facts hold for the two-point
function λM (f, g).
(a) The two-point function of λM uniquely individuates a distribution of D
′(M × M), this is the
Schwartz kernel associated with the quadratic form:
λM (f, g) =
∫
R×S2
2k Θ(k) ψ̂f (k, θ, ϕ)ψ̂g(k, θ, ϕ)dk dS
2(θ, ϕ) , (36)
where Θ(k)
.
= 0 if k ≤ 0 and Θ(k) .= 0 otherwise, ψ̂h is the ℓ-Fourier transform of ψh .= −H−1Γ(Eh),
for every h ∈ C∞0 (M ;R), where Γ is defined as in (22) and with E : C∞0 (M ;R) → S(M) denoting the
causal propagator of the Klein-Gordon operator P in (5).
(b) Referring to the frame (ℓ, θ, ϕ) on ℑ−, if Reν < 1, it holds:
λM (f, g) = lim
ǫ→0+
− 1
π
∫
R2×S2
ψf (ℓ, θ, ϕ)ψg(ℓ
′, θ, ϕ)
(ℓ− ℓ′ − iǫ)2 dℓdℓ
′dS2(θ, ϕ). (37)
Proof of Theorem 3.2. (a) Let us consider two solutions φf = Ef and φg = Eg of (5) associated with
any two functions f, g ∈ C∞0 (M ;R). Define ψf .= −H−1Γφf and ψg .= −H−1Γφg. In view of Theorem
2.2 and the definition of the state λM , we have:
λM (f, g) =
∫
R×S2
2k Θ(k) ψ̂f (k, θ, ϕ)ψ̂g(k, θ, ϕ)dk dS
2(θ, ϕ) ,
where Θ(k)
.
= 0 if k ≤ 0 and Θ(k) .= 0 otherwise. We postpone the proof of (a) at the end of the proof
of the statement (b).
(b) Let us show that (36) is equivalent to (37) if Reν < 1. At fixed angles ω = (θ, ϕ), we consider a
sequence of real compactly-supported smooth functions ϕn whose ℓ-Fourier transform ϕ̂n converge to ψ̂g
in the L1(R, dk) norm. Since kψ̂f ∈ L1(R, kdk) by definition of S(ℑ−) and the ϕ̂n are bounded, we obtain
via Lebesgue’s dominated convergence:∫
R
2k Θ(k) ψ̂f (k, ω)ϕ̂n(k, ω)dk = lim
ǫ→0+
∫ ∞
0
e−ǫk 2k ψ̂f (k, ω) ϕ̂n(k, ω) dk
Now notice that both k 7→ 2ke−ǫkΘ(k)ψ̂f (k, ω) and k 7→ ϕ̂n(k, ω) are functions of L2(R, dk), the former
because of (d) in Proposition 2.1. Therefore the Fourier transform can be interpreted as the Fourier-
Plancherel one - say F - and
〈2ke−ǫkΘψ̂f , ϕ̂n〉L2(R,dk) =
〈
F
−1
(
2kΘe−ǫkψ̂g
)
, ϕn
〉
L2(R,dk)
, (38)
We can now use the convolution theorem in L2(R, dk) to rearrange the right-hand side of the internal
product as:
F
−1
(
Θe−ǫkψ̂f
)
(ℓ, ω) =
1
π
∫
R
∂ℓ′ψf (ℓ
′, θ, ϕ)
(ℓ− ℓ′ − iǫ) dℓ
′,
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With this in mind we have that:
〈2ke−ǫkΘψ̂f , ϕ̂n〉L2(R,dk) = −
1
π
∫
R
dℓ ϕn(ℓ, ω)
∫
R
dℓ′
ψf (ℓ
′, ω)
(ℓ− ℓ′ − iǫ)2
where in the last equality we integrated by parts. Using the fact that that, uniformly in the angles ω, ψf
is bounded and tends to 0 as 1/|ℓ|δ with δ ∈ (0, 3/2 − Reν) (see proposition 2.1 where δ was indicated
by ǫ), one sees by direct computation that, for h ≡ 1 or h = ϕn or h = ψg and where C ≥ 0 does not
depend on angles:∫
R×R
dℓdℓ′
∣∣∣∣h ψf (ℓ′, ω)(ℓ− ℓ′ − iǫ)2
∣∣∣∣ ≤ ||h(·, ω)||∞ ∫
R×R
dℓdℓ′
∣∣∣∣ C(1 + |ℓ|δ)(ℓ − ℓ′ − iǫ)2
∣∣∣∣ < +∞ , (39)
when one chooses δ > 1/2, and this is possible when Reν < 1. Particularly this implies that, in view of
Fubini-Tonelli theorem, the integrals:∫
R×R
dℓdℓ′
ϕn(ℓ, ω)ψf(ℓ
′, ω)
(ℓ− ℓ′ − iǫ)2 =
∫
R
dℓ
∫
R
dℓ′
ϕn(ℓ, ω)ψf(ℓ
′, ω)
(ℓ− ℓ′ − iǫ)2 ,
and ∫
R×R
dℓdℓ′
ψg(ℓ, ω)ψf (ℓ
′, ω)
(ℓ− ℓ′ − iǫ)2 =
∫
R
dℓ
∫
R
dℓ′
ψg(ℓ, ω)ψf (ℓ
′, ω)
(ℓ− ℓ′ − iǫ)2 ,
are meaningful and the end point is
〈2ke−ǫkΘψ̂f , ϕ̂n〉L2(R,dk) = − 1
π
∫
R×R
dℓdℓ′
ϕn(ℓ, ω)ψf (ℓ
′, ω)
(ℓ− ℓ′ − iǫ)2 .
On the other and, since ||(ψg(·, ω) − ϕn(·, ω))||∞ → 0 as n → +∞ because ϕ̂n converge to ψ̂g in the
L1(R, dk), for n→ +∞ we have:∣∣∣∣∣∣
∫
R
dℓ
∫
R
dℓ′
(ψg − ϕn)ψf (ℓ′, ω)
(ℓ − ℓ′ − iǫ)2
∣∣∣∣∣∣ ≤ ||(ψg − ϕn)||∞
∫
R
dℓ′
∣∣∣∣ ψf (ℓ′, ω)(ℓ − ℓ′ − iǫ)2
∣∣∣∣→ 0
so that, as k 7→ 2ke−ǫkΘ(k)ψ̂f (k, ω) is bounded,
〈2ke−ǫkΘψ̂f , ψ̂g〉L2 = lim
n→+∞
〈2ke−ǫkΘψ̂f , ϕ̂n〉L2 = − 1
π
∫
R2
ψf (ℓ, ω)ψg(ℓ
′, ω)
(ℓ − ℓ′ − iǫ)2 dℓdℓ
′ ,
that is ∫ ∞
0
e−ǫk 2k ψ̂f (k, ω) ψ̂g(k, ω) dk = − 1
π
∫
R2
ψf (ℓ, ω)ψg(ℓ
′, ω)
(ℓ− ℓ′ − iǫ)2 dℓdℓ
′ .
Integrating ω over the compact set S2 (and this is possible concerning the left-hand side because the
integrand belong to L1(R × S2, 2kdkdS2) in view of the definition of S(ℑ−), whereas (39) holds for the
integrand in the right-hand side), it arises∫
R×S2
e−ǫk 2k ψ̂f (k, ω) ψ̂g(k, ω) dkdS(ω) = − 1
π
∫
R2×S2
ψf (ℓ, ω)ψg(ℓ
′, ω)
(ℓ− ℓ′ − iǫ)2 dℓdℓ
′dS2(ω) .
17
Lebesgue’s dominated convergence theorem produces immediately (37) when (36) is assumed.
We conclude now the proof of the statement (a), proving that the two-point function of λM individuates a
distribution in D′(M ×M). To this end we are going to show that, for any fixed f ∈ C∞0 (M ;R), λM (f, ·)
is the weak limit of a sequence of distributions Rf,n ∈ D′(M) and, for any fixed g ∈ C∞0 (M ;R), λM (·, g)
is the weak limit of a sequence of distributions Lg,n ∈ D′(M). This fact implies that λM (f, ·), λM (·, g) ∈
D′(M) and the map C∞0 (M ;R) ∋ f 7→ λM (f, ·) ∈ D′(M) is well-defined and sequentially continuous
in particular. The standard argument based on Schwartz’ integral kernel theorem finally implies that
λM (·, ·) ∈ D′(M ×M).
The required sequences of distributions are defined as Rf,n(g)
.
= λn(f, g) and Lg,n(f)
.
= λn(f, g) where:
λn(f, g)
.
= lim
ǫ→0+
∫
R2×S2
(ψfχn)(ℓ
′, θ, ϕ) (ψgχn)(ℓ, θ, ϕ)
(ℓ − ℓ′ − iǫ)2 dℓdℓ
′dS2, (40)
Above χn(ℓ)
.
= χ(ℓ/n), n = 1, 2, . . . are some cutoff functions on R×S2 which are constant in the angular
variables; they are defined out of χ ∈ C∞0 (R;R), such that χ(0) = 1. The functionals Rf,n and Lg,n are
distributions because λn ∈ D′(M ×M) since:
|λn(f, g)| ≤ Cn
∑
|m|<N
sup |∂m(χnψf )|
∑
|m′|<N ′
sup |∂m′(χnψg)|
≤ Cn
∑
|m|<N
sup
suppχn
|∂m(χnψf )|
∑
|m′|<N ′
sup
suppχn
|∂m′(χnψg)| ≤ C′n
∑
|p|<M ′
sup |∂pf |
∑
|p′|<M ′
sup |∂p′g|. (41)
The first estimate holds because the kernel 1/(ℓ − ℓ′ − i0+)2 is a well-defined distribution of the space
D′((R × S2) × (R × S2))). In the last estimate we have used the fact that χnψf = χnEf where suppχn
is compact, and the continuity of the causal propagator E : C∞0 (M,R)→ C∞(M,R) with respect to the
relevant topologies. To conclude the proof it is sufficient to prove that Rf,n → λ(f, ·) and Lg,n → λ(·, g)
in weak sense, as n→ +∞. To this end we notice that, exploiting the proof of the part (a) in the much
easier situation where ψfχn and ψgχn have compact support, one achieves:
λn(f, g) =
∫
R×S2
2k Θ(k) χ̂nψf χ̂nψgdk dS
2 . (42)
Therefore, if one performs the integrals over R+ × S2, it holds
|Rf,n(g)− λM (f, g)| = |Lg,n(f)− λM (f, g)| = |λn(f, g)− λM (f, g)|
≤
∣∣∣∣∫ [χ̂nψf χ̂nψg − ψ̂f ψ̂g] 2k dkdS2∣∣∣∣ ≤ ∫ [∣∣∣∣χ̂nψf χ̂nψg − χ̂nψf ψ̂g∣∣∣∣+ ∣∣∣∣χ̂nψf ψ̂g − ψ̂f ψ̂g∣∣∣∣] 2kdkdS2
≤ 2||kχ̂nψf ||∞
∫ ∣∣∣χ̂nψg − ψ̂g∣∣∣ dkdS2 + 2||kψ̂g||∞ ∫ ∣∣∣∣χ̂nψf − ψ̂f ∣∣∣∣ dkdS2 .
Above kψ̂g is bounded by definition of S(ℑ−), and, if one makes use both of the convolution theorem
for L1 functions and of the definition of Fourier transform as well as that of S(ℑ−), one finds by direct
inspection:
|2kχ̂nψf | ≤ 2(2π)−1/2||χ||∞||∂ℓψ||∞ + 2||ψf ||L1(2π)−1/2
∫
R
|χ′(ℓ/n)|d(ℓ/n) < Cf <∞ ,
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where Cf does not depend on n, though it depends on the fixed function χ. We conclude that:
|Rf,n(g)− λM (f, g)| = |Lg,n(f)− λM (f, g)| ≤ Cf
∫ ∣∣∣χ̂nψg − ψ̂g∣∣∣ dkdS2 + 2||kψ̂g||∞∫ ∣∣∣∣χ̂nψf − ψ̂f ∣∣∣∣ dkdS2
To conclude the proof, it is sufficient to prove that χ̂nψf → ψ̂f and χ̂nψg → ψ̂gin L1(R× S2, dkdS2). To
this end consider ρδ ∈ C∞0 (R;R) such that ρδ(0) = 1, 0 ≤ |ρ(k)| ≤ 1 and suppρδ ⊂ [−δ, δ], and define
ρ′δ
.
= 1 − ρδ which is non-negative and it vanishes in a neighbourhood of k = 0. With this definition it
holds, making use of the convolution theorem in L1∫
R×S2
∣∣∣χ̂nψf − ψ̂f ∣∣∣ dkdS2 ≤ ∫
R×S2
∣∣∣χ̂n ∗ (ρδψ̂f)− ρδψ̂f ∣∣∣ dkdS2 + ∫
R×S2
∣∣∣χ̂n ∗ (ρ′δψ̂f)− ρ′δψ̂f ∣∣∣ dkdS2 . (43)
On the other hand, using particularly the fact that χ̂n(k) = nχ̂(kn) and changing the coordinates in the
convolution integral, one has that the first integral in the right-hand side is dominated by:∫
R×S2
∣∣∣χ̂n ∗ (ρδψ̂f)∣∣∣+ ∣∣∣ρδψ̂f ∣∣∣ dkdS2 ≤ ∫
S2
dS2
∫
R
dh|nχ̂(nh)|
∫ δ
−δ
|ψ̂f (p, ω)|dp+
∫
S2
∫ δ
−δ
|ψ̂f |dkdS2 .
Noticing that |ψ̂f (k, ω)| ≤ B/|k|ǫ about k = 0 as consequence of (d) in Proposition 2.1, we achieve the
final bound, for some constant B′ ≥ 0 independent from δ:∫
R×S2
∣∣∣χ̂n ∗ (ρδψ̂f)− ρδψ̂f ∣∣∣ dkdS2 ≤ ∫ ∣∣∣χ̂n ∗ (ρδψ̂f)∣∣∣+ ∣∣∣ρδψ̂f ∣∣∣ dkdS2 ≤ (4π ∫
R
du|χ̂(u)|+ 1
)
B′δ1−ǫ .
Concerning the second integral in the right-hand side of (43) we observe that, as n→ +∞:(
χ̂n ∗
(
ρ′δψ̂f
))
(k, ω) =
∫
R
χ̂(p)
(
ρ′δψ̂f
)
(k − p/n, ω)dp→
∫
R
χ̂(p)dp
(
ρ′δψ̂f
)
(k, ω) =
(
ρ′δψ̂f
)
(k, ω) ,
in view of Lebesgue’s dominated convergence theorem (taking into account that ρ′δψ̂f is bounded by
construction – the only singularity has been cancelled by ρ′δ, and that χ̂ ∈ L1(R, dk)); moreover, if one
computes the inverse Fourier transform of (1 + k2)
(
χ̂n ∗
(
ρ′δψ̂f
))
taking into account both that the
arguments of the convolution are Schwartz functions and that χn(ℓ) = χ(ℓ/n), one sees that it can be
bounded by a Schwartz function s independent from n and the angles, so that:∣∣∣(1 + k2)(χ̂n ∗ (ρ′δψ̂f))∣∣∣ ≤ 1√
2π
∫
R
∣∣eikℓs(ℓ)∣∣ dℓ .= K .
Therefore there is a constant K ≥ 0 with:∣∣∣(χ̂n ∗ (ρ′δψ̂f)) (k, ω)∣∣∣ ≤ K1 + k2 , (44)
We are, thus, allowed to apply again Lebesgue’s theorem to the second integral in (43), concluding that
it vanishes for n→ +∞, ∫
R×S2
∣∣∣χ̂n ∗ (ρ′δψ̂f)− ρ′δψ̂f ∣∣∣ dkdS2 → 0 .
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Summarising and focusing back on the right-hand side of (43), we can write, for every fixed ǫ ∈ (0, 1):
0 ≤ lim inf
n
∫
R×S2
∣∣∣χ̂nψf − ψ̂f ∣∣∣ dkdS2 ≤ lim sup
n
∫
R×S2
∣∣∣χ̂nψf − ψ̂f ∣∣∣ dkdS2 ≤
Aδ1−ǫ+lim sup
n
∫ ∣∣∣χ̂n ∗ (ρ′δψ̂f)− ρ′δψ̂f ∣∣∣ dkdS2 = Aδ1−ǫ+lim
n→+∞
∫ ∣∣∣χ̂n ∗ (ρ′δψ̂f)− ρ′δψ̂f ∣∣∣ dkdS2 = Aδ1−ǫ ,
where the constant A ≥ 0 does not depend on δ > 0 which can be taken arbitrarily small. This result
immediately implies that χ̂nψf − ψ̂f → 0 in the topology of L1(R × S, dkdS2) and since the analogue
holds for g, it concludes the proof of (a) and of the theorem. ✷
3.2. The general strategy to establish the identity (35).
We can carry on with the proof of the theorem 3.1 proving that the wavefront set of λM is that stated in
(35). By construction, the distribution λM ∈ D′(M ×M) satisfies the further properties:
λM (f ⊗ Pg) = λM (Pf ⊗ g) = 0 (KG), λM (f ⊗ g)− λM (g ⊗ f) = E(f ⊗ g) (Comm),
where, in the second formula, E is the Schwartz kernel of the causal propagator which exists in accordance
with the above-mentioned continuity properties of the causal propagator. As is well known [Rad96a,
SV01, SVW02, Mo08], the inclusion ⊃ in (35) follows from ⊂ when one applies the celebrated theorem of
propagation of singularities due to Ho¨rmander [Ho¨89], in combination with (KG) and (Comm). So, only
the inclusion ⊂ has to be established. In order to prove that inclusion, we would like to interpret the λM
as a composition of distributions, though this idea will not turn out to be truly conclusive. To this end
notice that, in view of Proposition 3.2, for Reν < 1, the two-point function of λM in (37) reads:
λM (f, g) = T ((ΓEf)⊗ (ΓEg)) , (45)
where ΓEf represents the restriction to ℑ− of the wave function Ef , E being the causal propagator, and
T is an integral operator whose integral kernel can be thought of as the distribution in D′(ℑ+ ×ℑ+):
T (ℓ, ω, ℓ′, ω′) := − 1
H2π2(ℓ− ℓ′ − i0+)2 ⊗ δ(ω, ω
′) . (46)
Above, H is the Hubble constant, δ(ω, ω′) is the standard delta distribution on S2 to be integrated with
respect to the standard measure on the unit 2-sphere, whereas ℓ is the null coordinate on R as in (4).
Looking at (45), our strategy to establish ⊂ in (35), concluding the proof of Theorem 3.1, will be the
following. First of all we shall prove that, if I is the identity from C∞0 (M ;C) → C∞0 (M ;C) (i.e. the
Schwartz kernel in D′(M ×M) given by the constant function 1) the product of distributions
K
.
= (T ⊗ I)(ΓE ⊗ ΓE) ∈ D′ ((ℑ− ×ℑ−)× (M ×M)) , (47)
is well defined. Now notice that, if K : C∞0 (ℑ−×ℑ−;C)→ D′(M ×M) is the continuous map associated
with the kernel tK in view of Schwartz kernel theorem, formally speaking, (45) would hold when:
λM = K(1⊗ 1) ,
where 1 : ℑ− → R is function which takes the value 1 constantly. However that does not make sense in
general because, in particular, 1 6∈ C∞0 (ℑ−;C). As a matter of fact, we shall instead replace the function
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1 with a sequence of functions χn ∈ C∞0 (ℑ−;C) which tends to 1 in a suitable sense and we shall prove
that, in the general case Reν < 3/2 so that the distribution λM is defined by (36), it holds
K(χn ⊗ χn) .= λn → λM , as n→ +∞ , (48)
where the convergence is valid in the sense of Ho¨rmander’s pseudo topology [Ho¨89]. We also prove that,
for every n ∈ N, it holds: WF (λn) ⊂
{
((x, kx), (y,−ky)) ∈ (T ∗M)2 \ 0 | (x, kx) ∼ (y, ky), kx ⊲ 0
}
. Taking
this shape of WF (λn) and (48) into account, the properties of the notion of convergence in Ho¨rmander’s
pseudo topology will imply ⊂ in (35), concluding the proof of Theorem 3.1.
3.2.1. Restriction to ℑ− of E and well-definiteness of K in (47).
We prove here that K in (47) is a well-defined distribution given by the product of two distributions. To
this end, we need a result on the extension/restriction of one entry of the causal propagator E to the
horizon in order to define ΓE appearing in (47) as an element of D′(ℑ+ ×M). Next we pass to analyse
T and to show that the distribution K is well defined.
Since both M and M̂ are globally hyperbolic, and M ⊂ M̂ , Eq.(5) admits unique causal propagators,
E on M , and Ê on M̂ . By uniqueness Ê↾M×M= E when both are viewed as Schwartz kernels. Ê can
be restricted to ℑ− in the left argument, when the other ranges in M , giving rise to a distribution in
D′(ℑ+ ×M) we shall indicate by ΓE = ΓE(z, x). Indeed, one has [Rad96a]:
WF (Ê) := { ((z, kz), (x,−kx)) ∈
(
T ∗M̂
)2
\ 0 | (z, kz) ∼ (x, kx)} , (49)
where (x, kx) ∼ (z, kz) means that it exists a null geodesic γ from x to z where kx is the cotangent vector
in x and kz the cotangent vector in z. To restrict its left entry to ℑ−, we consider the immersion map
j : ℑ−×M̂ → M̂×M̂ , j(ℓ, θ, ϕ, x) = ((a = 0, ℓ, θ, ϕ), x) in the Bondi like coordinates as in (4). According
to the theorem 8.2.4 of [Ho¨89], that restriction is meaningful provided WF (Ê)∩Nj = ∅, where Nj is the
set in T ∗M̂ of normals to ℑ−. In the case under investigation
Nj := {((z, kz), (x, 0)) ∈ T ∗M̂ × T ∗M̂ | z ∈ ℑ− x ∈ M̂ , kz = (kz)ada, (kz)a ∈ R}.
Since null structures are preserved by conformal rescaling and since (2) entails that the spacetimes under
consideration are conformally related to Minkowski spacetime, the null geodesics of (M, gFRW ) have the
same causal structure as those of (R4, η). If we take into account this remark in combination with the
definition (49) according to which each pair of points (x, y) is joined by a null geodesic, we can prove that
WF (Ê)∩Nj = ∅ slavishly following the proof of the analogous statement in [Mo08]. So, ΓE := Ê↾ℑ−×M
is well defined and Theorem 8.2.4 of [Ho¨89] guarantees that:
WF (ΓE) ⊂ {((s, ks), (x,−kx)) ∈
(
T ∗ℑ− × T ∗M) \ 0 | (s, ks) ∼ (x, kx), (ks)l 6= 0} . (50)
A bound for WF (ΓE ⊗ ΓE) can be obtained by Theorem 8.2.9 in [Ho¨89], via the general formula:
WF (u⊗ v) ⊂ (WF (u)×WF (v)) ∪ ((supp u× {0})×WF (v)) ∪ (WF (u)× (supp v × {0})) . (51)
Let us pass to analyse T ⊗ I. Obviously one has:
WF (T ⊗ I) =WF (T )× ((M ×M)× {0}) . (52)
The wavefront set of T was already discussed in section 4.3 of [Mo08] and we here summarise it:
21
Proposition 3.3. WF (T ) := A ∪B where:
A :=
{
((ℓ, ω, k,k), (ℓ′, ω′, k′,k′)) ∈ (T ∗ℑ−)2 \ 0 ∣∣∣ ℓ = ℓ′, ω = ω′, 0 < k = −k′,k = −k′} ,
B :=
{
((ℓ, ω, k,k), (ℓ′, ω′, k′,k′)) ∈ (T ∗ℑ−)2 \ 0 ∣∣∣ ω = ω′, k = k′ = 0,k = −k′} ,
with ℓ ∈ R, k ∈ T ∗ℓ R, ω ∈ S2, whereas k ∈ T ∗ωS2, and 0 is the zero-section of (T ∗ℑ−)2 ≡ T ∗ (ℑ− ×ℑ−).
We can conclude that K in (47) is a well-defined distribution in D′(M×M×ℑ−×ℑ−), since the sufficient
condition for the existence of the product of two distributions, stated in term of wavefront sets in theorem
8.2.10 in [Ho¨89] is valid: there is no (x, ξ) ∈WF (T ⊗ I) with (x,−ξ) ∈ WF (ΓE⊗ΓE). Furthermore the
following inclusion holds in view of the previously cited theorem and (52):
WF (K) ⊂ {((s, ps + p˜s), (s′, ps′ + p˜s′), (x, kx), (y, ky)) ∈ T ∗ℑ− × T ∗ℑ− × T ∗M × T ∗M
| ((s, ps), (s′, ps′)) ∈WF (T ) or ps = ps′ = 0 , and
((s, p˜s), (s
′, p˜s′), (x, kx), (y, ky)) ∈ WF (ΓE ⊗ ΓE) or p˜s = p˜s′ = kx = ky = 0} . (53)
3.2.2. On the sequence of auxiliary distributions λn and their wavefront set.
To define the sequence of distributions satisfying (48), let us first fix a function χ ∈ C∞0 (R;R) depending
on the variable ℓ only, and such that χ(0) = 1 and define χn ∈ C∞0 (ℑ+;R) as:
χn(ℓ, ω)
.
= χ
(
ℓ
n
)
, if (ℓ, ω) ∈ R× S2, ∀n ∈ N . (54)
Hence we can define the following sequence of distributions, which are well defined because as proved
beforehand K ∈ D′((ℑ+ ×ℑ+)× (M ×M)),
λn
.
= K(χn ⊗ χn) ∈ D′(M ×M) , (55)
where K : C∞0 (ℑ− × ℑ−;C) → D′(M × M) is the continuous operator uniquely associated to tK in
accordance with Schwartz kernel theorem. These distributions have been already used in the proof of (a)
of Proposition 3.2. The wavefront set of λn satisfies the following inclusion, which can be readily inferred
out of Theorem 8.2.12 in [Ho¨89]:
WF (λn) ⊂ {((x, kx), (y, ky)) | ((s, 0), (s′, 0), (x, kx), (y, ky)) ∈ WF (K) , for some s, s′ ∈ suppχn} .
As suppχn becomes larger and larger as n→ +∞, if one wants to achieve a n-uniform bound ofWF (λn),
the last requirement has be dropped and replaced with s, s′ ∈ ℑ−.
WF (λn) ⊂
{
((x, kx), (y, ky)) | ((s, 0), (s′, 0), (x, kx), (y, ky)) ∈ WF (K) , for some s, s′ ∈ ℑ−
}
. (56)
Taking Proposition 3.3 and equations (50), (51) and (53) into account, with a laborious but elementary
computation, this n-uniform estimate can be formally restated as:
Proposition 3.4. The elements λn ∈ D′(M ×M) defined in (55) satisfy:
WF (λn) ⊂ V .=
{
((x, kx), (y,−ky)) ∈ (T ∗M)2 \ 0 | (x, kx) ∼ (y, ky), kx ⊲ 0
}
. (57)
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Notice that V is a closed subset in (T ∗M)2 \ 0. As an immediate but indirect proof, simply notice that,
in view of Radzikowski’s achievements, V is the wavefront set (and thus a closed subset in (T ∗M)2 \ 0
by definition of wavefront set) of any Hadamard state on the globally hyperbolic spacetime (M, gFRW )
(and every globally hyperbolic spacetime admits Hadamard states as is well known [Wa94]).
3.2.3. Proof of the fact that λn → λM in D′V(M ×M), and the consequent WF (λM ).
In order to complete the proof of Theorem 3.1, establishing the inclusion ⊂ in (35), we intend to show
that {λn}n∈N converges to λM given by (36), in D′V(M ×M) in the sense of Ho¨rmander pseudo topology.
According to the discussion after Definition 8.2.2 in [Ho¨89], this is equivalent to require that – without
assuming a priori that λM ∈ D′V(M ×M), but assuming that every λn ∈ D′V(M ×M) –
1. λn → λM in the topology of D′(M ×M),
2. sup
n
sup
k∈V
|k|N |ĥλn| < ∞ for any N ≥ 1 and for any h ∈ C∞0 (M ×M ;C). In this last inequality V
stands for any cone, closed in (T ∗M)2 \ 0, in the complement of V.
(The former requirement is a stronger version of the result achieved in the proof of (a) of Proposition (3.2)
where the convergence of λn to λ were proved in the sense of quadratic forms only.) The reader should
notice that if both the conditions written above were true, it would have to hold λM ∈ D′V(M ×M), and
this in turn implies WF (λM ) ⊂ V, a statement which is nothing but the inclusion ⊂ in (35). Therefore
the proof of the validity of both items above would conclude the proof of Theorem 3.1.
Let us establish the validity of both items separately.
Proposition 3.5. The sequence of distributions λn ∈ D′(M ×M) converges to λM in the weak sense.
Proof. We have to show that, for every h ∈ C∞0 (M ×M ;C), it holds:
lim
n→∞
|λn(h)− λM (h)| = 0. (58)
Obviously we can restrict ourselves to h ∈ C∞0 (M ×M ;R) by linearity. In the following, we shall make
use of the notations and the properties of Ψh
.
= (ΓE ⊗ ΓE)h and its Fourier transform given in the final
part of the Appendix B. The distributions λn acts as:
λn(h) =
∫
R+×S
(
χ̂n ⊗ χ̂n ∗ Ψ̂h
)
(−k, ω, k, ω) 2kdk dS2(ω) , (59)
The Fourier transform of F = F (ℓ1, ℓ2, ω1, ω2), above indicated by F̂ (k1, k2, ω1, ω2) has to be computed
in R2 with respect to the variable (ℓ1, ℓ2) and passing to the conjugate variable (k1, k2) ∈ R2. Finally it
is restricted to the diagonal taking k1 = k2 (and ω1 = ω2). Furthermore, ∗ stands for the convolution
in R2 so that, obviously, it results: ̂χn ⊗ χn ∗ Ψ̂h = χ̂n ⊗ χ̂n ∗ Ψ̂h = ̂χn ⊗ χnΨh = ̂χnΨhχn. To justify
(59), we notice that it is simply proved that the right-hand side is weakly continuous as a function of
h ∈ C∞0 (M ×M ;R) (due to the continuity of E ⊗ E in the appropriate topologies and the presence of
the cut-off functions χn ⊗ χn which restrict the image of ΓE ⊗ ΓE to a class of functions supported in a
compact subset of ℑ−×ℑ−). On the other hand, when h = f ⊗ g with f, g ∈ C∞0 (M ;R), the right-hand
side reduces to λn(f, g) written as in the right-hand side of (42). Thus, by the uniqueness of the Schwartz
kernel associated with a separately sequentially continuous quadratic form, the right-hand side of (59)
individuates the distribution in D′(M ×M) associated with the quadratic form λn(·, ·). Now define the
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functional over C∞0 (M ×M ;R):
λ′M (h)
.
=
∫
R+×S
Ψ̂h(−k, ω, k, ω) 2kdkdS2(ω) . (60)
A priori, there is no guarantee that it defines an element of D′(M ×M), i.e. that it is weakly continuous,
nor that it is the distribution associated with the quadratic form λM . However, according to (36), it
results λ′M (f⊗g) = λM (f, g). So, if λ′M individuated an element of D′(M×M), it would have to coincide
with the distribution associated with the quadratic form λM (·, ·), again in view of the uniqueness of the
Schwartz kernel. Summarising, to prove that λ′M = λM ∈ D′(M ×M) it is sufficient to prove that
lim
n→∞
|λn(h)− λ′M (h)| = 0. (61)
In turn it would imply (58). To prove (61) we follow a procedure similar to that employed in the second
part of the proof of the item (a) in Proposition 3.2. In other words we start considering a trivial partition
of unit, constructed out of ρδ and ρ
′
δ as follows: we choose ρδ ∈ C∞0 (R) in such a way that ρδ(0) = 1,
0 ≤ |ρδ(k)| ≤ 1 and supp(ρδ) ⊂ [−δ, δ], with δ > 0, whereas ρ′δ .= 1− ρδ. Therefore
Ψ̂h(k1, ω, k2, ω
′) = (ρδ(k1)ρδ(k2) + ρδ(k1)ρ′δ(k2) + ρ
′
δ(k1)ρδ(k2) + ρ
′
δ(k1)ρ
′
δ(k2)) Ψ̂h(k1, ω, k2, ω
′),
an expression we can now plug in limn→∞ |λn(h)− λ′M (h)| to get four terms:∫
R+×S2
∣∣∣ ̂χnΨhχn − Ψ̂h∣∣∣ 2k dkdS2 ≤ ∫
R×S2
∣∣∣χ̂n ∗ (ρδΨ̂hρδ) ∗ χ̂n − ρδΨ̂hρδ∣∣∣ |2k| dkdS2+
+
∫
R×S2
∣∣∣χ̂n ∗ (ρδΨ̂hρ′δ) ∗ χ̂n − ρδΨ̂hρ′δ∣∣∣ |2k| dkdS2+∫
R×S2
∣∣∣χ̂n ∗ (ρ′δΨ̂hρδ) ∗ χ̂n − ρ′δΨ̂hρδ∣∣∣ |2k| dkdS2 + ∫
R×S2
∣∣∣χ̂n ∗ (ρ′δΨ̂hρ′δ) ∗ χ̂n − ρ′δΨ̂hρ′δ∣∣∣ |2k| dkdS2 .
Henceforth, we shall indicate by An,Bn,Cn and Dn, respectively, the four integrals in the right-hand side.
Let us consider Dn. We have that, as n→ +∞:(
χ̂n ∗
(
ρ′δΨ̂hρ
′
δ
)
∗ χ̂n
)
(k, p, ω, ω′) =
=
∫
R2
dk′dp′
(
χ̂(k′)
(
ρ′δΨ̂hρ
′
δ
)(
k − k
′
n
, p− p
′
n
, ω, ω′
)
χ̂(p′)
)
→
(
ρ′δΨ̂hρ
′
δ
)
(k, p, ω, ω′) .
Above we have used the dominated convergence since ρ′δΨ̂hρ
′
δ = ρ
′
δΨ̂hρ
′
δ(k, p, ω, ω
′) is in the Schwartz
space (the divergence has been cancelled by ρ′δ) and χ̂ is bounded. With the same argument used in the
proof second part of the proof of the item (a) in Proposition 3.2 to achieve (44), one sees that there is a
constant K ≥ 0 with ∣∣∣(χ̂n ∗ (ρ′δΨ̂hρ′δ) ∗ χ̂n) (k, p, ω, ω′)∣∣∣ ≤ K(1 + k2)(1 + p2) .
So, it is possible to use again Lebesgue’s theorem in Dn, obtaining Dn → 0 for n→ +∞.
Concerning An, we notice that it has to hold
|An| ≤
∫
R×S2
∣∣∣χ̂n ∗ (ρδΨ̂hρδ) ∗ χ̂n∣∣∣ |2k| dkdS2 + ∫
R×S2
∣∣∣ρδΨ̂hρδ∣∣∣ |2k| dkdS2. (62)
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The last term is bounded by∫
R×R
dp dp′
∫
R×S2
dkdS2(ω)2|k|
∣∣∣χ̂n(−k − p)(ρδΨ̂hρδ) (p, p′, ω, ω)χ̂n(k − p′)∣∣∣ ,
Noticing that χ̂n(p) = nχ̂(np), and passing from the coordinates p, p
′, k to u = np, u′ = np′, h = nk, the
expression above can be bounded by:
1
n2
∫
R×R
du du′
∫
R×S2
dhdS2(ω)2(|h+ u|+ |u|)
∣∣∣χ̂(−h− u)(ρδΨ̂hρδ)(u
n
,
u
n
, ω, ω
)
χ̂(h− u′)
∣∣∣ ,
Using the fact that |χ̂| is bounded and has finite integral, the found integral can be bounded by:
1
n2
∫
[−nδ,+nδ]×[−nδ,+nδ]
du du′
∫
S2
dS2(ω)(K +K ′|u|)
∣∣∣Ψ̂h (u
n
,
u
n
, ω, ω
)∣∣∣ .
From the estimate (76), for small k1 and k2, we have Ψ̂h(k1, k2, ω, ω
′) ≤ C/(|k1k2|Reν−1/2). This bound,
inserted in the integral above implies that, for some constants K1,K2 ≥ 0 independent from δ:
1
n2
∫
[−nδ,+nδ]×[−nδ,+nδ]
du du′
∫
S2
dS2(ω)(K +K ′|u|)
∣∣∣Ψ̂h (u
n
,
u
n
, ω, ω
)∣∣∣ ≤ K1δ3−2Reν +K2δ4−2Reν ,
that is, looking back at (62):∫
R×S2
∣∣∣χ̂n ∗ (ρδΨ̂hρδ) ∗ χ̂n∣∣∣ |2k| dkdS2 ≤ K1δ3−2Reν +K2δ4−2Reν .
Analogously, we find:∫
R×S2
∣∣∣(ρδΨ̂hρδ)∣∣∣ |2k| dkdS2(ω) ≤ ∫
[−δ,δ]×S2
∣∣∣Ψ̂h∣∣∣ |2k| dkdS2(ω) ≤ C′′δ3−2Reν ,
where C′, C′′ ≥ 0 are constants independent on δ. Therefore we have obtained that |An| ≤ Hδ3−2Reν ,
uniformly in n, for some constant H ≥ 0 independent from δ. The remaining terms, Bn and Cn, can be
treated similarly making use of (76) with n = 2, obtaining that, uniformly in n, |Bn| ≤ H ′δ3−2Reν and
|Cn| ≤ H ′′δ3−2Reν for some constants H ′, H ′′ independent from δ. Following the same procedure as in
the last part of the proof of Proposition 3.2 (based on the standard properties of lim inf, lim sup), we can
finally assert that the sequence of distributions λn tends to λ
′
M = λM ∈ D′(M ×M) weakly. ✷
We are now in the position to study the convergence of the λn to λM in the Ho¨rmander pseudo-
topology D′
V
(M ×M). The following proposition holds, which easily implies the item (2) in Sec. 3.2.3
when employing a partition of the unit subordinated to a covering made of domains of coordinate patches
on M ×M and taking into account the compactness of the support of the h appearing in the item (2) in
Sec. 3.2.3.
Proposition 3.6. Let U ⊂M ×M a coordinate patch, V ⊂ R4 ×R4 a close conic set, so that U × V
can be viewed as the corresponding portion of T ∗M × T ∗M employing the coordinates over U , and let
h ∈ C∞0 (M ×M ;C) be a function supported in U . If (supph× V ) ∩ V = ∅, then:
sup
n
sup
p∈V
|p|N |λn(ei〈p,·〉h)| < +∞ ∀N = 1, 2, . . . (63)
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Proof. Obviously, by linearity, we can always assume which h is real-valued and we shall assume it
henceforth. It holds λn(e
i〈p,·〉h) = |K(ei〈p,·〉h ⊗ χn ⊗ χn)| in accordance with the definition of the
distributions λn in terms of the kernel K as specified in (55). Thus, with V as in the hypotheses, the
following inequality holds for every N = 1, 2, . . ., because p 6∈ WF (λn) (since WF (λn) ⊂ V for (57)):
|K(χn ⊗ χn ⊗ ei〈p,·〉h)| ≤ CN,n
(1 + |p|)N , ∀p ∈ V , (64)
for some constants CN,n ≥ 0 (depending on h). The idea is to show that, for any fixed h ∈ C∞0 (M×M ;R)
there is mh ∈ N, such that one can take CN,n = CN,mh constantly, for n ≥ mh in (64). This fact would
lead to (63) immediately, since it implies that:
sup
n
sup
p∈V
|p|N |λn(ei〈p,·〉h)| ≤ sup
n
sup
p∈V
|p|NCN,n
(1 + |p|)N ≤ supn CN,n ≤ max{CN,1, CN,2, . . . , CN,mh} < +∞ .
We need a preliminary lemma whose proof stays in the Appendix C.
Lemma 3.1. If O ⊂ O ⊂M is any open, relatively compact set, there is ℓO > 0 such that, viewing ΓE
a Schwartz kernel:
sing supp (ΓE↾ℑ−×O)) ⊂ NO × O
with NO
.
= (−ℓO, ℓO)× S2 in ℑ−.
To go on we give a precise definition of the functions χn. As usual χn(ℓ, ω)
.
= χ(ℓ/n), but now we define
χ ∈ C∞0 (R × S2;R) as a function independent form ω ∈ S2, with 0 ≤ χ(ℓ) ≤ 1 and χ(ℓ) = 0 for |ℓ| ≥ 2
whereas χ(ℓ) = 1 for |ℓ| ≤ 1. Notice that the support of χn becomes larger and larger as n increases and
tends to cover the whole ℑ−, taking everywhere the value 1, as n→ +∞. Since M is homeomorphic to
R4 ×R4, for every h ∈ C∞0 (M ×M), there is a set O .= Oh, as in the hypotheses of the Lemma 3.1, such
that Oh × Oh ⊃ supp h. Hence, there exists a sufficiently large nh ∈ N such that NOh ⊂ suppχn as well
as χn(NOh) = 1 if n ≥ nh.
We have the following bound for K(ei〈p,·〉h⊗ χn ⊗ χn):
|K(χn ⊗ χn ⊗ ei〈p,·〉h)| ≤
|K(χnh ⊗ χnh ⊗ ei〈p,·〉h)|+ |K((χn − χnh)⊗ χnh ⊗ ei〈p,·〉h)|+
|K(χhn ⊗ (χn − χnh)⊗ ei〈p,·〉h)|+ |K((χn − χnh)⊗ (χn − χnh)⊗ ei〈p,·〉h)| (65)
Let us indicate by Pn, Qn and Rn the first the third and the last term, respectively, in the right-hand side
of the inequality above. The second can be discussed similarly to the third. Let us analyze the features
of Pn, Qn and Rn separately proving that there exist a natural mh which guarantees the validity of the
thesis as discussed above, for each term separately, thus concluding the proof.
Analysis of Pn. The analysis is straightforward because n = nh is fixed. As p ∈ V does not belong
to the WF (λnh ), for every N it exist CN,nh ≥ 0 such that
Pn = |K(χnh ⊗ χnh ⊗ ei〈p,·〉h)| ≤
CN,nh
(1 + |p|)N , ∀p ∈ V, ∀N ≥ 1.
Analysis of Rn. With our definition of nh, the function χn − χnh vanishes over NO for n ≥ nh.
Thus, due to the Lemma 3.1, the wave front set of ((χn − χnh)ΓE ⊗ (χn − χnh)ΓE) ↾ℑ−×ℑ−×O×O is
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empty, so that every p in R4 × R4 individuates a direction of rapid decrease for it. As supph ⊂ Oh, this
result allows us to estimate the rate of rapid decreasing of K((χn − χnh)⊗ (χn − χnh)⊗ ei〈p,·〉h). In the
Appendix C, we shall prove the following lemma
Lemma 3.2. With the hypotheses of Proposition 3.6, for every N = 1, 2, . . . , there is a constant
CN ≥ 0 such that:
|k1|2 |k2|2 |p|N
∣∣∣(ΓE ⊗ ΓE)((χn − χnh)ei〈k1,·〉 ⊗ (χn − χnh)ei〈k2,·〉 ⊗ hei〈p,·〉)∣∣∣ ≤ CN , (66)
when n ≥ nh.
Let us prove that (66) implies that, if n ≥ nh:
Rn = |K((χn − χnh)⊗ (χn − χnh)⊗ ei〈p,·〉)| ≤
CN
(1 + |p|)N , ∀p ∈ V , ∀N ≥ 1 , (67)
for some CN ≥ 0. Indeed, (66) entails that, for every N , it exist a C′N ≥ 0, which does not depend on
n ≥ nh, such that:∣∣∣(ΓE ⊗ ΓE)((χn − χnh)ei〈k1,·〉 ⊗ (χn − χnh)ei〈k2,·〉 ⊗ hei〈p,·〉)∣∣∣ ≤ 1(1 + |k1|)2(1 + |k2|)2 C
′
N
(1 + |p|)N . (68)
The left-hand side is nothing but H2
∣∣∣( ̂(χn − χnh)⊗ ̂(χn − χnh) ∗ Ψ̂hei〈p,·〉) (k1, ω, k2, ω′)∣∣∣. Therefore,
from the very definition of the kernel K, K((χn − χnh)⊗ (χn − χnh)⊗ ei〈p,·〉) is obtained by integrating
(ΓE ⊗ ΓE)((χn − χnh)ei〈k1,·〉⊗ (χn − χnh)ei〈k2,·〉 ⊗ hei〈p,·〉) with k1 = −k2 = k and ω = ω′ over R+ × S2
with respect to the measure kdkdS2(ω). In that way, (68) yields that CN ≥ 0 exists such that, ∀n ≥ nh:
|K((χn−χnh)⊗(χn−χnh)⊗ei〈p,·〉)| ≤ 4π
(∫ +∞
0
2kdk
(1 + |k|)4
)
C′N
(1 + |p|)N =
CN
(1 + |p|)N , ∀p ∈ V , ∀N ≥ 1.
We have finally proved the validity of (67).
Analysis of Qn. We start by:
Qn = |K(χnh⊗(χn−χnh)⊗ei〈p,·〉h))| ≤ |K(χnh⊗(χn−χ3nh)⊗ei〈p,·〉h)|+|K(χnh⊗(χ3nh−χnh)⊗ei〈p,·〉h)|.
First of all notice that the wave front set ofWF (K(χnh⊗(χ3nh−χnh)⊗·)) ⊂ V, asK(χnh⊗(χ3nh−χnh)⊗·)
can be seen as a composition of distribution with compact support and the Theorem 8.2.14 of [Ho¨89]
can be applied twice. Therefore, every p ∈ V is a direction of rapid decreasing for such distribution and
the rate of decrease does not depend on n by construction. Let us pass to analyse the first term in the
right-hand side of the inequality written above for Qn. Notice that the support of χnh never intersects
the support of (χn−χ3nh) if n ≥ 3nh, hence the singularity (ℓ− ℓ′)−2 present inside K due to T (see (46)
and Proposition 3.3) is harmless. For this reason we can skip the ǫ-prescription present in T (reminded
by 0+ in (46)) and we can consider the part of the integral kernel of T depending on ℓ and ℓ′ as a smooth
function. We pass to establish the existence of a n-uniform bound for |p|N |K(χnh⊗(χn−χ3nh)⊗ei〈p,·〉h)|.
We have the bound, where, as before, y = (y1, y2) and with obvious notation concerning derivatives:
|p|N |K(χnh ⊗ (χn − χ3nh)⊗ ei〈p,·〉h)| ≤
≤
∣∣∣∣∣∣
∫
dℓdS2(ω)dµ(y1)ΓE(ℓ, ω, y1)
∫
dµ(y2)e
i〈p,y〉DNy h(y)χnh(ℓ)
∫
E(ℓ′, ω, y2)
χ
(
ℓ′
n
)
− χ3nh(ℓ′)
(ℓ− ℓ′)2 dℓ
′
∣∣∣∣∣∣ . (69)
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Notice that due to the domain property of h and χ(ℓ′/n)− χ3nh(ℓ′), the associated causal propagator is
a smooth function similarly to the discussion done for the term Rn mande in the proof of Lemma 3.2.
As we done in the proof of that lemma, we have denoted it by E(ℓ′, ω′, y2) in the formula above, where
the two internal integrations have the standard meaning, whereas the external one has to be understood
in the distributional sense. To find an estimate for the right-hand side of (69) it is convenient to define,
for n = 3nh, 3nh + 1, . . . ,∞:
F βn (ℓ, ω, y)
.
= ρ(y)
∫
R
Dβy2E(ℓ
′, ω, y2)χnh(ℓ)
[
χ
(
ℓ′
n
)
− χ3nh(ℓ′)
]
(ℓ − ℓ′)2 dℓ
′
and
F β∞(ℓ, ω, y)
.
= ρ(y)
∫
R
Dβy2E(ℓ
′, ω, y2)χnh(ℓ)
1− χ3nh(ℓ′)
(ℓ− ℓ′)2 dℓ
′ , Gβn(y)
.
= ρ(y)t(ΓE)(F βn )(y) .
where ρ(y) = ρ1(y1)ρ2(y2) is such that ρ1, ρ2 ∈ C∞0 (M ;R) and ρ(y) = 1 if y ∈ Oh × Oh. Notice that,
because of the decay property at large ℓ′ of E discussed in the analysis of Rn, and due of the boundedness
of χ(·/n)−χ3nh(·), all the F βn as well as F β∞ are smooth functions. So they belong to C∞0 (ℑ−×M×M ;R)
by construction. By direct inspection one proves that F βn → F β∞ in the topology of C∞0 (ℑ−×M ×M ;C),
as n→ +∞. Furthermore, in view of Theorem 8.2.12 and the discussion before Theorem 8.2.13 in [Ho¨89]
(and we adopt here the notation used therein), as WF (t(ΓE))M is the empty set, it results that Gn is
smooth onM ×M for every n ≥ 3nh including n =∞, it is compactly supported within a n-independent
relatively compact set including Oh, in view of the presence of ρ, and Gn → G∞ in the topology of
C∞0 (M ×M) as 3nh ≤ n → +∞. Equipped with the introduced functions, the right hand side of (69)
can be rearranged as ∣∣∣∣∫ ei〈p,y〉DNy G0n(y)h(y) dµ(y1)dµ(y2)∣∣∣∣ ,
so that we finally have:
|p|N |K(χnh ⊗ (χn − χ3nh)⊗ ei〈p,·〉h)| ≤
∑
β+β1+β2=N
∫ ∣∣Dβ2y2 (Gβn(y)Dβ1y1h(y))∣∣ dµ(y1)dµ(y2) ≤ C′N,n
However, since Gn → G∞ in the topology of C∞0 (M ×M) as 3nh ≤ n → +∞, there exists CN < +∞
with C′N,n ≤ CN , so that, for n ≥ 3nh:
Qn = |K(χnh ⊗ (χn − χnh)⊗ ei〈p,·〉h)| ≤
CN
(1 + |p|)N , ∀p ∈ V, ∀N ≥ 1
Finally, collecting the estimates for the four terms in (65) we get that (64) holds true with CN,n = CN,mh
constantly if n ≥ mh whenever one assumes mh .= 3nh, and this conclude the proof. ✷.
As discussed in Sec. 3.2.3, the achieved result implies the inclusion ⊂ in (35) and this concludes the proof
of Theorem 3.1.
4 Conclusion
In [DMP06] we established that, out of a bulk-to-boundary reconstruction procedure, it is possible to
identify a preferred quasifree algebraic state for a scalar field theory living on any manifold lying in a
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large class of Friedmann-Robertson-Walker spacetimes. The first goal accomplished in the present paper
is the extension of those results to other physically relevant cases, encompassing the analyses of the linear
scalar fluctuations of the metric in inflationary models. As a further result, in this paper, we proved that
such state is also of Hadamard form. This entails several interesting consequences the most notable being
both the boundedness of the back-reaction due to quantum effects and the possibility to perform over
such a state a renormalisation procedure. Despite the interest of these remarks, we should emphasise once
more that the possibly most interesting application of our results lies in inflationary models according to
which the early Universe undergoes an almost de Sitter phase of expansion driven by a real scalar field
coupled to a self-interaction potential. Within this framework many consequences are derived employing
quantisation and perturbative techniques and the most notable is the existence of a power spectrum of
fluctuations which is almost scale invariant. A byproduct of this paper is indeed the possibility to put on
a firmer mathematical ground the often taken for granted assertion that it exists a well-behaved quantum
state out of which the above results can be derived.
Nonetheless we should point out that our proof holds true only under same further hypothesis and
most notably ν, taken as in (11), must differ from 32 which would correspond to a massless scalar field
minimally coupled to scalar curvature. In this scenario the techniques employed in this paper cannot be
applied and we reckon that a rethinking of the whole procedure is necessary. Nonetheless we feel safe to
claim that the proof of the Hadamard condition, as it stands now, is of physical interest from the point
of view of cosmology and it opens the road to tackle specific inflationary models on a firm mathematical
ground.
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A Approximated solution by means of perturbation theory
We shall briefly comment both on the extension of the construction of the solution χk(τ) of (9) in the
case ν ∈ R with 1/2 < ν < 3/2 and V (τ) = O(τ−5) as well as on the related uniform estimates that
we have used throughout. The values 0 ≤ ν ≤ 1/2 (or ν imaginary) were considered in [DMP08]. The
construction is similar to the one presented in the proof of theorem 4.5 in [DMP08] though some subtleties
arise. To be more specific, in the mentioned theorem, χk was constructed by means of a perturbative
series around a particular solution χ0k(τ) which corresponds to (12), that in the de Sitter background.
More precisely
χk(τ) = χ
0
k(τ)
+
+∞∑
n=1
(−1)n
∫ τ
−∞
dt1
∫ t1
−∞
dt2 · · ·
∫ tn−1
−∞
dtnSk(τ, t1)Sk(t1, t2) · · ·Sk(tn−1, tn)V (t1)V (t2) · · ·V (tn)χ0k(tn), (70)
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where
Sk(t, t
′) := −i
(
χ0k(t)χ
0
k(t
′)− χ0k(t′)χ0k(t)
)
, t, t′ ∈ (−∞, 0) , (71)
is the retarded fundamental solution of the unperturbed one dimensional problem (9), whereas V (τ) is
the perturbation potential. In the case under investigation, the proof of the convergence of the series
(70) can be proved, dividing the problem into two parts, namely we shall discuss the cases 0 ≤ k < 1
and k ≥ 1 separately. Though the former is the most difficult, we can nonetheless take into account the
following behaviour for |kτ | ≤ 1:
|χ0k(τ)| ≤
Cν
2
√
τ
(
|kτ |ν + |kτ |2−ν + 1|kτ |ν
)
, |τ | > 1, |kτ | < 1
as well as that for |kτ | ≥ 1
|χ0k(τ)| ≤
Cν√|k| , |τ | > 1, |kτ | ≥ 1 .
Together they imply the following τ -uniform estimate
|χ0k(τ)| ≤
Cν
2
(
1
|k|ν +
1√|k|
)
, |τ | > 1 (72)
where Cν is some positive ν-dependant constant. The analysis of Sk(t1, t2) is more subtle, we shall derive
two estimates valid for small and large k respectively. More precisely
|Sk(t1, t2)| ≤ C′ν
(√
|t1t2|
)
(|t1|ν |t2|2−ν + |t1|ν |t2|2−ν),≤ C′ν |t1|2α+1, |t1| > |t2| > 1, |k| < 1
where 0 < α
.
= sup{ν, 2− ν} < 32 , while
|Sk(t1, t2)| ≤ C′ν
1
|k| , |t1| > |t2| > 1, |k| ≥ 1
C′ν being a further constant different from Cν . Thanks to these two estimates and since the perturbation
potential is V (τ) = O(τ−5), the series (70) is dominated by the following convergent series
|χk(τ)| ≤ |χ0k(τ)|
∞∑
n=0
1
n!
(
C
(3− 2α) |τ |3−2α
)n
, |k| < 1 |χk(τ)| ≤ |χ0k(τ)|
∞∑
n=0
1
n!
(
C
4|k||τ |4
)n
, |k| ≥ 1.
with a fixed constant C. The two inequalities show that the behaviour in k of |χk(τ)| is similar to the one
presented in (72) for |χ0k(τ)|. It is possible to prove that the τ derivatives do not alter the bound given at
small k. Notice that similar estimates hold true also for ∂τχk(τ). More precisely, since for |k| < 1, both
Sk(t1, t2) and χ0(τ) can be expanded in powers of k the following bound must hold for the nth order τ
derivative of χk(τ)
∂nτ χk(τ) =
Cn+1ν
2
1
|k|ν +O(|k|
min(ν,2−ν)), |τ | > 1 , |k| < 1 . (73)
These estimates are valid for ν ∈ R with 0 ≤ ν < 3/2. For ν ∈ iR there is no singularity at k = 0. To
conclude this appendix we would like to emphasise that, as τ → −∞, the analogy between χ0k and χk
becomes stronger; most notably, if we rearrange the series (70) and we operate as before, in the limit
τ →∞, we end up with
|χk(τ) − χ0k(τ)| ≤ Cν
(
1
|k|ν +
1√|k|
)(
eC/τ
3−2α − 1
)
→ 0, τ → −∞ .
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B Derivation of some estimates both for Φh and Ψh
In this appendix we derive some estimates both for the bi-solutions of Klein-Gordon equation generated
by real smooth compactly-supported smooth onM×M and for their restrictions to the horizon ℑ−×ℑ−.
To this end, take h ∈ C∞0 (M ×M ;R) and define the two-wavefunction Φh and its extension/restriction
Ψh to ℑ− × ℑ− (referring to the larger globally-hyperbolic spacetime (M̂, ĝFRW ) including (M, gFRW )
as a subspace):
Φh
.
= (E ⊗ E) h , Ψh .= H−2
[(
Ê ⊗ Ê
)
h
]
↾ℑ−×ℑ− .
It result Φh ∈ C∞(M ×M ;R) and similarly Ψh ∈ C∞(ℑ− × ℑ−;R). It follows by direct application of
Theorems 8.2.9 and 8.2.12 in [Ho¨89] and taking into account the shape ofWF (E) (49). Moreover, it turns
out that the restriction of Φh to Στ ×Στ has compact support when Στ is a constant-time Cauchy surface
of (M, gFRW ). To prove it, take an open set A ⊂M such that A is compact and supph ⊂ A×A (such A
does exist because M is homeomorphic to R4). Thus consider class of functions fn, gn ∈ C∞0 (A;R) with∑N
n=1 fn ⊗ gn → h in C∞0 (A× A;C) as N → +∞. By the known properties of E in globally hyperbolic
spacetime, the restriction of Ef to a spacelike Cauchy surface Σ is included in the compact J(H)∩Σ when
f ∈ C∞(M ;R) is such that suppf ⊂ H and H is compact. (Here and henceforth J(A) .= J+(A)∪J−(A).)
As a consequence, the restriction of (E ⊗ E)
(∑N
n=1 fn ⊗ gn
)
=
∑N
n=1E(fn) ⊗ E(gn) to Στ × Στ has
support included in the compact B
.
= (J(A) ∩ Στ ) × (J(A) ∩ Στ ). Since
∑N
n=1E(fn) ⊗ E(gn) → h
uniformly on every compact set, as N → +∞, and each (E(fn) ⊗ E(gn)) ↾Στ×Στ vanishes outside B,
we have that for every compact subset B′ of Στ × Στ with B′ ⊃ B, it also holds h ↾B′\B= 0. Taking
B′ larger and larger (this is possible because Στ is homeomorphic to R3) one finds that Φh↾Στ×Στ= 0
outside the compact B, so that supp (Φh ↾Στ×Στ ) = supp [((E ⊗ E)h) ↾Στ×Στ ] ⊂ B is compact.
Φh can be decomposed into modes along the lines of (8), formally:
Φh(x1, x2) =
∫
R3×R3
[
φk1(x1)φk2(x2)Φ˜h(k1,k2) + φk1(x1)φk2(x2)Φ˜h(k1,k2)
]
d3k1d
3k2.
Let us analyse the properties of Φ˜h(k1,k2) and its dependence on h. To this end, fix any, but fixed, initial
time τ0 and the associated Cauchy surface Στ0 . Since Φh is smooth by construction, we can restrict it on
Στ0 × Στ0 . Hence the previous formula is invertible by means of a procedure similar to that of (15):
Φ˜(k1,k2) = −i
∫
Στ0×Στ0
d3x1d
3x2 a
4(τ0)
[
∂φk1(x1)
∂τ1
∂φk2(x2)
∂τ2
Φh(x1, x2)+
−∂φk2(x2)
∂τ2
φk1(x1)
∂Φh(x1, x2)
∂τ1
φk1(x1)φk2(x2)
∂2Φh(x1, x2)
∂τ1∂τ2
− ∂φk1(x1)
∂τ1
φk2(x2)
∂Φh(x1, x2)
∂τ2
]
. (74)
In combination both with the explicit form of the modes φk as in (8) and with Φh, ∂τ1Φh, ∂τ2Φh ∈
C∞0 (Στ0 × Στ0 ;C), such expression entails that Φ˜h(k1,k2) is an integrable function which is smooth
except for k1 = 0 and k2 = 0 separately. Furthermore it decays rapidly at large k1 or k2 uniformly
in the angles (when the other variable is fixed) whereas, near k1 = 0 and k2 = 0 it has the following
angle-independent uniform bound:
|Φ˜h(k1,k2)| ≤ C
(|k1||k2|)Reν .
31
The behaviour can be summarised as it follows Φ˜h = Φ˜h(k1,k2) is everywhere smooth but k1 = 0 and
k2 = 0 separately, moreover, for n = 1, 2, . . . there are constants Cn ≥ 0 with:
|Φ˜h(k1,k2)| ≤ Cn
(|k1||k2|)Reν
(
1
(1 + |k1|+ |k2|)n
)
, for all k1k2 ∈ R3 \ {0}, (75)
finally, the constants Cn depend continuously on h with respect to the topology of compactly supported
smooth functions on M ×M . This last observation can be proved using the continuity of the Fourier
transform on Στ0×Στ0 with respect to the Schwartz topology and the continuity of the causal propagator
in the appropriate topologies, remembering that the restriction to Στ0 × Στ0 of the wavefunction Φh =
(E ⊗ E)h is compactly supported.
We can now pass to consider the smooth restriction of Φh to ℑ−×ℑ−, Ψh. Adapting a procedure similar
to that we exploited for the wavefunctions, it arises that:
Ψh(ℓ, ω, ℓ
′, ω′) = H5i
∫
R×R
e−iℓk1−iℓ
′k2
2π
√
k1k2
4
Φ˜h(Hk1, η(ω), Hk2, η(ω
′))dk1dk2.
The bound (75) entails some properties of Ψ̂h(k1, ω, k2, ω
′) .= iH5
√
k1k2
4 Φ˜h(Hk1, η(ω), Hk2, η(ω
′)). The
function Ψ̂h = Ψ̂h(k1, ω, k2, ω
′) is everywhere smooth, except for k1 = 0 or/and k2 = 0, moreover the
following angle-uniform bound holds, for every n = 1, 2, . . . ,
|Ψ̂h(k1, ω, k2, ω′)| ≤ C
′
n
|k1k2|Reν−1/2
(
1
(1 + |k1|+ |k2|)n
)
, (76)
where each constant C′n depends continuously on h as before. Accordingly, it holds that Ψ̂h(k1, ω, k2, ω
′)
is an integrable function on R× S2 × R× S2.
C Proofs of some propositions
Proof of Lemma 3.1. As E is the restriction to M of the analogous causal propagator Ê defined in
the larger spacetime M̂ including M as subspacetime, and since the singular support of Ê ∈ D′(M̂ × M̂)
is given by the points (y, x) ∈ M̂ × M̂ such that there is a null ĝ-geodesic connecting them, the lemma
is proved if we establish that the null ĝ-geodesic getting out from the compact K
.
= O ⊂M intersect ℑ−
in a compact set.
Let us prove this fact. To this end, as in [DMP08] and referring to the spacetime (M, gFRW ) with
coordinates and metric as in (2), we introduce the new null coordinates U = tan−1(τ + r) and V =
tan−1(τ − r) ranging in subsets of R individuated by τ ∈ (−∞, 0) and r ∈ (0,+∞). Then:
gFRW =
a2(τ(U, V ))
cos2 U cos2 V
[
−1
2
dU ⊗ dV − 1
2
dV ⊗ dU + sin
2(U − V )
4
dS2(θ, ϕ)
]
. (77)
M ∪ℑ− is the wedge |V | ≥ |U | with V ∈ [−π/2, 0], but removing the boundary at U = −V (including its
endpoints) corresponding to τ = +∞, and omitting the point (−π/2,−π/2), corresponding to the tip of
ℑ− which does not exist in M̂ . In this picture ℑ− coincides with the boundary at V = −π/2 (without its
endpoints), whereas the apparent boundary at U = V is the submanifold r = 0. However, with our choice
of a, the metric in (77) is smooth outside this region, too. As a matter of fact, the globally hyperbolic
spacetime (M̂, ĝ), which extends (M, gFRW ) is obtained letting V ranging in a neighbourhood of ℑ−
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including a region beyond it. The relevant point here is that also the metric g˜ obtained cancelling the
overall factor, a2(τ(U, V ))/(cos2 U cos2 V ), in the right-hand side of (77), is well-behaved and smooth for
U, V ∈ R with U ≥ V (the apparent singularity for U = V is a coordinate singularity only). The space-
time (M˜, g˜) obtained in that way is nothing but the (globally hyperbolic) Einstein static universe. The
remarkable point is that, within this picture, ℑ− coincides with ∂J+(i−; M˜) \ {i−} = ∂I+(i−; M˜) \ {i−},
where the point i− ∈ M˜ is the tip of the cone ℑ− localised at U = −π/2, V = −π/2. Furthermore
M = I+(i−; M˜). An immediate consequence is that no future-directed null (or causal) g˜-geodesics ema-
nating fromK can reachℑ− since J+(K; M˜) ⊂ I+(i−; M˜) which is always open and so, it cannot intersect
∂I+(i−; M˜) = ℑ− ∪ {i−}. Since the two metrics are conformally related [Wa84], the null geodesics of
(M˜, g˜) when restricted to (M̂ ∪ℑ−, ĝ) individuate ĝ-geodesics and vice versa. Therefore our thesis would
proved if we were able to establish that the past-directed null ĝ-geodesic getting out from the compact
K
.
= O ⊂M intersect ℑ− in a compact set (notice that ℑ− does not includes i−).
Actually that result is true, since the analogous statement, for the opposite time orientation, was es-
tablished in [Mo08] in the proof of Lemma 4.3 for a generic globally hyperbolic spacetime M˜ , when
M ⊂ M˜ is the globally hyperbolic subspacetime I−(i+; M˜) with i+ ∈ M˜ and ℑ+ .= ∂I−(i+; M˜) \ {i+} =
∂J−(i+; M˜) \ {i+} has the same geometric structure as ℑ− (referred to the opposite temporal orienta-
tion). In that case K ⊂ M was any compact set (the further hypotheses assumed for K in the proof of
Lemma 4.3 in [Mo08] played no role in the part of the proof we are interested in). ✷
Proof of Lemma 3.2. In the following, E(ℓ, ω, y) is the smooth integral kernel of ΓE with the left entry
restricted to ℑ− \NOh and the right one restricted to Oh. To achieve (66), we start from:
|k1|2 |k2|2 |p|N
∣∣∣(ΓE ⊗ ΓE)((χn − χnh)ei〈k1,·〉 ⊗ (χn − χnh)ei〈k2,·〉 ⊗ hei〈p,·〉)∣∣∣ ≤∑
α+β+β′=N
∫
M×M
dµ(y, y′)|Dαy h(y)|
∫
S2
dω
∣∣∣∣∫
R
dℓ eik1ℓ∂2ℓD
β
yE(ℓ, ω, y1)
(
χ
(
ℓ
n
)
− χnh(ℓ)
) ∣∣∣∣ ·
·
∣∣∣∣∫
R
dℓ′eik2ℓ
′
∂2ℓ′D
β′
y E(ℓ
′, ω, y2)
(
χ
(
ℓ′
n
)
− χnh(ℓ′)
) ∣∣∣∣ . (78)
where y = (y1, y2) ∈ Oh × Oh, dµ(ℓ, ℓ′, ω, ω′, y, y′) .= dℓdS2(ω)dℓ′dS2(ω′)dµg(y)dµg(y′) and, finally, Dy
are shortcut notations for the derivatives along the coordinates of y. To prove (66), since the domains
of integration in y, y′ and ω in the right-hand side of (78) have finite measure, it is enough proving that
each of the two internal integrals in dℓ and dℓ′ give rise to functions of the remaining variables which are
uniformly bounded in n. In other words we have now to establish that:∣∣∣∣∫
R
dℓ eik1ℓ∂2ℓD
β
yE(ℓ, ω, y1)
(
χ
(
ℓ
n
)
− χnh(ℓ)
) ∣∣∣∣ ≤ Cβ < +∞ , uniformly in n = 1, 2, . . .. (79)
To prove (79) we study the behaviour of the smooth function ∂nℓ D
β
yE(ℓ, ω, y). Starting form the analysis
of the solutions of the Klein-Gordon equation in terms of modes summarised in Sec.2.1 and using results
in the subsequent Sec.2.2, it arises that the causal propagator can be written, in the sense of the distri-
butional ǫ-prescription, i.e. smearing the kernel with a test function g = g(y) before taking the limit,
as
Dβy ∂
m
ℓ E(ℓ, ω, y) = lim
ǫ→0+
c Im
{
Dβy ∂
m
ℓ
∫ +∞
0
dkei3π/4eikℓ/H
√
kχk(τ)e
−ik|~y| cos(ω,~y)e−ǫ|k|
}
, (80)
where c ∈ R is a constant irrelevant in our discussion, y .= (τ, ~y) and cos(ω, ~y) is a shortcut notation for
the cosine of the angle between ~y and the unit vector individuates by the angles ω ∈ S2 when adopting
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spherical coordinate on the Cauchy surface Στ the functions χk are the modes discussed in Sec.2.1. We
have written E instead of ΓE, because we are intersted in the case (ℑ−\NO)×Oh ∋ ((ℓ, ω), y) which implies
that the kernel of ΓE is smooth. We decompose the integral above into two parts
∫ +∞
0
=
∫ 1
0
+
∫ +∞
1
and
we define
Dβy ∂
m
ℓ E<(ℓ, ω, y)
.
= lim
ǫ→0+
c Im
{
Dβy ∂
m
ℓ
∫ 1
0
dkei3π/4eikℓ/H
√
kχk(τ)e
−ik|~y| cos(ω,~y)e−ǫ|k|
}
,
and
Dβy ∂
m
ℓ E>(ℓ, ω, y)
.
= lim
ǫ→0+
c Im
{
Dβy ∂
m
ℓ
∫ +∞
1
dkei3π/4eikℓ/H
√
kχk(τ)e
−ik|~y| cos(ω,~y)e−ǫ|k|
}
.
The case of E<(ℓ, ω, y). The limit as ǫ → 0+ for first integral can be computed without using a
smearing test function and the limit can be intechanged with the symbol of integral. This arises by
direct application of Lebesgue’s dominated convergence theorem. Furthermore, defining a := (τ + ℓ/H −
k|~y| cos(ω, ~y)), we have the bound, following from (73) when m = β = 0:
lim
ǫ→0+
∣∣∣∣c Im ∫ 1
0
dkei3π/4eikℓ/H
√
kχk(τ)e
−ik|~y| cos(ω,~y)e−ǫ|k|
∣∣∣∣ = ∣∣∣∣c ∫ 1
0
dkei3π/4eikℓ/H
√
kχk(τ)e
−ik|~y| cos(ω,~y)
∣∣∣∣
≤ |c|aReν−3/2Cν
2
∫ a
0
u1/2−Reνdu + |c|a−3/2−min(Reν,2)
∫ a
0
O(k1/2+min(Reν,2))du , (81)
where, in our hypotheses |a| > 0 since |ℓ| is very large wheras y and ω range in a bounded domain (in
other words ((ℓ, ω), y) does not belong to the singular support of ΓE). The function in the second line
of (81) vanishes as |ℓ| → +∞ uniformly in y ∈ Oh and ω ∈ S2. An analogous procedure can easily be
implemented in presence ot derivatives Dβy , ∂
m
ℓ , making use of (73) again. The final result is that, for
both ν ∈ iR or ν ∈ (0, 3/2), each function:
(ℑ− \NO)× Oh ∋ ((ℓ, ω), y) 7→ Dβy∂mℓ E<(ℓ, ω, y)
vanishes as |ℓ| → +∞ uniformly in (ω, y) ∈ S2 × Oh, so that it is bounded. Furthermore, if m > 0, it is
also ℓ integrable and the integral is bounded as a function of (ω, y) ∈ S2 × Oh.
Looking at the left-hand side of (79), we have the bound concerning the only contribution due to
DβyE<(ℓ, ω, y): ∣∣∣∣∫
R
dℓ eikℓ∂2ℓD
β
yE<(ℓ, ω, y)
(
χ
(
ℓ
n
)
− χnh(ℓ)
) ∣∣∣∣
≤
∫
R
dℓ
∣∣∂2ℓDβyE<(ℓ, ω, y)∣∣ ∣∣∣∣χ( ℓn
)
− χnh(ℓ)
∣∣∣∣+ 2 ∫
R
dℓ
∣∣∂ℓDβyE<(ℓ, ω, y)∣∣ ∣∣∣∣∂ℓχ( ℓn
)
− ∂ℓχnh(ℓ)
∣∣∣∣+
+
∫
R
dℓ
∣∣DβyE<(ℓ, ω, y)∣∣ ∣∣∣∣∂2ℓχ( ℓn
)
− ∂2ℓχnh(ℓ)
∣∣∣∣ . (82)
Let us start by analyzing the third integral in the right-hand side. Performing the change of variables
ℓ→ nℓ, it can be rewritten as:∫
R
dℓ
∣∣DβyE<(ℓ, ω, y1)∣∣ ∣∣∣∣∂2ℓχ( ℓn
)
− ∂2ℓχnh(ℓ)
∣∣∣∣ = ∫
R
dℓ
∣∣DβyE<(nℓ, ω, y1)∣∣ n−1 ∣∣∂2ℓχ (ℓ)− ∂2ℓχnh(nℓ)∣∣ . (83)
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and the right-hand side is n-uniformly bounded by the product of sup(y,ω)∈Oh×ℑ− |DβyE<| – which we
know to be finite – and
1
n
∫
R
dℓ
∣∣∂2ℓχ (ℓ)− ∂2ℓχnh(nℓ)∣∣ ≤ 1n
∫
R
dℓ
∣∣∂2ℓχ(ℓ)∣∣+ ∫
R
ds
∣∣∂2sχnh (s)∣∣ ≤ D < +∞ , ∀n = 1, 2, . . . .
The remaining two terms in the right hand side of (82) can be n-uniformly bounded similarly. The second
term can be treated with an analogous procedure, with the change of variables ℓ→ nℓ using the fact that
∂ℓD
β
yE<(ℓ, ω, y) is bounded on (ℑ− \NOh)×Oh and that it holds n−1
∫
R
dℓ |∂ℓχ (ℓ)− ∂ℓχnh(nℓ)| < G <
+∞, uniformly in n. The first one can be treated analogously, noticing that ∣∣χ ( ℓn)− χnh(ℓ)∣∣ is bounded
uniformly n, whereas
∫
R\[−ℓOh ,ℓOh ]
dℓ
∣∣∂2ℓDβyE<(ℓ, ω, y)∣∣ ≤ H < +∞ if y ∈ Oh.
We have established that:∣∣∣∣∫
R
dℓ eik1ℓ∂2ℓD
β
yE<(ℓ, ω, y1)
(
χ
(
ℓ
n
)
− χnh(ℓ)
) ∣∣∣∣ ≤ C < +∞ , uniformly in n = 1, 2, . . .
To conclude it is enough to establish the analog for E>.
The case of E>(ℓ, ω, y). We pass now to study the behaviour of E>(ℓ, ω, y). As before we first
examine the case m = β = 0. To this end we exploit an approximation procedure to compute the
modes χk(τ) for k > 1 which is similar to that used in [DMP08] and discussed in the Appendix A,
but now using a different decomposition of the complete potential k2 + a(τ)2
[
m2 +
(
ξ − 16
)
R(τ)
]
into
ground and perturbation parts, W0(k) and W (τ), respectively. In fact, we define W0(k)
.
= k2 and
W (τ)
.
= a(τ)2
[
m2 +
(
ξ − 16
)
R(τ)
]
in the differential equation in (9), so that the equation now reads:
d2
dτ2
χk(τ) + (W0(k) +W (τ))χk(τ) = 0 . (84)
We stress that the modes χk are the same as that found employing the differential equation (9), only
the perturbative procedure to solve it is different. The solution can be written as in (70) where now,
χ0k(τ)
.
= e
−ipi/4√
2k
e−ikτ , V is replced by W , and Sk(t, t′) is replaced by: Tk(t, t′)
.
= sin(k(t−t
′))
2k . By direct
inspection one sees that the found series can be re-arranged as:
eiπ4
√
kχk(τ) =
∞∑
n=0
(−1
ik
)n [
A+n (k, τ)e
ikτ +A−n (k, τ)e
−ikτ ] , (85)
where the coefficient A±n satisfy: A
+
0 (k, τ)
.
= 0, A−0 (k, τ)
.
= 1 and recursive relations:
A+n+1(k, τ)=
∫ τ
−∞
W (t)
[
A+n (k, t) +A
−
n (k, t)e
−2ikt] dt , A−n+1(k, τ)= − ∫ τ
−∞
W (t)
[
A−n (k, t) +A
+
n (k, t)e
2ikt
]
dt.
All the integrand involved in the recursive procedure are absolutely integrable, due to the form of W
and the series (85) turns out to be uniformly absolutely convergent with its t-derivatives for (t, k) ∈
I(t0) × (1,+∞), where I(t0) is a neighborhood of every t0 < −T , so that it can be derived under the
symbol of series and, in this way, one can check that the left-hand side individuates a solution of (84).
All the coefficient A±n (k, τ) are bounded uniformly in k. To be more precise, the k dependence of those
coefficient appears as oscillating phases under some sign of integration. Furthermore there is always a
part of A−n (k, t) that does not depend on k at all, while the coefficient A
+
n (k, t) explicitly depends on k.
We are now in place to discuss the behaviour of E>(ℓ, ω, y) (always remaining out of the singularities of
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E(ℓ, ω, y), i.e. for y ∈ Oh and (ℓ, ω) ∈ ℑ− \NOh). We have, for y = (τ, ~y),
∂mℓ D
β
yE>(ℓ, ω, y) = lim
ǫ→0+
c Im
{
∂mℓ D
β
y
∫ ∞
1
dk i eikℓ/H
∞∑
n=0
(−1
ik
)n [
A+n (k, τ)e
ikτ ′ +A−n (k, τ)e
−ikτ ′
]
e−ǫ|k|
}
,
where τ ′ .= τ − |~y| cos(ω, ~y). As before, we start by considering the case m = 0 and β = 0. The terms of
the expansion of E> that could give rise to problems at large k are only those with n = 0 and n = 1, the
remaining rest O(1/k2) produces (y, ω)-uniformly bounded functions after evaluation of the integral (it
can be evaluated without the ǫ-prescription ). So, let us to examine:
lim
ǫ→0+
c Im
{
∂mℓ D
β
y
∫ ∞
1
dk i eikℓ/H
[
e−ikτ
′
+
(−1
ik
)(
A+1 (k, τ)e
ikτ ′ +A−1 (k, τ)e
−ikτ ′
)]
e−ǫ|k|
}
, (86)
where m = β = 0 and
A+1 (τ, k) :=
∫ τ
−∞
W (t) e−2ikt dt , A−1 (τ, k) := −
∫ τ
−∞
W (t) dt,
and thus A−1 does not depend on k, while A
+
1 has an oscillating phase inside an integral. The first term
in the integral (86) gives rise to a distribution proportional to:
δ(ℓ/H − τ + |~y| cos(ω, ~y))−
√
2√
π
sin(ℓ/H − τ + |~y| cos(ω, ~y))
(ℓ/H − τ + |~y| cos(ω, ~y)) . (87)
In this formula, actually, the Dirac delta cannot contribute because it is supported outside the domain
we are considering, moreover the remaining term is bounded uniformly in (y, ω) ∈ Oh×S2 and it falls off
as 1/ℓ at large ℓ. Let us now consider the term in the integral arising from A−1 . It looks like
A(τ)
∫ ∞
1
sin(k(ℓ/H − τ))
k
dk
which decays, for large |ℓ|, faster then 1/|ℓ|α, with 0 ≤ α < 1 so, it is (y, ω)-uniformly bounded. The
term containing A+1 can also be easily shown to be (y, ω)-bounded. That term can be written as
lim
ǫ→0+
c Im
{∫ ∞
1
dk i e−ǫ|k|
∫ τ
−∞
eik(τ
′+ℓ/H−2t)W (t)
}
.
Performing the k-integration, a distribution like (87) apperas, under the sign of integration in t and it
can also be shown to be bounded. Furthermore considering m1 y-derivatives and m2 ℓ-derivatives of E>
does not affect its uniform boundedness, in particular, the extra terms of that series n < m1 +m2 + 2
that needs to be taken into account, they can always treated as one of the case studied before, using the
fact that the derivatives of the distribution (87) are either supported outside the support of E> or vanish
uniformly for large ℓ.
We conclude that, for m = 0, 1 and any β, every function:
(ℑ− \NO)× Oh ∋ ((ℓ, ω), y) 7→ Dβy∂mℓ E>(ℓ, ω, y)
vanishes as |ℓ| → +∞ uniformly in (ω, y) ∈ S2 ×Oh, so that it is bounded. Looking at the left-hand side
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of (79), we have the bound concerning the only contribution due to DβyE>(ℓ, ω, y):∣∣∣∣∫
R
dℓ eikℓ∂2ℓD
β
yE>(ℓ, ω, y)
(
χ
(
ℓ
n
)
− χnh(ℓ)
) ∣∣∣∣ ≤
≤
∣∣∣∣∫
R
dℓ eikℓ
(
∂2ℓD
β
yE>(ℓ, ω, y)
)(
χ
(
ℓ
n
)
− χnh(ℓ)
)∣∣∣∣+ 2 ∫
R
dℓ
∣∣∂ℓDβyE>(ℓ, ω, y)∣∣ ∣∣∣∣∂ℓχ( ℓn
)
− ∂ℓχnh(ℓ)
∣∣∣∣+
+
∫
R
dℓ
∣∣DβyE>(ℓ, ω, y)∣∣ ∣∣∣∣∂2ℓχ( ℓn
)
− ∂2ℓχnh(ℓ)
∣∣∣∣ . (88)
As before, we start by analyzing the third integral in the right-hand side. Performing the change of
variables ℓ→ nℓ, it can be rewritten as:∫
R
dℓ
∣∣DβyE>(ℓ, ω, y1)∣∣ ∣∣∣∣∂2ℓχ( ℓn
)
− ∂2ℓχnh(ℓ)
∣∣∣∣ = ∫
R
dℓ
∣∣DβyE<(nℓ, ω, y1)∣∣ n−1 ∣∣∂2ℓχ (ℓ)− ∂2ℓχnh(nℓ)∣∣ . (89)
and the right-hand side is n-uniformly bounded by the product of sup(ω,y)∈S2×Oh |DβyE>| – which we
know to be finite – and
1
n
∫
R
dℓ
∣∣∂2ℓχ (ℓ)− ∂2ℓχnh(nℓ)∣∣ ≤ 1n
∫
R
dℓ
∣∣∂2ℓχ(ℓ)∣∣+ ∫
R
ds
∣∣∂2sχnh (s)∣∣ ≤ D < +∞ , ∀n = 1, 2, . . . .
The second term in (88) can be treated with an analogous procedure, with the change of variables
ℓ → nℓ using the fact that ∂ℓDβyE>(ℓ, ω, y) is bounded on (ℑ− \ NOh) × Oh and that it also holds
n−1
∫
R
dℓ |∂ℓχ (ℓ)− ∂ℓχnh(nℓ)| < G < +∞, uniformly in n.
To conclude, in order to establish that:∣∣∣∣∫
R
dℓ eikℓ∂2ℓD
β
yE>(ℓ, ω, y)
(
χ
(
ℓ
n
)
− χnh(ℓ)
) ∣∣∣∣ ≤ C < +∞ , uniformly in n = 1, 2, . . .
so concluding the overall proof, it is sufficient to prove a n-uniform bound for the first term in the
right-hand side of (88):∣∣∣∣∫
R
eikℓ
(
∂2ℓ D
β
y E>(ℓ, ω, y)
)(
χ
(
ℓ
n
)
− χnh
)
dℓ
∣∣∣∣ ≤ C(β) , uniformly in n and in k.
Without loosing generality we shall substitute the y derivative with ik factors in the k-expansion of E>.
The terms not considered here are harmless, in particular, the case when the y derivative is a τ derivative
that acts on the first of the recursive integrals in the perturbative series can only lower the degree of
divergence. We use the expansion found beforehand with w = β + 2:
lim
ǫ→0+
∣∣∣∣∣
∫
R
eikℓIm
{∫ ∞
1
dk i eikℓ/H(ik)w
∞∑
m=0
(−1
ik
)n [
A+m(k, τ
′)eikτ
′
+A−m(k, τ
′)e−ikτ
′
]
e−ǫ|k|
}
·
·
(
χ
(
ℓ
n
)
− χnh
)
dℓ
∣∣∣∣
The coefficient A−m(k, τ
′) decompose into the sum A−m(k, τ) = Bm(τ
′) + B−m(k, τ
′), where Bm(τ ′) does
not depend on k. We start considering only these k-independent terms.
lim
ǫ→0+
∣∣∣∣∣
∫
R
eikℓ
{∫
R
dk Θ(|k| − 1) (ik)weikℓ/H
∞∑
m=0
(−1
ik
)n
Bm(τ)e
−ikτ ′e−ǫ|k|
}
·
·
(
χ
(
ℓ
n
)
− χnh
)
dℓ
∣∣∣∣ .
37
Notice that the preceding integral can be seen as a the convolution between Ê and χ̂n − χ̂nh ,
lim
ǫ→0+
∣∣∣∣∣
∫
R
Θ(|q| − 1)
∞∑
m=0
(−1)m(iq)w−mBm(τ)e−iqτ e−ǫ|q| (nχ̂ (n(k − q))− χ̂nh(k − q)) dq
∣∣∣∣∣ .
We now divide the sum above as
∑
w−m≥0+
∑
w−m<0 and analyze the second sum.
lim
ǫ→0+
∣∣∣∣∣
∫
R
Θ(|q| − 1)
∞∑
m=w+1
(−1)m(iq)w−mBm(τ)e−iqτ e−ǫ|q| (nχ̂ (n(k − q))− χ̂nh(k − q)) dq
∣∣∣∣∣ ≤
≤
∞∑
m=w+1
|Bm(τ ′)|
∫
R
| nχ̂ (n(k − q))|+ |χ̂nh(k − q)| dq = C(w)
where, in the last term, we have used the fact that the series of the continuous functions τ ′ 7→ |Bn(τ ′)|
converges uniformly so that the sum is continuous and thus it admits a finite bound when (ω, y) ∈ S2×Oh
(remind that τ ′ = τ −|~y cos(ω, y)|), and that the last integral does not depend both on q and n. The first
term in the series can be treated analogously exploiting the fact that qmΘ(|q| − 1) = qm − qmΘ(1− |q|)
and noticing that qm is the Fourier transform of the mth-derivative of the delta distribution supported
outside the support of χn − χnh , hence it cannot give any contribution. Finally, it remains to consider:
lim
ǫ→0+
∣∣∣∣∣
∫
R
Θ(1− |q|)
w∑
m=0
(−1)m(iq)w−mBm(τ ′)e−iqτe−ǫ|q| (nχ̂ (n(k − q))− χ̂nh(k − q)) dq
∣∣∣∣∣ ≤
≤
w∑
m=0
|Bm(τ ′)|
∫
R
| nχ̂ (n(k − q))|+ |χ̂nh(k − q)| dq = C′(w)
The remaining term present in the perturbative series, those associated with B−n (q, τ) and A
+
n (q, τ), can
be treated analogously, apart for the contribution of the delta functions. It is in fact not always true that
the support of the derivatives of the deltas stay outside the support of the χs, but in this case, the delta
distributions appear inside one of the recursive integrals, similarly to the case of the proof of boundedness
of A+1 (k, t) considered before, hence they are harmless.
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