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Abstract
The condition that a finite collection of stable matrices {A1, . . . , AM } has no common
quadratic Lyapunov function (CQLF) is formulated as a hierarchy of singularity conditions for
block matrices involving a number of unknown parameters. These conditions are applied to
the case of two stable 3 × 3 matrices, where they are used to derive necessary and sufficient
conditions for the non-existence of a CQLF.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and statement of results
The problem of determining the stability properties of systems of ordinary differen-
tial equations is of great importance in many fields of applied and theoretical research:
see [1,2] and the references therein. One method of establishing the asymptotic sta-
bility of a dynamical system x˙(t) = A(t)x(t) (where x(t) ∈ Rn, A(t) ∈ Rn×n) is
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to show that for some positive definite matrix P the quadratic Lyapunov function
〈x(t), P x(t)〉 is decreasing in time. Taking the derivative with respect to t leads to
the matrix condition
PA(t) + A(t)TP < 0 for all t. (1)
When (1) holds the stable linear time invariant (LTI) systems x˙ = A(τ)x, A(τ) ∈
{A(t)}, τ > 0, are said to have a common quadratic Lyapunov function (CQLF).
In the simplest case where A(t) = A is constant, (1) is equivalent to the condition
that A is stable, meaning that its spectrum lies wholly in the open left half of the
complex plane. Recently, motivated by the stability of switched systems [3], and the
problem of robust control [4], the question of determining compact conditions for the
existence of a CQLF for a finite number of LTI systems has assumed a position of
great theoretical importance in the mathematics and engineering communities; see
[5–8,22,10–17] for some of the most important historical and recent work in this area
as well as the references therein. While numerical methods (based upon linear matrix
inequalities—LMIs) for determining whether a CQLF exists for a finite number of
stable LTI systems have existed for some time [18], determining analytical conditions
for the existence of such a function has remained an important open question.
In this paper we will be concerned with the case where A(t) belongs to a finite set
{A1, . . . , AM}. The condition for a CQLF is that there exist a positive definite matrix
P so that
PAi + ATi P < 0 for all i = 1, . . . ,M. (2)
Our first result expresses the condition that A does not have a CQLF as the
condition that a solution exists for a certain matrix equation in Rn×n.
Theorem 1. Let A = {A1, . . . , AM} be stable n × n matrices. Then A does NOT
have a CQLF if and only if there are positive semidefinite matrices X1, . . . , XM, not
all zero, such that
M∑
i=1
AiXi + XiATi = 0. (3)
The content of Theorem 1 is well-known, and the proof can be found for example
in [19]. In the important special case of two stable matrices, we have the following
refinement of Theorem 1.
Theorem 2. Let A1, A2 be stable n × n matrices which do not have a CQLF, so that
Theorem 1 applies. Let X be the set of pairs of matrices (X1, X2) satisfying (3) in
this case. Then either X contains a pair of singular matrices, or else it contains a
pair with X1 non-singular and rk(X2) = 1, or with X2 non-singular and rk(X1) = 1.
In the latter cases, the pair (A1, A2) lies in the interior of the set of pairs of stable
matrices which do not have a CQLF.
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Our next theorem organizes the possible solutions of (3) according to the rank of the
matrix X = ∑i Xi . As we will show, the existence of a set of matrices {X1, . . . , XM}
satisfying (3) is equivalent to the singularity of a certain block matrix involving
{A1, . . . , AM} and a number of unknown parameters. The number of these param-
eters depends on the rank of X, and can be significantly smaller than the number
of parameters needed to determine the matrices {Xi}. For example, if M = 2 and
rk(X1) = rk(X2) = 1, it is known that the existence of a solution of (3) is equivalent
to the condition that either A1A2 or A1A−12 has a real negative eigenvalue [20].
Hence the search for solutions of (3) may be greatly simplified if there is some a
priori knowledge about the ranks of the matrices {Xi}. In at least one case there is
such a priori knowledge: if M = 2 and A1 − A2 has rank one, then the existence
of any solution of (3) implies the existence of a solution with rk(X1) = rk(X2) = 1
[20,21]. Whenever such information is available, the following theorem will simplify
the search for solutions of (3).
Theorem 3. Suppose that Eq. (3) holds, where Xi are positive semidefinite n × n
matrices. Let d = rk(X1 + · · · + XM). Then there are positive semidefinite d × d
matrices Y1, . . . , YM, with rk(Yi) = rk(Xi) for all i, and a skew-symmetric d × d
matrix S such that
det
(
M∑
i=1
Ai ⊗ Yi + I ⊗ S
)
= 0, (4)
where I is the n × n identity matrix. Conversely, if (4) holds for some positive semi-
definite matrices {Yi} and skew-symmetric matrix S, then Eq. (3) holds, with {Xi}
positive semidefinite and not all zero, and rk(Xi)  rk(Yi) for all i.
Comment 1. Theorem 3 provides necessary and sufficient conditions for the non-
existence of a CQLF, namely the existence of a solution of Eq. (4) for some set of
matrices {Y1, . . . , YM ; S}. When d is small, the number of unknown parameters in
(4) is also small. Furthermore the singularity condition is invariant under a change
of basis for the matrices {Yi}, and the number of unknown parameters can be further
reduced by choosing a convenient basis. We will illustrate this in Section 3 when we
determine the implications of Theorem 3 for a pair of 3 × 3 matrices.
Comment 2. Theorems 2 and 3 allow the known results for a pair of stable matrices
(A1, A2) in two dimensions to be easily recovered [4,22,9]. If the set X in Theorem
2 contains a pair of singular matrices X1 and X2, then both Y1 and Y2 in Theorem
3 are rank one. If d = 1, this leads to the condition that y1A1 + y2A2 is singular for
some positive yi , or equivalently that the matrix product A−12 A1 has a real negative
eigenvalue. If d = 2, this leads to the condition (with a suitable choice of basis)
det
(
A1 sI
−sI A2
)
= 0 (5)
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or equivalently that the matrix product A2A1 has a real negative eigenvalue. If the set
X does not contain a singular pair, then we replace the matrix A1 by A1 − k2I , where
I is the identity matrix and k2 is the largest number so that the pair (A1 − k2I, A2)
does not have a CQLF. Note that this pair (A1 − k2I, A2) lies on the boundary of
the set of pairs of stable matrices which do not have a CQLF. Applying Theorems 2
and 3 in this case leads to the conditions that either A−12 (A1 − k2I ) or A2(A1 − k2I )
has a real negative eigenvalue. All of these conditions can be combined into the
one statement that A1, A2 have a CQLF if and only if both of the matrix pencils
{A1 + γA2} and {A1 + γA−12 } are Hurwitz [22,9].
Comment 3. Theorem 3 also allows other well-known results for pairs (or convex
combinations) of stable matrices (A1, A2) to be easily recovered. In particular, the
SISO Circle Criterion [23] is perhaps the best known and most widely applied qua-
dratic stability criterion for time varying systems that arise in control system design.
The criterion considers the case when A1 − A2 has rank one, and as was shown in
[21], this corresponds to the case d = 2 and rk Y1 = rk Y2 = 1. This leads to the
following alternative (but equivalent) statement of the circle criterion: the stable LTI
systems x˙ = A1x, x˙ = A2x have a CQLF if and only if the matrix A1A2 has no
negative real eigenvalues.
Comment 4. It has been shown that if A1A−12 has a negative eigenvalue, then the
system x˙ = A(t)x, A(t) ∈ {A1, A2} is unstable [24]. Similarly if A1A2 has a neg-
ative eigenvalue, then the system x˙ = A(t)x, A(t) ∈ {A1, A−12 } is unstable. These
correspond to the cases where (4) has a solution with rk Y1 = rk Y2 = 1, and d = 1,
d = 2, respectively.
The paper is organised as follows. In Section, 2 we present the proof of Theorem
3. In Section 3, we apply Theorem 3 in three dimensions. In particular, we derive
necessary and sufficient conditions under which a stable pair of 3 × 3 matrices has
a CQLF. For convenience these conditions are collected together in Section 4 and
stated as a separate theorem. The appendix contains a proof of Theorem 2, and also
a lemma needed for the proof of Theorem 3.
2. Proof of Theorem 3
Suppose first that (3) is satisfied, and let v1, . . . , vd be a basis for the range of
X1 + · · · + XM . Then Xi can be written as
Xi =
∑
pq
(Yi)pqvpv
T
q , (6)
where Yi is a positive semidefinite d × d matrix with rk(Yi) = rk(Xi). Let
wq =
∑
i
∑
p
(Yi)pqAivp. (7)
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Then
k∑
i=1
(
AiXi + XiATi
) = d∑
q=1
wqv
T
q + vqwTq = 0. (8)
We now use the following result which is proved in the appendix.
Lemma 4. Let v1, . . . , vd be linearly independent. Then the vectors w1, . . . , wd sat-
isfy the equation
d∑
q=1
wqv
T
q + vqwTq = 0 (9)
if and only if for each q = 1, . . . , d
wq +
∑
p
sqpvp = 0, (10)
where sqp = −spq for all p, q.
Applying Lemma 4 to (8) gives∑
p
(∑
i
(Yi)pqAi + sqpI
)
vp = 0 (11)
for all q = 1, . . . , d, where I is the n × n identity matrix. Define the vector u ∈
Rn ⊗ Rd by
ujp = (vp)j (12)
for j = 1, . . . , n and p = 1, . . . , d, then (11) implies(∑
i
Ai ⊗ Yi + I ⊗ S
)
u = 0, (13)
where S = (sqp) is a skew-symmetric matrix. Hence the result follows.
For the converse, note that condition (4) implies the existence of a vector u satis-
fying (13). Then Eq. (12) defines vectors {vp} so that (11) is satisfied. Defining Xi
by (6) and using the skew-symmetry of S leads to Eq. (3). From (6) it follows that
rk(Xi)  rk(Yi), with equality if the {vp} are independent.
3. A pair of matrices in three dimensions
Suppose that A1 and A2 are stable 3 × 3 matrices. Theorem 3 provides a list of
necessary and sufficient conditions to determine whether A1 and A2 have a CQLF.
In this section we will consider in detail the different possible cases. The results are
summarized in Theorem 5 in Section 4.
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First recall that d is the rank of X1 + X2, and when n = 3 the possible values are
d = 1, 2, 3. The matrices Yi may have rank one, two or three. If Y1 is non-singular
then rk Y2 = 1, and vice-versa. We examine each of the possible cases in turn below.
d = 1: rk(Y1) = rk(Y2) = 1.
In this case S = 0 and the matrices Yi are just positive numbers, so this implies that
some positive combination of the matrices must be singular, that is
det (y1A1 + y2A2) = 0 (14)
or equivalently, A1A−12 has a negative real eigenvalue.
d = 2: rk(Y1) = rk(Y2) = 1.
Since each matrix Yi is rank one, we can write
Yi =
(
ai bi
bi ci
)
(15)
with b2i = aici and ai, ci  0. Also S =
( 0 s
−s 0
)
, so the equation becomes
det
(
a1A1 + a2A2 b1A1 + b2A2 + sI
b1A1 + b2A2 − sI c1A1 + c2A2
)
= 0, (16)
where I is the n × n identity matrix. In order to simplify this result, we choose a basis
for R2 so that the matrices Y1 and Y2 take the special form
Y1 =
(
1 0
0 0
)
, Y2 =
(
0 0
0 1
)
, (17)
in which case the singularity condition becomes
det
(
A1 sI
−sI A2
)
= 0 (18)
or equivalently, the matrix A1A2 has a negative real eigenvalue.
d = 2: rk(Y1) = 1, rk(Y2) = 2.
Let us choose the basis so that Y1 has the form in (17). Then the condition is
det
(
A1 + aA2 bA2 + sI
bA2 − sI cA2
)
= 0 (19)
with b2 < ac. This can be rewritten as
det
(
cA1 + (ac − b2)A2 + s2A−12
)
= 0 (20)
or equivalently that some convex combination ofA1,A2 andA−12 is singular. Similarly
if rk(Y1) = 2, rk(Y2) = 1 then the condition is that some convex combination of A1,
A−11 and A2 is singular.
d = 2: rk(Y1) = rk(Y2) = 2.
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Let λ > 0 be the number for which
Y1 = λY2 + wwT (21)
for some vector w. Choose w as the first basis vector, then the condition becomes
det
(
A1 + a2(A2 + λA1) b2(A2 + λA1) + sI
b2(A2 + λA1) − sI c2(A2 + λA1)
)
= 0. (22)
This can be rewritten as the condition that a convex combination of A1, A2 and
(A2 + λA1)−1 is singular.
d = 3: rk(Y1) = 1, rk(Y2) = 2.
We choose a basis so that
Y1 =
( 1 0 0
0 0 0
0 0 0
)
, Y2 =
( 0 0 0
0 1 0
0 0 1
)
. (23)
The skew-matrix S has the form
S =
( 0 a b
−a 0 c
−b −c 0
)
. (24)
Then the condition is
det
(
A1 aI bI
−aI A2 cI
−bI −cI A2
)
= 0. (25)
Some further simplification is possible: by a rotation in the (2, 3) plane the coefficient
b in (25) can be set to zero. This allows the singularity condition to be restated as the
condition that some convex combination of A−11 , A
−1
2 and A2 is singular. Similarly if
rk(Y1) = 2, rk(Y2) = 1 then the condition is that some convex combination of A−11 ,
A−12 and A1 is singular.
d = 3: rk(Y1) = 1, rk(Y2) = 3.
As in the previous case we choose a basis so that
Y1 =
( 1 0 0
0 0 0
0 0 0
)
, Y2 =
(
y 0 0
0 1 0
0 0 1
)
. (26)
Again the skew-matrix S has the form
S =
( 0 a b
−a 0 c
−b −c 0
)
, (27)
so the condition is
det
(
A1 + yA2 aI bI
−aI A2 cI
−bI −cI A2
)
= 0. (28)
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This is equivalent to the condition that some convex combination of (A1 + yA2)−1,
A−12 and A2 is singular. Similarly if rk(Y1) = 3, rk(Y2) = 1 then the condition is that
some convex combination of (A1 + yA2)−1, A−11 and A1 is singular.
d = 3: rk(Y1) = 2, rk(Y2) = 2.
There is a unique vector w and λ > 0 such that Y1 − wwT = u1uT1 and Y2 − λwwT =
u2u
T
2 are both rank one. Choosing w, u1, u2 as basis vectors gives
Y1 =
( 1 0 0
0 1 0
0 0 0
)
, Y2 =
(
λ 0 0
0 0 0
0 0 1
)
. (29)
Thus the condition becomes
det
(
A1 + λA2 aI bI
−aI A1 cI
−bI −cI A2
)
= 0. (30)
Although it does not seem very useful we note that this can also be rewritten as the
following condition:
det
(
A1 + λA2 + a2A2
(
A1A2 + c2I
)−1 + b2A1(A2A1 + c2I)−1
+ abc
[(
A1A2 + c2I
)−1 − (A2A1 + c2I)−1]) = 0. (31)
4. Summary and conclusion
The results for the case of two three-dimensional matrices can be collected into
the following compact set of conditions.
Theorem 5. Let A1 and A2 be stable 3 × 3 matrices. Then the necessary and suffi-
cient condition that the pair (A1, A2) does NOT have a CQLF is that at least one of
the following conditions holds:
(a) some convex combination of A1, A2 and (xA1 + (1 − x)A2)−1 is singular, for
some 0  x  1,
(b) some convex combination of A1, A−11 and (xA1 + (1 − x)A2)−1 is singular,for some 0  x  1,
(c) some convex combination of A2, A−12 and (xA1 + (1 − x)A2)−1 is singular,for some 0  x  1,
(d) there are real numbers a, b, c and λ > 0 such that (30) or (31) holds.
Comments. As Theorem 5 shows, the singularity conditions are quite complex even
in three dimensions. In view of this complexity, it is an interesting open problem
to classify those matrix pairs for which X1 and X2 can be assumed to have rank
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one, since in this case the singularity conditions are quite simple. The only currently
known system classes satisfying this condition are pairs of second order LTI systems,
and pairs of matrices whose rank difference is one. However considerable numerical
evidence suggests that situations in which this assumption prevails may be pervasive
among general n-dimensional system classes. We are currently investigating this
conjecture, and also examining the applicability of our approach (using convex cones)
to derive conditions for the existence of other more general (non-quadratic) Lyapunov
functions for sets of stable LTI systems.
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Appendix A. Proof of Theorem 2
Theorem 1 implies that there are matrices X1 and X2 satisfying
A1X1 + X1AT1 + A2X2 + X2AT2 = 0. (32)
Let X denote the set of pairs of non-zero semidefinite matrices (X1, X2) which
satisfy (32). Theorem 2 asserts that either X contains a pair where both X1 and X2
are singular, or else it contains a pair where X1 is non-singular and X2 has rank one, or
vice-versa. If every pair inX is singular there is nothing to prove. So we will assume
that there is a pair (X1, X2) where at least one of the matrices is non-singular, and
then construct from this a new pair which satisfies the statement of the theorem.
So suppose that (X1, X2) is a pair of matrices inX, with X1 non-singular and with
rk(X2) > 1 (if rk(X2) = 1 then there is nothing to prove). The proof will proceed by
showing that we can continuously change the pair (X1, X2) to another pair (X′1, X′2)
in X, where either both matrices (X′1, X′2) are singular, or else one is non-singular
and the other has rank one. The same argument will apply if we start with a pair where
X2 is non-singular and rk(X1) > 1, so this will prove Theorem 2.
Note first that since A1 is stable the equation
A1M + MAT1 = −Q (33)
has a unique solution M which depends continuously on Q. Hence if Q(t) is a
continuous one-parameter family of matrices then the solution M(t) of (33) is also a
continuous one-parameter family. Taking Q(0) = A2X2 + X2AT2 yields the solution
M(0) = X1.
Second, the matrix X2 can be continuously varied in the set of positive semidefinite
matrices, in such a way that it ends up as a rank one matrix, and its rank does
not increase as it varies. Specifically, there is a continuous one-parameter family
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of positive semidefinite matrices X2(t) satisfying (i) X2(0) = X2, (ii) rk(X2(t)) 
rk(X2) for 0  t  1, (iii) rk(X2(1)) = 1.
Now apply (33) with Q(t) = A2X2(t) + X2(t)AT2 . This yields a continuous one-
parameter family of solutions M(t), with M(0) = X1, and for which the pair (M(t),
X2(t)) satisfy (33) for 0  t  1. If the final matrix M(1) is non-singular, then we
take X′1 = M(1) and X′2 = X2(1). This pair satisfies (33) and hence belongs to X.
Since M(1) is non-singular and X2(1) has rank one, it also satisfies the conditions
in Theorem 2 and hence provides the desired solution. On the other hand, if M(1) is
either singular or indefinite, then define
t∗ = sup
t∈[0,1]
{t : M(t) > 0}. (34)
It follows that M(t∗) is positive semidefinite and singular, and we take (X′1, X′2) =
(M(t∗),X2(t∗)), so that X′1 is singular. If X′2 is also singular then we are done, since
this provides a solution in X with both matrices singular. If X′2 is not singular, then
the argument can be repeated with the roles of X′1 and X′2 interchanged. That is, we
use the equation
A2M + MAT2 = −Q (35)
to construct a one-parameter family of solutions (X′1(t), X′2(t)) satisfying X′1(0) =
X′1, X′2(0) = X′2, rk X′1(t)  rkX′1, and rk X′1(1) = 1. The same argument as above
either leads to a pair (X′′1 , X′′2) which are both singular, or else a pair (X′′1 , X′′2) with
X′′2 non-singular and rk X′′1 = 1. This completes the argument.
Finally, suppose that (32) has a solution pair (X1, X2) with X1 non-singular, and
consider (A˜1, A˜2) in a sufficiently small neighborhood of (A1, A2). We will show
that the equation
A˜1X˜1 + X˜1A˜T1 + A˜2X˜2 + X˜2A˜T2 = 0 (36)
also has a positive semidefinite pair of solutions (X˜1, X˜2). This implies that (A˜1, A˜2)
do not have a CQLF, which implies in turn that (A1, A2) lies in the interior of the set
of pairs of stable matrices which do not have a CQLF, as required.
Indeed, let M˜ be the solution of (33) with Q = A˜2X2 + X2A˜T2 and with A1
replaced by A˜1. Since the positive definite matrices form an open set, M˜ is also
non-singular (assuming that (A˜1, A˜2) lie in a sufficiently small neighborhood of
(A1, A2)). Taking X˜1 = M˜ and X˜2 = X2, we deduce that the pair (X˜1, X˜2) provides
the desired solution of (36). 
Appendix B. Proof of Lemma 4
Direct substitution shows that (10) implies (9). To show that (9) implies (10), for
each i = 1, . . . , d let ui be chosen so that
uTi vj = vTj ui = 0 for all j /= i (37)
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and uTi vi /= 0. The linear independence of {v1, . . . , vd} guarantees the existence of
these vectors. Applying (9) to the vector ui gives
wi〈vi, ui〉 +
∑
j
vj 〈wj , ui〉 = 0. (38)
Hence
wi =
∑
j
sij vj (39)
for some numbers {sij }. Substituting into (9) gives∑
i,j
(sij + sji)vivTj = 0. (40)
The matrices vivTj are linearly independent, hence the result follows. 
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