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推薦論文
プライベート問合せにおける
問合せ頻度を用いた制約緩和手法
川本 淳平1,a) ギレット パトリシア2 佐久間 淳1
受付日 2012年12月20日,採録日 2013年4月6日
概要：本論文では，プライベート問合せにおける問合せの頻度を用いた制約緩和手法を提案する．プライ
ベート問合せとは，データベースの利用者が何を問い合わせているのか，すなわち検索意図を隠したまま
目的のアイテムを取得する問合せ手法である．既存手法の多くは，i) サーバは実際の値を知ることはでき
ないが問合せ処理のみ実行できる形式に問合せおよび問合せ結果を符号化する，ii) サーバは問合せ処理時
にすべてのアイテムを走査する，という 2条件を用いてプライベート問合せを実現している．その結果，
サーバが攻撃者となる場合であっても，どのアイテムが実際に問い合わせられたのかを隠すことができる．
しかし，この 2つ目の条件によりサーバにおける問合せ処理コストはサーバが保持するアイテムの総数を
n として O(n) となる．本論文で提案する制約緩和手法は，この 2つ目の条件を緩和し多くの場合でデー
タベースの一部分の走査でプライベート問合せを実現する．提案手法は，一次元データベースに対する一
致問合せだけでなく，範囲問合せや二次元データベースに対する一致問合せにも利用できる．
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Abstract: We introduce a frequency-based constraint relaxation methodology for private queries. Private
queries undergo processing in order to allow people to obtain data from a database without exposing which
data the user is interested in (search intention). Most existing protocols for private querying achieve this
by the following two constraints: i) queries and query results are encoded so that the database server cannot
actually decode queries but can handle query processes; ii) the server is forced to check all data in the server
when computing query results. Because of these constraints, even database servers cannot distinguish which
data are selected from the database. However, this second constraint compels servers to spend O(n) compu-
tational cost for each query processed, where n is the number of data entries on the server. Our relaxation
methodology relaxes this constraint and allows private querying while only examining a portion of the data in
most cases. Our methodology is also ﬂexible and applies not only to exact match queries in one dimensional
data but also to range queries in one dimensional data and exact match queries in two dimensional data.
Keywords: database, security, privacy, query processing
1. はじめに
プライベート問合せ [1], [2], [3], [4], [5], [6]は利用者が何
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を問い合わせているのか（検索意図）をサーバに隠したまま
目的のデータを取得する仕組みであり，サービスとして提
供されているデータベース（DaaS; Database as a Service）
を安全に利用するために用いられる．利用者の検索意図は
商業的に重要な情報である一方，利用者のプライバシ情報
本論文の内容は 2012年 11月のWebDB2012にて発表され，同
シンポジウムプログラム委員会により情報処理学会論文誌データ
ベースへの掲載が推薦された論文である．
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図 1 検索意図，問合せおよび走査集合
Fig. 1 Search intention, query, and handled set.
を含んでいる可能性があるからである．たとえば，データ
ベースサービスを利用したアプリケーションとしてニュー
スサイトを考える．攻撃者が，利用者がどんな記事を問合
せ閲覧していたのかを取得することで，その利用者の趣味
や政治観，宗教観などを推測することが可能となる．そし
て，これらは利用者によっては秘密にしておきたい種類の
情報である場合が少なくない．また，より深刻な場合とし
て，医薬品データベースの例が考えられる．利用者が，病
院から処方された薬に関する情報を得るために医薬品デー
タベースを利用することを考える．このとき，利用者の検
索意図，すなわちどんな医薬品名を問い合わせたのかとい
う情報から，その利用者の病名を推測することが可能であ
る．こうしたリスクを回避するためにプライベート問合せ
は用いられる．
本論文では，検索意図，問合せそして走査集合という 3つ
の概念を用いてプライベート問合せの性質を議論する．検
索意図（search intention）とは，利用者が実際に何をサー
バに問い合わせたのかそのものをいう．問合せ（query）と
は，検索意図に合致する情報をサーバから取得するために
利用者が送信するデータのことをいう．この問合せは，一
般的にサーバと利用者が用いるプロトコルで定義された形
式で書かれている．走査集合（handled set）とは，サーバ
が受け取った問合せを処理し問合せ結果を作成するために
走査しなければならない最小のアイテム集合をいう．最小
のアイテム集合であるので，サーバがとりうる最善の方法
で問合せを処理した場合に走査するアイテム集合が走査集
合である．図 1 は，あるニュースサイトにおける 3つの概
念を図示したものである．あるニュースサイト（magazine
site）の利用者（user）が，記事 x を閲覧したいと考えて
いる．この利用者の検索意図は x になる．今，このニュー
スサイトを利用するために簡易的な HTTPプロトコルを
用いるとすると，この利用者は記事 x を取得するために問
合せ “GET x HTTP/1.1” をサーバに送る．このニュース
サイトのサーバは問合せを受け取り，サーバが持っている
データベースの一部を走査し記事 x を発見する．そして，
利用者へ問合せ結果として記事 x を送信する．この問合せ
処理においてサーバが走査する必要のあるデータ集合は，
データベースの設計と使用プロトコルに依存する．たとえ
ば，データベースが x の探索用に効率的なハッシュ索引を
用意可能な場合，x のみを走査し問合せ結果を作成できる．
しかし，いっさいの索引が利用できずアイテム間に順序も
定義されない場合はすべてのアイテムを走査する必要があ
る．このニュースサイトのサーバが効率的な索引を用意可
能とすると，検索意図 x に対する走査集合は {x} となる．
多くのプロトコル [3], [7]は，次の事柄によってプライ
ベート問合せを実現している．i) サーバが問合せ処理を実
行することはできるが解読することができないような符号
化を問合せと問合せ結果に施す．ii) 走査集合がつねにデー
タベース全体となることを強制する．すなわち，サーバは
どのような方法を用いて問合せ処理を効率化してもデータ
ベース全体の走査が必要となる．1つ目の条件を実現する
ためには暗号化などの技術が用いられる．そして，2つ目
の条件すなわちサーバに課された制約により，既存のプロ
トコルはデータベースサーバに対してもデータベース全体
のうちどのデータが実際に求められていたのかを隠してい
る．一方，この制約によって，データベース内の総アイテ
ム数を n として，サーバは O(n) の計算コストをあらゆる
問合せに対して負うことになる．そのため，既存のプロト
コルを巨大なデータベースへ適用することは難しい．
一方で，我々は利用者の検索意図をデータベース全体の
中から秘匿しなくてもよい場合があると考えている．たと
えば，ニュースサイトにおいては利用者がすべての記事の
中からどの記事を閲覧したのかまでを隠さなくても，一部
の記事の中から閲覧記事を隠すだけで，その利用者の政治
観や宗教観を秘匿可能な場合が考えられる．このような場
合では，先ほどの制約を緩和しデータベースの部分集合か
ら検索意図を隠すことができる．bbPIR [5]は，この制約
緩和をナイーブに実現したプロトコルであり，検索意図
x をデータベース全体から隠すのではなくアイテム番号
が x に近い k − 1 個のアイテムの中から隠す．すなわち，
bbPIRにおける走査集合は x を含む k 個のアイテムとな
る．しかし，このナイーブな方法は安全ではない．たとえ
ば，ニュースサイトの例では，利用者の検索意図である記
事 x が人気記事で，その他の k− 1 記事があまり問い合わ
せられていないことを攻撃者が知っていたとする．このと
き，利用者の検索意図が x であることは高確率で推測され
うる．
本論文では，検索意図の頻度をもとにした安全な制約緩
和手法を提案する．提案手法の基になるアイデアは，検索
意図が人気のアイテムである場合，検索意図は高い確率で
推測されうるため，多くのアイテムの中から隠す必要があ
る．一方で，検索意図があまり人気のないアイテムの場合，
それほど大きなアイテム集合の中から隠さなくても検索意
図が推定される確率は大きくないというものである．制約
緩和を行わないプロトコルを完全なプロトコルと呼ぶと，
提案手法は上記のアイデアを基に多くの場合で走査集合を
完全なプロトコルに比べて削減する．しかし，同時に安全
性についても確保しており，提案手法では制約緩和による
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図 2 検索意図の頻度に関する例
Fig. 2 A small example of frequency.
リスクが完全なプロトコルにおける最大のリスクを超えな
いことを保証する．一般的に，完全なプロトコルは安全で
あると考えられているため，その最大リスクを超えない本
提案手法も安全であるといえる．本論文では，一次元デー
タベースにおける一致検索に対する制約緩和手法を導入
した後，範囲問合せに対する制約緩和手法と二次元データ
ベースに対する一致検索に拡張する．それゆえ，提案手法
は様々な種類のデータベースに適用することが可能である．
我々が提案する，検索意図の頻度分布を用いた制約緩和
手法の概要は次のとおりである．例として 5 個のアイテ
ムからなり，利用者の問合せ回数および検索意図の頻度が
図 2 のようなデータベースを考える．完全なプロトコル
では，検索意図が 1 のときでも 3 のときでも走査集合は
[1, 5] である．しかし，図 2 に示す検索意図の頻度を攻撃
者が知っている場合，走査集合が [1, 5] であっても，検索
意図が 1 および 3 と推測できる確率，すなわち問合せリ
スクはそれぞれ 1/9 と 3/9 と考えることができる．本論
文で提案する緩和手法は，いずれの検索意図に対してもリ
スクが 3/9 以下という条件の下，走査集合を最小化する．
この例では，検索意図が 1 の場合は [1, 2] が緩和された走
査集合になる．このときのリスクは 1/(1 + 2) = 1/3 であ
る．また，検索意図が 3 の場合は緩和されず走査集合は，
[1, 5] のままである．
本論文の構成は次のとおりである．まず，2 章で本論文
で用いる基本的な概念について定義する．その後，3 章で
制約緩和アルゴリズムについて述べ，4 章で評価実験を行
う．さらに，5 章では，検索意図と制約緩和された走査集
合の対応関係を知る強い攻撃者に対する拡張について述べ
る．最後に，6 章で関連研究について述べた後，7 章でま
とめを述べる．
2. 基本事項
本論文では，データベース D は n 個のアイテム {t1, t2,
· · · , tn} からなり，利用者の目的は x 番目のアイテム tx
を求めることであるとする*1．このとき，利用者の検索意
*1 範囲問合せでは，利用者の目的は，ある範囲 [x, y] のアイテム
{tx, tx+1, · · · , ty} の取得とする．範囲問合せに関しては 3.1 節
で改めて議論する．
図は x である．たとえば，1 章で用いたニュースサイトの
場合，このサイトが n 本の記事を掲載しており利用者に記
事番号と見出しの組からなる目次を提供しているとする．
読者，すなわちこのサイトの利用者は，目次から興味ある
見出しを選びその記事番号 x をサーバに問い合わせる．
cPIR [7]や IPP法 [3]などといった既存のプライベート
問合せを実現するプロトコルでは，平文の検索意図 x は
サーバに直接送信されず符号化された問合せが送られる．
サーバは受け取った問合せを基にデータベース D の中の
いくつかのアイテムに対して演算を行い問合せ結果を計算
する．サーバが検索意図 x に対する問合せ結果の計算に用
いなければならない最小のアイテム集合，すなわち走査集
合を H(x) と書くと，H(x) ⊆ D を満たす．完全なプロト
コルにおけるこの走査集合はつねにデータベース全体であ
り ∀tx ∈ D : Hcomp.(x) = D となる．
次に，検索意図 x の頻度を Freq(x) と書く．本論文で
は，この頻度が正規化され
∑
tx∈D Freq(x) = 1 を満たす
とする．この検索意図の頻度は，サーバ，利用者および攻
撃者が知りうる公開情報であるとする．この頻度を用い
て，プライベート問合せにおける問合せリスクを定義する．
サーバは，検索意図が x である問合せに対して走査集合
H(x) に含まれるアイテムを走査し問合せ結果を作成する．
よって，我々はこの検索意図 x に対する問合せリスクを
H(x) から x を推測できる確率として定義する．
定義 2.1 検索意図 x に対する走査集合 H(x) の問合せ
リスク Risk(x|H(x)) は，
Risk (x|H(x)) = Freq(x)∑
ty∈H(x) Freq(y)
.
本論文では，公開されている検索意図の頻度を用いた
攻撃を行う攻撃者を考える．また，攻撃者は問合せから
直接利用者の検索意図 x を知ることはできないが，サー
バが問合せ処理に用いた走査集合 H(x) は知ることがで
きるとする．そして，攻撃者の目的は利用者の検索意図 x
を走査集合 H(x) と検索意図の頻度 Freq(x) からの推測
とする．我々は，任意の検索意図 x に対して，その問合
せリスクが完全なプロトコルにおける最大の問合せリス
ク maxty∈D Risk (y|Hcomp.(y)) = maxty∈D Risk (y|D) を
下回っているとき，走査集合 H は安全であるという．
定義 2.2 ∀tx ∈ D に対して，
Risk (x|H(x)) ≤ max
ty∈D
Risk (y|D) (1)
が満たされるとき H は安全であるという．
この定義は，我々の制約緩和手法がある検索意図に対す
る問合せリスクの増加を許すことを意味する．しかし，そ
の問合せリスクは完全なプロトコルにおける最大のリスク
を超えない．一般に制約緩和を行わない完全なプロトコル
は安全であると認められている．そのため，その最大リス
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クを超えなければ制約緩和を行いリスクが部分的に増大し
ても安全であると考えることができる．
最後に，問合せの処理コストを定義する．本論文では，
検索意図 x を表す問合せの処理コストを C(x) と書き，
走査集合の大きさで評価する．すなわち，C(x) = |H(x)|
である．また，検索意図全体に対する問合せ処理コス
トの期待値を考え C と書くことにする．したがって，
C =
∑
tx∈D Freq(x)C(x) となる．完全なプロトコルで
は，サーバは検索意図によらずつねにすべてのアイテムを
走査する．つまり ∀tx ∈ D: Hcomp.(x) = D であるため
Ccomp.(x) = n となり Ccomp. = n となる．
3. 制約緩和
本論文で我々が提案する制約緩和手法によって，サーバ
は問合せ処理のためにデータベース全体を走査する必要は
なくなり，その一部のみを走査する．本章では，まず一次
元データベースにおける一致検索に対する制約緩和手法を
導入する．提案手法を用いると，利用者の検索意図が x の
とき，制約緩和された走査集合は連続するアイテムの集合
H1(x) = {ti, ti+1, · · · , tj} となる．ここで，i ≤ x ≤ j で
あり，tx ∈ H1(x) を満たす．H1(x) ⊆ Hcomp.(x) であるか
ら，サーバは多くの場合計算コストを削減できる．この制
約緩和により問合せリスクは増加する．しかし，前章まで
で述べたように，提案手法はこの増加した問合せリスクが
完全なプロトコルにおける最大のリスクを超えないことを
保証する．すなわち H1(x) は式 (1)を満足し，定義 2.2 の
安全性を満たす．この条件を満足する走査集合 H1(x) を
求める問題は次のようなる．
問題 3.1 与えられた検索意図 x に対して，(i) tx ∈
H1(x)，(ii) Risk(x|H1(x)) ≤ maxty∈D Risk(y|D)，(iii)
|H1(x)| を最小化する，(iv) 条件 (iii) の下で
∑
ty∈H1(x)
Freq(y) を最大化するという条件を満足し連続するアイテ
ムからなる集合 H1(x) = {ti, ti+1, · · · , tj} ⊆ D を求める．
条件 (ii)によって見つかった走査集合が攻撃者に対して
安全であると保証しており，条件 (iii)によって問合せコス
トを最小化している．さらに，上記の 2条件を満足する候
補が複数存在する場合は，条件 (iv)によって問合せリスク
を最小にする走査集合を選んでいる．
この問題 3.1 は，図 3 に示すアルゴリズム Find H1 に
よって解くことができ，その計算量は O(n) である．さら
に，得られた H1(x)は同じに検索意図 x対して再利用する
ことができる．また，アルゴリズム Find H1 によって得ら
れた走査集合 H1(x)に対するサーバ計算コストの期待値は，
C1 =
∑
tx∈D Freq(x)|H1(x)| ≤
∑
tx∈D Freq(x)|D| = n で
あり，完全なプロトコルにおける計算コストより小さい．
この制約緩和を用いた問合せは次のとおりである．デー
タベース利用者の検索意図が x であるとする．この利用者
はまずアルゴリズム Find H1 を用いて走査集合 H1(x) を
Require: D はデータベース，Freq は検索意図の頻度.
bestsofar ← |D|+ 1, best ← [0, |D| − 1]
bestsum ←∑ty∈D Freq(y) i ← x, j ← x
vsum ← Freq(x), μ ← Freq(x)/maxty∈D Risk(y)
while vsum < μ and i ≥ 1 do
i ← i− 1, vsum ← vsum+ Freq(i)
end while
if vsum ≥ μ then
bestsofar ← j − i+ 1, best ← [i, j], bestsum ← vsum
end if
while i ≤ x do
while vsum ≥ μ do
j ← j + 1, vsum ← vsum+ Freq(j)
end while
if vsum ≥ μ then
if j − i+ 1 < bestsofar then
bestsofar ← j − i+ 1, best ← (i, j)
bestsum ← vsum
else if j−i+1 = bestsofar and vsum > bestsum then
bestsofar ← j − i+ 1, best ← (i, j)
bestsum ← vsum
end if
end if
i ← i+ 1, vsum ← vsum− Freq(i− 1)
end while
return best
図 3 H1(x) の計算アルゴリズム Find H1
Fig. 3 Algorithm for computing H1(x); Find H1.
求める．次に，得られた H1(x) に含まれるアイテムのみ
からなる部分データベースを仮定し，その上で検索意図 x
を表す問合せ q を作成する．そして，利用者は H1(x) と
q をサーバに送信する．サーバは，受け取った走査集合に
含まれるアイテムからなる部分データベース上で問合せ q
を評価し結果を利用者に返却する．なお，問合せ q は本制
約緩和手法とともに用いるプロトコルによって定まってい
るものとする．たとえば，cPIRに本手法を組み合わせて
用いる場合は，cPIRにおける問合せを用いる．
3.1 一次元データベースに対する範囲問合せへの拡張
次に，本節では先ほど提案したアルゴリズムを一次元の
データベースに対する範囲問合せへ拡張する．一致問合せ
と範囲問合せの差異は，検索意図が単一の値 x ではなく
区間 [xL, xR]（ただし，1 ≤ xL かつ xR ≤ n）となること
である．以降では，区間 [1, n] の部分区間の全体を I と書
き，この範囲検索における検索意図を X ∈ I で表すこと
にする．そして，検索意図の頻度および問合せリスクを，
範囲検索における検索意図 X 上に拡張する．
Freq(X) =
∑
x∈X Freq(x)∑
I∈I
∑
y∈I Freq(y)
Risk(X|H(X)) = Freq(X)∑
ty∈H(X) Freq(y)
また，問合せのコストと期待値についても同様に拡張し
C(X) = |H(X)|，C =∑X∈I Freq(X)C(X) とする．
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Require: Dはデータベース，Freqは検索意図の頻度，X = [xL, xR].
bestsofar ← |D|+ 1, best ← [0, |D| − 1]
bestsum ←∑ty∈D Freq(y), i ← xL, j ← xR
vsum ← Freq(X), μ ← Freq(X)/maxty∈D Risk(y)
while vsum < μ and i ≥ 1 do
i ← i− 1, vsum ← vsum+ Freq(i)
end while
if vsum ≥ μ then
bestsofar ← j − i+ 1, best ← [i, j], bestsum ← vsum
end if
while i ≤ xL do
while vsum ≥ μ do
j ← j + 1, vsum ← vsum+ Freq(j)
end while
if vsum ≥ μ then
if j − i+ 1 < bestsofar then
bestsofar ← j − i+ 1, best ← (i, j)
bestsum ← vsum
else if j−i+1 = bestsofar and vsum > bestsum then
bestsofar ← j − i+ 1, best ← (i, j)
bestsum ← vsum
end if
end if
i ← i+ 1, vsum ← vsum− Freq(i− 1)
end while
return best
図 4 H1R(X) の計算アルゴリズム Find H1R
Fig. 4 Algorithm for computing H1R(X); Find H1R.
範囲検索における完全なプロトコルの走査集合は，
一致検索の場合と同様にデータベースすべてであり
∀X ∈ I : Hcomp.(X) = D となる．一方，提案手法に
おける走査集合 H1R(X) は，連続するアイテム集合からな
るデータベースの一部分となる．この走者集合 H1R(X) を
発見する問題は，先の問題 3.1 を拡張して次のようになる．
問題 3.2 与えられた検索意図X=[xL, xR]に対して，(i)
{txL , txL+1, · · · , txR} ⊆ H1R(X)，(ii) Risk(X|H1R(X)) ≤
maxty∈D Risk(y|D)，(iii) |H1R(X)| を最小化する，(iv) 条
件 (iii)の下で
∑
ty∈H1R(X) Freq(y) を最大化するという条
件を満足する H1R(X) = {ti, ti+1, · · · , tj} ⊆ D を求める．
この問題は，図 4 に示すアルゴリズム Find H1R によっ
て求めることができ，その計算量は，アルゴリズム Find
H1 と同様に O(n) である．
3.2 二次元データベースに対する一致問合せへの拡張
最後に，二次元データベースに対する一致問合せへの拡
張を行う．本論文では，二次元データベースを l ×m = n
の l 行 m 列行列として考える．利用者の目的は，この行
列のうち e 行 g 列目のアイテムを取得することとする．す
なわち，利用者の検索意図は x = (e, g) と書ける．完全な
プロトコルでは，任意の検索意図 x に対してその走査集
合 Hcomp.(x)は，D[[1, l]; [1,m]]である*2．したがって，検
*2 行列 D の ia 行目から ib 行目および ja 列目から jb 列目から
なる部分行列を D[[ia, ib]; [ja, jb]] と書く．
Require: D′ ∈ Rl×m は問合せ頻度行列 (D′i,j = Freq(i×m+j)).
μ ← D′e,g/maxty∈D Risk(y), Ce,g ← D′e,g
vsum ←∑i,j D′i,j , size ← l×m, best ← (0, 0, l,m)
h ← 1, w ← 1, maxw ← m, C ← NegOnes(h,w)
rangeC ← (e, e, g, g)
while h ≤ min(l, size) do
M ← NegOnes(h,w)
Mi,g ← Ci,g ∀rangeC[0] ≤ i ≤ rangeC[1]
rangeM ← (rangeC[0], rangeC[1], g, g)
while w ≤ maxw do
(inew, jnew)← argmax(M), vnew ← Minew,jnew
if (vnew > vsum) or (vnew ≥ μ and h×w < size) then
vsum ← vnew, size ← h× w
best ← (inew, jnew, h, w), maxw ← min(m,  size
h
)
end if
w ← w + 1
if w ≤ maxw then
(C, rangeC,M, rangeM)
← updateM(h,w,C, rangeC,M, rangeM,D′)
end if
end while
h ← h+ 1, w ← 1
if h ≤ min(l, size) then
maxw ← min(m,  size
h
)
rangeC[2]← max(rangeC[2], g −maxw + 1)
rangeC[3]← min(rangeC[3], g +maxw − 1)
(C, rangeC)← updateC(h,C, rangeC,D′)
end if
end while
return best
図 5 H2(x) の計算アルゴリズム Find H2
Fig. 5 Algorithm for computing H2(x); Find H2.
索意図 x によらず Ccomp.(x) = |Hcomp.(x)| = n であり，
サーバはつねにすべてのアイテムを走査する必要がある．
一次元データベースの場合と同様に，提案手法ではこの
制約を緩和し安全性の条件である式 (1)を満足する走査集
合 H2 としてデータベースを表す行列の部分行列を求め
る．ある検索意図 x = (e, g) に対して，走査集合 H2(x) を
発見する問題は，次のように定義できる．
問題 3.3 与えられた検索意図 x = (e, g) に対して，
(i) x を含む，すなわち i ≤ e < i + h かつ j ≤ g < j + w，
(ii) Risk(x|H2(x)) ≤ maxty∈D Risk(y|D)，(iii) h×w を最
小化する，(iv) 条件 (iii)の下で
∑
ty∈H2(x) Freq(y) を最大
化するという条件を満足する，データベース行列 D の部
分行列 H2(x) = D[[i, i+ h− 1]; [j, j +w− 1]] を発見する．
この問題は図 5 に示すアルゴリズム Find H2 によって
解くことができる．アルゴリズムの計算量は O(n2) とな
るが，詳細は付録に記す．
3.3 近似問合せ頻度の利用
2 章で述べたように，本論文では検索意図の頻度 Freq(x)
は公開情報と仮定していた．本節では，検索意図の頻度順
と一部の頻度しか公開されていない場合について議論する．
まず，本来の頻度分布と頻度順は同じで頻度差の小さい
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(a) 検索意図の頻度 (b) 問合せリスク (c) サーバ計算コスト
図 6 ガウス分布に従う問合せ頻度に対する実験結果（n = 10000，μ = n/2，σ = n/6）
Fig. 6 Experimental results for queries distributed according to a Gaussian distribution
(n = 10000, μ = n/2, σ = n/6).
(a) 検索意図の頻度 (b) 問合せリスク (c) サーバ計算コスト
図 7 Zipf 分布に従う問合せ頻度に対する実験結果（n = 10000，s = 0.25）
Fig. 7 Experimental results for queries distributed according to a Zipf distribution
(n = 10000, s = 0.25).
近似的な頻度分布 F˜req(x) を考える．すなわち，x, y ∈ D
に対して Freq(x) ≤ Freq(y) ならば F˜req(x) ≤ F˜req(y) か
つ，|Freq(x)− Freq(y)| ≥ |F˜req(x)− F˜req(y)| とする．こ
のような近似頻度分布は，データベース内のアイテムが頻
度順に並んでいる場合や本来の頻度分布が正規分布と見な
せる場合，容易に作成ができる．直感的には，高頻度のア
イテムに対する頻度を少なめに稀なアイテムに対する頻度
を多めに見積もった分布といえる．なお，一様分布はこの
近似頻度分布の特殊な場合である．
この近似頻度分布を用いて計算した完全なプロトコ
ルにおける最大リスクの近似値 maxy∈D R˜isk(y|D) は，
xf = arg maxtx∈DFreq(x)とするとmaxty∈D R˜isk(y|D) =
F˜req(xf ) ≤ Freq(xf ) = maxty∈D Risk(y|D) を満たす．し
たがって，近似頻度分布を用いた場合でもあっても実際の
頻度分布による完全なプロトコルの最大リスクを超えるこ
とはない．そのため，実際の頻度分布の一部しか公開され
ていない場合，本来の分布よりも頻度差の小さい近似分布
を仮定すれば提案の制約緩和を行える．また，検索意図の
頻度が時間とともに変化するような場合であっても，頻度
順位に変化がなければ同じ近似頻度分布を用いることがで
きる．
4. 評価実験
提案手法の効果を 2つの側面から評価する．実験に用い
たプログラムはすべてPython 2.7で実装し，AMD FXTM-
8120 Processor, 32GB RAMで OSが Ubuntu 12.04 LTS
である計算機上で実行した．
1つ目は，アイテム数 n = 10000 の一次元データベース
D に対して ∀tx ∈ D を問い合わせた場合を考え，提案手法
適用後の見かけの検索意図頻度，問合せリスクおよびサー
バ計算コストを計測した．この実験では，元々の検索意図
頻度としてガウス分布と Zipf分布の 2種類を用意した．ガ
ウス分布のパラメータは，μ = n/2 および σ = n/6 とし，
Zipf(x;n, s) =
1/xs∑n
k=1 1/ks
で定義される Zipf分布のパラメータとして s = 0.25 を選
んだ．Zipf分布の場合，パラメータによって出力に大きな
変化は見られなかった．そこで，グラフの変化が判別しや
すいパラメータを選んだ．また，この実験ではガウス分布
と Zipf分布という 2つの分布を選んだが，一般的にどのよ
うな検索意図分布であっても，アイテム番号の並べ替えに
より検索意図頻度をこれらの分布に近づけられる．
図 6 (a)と図 7 (a)は，それぞれガウス分布および Zipf
分布を元々の検索意図頻度とした場合（complete）に，提
案手法を用いた問合せから求めた検索意図の頻度，すなわ
ちサーバが観測した見かけの検索意図頻度（relaxed）を示
したものである．なお，それぞれの頻度は正規化してある．
見かけの検索意図頻度は次の式で求めた．
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Freqobserved(x) =
∑
ty∈D
∑
tx∈H(y) Freq(y)∑
ty∈D Freq(y)× |H(y)|
図 6 (a)および図 7 (a)の横軸は検索意図 x を表してお
り，縦軸は検索意図の頻度を表している．ともに，提案手
法により頻度のピークが別の形に変わっていることが分
かる．
図 6 (b)と図 7 (b)は，横軸に検索意図 x をとり，縦軸
にその検索意図に対する問合せリスクを示したものであ
る．完全なプロトコルにおける問合せリスク（complete）
と提案手法を用いて制約を緩和した場合における問合せ
リスク（relaxed）に加え，
∑
tx∈D Freq(x)×Risk(x|H(x))
で計算できる平均問合せリスク（relaxed (avg.)）もあわせ
て記してある．この平均問合せリスクと制約緩和後の問合
せリスクとの間に大きな差はなかった．我々の提案手法は
制約を緩和しているため，一般的に問合せリスクは完全な
プロトコルに対して増加する．しかし，提案の制約緩和手
法は，増加する問合せリスクが完全なプロトコルにおける
最大のリスクを超えないことを保証している．図 6 (b)と
図 7 (b)は実際にそのことを示している．具体的に見てい
くと，図 6 (b)において，完全なプロトコルにおける最も
高い問合せリスクは x = 5000 のときであり Freq(5000) と
なる．そして，制約緩和された場合における問合せリスク
を見ていくと，任意の x に対してほぼ Freq(5000) に等し
く，また超えることはない．図 7 (b)の場合は，最も問合
せリスクが高いのは x = 0 のときであり Freq(0) となる．
同様に，制約緩和された場合の問合せリスクは，任意の x
に対してほぼ Freq(0) に等しく超えることはない．
図 6 (c)と図 7 (c)は横軸に検索意図 x をとり，縦軸に
その検索意図に対するサーバの問合せ計算コストを記した
ものである．計算コストは完全なプロトコル（complete），
提案手法によって制約を緩和した場合（relaxed），そして
制約緩和した場合の期待値（relaxed (adv.)）の 3つを記
している．完全なプロトコルでは，サーバはつねにデータ
ベース内すべてのアイテムを走査するため，計算コストは
x に依存しない．一方で，制約緩和を行った場合，最も高
い頻度の検索意図以外に対してはサーバにおける計算コス
トが削減されていることが分かる．最も高い頻度の検索意
図に対しては，そのサーバ計算コストは完全なモデルと同
じであるが，これは意図したとおりの動きである．また，
問合せ処理コストの期待値より，提案手法が問合せ頻度の
少ないアイテムに対する問合せ処理コストの削減だけでは
なく，全体として問合せ処理コストを削減していることが
分かる．
2つ目の評価実験では，実際にプライベート問合せを実現
するサーバ・クライアントを用いて，問合せに要する時間
を計測した．ここでは，プライベート問合せを実現する手
法として，cPIRプロトコルを選び，アイテム数 n = 2500
(a) 制約緩和された走査集合の計算時間
(b) サーバにおける問合せ処理時間
図 8 二次元属性に対する問合せの処理時間
Fig. 8 Query processing times in 2D data.
のデータベースを構築した．また，1つ目の実験と同じよ
うに，ガウス分布に従う検索意図頻度と Zipf分布に従う検
索意図頻度の 2種類を用意した．ガウス分布におけるパラ
メータは，先ほどと同様に，μ = n/2 かつ σ = n/6 とし，
Zipf分布におけるパラメータは s = 0.25 とした．
図 8 (a)は，各検索意図 x に対して走査集合 H(x) を求
めるのに要した時間を記している．グラフはガウス分布を
用いた場合（gauss）と Zipf分布を用いた場合（zipf）の 2
種類を記してある．ここでは，cPIRプロトコルを用いて
いるので，検索意図は l×m 行列に対して x = (e, g) 番目
のアイテムを求めることを意味する．グラフでは横軸に x
をとっているが，これは x = e×m + g によって計算した
ものである．図 8 (a)によれば，走査集合を求めるのに要
した時間は大きく波打っている．現在のところ，なぜこの
ような現象が起きるのか分かってはいないが，走査集合を
求めるのに要する時間はサーバにおける計算時間に比べ小
さいことが分かる．図 8 (b)は，サーバにおける問合せ処
理時間を比較したものである．図には，完全なプロトコル
として cPIRを用いた場合の処理時間（complete）と，検
索意図の頻度がガウス分布および Zipf分布に従うと仮定し
て提案手法を用いた場合（それぞれ gauss，zipf）の 3つを
記している．多くの場合，サーバにおける計算時間は制約
緩和を行った方が完全なプロトコルが要する時間よりも短
くて済む．一方，最も高い頻度で問い合わされている検索
意図に対しては，完全なプロトコルの方が短い時間であっ
た．これは，ガウス分布における x が n/2 近辺と Zipf分
布における x が 0近辺のことである．頻度が高い場合，提
案手法でもほとんど制約を緩和せずデータベース全体を走
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査することになる．したがって，送られてきた走査集合を
解釈するのに要する時間の分だけ，提案手法の方が時間を
要することになり，その差が現れているといえる．
5. 走査集合のランダム選択による拡張
前章までで，検索意図に対してサーバが走査すべきアイ
テム数を削減する制約緩和手法について議論した．提案の
制約緩和手法は，任意の検索意図に対し定義 2.1 の問合せ
リスクが制約緩和を行わない完全なプロトコルにおける
最大の問合せリスクを超えないことを保障している．一方
で，検索意図と走査集合の対応関係を知っている強い攻撃
者に対しては，制約緩和された走査集合 H(x) から検索意
図 x が高い確率で推測可能な場合がある．
例 5.1 図 2 の頻度分布に対して一致検索用の制約緩
和を行うと，H1(1)= {1, 2}，H1(2) = {1, 2, 3}，H1(3) =
{1, 2, 3, 4, 5}，H1(4) = {3, 4, 5}，H1(5) = {4, 5} となる．
この走査集合を用いた場合の問合せリスクは完全なプロ
トコルにおける最大リスクを超えないことが保障されてい
るが，検索意図 x と走査集合 H1(x) が 1対 1に対応付い
ている．そのため，この対応関係を知る攻撃者は走査集合
から検索意図を推測することができる．本章では，検索に
対し用いる走査集合を確率的に選択することで，走査集合
から検索意図の推測リスク完全なプロトコルにおける最大
の問合せリスク以下となるランダム選択を導入する．
初めに，検索意図 xに対して包含走査集合族を定義する．
定義 5.1 検索意図 x の包含走査集合族 Super(x) とは，
x を含む走査集合の族をいう．すなわち，
Super(x) = {Hrelaxed(y)|ty ∈ D ∧ x ∈ Hrelaxed(y)}
である．なお，Hrelaxed は，問合せの種類に応じて 3 章の
各アルゴリズムで求まる走査集合とする．
次に，走査集合 H が与えられたときに検索意図 x を
推測する確率 p(x|H) について考える．この条件付き確率
p(x|H) が走査集合から検索意図が推測される逆推測リス
クである．これが，完全なプロトコルにおける最大の問合
せリスク以下であるとは，∀tx ∈ D，∀H ∈ Super(x) に対
して，
p(x|H) ≤ max
ty∈D
Risk(y|D) (2)
が成り立つことである．また，p(x) = Freq(x) より
p(x|H) = p(H|x)Freq(x)∑
ty∈H p(H|y)Freq(y)
(3)
と分解できる．ここで，p(H|x) はある検索意図 x に対し
て走査集合 H を選択する確率である．我々は，条件 (2)を
満たす p(H|x) を求め，その確率を用いて走査集合を選択
する．式 (3)より，p(H|x) の決定問題は次のようになる．
問題 5.1 ∀tx ∈ D,∀H ∈ Super(x) に対し，
(a) 検索意図と包含走査集合 (b) 走査集合の選択確率
図 9 走査集合の確率的選択を表すグラフ
Fig. 9 Graphs showing how the probabilities for handled sets
can be calculated.
p(H|x)Freq(x) ≤ max
tz∈D
Risk(z|D)
∑
ty∈H
p(H|y)Freq(y)
を満たす p(H|x) を求める．
この問題を解くために，検索意図と走査集合の関係を二
部グラフを用いて表現する．この二部グラフは，検索意図
の集合すなわち [1, n]と，可能なすべての走査集合を Vh を
頂点とする．そして，検索意図 xを表す頂点から，包含走査
集合族 Super(x) ⊂ Vh に含まれる走査集合 H ∈ Super(x)
を表す頂点に枝 ex,H を張る．この枝の集合を E と書く
と，G = ([1, n], Vh, E) は二部グラフとなる．
例 5.2 例 5.1 における検索意図と走査集合の関係を表
す二部グラフは図 9 (a)のようになる．
p(H|x) の計算は，この二部グラフをもとにしたフロー
ネットワークを用いて各枝 ex,H に p(H|x)Freq(x) をフ
ローとして割り当てることで行う．二部グラフ G をもと
にしたフローネットワークは次のようになる．まず．ソー
ス s とシンク t を追加し，ソース s と検索意図 x およ
び走査集合 H ∈ Vh とシンク t を枝で結ぶ．容量関数 c
を次のように定める．ソース s と検索意図 x を結ぶ枝の
容量はその検索意図の頻度 c(es,x) = Freq(x) を用いる．
検索意図 x と走査集合 H を結ぶ枝の容量はその検索意
図の頻度 c(ex,H) = Freq(x) を用いる．そして，走査集合
とシンクを結ぶ枝の容量は c(eH,t) = 1 とする．次に，各
枝の流量比関数 α を検索意図 x 流量比は α(x) = 1，走
査集合 H 流量比は完全なプロトコルにおける最大リスク
α(H) = maxx∈D Risk(x)と定める．このようにして得られ
た (s, t)フローネットワーク Gf = ((s, t), [1, n], Vh, E, c, α)
を考えると，p(H|x)Freq(x)の割当て問題 5.1は，最大流量
問題の一種である点平衡フローグラフ問題（vertex-balanced
ﬂow problem）[8]に帰着される．点平衡フローグラフ問題
とは，最大流問題において頂点 u から v に流入する流量
ﬂow(u, v) に対して，ﬂow(u, v) ≤ α(v)∑x ﬂow(x, v) とい
う制約を付けた問題である．
例 5.3 例 5.1 に対して問題 5.1 の条件を満たす確率を
求めると図 9 (b)のようになる．すなわち，検索意図が 1
の場合，走査集合として確率 1/2 で H1(2) あるいは H1(3)
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を用いて問い合わせる．この確率を用いることで，たとえ
ば走査集合が H1(2) のとき，攻撃者による逆推測リスクは
p(1|H1(2)) = p(2|H1(2)) = p(3|H1(2)) = 1/3 となる．ま
た，走査集合が H1(3)の場合は p(1|H1(3)) = p(5|H1(3)) =
1/12，p(2|H1(3)) = p(4|H1(3)) = 1/4，p(3|H1(3)) = 1/3
である．すなわち，攻撃者による逆推測リスクも，完全なプ
ロトコルにおける最大のリスク maxy∈D Risk(y|D) = 1/3
以下に抑えられている．
前章までに導入した制約緩和手法に加えてこの走査集合
のランダム選択を用いる場合，利用者はあらかじめ公開
された問合せ頻度情報から各検索意図に対する走査集合
および，走査集合の選択確率を計算する必要がある．走査
集合の計算コストは，データベースに含まれるアイテム
数 n に対して一次元データベースの場合 O(n) であり二
次元データベースの場合 O(n2) である．走査集合の選択
確率の計算は，点平衡フロー問題を O(n2 logM(n, n2)) で
解くアルゴリズム [9]を利用することができる．ここで，
M(n, n2) は，n 頂点 n2 枝からなるグラフに対して一般
化最大流問題を解くのに要する計算量を表す．よって，事
前準備として必要な計算量は，一次元データベースの場合
O(n2 + n2 logM(n, n2)) であり，二次元データベースの場
合 O(n3 + n2 logM(n, n2)) となる．一方，3.3 節で議論し
たように，近似的な検索意図の頻度分布を利用するなど，
頻度分布が変化しないと仮定すると，走査集合および走査
集合の選択確率はあらかじめ計算しておくことができる．
6. 関連研究
cPIR [7]は，計算量をもとに問合せから検索意図が推測
できないことを保証するプロトコルである．cPIRにおけ
る走査集合は，他の多くのプライベート問合せを実現す
るプロトコルと同様に，検索意図 x によらずつねにデー
タベース全体となる．cPIRは様々な研究で用いられてお
り，たとえば Ghinitaらは cPIRを位置情報サービスに適
用し [10]，Nakamuraらは匿名での認証に用いている [11]．
bbPIR [5]は，cPIRに k-匿名性 [12]の概念を導入するこ
とで，サーバにおける問合せ処理時間を改善する制約緩和
プロトコルの一種である．利用者は，問合せ時に検索意図
x を含む幅 k の矩形をサーバに送信する．以降はその矩形
に含まれているアイテムのみからなる部分データベースに
対して cPIRプロトコルを実行する．したがって，問合せ
処理時には，アイテム総数は本来の n から k に削減され
ており，サーバにおける問合せ処理時間を短縮できる．た
だし，1 章で議論したようにこの制約緩和手法は安全では
ない．
暗号化データベース [13], [14], [15]も部分的にプライベー
ト問合せを実現している．暗号化データベースでは，すべ
てのアイテムは暗号化されてデータベースに格納されてい
る．研究の目的は，この暗号化されたアイテムの中から検
索意図に合致するデータを発見する方法である．各アイテ
ムは暗号化されており，問合せも何らかの符号化された値
からなる．バケット化 [13], [16]は，アイテムのドメインを
いくつかのバケットに分割しアイテムの番号の代わりにそ
のアイテムが属するバケットの名前を付加する．この手法
の場合，ある検索意図 x に対する走査集合は，x が属する
バケットに等しくなり制約緩和が行われていると見ること
もできる．しかし，このバケットの選び方と検索意図頻度
の関係，および問合せのリスクまでを議論している研究は
我々の知る限りない．本論文の成果を応用することで安全
なバケット分割方法を構築できる．
順序保存暗号 [17], [18]を用いた問合せ頻度の秘匿化手
法 [19]は，本研究とは異なる方法でプライベート問合せを
実現している．これらは，暗号化後も大小比較が行え，か
つ本来の検索意図頻度とは異なる任意の問合せ頻度を達成
できる暗号を用いている．一方で，どの記事が人気である
のかといった検索意図の頻度を攻撃者が知っている場合，
暗号化された問合せから検索意図を高確率で推定できる問
題は議論されていない．我々の提案手法とは，完全なプロ
トコルにおける最大のリスクを超えないことを保証してい
る点で異なっている．また，Luは順序保存暗号を用い暗
号化データ上に木構造を構築することで高速な検索手法を
提案している [20]．この手法はサーバにおける計算コスト
が O(logn) を達成している．しかし，攻撃者が問合せの
頻度を知っている場合に彼の手法が安全でないと同論文中
でも議論されている．我々の提案手法は，問合せの頻度分
布を考慮して制約緩和を行っている．よって，攻撃者が問
合せの頻度分布を知っていたとしても安全であり，同時に
サーバにおける計算コストを削減することができる．
秘密通信技術 [21], [22]を用いることでも，プライベート
に問合せ処理を行うことができる．これらの秘密得通信技
術はどのクライアントがサーバに問い合わせているのかを
秘匿する．したがって，ある利用者がサーバに検索意図 x
を直接送信したとしても，サーバからは問合せ元を特定す
ることができない．言い換えれば，サーバは検索意図を特
定の利用者に結び付けることができず，この意味で利用者
はプライベートな問合せ処理を行うことができる．一方，
通常のプライベート問合せを実現するプロトコルでは，問
合せ元の利用者ではなく検索意図を秘匿する．検索意図を
秘匿する手法の利点は，サーバが利用者を識別でき認証処
理などを行える点にある．たとえば，ニュースサイトの例
で，利用者に一部の記事のみを閲覧できる無料利用者とす
べての記事を閲覧できる有料利用者がいるような場合を考
える．この場合，プライベートな問合せ処理だけではなく
認証機能も必要となる．秘密通信技術を用いた場合では，
このような要求に応えることはできない．
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7. おわりに
本論文では，問合せの頻度情報を基にしたプライベート
問合せのための制約緩和手法を提案した．既存のプライ
ベート問合せでは，サーバにデータベース全体を走査させ
ることで安全性を保証しているが問合せ処理コストが大
きいという問題があった．提案手法はこの制約を緩和する
が，緩和後の問合せリスクは制約緩和を行わない完全なプ
ロトコルにおける最大のリスクは超えないことを保証して
いる．すなわち，我々の緩和手法はサーバにおける問合せ
処理コストを削減する一方で，問合せリスクは一般的に許
容できると考えられている範囲に収めることができる．ま
た，検索意図と走査集合の対応関係を知っている強い攻撃
者に対しても，走査集合から検索意図の推測リスクを完全
なプロトコルにおける最大リスク以下に抑える拡張方法に
ついても提案した．
本論文では，ガウス分布と Zipf分布に従う 2種類の問合
せを用いて提案手法を評価した．そして，問合せリスクが
完全なプロトコルにおける最大のリスクを超えないことお
よびサーバによる問合せ処理コストが削減されたことを確
認した．特に，問合せ処理コストの期待値から，提案手法
は問合せ頻度の少ないアイテムへの検索だけではなく全体
として問合せ処理コストを削減していることが分かる．さ
らに，cPIRプロトコルを用いたデータベースを用意し実
際に問合せ処理時間を計測することで，提案手法が多くの
場合処理時間を短縮することを確認した．
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付 録
図 5に示したアルゴリズムFind H2(x)の計算量が O(n2)
となることを示す．まず，NegOnes(h,w) はすべての要素
が −1 の h×w 行列を作成する関数である．発見すべき部
分行列は 4つの変数，左上の位置を表す (i, j)，幅 w，およ
び高さ h からなる．本アルゴリズムは，幅と高さを変えて
可能な部分行列の形を列挙する．そして，各形ごとに左上
の点を変え，検索意図 (e, g) を含む候補の中で最適な部分
行列を探す．
計算量を削減するため，D′ の部分行列の和を保持す
る C と M という 2つの行列を用いる．C を列行列と呼
び，h× 1 の大きさからなる D′ の部分行列の和からなり，
Ci,j =
∑i+h−1
k=i D
′
k,j である．すべての列の和を保持する代
わりに，本アルゴリズムでは，rangeC[0] ≤ i ≤ rangeC[1]，
rangeC[2] ≤ j ≤ rangeC[3] で与えられる C の部分行列
のみを保持する．なお，rangeC は今考慮している C の部
分行列を (左, 右, 上, 下)の各点からなる四つ組みで記録し
ており，rangeC[i] は i 番目の値である．h が増加するご
とに，各行の和を 1要素として C は伸張する．C の更新
手続きを updateCと書く．
M は，h×w の行列で D′ の部分行列の和を記録する和
行列である．C が D′ の要素和から計算されるように，M
は C の要素和から計算できる．C と同様に M に対して
も考慮すべき D′ の部分を rangeM で表す．Mi,j は (i, j)
成分を左上とし，高さ h，幅 w からなる D′ の部分行列
内の要素和を保持する．updateM は M の更新手続きであ
る．C と異なり，w が増えると C に記録されている列の
和を基に古い M に列を追加することで M を更新するが，
h の更新時には M は一から再計算される．
計算結果を再利用できるため，h や w が更新されたと
きに updateC と updateM を計算するコストは O(n) で
ある．h と w の可能な組合せは n 通りであり，updateC
と updateM は O(n) 回呼ばれる．したがって，アルゴリ
ズム Find H2(x) に要するコストは O(n2) となる．
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