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Abstract
Electrical signals play a vital role in the makeup and processing of biological sys-
tems. While crucial for desired biological functions, they are also directly involved in
degenerative and undesirable activity in these systems. Controlling biological func-
tion through targeted electrical stimulation is possible in both non-excitable cells
and excitable cells. For each cell type, instrumentation for one specific application is
covered in the following.
Firstly, this thesis studies electrical stimulation setups and instrumentation for
the enhancement of transgene expression in gene therapy. Although the applications
of this work are manifold, the focus here is on improving wound healing and tissue
regeneration, which is especially important in the treatment of non-closing wounds.
Specifically, the ability of iontophoresis to enhance transgene expression in dermal
and epidermal cells is assessed. For this, an electrical stimulation circuit with elec-
trodes is developed and employed in in vivo experiments. The genes, in the form
of charged DNA plasmids, are injected subcutaneously at the wound border of an
adult rat model. An electrical field is applied to the tissue via the electrodes, which
ii
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forces the plasmids onto a trajectory and forms pores in the cell’s membranes to en-
hance transfection. Various stimulation parameters and setups, as well as different
luciferase encoding plasmids, are tested to determine the optimal experimental setup
for transgene expression.
Secondly, this thesis studies neural implants for the excitation and inhibition of
neurons. Neural implants are vital in the treatment of neurological diseases, and allow
us to better understand how the brain processes information. The brain is a complex
organ which is known to function by its multiple parts working together. Wireless
sub-millimeter implants placed individually throughout the brain can imitate natural
spatio-temporal stimulation patterns, while causing only minimal tissue destruction.
In this thesis, the design of such an implant is elucidated in its entirety, with special
focus on the wireless power link. Power from an external primary inductor will
inductively be transferred to a secondary inductor that is implanted in the brain.
The design trade-offs in selecting the geometry and configuration of the inductors
are described and the analysis, simulation, and testing results are presented with the
suggestion of an optimal design.
Primary Reader: Dr. Ralph Etienne-Cummings
Secondary Reader: Dr. Nitish Thakor
Tertiary Reader: Dr. John Harmon
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In order for an organism to be healthy and intact, it is vital that its cells work
together, and that individual cells are effective at fulfilling their assigned functions.
Certain diseases, or accidents, might, however, impose too great of a challenge and
can either render cells ineffective in repairing or even make them counteractive and
destructive.
Given the countless diseases that could be healed through a change in cell behavior,
it is thus of great interest to find ways that can direct these cells back to fulfilling
their function even in the face of additional challenges such as disease.
Electrical signals play a vital role in the makeup and processing of biological sys-
tems, and they can be changed by therapeutic electrical stimulation. The membrane
potential of a cell is an electrical signal that affects the cell function, and it exists in
every cell. When it is changed through electrical stimulation, cell properties such as
the membrane barrier of non-excitable skin cells, or the spiking behavior of excitable
neurons, are affected as a result of this. Even therapeutic methods that use drugs or
gene therapy, can be enhanced by electrical stimulation to direct charged particles to
a desired location.
A cell’s genes or DNA sequences code for cellular processes and functions, mak-
ing them an ideal target for changing cell behavior. One approach to doing this is
introducing new genes into a cell’s genetic code as gene therapy. Genes in the form of
DNA plasmids can enter the cell’s nucleus once they pass the barriers formed by the
cell membrane and nuclear membrane. Appropriate electrical stimulation reduces the
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barrier function of these membranes, allowing for the plasmids to enter the nucleus
and thus to add to the cell’s genetic material. Electrical stimulation in the form of
iontophoresis can further direct the movement of the charged plasmids, thus allowing
for targeted selection of the cells to be modified. The first part of this thesis presents
instrumentation design and in vivo implementation for the electrical enhancement of
cutaneous wound healing in gene therapy.
While electrical stimulation can modify cell properties of non-excitable cells, it can
also directly affect the real-time behavior of excitable cells, e.g. causing excitation or
inhibition of cells in the nervous system.
Excitable cells such as neurons or muscle cells react strongly and immediately to
electrical stimulation. Neurons form the nervous system, and process and commu-
nicate information amongst each other in the form of electrical signals. Exciting or
inhibiting neurons through electrical stimulation thus allows us to steer this behavior
in a controlled way. This can be used to impose a state of healthy neural behavior
or a certain state of mind onto the diseased or healthy brain. The second part of
this thesis presents instrumentation in the form of neural stimulation implants and
their wireless power supply for a holistic and minimally invasive approach to electrical
stimulation of the brain.
Designing instrumentation for the control of biological function through electrical
stimulation is best approached in four steps (figure 0.1): The theory tells us which
laws and concepts are at play - thus, which results can be expected for a certain
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approach. If any of the subsequent steps brings unexpected or undesired results, it is
important to go back to the theory and to take more concepts, geometrical details,
parametric deviations, etc. into account so that the theoretical model becomes a
more accurate representation of the reality with respect to the desired functionality.
This will allow to identify bugs, missing details, or allow for the discovery of new
effects at play, thus lead to a better product. Simulation is the numerical analysis of
a theoretical model and allows us to verify the intuitive expectations made based on
the theory. It determines which results can be expected according to the theory that
was included into the model. The simulation can only be as accurate as the model is.
Bench top experimentation verifies whether the numerical simulation model is a good
representation of the dominant effects occurring in reality, thus is a first test to see
if the designed instrumentation actually works. In vivo experimentation is the final
stage in the design of biomedical instrumentation to see if the design works in the
environment that it was made for, and further, whether it has the desired effects on
the biological organism. This experimentation setup includes the typical variations of
geometrical values and electrical parameters that occur in vivo. All natural laws and
effects at once are at play, making it a scenario that is more detailed and complex
than any numerical simulation could model.
4
Figure 0.1: Four steps in the design of instrumentation for the control of biological
function through electrical stimulation.
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Gene therapy is the modification of a cell’s genetic material by therapeutic delivery
of nucleic acids to the cell nucleus, and has many applications16 including the therapy
of AIDS,17 Alzheimer’s Disease,18 cancer1920 , cystic fibrosis,21 sickle cell disease22 and
cutaneous wounds.23
Non-healing wounds show delayed wound healing when treated with conventional
methods, which can put the patient at high risk: open wounds compromise the me-
chanical protection of the underlying tissue, impair the use of the affected body part,
are prone to infection and can cause pain. Non-healing wounds often occur in the
case of diabetic foot lesions, arterial insufficiency ulcers, compromised skin grafts or
musculo-cutaneous flaps.24 Elderly patients, or those with diabetis are especially af-
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fected. The transcription factor Hypoxia Inducible Factor - 1 (HIF-1) plays a major
role in wound healing. It mobilizes and homes progenitor cells to the wound where
they promote wound healing. Wound healing was shown to be improved by increas-
ing levels of HIF-12526 . It is, however, required that the peptide transcription factor
HIF-1 is delivered via DNA instead of directly, since dermal peptidases destroy such
peptides rapidly. The respective DNA could be delivered using viral vectors, but such
therapy often leads to immune system responses, rejection, and is prone to causing
gene mutation of existing genetic cell material. Non-viral methods such as the use of
DNA plasmids are more accepted, but often require additional methods to overcome
the barrier function of the cell’s membranes in order to allow for the entering of the
rather large plasmid DNA. Applying an electrical field to a cell reduces the barrier
function of its membranes and is thus a suitable approach. Such electrical stimulation
has the additional advantage of enhancing wound healing even when no gene therapy
is involved2728 . This makes it especially interesting compared to other techniques
such as e.g. applying mechanical pressure. Electroporation - pore induction in the
cell’s membrane due to the application of high voltage (200 V - 1200 V) pulses -
was shown to be effective for transfection enhancement.29 It is applied locally in or-
der to maximize (within limits) the voltage across individual cells and therefore less
suitable for large wounds. Although it is only applied for durations on the order of
milliseconds, the high voltages used pose additional risks, including electrical shock,
pain and tissue damage. Iontophoresis refers to the application of a defined current
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at comparably low voltages (10V - 50V) - usually for a duration on the order of min-
utes - and could overcome these issues. Under the assumption that each cell has the
same impedance, a defined current could ensure a defined voltage drop over each cell
while this would depend on the total number of cells in the case of a defined voltage.
This makes iontophoresis especially suitable for therapy devices that treat wounds
of different sizes. The possibilities and challenges of this transfection enhancement
method are examined for intradermally injected luciferase plasmid, and appropriate
instrumentation is developed.
1.2 Prior Art
While electroporation30 has been used extensively for improving DNA plasmid
transfection , there is very little prior experience with iontophoresis. For iontophore-
sis, the sole publications describing naked plasmid transfection were for the retina.31
The other significant publication describes the use of cationic nanoparticles in con-
junction with iontophoresis to deliver DNA to the dermis.32
In contrast to the limited experience with DNA plasmid transfection, iontophoresis
has been used extensively in other fields. This includes the treatment of hyperhidro-
sis,33 glucose monitoring,34 the delivery of antibiotics35 or local anesthetics.36 The




Existing electrical current stimulation devices for iontophoresis include programmable
devices,38 or the commercial Lectro Patch device (General Medical Co., CA), Glu-
coWatch Biographer (Cygnus Inc., CA), LidoSite Topical System (Vyteris, Inc., NJ),






In gene therapy, genetic material is introduced into a cell where genes encode for
proteins. Viruses do this too, and thus viral vectors can be used to deliver such genetic
material. There is, however, a high risk of this leading to undesired and dangerous
mutations. Non-viral vectors can also introduce genetic material into the cell, and
have the advantage that they involve a much lower chance of mutations happening.
Plasmids are an example of such non-viral vectors. They are circular self contained
genetic structures and can encode for proteins. Chemical enhancers, physical pressure,





The skin is a large organ that forms a protective barrier around most of our body.
It separates the environment within the body from that outside of it and plays an im-
portant role in the regulation of body processes and sensing. Various layers containing
cells and extracellular matrix form the skin. The surface of the skin is formed by the
epidermis which is an avascular layer that receives blood supply from the dermis and
acts as a protective barrier against the outside environment. The stratum corneum
is the top layer of the epidermis and is formed by dead cells. It is highly resistive
and impermeable41 and prevents the loss of body fluids as well as the entry of foreign
substances. Below the epidermis lies the dermis which controls infection, provides
nutritional support to itself and the epidermis, thermoregulation through its superfi-
cial vasculature, and sensation through its nerve receptors. Subcutaneous tissue, or
hypodermis, is loose and fatty connective tissue lying below the dermis that contains
large blood vessels and nerves. Skin appendages such as sweat glands, fingernails and
toenails, and hair are also part of the skin. In addition, various substances produced
by the various cell types of the skin are present in the skin.42 Usually, a muscle layer




Cutaneous wounds of any size compromise the barrier function of the skin and
can lead to pain, infections, major disability or in the extreme cases even death. It
is therefore of major importance to achieve wound healing in a timely manner after
a wound occured in order to restore the original structure, form and function of the
skin after a wound occured.42
The process of wound healing can be divided into four phases: 1.coagulation and
haemostasis, 2.inflammation 3.proliferation and 4. wound remodeling with scar tissue
formation. The extracellular matrix and action of growth factors and cytokines, as
well as various cell types are involved in wound healing.43 The Hypoxia-inducible
factor-1 (HIF-1) transcription factor plays an important role in wound healing by
mobilizing and homing progenitor cells to the wound where they promote wound
healing. It regulates oxygen homeostasis and contributes to all stages of wound heal-
ing by affecting growth factor release, matrix synthesis, cell division, cell migration
and cell survival under hypoxic conditions.44
Wound healing can be enhanced in various ways, including through electrical
stimulation directly2728 .
It is to be noted, that while wound healing in rats does not perfectly mimic human
skin wound healing due to different skin morphology (e.g. rats are loose-skin animals,
while humans have a tight skin), rats are still a good animal model for wound healing
due to their wide availability, the broad knowledge base on rat wound healing, and
13
CHAPTER 2. BACKGROUND






Iontophoresis46 refers to the application of a defined current (and sometimes erro-
neously to the application of a low voltage between around 10 V and 50 V) to deliver
charged molecules. The concept behind iontophoresis is that the charged molecules
will form part of the defined current, thus leading to a movement of these molecules
to the desired location. An increased current would correspond to an increased move-
ment of these charged molecules (either more molecules at once, or faster movement of
same number of molecules). While iontophoresis usually involves a DC current, there
are also cases of AC iontophoresis, e.g. studied in human epidermal membrane.47
Electroporation refers to the application of high voltage pulses of around 200
V to 1200 V to form aqueous pores in the cell membrane under high membrane
15
CHAPTER 3. METHODS
potentials, as can be seen in figure 3.1. Iontophoresis is believed to also sometimes lead
to the formation of such pathways, however, dependent on the resulting membrane
potentials, and usually in hair follicles and other appendages2 . Both methods use
electrical stimulation of biological tissue to enhance the delivery of substances, such
as drugs, and they are compared in figure 3.2.
Figure 3.1: Formation of aqueous pores scheme and simulation. a) Intact bilayer
membrane; b) Water molecules start penetrating the bilayer and form a water wire;
c) Lipids adjacent to the water reorient their polar head groups to the water wire.
This stabilizes the water wire and allows other polar molecules to enter. An aqueous
pore is formed.1
3.2 Electrode-Tissue Interface
In order to inject a direct current (DC) into the tissue, resistive or faradayic
stimulation is needed. In the metal of a current source, the charge is carried by
electrons. Current in the biological tissue, however, is in the form of ions such as
sodium, potassium or chloride, and the tissue can thus be seen as an electrolyte.
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Figure 3.2: Comparison of Iontophoresis and Electroporation.2
During stimulation, a transduction of charge carriers needs to occur at the interface
between metal and electrolyte. This occurs in the form of electrochemical reactions
along the interface, with reduction occuring at the negative electrode and oxidation
occuring at the positive electrode. The exact reactions depend on the materials
involved. Water is, however, usually present. The reactions for water are given
below.48 The reduction of water occurring at the negative electrode is
2H2O + 2e
− → H2 ↑ +2OH− (3.1)
and the oxidation of water at the positive electrode is
2H2O → O2 ↑ +4H+ + 4e− (3.2)
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The use of gel electrodes and electrolyte gel allows for a metal to electrode-
electrolyte interface that is independent of the tissue, while the tissue-gel interface
can be optimized for types of electrolyte transfer. Possible toxic reaction substances
at the metal interface resulting from the metal are thus not touching the tissue. Such
electrodes and gels provide chemical buffers, increasing the chance of reversible chem-
ical reactions. The use of electrolyte gel further allows for an increase in surface area
of the electrode tissue interface, since it can fill little gaps and rough surfaces. This
makes for a lower resistive connection. The use of adhesive electrolyte gel has the
additional advantage of sticking the electrode onto the tissue, thereby securing it in
place.
3.3 Thermal Imaging
Current flow through the resistive tissue leads to power dissipation and thus heat
generation where the current flows. Infrared cameras49 capture the infrared thermal
radiation radiated by objects with a non-zero Kelvin temperature. They can thus be
used to determine where the tissue heats up and could thereby indicate the path of
current flow in the tissue.
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3.4 Improved Howland Current Source
The Howland current source is a biphasic voltage controlled current source and is
a popular choice for stimulation in biomedical applications. It is simple yet precise
and has comparable performance to more complicated current sources.350 In order to
increase the voltage range and thereby make it suitable for higher load impedances,
as well as to reduce power consumption, an additional resistor can be introduced to
the design, leading to the Improved Howland current source3 seen in figure 3.3. It
is stable and biocompatible. The Improved Howland current source has a positive
and a negative feedback path. These are balanced when the resistors are matched







In this ideal case, the Improved Howland current source has a fully differential
input. In order to avoid unnecessary distortion in the case of slight deviation in the
matching, it is, however, recommended to drive only one input and ground the other
one. This is based on the fact that the different input terminals depend on different
resistors. Grounding the negative input terminal Vin− and driving the positive input
terminal allows for a positive transconductance. The output current is thus controlled
by the input voltage according to the following equation:3
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In the case of R1 = R2A + R2B (and thus, according to equation 3.3, R3 = R4),
this results in:




Given an operational amplifier with a saturation voltage of Vsat, and given a range
of load resistances ZL ∈ [RLmin ;RLmax ], the maximal output current through the load





This is based on the fact that the output current is supplied by the output of the
operational amplifier and thus needs to pass the resistor R2B.
The resistor values can be chosen based on the above equations. It should be
taken into consideration, that the source impedance of the voltage source driving
the Howland current source is in series with the resistor R1.
3 Also, the resistors R1,
R2A + R2B, R3 and R4 should be much larger than the driven load resistance, since
the circuit will otherwise be unbalanced and will no longer function correctly.
A feedback capacitor can be added in the negative feedback loop,51 parallel to R4,
for stability compensation which is especially useful when driving a capacitive load.
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Figure 3.3: Improved Howland current source.3
3.5 Numerical Tissue Simulation
In order to analyze the path of current flow in the tissue for different electrode
geometries, simulation of a numerical skin model can be performed for current stimu-
lation.4 The local current density distribution depends on the geometrical setup, and
on the electrical parameters of the various structures. Rat skin can be modeled as
a stack up of the conductive layers seen in figure 3.4 and the electrolyte gel can be
modeled with a conductivity of around σ = 4S/m.52 This tissue model accounts for
DC tissue properties (conductivity), however, further complexity (dielectric constant
ε ) is required to model the capacitive properties of the tissue in the AC case. The
equivalent circuit of skin includes a resistor in series to the parallel connection of a
resistor and a capacitor, as is shown in figure 3.5. This reduces to a series connection
of two resistors in the DC case, but the capacitor comes into play and decreases the
21
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magnitude of the impedance at higher frequencies.
Figure 3.4: Model of rat skin.4 The conductivity of the stratum corneum is around
30 times higher than in real rat skin.





4.1.1 Improved Howland Current Source
The Improved Howland current source is designed in LTspice, as shown in figure
4.1.
Based on preliminary in vivo experiments with a commercial DC current source,
a load impedance of up to 10kΩ is determined for the rat as the load (voltage drops
of up to 20 V were seen for a 2 mA current). Accordingly, higher resistor values are
chosen for each branch of the Improved Howland current source to ensure balancing of
the current source. This is done with the help of simulations and with a safety margin
that accounts for unexpected increases above this determined load impedance. The
23
CHAPTER 4. EXPERIMENTAL SETUP
resistors R3, R4 and R2A are chosen to be 100kΩ. The resistor R2B is chosen to be
1kΩ, which (according to equation 3.5) leads to a transfer function of the Improved
Howland current source that converts an input voltage in volts to an output current
in mA of the same number. Given the maximal function generator output amplitude
of 10 V (for the function generator which is used for the experimentation), this would
lead to a maximal output current amplitude of 10 mA. In order to fulfill the matching
condition given by equation 3.3, R1 is chosen to be 101kΩ, and formed by a series
connection of a 100kΩ and 1kΩ resistor.
Various load conditions are evaluated using simulation.
4.1.2 Current Measurement Circuit
In order to allow for the verification of a correct current flow through the load
of the Improved Howland current source, the photodiodes of two optocouplers are
connected in series to the load, right at the output of the Improved Howland current
source. These photodiodes are connected in parallel to each other, with opposite
polarity to allow for the detection of current flow in both directions.
When a current flows through one of the photodiodes (the direction of the output
current determines through which photodiode it flows) the phototransistor corre-
sponding to this diode will drive a current. This assumes that the phototransistor
is powered, e.g. with a supply of 5 V. A pull-down resistor of 100Ω connected in
series to the phototransistor registers this current by showing a voltage drop. This
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Figure 4.1: Circuit model designed and simulated in LTspice: The Improved How-
land current source (left) and the current measurement circuit with an optocou-
pler (right) are shown. The input of the Improved Howland current source can be
grounded, or connected to a voltage input signal Vin with a switch. The corresponding
output current of the Improved Howland current source passes the optocoupler and
then goes through the load impedance ZL (which represents the rat) to ground. The
load impedance can be shorted with a parallel switch to avoid current flow through
the load. Resistance values are given in Ω (e.g. 1k corresponds to 1kΩ), voltage values
are given in volts. Locations at which voltages are measured in the bench top and in
vivo experiments are encircled in light blue. A 5kΩ load impedance is connected here
instead of a rat. On the PCB, the optocoupler is different from the one used here, and
the 5V supply to the phototransistors is provided by a regulator that downregulates
25 V to 5 V.
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voltage drop is amplified by an instrumentation amplifier. The pull-down resistor
that corresponds to the photodiode which lets positive current pass is connected to
the positive input terminal of the instrumentation amplifier. The pull-down resistor
that corresponds to the photodiode which lets negative current pass is connected to
the negative input terminal of the instrumentation amplifier. As such, the output
voltage measured at the output of the instrumentation amplifier corresponds to the
amplitude and polarity of the output current of Improved Howland current source
which flows through the load. The gain of this current measurement circuit, how-
ever, is amplitude dependent due to the optocoupler’s non-linear gain, but this can
be accounted for by documenting which output corresponds to which current flowing
through a defined resistor (like a look-up table).
The optocoupler setup ensures that the current measurement does not affect the
output current through the load in any way.
4.1.3 Current Density in Tissue
COMSOL Multiphysics is used to simulate the current density in a tissue model
as defined in figure 3.4, with square electrodes of a size of 2.5 cm x 2.5 cm, as well as
long small electrodes with a size of 2.5 cm x 1 cm (and one rounded edge as seen by
the outline in figure 5.1 B). These electrodes are placed 7 mm away from the wound
border of a 8 mm diameter wound which is modeled as air. A 4 mA DC current
is applied through the electrodes that are touching the skin of the 8 cm diameter
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cylinder skin model based on figure 3.4. The resulting current density is plotted at
slices parallel to the skin surface, leveled at the height of the middle of each respective
skin layer.
4.2 Bench Top Experimentation
The assembled printed circuit board (PCB), with two copies of the Improved
Howland current source and the corresponding current measurement circuits, is shown
in figure 4.2. The circuit hardware implementation is greatly based on the LT spice
simulations.
4.2.1 Improved Howland Current Source
The resistors forming the Howland current source are hand selected for improved
matching. The power handling capacity of R2B = 1kΩ is chosen to be 1/4 Watts




) = 15.8mA going through R2B
and thus through the load. The resistor R1ii on figure 4.1 is implemented as a 2kΩ
potentiometer that can be tuned to the resistance of R2B = 1kΩ to allow for improved
ability to meet the matching condition of equation 3.3).
A tunable feedback capacitor (TZB4Z250BA10R00, 4 - 25 pF, Murata Electronics
North America) is chosen for the feedback loop to allow for dynamic adaptation of
the compensation (it is kept fixed at its factory value here, due to good performance).
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Figure 4.2: Two Improved Howland current source stimulation circuits (’Howland’)
with current measurement circuits including optocoupler, instrumentation amplifier
and regulator, on a PCB.
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The operational amplifier LTC6090 (Linear Technology) is chosen based on its
dual supply with high voltage rails of up to ±70V , while allowing for a relatively
high bandwidth with a slew rate of 21V/µs and high output current of up to 50 mA.
The high voltage rails are of special importance when driving current into a high
impedance load.
4.2.2 Current Measurement Circuit
The optocoupler ILD615 (Vishay Semiconductors) is chosen. It contains two op-
tocouplers in the same DIP8 package, which ensures the same gain characteristics for
both optocouplers here. This is important for comparing the magnitude of current
in each direction. Maximal forward current, forward voltage drop voltage, reversal
break voltage and bandwidth were taken into account when choosing the optocoupler
in order to guarantee good performance without breaking.
The regulator MC78L05ABDR2G (ON Semiconductor) is used to provide a 5 V
supply to the phototransistors of the optocoupler by down-regulating 25 V to 5 V.
The instrumentation amplifier INA103 (Burr-Brown) is used, which is chosen
based on its low input current, appropriate bandwidth, low noise and low distortion.
Consideration of Alternative Approaches for Current Measurement:
A shunt resistor could have been used instead of the photodiodes and optocouplers etc.
It would either be connected between the load and the ground, or between the output
of the current source and the load. The first case would have led to not grounding the
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load (rat), as well as possible distortions of the ground. The second case would have
created great challenges in measuring the voltage across it, which is due to the fact
that the ground connectors of the oscilloscope probes are connected to earth ground:
Measuring a voltage drop across a resistor that is not grounded on either side directly
with an oscilloscope, can only be correctly achieved by calculating the difference of
two measured signals (thus not connecting the ground connector of the oscilloscope
to the resistor, which would ground that point). Using an instrumentation amplifier
to amplify this voltage drop would output a voltage with respect to ground that
is an amplified version of the drop across the resistor. Again, problems can arise
in either case, due to the high offset voltage at the location of the resistor which
is caused by a high voltage drop across the load. (This voltage drop is limited by
the output voltage of the operational amplifier (opamp) of the Improved Howland
current source (which is almost ±70V for the opamp used here.) Subtracting two
oscilloscope measurement signals would lead to imprecise measurements due to the
high offset voltage. Instrumentation amplifiers used to amplify the small voltage
across a small resistor would see a high common mode voltage corresponding to the
voltage across the rat. Instrumentation amplifiers found on the market did not allow
for common mode input voltages as low as -70V while having minimal input bias
current. (Significant input bias currents would decrease the current flowing through
the load which must be avoided.) These alternatives were therefore not chosen.
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4.2.3 General
A switch to short the load, and a switch to connect the input of the Improved
Howland current source to ground instead of to the input voltage are installed to
allow for increased safety.
The device is powered with bench top DC power supplies of 25 V, connected to
form ±50V supply rails, and a bench top function generator as the input voltage.
It is tested with different load resistors, as well as output current amplitudes at
frequencies of interest. For this, the voltage drop over the load (i.e. rat or resistor)
’Vrat’, and the output voltage of the optocoupler current measurement circuit ’Vopto’
(which corresponds to the current through the load) are measured.
It is to be noted that the input voltage to the Improved Howland current source
should be measured in order to verify the correct input voltage. The input of the
Improved Howland current source is highly resistive, but many function generators
with a 50 Ω source impedance assume a 50 Ω load impedance. The internal source
voltage is thus internally set to be double of the desired voltage that was set by the
user. A circuit diagram for this can be seen in figure 4.3. In the case of 50 Ω load




In the case of a load that is much bigger than 50 Ω, however, a load voltage of almost
the entire source voltage drops over the load. Placing a 50 Ω resistor in parallel to
the large load, will solve this problem, however, in a lossy way and only if the original
load is not close to 50Ω.
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Figure 4.3: Circuit model of a function generator connected to a load impedance.
The internal source impedance is 50 Ω, and often, a load impedance of 50 Ω is assumed
by the function generator when internally setting Vsource to achieve the Vout requested
by the user.
4.3 In vivo Experimentation
All protocols were approved by the Animal Care and Use Committee, Johns Hop-
kins University.
4.3.1 Animal Preparation, Wounding and Plasmid
Injection
IGS-Retired breeder rats are anesthetized with isofluorane. The area for the elec-
trodes and wound on the dorsum is shaved using a commercial pet clipper. In one
case, also part of the stratum corneum is removed using a BIC razor. The dorsum of
the rats is wounded using a 8 mm diameter biopsy punch. Depending on the rat (see
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Figure 4.4: Experimental settings studied in different rats. Iontophoresis with
average currents of 2 mA and 4 mA is investigated for two different luciferase plasmids.
DC currents, as well as AC square wave currents with either a DC offset, or a dutycycle
longer than 50 %, are studied. The AC frequency is experimentally determined by
gradually increasing the frequency until muscle contraction is no longer visible in the
rats. The effects of using a razor to remove the stratum corneum, and the effect of a
decrease in electrode size, are further studied.
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figure 4.4 for reference), the luciferase encoding plasmids NTC8385-VA1-Luc (’8385’)
or NTC8685-Luc (’8685’) (Nature Technology Corporation; www.natx.com) are in-
jected intradermally at 4 sites directly around the wound, as seen in figure 4.5. The
volume injected per injection site is 50µl at a concentration of 1mg
ml
, thus correspond-
ing to 50µg. Animals are housed in single cages. After the procedures are finished,
rats are given buprenorphine (0.1 mg/mL) for pain management.
4.3.2 Electrodes
Shortly after injecting the plasmid, the electrodes are placed on the shaved rat skin
around the wound: TENS (transcutaneous electrical nerve stimulation) gel electrodes
(5 cm x 5 cm; K.S. Choi Corporation, or Syrtenty) are either cut to be 1 cm x 4 cm
with one of the 1 cm edges rounded, or left uncut. The smaller, cut electrodes are then
fully covered in adhesive electrolyte gel (Tensive Conductive Adhesive Gel: Parker
Laboratories, Inc.). The bigger, uncut electrodes are only covered in gel on one half,
the half that will be facing the wound. The electrodes are then placed around the
wound as shown by the schematics in figure 4.5 and the photograph in figure 4.7.
For the iontophoresis with 2 mA DC current, tape around the rat bodies is used
to further secure the electrodes.
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Figure 4.5: Schematic of rat setup: wound (pink), plasmid injections (green) and
gel electrodes (grey): A: 5 cm x 5 cm electrodes; B: 1 cm x 4 cm electrodes with
round edge.
4.3.3 Iontophoresis: Electrical Stimulation
Iontophoresis is administered between the two electrodes for 30 minutes. The
current applied in each experiment is given in figure 4.4, where the AC current pa-
rameters refer to a square wave. Average currents of 2 mA and 4 mA are applied,
with amplitudes of up to 8 mA in the case of AC square waves.
For direct current iontophoresis, a commercial iontophoresis current source is used
(Chattanooga IontoTM , Patterson Medical). The equipment used in this case is shown
in figure 4.6. The same equipment is used for the AC square wave stimulation, with
the exception of the current source. In the AC case, the Improved Howland current
source that is designed as part of this thesis is used instead.
4.3.3.1 Electrical Measurement
In the DC case, the oscilloscope ground and signal probes are connected to the
electrode leads to measure the voltage across the rats. The current delivered by the
commercial current source is assumed to be correct, which has also been verified by
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Figure 4.6: Equipment used for iontophoresis. A: Electrodes before being cut into
shape; B: Adhesive electrolyte gel; C: Electrode leads connecting the electrodes to
the leads of the current generator; D: Chattanooga Ionto (commercial DC current
source for iontophoresis) - used here only for DC iontophoresis.
voltage measurement across defined resistors beforehand. In the AC case, thus when
using the circuit designed as part of this thesis, the oscilloscope signal probes are
connected to the measurement points indicated by Vrat and Vopto in figure 4.2 and
4.1. The oscilloscope ground connectors are connected to the ground of the circuit.
Oscilloscope voltage readings are recorded using a Laptop and respective interface
program to the oscilloscope (Keysight BenchVue, Keysight Technologies).
For the DC experiments, the voltage across the rats is recorded in continuous
intervals with small breaks (required for saving data in between recordings). For the
AC experiments, the voltage waveform Vrat across the rat and the voltage waveforms
Vopto corresponding to the current through the rat are recorded every 5 minutes.
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4.3.3.2 Thermal Imaging
Relative thermal images (the absolute temperature is not recorded) of the shaved
rat dorsum are taken before the placement of the electrodes, after the placement of
the electrodes, and in regular intervals (every 5 minutes) during the iontophoresis
application. This is done using an infrared camera (Seek Thermal) connected to an
Android phone, which is securely placed on a stand at a fixed position. This can be
seen in figure 4.7.
Figure 4.7: Experimental setup, including thermal imaging, using 1 cm x 4 cm, as
well as 5 cm x 5 cm gel electrodes, for the 4 mA DC current experiments.
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4.3.4 Luciferase Imaging and Processing
In vivo luciferase activity is assessed on day 1, 2 and 3 after transfection (day 0
is when plasmid injection and iontophoresis are performed). For this, the animals
are sedated with isofluorane. They are injected intraperitoneally with a solution of
luciferin in saline (5ml of 15mg
ml
solution of luciferin in saline). A conventional light
photograph is taken and bioluminescent images are aquired 30 minutes after luciferin
injection using a Xenogen Camera (IVIS, Xenogen, Alameda, CA). The camera is
calibrated using a bioluminescent phantom. The bioluminescent images are overlaid
onto the conventional image of each animal, and the light emission, corrected for
background luminescence, is calculated for each injection site using image analysis
software (Living Image, Xenogen, Alameda, CA). Maximal light emission per injection
spot, as well as the light emission average per injection spot is determined. For each





The simulations of the designed circuit achieved results similar to the measured
ones shown further below (but with no noise).
5.1.1 Current Density in Tissue
A plot of the simulated current density can be found in figure 5.1. Both electrode
types show the following pattern: It can be seen that the highest current density
occurs around the edges facing the respective other electrode of opposite polarity,
thus facing the wound. This effect occurs especially in the case of the highly resistive
stratum corneum, and gradually decreases for lower tissue layers. In the epidermis,
the current density is generally higher than in other layers, and especially the area to
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the left and right of the wound shows high current density. However, there seems to be
an area between the electrodes and the wound that is shielded from the current flow.
The dermis current density has a similar pattern as in the epidermis - they both have
the same conductivity in the model, but the current density at the electrode borders
is lower in the dermis since it is further away from the electrodes and the current
thus less concentrated at this point. Almost no current reaches the subcutaneous
tissue. In all layers, there seems to be hardly any current flow directly underneath
the electrodes.
The smaller and more narrow, as well as partially rounded, electrode type leads to
a better concentration of the current around the wound, and also to higher maximal
current density values (not shown here). This is as expected, since a smaller area in
the electrode-tissue interface for the same current passing, leads to a higher current
density in this area.
5.2 Bench Top Experimentation
The designed Improved Howland current source reliably delivers square wave cur-
rents of frequencies up to 10 kHz (higher frequencies were not tested) to resistors of
up to 20kΩ (higher values were not tested). As with every current source, this only
holds true when the set output current leads to a load voltage over the load that
lies in the compliance voltage range of the circuit. The correct current delivery is
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Figure 5.1: COMSOL simulations of current density in skin for electrodes of similar
shapes (but slightly smaller) compared to those used in vivo. The plots show the
current density along horizontal cuts placed at the middle of the respective skin
layers for a 4 mA current. The small circle in the center of each plot is the wound.
The electrodes are the square (A) and smaller long electrodes (B) seen below and
above the wound. The colorbar was limited to 10 mA
cm2
to allow for better visalization
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determined from the voltage drop measured across the resistors and Ohms law. The
measured output voltage corresponding to the load current was independent of the
load resistance and reliably gave the same output for the same current, also in the
case of varying load resistance. Measurements with high oscilloscope resolution and
thus very little ground noise were performed when verifying the functioning of the
circuit. In order to match in vivo measurements, a lower oscilloscope resolution with
more ground noise is chosen for the bench top measurements shown here. They can
be seen in the figures 5.2, 5.3 and 5.4.
Figure 5.2: Voltage over load and voltage at output of optocoupler current mea-
surement circuit (refer to figure 4.1 for circuit model). Comparison of measurements
for rat (label c) and for a 5 kΩ resistor as load.
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Figure 5.3: Voltage over load and voltage at output of optocoupler current mea-
surement circuit (refer to figure 4.1 for circuit model). Comparison of measurements
for rat (label d) and for a 5 kΩ resistor as load.
Figure 5.4: Voltage over load and voltage at output of optocoupler current mea-
surement circuit (refer to figure 4.1 for circuit model). Comparison of measurements
for rat (label f) and for a 5 kΩ resistor as load.
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5.3 In vivo Experimentation
5.3.1 Electrical Measurement
In order to allow for good simultaneous monitoring of all waveforms during the
experiment, the resolution of the oscilloscope was not set to its maximum. This led
to lower resolution measurements, which introduced higher ground noise. The noise
of the measured current is consistent across measurements in the bench top and in
vivo setting for the same resolution settings, which indicates that the same and thus
correct current is flowing through the rats. This can be seen in figures 5.2, 5.3 and
5.4, where a comparison of the experimental bench top and in vivo measurements is
shown for the different stimulation waveforms used in vivo.
Figure 5.5: Voltage over rat (label k, razor was used here) with 2 mA DC current
stimulation via 5 cm x 5 cm electrodes stays relatively constant over time of 30 min
iontophoresis after current has ramped up to specified value.
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Figure 5.6: Voltage over rats (labels b and l) with 2 mA DC current stimulation
via 5 cm x 5 cm electrodes stays relatively constant over time of 30 min iontophoresis
after current has ramped up to specified value.
Figure 5.7: Voltage over rats with 4 mA DC current stimulation. The voltage
shown during the first 20 milliseconds stayed at this value for around 8 minutes prior
to the begin of this plot (not shown). Voltage stays relatively constant over time of
30 min iontophoresis when current is applied via 5 cm x 5 cm electrodes (label e). In
contrast, voltage starts to drop significantly after some time when applied via 1 cm
x 4 cm electrodes (label g).
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5.3.2 Thermal Imaging
The thermal images aquired can be seen in figure 5.8. They show a cooler wound
and fur of the rats, while the skin is warm. This is due to the cooling of the wet
wound, and the insulation function of the fur which doesn’t let body warmth out.
Electrode placement leads to cooling around the electrodes with the electrodes being
cool themselves. The locations of additional adhesive gel (the half of each electrode
facing the wound) are especially cool indicating the cooling function of the gel. Cur-
rent stimulation increases the temperatures again: It decreases the electrodes’ cooling
effect, and seems to bring the affected skin back to normal skin temperature. The
parts of the electrodes with the gel (that are in contact to the skin and thus conduct
the current) heat up especially. After taking the electrodes off, the remaining gel ap-
pears cool. It can further be seen, that the temperature at the top of the rat appears
to be higher, which could be due to influences of the camera angel on the measure-
ment. Although the camera was kept at a fixed position, the rats had to be taken off
the isofluorane during the experiments to keep breathing normal, which made simple
numerical subtraction of these images for difference detection less suitable. A precise
path of current flow is thus hard to deduce and probably would require higher ampli-
tude or longer duration of current flow. Another even bigger problem is the fact that
the thermo-camera Seek Thermal does not provide a temperature scale along with
its pictures, making the determination of absolute temperatures almost impossible.
Further, it seems that the colors are mapped to the range of recorded temperatures at
46
CHAPTER 5. RESULTS AND CONCLUSION
each time point individually, thus, the temperature corresponding to a certain color
depends on the range of all present temperatures at a given time point and is thus not
constant over time. Seek Thermal does, however, provide a threshold setting where
only temperatures above a custom set temperature threshold are shown. While this
would allow for a first step towards better determination of absolute temperatures,
it is still insufficient for our purposes. Ideally, a thermal camera with a custom set
temperature range that is constant over time, and with a corresponding colorbar or
scale that can be seen would be used in the future.
Figure 5.8: Thermal Images for AC experiment with ±4mA at 75% duty cycle at
1.2 kHz (average current of 2 mA): Red is warmest, then orange, yellow, green, light
blue, and the coldest is dark blue. The camera used does not provide a colorscale,
and maps the colors to the range of temperatures seen at each given time point.
A: before electrodes are placed;
B: after electrodes are placed but before iontophoresis;
C: at the end of / right after iontophoresis
D: after electrodes are removed (adhesive gel partially remains stuck on skin).
47
CHAPTER 5. RESULTS AND CONCLUSION
5.3.3 Electrochemistry
Electrodes after various experiments can be seen in figure 5.9. Bubble formation
can be seen as the result of electrochemical reactions. A 4mA average current leads
to more gas formation than a 2 mA average current, thus showing more bubbles on
the electrodes. Smaller electrodes in the case of 4 mA DC have especially high and
dense bubble formation. This makes sense, since a higher current density crossing
the electrode-tissue interface, requires more electrochemical reactions to transfer the
charge and accordingly more by-products, such as gas. These reactions should be
kept in mind, since such reactions can modify electrodes and accordingly their current
injection, or the voltage drop across them (which influences the load impedance seen
by the Improved Howland current source).
5.3.4 Undesired Biological Effects
A small burn could be observed directly after the DC 4mA application with the
small 1 cm x 4 cm electrodes.
7 minutes after the experiment with 2mA +-2mA, one rat was stiff (including the
tail), but the breathing and heartbeat were normal. It loosened up after some time.
The other rat which received the same stimulation was not stiff at that time.
Rats seized up (body moved up from table, especially the back was rounded)
during AC current stimulation with low frequencies at high current values. The initial
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Figure 5.9: Electrodes from different rats after iontophoresis application through
them. The top row is the negative electrode, the bottom electrode the positive one.
Only the top half of each square electrode was covered in electrolyte gel before ap-
plying it to the rat skin. It can be seen that the bubbles occured only there, thus
current probably mainly went through that part of the electrode. The big black spots
on the negative electrodes are giant bubbles from which gas has leaked, thus allowing
for re-attachement of the detached gel to the carbon film of the electrode. Negative
electrodes have stronger bubble- and thus gas formation. 4 mA average leads to more
gas formation than 2 mA average current. Smaller electrode in case of 4 mA DC has
especially high and dense bubble formation.
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plan had been to use 30 Hz instead of 1.2 kHz, but the rats seized up at the desired
current amplitude and waveform for this value. The frequency had to be increased.
1.2 kHz was the lowest frequency for this amplitude where the rats did not seize up.
The same occured for the the +-8mA stimulation. At low frequencies, the muscles of
the rats contracted and the rats seized up, even at lower current amplitudes (when
gradually increasing it at the beginning of an experiment). This effect decreased
at higher frequencies with the current amplitude threshold for seizing up increasing.
The current amplitude of 8mA lead to seizing up of the rats at lower frequencies, but
this effect could no longer be observed at higher frequencies of 5 kHz and above (no
muscle contraction was visible). There was no difference observed in the seizing up
of the rat with the small electrodes and the big electrodes at any given frequency or
amplitude.
5.3.5 Luciferase Expression
The luciferase expression on different days can be seen in figure 5.10 for plasmid
8385, and in figure 5.11 for plasmid 8685. Figure 5.17, 5.18, 5.19 and 5.20 show the
average of either the average luminescence count per injection site, or of the maximum
luminescence count per injection site.
It makes sense to compare within plasmids, since the control is different for both:
For the plasmid 8685, the control seems to work better than iontophoresis, while the
opposite is the case for the plasmid 8385. When analyzing the importance of these
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Figure 5.10: Plasmid 8385: Luciferase expression on Day 1, 2 and 3 for different
stimulation setups, for bioluminescence counts above 500. The control rat a, which
didn’t receive any iontophoresis treatment, had transfection in one injection spot only,
and very little transfection remaining on day 2 and 3. Rat b and f exhibited the best
transfection: all four injection spots were transfected with high levels on day 1, and
slightly lower levels on day 2 (some transfection on day 3 for rat f, but not for rat b).
Rat c and h had very little transfection on day 2, while rat d had little transfection
on day 1 but a transfection similar to many other rats on day 2. It is thus a late
transfection. Rat a (control), f and g are the only ones that had some low transfection
left on day 3.
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Figure 5.11: Plasmid 8685: Luciferase expression on Day 1,2 and 3 for different
stimulation setups. Control rat (j) which didn’t receive iontophoresis treatment had
the highest transfection on day 1 (red spot). All other rats also had transfection in all
four injection spots on day one. When iontophoresis was applied, more transfection
remained on day 2 than in the case of the control on day 2. None of the rats showed
transfection on day 3. Rat l with the 2 mA DC current stimulation showed the
best transfection since it achieved high luminescence counts on day 1, and still had
transfection in all four spots on day 2. Rat m is similar regarding this, but had lower
values on day 1.
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Figure 5.12: Average over four injection sites for each rat regarding average and
maximum bioluminescence count per injection. Standard error over the four injections
sites per rat is shown by error bars. a and j are control of plasmid 8385 and 8685
respectively. Refer to figure 4.4 for further label explanation.
results, it should be taken into account that only one animal was used per tested
parameter setup, and that usually great variability occurs from animal to animal.
Further studies are thus needed to verify these results.
5.3.5.0.1 Plasmid 8385:
For plasmid 8385, it can be seen that all iontophoresis parameters except for 2+-2
mA square wave stimulation led to higher transfection (compared to the control) on
day 1 regarding the average count, and the maximum count. A similar pattern can
be seen on day two, where all iontophoresis parameters show higher transfection than
the control, except for the case of the +-4 mA square wave, which has a lower average
and maximum count.
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Figure 5.13: Average bioluminescence per rat: Comparison of different stimulation
settings and plasmids for 2 mA average current and 5 cm x 5 cm electrodes. No
razor used. 83 refers to plasmid 8385, 86 refers to plasmid 8685. Corresponding
labels of rats (see figure 4.4 for details) and colorbar shown on right. The control rat
for plasmid 8685 yielded the highest average bioluminscence value on day 1, but has
low values on day 2 and 3. 2 mA DC iontophoresis stimulation was the stimulation
that achieved the highest bioluminescence for both plasmids, with comparable values
for both plasmids on day 1. For plasmid 8385 the control had low bioluminescence,
however, the AC stimulation with 50% duty cycle had even lower bioluminescen on
day 1. DC stimulation achieved the best results (highest average luminescence) on
all days for plasmid 8385.
Figure 5.14: Average bioluminescence per rat: evaluation of razor use for plasmid
8685 with 2 mA average current and 5 cm x5 cm electrodes. The razor was used
to remove part of the stratum corneum. Corresponding labels of rats (see figure 4.4
for details) and colorbar shown on right. On day 1 and 2, not using a razor yielded
higher bioluminscence average values than using a razor. Using a razor to remove
part of the stratum corneum did not improve transfection, which could be due to the
fact that the plasmids were injected instead of applied topically and thus didn’t need
to pass the stratum corneum anymore to transfect the cells.
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Figure 5.15: Average bioluminescence per rat: comparison of DC vs. AC stimula-
tion, as well as different average currents for plasmid 8385 and 5 cm x 5 cm electrodes.
Corresponding labels of rats (see figure 4.4 for details) and colorbar shown on right.
Figure 5.16: Average bioluminescence per rat: comparison of DC vs. AC for differ-
ent electrode sizes (big electrodes of 5 cm x 5 cm / small electrodes of 4 cm x 1 cm)
for plasmid 8385 and 4 mA average current. Corresponding labels of rats (see figure
4.4 for details) and colorbar shown on right.
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The smaller electrodes increased the transfection for the case of DC stimulation,
but decreased it for the case of square wave stimulation (for both maximum and
average).
Comparing the square wave stimulation with +-4 mA to that of +-8 mA for
plasmid 8385, it can be seen that the maximum count and average count are increased
for the higher amplitude.
Comparing the DC stimulation with 2 mA to the DC stimulation of 4 mA, it can
be seen that the 2 mA DC stimulation achieved higher transfection.
Figure 5.17: Plasmid 8385: Average bioluminescence count over 4 regions of inter-
ests (injection sites) per rat.
5.3.5.0.2 Plasmid 8685:
It can be seen, that the control for plasmid 8685 lead to a much higher lumines-
cence count than iontophoresis application did, thus more transfection was achieved
without iontophoresis than with iontophoresis.
A higher transfection average and maximum was achieved without the razor com-
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Figure 5.18: Plasmid 8385: Average of bioluminescence count maxima in each
injection site per rat.
Figure 5.19: Plasmid 8685: Average bioluminescence count over 4 regions of inter-
ests (injection sites) per rat.
Figure 5.20: Plasmid 8685: Average of bioluminescence count maxima in each
injection site per rat.
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pared to using the razor. This might be due to the fact that the plasmid was injected
intradermally, and the stratum corneum does thus not pose a physical barrier to the
entry of the plasmid to the skin.
5.4 Conclusion
Various current density simulations predict a high current density around the
wound for the used electrode setup.
The Improved Howland current source works as expected, both in bench top
experimentation and in vivo.
The voltage drop across the rats for the defined AC currents seems to indicate
the charging of a capacitor which does not get completely discharged at the applied
frequency. This is probably based on the fact that a positive average current is
applied.
The constant current DC iontophoresis is applied at a constant voltage in the case
of big electrodes, but the voltage across the rat starts to decrease after some time
for a 4 mA current applied through small electrodes. This could be due to tissue
permeabilization or electrode impedance changes occuring at high current densities.
Temperature measurements seem to be useful for determining current flow, but
the cooling effect of electrolyte gel and gel electrodes, as well as the cooler open
wound before iontophoresis, make an analysis hard. Thermo cameras with a fixed
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temperature range and colorbar should be used. Necessary movement of animals for
regulation of isofluorane application poses additional challenges for digital subtraction
of images to determine current flow.
Iontophoresis seems to enhance transfection of the plasmid 8385. In the case
of plasmid 8685, the transfection in the control is much better than in the case of
iontophoresis. Only one rat was used per setting, thus further research must be done
to verify these preliminary findings.
In order to be portable and easy to use as well as more safe to use, the iontophoresis
circuit should be battery powered in the future. Although mechanical switches were
put in place to allow for higher safety, additional safety measures such as fuses and
decoupling mechanisms (e.g. transformers or optical connections to any devices that
are connected to the power net), etc. should be put in place.
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The function of the human brain is not yet fully understood. Before the time of
neural implants, injury or resection of parts of a patient’s brain gave insight to what
the original functions of these areas might have been. With the advancement of mod-
ern technology, the field of neural technology has also moved forward, allowing for an
increased understanding of the brain, as well as for a more effective therapy in the
case of disease. Stimulating a diseased brain in a certain way could make this brain
function like a healthy brain. Devices for stimulation are thus of special interest. A
great example of this is deep brain stimulation for the suppression of tremor in Parkin-
son’s Disease.53 Other diseases that could benefit from such targeted stimulation are
epilepsy,54 brain tumors, anxiety disorders,55 schizophrenia or depression.56
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The brain is known to function by its multiple parts working together. Activat-
ing the brain in natural activation patterns thus requires targeted stimulation57 at
distributed locations all over the brain while causing minimal tissue damage. Most
existing technology is either not covering large areas of the brain, not targeting in-
dividual or few neurons, or causes significant tissue damage. A wirelessly powered
sub-millimeter implant for neural stimulation, which can be distributed in swarms all
over and deep into the brain, does not exist so far, but would address these issues. We
propose such an implant and call it the micro-bead: The final goal is an implant with
an outer dimension of 100 µm in each direction. Its flexibility in placement allows for
many different and new applications. The distributed micro-beads can be individually
addressed and synchronized to study the interactions between different areas of the
brain. The small size of the implant allows it to easily fit between neurons without
destroying much tissue. The power is provided through an inductively coupled link
which is the focus of this work. It was of interest to see what the inductor designs
possible in the available 0.18 um CMOS process could offer for such a power link.
6.2 Prior Art
An increasing number of publications on fully implantable neural interface chips
below 1mm2 show the trend towards miniaturization and interest in this field. Most
of these implants, however, record neural signals without having the ability to stim-
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ulate neurons. Neural dust is a proposed wireless sub-millimeter implant for neural
recording which is powered using ultrasound and which, like our proposed system,
is supposed to be implanted in swarms5859 . For neural implants with submillimeter
secondary inductors, the focus is often on individually implanted chips, not swarms
of chips, and communication distances of 1 mm are achieved60.61 Neural recording
implants with outer diameters of 1 mm also exist.62 Wireless links with inductors of
this size have further been characterized in vivo for neural applications,63 and design
methodologies for such links have been described1364.65
While not specifically made for biomedical applications, the so called µ chip for
RFID applications by Hitachi has a 400 um x 400 um inductor as the internal an-
tenna.66 The follow up of this chip is the powder chip67 with the same antenna size
and a communication distance of up to 1.2 mm.68
Various authors consider submillimeter sized implants, suggesting that a passive
approach which directly converts received power into a stimulating current should
be considered regarding floating wireless microstimulators for neural prosthetics,7 or
that a radiofrequency (RF) powered 100 um x 100 um electromagnetically powered
chip for implantation in biological tissue ’seems feasible with current technology’.69
A large number of sub-millimeter inductor designs is studied in the literature,70717273747576
however, without being analyzed with regards to inductive power transfer to them.
State of the art wireless neural stimulation devices occupy larger areas such as 4.6
x 5.4 mm277 , 4 mm278 , or 2.25 mm279 and include button-sized wireless microstim-
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7.1 Electrical Stimulation of the Nervous
System
Electrical stimulation of the nervous system creates a functional response, such as
an action potential by membrane depolarization of neurons. When an ionic current
flows between electrodes and passes neural tissue, one can speak of current or charge
being injected into that tissue. The influence of this injected current on the membrane
potential can be seen in the Hodgkin Huxley equations (equation 7.1). C is the
membrane capacitance, V is the membrane potential, Iinjected is the current that






= Iinjected − Iionic (7.1)
Stimulating neurons directly can be achieved by currents as low as 2µA, which is
less than 1
100
of the current needed with surface stimulation,82 thus the location of
charge injection is of great importance. The current waveforms required for neural
stimulation greatly depend on the application and size of the electrodes, and often
have amplitudes between of 1µA and 10mA.
When a neuron spikes an action potential, this information gets carried on to other
neurons. This can increase or decrease the membrane potential of the receiving neu-
rons, depending on whether the spiking neuron is excitatory or inhibitory. Excitatory
neurons are responsible for carrying information across brain regions, and inhibitory
neurons can control and impede the activation of excitatory neurons. Thus, depend-
ing on which type neuron is stimulated, both excitatory or inhibitory functions can
be triggered with stimulation. Using this for the control of brain function, however,
remains a challenge due to the interconnectedness and complexity of the brain.
There are two mechanisms that allow for the transition of electrons flowing in the
stimulation electrode, to ions flowing in the neural tissue: The faradaic stimulation
involves electrochemical reactions of surface-confined chemical species which are oxi-
dized or reduced at the electrode-tissue interface. These reactions provide high charge
levels, but can become irreversible and lead to electrode or tissue damage, depending
on the stimulation waveforms and changes in electrolyte composition occurring at
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the interface. Capacitive stimulation involves charging and discharging the electrode-
electrolyte double layer at the electrode-tissue interface. It has the advantage that
a stimulation pulse does not create or consume substances which could be toxic or
change the pH of the tissue.83
In this regard, the electrode material used is of special interest. Typical materials
for safe reversible charge injection to the nervous system are iridium oxide, platinum
and titanium nitride.83 Iridium oxide is often used as a faradaic electrode coating
to increase charge injection capacities, requires a positive bias for such high charge
injection (it has the highest charge injection capacity of these three materials with
up to 5mC/cm2) and can be damaged by too negative potentials or oxide delami-
nation. Platinum is a noble metal, and although electron transfer occurs across the
tissue-electrode interface (thus, a faradaic reaction) the reactions occuring are de-
scribed as pseudocapacitive. This is due to the fact that the faradaic reactions are
restricted to a monolayer on the surface and because double-layer charging occurs.
Platinum has the lowest charge injection capacity of the three mentioned electrode
materials. The reaction for titanium nitride is the capacitive double layer charging,
which occurs at the porous coating. In many ways it is an ideal electrode material,
however, it oxidizes at positive potentials. Besides these common materials, intrinsi-
cally conducting polymers and carbon nanotubes can be used alternatively to enhance
biocompatibility.83
Charge balancing is another well known concern,83 since injecting too much charge
67
CHAPTER 7. BACKGROUND
into the tissue without taking it back out again can cause many problems.
Various established procedures of stimulating neurons are used clinically. They
include transcranial magnetic stimulation (TMS) in which eddy currents are directly
induced in the brain through the application of an electromagnetic field,84 electrocor-
tical stimulation (mapping) with surface electrodes,85 deep brain stimulation53 with
depth electrodes, and microelectrode arrays.86
7.2 Powering of Wireless Implants
Figure 7.1: Layers covering brain, and cerebral cortex6
The various layers covering the brain (shown in figure 7.1) are important for its
function and protection, but pose a special challenge when trying to stimulate the
brain tissue while being minimally invasive. Neural implants with wires connecting
them to an external power supply can easily be dislocated by the movement of these
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Figure 7.2: A wireless neural stimulation implant with acoustic (ultrasound), optical
(infrared light) or electromagnetic powering. Depending on the coupling efficiency,
the external power source can be located outside the body, or just above the dura
mater.7
wires and require an opening in the biological tissue which can lead to infections.
Tetherless implants are thus of great interest due to their reduced invasiveness and
increased stability. Powering approaches include the use of a battery, local power
harvesting from the biological tissue, or wireless power supply from an external power
source. Local power harvesting approaches include generating power from glucose87
or temperature gradients in the environment,88 as well as the use of piezoelectric
elements89 which pick up motion from stimulated muscles.90 Wireless power supply
can be provided using light, ultrasound waves58 or electromagnetic fields, including
capacitive or inductive coupling. For neural implants, inductive near field or midfield
powering at high frequencies is of special interest, since it allows for small implant





The Maxwell equations, and especially two of them, form the foundation of induc-
tive coupling, and are thus the main equations that simulation programs are based
on: Ampere’s law (equation 7.2) describes the generation of magnetic fields as a result
of electric current or a time varying electric field. It describes the effect that occurs
when a primary coil is driven with a high current in order to generate a magnetic
field:




Here, ~H is the magnetic field strength, ~D is the electric displacement, ~J is the
free electric current density.
Faraday’s law of induction (equation 7.3) describes the fact that time-varying
magnetic fields induce electric fields. This allows for voltage and thus current induc-
tion on the secondary side of a loosely coupled transformer, which can be formed by
a neural implant on-chip inductor.




Here, ~E is the electric field strength and ~B is the magnetic flux density.
In the integral form of Faraday’s law (equation 7.4) it can be seen, that more
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voltage is induced on a loop for more change in B field over time enclosed by this
loop. This can be achieved by a higher magnetic flux density, a higher field frequency,









Here, ~E is the electric field strength and ~B is the magnetic flux density, and A is
a surface bounded by the contour C.
Sonnet Software, a high frequency electromagnetic simulation software,91 is used
for various electromagnetical simulations in this thesis. It uses the Method of Mo-
ments (MoM) and applies it directly to Maxwell’s equations in order to solve planar
3D problems, making it ideal for analyzing layered structures such as CMOS chips
or printed circuit boards. A mesh is laid over the geometrical model and multiple
iterations involving 2D FFT (2D Fast Fourier Transform) are performed for each part
of the mesh until an electromagnetical solution that complies with the boundary con-
ditions of zero voltage across a conductor is found. A detailed explanation regarding
this can be found online92 and in the literature.9394
The other software used for electromagnetical simulations in this thesis is HFSS
(high frequency structural simulator)95 by ANSYS. In contrast to Sonnet it uses an
adaptive mesh, making it more suitable to solve problems with great variation in the
dimensions of geometries within the model, such as coupling between a large primary
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inductor and a small secondary inductor. It allows for the use of the Finite Elements
Method, as well as the Method of Moments or a Hybrid approach.96
7.2.1.2 Radiofrequency Identification (RFID) Tags
Radiofrequency identification (RFID) tags often follow the same powering scheme
as inductively powered neural implants, and thus can be used for human implant de-
vices.97 Passive RFID tags are read with so called readers (i.e. the primary inductor,
or transmitter) that generate a magnetic near field and thereby power the RFID tag to
allow for the sending of data (figure 7.3). The most common RFID frequency ranges
are 125/134 kHz, 13.56 MHz, 860 - 960 MHz, and 2.4 - 2.45 GHz.98 The frequencies
in the upper MHz and lower GHz range require special attention when the frequency
is so high that the corresponding wave length is small enough to be on a similar scale
as the conductor length of the primary inductor. In this case, the primary inductor
loop needs to be segmented into smaller parts that get matched with series capacitors
in order to keep the current in phase along the conductor. This allows for the field,
which is generated by the current flowing around the loop, to reinforce itself.99
7.2.2 Brain Tissue Safety in Electromagnetic Fields
When transmitting power to the implant inductively, biological tissue is exposed
to electromagnetic fields. If the field strength exceeds certain limits, the tissue can be
burnt or stimulated directly by the field (as desired for transcranial magnetic stimu-
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Figure 7.3: RFID scheme:8 The RFID reader sends power (and possibly data) in the
form of radio waves, thereby powering the RFID tag. The RFID tag sends data back
to the reader where it is decoded and sent to a microcontroller for further processing.9
This data can correspond to an ID of the tag, but can also be information that the
tag has recorded using a sensor.
lation). Recommended limits can be found in various guidelines, including ICNIRP
1998.10 Only if the induced fields have effects that go outside the range of endogenous
physical and biological noise in cellular membranes, can damage be expected.10 The
specific absorption rate (SAR) is the power that is absorbed by the human body when
exposed to certain electromagnetic fields, in other words, the rate at which energy is
absorbed. There are recommended local maximal SAR values for brain tissue, as well
as recommended local maximal SAR values for whole body average, and HFSS can
be used to plot SAR in simulated biological tissue. Body simulations of frequency
dependent properties of the tissue100 can determine maximal magnetic field density
values B (e.g. shown in figure 7.4) which lead to SAR values within safe ranges.
Limiting SAR is especially important for electromagnetic fields at frequencies higher
than around 100 kHz as they can lead to significant heating and power absorption.10
It is therefore important to have a power link that is efficient and does not dissipate
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unwanted power into the tissue.
Figure 7.4: Reference levels of RMS magnetic field density B for time varying
magnetic fields, according to ICNIRP 1998.10 General decrease over frequency can




The main design constraints of wireless neural implants, such as the proposed
micro-bead (figure 8.1), are imposed by their small size. This limits the area avail-
able for circuitry and, in the case of inductive coupling, leads to smaller secondary
inductors which can capture less power from a given oscillating magnetic field than
bigger inductors would. Increasing the amplitude of the field would increase the ab-
solute power delivered to the implant, but is limited by the specific absorption rate
(SAR) regulations in order to avoid tissue damage. Reducing the power required
by the circuit is thus a good approach for wireles neural implants. Optimizing the
inductive power link, and especially the secondary inductor design, further ensures




Figure 8.1: The micro-bead.11
8.1 Low-Power Neural Implant Circuit
In order to reduce power consumption and area, a fully analog neural implant
chip was designed by Adam Khalifa.11 It is wirelessly powered through an on-chip
inductor with a matching network in the form of a resonant capacitor, and consists
of a rectifier, charge pump, filter capacitor, voltage reference, regulator and a current
driver. This can be seen in figure 8.2, and the individual blocks are designed to
consume little area and power. The chip consumes about 16 µW and occupies an
area of 220 µm x 180 µm. The blocks are discussed in11 and are thus not further
detailed here. The individual chips are addressed based on their individual resonant
frequency that they are tuned for.
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Figure 8.2: Block diagram of neural implant.11
8.1.1 Control Concept
The designed neural implant does not contain a digital control block since this
would increase area and power consumption. Instead, the implant’s control concept
is that the current driver drives a preset current into the neural tissue whenever
the implant is powered, and does not stimulate when the implant is not inductively
powered. Stimulation frequencies between 4 Hz and 1 kHz require the least injected
current to activate nerves (i.e. neurons).10 They are thus of special interest for this
design since a lower stimulation current for a given load impedance of the tissue dis-
sipates less power in the load. With a frequency of around 900 MHz to power the
implant, i.e. a frequency that is 9 · 105 times higher than 1 kHz, it is very feasible
to switch the implant on and off at these desired stimulation frequencies, of course,
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depending on the start-up time and shut-down time of the implant circuitry. Individ-
ual implants are addressed based on their resonance frequency. They are therefore
designed with different matching capacitors to allow for highest power transmission
at specified frequencies while filtering out other frequencies. In this thesis, an implant
with a resonance frequency at 900 MHz is considered.
8.1.2 Injected Charge
In the present design, the stimulation current amplitude is fixed to avoid the
need for digital processing of amplitude control data. An increase in the total charge
delivered to the neural tissue can be achieved by prolonged stimulation (as long as
the charge balancing is not perfect and the average current is thus greater than zero):
The charge injected over a time interval of ∆t can be calculated from the injected





8.1.3 Input Impedance of Implant Circuit
The power consumption and thus input impedance of most implant circuits is usu-
ally time dependent, thus making the load impedance seen by the matching network
time-dependent.101 Inductive power link optimization, however, depends on the load
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impedance, and thus becomes challenging for a non-constant load impedance. This
challenge can be addressed by using an additional inductor that can transform any
load impedance to the desired optimal load impedance, or by a Q-modulation power
management technique where the duty cycle of a switch is adjusted to allow for au-
tomatic load modulation.102 For this work, unless stated otherwise, a constant load
impedance of 3kΩ is assumed (which is a very rough estimate given it is the average
impedance calculated from Cadence simulations of the neural implant circuit; to be
specific, the input voltage is divided by the input current to the circuit at every time
point). Assuming a constant load impedance is a typical, although often unrealistic,
approach for inductive power link optimization. Other work assumed a fixed load
impedance of 50Ω,10312 500Ω,104 1kΩ105 or 1.5kΩ, 5kΩ and 10kΩ13 for the power link
optimization.
8.2 Inductive Power Link Model
The inductive power link between a transmitter and a receiver can be described by
a two port model that describes the transfer function between primary and secondary
port. The behavior of such a two port model can be characterized using a complex
matrix such as the scattering matrix S (in equation 8.2) or the impedance matrix Z
(in equation 8.3).
At high frequencies, power waves and their reflections, rather than voltage and
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currents, are the measured values of choice. This is due to the fact that open loops
and shorted connections no longer provide zero current or zero voltage conditions,
making analysis harder. The transmission of the incoming power waves a, as well
as the magnitude of the outgoing or reflected wave b, is described by the scattering









Figure 8.3: 2 port model power transmission with power waves.12
The elements S11 and S22 are the reflection coefficients of the individual ports
for a set characteristic impedance (which is usually 50 ohms). This characteristic
impedance is taken as the source impedance and as the load impedance in the S
parameter measurements. High reflection coefficients mean that only a small fraction
of the incoming power enters the two port network. With little power entering the
input port, only little power can be transmitted to the secondary port. The elements
S21 and S12 are the transmission coefficients and correspond to the power transfer




A two port network that is driven by a source with the source impedance ZS and
connected to a load impedance ZL, as well as the power waves a and b corresponding
to each port, can be seen in figure 8.3.
The S parameter matrix can be transformed into a Z matrix using simple equa-
tions. The resulting relationship for the impedance matrix Z describes current and










8.2.1 Estimate of Power Delivered to Load using
Impedance Matrix
An inductive power link can be described using the Z-matrix as shown in the
equivalent circuit diagram in figure 8.4. This subsection is based on an analysis
found in the literature.13
Zin is the input impedance into the 2 port network, seen on the primary side.
Z22 is the impedance of the secondary side. At a defined frequency, this impedance
Z22 can be described by a first order model of a series resistance R22 in series to a
series inductance L2. They are the effective series resistance and the effective series
inductance of the secondary side. ZL is the load impedance of the circuit, and includes
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the matching network for the secondary inductor in the form of a parallel capacitor,
as well as the load resistance RL which is described by the neural implants input
impedance (assumed to be real) and is assumed to be fixed at 3kΩ in this work.
The resonant parallel capacitor is assumed to be lossless and to perfectly cancel the






At the resonant frequency, the parallel connection of the load resistance RL and
matching capacitor C2 can also be described by a load resistance RLS in series to
a capacitance C2S. For the case that RL  ω0L2 (which is usually the case for





The power delivered to the load ZL is given by the product of the squared root mean
square (RMS) current flowing through it, and the resistive component of the load in
which the power is dissipated:
PL = (I2RMS)
2 ·Re{ZL} (8.6)
In this model, the RMS secondary current I2RMS is determined from the secondary
induced voltage V2 and the impedance seen by this voltage, as shown in figure 8.4:
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Figure 8.4: Schematic describing 2 port model for loosely coupled inductive cou-





In turn, the induced secondary RMS voltage V2RMS here is dependent on the
primary current and Z21, which is related to the coupling coefficient between the
coils.
V2RMS = I1RMS · Z21 (8.8)








This input impedance is given by the following equation:




For very low coupling, which is usually the case for small secondary inductor sizes,
this equation simplifies to:






The power delivered to load is described by:
PL =
|I1RMS |2 · |Z21|2
|Z22 + ZL|2
·Re{ZL} (8.13)
Since the imaginary parts of Z22 and ZL cancel for frequency tuning, at resonance
the following equation results (where Re{Z22} = R22 and Re{ZL} = RLS):
PL =
|I1RMS |2 · |Z21|2
|R22 +RLS|2
·RLS (8.14)
Equation 8.14 can be re-written using the complex coupling coefficient (includes
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|I1RMS |2 · κ2 · ω2 · L1 · L2
|R22 +RLS|2
·RLS (8.16)
with RLS from equation 8.5, and with the effective inductances L1 and L2 of the
primary and secondary inductors:
Im{Z11} = ω · L1 (8.17)
and
Im{Z22} = ω · L2 (8.18)





It corresponds to the power delivered to the load, divided by the power that is dissi-
pated in the effective resistance of the primary inductor.
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8.3 Inductive Power Link Optimization
The present work analyzes setups with very small coupling coefficients between the
primary and secondary inductor - they are much lower than 0.1. This loose coupling
allows for a more independent design of primary and secondary inductor, since de-
tuning - the undesired change of resonant frequency, e.g. in the presence of a strongly
coupled secondary inductor, only occurs at coupling coefficients of 0.1 and higher.107
The maximum size of the secondary inductor, as well as the separation distance be-
tween the primary and secondary inductor, are determined by the application, and
they influence all further design choices. The operating or transmission frequency is
another important design choice, and is related to the secondary inductor size.
8.3.1 Transmission Frequency
Many inductively powered neural implants receive power at frequencies below 20
MHz.108109110 Recent studies, however, have shown that increasing frequencies up
to the low GHz range can improve power transfer to mm sized neural implants.111
One special advantage of higher frequency power transmission is the increased voltage
induction in smaller implants for a given magnetic field amplitude, thus allowing for
a smaller implant size. A disadvantage is the increased power loss in tissue, but it
is argued that the advantages overcome this disadvantage. Lower optimal frequency
bounds for transmission through bone and skin were determined to be 700 MHz and
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800 MHz,108 and accordingly a transmission frequency of 800 MHz to 1200 MHz
was chosen as the frequency range of operation. In a first step, a single transmission
frequency from this range was chosen for the further analysis. Accordingly, all further
analysis is performed with regards to a transmission frequency of 900 MHz.
8.3.2 Separation Distance
The separation distance that is required between the primary and secondary in-
ductor depends on the distances given by the application: For a wireless neural im-
plant which is placed within the brain tissue and is powered from outside the scalp,
this distance is determined by the thickness of these layers. The fact that the pri-
mary power loss and related tissue damage can be reduced by placing the primary
inductor a little further away (and not directly adjacent to the biological tissue)13
adds a layer of air to this distance. The layers passed by the wireless power from
primary to secondary side can be seen in figure 7.1 and include: air, scalp (skin),
skull (bone), meninges (including the dura mater) and brain tissue. In later design
stages, the implant coating should also be taken into account. Common approaches
in the literature consider a separation distance of 15 mm13 or 10 mm,104 but smaller
separation distances are also reasonable in smaller animal models (e.g. rats) or when
skull thinning is used. In order to increase chances of successful power transfer while
remaining in this range, a separation distance of 5 mm was chosen for this work.
However, an even smaller separation distance would be reasonable for small or young
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animals. Mouse skull bones are below 730 um thick112 and the thickness added by
the skin and meninges is on a similar range. Skull thinning in mice can even achieve
a skull thickness of 10 or 15 um,113 thus further reducing the required distance.
8.3.3 Primary Inductor Design
Printed circuit board (PCB) primary inductors allow for an accurate fabrication
process and thus simulation, as well as for cm-sized designs. Square, hexagonal and
octagonal primary inductors are the most common shapes encountered in the liter-
ature. As in the case of the secondary inductor where it will be explained in more
detail, for a given outer dimension and shape, the trace width, trace spacing and
number of turns are the parameters to be chosen. The skin effect is to be considered
in the choice of trace width, since the current will flow on an increasingly thinner
surface layer of the traces at higher frequencies, and thus resistance improvement will
be slowed down for increasingly wider traces.
The skin depth can be calculated as follows:
δ(f) =
1√
π · f · µ0 · µr · σ
(8.20)
Where f is the frequency, µ0 is the permeability in vacuum, µr is the relative perme-
ability, and σ is the conductivity.
A single turn or loop antenna will lead to low parasitic parallel capacitance and
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thus reduces leakage compared to primary coils with multiple turns. It further leads
to a trace length which is electrically small compared to the wavelength, an important
feature at high frequencies.





Here, c is the speed of light, λ is the wavelength, and f is the frequency. The speed




ε0 · εr · µ0 · µr
(8.22)
At high frequencies such as the 900 MHz used in this work, the wavelength of
the electromagnetic field is often no longer multiple magnitudes bigger than the trace
length, depending on the trace length. (Specifically, at 900 MHz this wavelength is
333 mm in air, thus for εr = 1 and µr = 1.) This means that the current can then no
longer be said to be in the same phase along the trace length. One can assume that





At 900 MHz in air, this leads to a length of l < 53 mm. If the current is in the
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same phase all along the trace (and this phase is not a spatial zero crossing of the
current wave), then the local current will reach its maximum at all locations in the
trace at the same time, allowing for a strong build-up of magnetic field through
reinforcement from all trace parts at the same time. This leads to a more uniform
field and increases the field strength generated by a defined current. Further, this
leads to the reduction of local field peaks which is useful when trying to adhere to
local SAR limits,14 thus increasing the transmitted power to a secondary inductor
for a given input power. Since wavelength is frequency dependent, higher frequencies
lead to smaller wavelengths. This means that the phase of the current along a given
trace will change more than at a lower frequency.
8.3.3.1 Optimal Diameter for given Separation Distance
For a given separation distance ∆z between a primary and secondary inductor,
with a secondary inductor diameter of d2 where d2 << ∆z, a good choice for the
primary inductor diameter can be calculated as follows:114
d1,opt = 2 ·
√
2 ·∆z (8.24)
This equation is based on the fact that a circular wire loop of that diameter will
generate a maximal magnetic field strength ~H at the given separation distance ∆z
for a defined current. It is thus a good approximation for a printed single loop square




8.3.3.2 Segmented Loop Antenna
Segmented loop antennas allow for this ideal size of the primary inductor in the
case of otherwise electrically large inductor sizes that are comparable to the wave-
length, by keeping the current along the loop in phase115116117118 . After the maximal
length for in-phase current of a trace is reached, a capacitor that is matched to this
segment is connected in series to it and thereby brings the current back to zero phase
shift. The other side of this capacitor is connected to the next trace segment etc. It
is to be noted that a segmented loop antenna is not required for a 5 mm separation
distance or less here, due to an electrically small primary inductor size at 900MHz.
Figure 8.5: Segmented loop antenna with capacitors that match individual segments
keep current in phase along trace.14
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8.3.4 Secondary Inductor Design
The long-term goal of this project is to achieve a wirelessly powered neural implant
with a dimension of 100µm in each direction. Thus, the desired maximal outer
dimension of the implanted secondary inductor is 100µm. In this work, in order to
investigate the design space, secondary inductors with outer dimensions of 200 um,
100 um or 50 um are analyzed with regards to their ability of maximizing power
transfer to the load.
On-chip spiral inductors offer the advantage of small feature sizes, as well as
convenient design, and structures that can be well simulated.
8.3.4.1 CMOS Technology Layers
Most CMOS (complementary metal-oxide semiconductor) processes have multiple
metal layers and thick top metal layers. These thicker metal layers are ideal for the
placement of secondary inductors: The thick metal allows for a lower series resistance
and thus higher quality factor. In addition, these layers are very distant from the
lossy doped silicon substrate of the chip which lies below the bottom layer. Despite
the advantages of the top metal layer, all metal layers of the CMOS process can be
used to design an optimal secondary inductor for the implant.
Including lower metal layers in addition to the thicker top metal layer can increase
inductance through a higher number of turns. It can also increase the parasitic
capacitance of the inductor as part of secondary parallel matching network (although
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this is considered as lossy and should be avoided).
Various multi-layer inductor designs add to the number of typical design ap-
proaches, however, usually at the cost of increased series resistance from the lower
metal layers and increased parallel parasitic capacitance and resistance. The so-called
miniature 3D-inductors15 are spiral inductors which form a spiral on one layer and
connect the center point to another layer’s spiral’s center point by a via, as can be
see in figure 8.6. They are used as the muli-layer inductors in this thesis, and have
an increased self-resonant frequency due to reduced parasitic capacitance compared
to inductors that spiral down on all layers before spiraling inwards by one turn etc.
Figure 8.6: Miniature 3-D Inductor15
Typical inductor designs involve traces that enclose areas which are parallel to the
chip surface. There are, however, so called interconnect technology inductors that use
vias as traces and enclose areas perpendicular to the chip surface. This interconnect
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Figure 8.7: Conventional single layer spiral inductor with connection back out on
lower metal layer.
technology can reduce substrate losses and chip area.119 They are, however, not
studied in this work since the distance between the top and bottom metal layer is not
big enough to form an outer inductor dimension of 50 um or more.
8.3.4.2 Inductor Shape
Spiral inductors can be of different shapes, such as squares, rectangles, hexagons
or octagons. For a defined outer dimension, square inductors enclose a larger area
with their traces, thus - following Faraday’s law (equation 7.3) - leading to a higher
induced voltage on the secondary side. Hexagonal and octagonal inductors have the
advantage of a more uniform field generated from current flowing through them, and
a more uniform current distribution within their traces, but are not studied for the
secondary inductor design here.
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8.3.4.3 Geometrical Inductor Parameters
Besides the outer dimension, design parameters of a top metal layer spiral inductor
are the trace width, trace spacing, and the number of turns. The shape and location
of the feedlines is another design parameter, but here an effort is made to keep them
consistent between designs to allow for a comparison of the remaining parameters.
Increasing the trace width will reduce the series resistance of an inductor, however,
takes up more space and thus reduces the area enclosed by the inner turns. Increasing
the spacing between traces will lead to a decreased inter-trace capacitance, thereby
reducing losses, however, also decreases the area enclosed by inner turns. Increasing
the number of turns will increase the inductance of the inductor, but also increases
its resistance and is limited by the other parameters. This thus reduces the qualitiy
factor, which is the ratio of imaginary impedance to real impedance of the inductor.
Since the outer dimension of the square spiral inductor is fixed here, a trade-off be-
tween the geometrical parameters has to be made, according to the following equation
for a single layer spiral inductor:
d2 ≥ 2 · (w2 + s2) · n2 (8.25)
Here, d2 is the secondary side outer dimension, w2 is the secondary trace width, s2 is
the secondary trace spacing and n2 is the secondary number of turns.
Increasing the number of layers allows for increased numbers of turns, but it is to
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be considered, that placing vias required to connect between layers takes away from
the trace length on each layer.
8.3.4.4 Further Inductor Enhancement
A vast variety of methods for further enhancing the secondary inductor design
exist. This includes patterned ground shield,120 etching part of the material and
substrate around the inductor away121 to reduce substrate losses, or creating an area
with no doping below the inductor (’bipolar block’).
8.3.5 Coupling Coefficient
The coupling coefficient indicates how much of the field generated by the primary
inductor passes through the secondary inductor, and thus greatly influences the power
transfer.
Optimization of power links is dependent on the medium - more than a 9% im-
provement in power transfer efficiency can be achieved when directly optimizing an
inductive power link for a specific biological medium.104 The main differences in-
troduced by biological tissue compared to air as the transmission medium are the
losses seen on the primary side due to coupling into the tissue. The primary side’s
coupling to the secondary inductor, however, is not much affected by this, since tis-
sue conductivity is much lower than that of metal. The coupling coefficient between
two inductors in biological tissue is thus very similar to their coupling coefficient in
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air.13 The coupling coefficient for two parallel conductor loops that are centered on
the same z-axis can be estimated for a primary loop with radius r1 and a smaller









This coupling coefficient estimation is a good first order approximation. The first
order approximation of the coupling coefficient between two inductors is not affected
by the number of turns of the inductors.13
8.3.6 Frequency Tuning
Frequency tuning allows for a circuit to resonate at a desired frequency, leading to
a high voltage or high current at that frequency and filtering at other frequencies. It is
often referred to as frequency matching. Series matching of the imaginary impedance
on the primary side can be achieved by placing a resonant capacitor in series to the
primary inductance. It leads to zero imaginary impedance and thus maximal current
amplitudes. High current amplitudes on the primary side allow for increased magnetic
fields, and thus increased power transfer. Series matching is therefore the matching
of choice on the primary side. At resonance, the following equation holds for series
matching:






Parallel matching of the imaginary admittance on the secondary side can be
achieved by placing a resonant capacitor in parallel to the secondary inductor. It
leads to zero imaginary admittance and thus maximal voltage amplitudes. High volt-
age amplitudes on the secondary side increase the chance of supplying enough voltage
for the circuit on the secondary side to turn on, thus allowing proper functioning of
the implant. Parallel matching is therefore the matching of choice on the secondary
side. At resonance, the following equation holds for parallel matching









This equation can be rearranged to determine the resonant capacitance required to





The optimal diameter of the primary inductor is estimated according to equation
8.24 for separation distances of 1 mm, 2 mm, 3 mm, 5 mm and 10 mm between the
primary and secondary inductor. Further, the coupling coefficient between a round
loop primary inductor of this respective optimal diameter and a round loop secondary
inductor of 50 µm, 100 µm, 200 µm or 300 µm diameter is estimated for these
separation distances using equation 8.26, thus assuming perfect center allignment.
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9.2 Simulation
9.2.1 Primary Inductor
Primary inductors of the estimated optimal diameter are designed in Sonnet Soft-
ware. Each of these primary inductors is octagonal and has a trace width of 200 µm
made of 1oz thick copper on a 1.5 mm FR4 PCB substrate. An autogrounded port
is placed between the two inductor ends, and the setup simulated at 900 MHz. The
current distribution is plotted on the inductor designed for 1 mm separation distance.
The parameters for this are a stimulus amplitude of 1 V and a frequency of 900 MHz
or 15 GHz, to compare the phase distribution of the current along the trace for both
frequencies. A primary inductor with a wider trace of 3 mm width is used in the
estimation of the coupling coefficient to a small secondary inductor, as is described
further below.
9.2.2 Secondary Inductor
37 on-chip spiral inductors with outer dimensions of 50 µm, 100 µm or 200 µm
and a wide variety of trace widths w, trace spacings s and number of turns n are
investigated. Further, one 300 um diameter secondary inductor is investigated. The
geometrical specifications of the secondary inductors are given in figure 10.6). The
layout of each inductor is drawn in Cadence (Virtuoso Analog Design Environment,
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Cadence) and the respective GDSII files are imported individually to Sonnet Soft-
ware. The metal and dielectric layer thicknesses and properties uesd in the simulation
(shown in figure 9.1) correspond to those of the 0.18 um CMOS process that is used
for chip fabrication. (However, with the following deviations: intrinsic silicon (con-
ductivity of 4e-4 S/m) is used as the bulk material in the simulation, instead of
p-doped silicon (conductivity of 7.4 S/m); the silicon oxide layer below the bottom
metal layer is 0.31 um in the simulation, instead of 0.51 um). An autogrounded port
is placed between the two inductor ends (port labels ’1’ and ’-1’), and the setup of
each inductor is simulated at 900 MHz. Such a setup can be seen in figure 9.2.
Figure 9.1: Layer details for simulation in Sonnet.
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Figure 9.2: Simulation setup in Sonnet for a secondary inductor.
9.2.3 Coupling Coefficient
The two port model of an octagonal primary inductor loop and a square secondary
inductor loop is simulated for a separation distance of 5 mm in air at 900 MHz, using
HFSS (high frequency structural simulator, ANSYS). The two port model is then
used to determine the coupling coefficient as shown in equation 8.15. The primary
inductor has an average diameter (average of inner and outer diameter) based on the
optimal diameter calculated for 5 mm separation distance, and a trace width of 3
mm. The secondary inductor has an outer diameter of 300 um and a trace width of
25 um. Both are one loop only. HFSS is used instead of Sonnet due to the great
differences in size between primary and secondary inductor. HFSS has an adaptive
102
CHAPTER 9. EXPERIMENTAL SETUP
mesh that is suitable for simulating such geometry, while Sonnet uses the same mesh
size across the entire setup and is thus less suitable.
Figure 9.3: Simulation setup in HFSS to determine coupling coefficient for 5 mm
separation distance and 300 um secondary inductor square loop. A: Side view, full
setup. B: Top view, large primary inductor and small square secondary inductor loop
in center.
9.3 Bench Top Experimentation
No measurement for the primary inductor or for the two port setup (primary and
secondary inductor together; which would allow for the experimental determination
of the coupling coefficient) is presented here.
9.3.1 Secondary Inductor
The secondary inductors are designed in Cadence (Virtuoso Analog Design Envi-
ronment, Cadence) and sent out for fabrication on multiple 1.5 mm x 1.5 mm chips
of a 0.18 um CMOS process (see figure 9.4). Since these chips require a metal fill that
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can distort the inductor characteristics, a ’fill stop’ is placed around the inductors,
as can be seen in figure 9.6. Feedlines, which are considered part of the inductor in
this thesis, connect both ends of the actual spiral inductor trace to two bond pads.
A metal guard ring surrounds each chip, providing mechanical stability for it. This
is mentioned, since it can have an effect on the coupling to a primary inductor in the
presence of a magnetic field. In this case a current is induced in the large metal loop
that is formed by the guard ring, which leads to an opposing field that reduces the
magnetic field reaching the small secondary inductor.
For measurement, the chips with the secondary inductors are placed on a metal
cylinder which is made for this purpose and forms part of a Micromanipulator probe
station. Double sided tape is used to hold the chips in place, and a tweezer is used
to gently press down on the chip for improved stability of contact. An RF probe
with ground signal (GS) pads (Z10-GS-150; |Z|-Probe Classic, Nickel Tip, Std Body,
10GHz, GS, SG; Cascade Microtech) which is suitable for probing Aluminum pads
is connected to a vector network analyzer ’VNA’ (ZVL, 9 kHz - 3 GHz; Rohde &
Schwarz) with a coaxial cable, via an N-to-SMA connector. This setup is calibrated
(using the calibration procedure of the VNA) at the probe tips, by using the ’open’,
’short’ and ’match’ conditions of a commercial calibration substrate (CSR-6 50-250
GS/SG; Cascade Microtech) for the RF probes used. The probe tips are carefully
touched down on the bond pads of the chip, using micromanipulators to precisely
direct the movement of the RF probe tips, as well as visual feedback through the
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microscope. The probe tips will move horizontally (’forward’) when the probe is
lowered after a first contact to the bond pad has been made - this is known as
overtravel. It is possible that some aluminum oxide layer is left as an isolator between
the probe and the aluminum of the bond pad when first touching down. (Aluminum
pads are covered with a thin aluminum oxide layer when exposed to air.) Moving the
probe up and down results in a probe tip movement forth and back, and can improve
the electrical contact to the bond pad. When touching down the probe, it is important
that both probe tips (G and S) are at the same height compared to the chip surface.
Only then can they both touch down at the same time instead of one getting bent
while the other one is still in the air, which could lead to breaking the probe. Once
connected to the pads, S-parameter or Z-parameter measurements are taken with the
VNA. (This is done for frequencies from 100 kHz to 3 GHz, in steps of 100 kHz up to
12.5 MHz, and in steps of 12.5 MHz for the higher frequencies.) The measurements
for each frequency are averaged over time in real-time using the average setting with
an average factor of 100 on the VNA in order to reduce fluctuations over time. A
picture of the touched down probe tips can be seen in figure 9.8.
9.4 Analysis
The calculated coupling coefficient derived from the HFSS simulation is compared
to the estimation based on the diameter.
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Figure 9.4: Microscope picture of all four fabricated inductor design chips. The
dark shapes in the middle of each chip are metal fill required for the fabrication of
the chips. The inductors are placed along the border of the chip to reduce the length
of the required feedlines to connect to the pads.
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Figure 9.5: Closer view of part of one of the chips. Double sided tape is used to
secure chip in place. Tweezer is used to press down on chip to help secure contact to
tape.
Figure 9.6: Microscope picture of fabricated inductor design. Fill-stop can be seen
as light blue.
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Figure 9.7: Measurement setup including VNA, coaxial cable, micromanipulator,
and RF probe touched down using visual control through the microscope.
Figure 9.8: RF probe tips (GS) touching down on aluminum bond pads of chip with
various secondary inductors.
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The simulated one-port models of the primary and secondary inductors, as well
as the measured one-port models of the secondary inductors, are each converted into
an effective series resistance and series inductance at the frequency of interest.
An estimation of power delivery to a secondary load of 3 kΩ is made for a RMS
primary current of 0.316 A according to equation 8.16. (This secondary load is the
average of the simulated impedance (=voltage/current) of the neural implant circuit
over time. This primary current is the expected maximal current for a 5 W power





The optimal primary inductor diameters resulting from calculations based on
equation 8.24 are shown for different separation distances in figure 10.2. Correspond-
ing coupling coefficient estimations based on equation 8.26 for a setup with a center
aligned 200 um secondary inductor are shown for different separation distances in
figure 10.3. Figure 10.1 shows coupling coefficients for the separation distances and
secondary inductor diameters investigated.
Figure 10.1: Coupling coefficients for different separation distances dz and sec-
ondary diameters d2.
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Figure 10.2: The estimated optimal diameter of a primary inductor for different
separation distances between primary and secondary inductors is shown in black. The
simulated effective inductance for a single turn octagon inductor with that optimal
diameter (and a 200 um trace width) is shown in blue.
Figure 10.3: The estimated coupling coefficient k between a primary inductor of the
optimal diameter for different separation distances, and a 200 um diameter secondary
inductor is shown in black. The simulated effective inductance for a single turn
octagon primary inductor with that optimal diameter (and a 200 um trace width) is
shown in blue.
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10.2 Simulation
10.2.1 Primary Inductor
The effective inductance (at 900 MHz) of the simulated primary inductors with the
calculated optimal diameters for the given separation distances, is plotted for different
separation distances between primary and secondary inductor in figures 10.2 and 10.3,
along with this diameter and the estimated coupling coefficient for inductive coupling
to a 200 um diameter secondary inductor. The effect of the primary inductor in the
power estimation formula (equation 8.16) is limited to the product of the square of
the coupling coefficient and the effective primary inductance. This product is plotted
in figure 10.4 for different separation distances. The squared influence of the coupling
coefficient leads to a rapid decrease of this product for an increase in separation
distance. Accordingly, the shape is very similar to that of the coupling coefficient
seen in figure 10.3.
Looking at the current density distribution shown in figure 10.5 for a primary
inductor of an optimal diameter for 1 mm separation distance, it can be seen that
the phase of the current is constant along the trace for a frequency of 900 MHz.
However, this is no longer the case for a frequency of 15 GHz and current crowding
with a non-homogenous current density distribution along the trace occurs. The
same effect will occur at 900 MHz for primary inductors with trace lengths that are
no longer electrically small at this frequency, e.g. for trace lengths that are 15 times
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longer than the one plotted here. This effect becomes important at larger separation
distances where larger inductors are required, or for multiple-turn inductors, and can
be addressed by using segmented loops as described in section 8.3.3.2.
Figure 10.4: Product of the square of estimated coupling coefficient and the sim-
ulated inductance of the optimally sized primary inductor, for different separation
distances between this primary inductor and a 200 um inductor at perfect parallel
and centered alignment of inductors. This factor scales the power delivered to the
load, and is the only part dependent on the primary inductor in the model used.
10.2.2 Secondary Inductor
The simulated effective series resistance and effective series inductance of the
investigated inductor designs is shown for a frequency of 900 MHz in figure 10.6.
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Figure 10.5: Current distribution on the primary inductor for 1 mm separation
distance at different frequencies for a 1 V stimulation at the port at 900 MHz and
15 GHz. The phase that yielded the highest A/m values is shown here, but similar
patterns could be seen at the other phases for the respective inductors. The current
amplitude is constant along the entire spiral inductor for lower frequencies, allowing
for the generation of a high magnetic field when the current is maximal all along the
trace. On the other hand, the phase and thus amplitude of the current changes along
the trace length at a higher frequency of 15 GHz. In this case, the magnetic field only
gets generated by high current flow on some parts of the traces at once, which leads
to a lower magnetic field than could otherwise be achieved.
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Figure 10.6: Simulated and measured effective series resistance and inductance of
studied secondary inductors at 900 MHz, as well as estimated power delivered to a
3kΩ load at 5 mm distance for IRMS = 0.316A. Sorted by power estimate based
on simulation. This table has commas to separate between integers and decimals.
d=diameter, w=trace width, s=trace spacing, n=number of turns, R=effective series
resistance, L=effective series inductance, P=estimated power delivered to load us-
ing equation 8.16, sim=based on simulation of secondary inductor, meas= based on
measurement of secondary inductor.
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Figure 10.7: Estimated or expected inductive power delivery to a 3 kΩ load for
50 um diameter secondary inductors at 5 mm separation distance from a primary
inductor with IRMS = 0.316A at 900 MHz transmission frequency, using equation
8.16. This estimation is based on simulation and measurement data of the secondary
inductors. Sorted by power estimate based on simulation. Refer to figure 10.6 for
details.
Figure 10.8: Estimated or expected inductive power delivery to a 3 kΩ load for
100 um diameter secondary inductors at 5 mm separation distance from a primary
inductor with IRMS = 0.316A at 900 MHz transmission frequency, using equation
8.16. This estimation is based on simulation and measurement data of the secondary
inductors. Sorted by power estimate based on simulation. Refer to figure 10.6 for
details.
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Figure 10.9: Estimated or expected inductive power delivery to a 3 kΩ load for
200 um diameter secondary inductors at 5 mm separation distance from a primary
inductor with IRMS = 0.316A at 900 MHz transmission frequency, using equation
8.16. This estimation is based on simulation and measurement data of the secondary
inductors. Sorted by power estimate based on simulation. Refer to figure 10.6 for
details.
10.2.3 Coupling Coefficient
The HFSS simulation yielded Im{Z11} = 119.925578 , Im{Z22} = 3.629318 and
|Z21| = 0.025760. According to equation 8.15 this corresponds to a coupling coefficient
of 0.0012347 between the primary and secondary inductor. The separation distance
between primary and secondary inductor here is 5 mm, and the secondary square
inductor with a single loop has a diameter of 300 um.
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10.3 Bench Top Experimentation
10.3.1 Secondary Inductor
The effective series resistance and effective series inductance of the investigated
inductor designs is shown for a frequency of 900 MHz in figure 10.6. The inductance
values resulting from Sonnet software simulation are very similar to the measured
values. This is very useful, since it means that a high trust can be put into the
simulations for future designs. It can, however, be seen that the measured resistance
is typically higher than the simulated ones. This could be due to poor probing with
a high contact resistance between RF probe and inductor pads, which is usually due
to a thin layer of Aluminum Oxide forming on the Aluminum surface. Other reasons
for this added resistance in the measurements could be a high loss in the substrate
on chip (especially, since intrinsic silicon was used in the simulations), or fabrication
tolerances. These reasons seem to explain the increase in resistance better, since the
increase in resistance is dependent on the simulated restistance. For most inductors,
the measured resistance is around 0.4 times higher than the simulated one, showing
the resistance dependence of this increase.
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10.4 Analysis
The estimated power delivery to a 3 kΩ load can be seen for different secondary
inductor sizes and designs in figures 10.7, 10.8 and 10.8. The separation distance
between primary and secondary inductors was set to 5mm, and an ideal primary
inductor diameter of 14.14 mm was determined for this. A simulated octagonal in-
ductor with 3 mm trace width of this dimension had a primary inductance of L=9.6
nH. The primary current is another very crucial parameter in determining the de-
livered power. Here, an estimate of the RMS current that delivers 5W to a 50 Ω
resistance was chosen as this current. This was based on the 5 W power amplifier
that is available, thus curresponding to a current of I1RMS = 0.316A.
When comparing the power delivered to different inductor sizes, it can be seen
that about two orders of magnitude are added to the estimated power for doubling
the outer dimension of the secondary inductor. This stresses the challenge imposed
by the desired small inductor size in this project. The estimated power delivered
to 50 µm inductors and 100 µm inductors are on the scale of one tenth of a nano
Watt, and tens of nano Watts, respectively. The estimated power delivered to 200 µm
inductors is on the scale of single digit µW , which is still much lower than required.
Figure 10.6 shows that the estimated power to a 300 um inductor of the specified
parameters is around 50 uW. When the primary current is increased to I1RMS = 1A,
this is increased to 0.5 mW which is sufficient to power the implant, even in the face of
additional unexpected losses. When increasing the current to this amplitude, however,
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estimating SAR values becomes of special importance to avoid tissue damage. Such
an increase in current scales the delivered power with the square of the current, but
does not influence the relative distribution seen in the figures 10.7, 10.8 and 10.8.
Comparing multilayer to single layer designs, it can be seen that the 5 layer induc-
tor designs achieve the highest power delivered to load for a given inductor size (no
5 layer inductors of 200 um diameter were studied here), while the 3 layer inductor
designs only perform relatively good for the simulations of the 50 um inductors. How-
ever, they perform poorly when their measured data is used in the power estimation,
and in all cases studied with larger diameters.
The following can be concluded from the 200 um inductors. It can be seen, that the
three inductor designs achieving highest power delivery according to the simulations,
also achieve the highest power delivery according to the measured values. Minimal
spacing of 2.8 um seems to be of advantage, while increasing the trace width from a
minimum of 2 um to 4um (around 2 times the skin depth in aluminum at 900 MHz)
increases the delivered power. Further increasing the trace width to 5.2 um is not of
advantage, even when the same number of turns is kept (n=12), due to the cost of
less area enclosed by the individual turns, but this depends on the load resistance (a
low series resistance of the secondary inductor becomes more important at a small
load resistance).
Although a high number of turns is of advantage, it is not always of advantage to
maximize this number (e.g. 12 and 13 turns are better off for the w=4um, s=2.8 um
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designs, compared to n=14 turns).
It is to be noted, that the the present analysis is greatly dependent on the load
impedance. This is shown in figure 10.10. There is thus an optimum load for each
inductor. Future efforts should include to keep the load seen by the inductor fixed
and to then optimize the inductor design according to that fixed load.
Figure 10.10: Estimated power delivery for best simulated 200 um inductor (w=4
um, s=2.8 um, n=13) over load resistance.
10.5 Conclusion
A first step towards powering the wireless neural implant by the name of micro-
bead was performed. Multiple inductor designs were analyzed with respect to their
ability to power the circuit.
The coupling coefficient between primary inductor and secondary inductor greatly
influences the power delivered to the load, and rapidly decreases with increased sepa-
ration distance. It is therefore suggested to focus on a separation distance of around
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1 mm or 2 mm in the future, to improve implant powering. While estimates of the
coupling coefficient seem to be close to their simulated values, use of HFSS simula-
tions should be made to numerically optimize designs, also regarding the coupling
coefficient.
The same applies to the design of the primary inductor, which was not yet op-
timized numerically or by iterative optimization. Segmented loop antennas are a
promising solution to make electrically large primary inductors suitable for inductive
power delivery at high frequencies.
Various secondary inductors were simulated and measured at 900 MHz and their
effective series resistance and series inductance are shown and used for an estimate
of expected power delivery to a fixed load. When comparing the power delivered to
different inductor sizes, it can be seen that about two orders of magnitude are added
to the estimated power for doubling the outer dimension of the secondary inductor,
which is due to the coupling coefficient and the secondary inductance. This stresses
the challenge imposed by the desired small inductor size in this project.
Based on the used model, as well as the simulated and measured data of the
secondary inductor designs, inductors that are expected to best deliver power to a load
impedance of 3 kΩ at 900 MHz are determined. The best inductor based on simulated
data has w=4 um, s=2.8 um and n=13. The best inductor based on measured data
has w=4 um, s=2.8 um and n=12. The difference between these inductors is one
turn, all other parameters are equal. However, this result greatly depends on the
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load impedance, and other inductors might be more suitable for power delivery to
other load impedances.
The required resonant capacitors to form the matching circuit are assumed to be
ideal here, but their parasitics are of similar importance as those of the inductors and
greatly influence the choice of an optimal design.
This work is thus to be seen as a first step in approaching the goal of powering
the micro-bead, however, not as the final picture.
The model used to estimate the power design here might require revisiting with
regards to limitations indicated in123 and pointed out in.108
Future steps should include numerical optimization of the two-port power link
while adhering to SAR limits, and a combined optimization of the power link and
neural implant circuit to account for the load that the secondary inductor sees at
the interface to the circuit. Further, experimental two-port characterizations of the
inductive power link should be performed.
Coupling is greatly dependent on the parallel alignment, as well as on the axial
dislocation of the implant with respect to the primary inductor, which is expected
to be non-optimal in vivo. The use of multiple primary inductors such as envisioned
in13 is a good approach to address this.
CMOS chips come with various disadvantages regarding power delivery to on-chip
inductors, including a metal guard ring, lossy substrate, and metal fill requirements.
Chip thinning124 would not only be required to reduce the typically 250 um thick
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substrate to a thickness of 100 um, but could also reduce losses. Etching the metal
of the inductor out of the silicon is another approach in this respect.
Topics for a later design stage that need to be taken into account regarding the
microbead include migration, i.e. far movement of the implant once it is implanted,
and biocompatibility, since the body might otherwise form encapsulation around the
implant, which works as electrical insulation and would thus inhibit the correct func-





The design of instrumentation for the control of biological function requires the
integration of approaches from multiple fields of science and engineering. This makes
it especially challenging and requires multiple iterations of design. First steps in
providing instrumentation for two applications regarding the control of cell function
of non-excitable and excitable cells are presented in this thesis. Each application
comes with its specific requirements for the stimulation instrumentation.
Firstly, a functioning current stimulator circuit was designed, and employed in vivo
to study the electrical enhancement of plasmid gene therapy through iontophoresis.
Various stimulation waveforms were applied through different electrode setups, and
their effect on the transgene expression of two different luciferase encoding plasmids
was studied. Iontophoresis improved cutaneous transgene expression for one plasmid
studied (NTC 8385-Luc), while it seemed to worsen transgene expression for the other
plasmid. Specifically, the most successful transfection was achieved by a 2 mA DC
current and by an AC square wave current with 4 mA average current at a duty cycle
of 75% and a frequency of 5 kHz. However, more animals are required to verify these
results. Further steps in the circuit design involve battery powering for increased
safety and portability, as well as miniaturization.
Secondly, a first step towards the inductive powering of a wireless neural stimula-
tion implant by the name of the micro-bead was performed. Power link optimization
greatly depends on the load impedance seen on the secondary side of the inductor,
which was assumed to be constant here for simplification. Although inductor designs
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that are expected to be optimal for power delivery to a load of 3kΩ are determined
here, other inductors might perform better for power delivery to other loads. Fu-
ture steps should include an optimization of the implant circuit in conjunction with
the power link to address this. Small separation distances between primary and sec-
ondary inductor, and thus small animal models with thin layers above the brain, are
suggested to increase power delivery to the implant through the tissue. Simulations
in HFSS (ANSYS) of the coupled inductors in tissue should be a significant part of
the further design, since numerical optimization methods can determine a best cou-
pling setup, and tissue safety can be verified by plotting SAR values in the simulated
tissue. Two port measurements with a VNA are suggested for an experimental char-
acterization of the power link to verify simulations.
Various lessons have been learned while conducting the research presented here.
This includes the following:
Simulation tools such as Comsol, Sonnet, HFSS or Cadence are very useful in
the design of instrumentation for electrical stimulation of biological tissue. High fre-
quency design is greatly reliant on these powerful and often expensive simulation
tools. Further, specialized high-frequency equipment is required for testing instru-
mentation at high frequencies, and every connecting wire or metal in the vicinity can
have a significant influence that needs to be taken into account.
The effect of the tissue-circuit interface is very important and requires special
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attention. Non-reversible reactions can occur and lead to cell death or great load
impedance changes which in turn can influence the functioning of the circuit. While
current in metal is in the form of electrons, it is in the form of various ions in biological
tissue, and these ions can have electrochemical effects that need to be considered.
While electrical stimulation of non-excitable cells can be successful in the control
of biological function, it is probable that excitable cells which are placed close to
or within this non-excitable tissue, are excited by the stimulation. This can result
in muscle contraction or sensation of pain etc. Therefore, stimulation frequencies
which don’t cause unwanted excitation at the respective stimulation levels have to be
chosen.
In vivo experimentation requires a strict protocol to allow for a comparison of
parameters in the endless parameter space of biology. The fact that each animal is
different from another, requires the use of multiple animals per parameter setup, to
allow for statistically significant results. Studies on single animals, as in this thesis,
can merely be seen as a preliminary result to direct future investigations and they
require validation in larger sample sizes, i.e. in more animals.
In conclusion, it can be said that a small contribution to the vast pool of in-
strumentation for the control of biological function through electrical stimulation has
been made. Opportunities of two specific approaches are investigated and remaining
challenges are pointed out with a suggestion of how to address them in the future.
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