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Abstract
Constraint-based control approaches offer a flexible way to specify robotic
manipulation tasks and execute them on robots with many degrees of free-
dom. However, the specification of task constraints and their associated prior-
ities usually requires a human-expert and often leads to tailor-made solutions
for specific situations. This paper presents our recent efforts to automatically
derive task constraints for a constraint-based robot controller from data and
adapt them with respect to previously unseen situations (contexts). We use
a programming-by-demonstration approach to generate training data in mul-
tiple variations (context changes) of a given task. From this data we learn a
probabilistic model that maps context variables to task constraints and their re-
spective soft task priorities. We evaluate our approach with 3 different dual-arm
manipulation tasks on an industrial robot and show that it performs better in
terms of reproduction accuracy than constraint-based controllers with manually
specified constraints.
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1. INTRODUCTION
Many robotic manipulation tasks like bi-manual handling of an object, pol-
ishing a table or opening a door can be described as a combination of simpler
tasks. For example, the problem of polishing a table can be decomposed into
”maintain surface contact” and ”follow trajectory”. Apart from that robotic
manipulation tasks are usually subject to constraints, which may be related to
the environment (e.g., properties of the contacted surface), to restrictions of the
given task (e.g., a container with liquid that must not be tilted) or physical
limitations of the robot (e.g., joint limits).
Constraint-based control, also referred to as task-oriented or Whole-Body
Control, offers a flexible way to deal with such (constrained) multi-task prob-
lems. It formulates simultaneously running tasks as constraints to an instanta-
neous optimization problem, where the computed optimum represents the robot
joint command that best accomplishes all the tasks. This way, multiple robot
tasks can be integrated, complex control problems can be composed from sim-
pler (sub-)tasks and the degrees of freedom (dof) of the entire robot body can be
exploited. Within the last years a large number of frameworks have been pro-
posed that allow multi-task control on velocity [1], acceleration [2] or torque [3]
level. Most of these frameworks use of some kind of prioritization strategy in
order to facilitate the parallel execution of possibly conflicting tasks. Depend-
ing on the type of prioritization, the selected task priorities are referred to as
either strict [4] or soft [5], while some frameworks also allow a mixture of both
types [6].
Even though constraint-based control is a proven tool to specify complex
control problems, it requires a human expert to model the overall problem in
terms of task constraints and associated priorities. This process is mostly per-
formed manually, which is time-consuming, error-prone and leads to solutions,
which are often tailored to a specific situation. If the specification of the given
task or the environment changes, these handcrafted solutions will likely fail.
In order to overcome these issues we develop an approach to (a) automati-
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cally derive task constraints for robotics manipulation and their associated soft
priorities from data and (b) generalize about task variations and adapt to previ-
ously unseen situations. The data is obtained by the means of a programming-
by-demonstration approach and the tasks are varied in between the demonstra-
tions.
Throughout this paper, we refer to these task variations as context changes.
Generally spoken, context in robotics can be defined as ”a configuration of
features which are (...) useful to influence the decision process of a robotic sys-
tem” [7]. Approaches that are able to automatically adapt the robot controls
with respect to such changes are referred to as context-adaptive. As an adapta-
tion model, a Dirichlet Process Gaussian Mixture Model (DP-GMM [8]) is used,
which models the joint distribution of context variables and task constraints.
Using this probabilistic model, we use Gaussian Mixture Regression (GMR) [9]
for reproduction of the task constraints and their associated priorities.
Compared to previous approaches with similar scope, we focus on
• Simultaneous learning of task constraints and soft task priorities from user
demonstrations. Most existing approaches attempt to learn either one or
the other.
• Severe context changes of the demonstrated task that induce multiple
modes in the data. The context changes are mostly described by the
means of categorical variables. Most existing approaches use continuous
context representations that are subject to minor adaptations, like varying
start- or end positions.
This paper is organized as follows: Section 2 presents a summary of the
related work on automatic derivation and generalization of constraints in task-
oriented control frameworks. Section 3 gives a quick overview on the constraint-
based control framework. In Section 4 we illustrate our methods on learning
adaptive task constraints from demonstration. In Section 5 we show experimen-
tal results and discuss possible extensions and future works in Section 6.
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Throughout the document we use the notations and symbols shown in Ta-
ble 1. Vectors are represented by lowercase bold characters, matrices by upper-
case bold characters.
2. RELATED WORK
Constraint-based control is a powerful tool to program robots with many de-
grees of freedom and it has been applied to increasingly complex robotic tasks
throughout the years. However, nearly all the available approaches leave the
task specification to the skilled programmer, which has to model motion and
physical constraints of the robot, select task priorities and tune task parame-
ters in a cumbersome, mostly manual trial-and-error procedure. Even worse,
the resulting task specification usually performs well only in a limited context.
If the task or environment changes, the task parameters have to be adapted
again. In our work we want to provide a way for the non-expert to program
complex robotic systems using constraint-based control. To achieve this, we
use programming-by-demonstration methods to record data from robotic ma-
nipulation tasks and derive task constraints, as well as their associated task
priorities from this data using probabilistic regression models. By demonstrat-
ing the tasks in varying contexts the models are able to adapt the reproduced
task constraints with respect to a variety of context changes that the task is
subject to.
Different works exist that also attempt to ease the burden of the human
programmer and automatize the process of selecting task constraints and/or
priorities for constraint-based frameworks. A number of approaches apply con-
strained stochastic optimization or reinforcement learning to find task priori-
ties that improve the overall robot behavior e.g., in terms of robustness [10],
safety [11], constraint satisfaction [12, 13], smoothness of motion [14] or gen-
eralization capabilities [5]. Compared to our work these approaches focus on
the automatic derivation of (soft) task priorities in terms of mixing weights
that balance the contribution of different (predefined) task constraints. Here,
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we want derive both, task constraints and their respective priorities from data.
Furthermore, the aforementioned methods provide only limited generalization
capabilities by optimizing task priorities with respect to one particular situa-
tion. Our approach on the other hand attempts to generalize task constraints
over a variety of situations.
In robot behavior learning, a widespread approach is to learn initial tra-
jectories by imitation and refine them using reinforcement learning, where the
behaviors are often represented by a movement model, for example dynamic
movement primitives (DMP) [15]. DMP’s themselves have been designed to
generalize over some meta-parameters like initial position or movement dura-
tion. The capability to adapt to more complex context changes can be achieved
by the means of hierarchical approaches, where an upper-level policy is learned
that generalizes over the meta-parameters of the lower-level policy [16, 17, 18].
However, these methods typically focus on a single task that is executed on a
robot with six or seven dof, while we on the other hand focus on multi-task
scenarios on more complex systems.
Learning task constraints from user-demonstrations has also been dealt with
before. For example Armesto et al. [19] learn wiping a smooth surface with a
7-dof arm by separately estimating a task policy and a nullspace constraint that
generalizes over previously unseen contexts (in this case the orientation of the
surface). They use fixed task priorities and a fixed hierarchy. Compared to that,
in our work we additionally want to estimate the task priorities from the demon-
strated motions. The work of Perico et al. [20] combines a constraint-based con-
trol framework with imitation learning. They represent a demonstrated trajec-
tory using a probabilistic model and integrate it as a constraint in their control
framework. The variance of the demonstrated trajectories is thereby used to
modulate the stiffness of the robot and guide the human operator towards the
estimated target. The other task parameters (e.g., the task priorities) are still
selected manually. In contrast to that, we want to use the variability of the
user-demonstrations to obtain an estimate of all the task priorities. Also, the
generalization capabilities are limited to variations of the target position and
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orientation of the end effector, whereas we want to generalize over more complex
task parameters. In [21] the authors extend the probabilistic movement model
developed in [22] to additionally learn task priorities from demonstration. For
that they use a soft weighting scheme for a manually selected set of candidate
hierarchies. In contrast, our approach relies on soft task priorities and does not
require the selection of candidate hierarchies. In [23] Random Forest Regression
is combined with constraint-based robot control in order to learn a pouring task.
The required training data is generated by naive user-demonstrations in an in-
teractive simulated environment. However, this method is somewhat specific to
the problem of pouring liquid into a container, while we attempt to provide a
more general approach.
Yet another promising research direction is to parametrize constraint-based
controllers by the means of high-level reasoning mechanisms [24, 25]. However,
here the task parameters to reason about still have to be selected manually or at
least some range of allowed values has to be provided by the human expert. In
a sense these approaches do not automatize the task specification process, but
shift the problem of parameter selection on a higher, more user-friendly level.
3. CONSTRAINT-BASED CONTROL FRAMEWORK
The control framework that we use is an adaptation of the approach in [1].
For controlling the pose of a robot link in Cartesian space, we use a proportional
controller with feed forward term1
vr = Kfvd + Kp
 pr − pa
Ra · θ[ωˆ]ar
 (1)
where vr ∈ R6 is the twist that represents the control output composed of
linear and angular velocity, vd ∈ R6 is the desired (feed forward) twist and Kp,
1In most equations we omit the dependence on time or robot joint state, for the sake of
better readability.
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Operators
x˙ Time derivative of x
xˆ Estimate of x
A−1 Inverse of a matrix A
AT Transpose of matrix A
[x] Skew symmetric matrix of x
(see e.g., [26])
tr(A) Trace of a square matrix A
Dimensions
N Number of robot joints
M Number of task constraints
D Number of user demonstra-
tions per context
C Number of context variables
S Number of samples per
demonstration
L Number of feature variables
K Number of mixture compo-
nents
F Number of task frames
Robot Control
x ∈ R6 Pose in Cartesian space
p ∈ R3 Position in Cartesian space
R ∈ SO(3) Rotation matrix
v ∈ R6 Twist in Cartesian space
K ∈ R6×6 Diagonal gain matrix
A ∈ R6×N Task Jacobian
θ ∈ R Rotation angle
ωˆ ∈ R3 Unit rotation axis
q ∈ RN Robot joint positions
W ∈ R6×6 Diagonal task weight matrix
w ∈ R6 Task weight vector
Mixture Models
P(x) Probability distribution of x
µ Mean of a Gaussian
Σ Covariance matrix of a
Gaussian
σ2 Variance
pi Mixing weight in a GMM
Data Sets and modeling
κ ∈ RC Context vector
ξ Multi-dimensional data set
X ∈ RD·S×L Data set with poses
V ∈ RD·S×L Data set with twists
K ∈ RD·S×C Data set with contexts
Table 1: Overview of notations and variable names
Kf ∈ R6×6 are diagonal matrices containing the 6 feedback and feed forward
gain constants, respectively. The vectors pr ∈ R3 and pa ∈ R3 denote the
reference and actual position of the controlled robot frame. The term θ[ωˆ]ar ∈
so(3) denotes the matrix logarithm of the rotation matrix Rar = R
−1
a Rr ∈
SO(3), where Ra,Rr ∈ SO(3) refer to the actual and reference orientation.
The logarithm of an SO(3)-element is a matrix representation of a constant
angular velocity, which, if integrated for one second, rotates the frame Ra to
frame Rr [26]. Finally, this term is multiplied by Ra in order to transform to
the base frame of the robot.
For each robot task, we define a controller according to Equation (1) and
represent its control output as a constraint in the following online optimization
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problem2
minimize
q˙
‖q˙‖2
subject to

Aw,1
...
Aw,M
 q˙ =

vr,1
...
vr,M
 (2)
where q˙ ∈ RN is the robot’s reference joint velocity, N the number of robot
joints, M is the number of task constraints and Aw,i = WAi ∈ R6×N is the
weighted task Jacobian related to the i-th task. The term W ∈ R6×6 is a
diagonal matrix containing the task weights w = (w1 . . . w6). The solution of
Equation (2) is computed using the damped Pseudo Inverse method as described
in [27]. The task weights thereby balance the importance of the constraint vari-
ables. For example, when controlling only the position of the robot in Cartesian
space, the orientation might be irrelevant, so the corresponding task weights
can be set to zero. This means the tasks are not hierarchically organized as
in [4], but the solution is computed as a weighted combination of the control
outputs. In the over-constrained case, an approximate solution will be assumed,
governed by the values of the weights.
We prefer task weights, also referred to as soft task priorities, over strict hi-
erarchies here, since they facilitate the application of machine learning methods
as described in the next section.
4. LEARNING ADAPTIVE TASK CONSTRAINTS FROM DEMON-
STRATION
The design of controls and selection of task weights as described in the pre-
vious section is usually done by an expert in a manual fashion. This process is
2Here, only Cartesian position and orientation constraints are considered. However, the
framework is also able to deal with other types of constraints like joint limits, collision avoid-
ance or contact forces.
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Figure 1: Approach overview: Learning context-adaptive task constraints from user demon-
strations
time-consuming and the resulting motions are often tailored to a specific situa-
tion. An automated procedure that derives the reference input for the controller
in Equation (1) and the corresponding task weights as in Equation (2) could
not only ease the burden for the programmer, but also lead to better results,
especially if the solution can be adapted automatically to context changes. Such
context changes could refer to the task itself (e.g., goal positions, orientation
constraints, ...), the environment (e.g., size or shape of objects, position and
moving direction of obstacles, ...) or the morphology of the robot itself (e.g.,
single arm or dual arm, with/without mobile base).
Here, we propose an approach that automatically derives task constraints
from data recorded in user demonstrations. By recording the data in varying
contexts we are able to generalize task constraints to novel situations. Figure 1
shows the general idea of the approach.
1. We assume that the kinematic model of the robot is known, as well as a
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number of task-relevant coordinate systems that have to be selected by
the user in advance (e.g., the robot base, end effector or the coordinate
frame of a certain object). We refer to these coordinate system as task
frames, according to [28].
2. We perform D user demonstrations in the form of kinesthetic teaching for
each context. For each demonstration we record the relative pose x and
twist v for each pair of task frames. Each of these pose/twist trajectories
create a time-dependent 6D-candidate task constraint with associated soft
task priority w according to Equation (1) and (2).
3. We model the joint probability distribution of task constraints and context
variables as a Dirichlet Process Gaussian Mixture Model (DP-GMM)
4. We reproduce task constraints and their respective priorities using in
a novel, previously unseen context using Gaussian Mixture Regression
(GMR)
In the following sections, we provide more detailed explanations of out ap-
proach.
4.1. Representation of Context
In our approach, we describe the context in the form of a context vector
κ ∈ RC , where C is the number of context variables. The context variables can
be real-valued (e.g., the size of an object) or categorical (e.g., whether an object
is allowed to be tilted or not). In the latter case we use one-hot encoding to
model the different categories. Currently, the user has to specify the context
variables manually for each demonstration. In general, the context variables
may vary with respect to time. However, here we assume that the context
remains constant throughout a single demonstration.
4.2. Data Preprocessing
After recording, we first re-sample and temporally align all data streams.
The time variable is normalized to [0, 1] to make the trajectories invariant with
respect to time and linear scaling.
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Since we use regression methods for reproduction of the demonstrated tasks
we have to convert the rotational part of the pose trajectories to a sutiable
representation first. Euler angles are not unique, suffer from gimbal lock and
have a discontinuous representation space, i.e. they wrap around 2pi. Thus,
they are not well suited for regression. Orthogonal 3× 3 rotation matrices have
a continuous representation space, but are unfortunately over-parameterized.
Also, after regression, the orthogonality constraint has to be enforced, e.g., by
the means of a Gram-Schmidt orthonormalization process. Quaternions are not
unique, discontinuous and the unit-length constraint has to be enforced during
training. Thus, we decide to represent rotations as elements of the Lie algebra
so(3), which is the tangent space of SO(3), the space of 3×3 orthogonal rotation
matrices. An arbitrary element R ∈ SO(3) can be mapped to this 3-dimensional
representation using the logarithmic map [26]:
log(R) = [ωˆ]θ (3)
with
θ = cos−1(
1
2
(tr(R)− 1))), θ ∈ [0, pi] (4)
[ωˆ] =
1
2 sin(θ)
(R−RT ), |tr(R)| 6= 1 (5)
where [ωˆ] is the skew-symmetric matrix form of the unit rotation axis ωˆ and
θ is the rotation angle for a given R. The rotation vector ωˆθ gives us a 3D-
representation of rotations. When restricting the rotation angle to θ ∈ [0, pi],
this representation will be unique (see e.g., [29]). However, when θ = 0 or θ = pi,
the rotation axis inverts its sign. Thus, we have to handle these cases explicitly:
First we ensure that the orientation trajectory starts in the upper half of SO(3)
(ωˆz ≥ 0). Then we walk through each data point in the recorded trajectory and
apply ωˆ∗ = −ωˆ and θ∗ = (2pi−θ) for the remaining elements whenever ωˆ inverts
its sign. As a result, we get a continuous 3D-representation of our orientation
data.
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The advantage of using so(3) elements to represent rotations is that av-
eraging of these elements is a linear operation just as it is for scalars and 3-
dimensional position vectors, when the previously mentioned boundary cases
are considered properly. Moreover, since we want to estimate the soft task pri-
orities from the variability in the user demonstrations and the task weights in (2)
are six-dimensional (three entries correspond to the linear and angular velocity,
respectively), we require a 3-dimensional representation of the orientation.
In summary, we can now represent continuous 3D-pose trajectories using
x = (x, y, z, φ, θ, ψ)T . As a final preprocessing step, we normalize the complete
data set to have zero mean and unit variance.
After preprocessing we have, for each context κ, a normalized dataset ξ =
[K,X,V] with context data K(t) ∈ RD·S×C and motion data X(t),V(t) ∈
RD·S×L, Here t ∈ [0, 1] is the normalized time variable, D is the number of per-
formed user demonstrations per context, S the number of samples per experi-
ment, C the number of context variables and L the number of feature variables.
The number of feature variables depends on the number of selected task frames
F as follows: L = 3F !(F−2)! (e.g., for F = 3, we have 18 pose and 18 twist vari-
ables). Since L strongly grows with F , the problem quickly becomes intractable
for large F , so the task frames should be selected with care.
4.3. Estimation of Task Constraints
We want to estimate the task constraints [x,v] (the relative pose and twist
of the task frames) and the respective ”soft” priorities or task weights w that
are required to reproduce the demonstrated task in a given context κ.
To achieve this, we model the joint distribution of context and motion vari-
ables P(v,x, κ) as a Dirichlet Process Gaussian Mixture Model (DP-GMM).
The model parameters {pik, µk,Σk}Kk=1 are trained using variational inference,
where K is the number of mixture components, pik are the mixing weights, µk
the means and Σk the covariance matrices of the Gaussian distributions. In a
DP-GMM the mixing weights pik are modeled as a Dirichlet Process, so that
the effective number of mixture components can be inferred from data. In prac-
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tice only an upper bound for the number of mixtures must be selected and the
algorithm will set some of the mixture weights to near zero.
The reproduction of the task constraints is then achieved as follows: Start-
ing from an initial pose xt = x0, we estimate a series of twist commands vˆt
from the conditional distribution P(vt|xˆt, κ) using Gaussian Mixture Regres-
sion (GMR) [9]. The respective pose commands are computed by integrating
xˆt+1 = xˆt + vˆt∆t. This process is repeated until converging to the target pose
xe. Since convergence of the algorithm is not guaranteed in each case, we stop
the process if ∆xˆt+1 > ∆xˆt and ‖∆xˆt‖2 < δ, where ∆xˆt = xe − xˆt and δ is a
manually selected minimum distance threshold.
Thus, the input to the model are the context vector κ ∈ RC and the initial
relative poses for each pair of task frames x0 ∈ R6. The output of the model is
a trajectory of relative poses and twists for each pair of task frames that is used
as input to (1). By using twist commands as variables, the acquired trajectories
can be adapted with respect to varying start and end poses.
Since it is likely that two different twists refer to a similar pose in the
demonstrations (e.g. when changing the direction of motion), the distribu-
tion P(v,x, κ) may be multi-modal. In order to avoid averaging between two
equiprobable modes we modify the model as follows: We shift the twist tra-
jectory v one time step backwards (vt = vt−1) and add this data to the joint
distribution. Then we estimate the twist commands from the conditional dis-
tribution P(vt|vˆt−1, xˆt, κ). This way, we can resolve ambiguities between twist
and pose data, like changes in motion direction.
The advantage of GMR over other regression techniques here is that it is able
to generate smooth and continuous motions and that it provides information
about the variation of the input data, which we require to estimate the soft task
priorities. Furthermore, the time for regression is independent of the size of the
data set, as GMR models the joint probability of the data, and then derives the
regression function from the joint density model [30]. Since we have quite large
data sets we prefer GMM-GMR over other approaches that model the regression
function directly like e.g. Gaussian Process Regression (GPR) [31].
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4.4. Estimation of Task Weights
Since the resulting trajectories are reproduced from D different user demon-
strations, each point in the trajectory can be assigned a variance σκ(t), which
describes the variability of the demonstrations in context κ. In order to retrieve
this variance, we compute the conditional distribution P(xt|vˆt, vˆt−1, κ) for each
time step t in the trajectory, given the estimated twist trajectory. Then, for each
time step, we collapse the mixture distribution to a single Gaussian with the
following mean and covariance:
µ =
K∑
i=1
piiµi, Σ =
K∑
i=1
pii(Σi + µiµ
T
i + µµ
T ) (6)
From the computed covariance matrix we use the diagonal entries σ2κ to estimate
the task weights for a given context κ as follows:
wκ(t) = 1−
(
σ2κ(t)
σ¯2κ
)
(7)
where σ2κ(t) ∈ RL is the variance over all demonstrations recorded in context κ
and σ¯2κ is the maximum variance, which is used as normalization factor. The
idea is that a high variability in the user demonstrations corresponds to a low
priority of the task constraints and vice versa. Figuratively, this means that
a demonstrated motion with low variability throughout all demonstrations is
”constrained” and thus very important for the performed task, while a high
variability reflects less important parts of the task. When, for example, per-
forming a task like polishing a table, the motion perpendicular to the table
surface is constrained and a low variability will be perceived in that direction.
Thus the corresponding task constraint is assigned a high priority. The motion
parallel to the surface on the other hand is quite arbitrary and can be assigned
lower priority, i.e. the motion must not be tracked very accurately.
Figure 2 illustrates the reproduction of a motion (only x-position) in a fixed
context. Figure 2a shows the mean and spread of K = 3 mixture components
fitted to D = 10 different user demonstrations, the predicted trajectory using
GMR and the mean trajectory from the user demonstrations. Figure 2b shows
14
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Figure 2: Example: Estimated task constraints (only x-position) and confidence interval,
which is used for predicting the task weights.
the resulting confidence interval 2σ, which is used to estimate the task weights
according to Equation (7).
4.5. Generalization to unknown Contexts
In order to achieve generalization capabilities with respect to previously un-
seen situations we perform the demonstrations under multiple variations of the
given task. We refer to these variations as context changes here. As described
before, the context is described by a real-valued vector κ, where categorical vari-
ables are modeled using one-hot encoding. Previously introduced approaches
like the one described in [22] focus on generalization over different start or target
positions for a given task. Here, we want to additionally deal with more severe
context changes, e.g., the size of the handled objects, whether to use a single
arm or two arms for the given task or whether or not an object may be tilted
during task execution. Such changes can be represented in our control approach
by modifying task weights of particular constraints in an appropriate way. For
example, if an object may be tilted during execution, the task weights corre-
sponding to the rotational motion can be low, so that the remaining freedom
of motion can be used by the robot to perform additional tasks, like collision
avoidance.
To achieve these generalization capabilities, we estimate the meta-parameters
of the GMM using leave-one-out cross validation, where we use the data from
15
(a) Rotate object : Rotat-
ing an object by 90 de-
grees
(b) Collaboration: Col-
laborative transport of a
bulky object
(c) Assembly : Connecting
a tube and a connector
piece
Figure 3: Kinesthetic teaching of dual-arm manipulation tasks
each context as a hold out set once in each split and train on the C−1 remaining
contexts. This way we optimize the model to generalize to new contexts.
5. EXPERIMENTAL RESULTS
We evaluate our approach by the means of 3 different manipulation tasks:
Rotate Object The robot rotates a rigid object by 90 degrees (Figure 3a). We
vary the start pose, the width of the object (between 0.3m and 0.5m), the rota-
tion direction (clockwise/anticlockwise) and whether both robot arms or a single
arm (left arm/right arm) is used for execution. In total we get 14 different con-
texts, parameterized by C = 5 context variables. The user demonstrations of
this task are illustrated in the accompanying video 01_pbd_rotate_panel.mp4.
Collaboration The robot carries a bulky object in collaboration with a human
(Figure 3b). We vary the start pose, whether or not the object may be tilted
during transport and whether both robot arms or a single arm (left arm/right
arm) is used for the experiment. We obtain data in 6 different contexts, param-
eterized by C = 3 context variables. The user demonstrations of this task are
illustrated in the accompanying video 02_pbd_collaboration.mp4.
Assembly The robot assembles a tube and a connector piece. We vary the start
pose and whether both robot arms or a single arm (left arm/right arm) is used
16
# Name OS LA RA C AC
R11 Rot. 0.30m clockw. 0.3 1 1 1 0
R12 Obj. 0.35m clockw. 0.35 1 1 1 0
R13 Obj. 0.40m clockw. 0.4 1 1 1 0
R14 Obj. 0.45m clockw. 0.45 1 1 1 0
R15 Obj. 0.50m clockw. 0.5 1 1 1 0
R21 Obj. 0.30m anticlockw. 0.3 1 1 0 1
R22 Obj. 0.35m anticlockw. 0.35 1 1 0 1
R23 Obj. 0.40m anticlockw. 0.4 1 1 0 1
R24 Obj. 0.45m anticlockw. 0.45 1 1 0 1
R25 Obj. 0.50m anticlockw. 0.5 1 1 0 1
R31 Obj. 0.50m left arm anticlockw. 0.5 1 0 0 1
R32 Obj. 0.50m left arm clockw. 0.5 1 0 1 0
R41 Obj. 0.50m right arm clockw. 0.5 0 1 1 0
R42 Obj. 0.50m right arm anticlockw. 0.5 0 1 0 1
(a) Rotate Object
# Name AT LA RA
C11 Collab. no tilt 0 1 1
C12 Collab. with tilt 1 1 1
C21 Collab. no tilt left arm 0 1 0
C22 Collab. with tilt left arm 1 1 0
C31 Collab. no tilt right arm 0 1 0
C32 Collab. with tilt right arm 1 1 0
(b) Collaboration
# Name LA RA
A11 Assembly 1 1
A21 Assembly left arm 1 0
A31 Assembly right arm 0 1
(c) Assembly
Table 2: Contexts and context variables used for experimental evaluation, OS - Object Size,
C/AC - Clockwise/Anticlockwise, LA/RA - Left Arm/Right Arm, AT - Allow Tilt
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for the experiment. Thus, we perform the task in 3 different contexts, param-
eterized by C = 2 context variables. The user demonstrations of this task are
illustrated in the accompanying video 03_pbd_assembly.mp4.
A summary of all recorded contexts and the context variables can be found
in Table 2.
The experiments are conducted on a stationary dual-arm robot consisting
of two KUKA iiwa lightweight arms3, each equipped with an Robotiq 3-finger
gripper4. We select the base frame of the robot (denoted as Base), as well as
the end-effector frames of the two arms (denoted as Left EE and Right EE ) as
task frames. The resulting task constraints will be denoted as Base-Left EE,
Base-Right EE and Left EE -Right EE in the following. Since we have three
6-dimensional Cartesian constraints, we get L = 18 pose and L = 18 twist
variables, respectively. For each context, we perform D = 10 experiments (with
varying start pose). The recorded trajectories are re-sampled to contain S = 200
samples each.
5.1. Reproduction of Task Constraints
As described in section 4.3, a joint distribution P(v,x, κ) is learned using
the recorded context and motion data [X,V,K]. We use a Dirichlet Process
Gaussian Mixture Model to model the distribution. For all tasks, we set the
number of mixture components to K = 50 and let the Dirichlet Process de-
cide automatically on the effective number of mixtures. Reproduction of the
task constraints is achieved by iteratively retrieving vˆt from P(vt|vˆt−1,xt, κ)
using Gaussian Mixture Regression and computing the pose trajectory through
integration xˆt+1 = xˆt + vˆt∆t, starting from an initial pose xˆt = x0.
We evaluate the ability of the approach to generalize with respect to previ-
ously unseen situations, e.g., a new start pose x0 or category of the task. The
3https://www.kuka.com/en-us/products/robotics-systems/industrial-robots/
lbr-iiwa
4https://robotiq.com/products/3-finger-adaptive-robot-gripper
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Figure 4: Results when reproducing task constraints in previously unseen context: Gray:
Mean of demonstrations, Blue Dashed: Left Arm (constraint Base-Left EE), Green Dashed:
Right Arm (constraint Base-Right EE), Red Dashed: Reproduction in previously unseen
context
latter is thereby described by the context vector κ. The results are displayed in
Figure 4 and explained in the following.
5.1.1. Rotate Object
The model is trained for clockwise rotation direction using both arms with
data from the contexts {R11, R13, R15}. Figure 4a shows the reproduction in
the test contexts {R12, R14}, which represent previously unseen object sizes.
As it can been seen the trained model is able to generalize over the size of the
manipulated object. Figure 5 shows video snapshots of the reproduction of the
Rotate Object task in context R12.
Next, we train the model using clockwise rotation with both arms and anti-
clockwise rotation using only a single arm. We evaluate the learned model us-
ing anticlockwise rotation using both arms, a previously unseen context. Thus,
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Figure 5: Reproduction of the Rotate Object task in context R12
Figure 6: Reproduction of the Collaboration task in context C11
20
Figure 7: Reproduction of the Assembly task in context A11
we use the contexts {R11 . . . R15, R31, R32, R41, R42} for training and contexts
{R21, R23, R25} for evaluation. The results are displayed in Figure 4b. As can
be seen here, the approach is able to generalize with respect to a change of the
rotation direction (using both hands). While the model was trained with single
arm motions for a counterclockwise rotation direction, it is able to generate
dual-arm motions with both arms in the same rotation direction.
The reproduction of this task is also illustrated in the accompanying video
04_reproduction_rotate_panel.mp4.
5.1.2. Collaboration
Here, we train the model using D = 6 of the demonstrations for the fixed
context C11, which have varying start poses. We use the remaining D = 4
demonstrations with unknown start poses for evaluation. The results in Fig-
ure 4c show the capability of the approach to generalize about different start
poses. For the sake of clarity only the xyz-position is illustrated. Figure 6 shows
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video snapshots of the Collaboration task in context C11. The results are also il-
lustrated in the accompanying video 05_reproduction_collaboration_a.mp4.
5.1.3. Assembly
Finally, we train the model using D = 6 demonstrations from the assembly
task with varying start poses (fixed context A11) and use the remaining D = 4
demonstrations with previously unknown start poses for evaluation. Figure 4d
shows the result. For the sake of clarity again only the xyz-position is shown.
The results underline the ability of the model to generalize with respect to
previously unknown start poses. Figure 7 shows video snapshots of the Assembly
task in context A11. The results are also illustrated in the accompanying video
06_reproduction_assembly.mp4.
We evaluate the quality of the model by measuring the mean-absolute-error
(MAE) between the reproduced trajectory and the mean of the demonstrated
trajectories for each individual context. Figure 8 summarizes the results. It
can be seen that the mean reproduction error is in the magnitude of around
0.005m − 0.02m. Since we are not dealing with high precision tasks here and
the KUKA arms have integrated joint level compliance controllers that may
compensate small inaccuracies, the resulting reproduction errors are acceptable.
Further improvements can be achieved by obtaining more training data.
5.2. Estimation of Task Weights
Next we evaluate the capability of the approach to estimate suitable task
weights and adapt them (a) over time (during task execution), (b) with respect
to different constraint variables and (c) with respect to different contexts. As
described in section 4, we estimate the task weights from the inter-demonstration
variance of the normalized data according to Equation (7). A large variance
corresponds to small task weights and vice versa.
5.2.1. Temporal and Inter-Constraint Adaptation
Figure 9a shows the reproduction of the Rotate Object task (only x-axis),
along with the demonstrated motions, the mean of the demonstrations and
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Figure 8: Reproduction Error (MAE) for Individual Contexts: Estimated task weights vs.
manually selected task weights
the estimated confidence interval 2σ. Since we chose different start poses, the
motion initially shows a large variance for the constraints Base-Left EE and
Base-Right EE and becomes smaller during task execution, since we try to
bring the object to the same final pose in each demonstration. Accordingly, the
respective task weights are low in the beginning and increase during the course
of the task. In contrast to that, the constraint Left EE - Right EE has a low
variance and, accordingly, a large task weight during the whole task. This is
because the relative motion of the grippers is constrained by the object that they
are holding. The results show that the estimated (soft) task priorities reflect the
importance of the different constraints. In this case this means that the relative
pose of the end effectors is more important than the pose of each individual
end effector. Furthermore, it shows that the prioritization of constraints can be
adapted during the course of a given task.
5.2.2. Context Adaptation
Figure 9b shows the effect of estimating the task weights in different con-
texts for the Collaboration task (only φ-rotation). We estimate vˆt, xˆt from
23
0.9
1.1
1.3
1.5
Ba
se
-L
ef
t E
E
mean
prediction
raw data
2*predicted std_dev
0.9
1.1
1.3
1.5
Ba
se
-R
ig
ht
 E
E
0.0 0.2 0.4 0.6 0.8 1.00.4
0.6
0.8
1.0
Le
ft 
EE
-R
ig
ht
 E
E
t [s]
x 
[m
]
0.0
0.5
1.0
Ba
se
-L
ef
t E
E
0.0
0.5
1.0
Ba
se
-R
ig
ht
 E
E
0.0 0.2 0.4 0.6 0.8 1.00.0
0.5
1.0
Le
ft 
EE
-R
ig
ht
 E
E
t [s]
w x
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Figure 9: Estimation of task weights: Temporal, inter-constraint and context adaptation.
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P(vt|vt−1,xt, κ = C11) (Figure 9b) and from P(vt|vt−1,xt, κ = C12) (Fig-
ure 9c) and compare the resulting task weights. Since we allow tilting the load
during the motion in context C12, the variance is large and the corresponding
task weight drops during task execution. Compared to that the task weight in
context C11 remains high during the whole motion. The results are illustrated
in the accompanying video 05_reproduction_collaboration_b.mp4.
5.2.3. Comparison with Manually Selected Task Weights
Finally, we compare the quality of task execution using estimated and man-
ually selected task weights. For the latter case, we select a fixed default value
w = 1 for all task weights. Figure 8 shows the reproduction error for both cases.
It can be seen that the reproduction error when using estimated task weights is
lower on average. Apart from that, the use of variable task weights provides a
bigger flexibility for executing additional task like e.g., collision avoidance.
5.3. Discussion
In the previous sections, we experimentally evaluated the approach for au-
tomatic derivation and contextual adaptation of task constraints. We found
that the use of GMM-GMR offers an intuitive way to program robot tasks
using constraint-based control approaches and derive suitable task priorities au-
tomatically from user demonstrations. Furthermore, the learned models can
generalize to a certain degree with respect to context changes that reflect vari-
ations of the environment or the given task. As a result, we achieve a better
performance compared to manually tuned task constraints and the user does not
need reprogram every novel situation, but can rely on the generalization capabil-
ities of the model. On the long-term we strive towards a decision process, where
task constraints can be described on a semantic level and their numerical coun-
terparts are automatically selected depending on the current situation. Such a
framework has the potential to greatly increase the usability and autonomy of
robotic systems.
The task weight estimation according to Equation (7) relies on good quality
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user demonstrations that reflect the given task constraints. If the user demon-
strations do not cover the constraint space well, the resulting task weights might
unnecessarily over- or under-constrain the task execution. Thus, manually tuned
task priorities might still perform better in specific context, but obviously do
not generalize well over different contexts.
Furthermore, the approach obviously does not scale for many task frames
since the number of resulting constraints is equal to the number of the possible
combinations drawn from the set of task frames. The selection of task frames is
a design choice by the user and requires expert knowledge on whether a frame
is relevant or not. Eventually, the information whether a task frame introduces
redundant information on the task could be derived from the data acquired in
user demonstrations. Redundant or irrelevant task frames could then be ignored
when training the model.
In this work we decided to use categorical variables for representing the con-
text to ease the labeling of the demonstrations for the user. Although Gaussians
are usually not well suited to represent categorical variables, GMM’s are able to
fit the data quite well if suitable regularization of the model parameters is done.
In future, a different representation of the categorical variables like binomial
distributions could be chosen.
6. CONCLUSION
The combination of constraint-based control and imitation learning has great
potential. While imitation learning offers an intuitive user interface to define
new robot tasks, constraint-based task specification and control provides a pow-
erful and flexible tool to compose complex robot behaviors. The seamless in-
tegration of both promises improvements in terms of usability, general applica-
bility and autonomy of complex robotic systems with many dof. For examples,
it is straightforward to integrate expert knowledge by manually programming
some constraints, while learning others that cannot be easily specified.
One shortcoming of our approach is that for each demonstration, the current
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context has to be labeled by the human expert. Thus, a logical next step would
be to classify the current context from the recorded data and determine whether
a demonstration belongs to a known or to an unknown context. Another issue
is that the task frames have to be selected by the user in advance and, for a
large number of task frames, the approach does not scale. Thus, it would also
be useful to select optimal task frames from the user demonstrations, e.g., use
frames that maximize the information gain. We plan to investigate both prob-
lems in future. Moreover, we would like to apply our approach to more complex
scenarios including different types of constraints (contact forces, obstacles, ...)
and more complex robots (e.g., humanoids). Finally, the estimated task weights
from the model might not be optimal, since they strongly depend on the quality
of user demonstrations. For example, the computed task weights might unnec-
essarily over-constrain the system, leaving less dof for additional tasks. Thus,
we would like to add an optimization step that improves the task weights with
respect to a suitable criterion, like e.g., manipulability.
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