Hundreds of thalamic axons ramify within a column of cat visual cortex; yet each layer 4 neuron receives input from only a fraction of them. We have examined the specificity of these connections by recording simultaneously from layer 4 simple cells and cells in the lateral geniculate nucleus with spatially overlapping receptive fields (n ϭ 221 cell pairs). Because of the precise retinotopic organization of visual cortex, the geniculate axons and simple-cell dendrites of these cell pairs should have overlapped within layer 4. Nevertheless, monosynaptic connections were identified in only 33% of all cases, as estimated by cross-correlation analysis. The visual responses of monosynaptically connected geniculate cells and simple cells were closely related. The probability of connection was greatest when a geniculate center overlapped a strong simple-cell subregion of the same sign (ON or OFF) near the center of the subregion. This probability was further increased when the time courses of the visual responses were similar. In addition, the connections were strongest when the simple-cell subregion and the geniculate center were matched in position, sign, and size. The rules of connectivity between geniculate afferents and simple cells resemble those found for retinal afferents to geniculate cells. The connections along the retinogeniculocortical pathway, therefore, show a precision that goes beyond simple retinotopy to include many other response properties, such as receptive-field sign, timing, subregion strength, and size. This specificity in wiring emphasizes the need for developmental mechanisms (presumably correlation-based) that can select among afferents that differ only slightly in their response properties.
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Although separated by a single synapse, geniculate cells and cortical simple cells have very different response properties. Geniculate cells have receptive fields with a circular center and a concentric, antagonistic surround. Simple cells have receptive fields with elongated, parallel subregions. According to the original hypothesis of Hubel and Wiesel (1962) , simple receptive fields are constructed from the convergence of geniculate inputs with receptive fields aligned in visual space. This hypothesis has received experimental support for simple cells in layer 4 of cat visual cortex Alonso, 1995, 1996; Ferster et al., 1996; Chung and Ferster, 1998) . Specifically, if the receptive-field center of a geniculate cell overlaps a simple-cell subregion of the same sign (ON or OFF), then there is a high probability that the simple cell and the geniculate cell will be connected. Otherwise, the probability of finding a connection is almost zero (Reid and Alonso, 1995) .
The position and sign of receptive fields, however, may not be the only relevant factors in determining connectivity. Differences in response timing (Cleland et al., 1971a; Hoffmann et al., 1972; Mastronarde, 1987a,b; Humphrey and Weller, 1988; Wolfe and Palmer, 1998) , receptive-field size [for instance X vs Y cells (Enroth-Cugell and Robson, 1966; Hochstein and Shapley, 1976) ], or asymmetries in the shape of geniculate receptive fields (Daniels et al., 1977; Vidyasagar and Urbas, 1982; Schall et al., 1986; Soodak et al., 1987) could also play a role.
The development of precise connections between the lateral geniculate nucleus (LGN) and the visual cortex is likely based on correlations between presynaptic and postsynaptic activity (Stent, 1973; Changeux and Danchin, 1976; Stryker and Strickland, 1984; Miller et al., 1989; Goodman and Shatz, 1993; Weliky and Katz, 1997) . Consequently, receptive-field parameters such as size and response timing should be important in determining wiring specificity. To test this hypothesis, we examined the receptive-field properties of pairs of geniculate and cortical neurons that were monosynaptically connected as estimated by cross-correlation analysis. Our results show that at least four receptive-field properties tend to be matched in connected pairs: sign, position, timing, and size. Moreover, the strength of a geniculocortical connection, the efficacy or contribution, is related to the degree of the receptive-field match.
MATERIALS AND METHODS

Surgery and preparation
C ats weighing 2.5-3 kg were initially anesthetized with ketamine (10 mg / kg, i.m.) and then with thiopental sodium (20 mg / kg, i.v., supplemented as needed). Lidocaine was injected subcutaneously or applied topically at all points of pressure or possible sources of pain. A tracheotomy was performed, and the animal was placed in the stereotaxic apparatus. Temperature (37.5-38°C), an electrocardiogram, EEG, and expired C O 2 (27-33 mmHg) were monitored throughout the experiment.
The level of anesthesia was maintained by a continuous inf usion of thiopental sodium (2-3 mg ⅐ kg Ϫ1 ⅐ hr Ϫ1 , i.v.). If physiological monitoring indicated a low level of anesthesia, additional intravenous thiopental was given, and the rate of the continuous inf usion was increased. T wo holes were made in the skull, centered in the stereotaxic coordinates posterior 3 mm, lateral 2 mm for the striate cortex and anterior 6 mm, lateral 8 mm for the LGN. The dura mater was removed, and the two craniotomies were filled with agar to minimize brain movements. Animals were paralyzed (Norcuron, 0.2 mg ⅐ kg Ϫ1 ⅐ hr Ϫ1 , i.v.) and respired through an endotracheal tube. To minimize respiratory movements, the animal was sometimes suspended from a lumbar vertebra, and a pneumothorax was performed. Posts attached to the stereotaxic frame were glued to the eyes to minimize movements. Pupils were dilated with 1% atropine sulfate, and the nictitating membranes were retracted with 10% phenylephrine. The positions of the area centralis and the optic disk were plotted with the aid of a f undus camera.
Electrophysiological recordings and data acquisition
Simultaneous cortical and geniculate recordings were made with two single electrodes in initial experiments. In later experiments, a matrix with seven independently moveable electrodes was used for the recordings in the lateral geniculate nucleus (Eckhorn and Thomas, 1993) . Most cortical recordings were made near the occipital pole, near the representation of area centralis, where the area 17/18 border is several millimeters from the midline (T usa et al., 1978) . Most simple cells were recorded in layer 4. Although we did histology in some experiments, cortical layer 4 was identified in most cases by electrode depth, the strong hash produced by the geniculate afferents, and the presence of simple cells. In all cases in which histology was performed, the location of electrolytic lesions confirmed that recordings were made in layer 4. We cannot reject the possibility that some simple cells may have been recorded in nearby layers, particularly layer 3. Because we were caref ul not to record deep in the cortex (virtually all penetrations were normal to the cortical surface), it is unlikely we recorded cells in layer 6.
Recorded signals were amplified, filtered, and collected by a computer running the Discovery software package (Datawave Systems, L ongmont, C O). Provisional identification of spike waveforms was done during the experiment and then revised in off-line analysis. The quality of spike isolation was based on cluster analysis software, the presence of a refractory period in the autocorrelogram, and in some cases reviewing stored analog data.
Analysis of cross-correlations
Cross-correlations were calculated from spike trains obtained during stimulation with sine-wave gratings and /or white noise. The raw crosscorrelations contain features influenced both by the stimulus and by connections between neurons. Peaks caused by monosynaptic connections are easy to detect because they have a rise time of ϳ1 msec and a delay between geniculate and cortical firing of 2-4 msec (Tanaka, 1983; Reid and Alonso, 1995; Alonso et al., 1996; Alonso and Martinez, 1998; . To judge the significance of monosynaptic peaks, we used a procedure that worked for data obtained with grating stimuli as well as white noise. The correlation was first bandpass filtered between 75 and 700 Hz to capture only the fastest correlations (Reid and Alonso, 1995) . These frequencies are faster than most visual responses, so this procedure removes stimulus-dependent correlations just as effectively as does shuffle subtraction. If the filtered correlation between 0.5 and 4.5 msec was 2.8 SD above the baseline noise (corresponding to 0.2% probability per bin, assuming a normal distribution), this was considered a positive correlation (Reid and Alonso, 1995) . In addition, only positive correlations with peak magnitudes 6% greater than the baseline were considered significant. To avoid false negatives because of insufficient data, any correlogram with Ͻ50 spikes in the baseline was rejected from our final sample (Reid and Alonso, 1995) .
For the correlations that were judged significant by the above criteria, an independent procedure was used to calculate the strength of the correlation. The "peak magnitude" was calculated by integrating the raw (unfiltered) correlogram between 0.5 and 4.5 msec and then subtracting the baseline. The "baseline" was defined as the integral of the correlogram over 2 msec intervals immediately before and after the peak. The peak magnitude can be normalized in two different ways to yield distinct measures of the strength of a connection: "efficacy" and "contribution" (Levick et al., 1972) . The efficacy is the percentage of geniculate spikes that were followed by a cortical spike within a time window of 0.5-4.5 msec: efficacy ϭ (peak magnitude)/(total number of geniculate spikes).
The contribution is the percentage of cortical spikes that were preceded by a geniculate spike within a time window of 0.5-4.5 msec: contribution ϭ (peak magnitude)/(total number of cortical spikes). Because different normalizations are possible, all correlograms are shown in terms of raw spike counts, but the total number of presynaptic and postsynaptic spikes is given in the figure legends.
Visual stimulation and receptive-field mapping
An AT-Vista graphics card (Truevision, Indianapolis, I N) was used to generate visual stimuli. The frame rate of the monitor was usually set to 128 Hz (80 and 100 Hz for the initial experiments). The receptive fields of each cortical unit were mapped both by hand and by use of binary white-noise stimuli [generated with an m-sequence (Reid and Shapley, 1992; Sutter, 1992; Reid et al., 1997) ]. Spatially, the white-noise stimulus consisted of a 16-by-16 grid of square regions (pixels). The pixels were small enough to map receptive fields with a reasonable level of detail (0.2-0.4°for eccentricities of Ͻ10°, which usually corresponded to two to three pixels across for an LGN center or a cortical subregion). Unlike with sparse noise , white noise allowed us to map weak flanks in simple cells when using small (0.4°) pixels, modulated at a high rate (once every two frames, or 40 -64 Hz).
Receptive-field maps were calculated by reverse correlation. For each delay between stimulus onset and neural impulse firing, the average spatial stimulus was calculated. The resulting f unction, the "spatiotemporal receptive field" (or, more properly, the spatiotemporal weighting f unction), RF(x ,y,t) , depends on the spatial variables x and y (which range from 1 to 16, in units of pixels) and time t, binned at the same rate that the stimulus was changed. As outlined elsewhere (Reid et al., 1997) , we normalized the receptive-field maps (or, more formally, the first-order spatiotemporal kernels) in units of spikes per second. For a given pixel and a delay of N frames, a value of ϩ1.0 means that the instantaneous rate of the neuron increased on average 1.0 spike/sec N stimulus frames after the pixel was white. A value of Ϫ1.0 means that the instantaneous rate of the neuron increased 1.0 spike/sec after the pixel was black. Although the method cannot distinguish ON excitation from OFF inhibition and vice versa, we use the term ON responses for positive values and OFF responses for negative values.
Analysis of receptive-field overlap
To compare spatial aspects of the receptive field, a "spatial receptive field" (or spatial weighting f unction) needed to be defined. This problem is not entirely trivial, because the spatial profile of both geniculate neurons and simple cells is different for different delays between stimulus and response (McLean and Palmer, 1989; Reid et al., 1997) . We therefore defined the spatial receptive field by the following multistep algorithm. First, we defined the time of the first maximum, t max1 , in two stages. The response magnitude for each time bin was defined as the pixel with the strongest response at that bin summed with all contiguous pixels of the same sign. The first local maximum of this response magnitude was defined as t max1 . To avoid spurious initial peaks, a subsequent local maximum was used if it was Ͼ1.5 times larger than the first local maximum. Next, we defined the spatial receptive field as the average of the receptive fields at t max1 Ϫ 1, t max1 , and t max1 ϩ 1. In a few cases, the response changed sign (termed the "rebound," see below) in frame t max1 ϩ 1. In these cases, we only averaged the frames t max1 Ϫ 1 and t max1 . Our averaged receptive fields had better signal to noise than did the spatial receptive fields obtained at a single time bin and also included features that were sometimes lost in the single frame, such as a slower surround or a slower simple-cell subregion.
Given the spatial receptive fields of LGN cells and simple cells, we used two approaches to quantif y overlap. In the first approach, we modeled the geniculate receptive field as two-dimensional Gaussians (Rodieck, 1965) and simple cells as Gabor f unctions (Marcelja, 1980) and then compared various parameters of the two f unctions. In the second approach, we calculated two forms of a normalized dot product of the two receptive fields, each of which yields a single number that ranges between Ϫ1.0 and ϩ1.0 (see .
Gaussian and Gabor f unction fits. Geniculate cell centers were fit to two-dimensional Gaussian f unctions (with four parameters):
where A is the amplitude, x 0 and y 0 are the coordinates of the center of the receptive field, and is the SD, or space constant, of the Gaussian. Note that elsewhere (Reid and Alonso, 1995; Alonso et al., 1996) we used a different convention: 2 2 in the denominator rather than 2 . Simple cells were fit to Gabor f unctions, the product of an elliptical Gaussian and a sinusoidal term:
The variables u, v, and w are the spatial axes rotated by Gau or cos : u ϭ cos( Gau )x ϩ sin( Gau )y, v ϭ Ϫsin( Gau )x ϩ cos( Gau )y, and w ϭ cos( cos )x ϩ sin( cos )y. u and v are the space constants of the major and minor axes of the Gaussian, and f and are the spatial frequency and the phase of the sinusoidal component. A number of parameters were calculated from the Gaussian and Gabor f unction fits. First, the "radius" of the Gaussian was defined as the diameter of the circle defined by 20% of the peak value. Similarly, the "width" and "length" of a subregion in the Gabor f unction were obtained from the curve defined by 20% of the peak value. The "aspect ratio" of a subregion was defined as the ratio of this length to width. Finally, the "sign" of the overlap (same or opposite) was determined by the value of the simple-cell Gabor f unction at the center of the geniculate Gaussian.
Unlike these other spatial parameters, the "strength" of a cortical subregion was obtained directly from the data. For this purpose, up to three subregions were defined from the spatial receptive field (see above) by taking all of the same-sign contiguous pixels starting with a local maximum. To avoid spuriously large subregions, only data larger than twice the SD of the baseline noise were included in this procedure. The baseline noise was taken as the receptive-field values for very long delays (greater than ϳ150 msec). The strength of a subregion was obtained by summing the response values over all points in its contiguous region. The strength was used to rank order the subregions from strongest to weakest (see Fig. 12 ). This ordering was used, rather than the Gabor fit, to ensure that the relative strengths of flanks were well represented by the actual data.
Normalized dot product. The overlap was also quantified as a scalar by taking the dot product of two spatial receptive fields:
The raw dot product is difficult to interpret, so we normalized it in two ways. In the first normalization [termed "overlap" ], the raw dot product is divided by ((RF 1 ⅐RF 1 ) (RF 2 ⅐RF 2 )) 1/2 to yield a measure of correlation. Overlap is equal to ϩ1.0 if the two receptive fields are identical to within a positive scale factor and perfectly superimposed; it is equal to Ϫ1.0 if they are equal but of opposite sign. Because simple receptive fields and geniculate receptive fields have very different spatial configurations, the overlap should never be 1.0. A second normalization is achieved by shifting the relative position of the two receptive fields to find the dot product with the largest possible absolute value. The original dot product normalized by this largest possible dot product is called "relative overlap." The relative overlap can also range between ϩ1.0 (best overlap, same sign) and Ϫ1.0 (best overlap, opposite sign). By definition, any two receptive fields, even if they are mismatched in size or shape, can have a relative overlap of 1.0 or Ϫ1.0 if they are appropriately placed. In summary, overlap is a measure of relative position and similarity (for instance, of receptive-field size); relative overlap is a measure of relative position alone.
Analysis of the time course of visual responses
The "impulse response" (or temporal weighting f unction) at a single spatial location in the receptive field was defined simply by the evolution of the receptive field as a f unction of t. Impulse responses of the center of the geniculate receptive field or of a cortical subregion were obtained by summing over the same-sign contiguous pixels in the spatial receptive field (defined above). The impulse responses of cortical subregions are somewhat hard to define, however, because in many cases the impulse responses of different pixels in a subregion have different time courses (Movshon et al., 1978) , particularly for directionally selective cells (Reid et al., 1987 (Reid et al., , 1991 McLean and Palmer, 1989; DeAngelis et al., 1993a,b) . Therefore, to compare the time courses of a geniculate center and the overlapped cortical subregion (see Figs. 8, 9) , only the intersection of the geniculate center and the cortical subregion was considered. When the geniculate cell was overlapped with two cortical subregions, the subregion of the sign that overlapped the strongest pixel in the geniculate receptive field was used.
Most impulse responses of geniculate cells and simple cells are biphasic. For example, for an ON-center geniculate cell, there is first a positive ON response (first phase) and then a negative OFF rebound (second phase). The timing and relative amplitude of onset and rebound vary considerably among geniculate cells. We calculated three different temporal parameters from the impulse responses of the overlapped geniculate center and simple-cell subregions: the peak time of the first phase, the zero crossing (see Fig. 7A ,B below), and the rebound time. These parameters were interpolated, using a cubic spline, from impulse responses calculated at the stimulus-update rate (see . By our convention, the 0.0 msec bin corresponds to responses occurring in the first stimulus frame (for instance between 0.0 and 20.0 msec at 50 Hz). Before performing the spline interpolation, however, we assigned each point to the middle of the bin. Because most responses were biphasic, the identities of the peak time (the time when the first phase reached its maximum), the zero crossing, and the rebound time (maximum of the second phase) were usually unambiguous.
We also calculated a "rebound index," a parameter related to the shape of the response. The rebound index [termed transience elsewhere ] was defined as the following: Ϫ1
. (rebound magnitude)/ (peak magnitude). The peak magnitude is the integral of the response before the zero crossing; the rebound magnitude is the integral of the response after the zero crossing (see Fig. 7C below). The rebound index is similar to the "biphasic index" of C ai et al. (1997) , which used the peaks of each phase rather than their integrals.
A small proportion of LGN cells had rebound indices greater than one; in other words the rebound was stronger than the initial peak. For instance, what we call an OFF cell could have an ON rebound stronger than the initial OFF peak. If such a cell summed its responses linearly, it would be expected that its response to a luminance step (as opposed to an impulse) would start with a small OFF response, followed by a more sustained ON response. This is true because a step response should be equal to the integral of the impulse response (Gielen et al., 1982 ; see . Other studies using white-noise techniques (C ai et al., 1997; Wolfe and Palmer, 1998) have found that, in most cases, such a cell would in fact prove to be an ON-center lagged cell (Mastronarde, 1987a,b) when tested with step stimuli. We nevertheless chose to call these cells OFF cells; in other words, the sign of the cell (or subregion) was defined by the initial phase of the impulse response.
There were 36 LGN cells for which the second phase was greater than the first phase [23 cells with a rebound index between 1 and 1.2 (mainly cells with large receptive fields; likely to be Y cells, see below), 8 cells between 1.2 and 1.5, and 5 cells Ͼ1.9]. Almost certainly, the cells with a rebound index Ͼ1.9 were lagged cells (C ai et al., 1997; Wolfe and Palmer, 1998) . Many of the other cells with a rebound index Ͼ1.2 might have been classified as lagged cells if we had performed the appropriate tests (Mastronarde, 1987a; Saul and Humphrey, 1990; L u et al., 1995) . Because the sign (ON or OFF) of these cells is a matter of convention, depending on whether the first or second phase is used, we deal with them separately in Results (at the end of Time course of the response).
It should be noted that the half-rise time (the time it takes to reach half of the peak response) has been used to distinguish between lagged and nonlagged cells in most studies, starting with the first study of lagged cells (Mastronarde, 1987a) . When cells are characterized by their impulse responses, however, the very long half-rise times are seen almost exclusively when a large second phase is considered the "peak." For instance, C ai et al. (1997) found a bimodal distribution of half-rise times but a continuum of response waveforms. The bimodal distribution of half-rise times was entirely caused by the sharp cutoff for considering the second phase the peak. Similarly, in our sample, the cells with large rebound indices would have had much longer half-rise times if we had arbitrarily assigned the second phase to the peak, for instance, when the rebound index was of a certain magnitude (perhaps 1.2 or 1.5).
Finally, because the direction selectivity of cortical simple cells is closely related to the relative timing of the responses in different parts of the receptive field (Reid et al., 1987 (Reid et al., , 1991 McLean and Palmer, 1989) , we calculated a predicted direction index from each cortical spatiotemporal receptive-field map. Given a spatiotemporal receptive field, it is possible to predict the response to any spatiotemporal stimulus by convolving the receptive field with the stimulus. For the case of drifting sinusoidal gratings, this convolution can be calculated easily by taking the three-dimensional Fourier transform of the spatiotemporal receptive field (see . The amplitude of each complex number in the Fourier transform corresponds to the expected amplitude of the response to a drifting grating of a given spatial frequency, angle, and temporal frequency. For each spatiotemporal receptive field, we found the angle and spatial frequency of the grating that would evoke the strongest response for 4 Hz drift. The choice of temporal frequency was arbitrary but was chosen because it typically evokes strong responses in simple cells and has been used in past studies of directionality in simple cells (Reid et al., 1987 (Reid et al., , 1991 . The predicted directional index (DI) was defined as the difference between the predicted responses to this grating and the predicted response to an identical grating moving in the opposite direction, divided by the sum of the two responses. The predicted directional index calculated from static stimuli is typically approximately one-third of the value of the actual directional index measured with drifting gratings (Reid et al., 1987 (Reid et al., , 1991 . We defined neurons with a predicted directional index of Ͼ0.3 as directionally selective.
RESULTS
We recorded from 221 pairs of geniculate cells and simple cells with spatially overlapping receptive fields. Both geniculate and cortical receptive fields were simultaneously mapped with whitenoise stimuli by reverse correlation. Geniculocortical monosynaptic connections were identified by cross-correlation analysis (Perkel et al., 1967; Tanaka, 1983; Reid and Alonso, 1995; . Of the 221 pairs, 180 had sufficient spikes in the baseline of the correlograms to be included in our analysis (Reid and Alonso, 1995) (see Materials and Methods); 61 of these pairs had statistically significant positive correlations. Correlograms consistent with monosynaptic connections were most frequently found between cells whose responses were similar with respect to the following attributes.
(1) Receptive-field sign (ON or OFF): the geniculate center overlapped a simple-cell subregion of the same sign.
(2) Receptive-field position: the peak-to-peak distance between the geniculate center and the simple-cell subregion (in units of subregion width) was less than one along the length of the subregion and less than one-half along the subregion width.
(3) Time course of the response: the geniculate center and the simple-cell subregion evoked visual responses with similar time courses.
(4) Subregion strength: the geniculate center overlapped the strongest subregion of the simple cell.
(5) Receptive-field size: the diameter of the geniculate center was equal to or slightly larger than the width of the simple-cell subregion.
These five rules of connectivity are listed in order of strictness. Cell pairs that did not follow the first two rules were rarely connected. The last rule, however, gave only a slight increase in the probability of finding a monosynaptic connection. The results are organized with respect to these five rules of connectivity.
Receptive-field sign
In agreement with a previous study (Reid and Alonso, 1995) , the probability of finding a monosynaptic connection between a geniculate cell and a simple cell depended strongly on the sign (ON or OFF) of the overlapping regions of the receptive fields. Monosynaptic connections were usually found when the geniculate center overlapped a simple-cell subregion of the same sign (e.g., ON superimposed with ON) and were rare when the receptive fields were of different sign (e.g., ON superimposed with OFF).
Monosynaptic connections were identified by cross-correlation analysis as positive peaks displaced from zero with short latencies and fast rise times ( Fig. 1) (Perkel et al., 1967; Tanaka, 1983; Reid and Alonso, 1995; Swadlow, 1995; Alonso et al., 1996; Swadlow and Lukatela, 1996; Alonso and Martinez, 1998; . Each bin in the correlogram corresponds to the number of cortical spikes that occurred either before (negative times) or after (positive times) a geniculate spike. Statistically significant "monosynaptic peaks" (see Materials and Methods) could be obtained either by using a visual stimulus (white noise or drifting gratings) or in the absence of visual stimulation (for simple cells that had sufficient spontaneous activity). When using a visual stimulus, the fast positive peak was superimposed on a much slower stimulus-dependent correlation (Fig. 1, bottom left) . In the absence of a visual stimulus only the positive peak was observed (Fig. 1, bottom right) . We display most correlograms over a time window of Ϯ50 msec to illustrate the difference between fast and slow correlations, which are caused by different mechanisms. Fast correlations are almost certainly the result of monosynaptic connections (Perkel et al., 1967; Tanaka, 1983; Reid and Alonso, 1995; Swadlow, 1995; Alonso et al., 1996; Swadlow and Lukatela, 1996; Alonso and Martinez, 1998; . Slow correlations, instead, are caused by the simultaneous stimulation of the geniculate and simple-cell receptive fields .
A sign mismatch, an ON geniculate center overlapping an OFF simple-cell subregion, is illustrated in Figure 2 . As expected (Reid and Alonso, 1995) , cross-correlation analysis revealed a slow correlation without a superimposed fast peak, which indi- The dotted cross marks the center of the geniculate receptive field. Both receptive fields were plotted at the same delays between stimulus and response (35-50 msec). The stimulus was updated every 15.5 msec. Bottom, Cross-correlograms show a fast positive peak displaced from zero, indicating a monosynaptic connection. When a drifting grating is used as a visual stimulus (left), the positive peak is superimposed on a slow stimulus-dependent correlation. In the absence of visual stimulation (right), the positive peak is seen superimposed on a flat baseline. The asterisk indicates that the positive peak was statistically significant (see Materials and Methods). Number of geniculate spikes: 10,310 (visual stimulus, drifting grating) and 9728 (no visual stimulus); number of simple-cell spikes: 3777 (visual stimulus) and 3927 (no visual stimulus). Bin width, 0.5 msec.
cates the absence of a monosynaptic connection (Fig. 2, right) . Similar flat correlograms were found in most cases of a sign mismatch between the geniculate and simple receptive fields. However, a difficulty with the "sign rule" is raised when a geniculate cell with a large receptive field covers more than one simple-cell subregion. The receptive field of this geniculate cell can be perfectly centered on a subregion of the same sign and still overlap adjacent subregions of different sign. This is an important issue that could not be addressed in a previous study because of the small sample size; cells with large receptive fields were discarded in Reid and Alonso (1995) . Here, with a much larger sample, we were able to divide our geniculate centers into two groups based on receptive-field size relative to the superimposed cortical subregion: small (less than two subregion widths) and large (more than two subregion widths). Most cells within our group of "large receptive fields" are likely to be Y cells Yeh et al., 2000) . As shown in Figure 3 , these cells with large fields were still more likely to connect to a simple cell if the very center of the receptive field overlapped a subregion of the same sign.
Regardless of receptive-field size, geniculocortical connections were strongest when the receptive-field centers were of the same sign as the overlapping simple subregion. First, these connections tended to have a greater efficacy; a larger percentage of geniculate spikes were followed by a cortical spike (Fig. 3 , right, filled diamonds). Second, they had a higher contribution; a larger percentage of cortical spikes were preceded by a geniculate spike (Fig. 3,  right, open circles) . In fact, the few connected geniculate cells that did not follow the sign rule usually had receptive-field centers located near the border between two simple-cell subregions (data not shown).
Receptive-field position
Geniculocortical connections were most often encountered when the geniculate center not only matched the sign of the overlapped simple-cell subregion but was also centered at the subregion peak (the position within the subregion that evoked the strongest responses). If the geniculate center was displaced from this peak (particularly along the width axis), the probability of finding a monosynaptic connection decreased.
We quantified the distance from the geniculate center to the subregion peak in all cell pairs in which the geniculate center overlapped a simple-cell subregion of the same sign (n ϭ 90; only small geniculate centers with a diameter less than two cortical subregion widths were examined). For this analysis, we express distance in terms of cortical subregion width at 20% of the peak response, derived from a parametric fit to the spatial receptive field (a Gabor function; see Materials and Methods). Across the width axis (Fig. 4 A) , the probability of finding a connection was very low (2 of 13) when the distance between the geniculate center and the subregion peak was greater than one-half the subregion width. These are, by definition, the LGN cells with receptive-field centers near the border between subregions. Along the length axis (Fig. 4 B) , however, connections were still found at distances twice as large. Similarly, both the efficacy and contribution of the connections became weaker as the distance between the receptive fields increased (Fig. 4 A,B) . This analysis suggests that the receptive fields of the geniculate inputs to a simple cell are aligned in visual space; the scatter along the length of the subregion was approximately twice the scatter along the width. It is important, however, to emphasize that all aligned geniculate centers are contained within the limits of the "classical receptive field" of the simple cell. This can be demonstrated by measuring distance in units of the subregion length (Fig. 4C) , rather than the subregion width (Fig. 4 B) . In this case, most of the connected LGN cells we found were centered within one length unit.
The differences between Figure 4 , B and C, are determined by the aspect ratio (length/width) of the cortical subunit. In our total population of cells, aspect ratios ranged from 1.17 to 5.45 (mean, 2.5 Ϯ 0.8; median, 2.3; Fig. 4 D) . These values are somewhat low in comparison with most studies of simple cells [range, 1.7-12; median, ϳ5 ; range, 2-12; median, ϳ3.5 (Gardner et al., 1999) ; range, 1-4; mean, 1.7 (Pei et al., 1994) ] but are consistent with studies that concentrated on layer 4 simple cells [ϳ2 (Bullier et al., 1982) ; mean, 2.3 Ϯ 0.8 (Martinez et al., 1999) ].
A second approach to quantifying receptive-field overlap is to define a single scalar that captures the degree to which the geniculate and simple receptive fields are well matched. A dot product between the two receptive fields, calculated by taking the product of the two receptive fields at each pixel and then summing, is one such measure. From the dot product, we derived two parameters, the overlap and the relative overlap, that differ only by the way they are normalized. As noted in Materials and Methods, both parameters can range between Ϫ1.0 and 1.0. The overlap of two receptive fields is equal to 1.0 (or Ϫ1.0) if they are spatially identical within a positive (or negative) scale factor and are perfectly overlapped. If the two receptive fields have different spatial configurations, the overlap can never be 1.0. The relative overlap is 1.0 if the two receptive fields are overlapped as best they can be, despite differences in spatial configuration (for instance if one is much bigger than the other, or if one is very elongated). Both measures, relative overlap (Fig. 5A) and overlap (Fig. 5B) , are highly correlated with the probability of an LGN cell being connected to a potential cortical target.
Time course of the response
In addition to the sign and position of the receptive fields, other response properties also influenced the likelihood of finding a connection. Among these, timing was particularly important. The time courses of visual responses differ considerably among both geniculate cells and simple cells (although as a population, re- Figure 4 . Distribution of cell pairs with respect to the distance between their receptive fields. Number of connected (positive cross-correlation) and nonconnected (flat cross-correlation) cell pairs as a function of the distance between the LGN center and the peak of the simple-cell subregion, in both width and length, is shown. A, B, Distances were measured in units of simple-cell subregion widths. C, Because simple cells had differing aspect ratios (length/width), the distance in length is also given in units of subregion length. Only cell pairs with receptive fields of the same sign (e.g., ON superimposed with ON) and with small geniculate centers (Ͻ2 subregion widths) were selected (n ϭ 90). Efficacies and contributions are shown to the right, as described in sponses in geniculate cells tend to be faster than those in simple cells). It might be expected that the timing of the geniculate inputs should match the timing of the simple-cell targets. This prediction is consistent with developmental models based on correlated neural activity (Miller et al., 1989; Miller, 1994) and also some models of direction selectivity (Saul and Humphrey, 1992) . The models of direction selectivity explicitly consider the distinction between lagged and nonlagged cells in the LGN (Mastronarde, 1987a,b). Because we recorded from few lagged cells (and did not classify them with standard tests, see Materials and Methods), our results concerning timing pertain mostly to nonlagged and partially lagged geniculate cells (but see below).
The white-noise method used in this study yields a detailed representation of both the spatial and temporal properties of a receptive field. Specifically, a series of receptive-field maps can be obtained for different times between the stimulus and response. Figure 6 shows an example of a receptive-field "movie" for two neighboring geniculate cells that were simultaneously recorded with a single electrode. The spatial receptive fields of these two cells were almost identical (same position, sign, and size), but their response time courses were very different. These timing differences are illustrated by the impulse responses calculated from the receptive-field series (Fig. 6, bottom) . Each impulse response is obtained by plotting the summed responses from all pixels in the receptive-field center (see Materials and Methods) for each receptive-field frame (from Fig. 6, top) . ON responses are represented as positive values, and OFF responses are represented as negative values. The response time courses of cell A and cell B differed in several ways. First, the impulse response for cell A was biphasic (the ON response was followed by an OFF rebound), whereas the impulse response for cell B was practically monophasic. Second, the response peaked 25 msec later (one stimulus frame) for cell B than for cell A. Third, the response lasted 75 msec longer for cell B (three stimulus frames). Cell A and cell B differed not only in the time course of their visual responses but also in the firing patterns. For example, the shortest observed interspike interval was longer for cell B than for cell A, as can be seen in the autocorrelograms (Fig. 6, bottom right) . In summary, geniculate cell A and cell B differed in their temporal response properties (response latency, response duration, and rebound index) and in their interspike intervals but were spatially similar (receptive-field position, size, and response sign).
The temporal parameters that differentiate cell A from cell B varied considerably among the entire population of geniculate cells and simple cells. We examined the distributions for some of these temporal parameters by calculating the impulse responses for both the simple cell and the geniculate cell. We examined only pixels within the intersection of the geniculate center and the simple-cell subregion. All parameters were interpolated from impulse responses calculated with a cubic spline. We calculated three different temporal parameters: peak time, zero-crossing time, and rebound time (see Materials and Methods and Fig.  7A,B) . From these parameters, we also calculated several derived parameters that were useful in comparing response timing between LGN and cortex: peak time ϩ zero-crossing time, duration from peak to zero-crossing time, and duration from peak to rebound. Finally, we calculated a parameter that characterized the shape of the impulse response: the rebound index or the ratio of the second phase of the impulse response over the first (see Materials and Methods and Fig. 7C) . To make precise measurements, particularly of the rebound, we selected only impulse responses with good signal to noise (the maximum of the impulse response had to be Ͼ5 SD above baseline; n ϭ 169). Data typically failed to meet this criterion when the simple-cell subregion was weak or was only partially overlapped by the geniculate center.
Geniculate responses tended to peak faster and to be briefer than simple-cell responses. This can be appreciated from the distribution of peak times (Fig. 7A ) and zero-crossing times (Fig.  7B) for the two populations. Similar distributions were seen for other parameters such as rebound time and total response duration (data not shown). In addition, geniculate cells and simple cells often differed in the relative strength of their rebounds or their rebound index ( Fig. 7C ; see Materials and Methods). Most simple cells had very weak rebounds. In contrast, geniculate cells displayed a range of rebound indices, some of them Ͼ1.0 (rebound stronger than the peak). Although the visual responses of Figure 6 . Receptive fields and impulse responses from two neighboring geniculate cells. Spatially the receptive fields are very similar, but their timing is different. Top, A series of receptive-field frames calculated for each geniculate cell at different times after the stimulus is shown. Bottom, Left, The impulse responses (biphasic for cell A and monophasic for cell B) are shown. The labels on the x-axis show the lower limit of the time interval during which the stimulus was presented (e.g., 0 indicates 0 -25). The stimulus was updated every 25 msec. Although not tested explicitly, the two cells most likely correspond to nonlagged (cell A) and partially lagged (cell B) cell types (Cai et al., 1997; Wolfe and Palmer, 1998 simple cells and geniculate cells differed for all temporal parameters measured, there was considerable overlap between the distributions (Fig. 7) . This overlap raises the following question: does connectivity depend on how well geniculate and cortical responses are matched with respect to time? For instance, do simple cells with fast subregions (early times to peak and early zero crossings) receive input mostly from geniculate cells with fast centers? Figure 8 illustrates the visual responses from a geniculate cell and a simple cell that were monosynaptically connected. A strong positive peak was observed in the correlogram (shown with a 10 msec time window to emphasize its short latency and fast rise time). In this case, an ON central subregion was well overlapped with an ON geniculate center (precisely at the peak of the subregion). Moreover, the timings of the visual responses from the overlapped subregion and the geniculate center were very similar (same onset, ϳ0 -25 msec; same peak, ϳ25-50 msec). It is worth noting that the two central subregions of the simple cell were faster and stronger than the two lateral subregions. The responses of the central subregions matched the timing of the geniculate center. In contrast, the timing of the lateral subregions resembled more closely the timing of the geniculate surround (both peaked at 25-50 msec).
Unlike the example shown in Figure 8 , a considerable number of geniculocortical pairs produced responses with different timing. For example, Figure 9 illustrates a case in which a geniculate center fully overlapped a strong simple-cell subregion of the same sign, but with slower timing (LGN onset, ϳ0 -25 msec; peak, ϳ25-50 msec; simple-cell onset, ϳ25-50 msec; peak, ϳ50 -75 msec). The cross-correlogram between this pair of neurons was flat, which indicates the absence of a monosynaptic connection (Fig. 9, top right) .
To examine the role of timing in geniculocortical connectivity, we measured the response time course from all cell pairs that met two criteria. First, the geniculate center overlapped a simple-cell subregion of the same sign (n ϭ 104). Second, the geniculate center overlapped the cortical subregion in a near-optimal position (relative overlap Ͼ 50%, n ϭ 47; see Materials and Methods; Fig. 5A ). All these cell pairs had a high probability of being monosynaptically connected because of the precise match in receptive-field position and sign (31 of 47 were connected). The distributions of peak time, zero-crossing time, and rebound index from these cell pairs were very similar to the distributions from the entire sample ( Fig. 7 ; see also Fig. 10 legend) . The selected cell pairs included both presumed directional (predicted DI Ͼ 0.3, see Materials and Methods; 12/20 connected) and nondirectional (19/27 connected) simple cells. Most geniculate cells had small receptive fields (less than two simple-cell subregion widths; see Receptive-field sign), although five cells with larger receptive fields were also included (three connected). From the 47 cell pairs used in this analysis, those with similar response time courses had a higher probability of being connected (Fig. 10) . In particular, cell pairs that had both similar peak time and zero-crossing time were all connected (n ϭ 12; Fig. 10 A) . Directionally selective simple cells were included in all timing groups. For example, in Figure 10 A there were four, five, two, and one directionally selective cells in the time groups Ͻ20, 40, 60, and Ͼ60 msec, respectively. Similar results were obtained if we restricted our sample to geniculate centers overlapped with the dominant subregion of the simple cell (n ϭ 31). Interestingly, the efficacy and contributions of the connections seemed to depend little on the relative timing of the visual responses (Fig. 10, right) .
Although our sample of them was quite small, lagged cells are of considerable interest and therefore deserve comment. We recorded from 13 potentially lagged LGN cells whose centers were superimposed with a simple-cell subregion (eight with rebound indices between 1.2 and 1.5; five with rebound indices Ͼ1.9). Only seven of these pairs could be used for timing comparisons (in one pair the baseline of the correlogram had insufficient spikes; in three pairs the geniculate receptive fields were very large; in two cell pairs the geniculate centers were at the border between subregions). Of these seven cell pairs, three were fortuitously superimposed with same-signed "lagged-like" cortical subregions (rebound indices Ͼ 1.0). All three of these pairs were connected.
The centers of the remaining four potentially lagged geniculate cells overlapped cortical subregions that were not lagged-like (rebound indices Ͻ 1.0). The sign of the overlap in these cases is ambiguous, because it depends on whether the first phase of the geniculate impulse response (our convention) or the second phase (which corresponds to the lagged response) is used. When the first phase of the geniculate response matched the first phase of the cortical response (only one case), the cells were connected. When the first phases did not match (three cases), the cells were not connected.
In summary, we have three candidate examples in which po- Figure 8 . Geniculate center overlapped with a simple-cell subregion of the same sign and similar timing. The two cells were monosynaptically connected. Left, A series of receptive-field frames for the geniculate cell and simple cell is shown. The simple receptive field had two strong subregions that were fast (peak, ϳ0 -25 msec) and two weaker flanks that were slower (peak, ϳ25-50 msec). The ON geniculate center overlapped the ON simple-cell subregion. Right, The impulse responses of the LGN center and simple-cell subregion (summed over all pixels in their intersection) are shown.
The labels on the x-axis show the lower limit of the time interval during which the stimulus was presented (e.g., 0 indicates 0 -25). Top, The correlogram indicates that the two cells were monosynaptically connected [positive peak with short monosynaptic delay (asterisk)]. Note that the monosynaptic delay is much shorter than could be resolved in the impulse response. Number of geniculate spikes in the cross-correlogram: 38,251; number of simple-cell spikes in the cross-correlogram: 33,453. tentially lagged LGN cells were superimposed with lagged-like cortical subregions, all of which were monosynaptically connected. These few examples are consistent with the hypothesis that the lagged-like responses in cortex are at least partially caused by lagged geniculate input (Saul and Humphrey, 1992) . Conversely, when a potentially lagged cell was superimposed over a nonlagged cortical subregion, a connection was found only when the first phases of the responses matched.
Subregion strength
Simple receptive fields usually have one or two strong central subregions flanked by weaker subregions. In addition to the factors described above (receptive-field position, sign, and timing) the probability of finding a monosynaptic connection was higher when the geniculate center overlapped the strongest subregion of the simple cell (as in Figs. 1, 8 ). This rule was not absolute, however, because we found numerous examples of connected pairs in which the LGN center overlapped a weaker subregion (Fig. 11) . We divided simple receptive fields into dominant subregions and flanks based on the location of the stimulus pixel that evoked the strongest response (see Materials and Methods for definition of subregion strength). Flanks were further subdivided into strong flanks (total response, 50 -99% of the dominant subregion) and weak flanks (Ͻ50% of dominant subregion). We selected for this analysis all cell pairs in which the simple-cell subregion was overlapped by a geniculate center of the same sign (n ϭ 104) and, specifically, by the strongest pixel of the geniculate center (n ϭ 67). Most geniculate cells that were monosynaptically connected overlapped the dominant subregion of the simple cell (n ϭ 26 of 39; Fig. 12) . A smaller fraction of cells that overlapped strong flanks were connected (n ϭ 8 of 17), and yet fewer were connected that overlapped weak flanks (n ϭ 4 of 11). For the very weakest flanks studied (Ͻ30 of the dominant subregion), none of the four overlapping geniculate cells were connected (data not shown). Similarly, the efficacy and contribution of the connections seemed to be weaker when the geniculate center overlapped a weak flank. These results are consistent with the proposal of Hubel and Wiesel (1962) that the weakest subregions result from the surrounds of geniculate cells, whereas moderately strong flanking subregions might result from a combination of geniculate centers and surrounds. This idea is further supported by the finding that the weakest subregions tend to have responses with slower time courses, similar to those of the geniculate surrounds (e.g., Fig. 8 ). Thus it seems likely that simple cells with one dominant subregion and two weak flanks are built by a single row of geniculate centers, whereas simple cells with two strong subregions (i.e., one dominant and one strong flank) originate from two rows of geniculate centers.
Receptive-field size
The probability of finding a monosynaptic connection between a geniculate cell and a simple cell was higher when the diameter of the geniculate center matched or was slightly larger than the width of the simple-cell subregion (Figs. 1, 8, 11 ) (see also Reid and Alonso, 1995; Alonso et al., 1996) . Exceptions to this rule, however, were not uncommon, particularly for cells with large receptive fields.
A simultaneous recording from three cells, which illustrates both the rule and the exception, is shown in Figure 13 . In this example, the large center of a geniculate cell was overlapped with a large simple-cell subregion of the same sign (cell A), and as would be expected, a strong positive peak was observed in the correlogram. The same geniculate center, however, overlapped both the ON and the OFF subregions of another simple cell (cell B), and still a positive peak was found. The exception represented by the connection to simple cell B in Figure 13 demonstrates that cross-correlation analysis can detect some weak connections between cells with receptive fields of different sign (ON overlapped with OFF).
Although the diameter of most geniculate centers approximately matched the width of the overlapped simple-cell subregion, many cells had receptive fields that were twice or three times as large. The relationship between relative size and connectivity is shown in Figure 14 for the subset of cells with 23, 11, 12, 0.1; 48, 13, 35, 1.1; and 56, 17 , 39, 1.1. Timing differences for the two unconnected large cells are as follows : 79, 17, 62, 0.8; and 186, 26, 160, 0.3 the same sign. This figure illustrates our fifth rule of connectivity: the probability of finding a monosynaptic connection was highest when the diameter of the geniculate center was similar or slightly larger than the subregion width. The size rule, however, was our least strict rule. For example, strong connections were sometimes found between cells with different receptive-field sizes (Fig. 14, right) . In general, however, connections with large efficacy and contribution were usually found when the geniculate center mostly overlapped a subregion of the same sign (Fig. 13, cell A) .
All size measurements were performed by fitting geniculate receptive fields to a symmetric two-dimensional Gaussian function, but it is worth noting that some of our geniculate receptive fields were somewhat elongated, as reported in previous studies (Daniels et al., 1977; Vidyasagar and Urbas, 1982; Schall et al., 1986; Soodak et al., 1987; Cai et al., 1997) . It has been suggested that these slight receptive-field asymmetries may play a role in the generation of orientation selectivity (Vidyasagar and Urbas, 1982) . Unfortunately, this hypothesis could not be tested in our study because of the relatively small sample of clearly elongated geniculate receptive fields.
DISCUSSION
We examined the specificity of connections between pairs of cells in the LGN and visual cortex of the cat. The probability of finding a connection was highest when cell pairs were similar in terms of five receptive-field parameters: (1) sign, (2) position, (3) timing, (4) subregion strength, and (5) size. Previous work has shown that receptive-field position and sign are extremely important (see also Tanaka, 1983 Tanaka, , 1985 Reid and Alonso, 1995) . Here, we have built on this finding with a larger data set and also demonstrated that the probability of finding a connection depends on response timing, subregion strength, and receptive-field size. In addition, we have demonstrated that the strength of connections (efficacy and contribution) depends on the similarity between the geniculate and cortical receptive fields.
Timing of simple-cell subregions
The overwhelming majority of our geniculate cells were nonlagged, but even within this population there was a broad range of response timing. This range was even broader among the over- Figure 12 . Distribution of connected and nonconnected cell pairs as a function of the response strength from the overlapped simple-cell subregion. We selected only cell pairs in which the strongest pixel of the geniculate receptive field overlapped a pixel of a same-sign simple-cell subregion (n ϭ 67). The dominant subregion is the strongest subregion within the simple receptive field. The strong flank is 50 -99% of the response of the dominant subregion. The weak flank is Ͻ50% of the response of the dominant subregion. Figure 13 . Two neighboring simple cells receive input from a common Y geniculate cell. A very large geniculate receptive field overlaps a subregion of the same sign in cell A, but it also overlaps both ON and OFF subregions in cell B. The cell is presumably a Y cell because its center is Ͼ2.5 times the width of the subregions of the cortical receptive fields Yeh et al., 2000) . The two simple cells were recorded with the same electrode. The asterisk indicates a significant monosynaptic peak (see Materials and Methods). Number of spikes: geniculate cell, 12,321; simple cell A, 26,192 ; simple cell B, 1671. All receptive fields were plotted at the same delays between stimulus and response (32-52 msec). The stimulus was updated every 20 msec. lapped cortical subregions (Fig. 7) . Our data indicate that the connections between geniculate cells and simple cells are predominantly found when both cells respond with similar time courses. This result suggests that two geniculate cells with overlapping receptive fields but different response timing would not converge onto the same simple cell. An interesting consequence of this finding relates to directionally selective simple cells. These cells have different time courses of response at different positions within the receptive field, a characteristic known as spatiotemporal inseparability (Movshon et al., 1978; Adelson and Bergen, 1985; Reid et al., 1987 Reid et al., , 1991 McLean and Palmer, 1989; DeAngelis et al., 1993a,b; Jagadeesh et al., 1993 Jagadeesh et al., , 1997 . On the basis of the resemblance between the range of response dynamics within cortical receptive fields and the dynamics of different classes of geniculate cells (lagged and nonlagged), Saul and Humphrey (1992) suggested that some simple cells could receive convergent input from geniculate cells with a range of response dynamics. Our results are consistent with this hypothesis, although they do not prove all aspects of it. Most monosynaptic connections were found between cell pairs for which the geniculate center matched the timing of the overlapped portion of the simple receptive field (peak time, zero-crossing time, and relative strength of the rebound). These results provide strong support for a weaker version of the hypothesis, which concerns mainly nonlagged cells and partially lagged cells.
For lagged cells, our evidence is more anecdotal. In three examples, when the geniculate center and the superimposed cortical subregion were of the same sign and both had a lagged-like signature (rebound Ͼ peak), a connection was found. In four other examples, in which the geniculate center was lagged-like and the cortical subregion was nonlagged-like (peak Ͼ rebound), a connection was found only when the peaks had the same sign.
Receptive-field size
Our fifth rule of connectivity, that the diameter of the geniculate center tends to be equal to (or slightly larger than) the width of the simple-cell subregion (Fig. 14) , was the weakest of the five rules we examined. In particular, the most notable exception to like-to-like connectivity rules was seen in the connections made by geniculate cells with large receptive fields (Figs. 3B, 13, 14) . By definition (see Materials and Methods), the receptive-field centers of these cells were more than two times larger than the width of the overlapped simple-cell subregion. Consequently, these receptive fields usually overlapped simple-cell subregions of one sign and portions of adjacent subregions of the opposite sign. When the position of their peak response was considered, however, these geniculate cells nevertheless obeyed the sign rule; monosynaptic connections were more common when there was same-sign overlap (Fig. 3B ).
Many studies proposed that X and Y geniculate axons are either entirely (Ferster and LeVay, 1978; Gilbert and Wiesel, 1979) or partially (Freund et al., 1985a; Humphrey et al., 1985) segregated within layer 4 and usually drive different cortical neurons (Bullier and Henry, 1979a,b; Ferster and Lindstrom, 1983; Tanaka, 1983; Martin and Whitteridge, 1984; Mullikin et al., 1984; Freund et al., 1985b) . Our size rule is only weakly consonant with these findings, so we can only draw limited conclusions. We did not systematically compare the relative sizes of cortical receptive fields in a given penetration. We also did not explicitly identify geniculate cells on the basis of their response linearity, although most cells within our group of large receptive fields are very likely to be Y cells Yeh et al., 2000) . Therefore, although our results on the relative sizes of geniculate and cortical receptive fields (Fig. 14) are suggestive, we cannot offer definitive proof that X cells preferentially target cortical cells with small receptive fields and Y cells target those with larger receptive fields.
Certainly, examples of connections from geniculate cells with large receptive fields, noted above, argue for some mixing of the X and Y pathways. More directly, some simple cells have been shown to receive convergent input from geniculate cells with receptive fields of very different size [particularly when the simple cell has both a small and large subregion; Alonso et al. (1996), their Fig. 4; Tanaka (1983) , his Fig. 5 ]. It remains unclear whether this partial X-Y mixing is produced by "developmental mistakes" or whether it has some functional significance.
Number of geniculate inputs to a simple cell
In the present study we examined the probability of finding a connection between individual geniculate and cortical neurons, given their receptive fields. The following question remains: how many geniculate cells converge onto a simple cell? Tanaka (1983) made an estimate of this number based on the strength of crosscorrelations he measured between geniculocortical pairs. On average, he found that 10% of the spikes produced by a simple cell fell within the peak of its correlogram with a single geniculate cell. Assuming that simple-cell responses are dominated by geniculate inputs, he estimated that 10 geniculate cells converge onto a single target. Tanaka's estimates encounter several objections. First, his measurements overestimated the real contribution from a single geniculate input because geniculate cells are themselves strongly correlated . This overestimation is perhaps compounded by the fact that his integration window to quantify the strength of monosynaptic peaks was broader than that used here. Second, it assumed that all cortical spikes are "caused" in some direct sense by geniculate spikes, which may not be the case because most excitatory connections come from in- Figure 14 . Distribution of connected and nonconnected cell pairs as a function of the relative sizes of the receptive fields. Left, Number of connected (positive cross-correlation) and nonconnected (flat cross-correlation) cell pairs as a function of relative receptive-field size for pairs with same-sign overlapped subregions (n ϭ 104) is shown. Right, The probability of finding a monosynaptic connection was slightly higher when the geniculate center was similar to or slightly larger than the simple-cell subregion (ratio, 1-1.5). Conventions are as described in Figures 3 and 4. tracortical sources (LeVay and Gilbert, 1976; Peters and Payne, 1993; Ahmed et al., 1994; but see Ferster et al., 1996) .
The number of geniculate cells converging onto a cortical cell can also be estimated on the basis of anatomical grounds. It has been calculated that there are 125 total geniculocortical synapses on any given layer 4 spiny stellate cell in area 17 (Peters and Payne, 1993) . Freund et al. (1985b) counted the number of synapses made by geniculate axons onto visual cortical neurons and found only one synapse in most cases, with a maximum of eight. From this very small sampling, the number of different thalamic afferents that converge onto a cortical target could therefore range between the extreme values of 15 and 125.
Finally, another estimate of the geniculocortical convergence can be based on a combination of anatomical data from the literature and physiological data from the current study. The number of geniculate inputs converging onto a simple cell can be obtained via the following equation: N ϭ A .
C
. p, where A is the minimum number of geniculate centers that cover a simple receptive field (that is, the area of a simple receptive field relative to a geniculate center), C is the coverage factor (number of geniculate centers per point of visual space), and p is the probability that a geniculate cell and a simple cell with overlapping receptive fields are connected. An average layer 4 simple cell has two to three subregions, each with a length/width ratio of ϳ2.5 (Fig. 4 D) . Therefore, six geniculate receptive fields would suffice to cover a simple receptive field. The coverage factor for X cells (ON and OFF combined) is approximately six in the retina (Wässle et al., 1981) and 2.5 times larger in the LGN (see Peters and Payne, 1993) ; therefore, C ϭ 15. The probability of finding a monosynaptic connection between a geniculate cell and a simple cell with overlapping receptive fields is approximately one-third, from the current study. Thus, ϳ30 geniculate cells would converge onto a simple cell (N ϭ 6 . 15
. 0.33). Although simple receptive fields are approximately outlined by this small set of highly specific geniculocortical afferents, they are also likely to be shaped by intracortical processing, both excitatory and inhibitory. Certainly, geniculate afferents are outnumbered by excitatory intracortical connections (LeVay and Gilbert, 1976; Peters and Payne, 1993; Ahmed et al., 1994) . Moreover, inhibition plays an important role in generating response properties of cortical neurons (Sillito, 1992) . Along these lines, recent intracellular studies have validated the previous idea that simplecell subregions are formed by a push-pull mechanism: ON excitation superimposed with OFF inhibition and vice versa (Hubel and Wiesel, 1962; Palmer and Davis, 1981; Ferster, 1988; Tolhurst and Dean, 1990; Hirsch et al., 1998 ; but see Borg-Graham et al., 1998) .
In summary, our results demonstrate that there is a high specificity in the connections between simple cells and their geniculate inputs. These connections follow rules similar to those of the connections from retinal afferents to geniculate cells (Hubel and Wiesel, 1961; Cleland et al., 1971a,b; Kaplan and Shapley, 1984; Kaplan et al., 1987; Mastronarde, 1987b Mastronarde, , 1992 . Taken together, these results emphasize the remarkable precision of the developmental mechanisms that determine the feedforward connections in the retinogeniculocortical pathway.
