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Thesis Abstract 
 
 The aim of this study is to investigate the fluid-structural response to pulsatile 
Newtonian and non-Newtonian blood flow through an axisymmetric stenosed vessel 
using FLOTRAN and ANSYS. This is to provide a basic understanding of 
atherosclerosis. The flow was set to be laminar and follows a sinusoidal waveform. The 
solid model was set to have isotropic elastic properties. The Fluid-Structural Interaction 
(FSI) coupling was two-way and iterative. Rigid and Newtonian cases were investigated 
to provide an understanding on the effects of incorporating FSI into the model. The wall 
expansion was found to decrease the axial velocity and increase the recirculation effects 
of the flow. To validate the models and methods used, the results were compared with the 
study by Lee and Xu [2002] and Ohja et al [1989]. Close comparisons were achieved, 
suggesting the models used were valid. Two non-Newtonian models were investigated 
with FSI: Carreau and Power Law models. The Carreau model fluid behaviour was very 
close to the Newtonian model. The Power Law model produced significant difference in 
viscosity, velocity and wall shear stress distributions. Pressure distribution for all models 
was similar. In order to quantify the changes, Importance Factor (IG) was introduced to 
determine the overall non-Newtonian effects at two regions: the entire flow model and 
about the vessel wall. The Carreau model showed reasonable values of IG whereas the 
Power Law model showed excessive values. Transient and geometrical effects were 
found to affect the Importance Factor. The stress distributions for all models were found 
to be similar. Highest stress occurred at the shoulders of the stenosis where a stress 
concentration occurred due to sharp corners of the geometry and large bending moments. 
The highest stresses were in the axial direction. Notable circumferential stress was found 
at the ends of the vessel. Carreau model produced slightly higher stresses than the other 
models. Wall stresses were found to be primarily influenced by internal pressure, rather 
than wall shear stresses. 
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Chapter 1 
 
Introduction 
 
1.1 Motivation and Aims 
  
Recently there has been a significant amount of research done on stenosed 
arteries: arteries that have a blockage caused by the disease called atherosclerosis. 
Atherosclerosis, which literally means the hardening of arteries, is caused by plaque 
build-up over the artery walls. These are normally smooth to allow for easy transportation 
of red blood cells, oxygen, white blood cells, nutrients, and other vital substances that the 
body requires. This plaque build-up tends to cause a hardening of the artery walls as well 
as a narrowing of the arterial passage. The plaque itself consists of a fatty inner core and 
a calcified cap.  
 The exact causes of atherosclerosis are still unknown, but recently it has been 
linked to the dietary intake of a person. Certain cholesterols have been found to promote 
the formation of plaque on artery walls and over time the build-up affects the blood flow 
path, which in turn can further complicate the problem. The rupturing of this plaque 
exposes the fatty core and can lead to the formation of a thrombus, where the blood 
platelets form a clot about the exposed area. Thrombus formation can block off an entire 
artery; a potentially fatal condition if the coronary artery or an artery that supplies blood 
to the brain is blocked off. The chances of this occurring are further complicated by 
several factors: whether the plaque contains a thick or thin cap, diseases that affect the 
property of the blood or arteries, age, sex, hypertension and cigarette smoking. It is 
therefore no wonder that this topic is now of significant concern to the community and 
the focus of numerous research efforts. 
 Most of the studies available at present focus on the clinical aspects of the disease. 
There has been a great push, however, to understand the physics involved with the 
disease itself, including the cause and possible methods of treating it. Numerous 
experiments have been conducted to study the geometry and fluid effects on the 
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condition. These studies have provided valuable data. There are limitations, however, 
with these experimental techniques that need to be investigated further using other 
methods. Recently, computational techniques have demonstrated a strong ability in 
modelling flow behaviour within stenosed arteries of varying geometry and conditions 
that can be specified according to realistic conditions. This method is fast, economical 
and presents extensive results that allow for an in-depth understanding of the disease. 
With the increase in computational power, the simulations show an increase in 
complexity, incorporating more variables to better approximate realistic conditions. 
Numerical simulations have extensively studied the relationship between the 
shape of the stenosis and blood flow, using shapes and physical characteristics derived 
from medical samples or through non-invasive methods. These studies provided the basis 
for further research by discussing the many shape factors that affect the flow: stenosis 
height and length, vessel wall tapering and asymmetric shapes. They have also provided 
in-depth analysis on the flow behaviour in steady and transient flows. The current trend 
for blood flow modelling is to use non-Newtonian models to describe blood flow 
behaviour, as blood is actually a collection of cells suspended within plasma and 
therefore does not exhibit Newtonian properties under normal conditions. Another recent 
development is the incorporation of Fluid-Structural Interaction (FSI), which allows a 
coupling between fluid and solid models. This method allows for a study of the vessel 
wall behaviour and flow response to wall deformation, factors which previously have 
been neglected. This provides a valuable tool in determining critical areas where plaque 
rupture or wall-collapse is likely to occur. 
There have been numerous simulations that have incorporated non-Newtonian 
blood flow or FSI individually. There has been little research, however, into combining 
both of these conditions together, even though both are often present within normal blood 
flow, particularly for stenosed vessels. This study aims to incorporate both of these 
factors to investigate the non-Newtonian pulsatile flow behaviour as well as the structural 
response. Two non-Newtonian models will be investigated: Carreau model and Power 
Law model, to determine their respective non-Newtonian influences. An iterative two-
way coupling method will be employed to link the fluid and solid models and provide an 
understanding of the influences between these models as well as the basic physical 
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characteristics such as stresses, deformations and flow properties. To achieve this, the 
ANSYS 8.1 Multiphysics software package containing the programs FLOTRAN and 
ANSYS will be used, which are capable of modelling the fluid and structural portions 
respectively, as well as providing a bridging environment to couple them. FLOTRAN 
allow non-Newtonian modelling and both these softwares provide a viable post-
processing platform to analyse the results. 
 
1.2 Thesis Scope and Chapter Outline 
 
 The study is introduced in Chapter 1, including the motivation, aims and an 
outline of the thesis. 
 Chapter 2 provides an in-depth review of the background for this study as well as 
previous studies conducted in this area of research. This covers early studies into the 
vessel geometry, flow in steady and transient conditions, non-Newtonian experimental 
and numerical studies highlighting the different models used and the viability of each 
model, and finally a discussion on the present state of FSI research on blood flow through 
stenosed arteries. This review provides the grounds on which this research will build 
upon.  
Chapter 3 provides some fundamental knowledge of flows within arteries and a 
brief overview of Computational Fluid Dynamics (CFD) modelling. This Chapter will 
also introduce the human circulatory system, arterial properties, atherosclerosis and the 
physical concepts of blood flow that will be used for discussion in the other chapters. The 
second half of this chapter details the advantages of using CFD, the basic theories 
involved and concludes with a discussion on the available codes to meet the requirements 
of this study. 
 The main body of this research itself is broken into several stages that answer the 
initial research questions in an orderly fashion. This is to provide a strong basis to 
achieve the research goal. 
 The first stage is to determine a suitable model geometry to be used for the study. 
Selection has to take into consideration limitations on the software’s capability as well as 
its degree of accuracy. Using complex geometries would be extremely tedious to model 
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and would result in poor convergence during the fluid-structural coupling. The geometry 
should also be based on previous studies so that the ANSYS code’s ability to accurately 
recreate the appropriate results can be validated and so that the model refinements 
required to produce an accurate comparison can also be investigated. This portion is 
covered in Chapter 4. 
 Once a suitable model has been determined and the optimal model settings have 
been specified, the model can be validated with available results from other sources. This 
allows for a basic model, which will act as a benchmark for the further stages of this 
study by providing a Newtonian and rigid model. In this case, the geometry used will be 
the same used by the study by Lee and Xu [2002], which is in turn based on the study by 
Ohja et al [1989]. Lee and Xu have provided numerous results that can be used to 
validate the methods used in this study. These include velocity profiles, velocity-time 
relationships, wall shear stress distributions, flow separation and vortices. The 
comparisons for this model are made in Chapter 5. 
 The third stage is to incorporate FSI into the Newtonian blood flow model and to 
make further comparisons with the study by Lee and Xu [2002]. The coupling method 
employed in this study and the program’s ability to represent the FSI results are 
investigated to determine the code’s accuracy and efficiency. The fluid characteristics 
discussed above are presented for comparison with the Newtonian model to provide an 
understanding on the effects of FSI on fluid behaviour. The stress distributions of the 
solid model are of critical importance as these allow for investigation into the peak 
stresses for different directions. These then allow for predictions as to how the lesions 
may occur as well as other possible complications. Wall deformations also provide an 
insight into the structural response towards the fluid flow and give an indication of 
whether structural collapse is apparent. This portion is also discussed in Chapter 5. 
 The final stage is to incorporate non-Newtonian models with the FSI method, 
which is presented in Chapter 6. From the non-Newtonian models outlined in Chapter 2, 
two models are chosen for this study: the Carreau model and the Power Law model. 
These non-Newtonian models will use the experimental values as outlined in the study by 
Johnston et al [2004]. Comparing the fluid characteristics and structural responses 
between these two models and a comparison Newtonian model will provide an 
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understanding on the strengths and limitations of each model as well as their effect on 
flow behaviour. Following the recommendations of the study by Johnston et al [2004], an 
importance factor, IG, will be used to determine the non-Newtonian impact of both 
models, which is derived from viscosity distributions.  
 The final chapter of this study will discuss the results and arrive at conclusions on 
model validation, FSI response for both the solid and fluid models, the effects of 
incorporating non-Newtonian behaviour into the fluid and discussions on the strengths 
and weaknesses of these different models. The limitations of the program with regards to 
the results are also discussed. This chapter concludes with the potential applications of 
this study for medical research and recommendations for further study.  
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Chapter 2 
 
Background and Literature Review 
 
2.1 Background of the Study 
  
 The initial research conducted on the physics of atherosclerosis incorporated 
mostly experimental techniques into visualising the flow through a tube, partially 
occluded or otherwise, referred to as hemodynamics. Several variations were made as to 
the occlusion shape and severity, location and the fluid flowing through the vessel to 
determine the flow characteristics such as the pressure, shear stress and flow velocity. 
Many of these in vitro experiments provided important information. Further insights into 
flow recirculation and flow separation have been generated through other visualisation 
techniques such as dye tracing. In most cases, these experimental techniques were limited 
by the methods of acquiring the flow measurements as this usually involved having a 
probe inserted into the flow, e.g. pressure probe. It is not feasible to probe the entire flow 
region, and therefore it is only possible to attain sample readings from specific regions of 
interest and interpolate from these results if possible. There are further limitations 
resulting from the size of the flow domain and the probes available to extract 
measurements. It is possible, for example, for the probe to further affect the flow 
properties about the measurement point and further downstream, which leads to 
inaccurate results. Probes themselves have limitations as to the sensitivity of their 
measurement, which can lead to further inaccuracies. The recent use of laser Doppler 
anemometry has allowed for more accurate acquisition of flow velocities along these 
occluded tubes and has provided very useful visualisations of the flow behaviour without 
directly influencing it. This method is limited, however, by the preparation required prior 
to running the equipment; a complex process susceptible to limitations of accuracy in the 
angle of the lasers and attenuation as a result of the tube and fluid material. Some flow 
characteristics, such as the wall shear stress, are extremely difficult and even the more 
advanced experimental methods can provide poor results near the wall region.  
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 Recently, computer simulations have been seen as an excellent non-invasive 
method of studying flow within stenosed vessels. Computational simulations tend to have 
the benefit of being economical in comparison to experimental methods, which often 
require heavy investment in equipment. Initially, most of the simulations tended to make 
assumptions as to the geometry as well as on the fluid behaviour to reduce computational 
time. With an increase in computational power, flow models of stenosed vessels now 
incorporate far more complicated simulations that increasingly approach the conditions as 
present within the body itself. Recent technological methods have allowed the scanning 
of arteries using angiography, which allow simulations to incorporate realistic artery 
geometries. The end result is simulations which have geometries similar to that of real 
patients suffering from atherosclerosis. These simulations are capable of providing 
virtually any information that may be beneficial to medical practitioners, including 
information on the flow velocities, pressures, wall shear stresses, particle deposits and 
retention times and even the structural response to the blood flow. While at present it 
remains a challenge to create simulations that provide information on as many factors of 
interest as possible; there are efforts underway to create simulations that factor all these 
data together in order to provide a full analysis of the environment within the arteries.  
 Pressure within the artery is an important characteristic for consideration as it can 
determine the resistance against the flow in the vessel. A large pressure drop across the 
vessel promotes forward flow. If a significant pressure difference is not present, however, 
the flow will experience resistance and have a tendency to stagnate or even reverse - an 
often unwanted feature. In transient flows, where fluid momentum must be taken into 
consideration, flow pressure plays a significant role in determining the fluid behaviour 
even in simple geometries. In complex geometries, abrupt changes in pressures are also 
possible, producing regions of extremely low or high pressures. Where the structural 
response is considered, fluid pressure is used to determine the resulting displacement of 
the structure. 
 Flow velocity is related to volume flow rate, which determines the amount of 
blood passing through the vessel to supply other organs with necessary nutrients. 
Variations in vessel geometry can adversely affect flow path and cause regions to receive 
less nutrients or life-sustaining materials. Conversely, it can also increase the deposition 
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of harmful materials. Therefore, it is vital to study blood flow velocities to understand its 
behaviour within arteries. 
 Wall shear stresses on vessel walls have been difficult to acquire experimentally 
but have a strong link with the formation of arterial stenosis. Generally, this quantity 
requires precise and numerous measurements about the vessel wall, which is difficult, 
even for the technology presently available. It is therefore preferable to derive this 
numerically from simulations. Wall shear stress behaviour also plays a role in vessel wall 
behaviour in the cases where structural response is considered and could be responsible 
for wall rupture.  
 Particle deposition and retention times are also of interest to determine how the 
materials will collect within the stenosed vessel. Exposed cores can attract the clumping 
of platelets and fatty deposits, suggesting that it would be of interest to know which 
regions are most likely to retain these materials.  
 Structural response analysis is a recent trend in arterial analysis. Past simulations 
often did not take into consideration the effects the flow had on the artery walls and vice 
versa. This method was introduced recently and is still being developed. Under in vivo 
situations the structure is found to deform with each pulse. Also, numerical simulations 
allow for a better understanding of the stress conditions present within the critical region 
and where lesions are most likely to occur. 
 It is clear that computer-aided simulations provide a powerful tool for analysing 
the behaviour of blood in arteries, which in turn can provide valuable information in the 
treatment, and prevention of related diseases. They can provide a complete, non-invasive 
visualisation of the fluid and solid behaviour with a high degree of accuracy, which can 
be easily interpreted and benchmarked with available experimental results. 
 
2.2 Early Studies of Blood Flow within Stenosed Arteries 
 
 The initial research into blood flow within stenosed arteries concentrated on 
experimental simulations and reasonably simple geometries or steady-state 
axisymmetrical simulations using numerical simulations. Smith [1979] conducted 
extensive studies of steady flows through an axisymmetric stenosed artery using an 
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analytical approach. His study revealed that the resulting flow patterns were highly 
dependant on geometry of the stenosis and the overall Reynolds number of the flow. 
Another study, conducted by Deshpande et al [1976] employed the finite difference 
scheme to solve the flow through an axisymmetric stenosis under steady flow and arrived 
at similar conclusions. A study by Young and Tsai [1973a] provided experimental 
analysis on steady flow through stenosed arteries with varying severity, stenosis length, 
axisymmetric and asymmetric conditions, and with a range of Reynolds numbers from 
laminar to turbulent flows. It was found that all these factors contributed significantly to 
the flow behaviour. As expected, low fluid Reynolds number, smooth stenosis transitions 
and low degrees of severity tended to have little effect on the flow. Highly turbulent flow, 
sharp stenosis transitions and high degrees of severity can produce significant effects 
such as strong vortex formation. Under normal conditions, most arteries tend to have low 
Reynolds numbers due to their size and the fairly slow and viscous flow of blood. 
Atherosclerosis alters this flow path and forces the flow to produce highly disturbed flow, 
which can be further aggravated by other diseased conditions that alter artery or blood 
properties. 
 Later studies have shown that in order to approach realistic conditions, it is not 
possible to neglect the time-varying nature of the flow within the arteries. Other studies 
have thus included transient conditions into their simulations in order to take into account 
this flow behaviour. Imaeda and Goodman [1980] performed simulations on non-linear 
pulsatile blood flow in large arteries to determine the stability of the code and model used 
as well as to provide a proper representation of higher-frequency components. In 
addition, this code attempted to account for the viscoelastic properties of the wall in terms 
of wall motion and the effect on the fluid. Misra and Chakravaty [1986] also performed 
simulations of arteries incorporating stenosis and assuming a Newtonian fluid. The effect 
of artery wall response was also incorporated into the simulation and fluid harmonic 
waves were studied.  Young and Tsai [1973b] further extended their previous experiment 
to include oscillation flows with the aim of deriving an equation to describe the pressure 
drop across the tube. The results indicated that oscillation tended to produce flow, which 
was effectively different from steady state conditions, in some cases increasing the 
stability of the flow. Taking into account the fluid momentum can effectively change the 
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flow recirculation characteristics, such as during the deceleration phase, a low-pressure 
difference between the inlet and the outlet will occur, which increases the recirculation 
effects.  
 
2.3 Previous Studies on Non-Newtonian Blood Flow 
 
 In the cases above, blood was assumed to be a Newtonian fluid. It has been 
demonstrated that assigning Newtonian behaviour to blood is only valid when it has shear 
rates in excess of 100s-1, which tends to occur in larger arteries [Pedley, 1980; Berger and 
Jou, 2000]. In most cases, though, non-Newtonian blood models would provide a more 
accurate representation of blood flow behaviour within the arteries of interest, 
particularly for stenosed conditions. In some diseased conditions, blood flow is non-
Newtonian regardless.  
Studies have documented three types of non-Newtonian blood properties: 
thixotropy, viscoelasticity and shear thinning. Thixotropy is a transient property of blood, 
which is exhibited at low shear rates and has a fairly long time scale. Mandal [2005] 
suggests that this indicates a secondary importance in physiological blood flow. Mandal 
further explains, based on the research by Thurston [1972, 1973], that blood contains a 
number of particles and cells suspended within the flow that interact with each other 
significantly as to complicate two-phase modelling. Blood therefore exhibits significant 
viscoelastic properties, which is also a transient condition at the frequency range of 
common physiological condition. This has attracted significant research interest trying to 
determine useful mechanical properties to be employed in analytical calculations and 
simulations. Mandal [2005], notes that the viscoelastic property of blood diminishes vary 
rapidly as shear rate rises. At physiological hematocrit values, which is the volume 
fraction of red blood cells in whole blood, this effect is not significant, suggesting that 
this non-Newtonian behaviour is of secondary importance for normal pulsatile blood 
flow. This leaves shear thinning, which is a property of blood that is not transient in 
nature and therefore exhibited in normal blood flow at all shear rates up to 100s-1, 
whereby flow becomes Newtonian in nature. Mandal therefore concludes that shear 
thinning is the dominant characteristic of blood. Studies have therefore attempted to fit 
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experimentally measured blood flow behaviour to shear thinning equations with 
modifications to take into account the hematocrit values [Cho and Kensey, 1991; 
Walawender et al, 1975; Cokelet, 1972; Powell and Eyring, 1944]. A common property 
of these shear thinning equations is that the effective viscosity of the blood drops in 
regions of high shear rates and vice versa. From these studies several models were 
derived and validated against experimentally derived blood flow properties.  
Johnston et al [2004] studied the application of different non-Newtonian models 
onto a steady flow, and later a transient flow [Johnston et al, 2005] within an artery 
model obtained via angiography. These models were the Power Law model, Walburn-
Schneck model, Casson model, Carreau model and Generalised Power Law model 
[Johnston et al, 2004]. These models are summarised below in Table 2.1 whereas a plot 
of the viscosity and strain rate relationships is presented in Figure 2.1. Some non-
Newtonian models are extended versions of simpler models that have additional terms 
included to account for the hematocrit properties of blood. These allow for better 
agreement with experimental values by altering the slope and curve of the correlation 
slightly. For instance, the Walburn-Schneck model can be simplified to the Power Law 
model [Johnston et al, 2004]. These models have a tendency to predict decreasing 
viscosity at regions of high strain, including regions, which should have Newtonian fluid 
behaviour. Therefore, Cho and Kensey [1991] have suggested that the Power Law model 
could still be used provided that it is set to have a constant viscosity at strains above 
226.5s-1. Cho and Kensey [1991] have further suggested that slightly different parameters 
can be used to adjust the relationship further but this was not carried out in their study. 
The Walburn-Schneck model is viewed as an improvement to the Power Law model 
because of the incorporation of hematocrit value, H, to allow for a variation of the 
effective viscosity-strain rate relationship. In the study by Johnston et al [2004], this 
value was set to be 40%. The Power Law model in itself was a very popular model due to 
the simplicity of the equation and because it tended to yield significant non-Newtonian 
behaviour [Perktold et al, 1989]. Both models, referring to Figure 2.1, have weaknesses at 
very high strain rates, as they tend to over-predict viscosity near Newtonian shear rates 
and greatly under-predict viscosities at strain rates above 500s-1, which is not applicable 
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in arterial modelling. In the study by Johnston et al [2004], both models were deemed to 
provide excessive predictions and therefore were found to be not suitable.  
 
Table 2.1. Models of non-Newtonian blood viscosity with units given in Poise, P (1 P = 
0.1 Pa s) as a function of strain rate γ& , given in s-1 as shown in the study by Johnston et al 
[2004] with experimentally derived coefficients. 
 
Blood model Effective viscosity, μ 
Newtonian model P 0345.0=μ  
Carreau model [Cho and Kensey, 
1991] 
( ) ( )[ ] 2/)1(20 1 −∞∞ +−+= nγλμμμμ &  
where λ = 3.313 s, n = 0.3568, μ0 = 0.56 P and μ∞ = 0.0345 P 
Walburn-Schneck model [Walburn 
and Schneck, 1976] 
( )[ ]( ) HCHCHC eeC 3242 /TPMA1 −= γμ &  
where C1 = 0.00797, C2 = 0.0608, C3 = 0.00499, 
C4 = 14.585 l g-1, H = 40% and TPMA = 25.9 g l-1 
Power Law [Cho and Kensey, 1991] ( ) 10 −= nγμμ &  
where μ0 = 0.35 and n = 0.6 
Casson model [Fung, 1993] ( )[ ] 2/122/12/14/122 2 −−+= JJ yτημ  
where γ&  = 2√J2, τy = 0.1(0.625H)3 and η = η0(1-H)-2.5 with 
η0 = 0.012 P and H = 0.37 
Generalised Power Law model [Ballyk 
et al, 1994] 
1−= nγλμ &  
( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−Δ+= ∞ γ
γμμγλ &
&
& b
a
exp1exp  
( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−Δ+= ∞ γ
γμμγλ &
&
& b
a
exp1exp  
where μ∞ = 0.35, n∞ = 1.0, Δμ = 0.25, Δn = 0.45, a = 50, b = 3, 
c = 50 and d = 4 
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Figure 2.1. Graphical plots of the effective viscosity-strain rate functions for the different 
non-Newtonian models in the study by Johnston et al [2004], described in Table 2.1 
 
The Casson model, as used by Fung [1993] also takes into consideration the 
hematocrit value and in the study by Johnston et al [2004] this value was taken to be 
37%. This model, however, was found to produce a limiting viscosity at a higher shear 
rate than the usual Newtonian value. This model, referring to Figure 2.1 tends to have 
higher viscosities near Newtonian conditions but much smaller viscosities at low shear 
rates. The study by Johnston et al [2004] found that this model performed reasonably 
well. 
The Carreau model, as used by Cho and Kensey [1991] and Johnston et al [2004] 
has been seen to provide close approximations to experimental blood flow conditions. 
This model, unlike the Power Law and Casson model tends towards a constant viscosity 
at cases of high shear, but this tends to occur at shear rates above the accepted value 
whereby the fluid is expected to behave in a predominantly Newtonian fashion. The study 
by Johnston et al [2004] concluded that this model did not over-predict the non-
Newtonian effects while indicating that these effects were presented under expected 
conditions, particularly for the high velocity simulations.  
It has been discussed how the Power Law model tends to show higher levels of 
non-Newtonian effects and tends to have a fairly simple formulation. However, it has also 
been discussed that it tends to overestimate these effects. To improve on that model, a 
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newer set of equations were proposed by Ballyk et al [1994] as shown in Table 2.1, 
which allows the model to encompass the Power Law model at low strain, the Newtonian 
model at mid-range and high strain (from about 200s-1) and has the Casson model as a 
special case [Johnston et al, 2004]. This allows the model to behave similar to the 
Carreau model, and in the study by Johnston et al has been shown to provide the best 
results. It has later been used in the study by Mandal [2005] for this reason. 
The research above has mostly presented the fluids as non-Newtonian steady flow 
conditions. As discussed previously, the transient effects of these flows should not be 
ignored, and therefore several studies were conducted to investigate the transient effect of 
non-Newtonian flow. Johnston et al [2005] have thus incorporated this feature as an 
extension to their previous research, using the Generalised Power Law model to 
determine the non-Newtonian effects on the flow for different artery types. They have 
also included particles to track the flow path. Ishikawa et al [1998] has performed a study 
using the Bingham non-Newtonian model on a sinusoidal flow rate. They have noted that 
the non-Newtonian effect tends to weaken the strength of the vortex and be more 
prevalent during low Reynolds number periods, particularly during flow deceleration 
period. Buchanan et al [2000] conducted another study on the pulsatile nature of non-
Newtonian blood flow through stenosed arteries, using the Power Law and Quemada 
non-Newtonian models. This study concluded that flows with a high pulsatile nature tend 
to generate very complex flow patterns, including secondary vortices. Moderate pulsatile 
flow rates tend to have very little particle retention but higher pulses tend to increase the 
particles retained within the flow, which could indicate a higher likelihood of particle 
deposition on the walls. 
 
2.4 Previous Studies on Fluid-Structural Interaction (FSI) 
 
 Fluid-structural interaction is a relatively new technique used in numerical 
problems to provide an understanding of the impact the flow has on structures, both 
within the flow and encompassing the flow. While originally used to simulate cases of 
aeroelasticity for aerodynamic research interests, this method has recently been actively 
incorporated in various biomechanical researches, including those involving blood flows 
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through stenosed arteries. Incorporating FSI into the models is considered to be a big step 
in research on stenosed arteries as it allows the researcher to determine the locations 
where arterial lesions are most likely to occur and how they happen; providing a method 
of understanding that helps prevent potentially fatal results.  
It has also been suspected that the presence of a stenosis within the artery can 
result in an extremely low region of pressure where the occlusion is at a maximum, 
particularly for stenoses of a high level of severity. According to Tang et al [2001] there 
is a likelihood that the artery may collapse about the region, completely blocking off the 
blood flow. In their study, Tang et al performed a FSI analysis on many types of stenosed 
arteries and provided analysis on wall deformation, stress distribution and flow 
characteristics. They have managed to show that a low pressure exists around the 
stenosed region but because of the thickness of the wall at that location there is sufficient 
structural stiffness to resist collapse. McCord and Ku [1993] suspected that asides from 
stenotic collapse, the large variations of pressure also accelerated the fatigue around the 
stenosis, which could increase the likelihood of plaque rupture. This was another focus of 
the study by Tang et al [2001]. 
There are numerous other studies that have incorporated FSI to study the different 
concerns of blood flow through stenosed arteries. Lee and Xu [2002] provided a 
comprehensive study on blood flow past an axisymmetric compliant stenosis with sharp 
transitions. This geometry and a portion of their results were based on an earlier 
experiment by Ohja et al [1989] who studied pulsatile flow through a constricted tube of 
similar geometry and extracting flow characteristics. Lee and Xu used an isotropic elastic 
solid, close to artery conditions, to represent the artery walls and Newtonian fluid to 
represent the blood flow, with fluid characteristics similar to that used by Ohja et al. 
Their study used commercially available software, which incorporated an iterative 
method to couple the fluid and structural portions based on geometric displacements. Lee 
and Xu’s study was found to have close agreement with the experimental results, which 
validates the techniques used in their study. They also observed expansion of the arteries 
due to internal pressure, which resulted in slower fluid flow and maximum stresses 
occurring at the shoulders of the stenosis. An interesting note was that because this study 
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incorporated a time-dependent sinusoidal flow, the fluid velocity and structural 
displacements were out of phase with each other.  
Tang et al [1999a, 1999b, 2001] have provided numerous studies on three-
dimensional stenosed vessels with different degrees of severity as well as for both 
axisymmetric and asymmetric conditions. Like Lee and Xu [2002], they have also used 
commercially available programs for most of their earlier FSI simulations. In the more 
recent studies, however, they have also incorporated their own generalised finite 
difference (GFD) method to perform simulations and FSI coupling [Tang et al, 2001]. 
Instead of isotropic elastic solids, Tang et al have used viscoelastic properties to define 
the artery wall material, which they deemed to be closer to actual conditions. Instead of a 
specified flow rate through the stenosis they opted for a method of time-varying pressure 
difference between the inlet and outlet of the artery, similar to the diastolic and systolic 
phases of realistic blood flow. They noted high shear stresses near the stenosis throats and 
observed artery expansion, similar to the study by Lee and Xu [2002].  
Chakravaty and Mandal [2000] have provided extensive studies on blood flow in 
a deformable tapered stenotic artery. Their initial research was to validate the proposed 
method of coupling wall deformations with fluid flow. Mandal [2005] later employed the 
methods established previously to simulate similar conditions while setting the fluid to 
have a Generalised Power Law non-Newtonian model. The methods employed by 
Mandal provided excellent results with regards to fluid characteristics, i.e. fluid velocity, 
wall shear stress and pressure gradients with respect to changes in stenosis shape and 
degree of taper. However, their method could not yield the stress distributions across the 
wall as this was set to deform following a governing set of equations, rather than actually 
creating a wall model itself.  
Other notable contributions to research on FSI of stenosed arteries include: 
Zendehbudi and Moayeri [1999] who researched simple pulsatile flows through a smooth 
stenosis of reasonably small severity using the SIMPLER algorithm; and Deplano and 
Siouffi [1999] who conducted both numerical and experimental analyses for comparison 
and validation. Impressive research, conducted by Li and Kleinstreuer [2005], managed 
to model blood flow with FSI in a stent, which then expanded within an aneurysm sac. 
The blood was set to have non-Newtonian properties following the Quemada model. This 
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study provided a three-dimensional view of the critical stresses within the stent and 
aneurysm as well as potential hazards resulting from different flow pressures.  
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Chapter 3 
 
An Overview of Atherosclerosis and its Relation to 
Coronary Artery Disease 
 
 
Overview 
  
 This chapter discusses blood flow characteristics such as the circulatory system, 
artery structure and atherosclerosis as well as the physical properties of blood flow. Then 
the benefits of using the computational fluid dynamics (CFD) over experimental and 
purely theoretical methods will be highlighted. Finally, this chapter will briefly cover the 
CFD solution process and the software packages available to perform this solution. 
 
3.1 Introduction to the Human Circulatory System 
 
 The human circulatory system pumps five litres of blood through a complex 
network of passages that passes through the vital organs of the human body, providing 
nutrients and oxygen that these organs use and carry out the waste products and 
potentially harmful chemicals away from these organs. The heart is responsible for 
providing the driving push to move all this blood whereas the lungs allow for the 
exchange of gasses: providing oxygen to be carried to the vital and peripheral organs and 
taking away the carbon dioxide build-up. Therefore, the circulatory system itself can be 
separated into three distinct portions: the pulmonary system, encompassing the lungs; the 
coronary system, encompassing the heart and the systemic system, which covers the rest 
of the system. It is common to combine both the pulmonary system with the coronary 
system to a system by itself called the cardiopulmonary system. 
 Cardiopulmonary circulation involves the movement of blood from heart to lungs 
and back again and is important for removing waste gasses and saturating the blood with 
oxygen prior to being pumped from the heart to other portions of the body. The veins 
bring in blood rich in waste materials, particularly carbon dioxide which results from the 
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combustion processes necessary to generate energy carried out throughout the body. This 
enters the right atrium of the heart (lower chamber) via two large veins called the vena 
cavae, which then contracts (systole) and pushes the blood into the right ventricle (upper 
chamber) via a one-way valve. The right ventricle then contracts to force the fluids out 
through the pulmonary artery into the lungs, whereby the aforementioned exchange of 
gasses occurs. This blood, now rich in oxygen is further pumped into the left atrium via 
the pulmonary vein, which is pumped into the left ventricle of the heart and expelled 
through the aorta, the largest artery in the body (to withstand the high pressures), to the 
other portions of the body. It is important to note that there are a series of valves within 
the heart and within the veins around the body that prevent backflow from occurring by 
sealing off the vessels when the heart is expanding (diastole), causing a lower pressure 
upstream.  
 The systemic circulation covers the blood flow immediately after it leaves the 
heart to circulate around the body, depositing oxygen and nutrients while collecting waste 
products, to when it returns back into the heart. Within this flow, the blood will absorb 
nutrients attained from the digestion process, which is then used to provide fuel for 
energy as well as for cell growth and storage. The blood will deposit any unnecessary 
waste through the liver within this circulation as well, which will be expelled from the 
body. All the vessel walls are smooth to allow for ease of flow and strong enough to 
withstand the varying pulses of the flow.  
 Within the systemic circulation, it can be seen how the arteries, which transfer 
oxygen rich blood, become veins that take away the waste gasses. Where this transfer 
occurs, the relatively large arteries branch up into arterioles which branch further into 
capillaries. These small branches allow for the maximum transfer of materials carried 
within the blood to the parts of the body that need them. Capillaries have extremely thin 
walls to allow for this transfer, and they eventually come together to form venules. 
Venules join together to form veins. Veins are notably smaller in diameter than arteries as 
they need not withstand as high pressures and do not transfer as much materials, but they 
do have valves along the vessel to prevent flow reversal. Figure 3.2 provides a 
comparison of the blood flow characteristics along these different vessels. 
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Figure 3.1. Schematic representation of the human circulatory system showing both the 
pulmonary circulation and the systemic circulation. Diagram adapted from the study by 
Ang [1996]. 
 
 
 A basic section of the arterial vessel, which is the focus of this study, is presented 
in Figure 3.3. The basic structure consists of three layers surrounded by muscle and 
connective tissue. The endothelium, which is the internal lining, is smooth and thin. 
Arterial disease is mostly caused by the damage occurring on this layer, as this exposes 
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the inner core of the vessel and allows for particle build-up around the exposed region. 
The basement membrane allows for transfer of nutrients and waste to and from the 
surrounding tissue. The elastic layers are there to provide some form of damping for the 
pulsatile nature of blood flow. They also provide the structural rigidity necessary to hold 
the artery vessel shape. Arteries near the heart tend to have thicker and stiffer elastic 
properties, although age and disease can lead to the loss of this elasticity.  
 
 
 
 
Figure 3.2. Diagram comparing the flow velocity and pressure of blood flow within the 
vessels of the systemic circulation. The total effective area whereby material transfer 
occurs is also presented. Image taken from Purves et al [1993]. 
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Figure 3.3. Diagram of a typical artery detailing the layers of tissue that constitute the 
artery wall. Image taken from Purves et al [1993]. 
 
3.2 Introduction to Atherosclerosis 
 
 The formation of plaque on artery walls over time causing the narrowing of the 
passages and the hardening of the vessel walls is referred to as atherosclerosis. This 
section will give a brief description of the possible causes of atherosclerosis, the effects 
of this disease and current available methods of preventing or treating it. 
The narrowing and any subsequent change of geometry in the artery can produce 
significant effects on the blood flow, which can in turn influence the artery itself. The 
blood flow may experience high fluid stresses as it is forced through the narrow 
passageway, and this in turn causes the walls to experience a high shear stress. The 
shapes and severities of the stenoses themselves can result in flow recirculation, which 
promotes sediment build-up and could possibly result in the growth of the stenosis. The 
more serious concern arises if the calcified cap over the fatty core is not sufficiently thick 
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to withstand the stresses exerted on its wall. This can result in plaque rupture [Lituchy 
and Hamby, 2005], which exposes the fatty core to the blood stream. The result of this is 
that the blood is triggered to coagulate about the rupture, similar to how blood clots to 
stop bleeding. The blood clot forms a thrombus, which essentially adds a further blockage 
to the already narrow passageway and is referred to as thrombosis. Should the blockage 
be sufficiently severe, it can cut off the blood supply along with the oxygen and nutrients 
needed along that artery. If this occurs in the coronary artery, the result is a heart attack. 
If the thrombosis occurs in the cerebral artery, it can trigger a transient ischemic attack or 
a stroke. A blockage in other non-major arteries can result in pain in the areas of the body 
deprived of oxygen, which can lead to cell death. It is well known that the first two cases 
can be potentially fatal and are the leading causes of death in the western world. Because 
of this, the causes and propagation of atherosclerosis are often the focus of extensive 
research to determine possible methods of prevention or treatment. 
 The precise causes of atherosclerosis are still unknown, but recent studies have 
indicated that the cause might be linked to Low-Density Lipoprotein (LDL) cholesterol, 
which is regarded as “bad” cholesterol and can damage the inside lining of the artery 
walls. This causes other fatty materials, which are attracted to these lesions to collect on 
the walls. Over time, more particles attach to the surface and change the path of the blood 
flow, which can worsen the situation. The creation of lesions that encourage the growth 
of plaque is related to the shear stresses induced by the flow and the stresses within the 
wall itself. These can be made worse by other factors such as age, sex, cigarette smoking, 
emotional stress and dietary intake.  
 While doctors recommend a healthy diet and exercise to reduce the effects of 
stenosis, there are currently available several methods to remove the plaque formation on 
the arterial walls. One of this is medication, in which the patient ingests either 
antiplatelets or anticoagulants. Both of these medications seek to prevent the material 
from clumping together to cause the blockage along the artery. The other methods 
involve surgery and include balloon angioplasty, laser angioplasty or arthrectomy. 
Balloon angioplasty involves feeding a catheter from a main artery into the coronary 
artery with a balloon tip, which is inflated at the site of the stenosis. This pushes the 
stenotic portion into the artery wall and hopefully increase the cross sectional area of the 
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region. A stent, which is a wired mesh, may also be inserted later via the catheter to hold 
the artery wall in place. Laser angioplasty also relies on having a catheter fed to the 
coronary artery with a laser tip to destroy the built-up plaque with pulsing bursts of light. 
The last method, arthrectomy, involves having a drill tip on the catheter and is used 
where the plaque build-up is too hard to be removed via the other two methods. The drill 
cuts up the plaque and some types are capable of removing the bits that fall off in order to 
prevent the fatty material from flowing further downstream. In the more severe cases, 
though, it may be necessary to perform a bypass graft, whereby healthy blood vessels are 
harvested from other parts of the body and sewed onto the coronary arteries to that blood 
can be routed past the blockage. This form of open-heart surgery, although risky, is 
highly effective in restoring blood flow into the heart.  
 
 
 
 
 
Figure 3.4. Mild atherosclerosis within a coronary artery. The formation of yellow plaque 
can be seen to traverse a significant length of the section, although this is still insufficient 
to cause disease. Image from The Internet Pathology Laboratory for Medical Education 
by the Florida State University College of Medicine.  
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Figure 3.5. Diagrams of the growth of stenosis within an artery. Images taken from 
Purves et al [1993]. 
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3.3 Fluid Characteristics of Blood Flow 
 
3.3.1 Blood Viscosity, μ 
 
 Viscosity is defined as the resistance of a fluid to deformation under shear stress. 
This describes the fluid’s internal resistance to flow and can be thought of as a form of 
fluid ‘friction’. The bond between the molecules of the fluid primarily determines 
viscosity. Mathematically, viscosity is defined as the ratio of the shear stress to the 
velocity gradient (i.e. shear rate) [Ang, 1996]. 
 Most fluids tend to be Newtonian fluids, which mean that they have a constant 
viscosity. Blood, however consists of plasma, blood cells and other material carried 
throughout the blood stream. The quantity of particles within the plasma causes blood to 
have non-Newtonian behaviour, which means the viscosity changes with the shear rate of 
the flow. If the shear rate is sufficiently high, blood flow exhibits Newtonian flow 
behaviour. However, under normal conditions it is not viable to ignore the non-
Newtonian behaviour of the fluid. 
 
3.3.2 Wall Shear Stress 
 
 Fluid in contact with the vessel wall will travel at the same velocity as the wall 
under the ‘no slip’ condition imposed on the boundary. This is a reasonable assumption 
as the shear forces exerted by the wall on the fluid will eventually cause the flow on the 
boundary to have the same velocity as the wall further downstream, which in this study is 
equal to zero. Meanwhile, in order to maintain mass balance, the flow further away from 
the vessel wall tends to increase in velocity until it reaches a developed profile whereby 
no further changes in velocity profile occur in the flow direction. This causes a non-zero 
velocity gradient,
dy
du  where u and y are the velocity component in the direction of the 
flow and the space coordinate normal to the flow direction respectively as shown in 
Figure 3.6 
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Figure 3.6. Diagram showing the velocity component, u, in the direction of the flow and 
the space coordinates x and y for a ‘no slip’ condition applied on the vessel wall. 
  
 The mathematical relationship between the wall shear stress,τ and the viscosity, μ 
of the blood, as explained in Section 3.3.1 is shown in Equation 3.1: 
dy
duμτ =          (3.1) 
It can be seen that this quantity is difficult to attain using experimental techniques and 
relies on knowledge of the fluid viscosity and velocity profile near the vessel wall. This 
quantity is easier to estimate using CFD techniques but is dependent on the mesh quality 
used. 
 
3.3.3 Reynolds Number  
 
 Flow can usually be divided into two types: laminar flow and turbulent flow. 
Turbulence is a measure of the degree of oscillation of the fluid particles in the direction 
normal to the fluid flow and can be expressed in terms of the energy (turbulence kinetic 
energy) used for this motion as well as the dissipation of this energy (turbulence 
dissipation rate). For laminar flows, there is very little deviation from the flow path for 
the fluid particles. Turbulent flows, the particles tend towards random behaviour, which 
averages to the original flow path. Generally fluids attain turbulent behaviour at a 
characteristic value dependent on the average fluid velocity, density, viscosity and the 
u
y 
x
Vessel wall
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diameter of the vessel (for internal flows). This characteristic value is called the Reynolds 
number, Re, as shown below in Equation 3.2: 
μ
ρ
ν
UDUD ==Re         (3.2) 
where U is the average fluid velocity, D is the vessel diameter, ρ is the fluid density, μ is 
the fluid (dynamic) viscosity and ν is the fluid kinematic viscosity. The fluid tends to 
become turbulent at a Reynolds number of approximately 2000 for internal flows [Cengel 
and Turner, 2004].  
Both the laminar and turbulent flows have different developed profiles, as 
indicated in Figure 3.7. Under normal blood flow conditions it is very unlikely for the 
blood to reach turbulent flow. This only occurs at highly stenosed vessels, highly 
irregular flow paths as well as certain diseased conditions that affect the blood flow 
properties. The developed profiles also differ for non-Newtonian fluids, where a flatter 
profile towards the centreline is likely. It is also noted that due to the complex flow paths 
and the irregular sizes of arteries, blood tends to have a uniform velocity profile rather 
than a developed profile. 
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Figure 3.7. Velocity profiles for laminar (a), turbulent (b) and uniform (c) flow. 
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3.4 Computational Fluid Dynamics Advantages 
 
 Computational Fluid Dynamics (CFD) is a growingly popular method of approach 
to studying fluid flows within common and unique applications. This method employs a 
numerical approach to solving the necessary fluid equations involved in the flow, which 
are usually in partial differential form. This can include simple flow characteristics or 
increasingly complicated factors such as turbulence, heat transfer and multiple phases. 
The classical governing equations themselves have been well established for many years 
and represent the foundation of continuum mechanics. However, the ability to solve them 
numerically has only become popular of late due to the advent of increased computational 
power.  
 CFD applications have been present as far back as in the late 1940’s but the 
applications at that time were limited by the computational power. CFD relies on 
discretising the flow space into smaller finite elements, within which the governing 
equations are solved. CFD theory states that having finer, and consequently more 
elements allow for a more accurate prediction of results at the cost of increased 
computational time. Increasing the complication of the calculations by incorporating 
accurate turbulence equations as well as other factors that may be of research interest can 
also seriously affect the processing time and ability of the code. This is why CFD has 
only recently been accepted as an alternative to experimental testing and pure theoretical 
calculations for research, the latter being applicable for simpler problems only. 
Computational power is such that now it is possible to model fairly complicated cases on 
a personal computer within a respectable period of time. Techniques such as multiple 
processing have decreased the computational effort even further. 
 There are several major advantages that CFD has over experimental fluid 
dynamics (EFD) investigations. The first advantage is in terms of design and 
development. Even for simple aerodynamics experiments, a significant amount of time is 
necessary to design the experimental rig and setup to attain the necessary data accurately. 
Sampling flow data at different locations requires the construction of either a movable 
data-sampler or multiple data-samplers arranged to cover the region of interest. It 
becomes increasingly complicated to design conditions whereby a good sampling of 
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results is obtainable without jeopardising the results by having the measuring instruments 
interfere with the flow. A significant amount of time may also be required to set up 
experimental conditions to match the conditions of interest, such as heating up the fluids 
or achieving steady flow. It is also difficult to make alterations to design parameters for 
experimental conditions so as to study the variation of measured values with respect to 
these alterations. In most cases these alterations are fairly easy to make in CFD 
simulations and may not require a full restart of the solution process. Currently there is 
research on algorithms that allow the computer to predict the changes in trends given 
sufficient initial input. There are limitations to the CFD capability of course. Severe 
changes can affect the solution stability, which can prevent convergence of results, or a 
drastic overhaul in the modelling process. Current CFD codes, however, usually are 
sufficiently robust to address these issues and to provide smooth and efficient 
simulations.  
 The biggest strength that CFD simulations provide over experimental methods 
and theoretical calculations is the breadth and detail available from a simple simulation. 
Experiments can provide large-scale values such as the pressure drop over a relatively 
large test section, the velocity profile or the average velocity at a point of interest and the 
paths of injected particles. However, attaining accurate results for the entire model can be 
expensive, time consuming and often impossible to do. Even laser anemometry, which is 
a recent development to sample accurate velocity profiles require a large investment in 
time and energy to provide comparable results. Getting the wall shear stress is also 
considered a daunting task for EFD, as it requires an accurate sampling of the flow 
boundary layer for calculations. Dye traces, which were a common method of providing 
flow profiles, tend to become dilute further downstream, which can affect the readings. 
CFD, when capable of solving the flow equations correctly, can provide a full spectrum 
of these results quickly and accurately. The degree of resolution is dependent solely on 
the number of cells used in the model, and can therefore suitable to provide quick, rough 
answers or more exhaustive but detailed ones. 
 The third reason why CFD is increasingly becoming popular is that most 
simulations nowadays are far more cost-effective than the experimental alternative. The 
codes used to solve the fluid equations are widely available and even basic workstations 
 32
are capable of providing accurate results for complex simulations. Comparatively, the 
equipment required to perform laser Doppler anemometry and the actual costs to run the 
experiment are significantly higher. Even wind tunnel testing for large models can have 
prohibitive costs if numerous parameters need to be determined.  
 This is not to say that experimental methods do not play a vital role in research 
and should not continue to do so. CFD technique itself is based on the fact that there will 
be a small degree of inaccuracy involved. There will always be round-off errors, which 
should preferably be kept to an extremely small value. Convergence is also a concern as 
it may be impossible to achieve a satisfactory degree of convergence without a huge 
demand in computational resources or at all. CFD results also require at least some form 
of experimental validation to ensure that the proper settings were used and that the code 
functions as is expected. However, the advantages outlined above have seen CFD 
methods playing a growing role in the research and development process, and thus 
provide an economically viable option to extend the results beyond the limits of 
experimental methods.  
 
3.5 Basic Principles of CFD 
 
 The basic aim of CFD is to discretise the model into small cells and to solve the 
governing equations for each cell. These governing equations determine the physical 
aspects of physical flow and for simple flows they are: (1) conservation of mass, (2) 
conservation of momentum and (3) conservation of energy if heat transfer is involved. 
For complex flows and Reynolds Averaged Navier-Stokes models, additional equations 
may be required. The basic governing equations themselves are a set of non-linear partial 
differential equations. For this study, the equations that determine the conservation of 
mass and momentum were used and are presented in Chapter 4 in polar coordinates.  
 The CFD process can be divided into three different stages. The first is the pre-
processing stage. Within this stage, the domain of the study is determined and created and 
the regions of flow are discretised to form a mesh of cells. There are several techniques 
involved in creating an optimal mesh that requires knowledge and experience. As 
previously mentioned, a finer mesh would provide better results but require more 
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computational power. Several codes nowadays have methods of adapting the meshes 
after several iterations to provide finer meshes where needed. It is also within this stage 
that the properties of the fluid are determined including any of the other phenomena that 
need to be investigated. Once the continuum medium and the equations that need to be 
solved have been determined, it is then possible to apply the appropriate boundary 
conditions to the model. This is done by constraining the nodes or cells along the domain 
boundary with known or controllable values. The solution for the rest of the flow domain 
will be determined from these boundary values. It is prudent to note that this stage tends 
to require the largest amount of effort. It has been estimated that over 50% of the time 
spent on a CFD project will be devoted to defining the domain geometry and grid 
generation [Versteeg and Malalasekera, 1995]. While current software have helped in 
making this stage easier, it still requires reasonable expertise and understanding to be able 
to create proper meshes to reflect actual conditions and provide accurate answers while 
not exceeding reasonable computational power.  
 The second stage involves solving the mesh generated in the previous stage. 
Assigning the cells with an initial value first initialises the model and provides initial 
estimates for the solution techniques. There are several accepted numerical solution 
techniques: finite difference, finite element and finite volume methods. Each of these 
methods has fundamental differences that provide pros and cons for their usage. The 
finite difference method solves the unknowns, φ of the flow by means of point samples at 
the node points. Truncated Taylor series expansions are used to give approximations of 
the rate of change of φ from point to point. The series is solved by taking the values of φ 
from neighbouring grid points and from the grid point to be determined itself. This 
method is popular for research codes that do not involve complicated geometries. The 
finite element method uses functions on elements to describe the local variations of φ 
across the nodes, which are then used to approximate the overall φ of the element. 
Although this method is viable, it is not commonly used for CFD. The finite volume is 
often considered the best method for modelling fluid physics, thus numerous programs 
are available that uses this method. This method treats the cell as a volume by which the 
rate of change of φ is determined by summing the net flux of φ due to convection and 
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diffusion into the volume. All of these methods essentially follow this method for solving 
for the unknown value, as used by Ang [1996]: 
CnbnbnbCC
QAA =+∑ φφ        (3.3) 
The subscripts c and nb refer to the cell centre or grid point and the centres of the 
neighbouring cells or grid points respectively. A represents the geometrical parameters 
(volume, area or distance), fluid properties (density, viscosity, etc.) and also variable 
values to account for the non-linearity of the equations. Q contains all terms that are 
known or treated as such within one iteration cycle. φ is the dependent variable, which 
may be velocity components or pressure that is to be determined from the calculation. An 
iterative approach is used to solve these equations from the initial given values to the 
point whereby the condition of Equation 3.3 is met. Where inequality occurs, which 
generates residuals the program adjusts the values using an appropriate algorithm and 
reiterates until the solution is met. 
 The final stage is the post-processing stage, where the data generated from the 
previous step is extracted and analysed. While traditional codes export raw data, 
commercially available programs nowadays seek to increase the user-friendliness of the 
results by improving on the visual presentation and manipulation of the data. This 
includes a graphical user interface that can show the geometry and grid, vector plots, 
contour plots, surface plots, particle tracking and other options to suit the user’s needs. 
This stage also requires basic knowledge to interpret the results. 
 
3.6 Available CFD Codes 
 
 With the growing popularity of CFD in industrial applications, many companies 
have produced a variety of software to meet this demand. The modelling capabilities as 
well as the user interface have drastically improved to suit the needs of the present level 
of research and computational power.  
 Despite the benefits of having user-friendly commercial codes to perform the 
simulations, it is commonly advised that proper caution be exercised when selecting these 
codes as well as performing the analysis itself. It is easy to fall into the trap of treating the 
codes as a “black box” whereby the solution process is unknown by the user. The results 
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of any simulations are highly dependent on the user inputs and settings, and without a 
proper understanding of the physics involved the results could be misinterpreted or 
fundamentally wrong. It is therefore advised to perform proper model validation when 
using commercial CFD codes to ensure that the problem is well defined, the solution 
process feasible and the results comparable.  
The main concern of this study involves the FSI capability of the software, which 
at present is not supported by a lot of the more popular packages available. This therefore 
makes this the most important feature when determining which numerical code to use. As 
the flows in this simulation are laminar and single phase, there need not be considerations 
on to the code’s accuracy when solving turbulence and multiphase flows. Although non-
Newtonian models will be used for the blood model, most CFD programs already include 
the viscosity-strain equations within the code itself. The other considerations were the 
software’s flexibility to encompass user-defined changes and the ability to model 
transient conditions. 
At the beginning of the research, there were only two software packages that 
provided this capability: ADINA and ANSYS Multiphysics. Both of these softwares 
employ the finite element method to solve the flow equations, which was the preferred 
method for FSI simulations finite element method is well established as the best method 
for solving structural problems. At the start of this study, there were also plans to develop 
a coupling environment for FLUENT, a popular CFD solver, and ABAQUS, another 
popular solid modelling program. Currently, FLUENT and ABAQUS do allow for one-
way coupling and it is possible to write code to perform two-way coupling between them 
as well. However, there has yet not been a user-friendly environment to perform the 
coupling between the two softwares available on the market as of yet, and the coupling 
software is still under development. 
 The ADINA software has been regarded as one of the pioneers in providing FSI 
capability to computational simulations. The primary benefit of this software is that it is 
capable of solving both the fluid and solid models within one single program. Their 
coupling method is two-way, whereby the fluid is fully coupled with the solid structure, 
which allow for highly non-linear problems to be modelled. A fully coupled model 
allows for a stronger interaction than an iterative scheme between the fluid and solid 
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model. Although this may take more computational effort to resolve, the results tend to 
be extremely accurate. This software currently allows for both direct as well as iterative 
FSI coupling. Direct coupling is preferable for more complex flow conditions and highly 
non-linear behaviour as this method combines the flow and solid equations into a single 
system to be solved using the finite element method. The iterative coupling method is a 
more traditional method of FSI coupling and is employed in this study. In this method, 
the fluid and solid models are solved individually, constantly updating the flow and 
structure conditions with each subsequent iteration. This method is far less intensive, but 
lacks flexibility for highly non-linear situations. Both methods ensure that the 
displacements and the traction on the interface between the different physical models 
remain consistent with each other. The software is also robust enough to handle a 
multitude of problems of interest. 
 ANSYS, which is currently one of the popular commercial codes used for 
structural analysis, also played an important role in bringing a reliable FSI-capable 
package into the market. The benefit this software had was that many supported 
applications could be performed within a single platform, and could be linked to each 
other. Initially this was created to allow engineers to have a single platform from which 
they can create a product from scratch and test and optimise it from with ease. This 
involves creating the model of interest, discretising it into the finite elements, performing 
the necessary simulations, providing the necessary data and finally optimising the model 
based on the data available. As the demands of industry increased, so did the number of 
applications capable of running within that environment. Eventually, a whole range of 
physics was included beyond simple structural simulations: fluid flow, electro-magnetic, 
thermal, etc. The capability to couple these physics with solid structures was provided 
within the Multiphysics package. 
 ANSYS Multiphysics currently provides a comparable FSI solver to ADINA. 
Recently, the CFD solver CFX has been incorporated into the ANSYS modelling 
environment, which provides a significant boost in the capability of the software as both 
codes provide a strong solid- and fluid-modelling basis. However, at the start of this 
study the FLOTRAN code was still being used to model fluid flow within the ANSYS 
environment. FLOTRAN is capable of solving basic flow problems using the finite-
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element method, but lacks in modelling advanced flows and post-processing results when 
compared to CFX. Nevertheless, the relative simplicity of the code allowed for ease-of-
use when performing this study. FLOTRAN was also sufficient for this study as it was 
capable of modelling non-Newtonian flows (both laminar and turbulent) within an 
axisymmetric coordinate system, while being capable of providing raw result data and 
graphical representation of the results for analysis.  
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Chapter 4 
 
Model Geometry and Settings  
 
 
Overview 
  
 This chapter will provide a description of the model geometry used in the study, 
including discussions of the terms used. An overview on the mathematical equations used 
for the solution process and for the boundary conditions has also been included. This 
chapter also discusses the methods used to achieve the solution including a discussion on 
the FSI coupling method. 
 
 
4.1 Model Geometry 
 
 Figure 4.1 presents the geometry of the model showing a constricted elastic tube 
with 45% area reduction similar to the geometry used by Lee and Xu [2002] and Ballyk 
[1989]. Flow enters the stenosed tube from the right at a volumetric rate as shown in 
Figure 4.2. L is the length of the stenotic with minimum vessel diameter, D is the vessel 
diameter and Z is the axial distance downstream from the centre of the stenosis. The 
internal diameter of the vessel, D, is 5 mm and the wall has a thickness of 0.5 mm, giving 
an external diameter of 6 mm and the length of the stenotic portion, L, is set to be 1.5 
mm. The stenosis introduced into the geometry is made to be axisymmetrical by 
thickening the wall of the artery gradually. In the direction of the flow the stenosis is 
narrowed by tapering the wall by 30°. After traversing a length of 1.5 mm at a constant 
wall thickness of 1.146 mm the stenosis expands at a sharper angle of 45°. To achieve 
proper flow resolution for the simulation, the pre- and post-stenotic regions were chosen 
to be 3 and 10 diameters (i.e. 15 and 50 mm) long respectively, as recommended by Lee 
and Xu [2002]. This will minimise the influence of the upstream and downstream 
boundary conditions and sufficiently capture the post-stenotic flow features. 
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Figure 4.1. The geometry of the 45% axisymmetric stenosis used for all the Newtonian 
and non-Newtonian simulations 
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Figure 4.2. Volumetric flow waveform used in the study 
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4.1.1 Severity of Stenosis 
 
 The severity of a stenosis is determined by the amount of the cross sectional area 
that has been ‘blocked’ by the occlusion. For stenoses with varying geometry, the cross 
section is usually taken to be the narrowest portion (referred to the ‘throat’) of the 
blockage.  
 Referring to Figure 4.3 which shows a typical model of a tube with a single 
stenosis, the initial radius of the vessel, R0, is obstructed by a stenosis with a maximum 
normalised height of δ = h/R0, where h is the maximum height of the stenosis. Let the 
unobstructed radius of the vessel, R0, to have a unit length, i.e. R0 = 1. Since the 
normalised height of the stenosis must be 0 ≤ δ < 1, it can be deduced that: 
The normalised cross sectional area of lumen across CD = π  
The normalised cross sectional area of lumen across AB = 2)1( δπ −  
Thus the percentage of area blocked can be derived and hence the stenosis severity is 
obtained as: 
( ) ( )( ) %10011%1001 22 ×−−=×⎟⎟⎠
⎞
⎜⎜⎝
⎛ −− δπ
δππ      (4.1) 
In this study, the height of the obstruction, h, is calculated as 0.646 mm compared to the 
unobstructed radius of 2.5 mm, which gives δ in Equation 4.1 a value of 0.2584 and a 
severity of 45%.  
 
Figure 4.3. The geometry showing the stenosis height, δ, initial radius of the vessel, R0, 
and locations of obstructed and unobstructed cross sectional areas. 
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4.2 Governing Equations 
 
 Both the fluid and solid models were set to be axisymmetric about the centreline. 
For the fluid model, the governing equations for the conservation of mass and momentum 
in the axial, z, and radial, r, components for the two-dimensional unsteady axisymmetric 
conditions in the fluid are presented below in cylindrical coordinate system. This study is 
assumed to not have heat transfer therefore the equation for this is not presented.  
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where u denotes the velocity of the given direction, x denotes the distance along the given 
direction, the subscripts i and j denote the radial and axial directions respectively, p is the 
pressure, ρ is the density of the fluid and τij represents the strain tensor of the fluid. These 
equations were solved using FLOTRAN, a commercial CFD (Computational Fluid 
Dynamics) software available to be used in conjunction with ANSYS [ANSYS, 2005], a 
Finite Element Method (FEM) solid-modelling software.  
 For the vessel wall, which is defined as an elastic solid, the stress and 
displacement relationship can be mathematically expressed as: 
iw
j
iji
w Fxt
d ρσρ +∂
∂=∂
∂
2
2
 for i, j = x, y, z     (4.5) 
where di and σij are the components of the displacements and stress tensor in solid 
respectively, ρw is the wall density and Fi are the components of body force acting on the 
solid. Similarly, σij can be obtained from the constitutive equation of the material. For a 
Hookean elastic solid, it can be expressed as: 
ijLijijij ee μδλσ 2+=         (4.6) 
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where λ and μL are the Lame constants, δij is the Kronecker delta and eij are the 
components of the strain tensor. These solid model equations will be solved using the 
ANSYS software mentioned previously.  
  
4.3 Boundary Conditions 
 
 For the fluid model, the vessel walls are assumed to have a no-slip boundary 
condition applied. Vessel porosity is also ignored; therefore fluid is assumed not to 
penetrate through the walls as it flows along the vessel. Therefore, the boundary 
conditions applied to the vessel walls are: 
ui = uj = 0          (4.7) 
 Along the line axis of symmetry, there is to be no change of velocity in the radial 
direction, effectively reducing the radial component of the velocity to be zero. Therefore, 
the boundary condition applied is: 
0=∂
∂=
i
i
i x
uu          (4.8) 
 For validation with literature, a parabolic velocity profile corresponding to a fully 
developed Poiseuille flow for a Newtonian uncompressible flow through a circular tube 
was specified. This profile varies with time according to the flow-rate specified in Figure 
4.2. For the non-Newtonian and comparison Newtonian models, a uniform velocity 
profile was specified.  
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= 2
0
2
max 1)( R
rtUu  and 0=u  for validation models   (4.9) 
)(tUu mean=  and 0=u  for other simulations    (4.10) 
where Umax(t) is the maximum velocity of the parabolic profile corresponding to the 
appropriate flow is equal to two times the mean velocity of the parabolic profile, Umean(t), 
for laminar flow within a circular tube, i.e.: 
)(2)(max tUtU mean=         (4.11) 
The uniform velocity profile was chosen for several reasons. The first is that within 
normal arteries, a uniform velocity profile is more commonly present than fully 
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developed profiles. This is in part due to the laminar nature of blood flow; that it requires 
a long length to achieve developed profile and the fact that arteries have complex shapes. 
The second reason is for ease of comparison between Newtonian and non-Newtonian 
models. Due to the changes in viscosity with shear rates, each Newtonian and non-
Newtonian model will have different fully developed velocity profiles [Johnston et al, 
2004], which can affect the flow behaviour significantly about the stenosis. 
 For the outlet of the flow model, a constant pressure of 4140 Pascal was set for all 
models. 
 The solid model corresponding to the vessel walls are assumed to be fixed at the 
ends such that only movement in the radial-tangential plane is allowed. Therefore the 
equations of motion set at the inlet and outlet wall is: 
dj,j = 0, di,k = 0, and di,j = 0       (4.12) 
 The outer surface of the vessel is assumed to be at the equilibrium pressure of 0 
Pascals, which allowed the vessel wall to distend or contract accordingly based on the 
pressure distributions within.  
 For the inner surface of the vessel, the fluid pressure will be applied to deform the 
structure. This will be further detailed in Section 4.4.4, which describes the Fluid-
Structural Interaction (FSI) method implemented.  
 
4.4 Computational Details 
 
 For this study, the 45% area reduction in the stenosed tube was set to be 
axisymmetric and the flow is likewise assumed to behave as such. Only half of a radial-
axial cross sectional area is modelled as shown in Figure 4.6 to save on computational 
time and memory.  
 
4.4.1 Grid and Time-Step Independency Test 
 
Several grid densities were tested to determine the optimum computational 
settings, all using quadrilateral structured elements. In the radial direction, 15, 20 and 25 
elements were set in three different models whereas 238, 325 and 357 elements were 
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tested for the axial direction of the fluid portion. Comparing the rigid Newtonian 
simulation with the results found by Lee and Xu [2002] as detailed in Chapter 5, there 
was no significant difference between the different mesh densities and all of the results 
were comparable to that shown by Lee and Xu. Seeing as the flow is laminar, mesh 
density, especially near the arterial wall, will not have as significant an impact as in the 
case of having a turbulence model, which varies significantly with the near-wall function, 
the first layer thickness of the cells adjacent to the wall and the turbulence model used. 
In implementing fluid-structural interaction, the solid model representing the 
vessel wall was tested with 8, 10 and 12 quadrilateral meshes in the radial direction along 
with the different mesh densities for the fluid model mentioned earlier. It was found that 
there was no difference in the stress and displacement distributions between the different 
densities. It was found that the results from using this meshing scheme, however, 
produced points of singularities which produced higher stresses than noted in the 
literature by Lee and Xu [2002], which was expected due the sharp transitions within the 
solid model and relatively large bending moments. The overall distributions outside of 
the points of singularity were similar in their behaviour, therefore the model was judged 
to be accurate enough. One method that would improve on this result would be to 
perform sub-modelling of the region on which the singularity occurs, but this method 
would overcomplicate the simulation.  
It was noted in this study that further increments on the number of radial elements 
adversely affected the FSI coupling due to limitations on the mesh morphing capability of 
the software. This was due to the fluid cells immediately adjacent to the vessel walls 
having negative volumes should the wall experience negative radial displacement. In 
order to preserve reasonable element aspect ratios, a 25 × 325 mesh density was used for 
the fluid with 12 PLANE42 elements across the wall thickness for the solid, as shown in 
Figure 4.6. 
 As the simulation is time-dependent, several different time step sizes were tested 
to simulate the unsteady flow over the time period of 0.345 s. This was important to 
sufficiently capture the flow properties as well as the resultant FSI response. The 
numbers of time-steps chosen were 69, 138, 345 and 690. There were no significant 
differences in the fluid and solid properties between these time steps as the program is 
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able to interpolate between subsequent time steps without large divergence from the 
expected value. Therefore, 69 time steps per cycle were chosen to be sufficient for this 
study to economise on processing time. It was found that increasing the number of time 
steps beyond 700 resulted in solution instability for the FSI coupling iteration shown in 
Figure 4.5. 
 
4.4.2 Fluid Model Analysis Settings 
 
 For the fluid model, the SIMPLEF velocity-pressure coupling was specified for 
the FLOTRAN solver. In this case the SIMPLEF solver uses a Tri-Dimensional Matrix 
Algorithm (TDMA) to solve the momentum equations. The alternative coupling solver 
method available with the program, SIMPLEN, requires more stable values but converges 
faster. All fluid solver residuals were set to converge when there is a difference of 10e-5 
between subsequent iterations. Properties monitored were fluid velocities in the radial 
and axial directions as well as the pressure. These were the active properties in this 
simulation, which is laminar, incompressible and adiabatic, meaning that there are no 
variations in density and temperature. The flow was assumed to be axisymmetric with no 
swirl.  
 
4.4.3 Solid Model Analysis Settings 
 
 As in the case of Lee and Xu [2002], the solid model material was set to have 
isotropic elastic properties. The solid model analysis was transient also and followed the 
time-stepping methods used for the other portions, i.e. pre-defined uniform time-steps. 
The solution process employed in this analysis is the Newmark method that is used for 
solving implicit problems by using finite difference expansions in the time interval of Δt. 
Further details on this method can be found within the ANSYS manual [2005].  
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4.4.4 Fluid – Structural Interaction (FSI) Settings 
 
 ANSYS provides several methods for performing Fluid-Structural Interaction. 
One recommended method is two-way coupling employed by utilising the ANSYS 
Arbitrary Lagrangian - Eulerian (ALE) formulation. In this method, the fluid and solid 
portions are solved separately by the FLOTRAN and ANSYS solvers respectively. This 
is performed by creating fluid and solid geometries separately, applying the appropriate 
meshing and then applying the appropriate boundary conditions. After these have been 
applied, the appropriate boundary on which FSI occurs is flagged using the surface 
interface command, which allows the transfer of fluid and solid forces, solid 
displacements and velocities across the boundary. This effectively allows for effective 
two-way coupling for the FSI process. Following this, the solver settings and boundary 
conditions are specified similar to the methods discussed in Sections 4.3, 4.4.2 and 4.4.3, 
whereby the solid and fluid physics are solved individually. However, in addition to the 
individual physics solver options, it is necessary to also specify the method in which the 
FSI process is solved. This includes the transient properties of the process and the order 
in which the solution is solved. In this study, the solution should solve the fluid portion 
first as the fluid forces will be used to determine the solid model deformation rather than 
the other way around. It is also important to specify the FSI iteration details including the 
number of iterations for the coupling process and the convergence criterion for the values 
that determine convergence. By default, these values are the maximum structural 
displacement, fluid force, and moment magnitudes. These values are checked to ensure 
that there is only a 0.5% difference by default between successive iterations to achieve a 
converged status. After specifying these details, the solution process can be run. 
 Essentially, the FSI iterative process for this study started by solving the fluid 
portion first. The fluid pressures that were derived by solving the fluid portion were taken 
and applied to the interface boundary. The loadings on each node were derived via 
interpolation along the interface boundary and then this loading determined the structural 
response, i.e. displacement and velocity. Once the solid model had been solved, the new 
nodal locations along the interface boundary determined the morphing of the fluid model 
meshing. Following the mesh update, the fluid model would interpolate to derive the 
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values for the new mesh. Then, the fluid model was solved again and the process was 
repeated. This was repeated until the structural displacement and moment magnitudes, 
which were related to the fluid force, were converged as discussed earlier. Once 
convergence was reached, the processor exited the FSI loop and proceeded to the next 
time-step in the solution. This iterative process is illustrated below in Figure 4.4. 
 The method employed in this study is similar to this with several exceptions. 
While the fluid portion will transfer the pressure loadings to the solid model, the solid 
model itself will not transfer a pressure loading onto the fluid. Instead, the solid will 
deform based on the pressure loading and the locations of the nodes along the interface 
boundary will determine the new mesh layout of the fluid model. The loop is repeated by 
solving the fluid model again and deforming the solid model (after resetting the boundary 
nodes to the original position) with the new fluid pressure load. This new deformation is 
checked with the previous one to determine if the deformations are within the tolerances. 
This process is illustrated below in Figure 4.5 
 
 
 48
 
Figure 4.4. Basic setup of a two-way coupling method for FSI 
ANSYS fluid analysis 
Fluid domain mesh update or re-mesh 
FLOTRAN solid analysis 
Interpolation and force and deformation 
transfer 
Interpolation and force transfer 
Coupled convergence check 
Begin FSI coupling loop 
End FSI coupling loop 
Begin time-step loop 
End time-step loop 
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Figure 4.5. FSI coupling method employed for this study, similar to that used by Lee and 
Xu [2002]. 
 
4.4.5 Formulation of the Problem 
 
 This study will investigate the effects of implementing non-Newtonian models for 
blood flow as well as having the wall deform following the FSI iterative process. It is 
important to provide several comparative studies between these factors by comparing 
fluid properties such as the wall shear stress (WSS), pressure distribution and flow 
velocity and viscosity distributions. In addition to that, several simulations need to be run 
to provide comparison with available literature to determine if the geometry used, the 
fluid and solid model settings and the FSI method implemented is accurate. To achieve 
this validation, there will be two cases run: Newtonian pulsatile flow through a rigid wall 
Input the initial geometry 
and boundary conditions 
into the flow model 
Run the flow model to 
obtain velocities and 
pressure in the flow field 
Read the new pressure data 
into the wall model 
Run the wall model to solve 
the wall displacement 
Does the newly calculated 
wall displacement meet the 
convergence criteria? 
Update the new wall 
position and 
boundary condition 
in the flow model 
End the 
coupling 
iteration 
No Yes
 50
(Model A) and Newtonian pulsatile flow through a compliant (FSI-enabled) wall (Model 
B). Following this, two cases were run to investigate pulsatile flow through the geometry 
incorporating FSI using the non-Newtonian models: Carreau model (Model C) and Power 
Law model (Model D). As some of the settings used in the validation models (Models A 
and B) differed to those used for the non-Newtonian models, another Newtonian FSI 
model (Model E) was created to provide comparisons with Models C and D. The 
following sections outline the model settings used for these models. 
 
4.4.6 Rigid Newtonian Model (Model A) 
 
In this simulation the fluid was assumed to be incompressible, meaning the 
density was set to remain constant, and Newtonian. The vessel wall was set to be non-
deformable. Pulsatile flow was specified at the inlet as a sinusoidal volumetric flow 
waveform of 4.3 ± 2.6 ml with a time period (tp) of 345 ms as shown in Figure 4.2. As 
explained in Section 4.3, the velocity profile used for the inlet of this model was a fully 
developed laminar profile. This allowed the model settings to be similar to that used by 
Ohja et al [1989] and subsequently by Lee and Xu [2002].  
The fluid was set to have a density of 755 kg/m3 and a viscosity of 0.00143 
Ns/m2. This set the maximum and minimum Reynolds number (Re) of the model to be 
between 930 and 230 respectively. Because of this low Reynolds number and the 
relatively mild stenosis of the geometry, the flow was assumed to be laminar and 
reasonably axisymmetrical. These properties of the fluid set the Womersley parameter (α) 
that measures the frequency of the pulsation, defined as: 
2
)/( 5.0−= υωα D         (4.13) 
where ω is the angular frequency and υ is the kinematic viscosity of the fluid. For the 
fluid properties mentioned for this model and the boundary condition, the Womersley 
parameter has a value of 7.75.  
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4.4.7 FSI Newtonian Model (Model B) 
 
 This model took into consideration the structural response to the flow properties 
of Model A. Therefore the solid model required definitions to allow the response to be as 
realistic as possible. Since this model was also used to provide comparisons to literature 
results which in turn will validate the FSI iterative scheme and solid-model solver, the 
settings were set to replicate the results of Lee and Xu [2002]. Therefore, the vessel was 
considered to be incompressible, isotropic and linearly elastic, with a Young’s modulus 
of 500 kPa, a Poisson ratio of 0.499 and a density of 1000 kg/m3. The geometry used had 
been extensively discussed in Section 4.1, whereas the equations of motion for an elastic 
solid were given in Section 4.2.  
 Ideally, the vessel wall should be modelled as a hyperelastic material, which is the 
behaviour of real tissue [Tang et al, 1999a; 1999b]. Due to the fact that small 
deformations were expected, however, and for solver economy, the solid model was 
assumed to be an isotropic elastic for all FSI simulations.  
 The fluid model used was exactly as in the case for Model A. As described in the 
FSI iterative scheme, the flow will determine the deformation of the solid model, which 
in turn affected the shape flow path within the vessel.  
  
4.4.8 FSI Carreau Model (Model C) 
  
 Following the validation models, several non-Newtonian models were 
investigated to determine the effect of the change in viscosity on the flow behaviour. For 
this model, the geometry used will be the same as in Model B, whereby the solid model 
conditions are kept the same i.e. isotropic elastic. The fluid model will be adjusted so that 
the density is changed to be 1050 kg/m3 and the inlet velocity profile is set to be uniform 
as described in Section 4.3. As the Carreau equation is for non-Newtonian fluids that 
exhibit shear thinning, the equation that describes the viscosity – strain rate, γ& , is as 
shown below, with the viscosity, μ, given in Poise, P (where 1 P = 0.1 Ns/m2) [Johnston 
et al, 2004]: 
( ) ( )[ ] 2/)1(20 1 −∞∞ +−+= nγλμμμμ &       (4.14) 
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where time constant, λ = 3.313 s,  n = 0.3568, zero strain viscosity (i.e. resting viscosity), 
μ0 = 0.56 P and infinite strain viscosity, μ∞ = 0.0345 P.  
 
4.4.9 FSI Power Law Model (Model D) 
 
 The second non-Newtonian model to be investigated is the Power Law model. 
The solid and fluid conditions are set to be as for the Carreau model (Model C). For the 
Power Law model, the viscosity – strain rate relationship is described by the equation: 
( ) 10 −= nγμμ &           (4.15) 
where nominal viscosity, μ0 = 0.35 and n = 0.6. Ideally, this correlation is only applicable 
for a strain rate less than the cut-off strain rate, 0γ& , which is defined by Johnston et al 
[2004] to be 226.5 s-1. Due to limitations with the program, however, this cut-off value 
has been ignored for this study. This is justified due to the fact that most of the flow has 
strain rates below this cut-off value as will be detailed in Chapter 6.  
 
4.4.10 Comparison FSI Newtonian Model (Model E) 
 
 As noted for Models C and D, the fluid properties used for these models differ 
from the original validation models (Models A and B). Therefore, they will not be 
suitable for comparison to determine the effect of the non-Newtonian models. To this 
end, a second FSI Newtonian model was created to provide better comparison by having 
the same fluid and solid model settings as Models C and D, with the exception that the 
fluid has a constant viscosity of 0.00345 Ns/m2.  
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Chapter 5 
 
Comparison of Rigid and Compliant Newtonian Models 
 
Overview 
 
 The results for the fluid and solid properties, e.g. velocity distributions, wall shear 
stress, pressure, wall stress and displacements are presented at selected time frames. The 
parameter t/tp is used to describe a particular time in a cycle, which is similar to the 
approach used by Lee and Xu [2002]. The term t represents the time in seconds and tp is 
the period of the flow cycle, which in this study equals 0.345 s. Results are compared 
with literature results for model validation. 
 
5.1 Validation of Rigid and FSI Newtonian Simulations 
 
 The previous study compared flow simulations with experimental data obtained 
by Ohja et al [1989] at three different locations in the post-stenotic region: Z’ = 1, Z’ = 
2.5 and Z’ = 4.3, where Z’ is the normalised distance from the centre of the stenosis, i.e. 
Z’ = z/D, where z is the axial distance away from the centre of the stenosis and D is the 
internal diameter of the tube as seen in Figure 4.1. The flow waveform specified at the 
model inlet is the same as set by Lee and Xu [2002], as described in Section 4.3. This 
flow waveform is actually the same as used by Ohja et al [1989] in their experiment, 
except that the waveform in this study is time-shifted so it lags by 0.123 s. The 
comparisons presented that refer to the experimental results will be adjusted to the 
waveform employed in the experiment by Ohja et al.  
 
5.1.1 Centreline Axial Velocity 
 
Centreline axial velocities taken from the rigid and FSI models were compared 
with the experimental measurements by Ohja et al [1989] as shown in Figure 5.1. The 
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rigid Newtonian simulation presented results similar to the study by Lee and Xu [2002], 
which found greater differences between the numerical and experimental data to occur 
during the flow deceleration phase. This simulation gave a maximum difference of 15% 
and an average of 5% at Z’ = 1 with a root mean square (RMS) of 7%. It was found that 
better agreement was achieved in the immediate post-stenotic region. This could be due 
to the dye traces used in the original experiment being blurred further downstream. It was 
determined that the rigid wall simulation results had deviated from the ideal sinusoidal 
volumetric waveform specified at the inlet, with the form exhibiting a wider wave trough 
and a narrower crest, which becomes more prominent further away from the stenosis. 
This has the affect of a slower rate of acceleration during the acceleration phase of the 
flow.  
 As an added observation, the centreline axial velocities for the FSI model were 
also included to compare with the previous results. While the initial experiment by Ohja 
et al was conducted using a rigid vessel, this additional observation should provide 
further insights into the behaviour of the fluid when deformable walls are included. It was 
found that this flow gave a further divergence from the experimental results. The 
maximum difference was found to decrease to 14%, but the average difference was now 
increased to 6% at Z’ = 1 (RMS = 8%). The increased difference is attributed to the lower 
amplitude magnitudes of the wave due to the expansion of the vessel walls. Another 
noted effect within the FSI model is that the flow waveform trough is further widened 
and the crest further narrowed than in the rigid model. In the acceleration phase, it is seen 
that the FSI model has a lower gradient than even the rigid model.  This is again 
attributed to the vessel wall movement, which expands further during the acceleration 
phase to accommodate the increasing pressure, which drives the flow.  
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Legend: 
 
 
Figure 5.1. Comparison of centreline axial velocity between rigid wall model, compliant 
model and experimental measurements of Ohja et al [1989] at normalised post-stenotic 
distances Z’ = 1, Z’ = 2.5 and Z’ = 4.3. The time scales in these graphs have been 
adjusted to the experimental setting  
 
5.1.2 Flow Separation Thickness 
 
 Another form of comparison that was conducted was on flow separation thickness 
at three locations focused in the study by Ohja et al [1989], namely at Z’ = 1, Z’ = 2.5 and 
Z’ = 4.3. Flow separation is defined as the region along the cross section normal to the 
direction of the flow that experiences flow reversal. The thickness of this region was 
taken and then normalised with respect to the tube radius and presented below in Figure 
5.2 with respect to the time taken to complete approximately one full flow waveform. 
From the experimental work, the thickness was derived for the bottom and top wall of the 
tube whereas the simulation assumes axisymmetrical behaviour, which will be close to 
the average value between the bottom and top experimental values. 
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 It is interesting to note that the experimental results noted fairly similar separation 
thicknesses for the upper and lower walls at Z’ = 1 and Z’ = 4.3. At the post stenotic 
location of Z’ = 2.5 however, it is noted that there can be quite a significant difference 
between the top and bottom flow separation thickness, particularly at the start of the 
adjusted time scale. Overall, however, it can be seen that the top and bottom flow 
separation thickness remain fairly similar and in most cases overlap which suggests that 
the axisymmetric assumption made is reasonably valid in this case. The simulation results 
are the same as in the study by Lee and Xu [2002], which under-predicts experimental 
results. Nevertheless similar flow trends can be noted between the simulation and 
experimental results. For all post-stenotic locations shown the flow separation thickness 
is found to peak at approximately t = 0.12 s, which is slightly before the minimum flow 
rate for the modified time scale (approximately t = 0.135 s). This indicates that the flow 
separation thickness increases steadily during the flow deceleration phase. At t = 0.15 s, 
the flow separation thickness drops to zero immediately which coincides with the flow 
acceleration phase. It is noted that the duration of this period of no flow reversal increases 
further downstream. In fact at Z’ = 4.3 the flow separation does not increase throughout 
the remaining flow time-step. To compensate for the increased region of no recirculation, 
the regions further downstream have a steeper growth of the separation layer thickness. 
At other locations, a sharp increase is seen in the growth of this region, often slightly 
before the maximum flow rate of the flow phase. It is interesting to note that there is a 
noticeable difference for Z’ = 4.3 where experimental results showed the existence of 
flow reversal during the acceleration phase which is not shown for the numerical results.  
 The FSI model has also been added for comparative purposes in Figure 5.2. This 
model does not change the growth of flow separation with time at these post-stenotic 
locations, but does increase the magnitude of the flow separation thickness. It can be 
deduced that the increase in vessel diameter as a result of internal pressure enhances the 
recirculation size of the flow. 
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Figure 5.2. Comparison of normalised thickness of the flow separation layer between the 
rigid wall model, compliant model and measurements made by Ohja et al [1989] on the 
top and bottom of the stenotic tube over time at the normalised post-stenotic distances of 
Z’ = 1, Z’ = 2.5 and Z’ = 4.3. Time scales in these diagrams have been adjusted to the 
experimental setting. 
 
5.1.3 Axial Velocity Profile 
 
 As seen in Figure 5.3, the profiles of axial velocities at different post-stenotic 
locations found from this simulation were in agreement with the results of Lee and Xu 
[2002], which suggest that the FSI coupling model used as described in Section 4.4.4 
performs reasonably well.  
The effects of wall compliance on flow patterns in the stenosed tube are discussed 
by comparing the axial velocity profile plots of the rigid and compliant wall models at 
different times of the cycle as in Figures 5.3, 5.4 and 5.5. The results of this experiment 
were found to be similar to the study by Lee and Xu [2002]. In all three locations, it was 
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found that the rigid model had a higher axial velocity, particularly towards the centreline, 
which is expected due to mass conservation theory. In the compliant model, the fluid 
pressure was allowed to deform the walls, and since no external pressure was applied and 
the fluid pressure remained above 0 due to low stenosis severity, the walls were 
consistently pushed outwards. This increased the flow cross sectional area which means 
that the fluid has to slow to retain the mass balance. This also changes the developing 
profile of the flow to suit this new deformation, which tends to have a blunter shape about 
the axis of symmetry. The velocity profile for the FSI models also shows a tendency to 
have a steeper curve near the walls to compensate for the lower centreline velocities. 
Due to the time-dependence of the flow, as shown in Figure 4.2, the wall 
deformation also varied throughout the cycle, as is discussed in Section 4.4.4. The wall 
expansion increased the recirculation effect of the flow also, primarily by causing larger 
reverse flow zones, particularly during the deceleration phase of the flow, i.e. for t/tp = 
0.25, 0.5 and 0.75. This is observed in the discussion of the flow separation thickness in 
Section 5.1.2. During the acceleration phase, no flow recirculation was noted in both the 
rigid and compliant models. There are several instances where flow reversal is detected in 
the FSI model but not in the rigid model such as at t/tp = 0.25 at Z’ = 2.5, which implies 
that the flow separation zone is longer in the FSI models. 
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Figure 5.3. Comparison of axial velocity profiles between the rigid and compliant wall 
models of this study as well as from Lee and Xu [2002] at normalised post-stenotic 
distance of Z’ = 1 
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Axial Velocity Profiles at Z’ = 2.5 
t/tp = 0.25
-0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
-0.003 -0.001 0.001 0.003
Radial Distance (m)
A
xi
al
 V
el
oc
ity
 (m
/s
)
 
t/tp = 0.5
-0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
-0.003 -0.001 0.001 0.003
Radial Distance (m)
A
xi
al
 V
el
oc
ity
 (m
/s
)
 
t/tp = 0.75
-0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
-0.003 -0.001 0.001 0.003
Radial Distance (m)
A
xi
al
 V
el
oc
ity
 (m
/s
)
 
t/tp = 1.0
-0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
-0.003 -0.001 0.001 0.003
Radial Distance (m)
A
xi
al
 V
el
oc
ity
 (m
/s
)
 
 
Figure 5.4. Comparison of axial velocity profiles between the rigid and compliant wall 
models of this study at normalised post-stenotic distance of Z’ = 2.5 
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Axial Velocity Profiles at Z’ = 4.3 
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Figure 5.5. Comparison of axial velocity profiles between the rigid and compliant wall 
models of this study at normalised post-stenotic distance of Z’ = 4.3 
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5.1.4 Wall Shear Stress 
 
 Figure 5.6 shows a comparison between Lee and Xu’s [2002] wall shear stress 
distribution and simulation results at t/tp = 0.25 over a selected length of the vessel wall. 
There appears to be a notable difference between the magnitudes of the wall shear stress 
derived from the simulation, but the overall shape of the curves remains the same. This 
magnitude difference stems from the software limitations as well as points of singularity 
resulting from sharp transitions. The FLOTRAN software has difficulties acquiring wall 
shear stress values about the vessel walls, as the FEM method does not provide an 
average value for the adjacent fluid cell. Instead, this value is interpolated about the 
adjacent nodes. As discussed in Section 4.1, the transitions are relatively sharp and 
because of this the ‘spikes’ of the solution can either be overpredicted or underpredicted. 
This is because the flow is difficult to resolve about these areas.  
 The characteristic shape, which remains the same for all times, both FSI and rigid 
models as well as for both the simulation and literature results was found to have four 
transitional points: (i) first dip at z = 0.015 m; (ii) highest peak at z = 0.0163 m; (iii) 
second small peak at z = 0.0177 m; and (iv) a very small peak at z = 0.0186 m.  These 
correspond to the changes in the cross sectional area, i.e. the points coinciding with nodes 
PB, SB, SE and PE as detailed in Figure 4.6. Maximum wall shear stress was achieved at 
the initial contraction of the stenosis throat. This phenomenon is consistent with all 
previous observations with regards to steady and unsteady flows within a stenosed tube. 
The other spikes are also expected due to the sharp transitions in the geometry.  The 
maximum wall shear stress was found to occur at t/tp = 0.25 when the flow rate was at 
the maximum in the cycle, and thus the magnitudes are seen to vary with the flow. This is 
expected due to the fact that the wall shear stress is directly related to the rate of change 
of velocity near the wall, which will naturally be higher for higher flow rates.  
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Figure 5.6. Comparison of wall shear stress between simulation and literature results 
along the axial distance for the rigid and FSI models at t/tp = 0.25 
 
It was found in Figure 5.7 that the rigid model wall shear stress magnitude was 
significantly higher than the FSI model, approximately three times the value at the 
highest peak. The higher wall shear stress is also noted in the pre-stenotic region. In the 
immediate post-stenotic region, the rigid model is seen to experience a larger drop in wall 
shear stress about the recirculation region, but will eventually have a higher wall shear 
stress towards the end of the vessel. The recirculation zone is denoted by the negative 
wall shear stress and can be seen to grow axially during the deceleration phase, i.e. t/tp = 
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0.25 to 0.75, but can be seen to recede by t/tp = 1.0. By t/tp = 0.75, it can be seen that 
most of the region downstream of the stenosis have reversed flow, particularly for the FSI 
model. 
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Figure 5.7. Wall shear stress distributions along the axial distance for the rigid and FSI 
models at four points during the flow-phase: peak flow (t/tp = 0.25), midway-deceleration 
(t/tp = 0.5), minimum flow (t/tp = 0.75) and midway-acceleration (t/tp = 1.0). 
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5.1.5 Wall Radial Displacement 
 
 Following the method used by Lee and Xu [2002], the radial displacements were 
evaluated from the model at the six locations along the structure highlighted in Figure 4.6 
at two selected time points of the wave, i.e. t/tp = 0.25 and 0.75 as shown in Table 5.1. It 
was found that this time-dependent deformation, which is a result of the fluid pressure 
loading via the FSI coupling, shows a phase-lag of approximately 56 ms between the 
peak flow and the peak deformation. This result is reasonably close to the 63 ms phase-
lag noted in the study by Lee and Xu.  
 It is expected that the stiffness of the stenotic region would prevent large 
deformations from occurring within that region, as expected from the thick-wall theory, 
and this is seen from the results of the radial wall displacement which shows that the 
deformation about the stenotic region (nodes SB and SE) are only half that of the ends 
(nodes TB and TE), corresponding to the increase of thickness by approximately the 
same amount. Due to the overall pressure drop from the inlet of the vessel to the outlet, it 
is noted that the radial displacements at TB is much higher than at TE. This pressure drop 
is more prominent during the acceleration phase, and as a result the nodes upstream of the 
stenosis (TB, PB and SB) will have a much higher mean displacement than the 
counterpart nodes downstream of the stenosis (TE, PE and SE, respectively). During the 
deceleration phase, the pressure drop is not as significant, and this allows the mean 
displacements of the nodes downstream of the stenosis to be larger. 
 It can be seen that the results displayed in Table 5.1 show that the simulation 
produced similar deformations as in the case by Lee and Xu [2002] except that this study 
noted that the radial displacement at PB remained higher than SB, indicating that the 
pressure at the stenosis is lower than the pressure pre-stenosis in the simulation. 
Figure 5.8 shows the wall radial deformations over one and a half flow cycles for 
the six nodes mentioned previously. During the maximum and minimum flow, the spread 
of deformations for all nodes is widest although when averaged, the sinusoidal form 
remains. The largest amplitude variation occurs at the inlet region where the change of 
pressure is the most severe, unlike the outlet, which remains constant as detailed in the 
boundary condition settings (Section 4.3).  
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Table 5.1. Radial wall displacements at six locations (see Figure 4.6) along the stenotic 
vessel derived from the FSI model for this study and from literature. Results presented 
here are for the maximum and minimum intramural pressures. 
 
 
Radial displacements derived from simulations (m)  
TB PB SB SE PE TE 
Pmax 1.0257×10-4 5.9477×10-5 5.6751×10-5 5.4025×10-5 4.9406×10-5 1.0051×10-4 
Pmin 1.0150×10-4 5.9112×10-5 5.7209×10-5 5.5401×10-5 5.0908×10-5 1.0153×10-4 
Radial displacements derived from literature (m)  
TB PB SB SE PE TE 
Pmax 1.174×10-4 0.556×10-4 0.617×10-4 0.588×10-4 0.488×10-4 0.971×10-4 
Pmin 1.083×10-4 0.522×10-4 0.585×10-4 0.555×10-4 0.454×10-4 0.975×10-4 
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Figure 5.8. Radial displacements at the six node locations shown in Figure 4.6 for the FSI 
model of this study over 1.25 flow cycles 
 
5.1.6 Wall Stress Distributions 
 
 Figure 5.9 shows the stress distributions in the radial, axial and circumferential 
directions about the stenosed region for t/tp = 0.25. The stress distributions were found 
not to vary significantly throughout the time phase with the exception for magnitudes, 
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therefore only stresses at one time are presented. In the study by Lee and Xu, they noted 
that the largest stress experienced in their model was in the circumferential direction, 
followed by the axial and then radial stresses. In this study, there were notable stress 
concentrations located about the stenosis shoulders, particularly near node PE. Also, it 
was found that because of this concentration, the maximum axial stress was slightly 
higher than the maximum tangential stress, which a result of solution singularity about 
the sharp corner as a result of the large bending moment experienced at that region as 
well as the transition from a thick wall to a thin wall, which differs from the literature 
results primarily due to the element types selected for the solid model. However, similar 
trends can be noted between both literature and simulation results. In all directions, the 
stenotic region had the smallest stress concentrations due to the wall thickness. A higher 
stress concentration was found towards the ends of the vessel walls, especially in the 
tangential direction due to the significant vessel wall expansion at these regions. It is well 
known that an internal pressure applied onto a cylinder will cause large circumferential 
stresses and relatively low axial direction stresses. In this case, due to the fact that the 
stenosed region does not deform as much as the other regions, there is a visible 
‘stretching’ effect which leads to the larger axial stresses and contributes to the 
singularity. Radial stresses are relatively small compared to the other regions but has a 
tendency to have higher stresses in the outer portion of the wall. All of these observations 
are consistent with the thick-wall theory. 
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(a) 
(b) 
(c) 
 
Figure 5.9. Stress contour distributions of the vessel wall at the stenosed region for the 
compliant model in the radial (a), axial (b) and circumferential (c) directions. As the 
contour distributions do not change significantly with time, the results at t/tp = 0.25 only 
are shown 
(Pa) 
(Pa) 
(Pa) 
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Chapter 6 
 
Comparison of Non-Newtonian with Newtonian FSI 
Models 
 
Overview 
 
The results for the non-Newtonian models incorporating FSI are presented in this 
chapter. The flow characteristics, i.e. the fluid velocity, wall shear stress, viscosity and 
pressure are presented along with the solid model characteristics, i.e. wall stresses and 
deformations. The terms used as well as the layout follow the convention employed in 
Chapter 5.  
 
6.1 FSI Carreau Model (Model C) 
 
6.1.1 Flow Viscosity Distribution 
 
 The viscosity distributions at four instances within one phase of the fluid flow are 
plotted in Figure 6.1. It would seem that most of the flow region has a viscosity close to 
the Newtonian value of 0.00345 Pa·s, as inferred by the majority of the contour plot 
falling within the band containing the Newtonian viscosity. This infers that the majority 
of the flow has a high shear rate, in which the fluid loses its non-Newtonian properties. A 
notable region of low viscosity, corresponding to the edge of the recirculation vortex is 
noted to propagate from the stenotic region downstream and is more apparent during the 
acceleration phases and disappears during the deceleration phase. The region in which the 
non-Newtonian model is more dominant, i.e. region with low shear rates, is the region 
close to the axis of symmetry, particularly immediately post-stenosis. There is a 
noticeable peak in viscosity at this location, which often corresponds to the location of 
the highest viscosity. This region of high viscosity does not vary during the time phase. 
The peak in viscosity is significantly higher than the Newtonian viscosity and approaches  
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(c) 
 
 
 
(d) 
 
 
 
 
Figure 6.1. Viscosity distributions for the FSI Carreau model at (a) t/tp = 0.25, (b) t/tp = 0.5, and (c) t/tp = 0.75 and (d) t/tp = 1.0.  
(Pa·s) 
(Pa·s) 
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the zero shear viscosity (0.056 Nm/s) as specified within the Carreau model effective 
viscosity equation (Equation 4.14). It is also significant to note that the maximum 
viscosity decreases visibly throughout the phase, irrespective of flow acceleration or 
deceleration.  
Other regions of low shear rates occur in the pre-stenotic region, encompassing a 
significant portion of this area, but mostly concentrated near the axis of symmetry and in 
the recirculation area near the artery wall post-stenosis. The pre-stenosis region is where 
the shear forces from the boundary layer resist the flow, therefore a high shear exists near 
the wall but low shear rates occur near the centreline so the velocity profile approaches 
the developed shape. For the recirculation regions, there is high fluid shear at the edge of 
the vortex but low shear towards the centre where the flow has low velocities. 
 
6.1.2 Axial Velocity Profile 
 
 The velocity profiles for the Carreau model at the locations discussed in Section 
5.1 are presented in Figures 6.2, 6.3 and 6.4. It was found that the Carreau model velocity 
profiles mostly follow the profiles of the Newtonian model except the flow profile has a 
slightly smaller magnitude. Close to the centreline, the velocity of the Carreau model 
drops slightly, and this effect becomes more apparent further downstream from the 
stenosis.  
 The higher overall viscosity of the fluid is the reason for the lower axial velocity. 
The higher viscosity increases resistance to the velocity of the fluid. The larger 
divergence of the axial velocity towards the centreline is a result of the sharp increase in 
viscosity as noted in Section 6.1.1.  
 As a result of the decreased flow velocity and increase in viscosity the velocity 
profiles are much blunter than the Newtonian model (Model E). The Carreau model tends 
to have a reduced boundary layer thickness, i.e. Stokes layer, of the model as well. This 
causes a steeper change of velocity near the wall, which also compensates for the 
decrease in mass balance as a result of smaller centreline velocity. 
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Axial Velocity Profiles at Z’ = 1 
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Figure 6.2. Comparison of axial velocity profiles between the Carreau and Newtonian 
FSI models at normalised post-stenotic distance of Z’ = 1 
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Axial Velocity Profiles at Z’ = 2.5 
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Figure 6.3. Comparison of axial velocity profiles between the Carreau and Newtonian 
FSI models at normalised post-stenotic distance of Z’ = 2.5 
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Axial Velocity Profiles at Z’ = 4.3 
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Figure 6.4. Comparison of axial velocity profiles between the Carreau and Newtonian 
FSI models at normalised post-stenotic distance of Z’ = 4.3 
 
6.1.3 Wall Shear Stress 
 
 The wall shear stress has long been linked to the growth of arterial diseases and 
thus has been the focus for many studies [Lee and Xu, 2002]. For the Carreau model, the 
wall shear stress distributions at four time phases within the flow cycle are plotted in 
Figure 6.5. As noted in Section 5.1.4, four transitional points were observed to occur due 
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to the sharp changes in the geometry of the stenosis and the effects of solution 
singularity. 
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Figure 6.5. Wall shear stress distribution along the axial distance for the Carreau and 
Newtonian FSI models at the peak flow, midway-deceleration, minimum flow and 
midway-acceleration times of the flow cycle. 
 
The Carreau model was found to have a slightly higher overall wall shear stress 
(3%-15%) distribution than the Newtonian model due to the higher viscosity near the 
walls, as the wall shear stress is proportional to fluid viscosity as discussed in Section 
3.3.2. This is more noticeable in the regions away from the stenosis. This observation is 
consistent with results of the study by Johnston et al [2004] who noted similar wall shear 
stress behaviour in their comparison between the Carreau non-Newtonian models with 
the Newtonian models. The difference in overall magnitude is dependent on non-
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Newtonian effects near the wall; therefore the largest difference occurs during the 
minimum flow. However, the overall shape along the vessel remains the same throughout 
the flow cycle.  
 
6.1.4 Pressure 
 
 The pressure distribution is the determining factor for the structural behaviour of 
the vessel wall due to the nature of the FSI coupling method as described in Section 4.4.4.  
 For the Carreau model, the pressure distribution over time, as seen in Figure 6.6, 
indicates that the pressure waveform leads the volumetric flow by approximately a 
quarter of the flow phase period. There is a distinct pressure drop from the inlet to the 
outlet to provide the driving force for the fluid acceleration during the corresponding 
phase, followed by a small adverse pressure gradient during the deceleration phase. 
 While a pressure gradient is noticeable, the pressure magnitudes do not vary 
significantly from the specified outlet pressure value of 4010 Pa as used in the study by 
Lee and Xu [2004] due to the relatively small amplitude of the volumetric waveform. 
Another noticeable feature is the sharp drop in pressure across the stenosis. Although this 
feature is not as prominent as the peak in the wall shear stress distributions, the peak flow 
through the stenosis still gives the largest pressure drop. It can be noted that the stenotic 
region can have pressure lower than the outlet pressure and it can be reasonably assumed 
that under certain conditions there is a very high likelihood of stenosis collapse such as a 
low outlet pressure or a higher degree of severity for the stenosis.  
 Comparing the Carreau model (see Figure 6.6) to the Newtonian equivalent 
(Model E) (see Figure 6.7), we see that there is a larger pressure drop across the vessel 
for the Carreau model. This is particularly apparent in the pre-stenosis region, where the 
Carreau model exhibits a steeper drop except at the minimum pressure (approximately 
t/tp = 0.5). The sharp pressure drop across the stenosed region is approximately the same 
for both models. In the post-stenosis region, the trends are similar except for the peak 
flow (t/tp = 0.25), which notes a sharper rise in pressure immediately after the stenosis.  
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Figure 6.6. Pressure distribution along the vessel wall for the Carreau FSI model at four 
points during the flow cycle. 
 
4000
4050
4100
4150
4200
4250
4300
4350
0 0.02 0.04 0.06
Axial Distance (m)
Pr
es
su
re
 (P
a)
t/tp=0.25
t/tp=0.5
t/tp=0.75
t/tp=1.0
 
Figure 6.7. Pressure distribution along the vessel wall for the Newtonian FSI model at 
four points during the flow cycle. 
 
6.1.5 Wall Stress Distribution 
 
 The stress distributions at t/tp = 0.25 during the flow phase are shown in Figure 
6.8. These distributions show the magnitudes of wall stresses in the radial, axial and 
circumferential direction respectively. Positive values show the stresses acting on the 
solid model in the positive direction of the corresponding axis. Following the axes used in 
Stenosis Contraction
Stenosis Contraction
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the study, the positive directions for the radial, axial and circumferential axes are 
upwards, leftwards and out of the page respectively. The Carreau model stress 
distributions remain similar throughout the flow cycle with slight changes to the 
magnitudes to compensate for the changes in pressure magnitudes over time. However, 
because the overall pressure changes are not very significant, especially post-stenosis, the 
changes in stress magnitude are not significant.  
 From the stress contours, it can be determined that the highest stress occurs on the 
shoulders of the stenosis, particularly post-stenosis where the large deformation that 
occurs on the non-stenosed wall causes a large bending stress to occur near node PE (see  
Figure 4.6). As in the case of the FSI Newtonian comparison model (Model B), the 
relatively sharp corners of the stenosis itself contributes to a stress concentration as a 
result of solution singularity. It is noted that the vessel wall experiences a larger axial and 
circumferential stress on the inner side than on the outer side, whereas the overall radial 
stress distribution of the vessel wall tends to be higher in the outer side. For the Carreau 
model, the peak stress is noted to be highest in the axial direction near node PE. It can 
also be seen that the stresses in the circumferential direction tend to be higher towards the 
ends of the vessel where the largest expansion is experienced. Similar to Model B 
(Section 5.1.6), the stresses about the stenotic region are fairly low and the stresses in the 
radial direction tend to have the smallest magnitude.  
 Comparing the stress distributions of the Carreau model (Model C) (see Figure 
6.8) to the comparative Newtonian model (Model E) (see Figure 6.9), it can be seen that 
although the stress distributions show similar trends between the models, there are 
notable differences in the directional stress magnitudes. The peak radial stresses of the 
Newtonian model are smaller than the Carreau model’s in both the positive and negative 
direction. This trend is also noted in the circumferential direction as well, i.e. the stress 
range from the minimum to the maximum is smaller comparatively. In the axial direction, 
however, the Newtonian model shows slightly higher peak and minimum stresses. 
However, it can be surmised that the stresses about the non-critical regions are similar 
between the two models. This is not surprising as the Carreau model showed higher 
pressure drop from the inlet to the outlet at all times, the difference especially about the 
stenotic region is not very significant.  
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Figure 6.8. Stress contour distributions of the vessel wall at the stenosed region for the 
Carreau FSI model in the radial (a), axial (b) and circumferential (c) directions at t/tp = 
0.25. 
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Figure 6.9. Stress contour distributions of the vessel wall at the stenosed region for the 
Newtonian FSI model in the radial (a), axial (b) and circumferential (c) directions at t/tp 
= 0.25. 
 
6.1.6 Wall Radial Displacement 
 
 Figure 6.10 shows the radial displacements over 1.25 flow cycles for the six 
critical node locations as show in Figure 4.6. The inlet region (node TB) shows the 
(Pa) 
(Pa) 
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largest changes in displacement due to the large fluctuation of pressure at this area to 
allow for the flow waveform shape. The mean displacement of this region is similar to 
the exit region (node TE), which is approximately 0.103 mm (approximately 4% of the 
vessel radius). This agrees with the observations by Lee and Xu [2002]. The regions 
about the stenosis show much smaller deformations due to the thickness of the region, 
having a minimum displacement of 0.05 mm (approximately 2% of the vessel radius), 
which is half of the mean displacements at the vessel ends. As noted in the case of the 
literature comparison model (Model B), there is a decreasing trend in the mean 
displacements along the flow direction about the stenotic region, which conforms to the 
pressure drop across this region to accelerate the fluid across.  
 Referring to Figure 6.10, though, it can be seen that the radial displacements of 
the Newtonian and Carreau models are very similar, with the average Carreau model 
deformations being only very slightly higher than the average Newtonian model. It has 
been discussed in Section 6.1.4 that since the majority of the Carreau model’s fluid 
viscosity is near the Newtonian value, there isn’t a significant difference in the pressures 
exerted on the vessel wall between the two models, therefore resulting in very similar 
radial displacements. 
 
Table 6.1. Summary of radial displacement properties at the 6 node locations shown in 
Figure 4.6 for the Carreau and Netonian FSI models 
 
Carreau Newtonian 
Nodes Maximum 
Displacement 
Minimum 
Displacement 
Mean 
Displacement 
Maximum 
Displacement 
Minimum 
Displacement 
Mean 
Displacement 
TE 1.07×10-4 9.86×10-5 1.03×10-4 1.07×10-4 9.86×10-5 1.03×10-4 
PE 5.52×10-5 4.74×10-5 5.03×10-5 5.50×10-5 4.73×10-5 5.02×10-5 
SE 6.06×10-5 5.23×10-5 5.53×10-5 6.04×10-5 5.22×10-5 5.52×10-5 
SB 6.52×10-5 5.50×10-5 5.83×10-5 6.50×10-5 5.49×10-5 5.82×10-5 
PB 6.93×10-5 5.68×10-5 6.08×10-5 6.90×10-5 5.65×10-5 6.06×10-5 
TB 1.22×10-4 9.87×10-5 1.07×10-4 1.22×10-4 9.82×10-5 1.06×10-4 
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Figure 6.10. Radial displacement at the 6 node locations shown in Figure 4.6 for the 
Carreau and Newtonian FSI models over 1.25 flow cycles. 
 
6.2 FSI Power Law Model (Model D) 
 
6.2.1 Flow Viscosity Distribution 
 
 The viscosity distributions for the Power Law model are presented in Figure 6.11 
for four instances during the time phase. The viscosity distributions can be seen to have 
similar trends to that given for the Carreau model. As noted in Section 4.4.9, the 
minimum viscosity for the Power Law model was not capped in this study as was done in 
the study by Johnston et al [2004]. Therefore the minimum viscosity is seen to drop far 
below the Newtonian viscosity as well as the minimum Carreau model viscosity. 
Referring to the Carreau model equation (see Equation 4.14) and the Power Law model 
equation (see Equation 4.15), it can be determined that the exponential relationship 
between the viscosity and shear rate for the Power Law model is steeper than the Carreau 
model, which explains the lower minimum viscosity as well as the significantly higher 
maximum viscosity as seen in Figure 6.11. Because of the more pronounced maximum 
and minimum viscosities, the non-Newtonian regions are more prominent than the 
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Carreau model, although the regions where high and low shear rates occur remain the 
same between the models. An example of this would be the region pre-stenosis where a 
majority of the region departs from the Newtonian viscosity value. Also, in the post-
stenosis region, the non-Newtonian viscosities near the centreline are more significant to 
the point where the non-Newtonian influence can be seen to propagate further 
downstream as well as affect the initial contraction region of the stenotic portion. In the 
Newtonian model this region tends to remain close to the Newtonian viscosity. The 
recirculation region is clearly seen to have a non-Newtonian viscosity for the Power Law 
model, especially during the deceleration phase which causes the flow recirculation to 
extend downstream further. 
 Like the Carreau model, the viscosity distributions at t/tp = 0.25 seem to have the 
highest peak viscosity which may be attributed to the acceleration of the flow, whereas 
the maximum viscosities at other times are significantly lower than this time. It can be 
noted that the minimum viscosity is seen to be approximately a quarter of the Newtonian 
viscosity and this increases throughout the deceleration phase until it approaches the 
Newtonian value. While these do not match the Carreau model predictions (as seen in 
Figure 6.1) which show the minimum viscosities at all times to be above the Newtonian 
value, they remain close enough (a maximum difference of approximately a quarter of 
this value). Furthermore, the regions on which these low viscosities occur are fairly small 
in comparison to the entire flow region. All this suggests that ignoring the cut-off 
viscosity for the Power Law equation (see Section 4.4.9) did not create any significant 
effects on the overall result.  
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Figure 6.11. Viscosity distributions for the FSI Power Law model at (a) t/tp = 0.25, (b) t/tp = 0.5, and (c) t/tp = 0.75 and (d) t/tp = 1.0. 
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6.2.2 Axial Velocity Profile 
 
 The velocity profiles for the Power Law model are presented below in Figures 
6.12, 6.13 and 6.14, showing the velocity profiles at four different times during the flow 
phase and at three post-stenotic locations. One immediately noticeable characteristic of 
the Power Law model is that the centreline axial velocity shows a significant drop from 
the Newtonian value (approximately 9% difference), unlike for the Carreau model, which 
had similar velocities (approximately 1% difference). To conserve mass balance as a 
result of the lower centreline velocity, the boundary layer thickness of the Power Law 
model is much thinner than the other models, which results in a steeper velocity curve 
near the vessel walls. All these factors result in a flatter velocity profile. It can be 
summarised that the reason for these marked changes in the velocity profile are a result of 
the sharper increase in the viscosity, particularly near the vessel wall where flow 
recirculation occurs, the pre-stenosis region and the post-stenotic towards the centreline 
of the vessel. The largest difference between centreline axial velocities of the Power Law 
and Newtonian models occur during the peak of the flow cycle at the end of the 
acceleration phase. This difference gradually decreases during the deceleration phase, 
reaching a minimum when the flow rate reaches its minimum value during the flow cycle. 
It was found that the centreline velocity differences increased further downstream from 
the stenosis, which asserts that there is a notable difference between the developed flow 
profile of the Newtonian and non-Newtonian fluid models. This also indicates that the 
viscous effects are more prominent further downstream. 
 The recirculation zone of the Power Law model was also found be slightly less 
prominent than the Newtonian model. This phenomenon is also related to the thinner 
boundary layer discussed above as the fluid had to compensate for the smaller centreline 
velocity by having a steeper curve within this region. The higher viscosity towards the 
centreline reduces the peak velocity, causing a drop in forward mass flow that is 
compensated by an increase near the vessel wall. 
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Axial Velocity Profiles at Z’ = 1 
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Figure 6.12. Comparison of axial velocity profiles between the Power Law and 
Newtonian FSI models at normalised post-stenotic distance of Z’ = 1 
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Axial Velocity Profiles at Z’ = 2.5 
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Figure 6.13. Comparison of axial velocity profiles between the Power Law and 
Newtonian FSI models at normalised post-stenotic distance of Z’ = 2.5 
 91
 
Axial Velocity Profiles at Z’ = 4.3 
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Figure 6.14. Comparison of axial velocity profiles between the Power Law and 
Newtonian FSI models at normalised post-stenotic distance of Z’ = 4.3 
 
6.2.3 Wall Shear Stress 
 
 The wall shear stress for the Power Law model is shown in Figure 6.15 below at 
four time steps during the flow phase. Similar to the Newtonian and Carreau models, the 
wall shear stress distribution exhibits the characteristic peaks and troughs that coincide 
with the changes in model geometry as discussed in Section 5.1.5. It is interesting to note, 
however, that the peak magnitudes of the wall shear stress for the Power Law model are 
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significantly lower than the other models. Johnston et al [2004] have also noted that at 
high centreline velocities, which in this case occur at the stenosis, the Power Law model 
will tend to have a much lower wall shear stress than other models. In contrast, at lower 
velocities indicated a lower wall shear stress distribution.  
 In Section 6.2.1, it was noted that the Power Law viscosity distribution showed 
much wider range in the viscosity distribution over the vessel, having significantly lower 
and higher minimum and maximum viscosities respectively. While within the 
recirculation vortex the fluid has a higher viscosity, most of the flows near the wall in the 
pre-stenotic and stenotic regions and along the fringes of the recirculation vortex are near 
the minimum viscosity, which is notably lower than the Newtonian value. Given that the 
relationship between the wall shear stress and the viscosity is as shown in Equation 3.1, it 
can be seen why the wall shear stress in this case is much lower: 
dy
duμτ =          (3.1) 
Following Equation 3.1 it can be seen that with a low viscosity, the corresponding wall 
shear stress value would also decrease. However, the equation also indicates a relation 
between the wall shear stress and the change of velocity in the direction normal to the 
wall. As discussed in Section 6.2.2, the Power Law model has a steeper curve near the 
vessel wall in order to achieve the flatter profile towards the centreline. Despite this the 
curve can be surmised to be only slightly higher than the Newtonian and Carreau models’ 
and that the low viscosity in this model is the dominating factor for the determination of 
the wall shear stress.  This is more apparent at the stenosed region, where the peaks in the 
wall shear stress are less than half of the magnitude of the Newtonian wall shear stress. 
 During the flow deceleration, however, there is an increase in wall shear stress 
away from the stenosed regions, particularly in the downstream region. This is most 
noticeable at t/tp = 0.75, where the minimum flow rate is reached and coincidentally 
where the recirculation zone, which has high viscosities, extends the furthest 
downstream. As a consequence, the fluid near the wall tends to have a higher viscosity 
during this time than at other times and this is noted in the wall shear stress distributions 
away from the stenosed region. This occurrence is also noticeable at t/tp = 0.5, although 
the magnitudes are not as high as at the minimum flow rate. During the acceleration 
phase, the wall shear stress of the Power Law model tends to drop below the Newtonian 
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model due to the reasons discussed earlier. The extended region of negative wall shear 
stress post-stenosis indicates the increased recirculation region. 
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Figure 6.15. Wall shear stress distribution along the axial distance for the Power Law and 
Newtonian FSI models at the peak flow, midway-deceleration, minimum flow and 
midway-acceleration times of the flow cycle. 
 
6.2.4 Pressure 
 
 The pressure distribution for the Power Law model is presented in Figure 6.16 for 
the critical times of the flow phase. The overall distribution properties for this model are 
the same with the Newtonian and Carreau mode, i.e. there is a consistent drop in pressure 
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from the inlet to the outlet during the acceleration phase and a slight rise in pressure 
during the deceleration phase. The characteristic sharp pressure drop across the stenotic 
portion, which is then immediately followed by a rise in pressure, is also present in this 
model.  
 The magnitudes in the pressure distribution across the vessel differ for the Power 
Law mode, however. The Power Law’s inlet pressure is smaller than the Carreau model’s 
but still higher than the Newtonian model’s (see Figure 6.7). The sharp pressure drop 
across the stenosed portion is slightly larger in magnitude to the other models and 
suggests that the added viscosity has an effect on the pressure. It can also be surmised 
that the lower centreline axial velocities for the Power Law model, as discussed in 
Section 6.2.2, could also be attributed to the smaller pressure drop across the vessel, as 
this provides a smaller forward force particularly during the acceleration phase. The rise 
in pressure immediately following the stenosed portion in this model appears to be 
slightly steeper than the Carreau model but not as steep as the Newtonian value, but the 
peaks occur at the same locations as the other models and are again only apparent during 
the flow acceleration phase. This could also account for the less prominent recirculation 
zones noted in Section 6.2.2. 
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Figure 6.16. Pressure distribution along the vessel wall for the Power Law FSI model at 
four points during the flow cycle. 
 
 
Stenosis Contraction
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6.2.5 Wall Stress Distribution 
 
 The stress distributions in the radial, axial and circumferential directions for the 
Power Law model at t/tp = 0.25 are presented in Figure 6.17. The overall stress 
distributions are found to be similar to the Carreau and Newtonian stress distributions, 
with the highest stress concentration again occurring downstream, near the shoulder of 
the stenosis (node PE as detailed in Figure 4.6). This is expected because the overall wall 
pressure distributions (as discussed in Section 6.2.4) are similar for all models with only 
slight differences in the pressure magnitude between the different models. The Power 
Law model was found to have pressures less than the Carreau model but higher than the 
Newtonian model, which explain the distributions in Figure 6.17, whereby the Power 
Law model stress distributions and range are ‘in-between’ the other two models as well.  
 The Power Law model shows a smaller stress range for the stresses in the radial 
and circumferential direction, having a lesser minimum and maximum magnitude than 
the Carreau model. In the axial direction, the Power Law model displays a wider range 
than the Carreau model, having both a larger minimum and maximum stress. Following 
the differences in the stress range, the overall distribution also indicates similar 
behaviour, whereby the Power Law model exhibits smaller stresses in the radial and 
circumferential directions as compared to the Carreau model, but compensates by having 
a larger stresses in the axial direction.  
The overall stress distributions remain the same, however, showing smaller 
stresses in the inner wall in the radial direction and higher stresses away from the 
stenosed portion in the axial and circumferential direction. For the stenosed portion itself, 
a lower stress is noted in the outer wall, where the deformation of the vessel is not 
significant and the resultant circumferential stress is also small. The solution singularity 
is again noted to occur on the shoulders of the stenosis for the same reason as the other 
models, i.e. large bending moment and element selection. Asides from the stress 
concentration about the shoulders, high stress occurs in the circumferential direction, 
towards the end of the vessel where the largest deformations occur.  
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(a) 
(b) 
(c) 
 
Figure 6.17. Stress contour distributions of the vessel wall at the stenosed region for the 
Power Law FSI model in the radial (a), axial (b) and circumferential (c) directions at t/tp 
= 0.25 
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6.2.6 Wall Radial Displacement 
 
 The radial displacement of the vessel wall for the Power Law model is shown in 
Figure 6.18 at the six critical node locations highlighted in Figure 4.6. While the overall 
displacements between the Power Law and Newtonian models remain similar, there is a 
noted decrease in the Power Law model radial displacements. This is more apparent 
during the end of the acceleration phase when the flow rate reaches the peak (just before 
t/tp = 0.25) and is more pronounced at node TE. Conversely, just before the flow begins 
the acceleration phase (t/tp = 0.75), the Power Law model shows a very slight increase in 
wall deformations at the nodes, although less prominent than at the end of the 
acceleration phase. While the inlet pressures of the Power Law model indicated that this 
model was in between the Carreau and Newtonian model, the Power Law model had a 
steeper decrease in pressure towards the outlet than the Newtonian model. This near-
constant pressure, which can be seen in the pre-stenosis region at t/tp = 0.25 in Figure 
6.16 adds to the deformation experienced pre-stenosis nodes listed below.  
 The displacement waveform for this non-Newtonian model, however, maintains 
the same lag with regards to the flow waveform of approximately 0.8 s as the Newtonian 
and Carreau models. Further downstream, this lag increases to approximately 0.9 seconds 
at the end of the stenosis and lags further at the end of the vessel. Since the overall 
pressure distribution and waveform do not differ significantly between the models, this 
result is expected. As discussed in Section 5.1.5, the mean radial wall deformations about 
the stenotic portion are approximately half of the mean deformations at the ends of the 
vessel.  
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Table 6.2. Summary of radial displacement properties at the 6 node locations shown in 
Figure 4.6 for the Power Law and Netonian FSI models 
 
Power Law Newtonian 
Nodes Maximum 
Displacement 
Minimum 
Displacement 
Mean 
Displacement 
Maximum 
Displacement 
Minimum 
Displacement 
Mean 
Displacement 
TE 1.19×10-4 9.75×10-5 1.06×10-4 1.07×10-4 9.86×10-5 1.03×10-4 
PE 6.76×10-5 5.61×10-5 6.02×10-5 5.50×10-5 4.73×10-5 5.02×10-5 
SE 6.39×10-5 5.46×10-5 5.79×10-5 6.04×10-5 5.22×10-5 5.52×10-5 
SB 5.96×10-5 5.18×10-5 5.51×10-5 6.50×10-5 5.49×10-5 5.82×10-5 
PB 5.42×10-5 4.70×10-5 5.01×10-5 6.90×10-5 5.65×10-5 6.06×10-5 
TB 1.07×10-4 9.82×10-5 1.02×10-4 1.22×10-4 9.82×10-5 1.06×10-4 
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Figure 6.18. Radial displacement at the 6 node locations shown in Figure 4.6 for the 
Power Law and Newtonian FSI models over 1.25 flow cycles 
 
6.3 Non-Newtonian Importance Factor, IG 
 
 One method to determine the effect of the non-Newtonian model, proposed by 
Johnston et al [2004], is the importance factor, IL, which is derived from the concept 
introduced by Ballyk et al [1994] who have defined this as: 
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∞
= μ
μ eff
LI          (6.1) 
where effμ  is the effective viscosity characteristic of a particular flow and ∞μ  is the 
Newtonian value for viscosity, which in this case is equal to 0.00345 Nm/s. Clearly, IL = 
1 indicates Newtonian flow as the region would be at the Newtonian viscosity and 
deviations for the unit value indicate regions of non-Newtonian flow. This concept will 
allow for a useful “rule-of-thumb” guideline on the importance of the non-Newtonian 
effects but should not be treated as a definite representation of the non-Newtonian effects 
seeing as the nodes are concentrated more in certain regions of the geometry. While this 
parameter was a controlled factor in the study by Ballyk et al [1994] as a means of 
determining the effect of non-Newtonian impact in comparison to the resultant wall shear 
stress, this method was also employed by Johnston et al [2004] with alterations to suit 
their purposes in determining the non-Newtonian impact of the different models and flow 
conditions within their study. Instead of being a controlled parameter whereby the 
effective viscosity of the flow was predetermined by a separate set of equations [Ballyk et 
al, 1994], Johnston et al used the concept of calculating the average difference between 
the Newtonian and non-Newtonian viscosities at the nodes over the entire fluid model, 
which is then expressed as a percentage. This global non-Newtonian importance factor is 
defined as: 
( )[ ]
%1001
2/12
×−∑=
∞
∞
μ
μμN
G N
I        (6.2) 
This equation is used to evaluate the importance factor of the non-Newtonian models at 
the regions of interest. This may be the entire flow region or at more constrained 
locations such as the vessel wall. Therefore, N represents the nodes within the region of 
interest, μ  represents the effective non-Newtonian viscosity at the node and ∞μ  is equal 
to the Newtonian viscosity, which is 0.00345 Nm/s. 
Ideally, the importance factor should be averaged over the entire flow time to 
provide a proper value for comparing the non-Newtonian effect. Ballyk et al [1994] used 
the pre-determined the importance factor to represent the entire model, averaged over the 
entire flow phase to approach a steady flow.  In the study by Johnston et al [1994], the 
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region of interest was constrained to only the artery walls but since all the simulations 
involved steady state conditions, the importance factor did not require time averaging. 
This study will not average the global importance factor over the flow phase but 
will instead present the global importance facts at four critical times during the flow 
phase as shown in Table 6.1, i.e. the peak flow, the midway-deceleration flow, minimum 
flow and midway-acceleration flow. This will provide an understanding of the non-
Newtonian effects on the model under unsteady conditions. In addition, there will be two 
sample regions of interest: the first being the entire flow model, similar to the study by 
Ballyk et al [1994] and secondly just the nodes on the vessel wall, similar to the study by 
Johnston et al [2004], which were more concerned with the wall shear stress distribution 
and its relation to the non-Newtonian property of the fluid. Neither of these regions will 
give a definite relation between the non-Newtonian effect and the model and neither is 
preferred over the other, but they will provide a useful comparison. The tabulated results 
are: 
 
Table 6.3. Importance factors, calculated using Equation 6.2 at four critical times within 
the flow time phase for both the Carreau and Power Law model. The results for the wall-
only regions as well as the whole model regions are included 
 
Carreau Power Law Non-Newtonian 
Blood Model Whole model Wall only Whole model Wall only 
t/tp = 0.25 
V = 0.345 m/s 
1.74652 0.80036 2.71559 2.94888 
t/tp = 0.5 
V = 0.219 m/s 
1.45356 2.16144 2.30512 11.5215 
t/tp = 0.75 
V = 0.087 m/s 
1.22014 2.34278 2.18004 9.62648 
t/tp = 1.0 
V = 0.219 m/s 
1.28388 0.63324 2.26387 2.78711 
. 
 When considering the whole model, it can be seen that both the Carreau model 
and the Power Law model indicate a high IG value at t/tp =0.25, the peak of the fluid flow 
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which, referring to the viscosity plots above, tends to have a region of extremely high 
viscosity near the axis of symmetry immediately post-stenosis. This value is seen to 
decrease as the flow decelerates to the point of minimum flow. After which, the IG picks 
up again when the flow accelerates. Between the Power Law and Carreau models, it 
would seem that the Power Law model has larger deviations from the Newtonian 
viscosity due to the nature of the equation which has a steeper viscosity-strain rate 
relation as seen in Figure 2.1. This disparity between the Power Law and Carreau non-
Newtonian models has previously been noted in the study by Johnston et al [2004].  
It is not possible to say accurately which model is best suited for all modelling 
conditions, as it has been documented that different models are suited for different blood 
types and conditions [Cho and Kensey, 1991] and under specific conditions certain 
models are much better at providing predictions [Johnston et al, 2004], e.g. low and very 
high inlet velocities generating significant deviations from the expected results for the 
Walburn-Schneck and Power Law models. However, using the global importance factors, 
it is possible to provide an estimation on whether the non-Newtonian model is over-
predicting the non-Newtonian effect of the flow. For instance, in the study by Ballyk et al 
[1994], they recommended a cut-off value of 1.75 for a long-straight channel under 
steady-state conditions whereby the region of interest was the entire flow channel. Any 
importance factor above this value denoted appreciable and possibly excessive non-
Newtonian effects. They also cautioned that this value may not be applicable for other 
geometries or even for non-steady conditions, as in their study they noted that for 
unsteady simulations they noted an IL (calculated using Equation 6.1) of 1.39 and 2.03 for 
steady simulations for the same condition. Nevertheless it provides an insight into the 
possibilities of making comparisons between different non-Newtonian models as well as 
for different conditions. This was such for the case by Johnston et al [2004], who 
compared five non-Newtonian models but concentrated the region of interest to the wall 
of the arteries. In their case, they found that the importance factors (calculated using 
Equation 6.2) varied between 0.04 to 1.72 for different models and centreline velocities, 
indicating ranges were the non-Newtonian effects are barely present to have a very 
significant effect. It was suggested by Johnston et al that a cut-off value of 0.25 be used 
to determine if the non-Newtonian effect on the flow was significant, which is much 
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lower than the value used by Ballyk et al, but considering the differing methods by which 
the importance factor is obtained and the different regions of interest, this value is 
understandable.  
For this study, it can be seen that for the whole flow region of the Carreau model 
the importance factor does not reach the cut-off value recommended by Ballyk et al, 
which is based on steady-state simulations. It does approach their approximation for 
unsteady flow, though. For the Power Law model the importance factors tend to be 
significantly higher than the Carreau model and the recommended cut-off value. Despite 
this, it can be seen in the viscosity distributions in Sections 6.1.1 and 6.2.1 that both 
models show a large change in viscosity due to the non-Newtonian effects. The reason 
why the Power Law model shows a larger importance factor is because of the steeper 
relation between the viscosities and shear rate as in Equation 4.15 as well as the fact that 
a portion of the flow region is below the Newtonian viscosity. This accounts for a larger 
difference between the effective viscosity and the Newtonian viscosity, which occurs at 
more nodes within the flow region. Bearing in mind that the Power Law equation used in 
this study did not include a cut-off shear rate to limit the minimum viscosity, it can be 
further understood why the flow behaviour is noted as above. Following the importance 
factors listed for the whole model, it might be suitable to suggest a cut-off value of 1.20, 
by which all importance factors above that indicate significant non-Newtonian fluid 
behaviour. This indicates that during the minimum flow phase of the Carreau model will 
have minimal non-Newtonian effects, whereby most of the fluid region is close to the 
Newtonian viscosity. 
When comparing the wall-only importance factors to the entire model, it was 
found that the wall-only models produced significantly higher values than when 
considering the entire flow region for the Power Law model. During the flow 
deceleration phase (between t/tp = 0.25 and t/tp = 0.75), the importance factors increase 
to three to four times the value noted during the acceleration phase. This rise in 
importance factors for the wall-only model differs from the entire-model region, whereby 
the importance factors tend to drop in magnitude during the deceleration phase instead, 
although this drop is not very significant. The differences between the Power Law and 
Carreau models’ importance factors are even larger for the wall-only region, whereby the 
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Power Law models are at least three times larger. This observation is in agreement to the 
viscosity plots, which show a growing region of recirculation extending from the stenosis 
downstream during the deceleration phase of the flow. This region tends to have much 
higher viscosities than the Newtonian values and impinges on a large portion of the 
vessel wall downstream, thus increasing the importance factor. During the acceleration 
phase, the dominant region of non-Newtonian viscosities occurs near the centreline of the 
flow and tends to have the highest variation from the Newtonian viscosity. Despite this, 
the importance factor for the entire model region tends to be dampened out by the 
majority of the flow regions that are close to the Newtonian value. This tends to suggest a 
flip-flop effect where during the deceleration phase the non-Newtonian effects are 
stronger near the stenotic portion and during the acceleration phase the non-Newtonian 
effects are stronger near the flow centreline. It is not possible to follow the recommended 
cut-off value for the importance factors as suggested by Johnston et al [2004], as all the 
important factors for both the non-Newtonian models covering the wall-only region are 
far in excess of 0.25. This study has a marked difference in comparison to the study by 
Johnston et al in that a stenosis, which acts as a significant blockage, has been introduced 
generating high recirculation regions. Most of the models employed by Johnston et al can 
be considered fairly smooth with a few bends in the geometry. It is therefore suggested 
that all of the values for the wall-only model show significant non-Newtonian behaviour, 
as it would not be prudent to disregard the non-Newtonian effects of the recirculation 
region. It might be concluded, however, that the Power Law model tends to over-predict 
the non-Newtonian effects of the flow, as the values shown are clearly in excess of 
reasonable values.  
The study by Johnston et al [2004] have indicated that for most non-Newtonian 
models, the importance factors show a decreasing trend with increases in centreline 
velocities. This behaviour is not noted in the importance factors listed in Table 6.1 due to 
the fact that the models considered in this study and the study by Johnston et al are 
essentially different. Incorporating a time-dependent flow instead of steady flow and 
having a stenosis within the geometry have produced significantly different non-
Newtonian behaviour. For instance, there is no visible increasing trend for the importance 
factors during the deceleration phase of the flow and the variation in importance factors is 
 104
more severe than in the study by Johnston et al for the wall-only region. Instead this 
region is heavily affected by the recirculation caused by the stenosed wall.  
Another interesting observation from the importance factors is that despite having 
similar volumetric flow rate at t/tp = 0.5 and t/tp = 1.0, the importance factors yield 
different values for both the regions considered. This indicates that the temporal nature of 
the flow can affect the non-Newtonian model, and as discussed previously is related to 
the overall momentum of the fluid, which is affected by the pressure difference between 
the inlet and the end. It is noted that the non-Newtonian effects about the recirculation 
region are more prominent during the flow deceleration phase, and coupled with the 
relatively large viscosities about the centreline of the vessel, tend to create a higher non-
Newtonian value than during the flow acceleration phase. This observation would seem 
to indicate that averaging the effective importance factor over a varying flow might 
overlook certain non-Newtonian aspects. 
In conclusion, while both models show significant non-Newtonian effects the 
Power Law model tends to produce significantly higher importance factors, particularly 
near the vessel wall. This can be viewed as over-representing the non-Newtonian 
behaviour due to flow recirculation, and might indicate that the Power Law model may 
not be suitable for this case. Cut-off values were assigned to the different regions of 
interest to denote significant non-Newtonian behaviour. Several relationships between the 
importance factors and the flow properties were found not to agree with the available 
literature and this was primarily because the model in this study incorporated a different 
geometry and transient flow conditions. The recirculation caused by the stenosis was 
found to produce significant non-Newtonian effects, which were accentuated with the 
acceleration and deceleration of the flow. 
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Chapter 7 
 
Conclusions and Recommendations  
 
 
7.1 Conclusions on rigid and FSI Newtonian models 
 
 The results of the study on rigid and compliant Newtonian models are compared 
with the study by Lee and Xu [2002] and are presented in Chapter 5. The aim was to 
establish the validity of the code and settings used in the study as well as to provide an 
understanding on the effects of incorporating FSI into the simulation.  
 
7.1.1 Comparison with Literature and Experimental Results 
 
 The numerical results derived from this study were found to be in strong 
agreement to that found by Lee and Xu [2002]. The centreline axial velocities showed 
exact values as the Lee and Xu’s rigid model and therefore showed similar 
characteristics. There was a slight difference with the experimental results by Ohja et al 
[1989], but overall the results remain consistent. When considering the flow separation 
thickness, the experimental results do not indicate ideal axisymmetric flow conditions. 
This could be due to experimental conditions influencing the results, such as gravity, 
reading errors and model imperfections as a result of the manufacturing process. The 
results of this study, however, produced the same results as Lee and Xu’s and therefore 
similar conclusions can be made. In almost all cases, the numerical results provided 
values of smaller magnitude than the experimental results. Often the FSI model results 
approaches the experimental results better. Also the results near the stenosis provide 
closer comparisons than the results plotted further downstream. This all suggests that the 
dye traces used in the experiment have a tendency to disperse near the wall and further 
downstream, which can affect the results. There is a strong agreement in flow trends 
between the numerical and experimental results, which suggest that the methods 
employed for the rigid model are valid for this study. 
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 The axial velocity profiles of the study show strong agreement with the results of 
Lee and Xu [2002] for both the rigid and FSI models. This, once more, validates the 
model and settings used for the study for both cases. More importantly, the comparisons 
between rigid and FSI models show a notable difference between the two models, which 
is that the pressures exerted by the fluid tend to increase the cross-sectional area of the 
flow, which affectively slows the centreline-fluid velocity. The increase in vessel radius 
also enhances the expansion from the stenosed portion to the non-stenosed region, which 
increases the flow recirculation occurring post-stenosis.  
 The wall shear stresses expose a weakness in this study’s code’s ability to extract 
these values. The FSI model shows a trend of underpredicting the wall shear stress 
whereas the rigid model tends to overpredict the wall shear stress. It was concluded that 
the FSI effects tend to produce smaller wall shear stresses than the rigid walls. While the 
magnitudes may differ than literature, the trends are notably similar and indicate that 
peak stresses occur at the stenosis throat and vary with the flow rate. 
 For the solid model, the displacements at six critical locations along the stenosis 
wall were derived and compared with the literature results. The results were close to the 
values in Lee and Xu’s study. The most significant deformations occurred at the ends of 
the stenosis, and were approximately 4% of the vessel radius. About the stenosis, 
deformations were not as significant due to the thickness of the region increasing the 
stiffness. No vessel collapse was noted due to the positive pressures within the fluid. The 
stress distributions are also similar to the results from literature as well. However, this 
study produced high stress concentrations about the shoulders of the stenosis, particularly 
in the downstream direction. While this tends to exaggerate the maximum and minimum 
stresses, they also provide an insight into the regions where vessel wall rupture is most 
likely to occur. In this case, it is highly likely that a tear could occur around node PE, and 
the lesion will most likely occur in a direction normal to the axial direction. The stenosis 
itself does not indicate high stresses due to the stiffness of the region. Asides from the 
shoulders of the stenosis, the ends of the vessel have the largest deformation, which 
therefore produces significant tangential stresses. Within the comparison literature, this 
was viewed as the most significant stress generated within the model. 
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 The overall conclusion that can be derived from the results is that there is a very 
good agreement between this study and the previous studies, both numerical and 
experimental, thus validating the geometry and methods used. Several discrepancies did 
arise from the limitations of the program, but these do not affect the overall conclusions. 
The FSI model does have an effect on the flow behaviour, primarily due to the increase in 
radius at the non-stenosed regions, whereas the solid model shows the stress to be 
concentrated at the shoulders of the stenosis as well as at the inlet and outlet. 
 
7.2 Conclusions on FSI Non-Newtonian Models 
 
 The results of the study on the Carreau and Power Law non-Newtonian FSI 
models are compared and discussed in Chapter 6. The aim was to distinguish the effects 
of including non-Newtonian models into the simulation on the flow and structural 
characteristics.  
 
7.2.1 Comparisons between Non-Newtonian and Newtonian Models 
 
 The viscosity distributions for the Carreau and Power Law models show 
significant non-Newtonian effects occurring about the axis of symmetry, particularly in 
the pre-stenosis region and in the immediate post-stenosis region, as well as in the wall 
region immediately post-stenosis where recirculation occurs. The Power Law model 
tends to predict a larger range of viscosities and larger regions where significant non-
Newtonian effects occur. 
 The axial velocity profile for the Carreau model shows very similar behaviour to 
the Newtonian model. However, the increasing viscosity towards the centreline of the 
vessel tends to cause the axial velocity profile to decrease slightly in that direction. This 
becomes more apparent during the flow deceleration. The Power Law model shows a 
much blunter profile as a result of the higher viscosities. The flow recirculation regions 
also tend to be smaller for the Power Law model. 
 The wall shear stress for the Carreau model tended to have a slightly higher 
magnitude than the Newtonian model due to the higher viscosity near the vessel wall. The 
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Power Law model, on the other hand shows a significantly lower viscosity about the 
stenosed and pre-stenosed region, due to the lower minimum viscosities about those 
regions. In the post-stenosis region the large viscosities in the recirculation regions allows 
for a higher wall shear stress. These non-Newtonian characteristics were noted in the 
study by Johnston et al [2004]. Overall, the wall shear stress distributions show similar 
trends to the Newtonian model, suggesting that the shape is a function of the geometry 
whereas the magnitudes vary between models.  
 The pressure distributions for all the models show a constant drop in the pre-
stenosis region followed by a sharp drop in the stenosed region which then increases 
when the flow region expands and is then followed by another pressure drop in the post-
stenotic region. During the deceleration phase, though, there is a tendency for an adverse 
pressure to occur across the vessel. The Carreau model tends to show higher pressure 
variations from the inlet to the outlet throughout the flow phase than the Power Law and 
Newtonian model. However, the sharp pressure drop at the stenosed region does not vary 
between the models and is a function of the geometry. In the immediate post-stenotic 
region, however, several different pressure characteristics can be noted between the 
models, such as the pressure rise in the immediate post-stenotic region. 
 The stress distributions for all models are fairly similar. They all show stress 
concentrations occurring at the shoulders of the stenosis, high axial and circumferential 
stresses on the internal-side of the vessel and high radial stresses on the external side of 
the vessel, which is in agreement with the thick-wall theory for internally loaded pressure 
vessels. The highest stress shown in this study occurs in the post-stenosis shoulder, which 
experiences the highest degree of bending. However, the magnitude of the stress 
occurring at that region is overpredicted due to solution singularity. Asides from this 
stress concentration, it was noted that the circumferential stresses at the ends of the 
vessels, which experience the largest deformation, also have significant values. It was 
noted that the stenosed region does not show significant stresses due to the increased wall 
stiffness. The Carreau model shows higher stresses than the other models, but only 
slightly, as the pressure differences between the models are not very significant. 
 The wall displacement distributions are also similar between the three models. 
The average Carreau model wall displacement is slightly higher than the Newtonian and 
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Power Law models’. The Power Law displacement waveform is seen to slightly diverge 
from the other models’, although not significantly. There is a notable lag in the 
displacement waveform downstream of the vessel. 
 To determine the significance of the non-Newtonian effect, an important factor 
concept was employed to determine the mean difference between the non-Newtonian and 
Newtonian viscosities. This non-Newtonian impact was evaluated at two regions: the 
wall of the vessel and the entire flow region. The Power Law model tended to exaggerate 
the importance factors for both cases. The Carreau model provided more reasonable 
values when compared to literature. For the whole model region, decreasing importance 
factors were noted during the flow deceleration phase whereas for the wall-only region a 
significant increase in importance factors is noted between t/tp = 0.5 and t/tp = 0.75, 
coinciding with the period where the recirculation zone extends further downstream from 
the stenosis. This indicates the shape of the vessel can affect the importance factor 
results, as for the whole model the rise of viscosities near the centreline contributes as 
much as the flow recirculation region. This result also indicates that the transient property 
of the flow can affect the non-Newtonian result. The overall behaviour between the two 
models is similar to that noted in literature.  
 The overall conclusion of this chapter is that the Carreau model, while showing 
significant variations in viscosity, does not show much difference for the axial velocity 
profiles and the wall shear stress distributions with the Newtonian model. There are small 
flow differences where there is an increase in viscosity, but these are not very noticeable. 
The Power Law model, however, shows a significant change in the flow characteristics 
and an even larger variation in viscosities. This leads to considerably excessive values for 
the importance factor. While the Carreau model may be recommendable for use since it 
does not overpredict the non-Newtonian behaviour, it might be prudent to consider the 
Power Law model in this case as well as the non-Newtonian effects for this model are 
more visible in the flow characteristics. It might also be possible that the flow rate 
specified for this model may be high enough to disregard non-Newtonian effects. The 
pressure variations show only a slight difference between all the models. This results in 
fairly similar stress and displacement distributions. The wall shear stress was found to be 
the secondary determinant in overall stress as there is a notable difference between the 
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Power Law and Carreau models yet there is no significant indication of this in the stress 
models. This is not surprising as the magnitudes of the fluid pressures are significantly 
higher than the wall shear stresses.  
 
7.3 Clinical Significance of Results 
 
 There are several conclusions one can make from this study that can be applied to 
cases of atherosclerosis. These allow for a further insight on the health complications that 
can arise from this disease as well as the possible worsening of the condition. Based on 
this knowledge, it is possible to devise methods to effectively treat this disease or prevent 
the condition from deteriorating. 
 With regards to the flow condition, the main concerns in this case are the wall 
shear stress and flow pressure, as both have been linked to having an effect on the 
stenosis. This study does not use clinically derived pressures, but rather uses the values 
specified in previous experimental and numerical studies for comparison. Tang et al 
[1999a] have suggested that the pressure within an artery is approximately 100 mmHg, 
i.e. 13.33 kPa. This is comparatively higher than the value specified at the outlet of this 
model. However using the results derived from this study it is possible to predict the 
expected behaviour within realistic conditions.  
The flow velocity profiles are highly dependent on the condition of the blood and 
artery itself, and do not effect the stenosis significantly. The flow recirculation, however, 
may be responsible for depositions of harmful materials and in this case there tends to be 
a notable region of recirculation despite the low degree of severity of the stenosis. The 
size of this recirculation zone varies throughout the flow, however, and during the 
acceleration phase there is very little evidence of flow recirculation. Therefore for low 
stenosis severity the risk of depositing harmful particles in the wake of the stenosis is 
fairly minimal.  
 The wall shear stresses in this study indicate a peak magnitudes coinciding with 
the contraction of the stenosis. The peak values, however, are within the range of 30 Pa. 
When considering that the pressures within the vessel in this study are at least 4 kPa, it 
can be concluded that the wall shear stresses have a secondary impact on the structural 
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behaviour. Nevertheless, the sharp peak of shear stresses at this region adds to the axial-
direction stress of the wall, and for higher flow rates can possibly increase the likelihood 
of lesions occurring.  
 The wall stresses of the solid model show that the region where plaque rupture is 
most likely to occur is at the throat of the stenosis. At this region, a large bending 
moment is applied as a result of the pressure loading further downstream causing a large 
torque while the stiffness of the stenotic region resists movement. The stress is most 
significant in the axial direction, which suggests that lesions occurring at this region will 
spread normal to the axial direction. The other regions of significant stresses occur at the 
ends of the vessel with significant stresses occurring in the circumferential direction. 
However, under realistic conditions, the ends of the vessel are not allowed to freely 
deform along the plane as set in this study. In fact, the elastic outer layer of the vessel 
will usually dampen this vessel expansion throughout the cycle. Also, the plaque layer 
will not be as thin as about the stenosed region. It is therefore less likely that lesions will 
occur at these regions. 
 The wall radial displacements show that the thickness specified for the vessel wall 
in this study prevent significant vessel expansion, limiting this value to approximately 4% 
of the radius. There was also no indication of wall collapse as the internal pressure 
remained above external pressure. In fact, the stenotic region experienced much smaller 
deformations due to the increased stiffness. It can be assumed that a sufficiently large 
stenosis may generate a negative pressure difference at the throat that could result in 
arterial collapse. However, a stenosis at that level would probably experience severe 
lesions and the resulting thrombus will effectively block off the flow.  
 
7.4 Recommendations for Further Study 
 
 There are several portions of this study that require further study to provide a 
complete understanding of the flow conditions within an artery as well as improvements 
to the techniques used presently.  
 This study only used one stenosis shape provided by the available literature. It has 
been explained previously that other stenosis shapes and conditions have been 
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investigated, including different severities, lengths, shapes and asymmetric conditions. To 
provide a complete understanding on the nature of stenoses, these various parameters 
should be modelled and compared.  
 The FSI coupling method used in this study is sufficient at present. However, 
there has been a significant amount of research into improving the past methods to 
provide more efficient and accurate calculations. For instance, although the coupling 
method used for this study is two-way, it only uses the pressure to determine the vessel 
deformation and the FSI coupling convergence is determined by the nodal displacements 
along the interface. Since the start of this study, however, there have been codes that 
include the traction along the interface along with the fluid pressure to deform the vessel 
walls. Several convergence schemes have been investigated as well, including using the 
nodal accelerations across the interface to determine convergence. There currently have 
been several software packages released that perform these calculations as well as a new 
method which solves the fluid and solid portions simultaneously at the interface rather 
than iteratively. It would be beneficial to employ these methods to solve future cases to 
avoid the problems faced during the modelling process of this study.  
 This study investigated only two of the numerous available non-Newtonian 
models to approximate blood flow. While several models have been shown to be less 
effective under specific conditions, it is prudent to provide an extensive study on these 
limitations. Of particular importance is the study of the Generalised Power Law model, 
which was not used in this study but is gaining popularity as one of the better non-
Newtonian models to describe blood flow. This study also did not provide an analytical 
analysis on which model provides closer rheological behaviour, therefore it would also be 
beneficial to perform such an analysis.  
 The final recommendation is to employ model settings that are closer to realistic 
conditions. Most of the settings used in this study are derived from experiments, which 
roughly approximate the conditions within the artery. For instance, the flow rate specified 
at the inlet is a sinusoidal flow rate which results in similar pressure drop behaviour 
across the vessel. This is notably different from the actual pressure drop experienced by 
the vessel that takes into account the systolic and diastolic phases of the blood flow. The 
pressure specified in the model is also notably less than the actual conditions found 
 113
within the body. Realistic conditions will provide a better understanding of this 
phenomenon. 
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Appendix A 
 
Sample Input Files 
 
Rigid Newtonian Model (Model A) Input File 
 
!! Command input for Newtonian model 
!! in rigid stenosis with developed flow for ANSYS 8.1 
!!  
 
/BATCH   
/PREP7 
/OUTPUT,'KWLRCom','out','D:\S2011819\ANSYS\', 
 
*DEL,_FNCNAME    
*DEL,_FNCMTID    
*DEL,_FNC_C1 
*DEL,_FNC_C2 
*DEL,_FNC_C3 
*SET,_FNCNAME,'invel'   
*DIM,_FNC_C1,,1  
*DIM,_FNC_C2,,1  
*DIM,_FNC_C3,,1  
*SET,_FNC_C1(1),0.219    
*SET,_FNC_C2(1),0.132    
*SET,_FNC_C3(1),18.21213   
*DIM,%_FNCNAME%,TABLE,6,14,1  
! Begin of equation: 2*(a+b*sin(c*{TIME}))*(1-({X}/.0025)^2) 
*SET,%_FNCNAME%(0,0,1), 0.0, -999    
*SET,%_FNCNAME%(2,0,1), 0.0  
*SET,%_FNCNAME%(3,0,1), %_FNC_C1(1)% 
*SET,%_FNCNAME%(4,0,1), %_FNC_C2(1)% 
*SET,%_FNCNAME%(5,0,1), %_FNC_C3(1)% 
*SET,%_FNCNAME%(6,0,1), 0.0  
*SET,%_FNCNAME%(0,1,1), 1.0, -1, 0, 1, 19, 3, 1  
*SET,%_FNCNAME%(0,2,1), 0.0, -1, 9, 1, -1, 0, 0  
*SET,%_FNCNAME%(0,3,1),   0, -2, 0, 1, 18, 3, -1 
*SET,%_FNCNAME%(0,4,1), 0.0, -1, 0, 1, 17, 1, -2 
*SET,%_FNCNAME%(0,5,1), 0.0, -2, 0, 2, 0, 0, -1  
*SET,%_FNCNAME%(0,6,1), 0.0, -3, 0, 1, -2, 3, -1 
*SET,%_FNCNAME%(0,7,1), 0.0, -1, 0, .0025, 0, 0, 2   
*SET,%_FNCNAME%(0,8,1), 0.0, -2, 0, 1, 2, 4, -1  
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*SET,%_FNCNAME%(0,9,1), 0.0, -1, 0, 2, 0, 0, -2  
*SET,%_FNCNAME%(0,10,1), 0.0, -4, 0, 1, -2, 17, -1   
*SET,%_FNCNAME%(0,11,1), 0.0, -1, 0, 1, 0, 0, -4 
*SET,%_FNCNAME%(0,12,1), 0.0, -2, 0, 1, -1, 2, -4    
*SET,%_FNCNAME%(0,13,1), 0.0, -1, 0, 1, -3, 3, -2    
*SET,%_FNCNAME%(0,14,1), 0.0, 99, 0, 1, -1, 0, 0 
! End of equation: 2*(a+b*sin(c*{TIME}))*(1-({X}/.0025)^2)   
 
!! Element Types and Options 
 
ET,1,FLUID141    
KEYOPT,1,1,0 
KEYOPT,1,3,1 
KEYOPT,1,4,0 
 
!! Create Keypoints 
 
K,1, 0, 0,,    
K,2, 0, 0.015,,    
K,3, 0, 0.01611717,,   
K,4, 0, 0.01761717,,   
K,5, 0, 0.01826217,,   
K,6, 0, 0.06826217,,   
K,7, 0.0025, 0,,   
K,8, 0.0025, 0.015,,   
K,9, 0.001855,0.01611717,,    
K,10, 0.001855,0.01761717,,     
K,11, 0.0025, 0.01826217,, 
K,12, 0.0025, 0.06826217,, 
 
!! Create Lines 
 
LSTR,       2,       1  !L1 
LSTR,       3,       2  !L2 
LSTR,       4,       3  !L3 
LSTR,       4,       5  !L4 
LSTR,       5,       6  !L5 
LSTR,       7,       1  !L6 
LSTR,       8,       2  !L7 
LSTR,       9,       3  !L8 
LSTR,      10,       4  !L9 
LSTR,      11,       5  !L10 
LSTR,      12,       6  !L11 
LSTR,       8,       7  !L12 
LSTR,       9,       8  !L13 
LSTR,      10,       9  !L14 
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LSTR,      10,      11  !L15 
LSTR,      11,      12  !L16 
 
!! Line Seeding 
 
LSEL,S,,,1,23,11  
LESIZE,ALL, , ,80,-2, , , ,1 
ALLS 
LSEL,S,,,5,27,11 
LESIZE,ALL, , ,200,3, , , ,1 
ALLS 
LSEL,S,,,2,24,11 
LESIZE,ALL, , ,15,2, , , ,1  
ALLS 
LSEL,S,,,4,26,11 
LESIZE,ALL, , ,10,2, , , ,1 
ALLS   
LSEL,S,,,3,25,11 
LESIZE,ALL, , ,20,1, , , ,1  
ALLS 
LSEL,S,,,6,11,1 
LESIZE,ALL, , ,30,2, , , ,1 
ALLS  
 
!! Create Area 
 
LSEL,S,,,1,5,1 
LSEL,A,,,12,16,1 
LSEL,A,,,6,11,5 
AL,ALL, 
ALLS 
 
!! Area Attributes 
 
ASEL,S,,,1,1 
AATT,1,,1,0, 
ALLS 
 
!! Mesh Area 
 
AMAP,1,6,12,7,1 
 
/ANG,1,30,ZS,1   
/REP,FAST    
/ANG,1,30,ZS,1   
/REP,FAST    
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/ANG,1,30,ZS,1   
/REP,FAST    
 
!! Fluid Solution Properties 
 
FLDATA1,SOLU,TRAN,1  
FLDATA1,SOLU,FLOW,1  
FLDATA1,SOLU,TEMP,0  
FLDATA1,SOLU,TURB,0  
FLDATA1,SOLU,COMP,0  
FLDATA1,SOLU,VOF,0   
FLDATA1,SOLU,SFTS,0  
FLDATA1,SOLU,IVSH,0  
FLDATA1,SOLU,SWRL,0  
FLDATA1,SOLU,SPEC,0  
FLDATA1,SOLU,ALE,0   
FLDATA1,SOLU,RDSF,0  
 
FLDATA4,TIME,STEP,0.005, 
FLDATA4,TIME,ISTEP,0 
FLDATA4,TIME,NUMB,1,    
FLDATA4,TIME,TEND,1.0e06 
FLDATA4,TIME,GLOB,200,   
FLDATA4,TIME,VX,1e-5,    
FLDATA4,TIME,VY,1e-5,    
FLDATA4,TIME,VZ,1e-5,    
FLDATA4,TIME,PRES,1e-5,    
FLDATA4,TIME,TEMP,1e-5,    
FLDATA4,TIME,ENKE,1e-5,  
FLDATA4,TIME,ENDS,1e-5,  
FLDATA4A,STEP,OVER,0,    
FLDATA4,TIME,OVER,0  
FLDATA4A,STEP,APPE,0,    
FLDATA4,TIME,APPE,1.0e6  
FLDATA4A,STEP,SUMF,10,   
FLDATA4,TIME,SUMF,1.0e6  
FLDATA4,TIME,BC,0    
FLDATA4,TIME,TEND,1000000,   
 
!! Fluid Outputs 
 
FLDATA5,OUTP,DENS,0  
FLDATA5,OUTP,SPHT,0  
FLDATA5,OUTP,VISC,1  
FLDATA5,OUTP,COND,0  
FLDATA5,OUTP,EVIS,1  
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FLDATA5,OUTP,ECON,0  
FLDATA5,OUTP,CMUV,0  
FLDATA5,OUTP,SFTS,0  
 
FLDATA5,OUTP,PTOT,1  
FLDATA5,OUTP,TTOT,0  
FLDATA5,OUTP,HFLU,0  
FLDATA5,OUTP,HFLM,0  
FLDATA5,OUTP,STRM,1  
FLDATA5,OUTP,PCOE,0  
FLDATA5,OUTP,MACH,0  
FLDATA5,OUTP,YPLU,0  
FLDATA5,OUTP,TAUW,1  
FLDATA5,OUTP,RDFL,0  
 
!! Fluid Properties 
 
FLDATA12,PROP,DENS,0 
FLDATA13,VARY,DENS,0 
FLDATA12,PROP,VISC,0 
FLDATA13,VARY,VISC,0 
FLDATA12,PROP,COND,0 
FLDATA13,VARY,COND,0 
FLDATA12,PROP,SPHT,0 
FLDATA13,VARY,SPHT,0 
  
FLDATA7,PROT,DENS,CONSTANT   
FLDATA8,NOMI,DENS,755,  
FLDATA9,COF1,DENS,0  
FLDATA10,COF2,DENS,0 
FLDATA11,COF3,DENS,0 
FLDATA7,PROT,VISC,CONSTANT   
FLDATA8,NOMI,VISC,0.00143,    
FLDATA9,COF1,VISC,0  
FLDATA10,COF2,VISC,0 
FLDATA11,COF3,VISC,0 
FLDATA12,PROP,IVIS   
FLDATA7,PROT,COND,CONSTANT   
FLDATA8,NOMI,COND,-1,    
FLDATA9,COF1,COND,0  
FLDATA10,COF2,COND,0 
FLDATA11,COF3,COND,0 
FLDATA7,PROT,SPHT,CONSTANT   
FLDATA8,NOMI,SPHT,-1,    
FLDATA9,COF1,SPHT,0  
FLDATA10,COF2,SPHT,0 
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FLDATA11,COF3,SPHT,0 
 
!! Applying Line Loads 
 
LSEL,S,,,12,16,1 
DL,ALL,1,VX,0,1  
DL,ALL,1,VY,0,1  
ALLS 
LSEL,S,,,1,5,1 
DL,ALL,1,VX,0,1 
ALLS  
LSEL,S,,,6,6, 
DL,ALL,1,VY, %INVEL% ,1  
ALLS 
LSEL,S,,,11,11 
DL,ALL,1,PRES,4140,1 
ALLS 
 
maxts=96 
*do,i,1,maxts 
/solu 
solve 
*enddo 
 
FSI Newtonian Model (Model B) Input File 
 
!! Command input for Newtonian model 
!! in rigid stenosis for ANSYS 8.1 
!!  
 
/BATCH   
/PREP7 
/OUTPUT,'KWLRNwt','out','D:\S2011819\ANSYS\', 
 
*DEL,_FNCNAME    
*DEL,_FNCMTID    
*DEL,_FNC_C1 
*DEL,_FNC_C2 
*DEL,_FNC_C3 
*SET,_FNCNAME,'invel'    
*DIM,_FNC_C1,,1  
*DIM,_FNC_C2,,1  
*DIM,_FNC_C3,,1  
*SET,_FNC_C1(1),0.219   
*SET,_FNC_C2(1),0.132   
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*SET,_FNC_C3(1),18.21213 
*DIM,%_FNCNAME%,TABLE,6,5,1  
*SET,%_FNCNAME%(0,0,1), 0.0, -999    
*SET,%_FNCNAME%(2,0,1), 0.0  
*SET,%_FNCNAME%(3,0,1), %_FNC_C1(1)% 
*SET,%_FNCNAME%(4,0,1), %_FNC_C2(1)% 
*SET,%_FNCNAME%(5,0,1), %_FNC_C3(1)% 
*SET,%_FNCNAME%(6,0,1), 0.0  
*SET,%_FNCNAME%(0,1,1), 1.0, -1, 0, 1, 19, 3, 1  
*SET,%_FNCNAME%(0,2,1), 0.0, -1, 9, 1, -1, 0, 0  
*SET,%_FNCNAME%(0,3,1),   0, -2, 0, 1, 18, 3, -1 
*SET,%_FNCNAME%(0,4,1), 0.0, -1, 0, 1, 17, 1, -2 
*SET,%_FNCNAME%(0,5,1), 0.0, 99, 0, 1, -1, 0, 0   
 
!! Element Types and Options 
 
ET,1,FLUID141    
KEYOPT,1,1,0 
KEYOPT,1,3,1 
KEYOPT,1,4,0 
 
!! Create Keypoints 
 
K,1, 0, 0,,    
K,2, 0, 0.015,,    
K,3, 0, 0.01611717,,   
K,4, 0, 0.01761717,,   
K,5, 0, 0.01826217,,   
K,6, 0, 0.06826217,,   
K,7, 0.0025, 0,,   
K,8, 0.0025, 0.015,,   
K,9, 0.001855,0.01611717,,    
K,10, 0.001855,0.01761717,,     
K,11, 0.0025, 0.01826217,, 
K,12, 0.0025, 0.06826217,, 
 
!! Create Lines 
 
LSTR,       2,       1  !L1 
LSTR,       3,       2  !L2 
LSTR,       4,       3  !L3 
LSTR,       4,       5  !L4 
LSTR,       5,       6  !L5 
LSTR,       7,       1  !L6 
LSTR,       8,       2  !L7 
LSTR,       9,       3  !L8 
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LSTR,      10,       4  !L9 
LSTR,      11,       5  !L10 
LSTR,      12,       6  !L11 
LSTR,       8,       7  !L12 
LSTR,       9,       8  !L13 
LSTR,      10,       9  !L14 
LSTR,      10,      11  !L15 
LSTR,      11,      12  !L16 
 
!! Line Seeding 
 
LSEL,S,,,1,23,11  
LESIZE,ALL, , ,80,-2, , , ,1 
ALLS 
LSEL,S,,,5,27,11 
LESIZE,ALL, , ,200,3, , , ,1 
ALLS 
LSEL,S,,,2,24,11 
LESIZE,ALL, , ,15,2, , , ,1  
ALLS 
LSEL,S,,,4,26,11 
LESIZE,ALL, , ,10,2, , , ,1 
ALLS   
LSEL,S,,,3,25,11 
LESIZE,ALL, , ,20,1, , , ,1  
ALLS 
LSEL,S,,,6,11,1 
LESIZE,ALL, , ,30,2, , , ,1 
ALLS  
 
!! Create Area 
 
LSEL,S,,,1,5,1 
LSEL,A,,,12,16,1 
LSEL,A,,,6,11,5 
AL,ALL, 
ALLS 
 
!! Area Attributes 
 
ASEL,S,,,1,1 
AATT,1,,1,0, 
ALLS 
 
!! Mesh Area 
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AMAP,1,6,12,7,1 
 
/ANG,1,30,ZS,1   
/REP,FAST    
/ANG,1,30,ZS,1   
/REP,FAST    
/ANG,1,30,ZS,1   
/REP,FAST    
 
!! Fluid Solution Properties 
 
FLDATA1,SOLU,TRAN,1  
FLDATA1,SOLU,FLOW,1  
FLDATA1,SOLU,TEMP,0  
FLDATA1,SOLU,TURB,0  
FLDATA1,SOLU,COMP,0  
FLDATA1,SOLU,VOF,0   
FLDATA1,SOLU,SFTS,0  
FLDATA1,SOLU,IVSH,0  
FLDATA1,SOLU,SWRL,0  
FLDATA1,SOLU,SPEC,0  
FLDATA1,SOLU,ALE,0   
FLDATA1,SOLU,RDSF,0  
 
FLDATA4,TIME,STEP,0.005, 
FLDATA4,TIME,ISTEP,0 
FLDATA4,TIME,NUMB,1,    
FLDATA4,TIME,TEND,1.0e06 
FLDATA4,TIME,GLOB,200,   
FLDATA4,TIME,VX,1e-5,    
FLDATA4,TIME,VY,1e-5,    
FLDATA4,TIME,VZ,1e-5,    
FLDATA4,TIME,PRES,1e-5,    
FLDATA4,TIME,TEMP,1e-5,    
FLDATA4,TIME,ENKE,1e-5,  
FLDATA4,TIME,ENDS,1e-5,  
FLDATA4A,STEP,OVER,0,    
FLDATA4,TIME,OVER,0  
FLDATA4A,STEP,APPE,0,    
FLDATA4,TIME,APPE,1.0e6  
FLDATA4A,STEP,SUMF,10,   
FLDATA4,TIME,SUMF,1.0e6  
FLDATA4,TIME,BC,0    
FLDATA4,TIME,TEND,1000000,   
 
!! Fluid Outputs 
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FLDATA5,OUTP,DENS,0  
FLDATA5,OUTP,SPHT,0  
FLDATA5,OUTP,VISC,1  
FLDATA5,OUTP,COND,0  
FLDATA5,OUTP,EVIS,1  
FLDATA5,OUTP,ECON,0  
FLDATA5,OUTP,CMUV,0  
FLDATA5,OUTP,SFTS,0  
 
FLDATA5,OUTP,PTOT,1  
FLDATA5,OUTP,TTOT,0  
FLDATA5,OUTP,HFLU,0  
FLDATA5,OUTP,HFLM,0  
FLDATA5,OUTP,STRM,1  
FLDATA5,OUTP,PCOE,0  
FLDATA5,OUTP,MACH,0  
FLDATA5,OUTP,YPLU,0  
FLDATA5,OUTP,TAUW,1  
FLDATA5,OUTP,RDFL,0  
 
!! Fluid Properties 
 
FLDATA12,PROP,DENS,0 
FLDATA13,VARY,DENS,0 
FLDATA12,PROP,VISC,0 
FLDATA13,VARY,VISC,0 
FLDATA12,PROP,COND,0 
FLDATA13,VARY,COND,0 
FLDATA12,PROP,SPHT,0 
FLDATA13,VARY,SPHT,0 
  
FLDATA7,PROT,DENS,CONSTANT   
FLDATA8,NOMI,DENS,1050,  
FLDATA9,COF1,DENS,0  
FLDATA10,COF2,DENS,0 
FLDATA11,COF3,DENS,0 
FLDATA7,PROT,VISC,CONSTANT   
FLDATA8,NOMI,VISC,0.00345,    
FLDATA9,COF1,VISC,0  
FLDATA10,COF2,VISC,0 
FLDATA11,COF3,VISC,0 
FLDATA12,PROP,IVIS   
FLDATA7,PROT,COND,CONSTANT   
FLDATA8,NOMI,COND,-1,    
FLDATA9,COF1,COND,0  
 124
FLDATA10,COF2,COND,0 
FLDATA11,COF3,COND,0 
FLDATA7,PROT,SPHT,CONSTANT   
FLDATA8,NOMI,SPHT,-1,    
FLDATA9,COF1,SPHT,0  
FLDATA10,COF2,SPHT,0 
FLDATA11,COF3,SPHT,0 
 
!! Applying Line Loads 
 
LSEL,S,,,12,16,1 
DL,ALL,1,VX,0,1  
DL,ALL,1,VY,0,1  
ALLS 
LSEL,S,,,1,5,1 
DL,ALL,1,VX,0,1 
ALLS  
LSEL,S,,,6,6, 
DL,ALL,1,VY, %INVEL% ,1  
ALLS 
LSEL,S,,,11,11 
DL,ALL,1,PRES,4140,1 
ALLS 
 
maxts=96 
*do,i,1,maxts 
/solu 
solve 
*enddo 
 
FSI Carreau Model (Model C) Input File 
 
!! Command input for non-Newtonian Carreau model 
!! incorporating FSI for ANSYS 8.1 
!! Solid = SFCAR and Fluid = FFCAR 
 
/BATCH   
/PREP7 
/OUTPUT,'KWLFCar','out','D:\S2011819\ANSYS\', 
flstep=0.005 
shpp,off  
 
*DEL,_FNCNAME    
*DEL,_FNCMTID    
*DEL,_FNC_C1 
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*DEL,_FNC_C2 
*DEL,_FNC_C3 
*SET,_FNCNAME,'invel'    
*DIM,_FNC_C1,,1  
*DIM,_FNC_C2,,1  
*DIM,_FNC_C3,,1  
*SET,_FNC_C1(1),0.219   
*SET,_FNC_C2(1),0.132   
*SET,_FNC_C3(1),18.21213 
*DIM,%_FNCNAME%,TABLE,6,5,1  
*SET,%_FNCNAME%(0,0,1), 0.0, -999    
*SET,%_FNCNAME%(2,0,1), 0.0  
*SET,%_FNCNAME%(3,0,1), %_FNC_C1(1)% 
*SET,%_FNCNAME%(4,0,1), %_FNC_C2(1)% 
*SET,%_FNCNAME%(5,0,1), %_FNC_C3(1)% 
*SET,%_FNCNAME%(6,0,1), 0.0  
*SET,%_FNCNAME%(0,1,1), 1.0, -1, 0, 1, 19, 3, 1  
*SET,%_FNCNAME%(0,2,1), 0.0, -1, 9, 1, -1, 0, 0  
*SET,%_FNCNAME%(0,3,1),   0, -2, 0, 1, 18, 3, -1 
*SET,%_FNCNAME%(0,4,1), 0.0, -1, 0, 1, 17, 1, -2 
*SET,%_FNCNAME%(0,5,1), 0.0, 99, 0, 1, -1, 0, 0   
 
!! Element Types and Options 
 
ET,1,FLUID141    
ET,2,PLANE42 
KEYOPT,1,1,0 
KEYOPT,1,3,1 
KEYOPT,1,4,0 
KEYOPT,2,1,0 
KEYOPT,2,2,0 
KEYOPT,2,3,1 
KEYOPT,2,5,0 
KEYOPT,2,6,0 
 
! R,1,    
! RMORE, , , , , , 
! RMORE, , , , , ,1.24e-4,    
! RMORE,0.3, , ,   
 
!! Solid Material Properties 
 
MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,EX,1,,500000  
MPDATA,PRXY,1,,0.499 
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MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,DENS,1,,1000  
 
!! Create Keypoints 
 
K,1, 0, 0,,    
K,2, 0, 0.015,,    
K,3, 0, 0.01611717,,   
K,4, 0, 0.01761717,,   
K,5, 0, 0.01826217,,   
K,6, 0, 0.06826217,,   
K,7, 0.0025, 0,,   
K,8, 0.0025, 0.015,,   
K,9, 0.001855,0.01611717,,    
K,10, 0.001855,0.01761717,,     
K,11, 0.0025, 0.01826217,, 
K,12, 0.0025, 0.06826217,, 
K,13, 0.003, 0,,   
K,14, 0.003, 0.015,,   
K,15, 0.003, 0.01611717,,  
K,16, 0.003, 0.01761717,,  
K,17, 0.003, 0.01826217,,  
K,18, 0.003, 0.06826217,,  
 
LSTR,       2,       1  !L1 
LSTR,       3,       2  !L2 
LSTR,       4,       3  !L3 
LSTR,       4,       5  !L4 
LSTR,       5,       6  !L5 
LSTR,       7,       1  !L6 
LSTR,       8,       2  !L7 
LSTR,       9,       3  !L8 
LSTR,      10,       4  !L9 
LSTR,      11,       5  !L10 
LSTR,      12,       6  !L11 
LSTR,       8,       7  !L12 
LSTR,       9,       8  !L13 
LSTR,      10,       9  !L14 
LSTR,      10,      11  !L15 
LSTR,      11,      12  !L16 
LSTR,       7,      13  !L17 
LSTR,       8,      14  !L18 
LSTR,       9,      15  !L19 
LSTR,      10,      16  !L20 
LSTR,      11,      17  !L21 
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LSTR,      12,      18  !L22 
LSTR,      14,      13  !L23 
LSTR,      15,      14  !L24 
LSTR,      16,      15  !L25 
LSTR,      16,      17  !L26 
LSTR,      17,      18  !L27 
 
 
!! Line Seeding 
 
LSEL,S,,,1,23,11  
LESIZE,ALL, , ,80,-2, , , ,1 
ALLS 
LSEL,S,,,5,27,11 
LESIZE,ALL, , ,200,3, , , ,1 
ALLS 
LSEL,S,,,2,24,11 
LESIZE,ALL, , ,15,2, , , ,1  
ALLS 
LSEL,S,,,4,26,11 
LESIZE,ALL, , ,10,2, , , ,1 
ALLS   
LSEL,S,,,3,25,11 
LESIZE,ALL, , ,20,1, , , ,1  
ALLS 
LSEL,S,,,6,11,1 
LESIZE,ALL, , ,25,1, , , ,1 
ALLS  
LSEL,S,,,17,22,1 
LESIZE,ALL, , ,12,1, , , ,1 
ALLS   
 
!! Area from Lines 
 
LSEL,S,,,1,5,1 
LSEL,A,,,12,16,1 
LSEL,A,,,6,11,5 
AL,ALL, 
ALLS 
LSEL,S,,,12,16,1 
LSEL,A,,,23,27,1 
LSEL,A,,,17,22,5 
AL,ALL, 
ALLS 
 
!! Area Attributes 
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ASEL,S,,,1,1 
AATT,1,,1,0, 
ALLS 
ASEL,S,,,2,2 
AATT,1,,2,0, 
ALLs 
 
!! Area Mesh 
 
AMAP,1,6,12,7,1 
AMAP,2,12,18,13,7 
 
/ANG,1,30,ZS,1   
/REP,FAST    
/ANG,1,30,ZS,1   
/REP,FAST    
/ANG,1,30,ZS,1   
/REP,FAST    
GPLOT 
 
!! Create FSWALL component for comparison 
 
LSEL,S,,,12,16,1 
NSLL,S,1 
CM,fswall,NODE 
ALLS 
 
!!! Begin Fluid Physics Creation 
 
et,1,FLUID141    
KEYOPT,1,1,0 
KEYOPT,1,3,1 
KEYOPT,1,4,0 
et,2,0  
 
!!! Solution properties 
  
FLDATA1,SOLU,TRAN,1  
FLDATA1,SOLU,FLOW,1  
FLDATA1,SOLU,TEMP,0  
FLDATA1,SOLU,TURB,0  
FLDATA1,SOLU,COMP,0  
FLDATA1,SOLU,VOF,0   
FLDATA1,SOLU,SFTS,0  
FLDATA1,SOLU,IVSH,0  
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FLDATA1,SOLU,SWRL,0  
FLDATA1,SOLU,SPEC,0  
FLDATA1,SOLU,ALE,0   
FLDATA1,SOLU,RDSF,0  
 
FLDATA4,TIME,STEP,flstep, 
FLDATA4,TIME,ISTEP,0 
FLDATA4,TIME,NUMB,1, 
FLDATA4,TIME,TEND,1.0e06 
FLDATA4,TIME,GLOB,200,   
FLDATA4,TIME,VX,1e-5,    
FLDATA4,TIME,VY,1e-5,    
FLDATA4,TIME,VZ,1e-5,    
FLDATA4,TIME,PRES,1e-05,    
FLDATA4,TIME,TEMP,1e-05, 
FLDATA4,TIME,ENKE,1e-05, 
FLDATA4,TIME,ENDS,1e-05,  
FLDATA4A,STEP,OVER,0,    
FLDATA4,TIME,OVER,0  
FLDATA4A,STEP,APPE,0,    
FLDATA4,TIME,APPE,1.0e6  
FLDATA4A,STEP,SUMF,10,   
FLDATA4,TIME,SUMF,1.0e6  
FLDATA4,TIME,BC,0    
FLDATA4,TIME,TEND,1000000,   
 
!!! RFL Output request 
 
FLDATA5,OUTP,PTOT,1  
FLDATA5,OUTP,TTOT,0  
FLDATA5,OUTP,HFLU,0  
FLDATA5,OUTP,HFLM,0  
FLDATA5,OUTP,STRM,1  
FLDATA5,OUTP,PCOE,0  
FLDATA5,OUTP,MACH,0  
FLDATA5,OUTP,YPLU,0  
FLDATA5,OUTP,TAUW,1  
FLDATA5,OUTP,RDFL,0  
 
!!! Fluid Properties  
   
FLDATA12,PROP,DENS,0 
FLDATA13,VARY,DENS,0 
FLDATA12,PROP,VISC,23    
FLDATA13,VARY,VISC,0 
FLDATA12,PROP,COND,0 
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FLDATA13,VARY,COND,0 
FLDATA12,PROP,SPHT,0 
FLDATA13,VARY,SPHT,0 
 
FLDATA7,PROT,DENS,CONSTANT   
FLDATA8,NOMI,DENS,1050,  
FLDATA9,COF1,DENS,0  
FLDATA10,COF2,DENS,0 
FLDATA11,COF3,DENS,0 
FLDATA7,PROT,VISC,CARR   
FLDATA8,NOMI,VISC,0.056,  
FLDATA9,COF1,VISC,0.00345,    
FLDATA10,COF2,VISC,3.313,    
FLDATA11,COF3,VISC,0.3568,   
FLDATA12,PROP,IVIS,0.00345,   
FLDATA7,PROT,COND,CONSTANT   
FLDATA8,NOMI,COND,-1,    
FLDATA9,COF1,COND,0  
FLDATA10,COF2,COND,0 
FLDATA11,COF3,COND,0 
FLDATA7,PROT,SPHT,CONSTANT   
FLDATA8,NOMI,SPHT,-1,    
FLDATA9,COF1,SPHT,0  
FLDATA10,COF2,SPHT,0 
FLDATA11,COF3,SPHT,0 
 
!!!Applying Line Loads 
 
LSEL,S,,,12,16,1 
DL,ALL,1,VX,0,1  
DL,ALL,1,VY,0,1  
ALLS 
LSEL,S,,,1,5,1 
DL,ALL,1,VX,0,1 
ALLS  
LSEL,S,,,6,6, 
DL,ALL,1,VY, %INVEL% ,1  
ALLS 
LSEL,S,,,11,11 
DL,ALL,1,PRES,4140,1 
ALLS 
 
PHYSICS,WRITE,FFCAR,FFCAR,phys,  
PHYSICS,CLEAR    
 
!!! End Fluid Physics Creation 
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!!! Begin Solid Physics Creation 
 
et,2,42  
et,1,0   
KEYOPT,2,1,0 
KEYOPT,2,2,0 
KEYOPT,2,3,1 
KEYOPT,2,5,0 
KEYOPT,2,6,0 
 
MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,EX,1,,500000  
MPDATA,PRXY,1,,0.499 
MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,DENS,1,,1000  
 
LSEL,S,,,22,22 
DL,ALL,2,UY,0 
ALLS 
LSEL,S,,,17,17   
DL,ALL,2,UY,0  
ALLS 
LSEL,S,,,23,27,1 
SFL,ALL,PRES,0 
ALLS 
 
PHYSICS,WRITE,SFCAR,SFCAR,phys,  
PHYSICS,CLEAR  
save   
finish   
 
!!! End Solid Physics Creation 
 
loop=50 
ttest=96 
toler=0.001 
tstep=0.005 
*dim,dismax,array,loop,ttest 
*dim,strcri,array,loop,ttest 
*dim,index,array,loop,ttest 
 
!! Time Loop 
*do,j,1,ttest 
test=tstep*(j-1) 
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steptm=tstep*j-(5e-5) 
 
!! FSI Loop 
*do,i,1,loop 
sbsttm=steptm+(i-1)*(1e-6) 
 
/solu 
physics,read,FFCAR 
*if,j,eq,1,then 
/prep7 
ASEL,S,,,1,1 
ALLSEL,BELOW,ALL 
IC,ALL,PRES,4140, 
IC,ALL,VY,0.219 
IC,ALL,VX,0 
ALLS 
*endif 
/solu 
*if,j,eq,1,then 
FLDATA32,REST,TIME,1e-6 
*endif 
*if,j,gt,1,then 
FLDATA32,REST,TIME,test, 
*endif 
*if,i,ne,1,then 
flda,iter,exec,150 
*endif 
solve 
finish 
 
!! Fluid end 
 
/prep7 
physics,read,SFCAR 
 
*if,j,gt,1,and,i,eq,1,then 
/post1 
set,last 
upcoord,-1 
finish 
*endif 
 
/assign,esave,SFCAR,esave 
/assign,emat,SFCAR,emat 
 
/SOLU  
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SOLCONTROL,OFF 
RESCONTROL,DEFINE,NONE 
 
*if,j,eq,1,AND,i,eq,1,then   
 
  antype,4,NEW 
  TRNOPT,FULL, 
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,steptm 
 
*endif 
 
*if,j,eq,1,AND,i,gt,1,then 
 
  parsave,all 
  resume 
  parresume 
 
  antype,4,rest, 
  TRNOPT,FULL, 
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,sbsttm 
 
*endif 
   
*if,j,gt,1,AND,i,eq,1,then 
   
  TIME,steptm 
  antype,4,rest 
  TRNOPT,FULL, 
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,steptm 
 
*endif 
 
*if,j,gt,1,AND,i,gt,1,then 
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  parsave,all 
  resume 
  parresume 
 
  TIME,steptm  
  antype,4,rest, 
  TRNOPT,FULL, 
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,sbsttm 
 
*endif 
 
solve 
*if,i,eq,1,then 
save 
*endif 
finish 
 
/post1 
cmsel,s,fswall 
nsort,u,sum,1,1 
*get,dismax(i,j),sort,0,max 
strcri(i,j)=toler*dismax(i,j) 
alls 
finish 
 
! /prep7 
! physics,read,SFCAR 
! /post1 
! set,last 
! upcoord,-0.5 
! finish 
 
/prep7 
mkey=2 
*if,j,eq,1,then 
ASEL,S,,,1,1 
ALLSEL,BELOW,ALL 
icdele 
alls 
*endif 
asel,s,,,1,1 
damorph,ALL,,mkey 
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alls 
finish 
 
/prep7 
et,1,42 
asel,s,,,1,1, 
esla,s 
/title,EPLOT after DAMORPH,all,,2 step number %i% 
eplot 
alls 
 
cmsel,s,fswall 
nlist 
/com, +++++UPDATED wall coordinates ----- 
alls 
finish 
/assign,esave 
/assign,emat 
 
!!! Checking convergence criteria 
imax= i 
index(i,j)=i 
*if,i,gt,1,then 
 strcri(i,j)=abs(dismax(i,j)-dismax(i-1,j))-toler*dismax(i-1,j) 
 *if,strcri(i,j),le,0,then 
 strcri(i,j)=0 
 *exit 
 *endif 
*endif 
*enddo  !! End i Loop 
!!! End computational loop 
save 
 
!!! Convergence printout 
*vwrite 
(/'Loop No. Max.Displacement Struct.Convergence') 
/nopr 
*vlen,imax 
*vwrite,index(1,j),dismax(1,j),strcri(1,j) 
(f7.0,2e17.4) 
 
finish 
 
/prep7 
physics,read,SFCAR 
/post1 
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set,last 
! upcoord,-1 
finish 
 
*enddo  !! End j loop 
!!! End time loop 
 
FSI Power Law Model (Model D) Input File 
 
!! Command input for non-Newtonian Power Law model 
!! incorporating FSI for ANSYS 8.1 
!! Solid = SFPWL and Fluid = FFPWL 
 
/BATCH   
/PREP7 
/OUTPUT,'KWLFPwl','out','D:\S2011819\ANSYS\', 
flstep=0.005 
shpp,off  
 
*DEL,_FNCNAME    
*DEL,_FNCMTID    
*DEL,_FNC_C1 
*DEL,_FNC_C2 
*DEL,_FNC_C3 
*SET,_FNCNAME,'invel'    
*DIM,_FNC_C1,,1  
*DIM,_FNC_C2,,1  
*DIM,_FNC_C3,,1  
*SET,_FNC_C1(1),0.219   
*SET,_FNC_C2(1),0.132   
*SET,_FNC_C3(1),18.21213 
*DIM,%_FNCNAME%,TABLE,6,5,1  
*SET,%_FNCNAME%(0,0,1), 0.0, -999    
*SET,%_FNCNAME%(2,0,1), 0.0  
*SET,%_FNCNAME%(3,0,1), %_FNC_C1(1)% 
*SET,%_FNCNAME%(4,0,1), %_FNC_C2(1)% 
*SET,%_FNCNAME%(5,0,1), %_FNC_C3(1)% 
*SET,%_FNCNAME%(6,0,1), 0.0  
*SET,%_FNCNAME%(0,1,1), 1.0, -1, 0, 1, 19, 3, 1  
*SET,%_FNCNAME%(0,2,1), 0.0, -1, 9, 1, -1, 0, 0  
*SET,%_FNCNAME%(0,3,1),   0, -2, 0, 1, 18, 3, -1 
*SET,%_FNCNAME%(0,4,1), 0.0, -1, 0, 1, 17, 1, -2 
*SET,%_FNCNAME%(0,5,1), 0.0, 99, 0, 1, -1, 0, 0   
 
!! Element Types and Options 
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ET,1,FLUID141    
ET,2,PLANE42 
KEYOPT,1,1,0 
KEYOPT,1,3,1 
KEYOPT,1,4,0 
KEYOPT,2,1,0 
KEYOPT,2,2,0 
KEYOPT,2,3,1 
KEYOPT,2,5,0 
KEYOPT,2,6,0 
 
! R,1,    
! RMORE, , , , , , 
! RMORE, , , , , ,1.24e-4,    
! RMORE,0.3, , ,   
 
!! Solid Material Properties 
 
MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,EX,1,,500000  
MPDATA,PRXY,1,,0.499 
MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,DENS,1,,1000  
 
!! Create Keypoints 
 
K,1, 0, 0,,    
K,2, 0, 0.015,,    
K,3, 0, 0.01611717,,   
K,4, 0, 0.01761717,,   
K,5, 0, 0.01826217,,   
K,6, 0, 0.06826217,,   
K,7, 0.0025, 0,,   
K,8, 0.0025, 0.015,,   
K,9, 0.001855,0.01611717,,    
K,10, 0.001855,0.01761717,,     
K,11, 0.0025, 0.01826217,, 
K,12, 0.0025, 0.06826217,, 
K,13, 0.003, 0,,   
K,14, 0.003, 0.015,,   
K,15, 0.003, 0.01611717,,  
K,16, 0.003, 0.01761717,,  
K,17, 0.003, 0.01826217,,  
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K,18, 0.003, 0.06826217,,  
 
LSTR,       2,       1  !L1 
LSTR,       3,       2  !L2 
LSTR,       4,       3  !L3 
LSTR,       4,       5  !L4 
LSTR,       5,       6  !L5 
LSTR,       7,       1  !L6 
LSTR,       8,       2  !L7 
LSTR,       9,       3  !L8 
LSTR,      10,       4  !L9 
LSTR,      11,       5  !L10 
LSTR,      12,       6  !L11 
LSTR,       8,       7  !L12 
LSTR,       9,       8  !L13 
LSTR,      10,       9  !L14 
LSTR,      10,      11  !L15 
LSTR,      11,      12  !L16 
LSTR,       7,      13  !L17 
LSTR,       8,      14  !L18 
LSTR,       9,      15  !L19 
LSTR,      10,      16  !L20 
LSTR,      11,      17  !L21 
LSTR,      12,      18  !L22 
LSTR,      14,      13  !L23 
LSTR,      15,      14  !L24 
LSTR,      16,      15  !L25 
LSTR,      16,      17  !L26 
LSTR,      17,      18  !L27 
 
 
!! Line Seeding 
 
LSEL,S,,,1,23,11  
LESIZE,ALL, , ,80,-2, , , ,1 
ALLS 
LSEL,S,,,5,27,11 
LESIZE,ALL, , ,200,3, , , ,1 
ALLS 
LSEL,S,,,2,24,11 
LESIZE,ALL, , ,15,2, , , ,1  
ALLS 
LSEL,S,,,4,26,11 
LESIZE,ALL, , ,10,2, , , ,1 
ALLS   
LSEL,S,,,3,25,11 
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LESIZE,ALL, , ,20,1, , , ,1  
ALLS 
LSEL,S,,,6,11,1 
LESIZE,ALL, , ,25,1, , , ,1 
ALLS  
LSEL,S,,,17,22,1 
LESIZE,ALL, , ,12,1, , , ,1 
ALLS   
 
!! Area from Lines 
 
LSEL,S,,,1,5,1 
LSEL,A,,,12,16,1 
LSEL,A,,,6,11,5 
AL,ALL, 
ALLS 
LSEL,S,,,12,16,1 
LSEL,A,,,23,27,1 
LSEL,A,,,17,22,5 
AL,ALL, 
ALLS 
 
!! Area Attributes 
 
ASEL,S,,,1,1 
AATT,1,,1,0, 
ALLS 
ASEL,S,,,2,2 
AATT,1,,2,0, 
ALLs 
 
!! Area Mesh 
 
AMAP,1,6,12,7,1 
AMAP,2,12,18,13,7 
 
/ANG,1,30,ZS,1   
/REP,FAST    
/ANG,1,30,ZS,1   
/REP,FAST    
/ANG,1,30,ZS,1   
/REP,FAST    
GPLOT 
 
!! Create FSWALL component for comparison 
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LSEL,S,,,12,16,1 
NSLL,S,1 
CM,fswall,NODE 
ALLS 
 
!!! Begin Fluid Physics Creation 
 
et,1,FLUID141    
KEYOPT,1,1,0 
KEYOPT,1,3,1 
KEYOPT,1,4,0 
et,2,0  
 
!!! Solution properties 
  
FLDATA1,SOLU,TRAN,1  
FLDATA1,SOLU,FLOW,1  
FLDATA1,SOLU,TEMP,0  
FLDATA1,SOLU,TURB,0  
FLDATA1,SOLU,COMP,0  
FLDATA1,SOLU,VOF,0   
FLDATA1,SOLU,SFTS,0  
FLDATA1,SOLU,IVSH,0  
FLDATA1,SOLU,SWRL,0  
FLDATA1,SOLU,SPEC,0  
FLDATA1,SOLU,ALE,0   
FLDATA1,SOLU,RDSF,0  
 
FLDATA4,TIME,STEP,flstep, 
FLDATA4,TIME,ISTEP,0 
FLDATA4,TIME,NUMB,1, 
FLDATA4,TIME,TEND,1.0e06 
FLDATA4,TIME,GLOB,200,   
FLDATA4,TIME,VX,1e-5,    
FLDATA4,TIME,VY,1e-5,    
FLDATA4,TIME,VZ,1e-5,    
FLDATA4,TIME,PRES,1e-05,    
FLDATA4,TIME,TEMP,1e-05, 
FLDATA4,TIME,ENKE,1e-05, 
FLDATA4,TIME,ENDS,1e-05,  
FLDATA4A,STEP,OVER,0,    
FLDATA4,TIME,OVER,0  
FLDATA4A,STEP,APPE,0,    
FLDATA4,TIME,APPE,1.0e6  
FLDATA4A,STEP,SUMF,10,   
FLDATA4,TIME,SUMF,1.0e6  
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FLDATA4,TIME,BC,0    
FLDATA4,TIME,TEND,1000000,   
 
!!! RFL Output request 
 
FLDATA5,OUTP,PTOT,1  
FLDATA5,OUTP,TTOT,0  
FLDATA5,OUTP,HFLU,0  
FLDATA5,OUTP,HFLM,0  
FLDATA5,OUTP,STRM,1  
FLDATA5,OUTP,PCOE,0  
FLDATA5,OUTP,MACH,0  
FLDATA5,OUTP,YPLU,0  
FLDATA5,OUTP,TAUW,1  
FLDATA5,OUTP,RDFL,0  
 
!!! Fluid Properties  
   
FLDATA12,PROP,DENS,0 
FLDATA13,VARY,DENS,0 
FLDATA12,PROP,VISC,21    
FLDATA13,VARY,VISC,0 
FLDATA12,PROP,COND,0 
FLDATA13,VARY,COND,0 
FLDATA12,PROP,SPHT,0 
FLDATA13,VARY,SPHT,0 
 
FLDATA7,PROT,DENS,CONSTANT   
FLDATA8,NOMI,DENS,1050,  
FLDATA9,COF1,DENS,0  
FLDATA10,COF2,DENS,0 
FLDATA11,COF3,DENS,0 
FLDATA7,PROT,VISC,POWL   
FLDATA8,NOMI,VISC,0.035, 
FLDATA9,COF1,VISC,0, 
FLDATA10,COF2,VISC,1,    
FLDATA11,COF3,VISC,0.6,  
FLDATA12,PROP,IVIS,0.00345,   
FLDATA7,PROT,COND,CONSTANT   
FLDATA8,NOMI,COND,-1,    
FLDATA9,COF1,COND,0  
FLDATA10,COF2,COND,0 
FLDATA11,COF3,COND,0 
FLDATA7,PROT,SPHT,CONSTANT   
FLDATA8,NOMI,SPHT,-1,    
FLDATA9,COF1,SPHT,0  
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FLDATA10,COF2,SPHT,0 
FLDATA11,COF3,SPHT,0 
 
!!!Applying Line Loads 
 
LSEL,S,,,12,16,1 
DL,ALL,1,VX,0,1  
DL,ALL,1,VY,0,1  
ALLS 
LSEL,S,,,1,5,1 
DL,ALL,1,VX,0,1 
ALLS  
LSEL,S,,,6,6, 
DL,ALL,1,VY, %INVEL% ,1  
ALLS 
LSEL,S,,,11,11 
DL,ALL,1,PRES,4140,1 
ALLS 
 
PHYSICS,WRITE,FFPWL,FFPWL,phys,  
PHYSICS,CLEAR    
 
!!! End Fluid Physics Creation 
!!! Begin Solid Physics Creation 
 
et,2,42  
et,1,0   
KEYOPT,2,1,0 
KEYOPT,2,2,0 
KEYOPT,2,3,1 
KEYOPT,2,5,0 
KEYOPT,2,6,0 
 
MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,EX,1,,500000  
MPDATA,PRXY,1,,0.499 
MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,DENS,1,,1000  
 
LSEL,S,,,22,22 
DL,ALL,2,UY,0 
ALLS 
LSEL,S,,,17,17   
DL,ALL,2,UY,0  
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ALLS 
LSEL,S,,,23,27,1 
SFL,ALL,PRES,0 
ALLS 
 
PHYSICS,WRITE,SFPWL,SFPWL,phys,  
PHYSICS,CLEAR  
save   
finish   
 
!!! End Solid Physics Creation 
 
loop=50 
ttest=96 
toler=0.001 
tstep=0.005 
*dim,dismax,array,loop,ttest 
*dim,strcri,array,loop,ttest 
*dim,index,array,loop,ttest 
 
!! Time Loop 
*do,j,1,ttest 
test=tstep*(j-1) 
steptm=tstep*j-(5e-5) 
 
!! FSI Loop 
*do,i,1,loop 
sbsttm=steptm+(i-1)*(1e-6) 
 
/solu 
physics,read,FFPWL 
*if,j,eq,1,then 
/prep7 
ASEL,S,,,1,1 
ALLSEL,BELOW,ALL 
IC,ALL,PRES,4140, 
IC,ALL,VY,0.219 
IC,ALL,VX,0 
ALLS 
*endif 
/solu 
*if,j,eq,1,then 
FLDATA32,REST,TIME,1e-6 
*endif 
*if,j,gt,1,then 
FLDATA32,REST,TIME,test, 
 144
*endif 
*if,i,ne,1,then 
flda,iter,exec,150 
*endif 
solve 
finish 
 
!! Fluid end 
 
/prep7 
physics,read,SFPWL 
 
*if,j,gt,1,and,i,eq,1,then 
/post1 
set,last 
upcoord,-1 
finish 
*endif 
 
/assign,esave,SFPWL,esave 
/assign,emat,SFPWL,emat 
 
/SOLU  
SOLCONTROL,OFF 
RESCONTROL,DEFINE,NONE 
 
*if,j,eq,1,AND,i,eq,1,then   
 
  antype,4,NEW 
  TRNOPT,FULL, 
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,steptm 
 
*endif 
 
*if,j,eq,1,AND,i,gt,1,then 
 
  parsave,all 
  resume 
  parresume 
 
  antype,4,rest, 
  TRNOPT,FULL, 
 145
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,sbsttm 
 
*endif 
   
*if,j,gt,1,AND,i,eq,1,then 
   
  TIME,steptm 
  antype,4,rest 
  TRNOPT,FULL, 
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,steptm 
 
*endif 
 
*if,j,gt,1,AND,i,gt,1,then 
 
  parsave,all 
  resume 
  parresume 
 
  TIME,steptm  
  antype,4,rest, 
  TRNOPT,FULL, 
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,sbsttm 
 
*endif 
 
solve 
*if,i,eq,1,then 
save 
*endif 
finish 
 
/post1 
cmsel,s,fswall 
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nsort,u,sum,1,1 
*get,dismax(i,j),sort,0,max 
strcri(i,j)=toler*dismax(i,j) 
alls 
finish 
 
! /prep7 
! physics,read,SFPWL 
! /post1 
! set,last 
! upcoord,-0.5 
! finish 
 
/prep7 
mkey=2 
*if,j,eq,1,then 
ASEL,S,,,1,1 
ALLSEL,BELOW,ALL 
icdele 
alls 
*endif 
asel,s,,,1,1 
damorph,ALL,,mkey 
alls 
finish 
 
/prep7 
et,1,42 
asel,s,,,1,1, 
esla,s 
/title,EPLOT after DAMORPH,all,,2 step number %i% 
eplot 
alls 
 
cmsel,s,fswall 
nlist 
/com, +++++UPDATED wall coordinates ----- 
alls 
finish 
/assign,esave 
/assign,emat 
 
!!! Checking convergence criteria 
imax= i 
index(i,j)=i 
*if,i,gt,1,then 
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 strcri(i,j)=abs(dismax(i,j)-dismax(i-1,j))-toler*dismax(i-1,j) 
 *if,strcri(i,j),le,0,then 
 strcri(i,j)=0 
 *exit 
 *endif 
*endif 
*enddo  !! End i Loop 
!!! End computational loop 
save 
 
!!! Convergence printout 
*vwrite 
(/'Loop No. Max.Displacement Struct.Convergence') 
/nopr 
*vlen,imax 
*vwrite,index(1,j),dismax(1,j),strcri(1,j) 
(f7.0,2e17.4) 
 
finish 
 
/prep7 
physics,read,SFPWL 
/post1 
set,last 
! upcoord,-1 
finish 
 
*enddo  !! End j loop 
!!! End time loop 
 
Comparative FSI Newtonian Model (Model E) Input File 
 
!! Command input for Newtonian model 
!! incorporating FSI for ANSYS 8.1 
!! Solid = SFNWT and Fluid = FFNWT 
 
/BATCH   
/PREP7 
/OUTPUT,'KWLFNwt','out','D:\S2011819\ANSYS\', 
flstep=0.005 
shpp,off  
 
*DEL,_FNCNAME    
*DEL,_FNCMTID    
*DEL,_FNC_C1 
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*DEL,_FNC_C2 
*DEL,_FNC_C3 
*SET,_FNCNAME,'invel'    
*DIM,_FNC_C1,,1  
*DIM,_FNC_C2,,1  
*DIM,_FNC_C3,,1  
*SET,_FNC_C1(1),0.219   
*SET,_FNC_C2(1),0.132   
*SET,_FNC_C3(1),18.21213 
*DIM,%_FNCNAME%,TABLE,6,5,1  
*SET,%_FNCNAME%(0,0,1), 0.0, -999    
*SET,%_FNCNAME%(2,0,1), 0.0  
*SET,%_FNCNAME%(3,0,1), %_FNC_C1(1)% 
*SET,%_FNCNAME%(4,0,1), %_FNC_C2(1)% 
*SET,%_FNCNAME%(5,0,1), %_FNC_C3(1)% 
*SET,%_FNCNAME%(6,0,1), 0.0  
*SET,%_FNCNAME%(0,1,1), 1.0, -1, 0, 1, 19, 3, 1  
*SET,%_FNCNAME%(0,2,1), 0.0, -1, 9, 1, -1, 0, 0  
*SET,%_FNCNAME%(0,3,1),   0, -2, 0, 1, 18, 3, -1 
*SET,%_FNCNAME%(0,4,1), 0.0, -1, 0, 1, 17, 1, -2 
*SET,%_FNCNAME%(0,5,1), 0.0, 99, 0, 1, -1, 0, 0   
 
!! Element Types and Options 
 
ET,1,FLUID141    
ET,2,PLANE42 
KEYOPT,1,1,0 
KEYOPT,1,3,1 
KEYOPT,1,4,0 
KEYOPT,2,1,0 
KEYOPT,2,2,0 
KEYOPT,2,3,1 
KEYOPT,2,5,0 
KEYOPT,2,6,0 
 
! R,1,    
! RMORE, , , , , , 
! RMORE, , , , , ,1.24e-4,    
! RMORE,0.3, , ,   
 
!! Solid Material Properties 
 
MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,EX,1,,500000  
MPDATA,PRXY,1,,0.499 
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MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,DENS,1,,1000  
 
!! Create Keypoints 
 
K,1, 0, 0,,    
K,2, 0, 0.015,,    
K,3, 0, 0.01611717,,   
K,4, 0, 0.01761717,,   
K,5, 0, 0.01826217,,   
K,6, 0, 0.06826217,,   
K,7, 0.0025, 0,,   
K,8, 0.0025, 0.015,,   
K,9, 0.001855,0.01611717,,    
K,10, 0.001855,0.01761717,,     
K,11, 0.0025, 0.01826217,, 
K,12, 0.0025, 0.06826217,, 
K,13, 0.003, 0,,   
K,14, 0.003, 0.015,,   
K,15, 0.003, 0.01611717,,  
K,16, 0.003, 0.01761717,,  
K,17, 0.003, 0.01826217,,  
K,18, 0.003, 0.06826217,,  
 
LSTR,       2,       1  !L1 
LSTR,       3,       2  !L2 
LSTR,       4,       3  !L3 
LSTR,       4,       5  !L4 
LSTR,       5,       6  !L5 
LSTR,       7,       1  !L6 
LSTR,       8,       2  !L7 
LSTR,       9,       3  !L8 
LSTR,      10,       4  !L9 
LSTR,      11,       5  !L10 
LSTR,      12,       6  !L11 
LSTR,       8,       7  !L12 
LSTR,       9,       8  !L13 
LSTR,      10,       9  !L14 
LSTR,      10,      11  !L15 
LSTR,      11,      12  !L16 
LSTR,       7,      13  !L17 
LSTR,       8,      14  !L18 
LSTR,       9,      15  !L19 
LSTR,      10,      16  !L20 
LSTR,      11,      17  !L21 
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LSTR,      12,      18  !L22 
LSTR,      14,      13  !L23 
LSTR,      15,      14  !L24 
LSTR,      16,      15  !L25 
LSTR,      16,      17  !L26 
LSTR,      17,      18  !L27 
 
 
!! Line Seeding 
 
LSEL,S,,,1,23,11  
LESIZE,ALL, , ,80,-2, , , ,1 
ALLS 
LSEL,S,,,5,27,11 
LESIZE,ALL, , ,200,3, , , ,1 
ALLS 
LSEL,S,,,2,24,11 
LESIZE,ALL, , ,15,2, , , ,1  
ALLS 
LSEL,S,,,4,26,11 
LESIZE,ALL, , ,10,2, , , ,1 
ALLS   
LSEL,S,,,3,25,11 
LESIZE,ALL, , ,20,1, , , ,1  
ALLS 
LSEL,S,,,6,11,1 
LESIZE,ALL, , ,25,1, , , ,1 
ALLS  
LSEL,S,,,17,22,1 
LESIZE,ALL, , ,12,1, , , ,1 
ALLS   
 
!! Area from Lines 
 
LSEL,S,,,1,5,1 
LSEL,A,,,12,16,1 
LSEL,A,,,6,11,5 
AL,ALL, 
ALLS 
LSEL,S,,,12,16,1 
LSEL,A,,,23,27,1 
LSEL,A,,,17,22,5 
AL,ALL, 
ALLS 
 
!! Area Attributes 
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ASEL,S,,,1,1 
AATT,1,,1,0, 
ALLS 
ASEL,S,,,2,2 
AATT,1,,2,0, 
ALLs 
 
!! Area Mesh 
 
AMAP,1,6,12,7,1 
AMAP,2,12,18,13,7 
 
/ANG,1,30,ZS,1   
/REP,FAST    
/ANG,1,30,ZS,1   
/REP,FAST    
/ANG,1,30,ZS,1   
/REP,FAST    
GPLOT 
 
!! Create FSWALL component for comparison 
 
LSEL,S,,,12,16,1 
NSLL,S,1 
CM,fswall,NODE 
ALLS 
 
!!! Begin Fluid Physics Creation 
 
et,1,FLUID141    
KEYOPT,1,1,0 
KEYOPT,1,3,1 
KEYOPT,1,4,0 
et,2,0  
 
!!! Solution properties 
  
FLDATA1,SOLU,TRAN,1  
FLDATA1,SOLU,FLOW,1  
FLDATA1,SOLU,TEMP,0  
FLDATA1,SOLU,TURB,0  
FLDATA1,SOLU,COMP,0  
FLDATA1,SOLU,VOF,0   
FLDATA1,SOLU,SFTS,0  
FLDATA1,SOLU,IVSH,0  
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FLDATA1,SOLU,SWRL,0  
FLDATA1,SOLU,SPEC,0  
FLDATA1,SOLU,ALE,0   
FLDATA1,SOLU,RDSF,0  
 
FLDATA4,TIME,STEP,flstep, 
FLDATA4,TIME,ISTEP,0 
FLDATA4,TIME,NUMB,1, 
FLDATA4,TIME,TEND,1.0e06 
FLDATA4,TIME,GLOB,200,   
FLDATA4,TIME,VX,1e-5,    
FLDATA4,TIME,VY,1e-5,    
FLDATA4,TIME,VZ,1e-5,    
FLDATA4,TIME,PRES,1e-05,    
FLDATA4,TIME,TEMP,1e-05, 
FLDATA4,TIME,ENKE,1e-05, 
FLDATA4,TIME,ENDS,1e-05,  
FLDATA4A,STEP,OVER,0,    
FLDATA4,TIME,OVER,0  
FLDATA4A,STEP,APPE,0,    
FLDATA4,TIME,APPE,1.0e6  
FLDATA4A,STEP,SUMF,10,   
FLDATA4,TIME,SUMF,1.0e6  
FLDATA4,TIME,BC,0    
FLDATA4,TIME,TEND,1000000,   
 
!!! RFL Output request 
 
FLDATA5,OUTP,PTOT,1  
FLDATA5,OUTP,TTOT,0  
FLDATA5,OUTP,HFLU,0  
FLDATA5,OUTP,HFLM,0  
FLDATA5,OUTP,STRM,1  
FLDATA5,OUTP,PCOE,0  
FLDATA5,OUTP,MACH,0  
FLDATA5,OUTP,YPLU,0  
FLDATA5,OUTP,TAUW,1  
FLDATA5,OUTP,RDFL,0  
 
!!! Fluid Properties  
   
FLDATA12,PROP,DENS,0 
FLDATA13,VARY,DENS,0 
FLDATA12,PROP,VISC,0 
FLDATA13,VARY,VISC,0 
FLDATA12,PROP,COND,0 
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FLDATA13,VARY,COND,0 
FLDATA12,PROP,SPHT,0 
FLDATA13,VARY,SPHT,0 
 
FLDATA7,PROT,DENS,CONSTANT   
FLDATA8,NOMI,DENS,1050,  
FLDATA9,COF1,DENS,0  
FLDATA10,COF2,DENS,0 
FLDATA11,COF3,DENS,0 
FLDATA7,PROT,VISC,CONSTANT   
FLDATA8,NOMI,VISC,0.00345,    
FLDATA9,COF1,VISC,0  
FLDATA10,COF2,VISC,0 
FLDATA11,COF3,VISC,0 
FLDATA12,PROP,IVIS   
FLDATA7,PROT,COND,CONSTANT   
FLDATA8,NOMI,COND,-1,    
FLDATA9,COF1,COND,0  
FLDATA10,COF2,COND,0 
FLDATA11,COF3,COND,0 
FLDATA7,PROT,SPHT,CONSTANT   
FLDATA8,NOMI,SPHT,-1,    
FLDATA9,COF1,SPHT,0  
FLDATA10,COF2,SPHT,0 
FLDATA11,COF3,SPHT,0 
 
!!!Applying Line Loads 
 
LSEL,S,,,12,16,1 
DL,ALL,1,VX,0,1  
DL,ALL,1,VY,0,1  
ALLS 
LSEL,S,,,1,5,1 
DL,ALL,1,VX,0,1 
ALLS  
LSEL,S,,,6,6, 
DL,ALL,1,VY, %INVEL% ,1  
ALLS 
LSEL,S,,,11,11 
DL,ALL,1,PRES,4140,1 
ALLS 
 
PHYSICS,WRITE,FFNWT,FFNWT,phys,  
PHYSICS,CLEAR    
 
!!! End Fluid Physics Creation 
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!!! Begin Solid Physics Creation 
 
et,2,42  
et,1,0   
KEYOPT,2,1,0 
KEYOPT,2,2,0 
KEYOPT,2,3,1 
KEYOPT,2,5,0 
KEYOPT,2,6,0 
 
MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,EX,1,,500000  
MPDATA,PRXY,1,,0.499 
MPTEMP,,,,,,,,   
MPTEMP,1,0   
MPDATA,DENS,1,,1000  
 
LSEL,S,,,22,22 
DL,ALL,2,UY,0 
ALLS 
LSEL,S,,,17,17   
DL,ALL,2,UY,0  
ALLS 
LSEL,S,,,23,27,1 
SFL,ALL,PRES,0 
ALLS 
 
PHYSICS,WRITE,SFNWT,SFNWT,phys,  
PHYSICS,CLEAR  
save   
finish   
 
!!! End Solid Physics Creation 
 
loop=50 
ttest=96 
toler=0.001 
tstep=0.005 
*dim,dismax,array,loop,ttest 
*dim,strcri,array,loop,ttest 
*dim,index,array,loop,ttest 
 
!! Time Loop 
*do,j,1,ttest 
test=tstep*(j-1) 
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steptm=tstep*j-(5e-5) 
 
!! FSI Loop 
*do,i,1,loop 
sbsttm=steptm+(i-1)*(1e-6) 
 
/solu 
physics,read,FFNWT 
*if,j,eq,1,then 
/prep7 
ASEL,S,,,1,1 
ALLSEL,BELOW,ALL 
IC,ALL,PRES,4140, 
IC,ALL,VY,0.219 
IC,ALL,VX,0 
ALLS 
*endif 
/solu 
*if,j,eq,1,then 
FLDATA32,REST,TIME,1e-6 
*endif 
*if,j,gt,1,then 
FLDATA32,REST,TIME,test, 
*endif 
*if,i,ne,1,then 
flda,iter,exec,150 
*endif 
solve 
finish 
 
!! Fluid end 
 
/prep7 
physics,read,SFNWT 
 
*if,j,gt,1,and,i,eq,1,then 
/post1 
set,last 
upcoord,-1 
finish 
*endif 
 
/assign,esave,SFNWT,esave 
/assign,emat,SFNWT,emat 
 
/SOLU  
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SOLCONTROL,OFF 
RESCONTROL,DEFINE,NONE 
 
*if,j,eq,1,AND,i,eq,1,then   
 
  antype,4,NEW 
  TRNOPT,FULL, 
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,steptm 
 
*endif 
 
*if,j,eq,1,AND,i,gt,1,then 
 
  parsave,all 
  resume 
  parresume 
 
  antype,4,rest, 
  TRNOPT,FULL, 
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,sbsttm 
 
*endif 
   
*if,j,gt,1,AND,i,eq,1,then 
   
  TIME,steptm 
  antype,4,rest 
  TRNOPT,FULL, 
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,steptm 
 
*endif 
 
*if,j,gt,1,AND,i,gt,1,then 
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  parsave,all 
  resume 
  parresume 
 
  TIME,steptm  
  antype,4,rest, 
  TRNOPT,FULL, 
  TIMINT,ON,STRUC 
  DELTIM,tstep 
  NSUBST,1,1,1,OFF 
  ldread,pres,last,,,,,rfl 
  TIME,sbsttm 
 
*endif 
 
solve 
*if,i,eq,1,then 
save 
*endif 
finish 
 
/post1 
cmsel,s,fswall 
nsort,u,sum,1,1 
*get,dismax(i,j),sort,0,max 
strcri(i,j)=toler*dismax(i,j) 
alls 
finish 
 
! /prep7 
! physics,read,SFNWT 
! /post1 
! set,last 
! upcoord,-0.5 
! finish 
 
/prep7 
mkey=2 
*if,j,eq,1,then 
ASEL,S,,,1,1 
ALLSEL,BELOW,ALL 
icdele 
alls 
*endif 
asel,s,,,1,1 
damorph,ALL,,mkey 
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alls 
finish 
 
/prep7 
et,1,42 
asel,s,,,1,1, 
esla,s 
/title,EPLOT after DAMORPH,all,,2 step number %i% 
eplot 
alls 
 
cmsel,s,fswall 
nlist 
/com, +++++UPDATED wall coordinates ----- 
alls 
finish 
/assign,esave 
/assign,emat 
 
!!! Checking convergence criteria 
imax= i 
index(i,j)=i 
*if,i,gt,1,then 
 strcri(i,j)=abs(dismax(i,j)-dismax(i-1,j))-toler*dismax(i-1,j) 
 *if,strcri(i,j),le,0,then 
 strcri(i,j)=0 
 *exit 
 *endif 
*endif 
*enddo  !! End i Loop 
!!! End computational loop 
save 
 
!!! Convergence printout 
*vwrite 
(/'Loop No. Max.Displacement Struct.Convergence') 
/nopr 
*vlen,imax 
*vwrite,index(1,j),dismax(1,j),strcri(1,j) 
(f7.0,2e17.4) 
 
finish 
 
/prep7 
physics,read,SFNWT 
/post1 
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set,last 
! upcoord,-1 
finish 
 
*enddo  !! End j loop 
!!! End time loop 
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Appendix B 
 
Publications 
 
1. Chan, W. Y., Tu, J. and Ding, Y. Simulation of arterial stenosis incorporating fluid-
structural interaction and non-Newtonian blood flow. Presented for the 7th Biennial 
Engineering Mathematics and Applications (EMAC) Conference, Melbourne, 
Australia 2005 and submitted for the conference proceedings within ANZIAM 
journal. Pending review. 
2. Chan, W. Y., Tu, J. and Ding, Y. Simulation of Arterial Stenosis Incorporating 
Fluid-Structural Interaction and non-Newtonian Blood Flow – with Model validation. 
Mathematics and Statistics Research Report 2005/07, School of Mathematical and 
Geospatial Sciences, RMIT University, Australia. ISBN-10: 1-921166-08-8, ISBN-
13: 978-1-921166-08-2, 2005. Pending review. 
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