The dependence between individuals in a group is modeled by the group specific quantity, which can be interpreted as an unobserved covariates or "frailties" common to the individuals in the group and assumed to follow some distribution. We consider the shared frailty model in the frame work of parametric Cox proportional hazard model. The Cox regression model with the shared frailty factor allows for unobserved heterogeneity or for statistical dependence between the observed survival times. There are certain assumptions about the distribution of frailty and baseline distribution. The exponential distribution is the commonly used distribution for analyzing life time data. In this paper, we consider shared inverse Gaussian frailty model with bivariate exponential of Marshall-Olkin (1967) distribution as baseline hazard for bivariate survival times. We fit the model to the real life bivariate survival data set of diabetic retinopathy data. Data are analyzed using Bayesian approach to the analysis of clustered survival data in which there is a dependence of failure time observations within the same group. The variance component estimation provides the estimated dispersion of the random effects. The problem of analyzing and estimating parameters of shared inverse Gaussian frailty for diabetic retinopathy data is the interest of this paper. Also, we carried out a test for independence using information criteria.
Introduction
Many analyses in the epidemiological and the prognostic studies and in the studies of event history data require methods that allow for unobserved covariates or "frailties". In epidemiology, problems of related events arise in family studies of disease incidence. There may be a tendency for disease occurrence to cluster within families, either because of shared environmental exposures or because of genetic predisposition. In this study, we will restrict our considerations to the bivariate case because there are some situations where bivariate failure times are dependent on each other. Bivariate survival data arise when each study subject experiences two events. Particular examples include failure times of paired human organs, (e.g. kidneys, lungs, eyes, ears, dental implants, etc.) and first and second occurrences of a given disease. Bivariate survival data may consist of time to diagnosis or hospitalization and the time to eventual death from a fatal disease. In industrial applications, bivariate data may consist of survival times for two very similar components in a system. For example, the breakdown times of dual generators in a power plant or failure times of twin engines in a 2-engine airplane are illustrations of bivariate survival data. So, here we are interested mainly on paired data.
The popular approach for analyzing survival data makes use of the Cox (1972) proportionalhazards model (see also Cox and Oakes, 1984) . This model formulates the survival times when the subjects are independent. If some or all the subjects are related to each other, for example, if they come from the same family (related genetically), or if they share some unobserved covariates (related by the same environmental exposure) or if the data may come from multiple recurrence times of a disease for the same patient (related by the same exposure to the unobserved physiological conditions of that patient). In these cases the survival times should not be assumed to be independent. To analyze such data, it is necessary to account for within-subject dependency in the multiple event times. In that case there is a need to introduce an extra random component "frailty" into the proportional hazards model. Here, the random family effect itself is of prime interest in the analysis. Such models have attracted increasing attention in recent years and are often referred to as "frailty models".
We will focus on clustered failure-time data. A way to model this type of data is to use a proportional hazards model conditional on random effects introduced to allow for correlation between the observations from the same cluster. First proposals for such a modeling strategy concentrated on the univariate mixed effects model (also called shared frailty model), which only includes a univariate random effect in the model.
In this paper, we consider shared frailty model that allowed for a random effect or "frailty" in the hazard model ( see, for example, Vaupel et al. 1979; Lancaster and Nickell, 1980) . Some interesting situations motivate to study this particular model, like survival times in genetic epidemiology, dental implants of patients and twin births (both monozygotic and dizygotic) where genetic behavior of patients is unobserved and random. Because the frailty is not observed, it is assumed to follow some distribution, typically an inverse Gaussian distribution which we consider in this paper.
There are many bivariate distributions (see Kotz et al., 2000) that can be employed for the analysis of paired data. Bivariate exponential distributions are widely employed while discussing the parametric survival analysis of two components of a system. There are various bivariate exponential distributions in the literature. One of the simple form of a bivariate (1967) proposed BVE distribution for failure time distribution of paired components in which two components can fail simultaneously. This model holds two properties, a lack of memory property (LMP) and exponential marginals which are explained in Section 4.
In this case, there is a positive probability due to simultaneous failure of two components in a parallel system with two components. It is not absolutely continuous with respect to Lebesgue measure in R 2 but contains a singular component with respect to Lebesgue measure in R 1 .
Pena and Gupta (1990) considered Bayesian estimation of the parameters of BVE of Marshall-Olkin in two situations viz, when the components are in a series and parallel system.
Properties of this Marshall Olkin model are described in detail in Barlow and Proschan (1975) .
The remainder of the paper is organized as follows. In Section 2, we introduce the notion of shared inverse Gaussian frailty model with Laplace transformation followed by the introduction of inverse Gaussian distribution with unconditional bivariate survival function evaluated at the cumulative baseline hazard. In Section 3, we discuss the Marshall-Olkin's bivariate exponential baseline distribution. The joint survival function of proposed MarshallOlkin's bivariate exponential shared inverse Gaussian frailty (BVEIGF) model with covariates is also derived in this Section. In the same Section, the joint posterior density function of the parameters given the failure times are obtained and MCMC technique is used to estimate the parameters of the proposed model. We also discuss the issues of model adequacy and model choice criteria along with tests for independence based on information criteria.
In Section 4, we present analysis of dabetic retinopathy data set with results of tests for independence on the basis of information criteria. Finally, the paper ends with a discussion of our findings in Section 5.
Shared Inverse Gaussian Frailty Model
We consider shared inverse Gaussian frailty model with Marshall-Olkin bivariate exponential as baseline hazards. The model is built using unobserved covariates for each data point. The conditional cumulative hazard function of life times (T i1 , T i2 ) of paired organs of i th patient (or cluster) with covariate vector X for given frailty U i = u i has the form:
where H(t i1 , t i2 ) = − log S(t i1 , t i2 ) is the bivariate cumulative or integrated hazard function of (T i1 , T i2 ) with the bivariate survival function S(t i1 , t i2 ) for i th patient, H 0 (t i1 , t i2 ) is the common bivariate cumulative or integrated baseline hazard function, U i is the unobserved (random) common risk factor shared by both eyes of i th patient, X i is a vector of observable covariates and β is a vector of unknown regression coefficients. Also suppose that there are p observed covariates collected in a vector X i = (X i1 , . . . , X ip ) for i th patient where X ik (k = 1, 2, 3, . . . , p) represents the value of k th observed covariate for i th patient. Here we assume that the first and second survival time T 1 and T 2 of eyes for each patient share the same value of the covariates.
Model (2.1) is called the shared frailty model because components in the same cluster share the same frailty factor. This model induces correlation between survival times of components within the same cluster. The value of the frailty U i is common to the components in the group, and thus it is responsible for creating dependence. This dependence is always positive.
The conditional survival function in the bivariate case is
When T 1 and T 2 are independent, H(t i1 , t i2 ) = H 1 (t i1 ) + H 2 (t i2 ), where H j (t ij ) is the integrated hazard of T ij , (i = 1, 2, ..., n; j = 1, 2).
From this (2.2), we immediately derive the bivariate survival function by integrating out U i having the probability function f(u i ), for i th patient. To make the model identifiable, although we consider two parameter inverse Gaussian (IG(µ, α)) distribution, we restrict that the frailties are assumed to be i.i.d. IG variates with mean 1 ( i.e. µ = 1) and variance
Under the restriction, the corresponding density function and Laplace transformation of inverse Gaussian distribution result in the following simplified form,
and Laplace transform is
Thus, the bivariate survivor function is easily expressed by means of the Laplace transform (2.5) of the frailty distribution, evaluated at the total integrated conditional hazard.
Hougaard (1984) remarked that survival models with gamma and inverse Gaussian frailties behave very differently, noting that the relative frailty distribution among survivors is independent of age for the gamma, but becomes more homogeneous with time for the inverse Gaussian. The inverse Gaussian distribution have many similarities to standard Gaussian distribution. Furthermore, it provides much flexibility in modeling, when early occurrences of failures are dominant in a life time distribution and its failure rate is expected to be non-monotonic. In such situations the inverse Gaussian distribution might provide a suitable choice for the life time model. Also inverse Gaussian is almost an increasing failure rate distribution when it is slightly skewed and hence is also applicable to describe life time distribution which is not dominated by early failures.
Similar to the gamma frailty model, simple closed-form expressions exist for the unconditional survival and hazard functions, which makes the model attractive. The inverse Gaussian distribution has unimodal density and is the member of exponential family. While its shape resembles the other skewed density functions, such as log-normal and gamma.
These properties of inverse Gaussian distribution motivates us to use inverse Gaussian as frailty distribution.
The unconditional bivariate survival function for i th patient at time t i1 > 0 and t i2 > 0 is,
where H 0 (t i1 , t i2 ) is the bivariate cumulative baseline hazard function of life time random variables T i1 and T i2 .
Note that there is heterogeneity if θ > 0. So the large values of θ reflect a greater degree of heterogeneity among patients and a stronger association among eyes within patient. 
where
The bivariate exponential (BVE) model has some important properties which are as follows:
1. Both marginal distribution of BVE are univariate exponential. More specifically speaking, we can state that
where (λ 1 + λ 3 ), (λ 2 + λ 3 ), and (λ 1 + λ 2 + λ 3 ) are the scale parameters of T 1 , T 2 , and
2. The BVE model satisfies loss of memory property (LMP) in the bivariate setup given by Marshall-Olkin (1967) .
3. This BVE model is not absolutely continuous with respect to Lebesgue measure in R 2 ,
as it has a singularity on the diagonal T 1 = T 2 .
4. The parameter λ 3 reflects the dependence between the two variables (T 1 , T 2 ) with λ 3 = 0 implying that T 1 and T 2 are independent.
5. The probability of simultaneous failures, that is,
is positive and also the correlation between T 1 and T 2 .
6. The probabilities in the remaining two regions are as follows:
The purpose of this paper is how to estimate the regression parameters in the presence of random effects and also to estimate the dispersion of random effects. The conditional survival function of BVE with fixed covariates and given frailty (U = u) is given by
where U follows a gamma distribution defined in (2.4).
Integrating with respect to U, the unconditional bivariate survival function is obtained as:
This is the bivariate Burr distribution. The marginal distributions and the distribution of
are also Burr distributions given by
The unconditional bivariate survival function in (3.3) has two types of dependencies, one is due to simultaneous failures and the other is due to frailty. The parameters λ 3 = 0 and θ = 0 in (3.3) lead to independence of the lifetimes of the two components. The role of shared frailty parameter has some important features. This shared frailty parameter is due to some genetic factors which are unobserved in an individual and are common and shared by both paired organs in human, for example, in this paper, the two eyes. This shared frailty parameter is also responsible for the dependence between the two components (eyes).
Once we have unconditional survival function of bivariate random variable (T i1 , T i2 ) we can obtain likelihood function and estimate the parameters of the model. Here onwards we
Likelihood Specification
Some of the life times are censored because it is not possible to wait until failure of all patients in the sample. Here the censoring of life times of two components is due to withdrawals or death of a patient or termination of the study. For the bivariate life time distribution, we consider univariate censoring scheme given by Hanagal (1992a Hanagal ( , 1992b ) because patients do not enter at the same time and withdrawal or death of a patient will censor life times of both the components. Also, we assume independence between the censoring time and the life times of both components. This assumption is sufficient for the distribution of the event times to be identifiable in inference from the censored data (Fleming and Harrington, 1991).
We consider univariate random right censoring time (W) for both components. Suppose that there are n independent pairs of components, for example, paired kidneys, lungs, eyes, ears in an individual under study and i th pair of the components have life times (t i1 , t i2 ) and a censoring time (w i ), (i = 1, . . . , n). One of the following censoring situations can happen for each data point (t i1 , t i2 ).
Let I 1 , I 2 , I 3 , I 4 , I 5 , and I 6 denote the following sets
Discarding factors which do not contain any of the parameters, we want to estimate the parameters in the proposed model. Now the contribution of the j th component of the i th pair in the conditional likelihood of data given the parameters, based on the survival function
where ζ is the vector of baseline parameters, frailty parameter and regression coefficients.
Let n 1 , n 2 , n 3 , n 4 , n 5 and n 6 be the number of pairs for which first and second failure times (t i1 , t i2 ) observed to fall in the ranges corresponding to sets I 1 , I 2 , I 3 , I 4 , I 5 , and I 6 and 
Bayesian Estimation Strategies
Several papers on the application of Bayesian methods to multivariate frailty models exist. 
In our case the joint posterior density function of parameters for given failure times is given by,
where 
Similarly, full conditional distributions for other parameters can be obtained.
Tests for Independence
As it is mentioned in Section 3.1 that parameters λ 3 and θ reflect the dependence between two components of a system. If λ 3 = 0 and θ = 0, then two components are independent. Hence it is interesting to follow independency test. In order to confirm that there is dependence between paired eyes, the hypotheses is put in the form
Hanagal (1992b) and Kale (1991a, 1991b ) have done extensive work on testing independence for BVED. But these tests were based on classical inference approach. We consider a Bayesian approach to comparing the quality of fit of competing models and assume positive prior probabilities for the two models M 0 (the model without dependence) and M 1 (the model with dependence). We consider some information criteria for testing the null hypothesis against the alternative.
From the theory of mixed effects models we know that the asymptotic distribution theory for the likelihood ratio statistic for such hypotheses testing problems does not follow the classical chi-square limit theory. The reason is that, under the null hypothesis, the parameter of interest is at the boundary of the parameter space (in the alternative hypothesis the heterogeneity parameter is subject to an inequality constraint) which is [0, ∞). A consequence of this is that the classical conditions needed for the likelihood ratio theory are not satisfied. AICc is AIC with a correction for finite sample sizes:
where n represents number of sample points.
The Schwarz (1978) criterion indicates that the model with the highest posterior probability is the one that minimizes
The major benefit of the BIC approximation is that it includes the BIC penalty for the 
Analysis of Diabetic Retinopathy Data
The objective of this paper is to consider the parametric analysis of paired censored survival data when additional covariate information is available, as in the Diabetic Retinopathy Study.
Here, we consider the data set obtained from the Diabetic Retinopathy Study reported by Huster et al. (1989) . Patients with diabetic retinopathy in both eyes and visual acuity of 20/100 or better in both eyes were eligible for the study. The 197 patients in this data set represented a 50% simple random sample of the patients with 'high-risk' diabetic retinopathy.
One eye of each patient was randomly selected for laser treatment and the other eye The status is an indicator (0-censored, 1-failed). We have considered two covariate in the analysis, one is laser type (0-xenon, 1-argon) and the second is type of diabetes (0-juvenile,1-adult) denoted by X 1 and X 2 respectively. Therneau and Grambsch (2000) analyzed this data using gamma and Gaussian frailty models.
Out of the 197 patients, 159 patients experienced some form of censoring. Survival times of both eyes were censored for 80 patients. Both eyes of these patients were censored at the same time but the censoring times varied across patients. The treated eyes alone were censored for 63 patients and the censoring times were greater than or equal to the failure times of the untreated eyes. The reverse happened for only 16 patients. The remaining 38 patients experienced failures in both eyes, of which simultaneous failures were observed in 6
patients.
First we check goodness-of-fit of the data for baseline distribution and then apply the Bayesian estimation procedure. In the analysis of this study, we have used the R package. To check goodness-of-fit of data set, firstly we consider graphical procedure to check appropriateness of the model. To assess model graphically, we plot the graph of −ln(S(t)) versus t.
If the resulted plot is roughly a straight line then we can say that the underline exponential model is appropriate. The graph of −ln(S(t)) versus t for exponential distribution for untreated and treated eye using R-program are shown in the Figure 1(a) and 1(b) , respectively.
From the Figures, we can observe that many of the points are nearly on the straight line. non-parametric and parametric survival curves.
We classify the survival times into eight and six groups for untreated and treated eyes respectively. Table 1 and 2 gives the classification for untreated and treated eyes, respectively.
We have considered two statistical tests viz. likelihood ratio test (LRT) and KolmogorovSmirnov (K-S) test to test goodness-of-fit of the marginal exponential of (T 1 , T 2 ) separately.
Both tests are based on the empirical distribution function. Test procedure is developed for testing goodness-of-fit with grouped data which are subject to random right censoring.
The p-values of LRT and K-S test for baseline distribution are presented in Table 3 . Thus, from different goodness-of-fit graphs and p-values of LRT and K-S test (Table 3) So, in our study also we use same prior for θ and β's. Since, we do not have any prior information about baseline parameters, λ 1 , λ 2 , and λ 3 , prior distributions are assumed to be informative. For baseline parameters λ 1 , λ 2 , and λ 3 , the prior is Γ(a, b), for the frailty parameter θ, the prior is Γ(φ, φ), and for regression coefficients β i , (i = 1, · · · , 2), the prior is N (0, σ 2 ). Here Γ(a, b) is gamma distribution with shape parameter a and scale parameter b. All the hyper-parameters φ, a, b, and σ 2 are known. We set hyper-parameters as φ = 0.00001, a = .0001; b = 0.0001, and σ 2 = 10 5 .
The Bayesian estimators were obtained through the Metropolis-Hastings algorithm within
Gibbs sampling scheme described in Section 3.3. To estimate the parameters we run two parallel Markov chains with the different starting points for large number of iterations to obtain reasonable information about the posterior distribution of parameters. We iterate both the chains for 95,000 times and discard 2,000 observations as burn-in-period. The results for chain I chain II are similar so we present result for only one chain (i.e. chain II). Figure 3 to Figure 6 show the trace plot, coupling from past plot and sample autocorrelation plot for the parameters λ 3 , θ, β 1 and β 2 , respectively for chain II. For other parameters graphs have similar pattern so due to lack of space we are not presenting graphs for other parameters. Figure   7 ), so every k th iteration is selected as sample to thin the chain and discarding the rest. The autocorrelation of parameters become almost negligible after the defined lag, given in Figure   7 .
We can also use running mean plots to check how well our chains are mixing. A running mean plot is a plot of the iterations against the mean of the draws up to each iteration. In fact running mean plots display a time series of the running mean for each parameter in each chain, as shown in Figure 8 for chain II. These plots should be converging to a value.
Running mean plot for each parameter is converging to the posterior mean of the parameter, thus, represents a good mixing of chain. Thus, our diagnostic plots suggest that the MCMC chains are mixing very well.
Monitoring convergence of the chains has been done via the Brooks and Gelman (1998) convergence-diagnostic. Hence, once convergence has been achieved, 93,000 observations are taken from each chain after the burn-in period. On inspection of the Brooks and Gelman's diagnostic, we find the BGR (Brooks and Gelman Ratio) convergent to one, this shows that the convergence for regression coefficients β, variance of frailty θ and other parameters has been obtained (see Table 4 ). Also, the Geweke test statistic values, given in Table 5 , are quite small and corresponding p-values are large enough to say the chains attain stationary distribution.
The posterior mean and standard error with 95% credible intervals for baseline parameters, frailty parameter and regression coefficients are presented in Table 6 . Now, we see the treatment effect by considering λ 1 and λ 2 . On the average λ 1 is greater than λ 2 . This is attributed to the treatment effect. Thus, it is concluded that the untreated eye is likely to fail before the treated eye. The parameter λ 3 relates to the intensity of failure of both eyes at the same time. We see that its posterior mean is 0.00097, showing that there is positive probability of simultaneous failure. We also see that the two survival times cannot be treated independently as λ 3 and θ are estimated to be positive. Also, λ 3 and θ are significantly different from zero based on information criteria AIC, BIC, DIC's values given in Table 7 . Hence it is concluded that there is positive association between the two survival positive, we can conclude that the hazard for the adult patients is higher than the hazard for the juveniles on average. However, the 95% credible region of β 1 and β 2 include zero, and also the estimate of β 2 is close to zero. We obtained some more information about these covariates from the marginal posterior density plot (see Figure 9 (e) and 9(f)). The marginal posterior distribution of regression coefficients have positive modal point. This shows that the effect of the laser type and age covariate is only slightly on the positive side. Therneau and Grambsch (2000) also analyzed this data using semiparametric gamma and Gaussian frailty models. Similar results have obtained there also.
Conclusions
The present study focuses on parametric models, which implies parametric specification of the baseline hazard and the distribution of the frailty. In this paper, we have considered two failure times by allowing for potential dependence in the random quantities corresponding to each failure time. Here we have considered the BVE distribution for modeling these two random quantities and frailties are assumed to follow a inverse Gaussian distribution. We have discussed the Bayesian estimation procedure including Gibbs sampling for computing the estimation of the unknown parameters for real data example of Diabetic Retinopathy Study also. We have discussed two statistical tests for testing goodness-of-fit to bivariate
Marshall-Olkin exponential distribution. Both tests were based on empirical distribution function.
We have run two parallel chains from different starting points and considered the "burnin" interval for each chain. We have provided 95,000 iterations to perform the analysis. We have clearly written the steps involved in the iteration procedure. The quality of convergence was checked graphically by trace plots and running mean plots and numerically by Geweke test statistics and Gelman-Rubin statistics (see Brooks and Gelman, 1998) . The values of the Gelman-Rubin statistics in this case are quite close to one. Thus, the sample can be considered to have arisen from stationary distribution. Thus, all convergence diagnostics suggest that the MCMC chains are mixing very well, converging to a value, and attain stationary distribution.
We have obtained posterior mean, median and mode for all parameters along with standard error, 95% credible interval and posterior density estimates. From the posterior estimate of λ 3 of eye data we can conclude that there is positive association between the treated and untreated times to the event and also treated eye is more effective as on the average λ 1 is greater than λ 2 . Both the covariates laser type and type of diabetes have an insignificant effect on time to blindness. We have performed tests for independence and concluded that λ 3 and θ are significantly different from zero on the basis of information criteria. Results from Diabetic Retinopathy data study indicate that the performance of Bayesian estimation method is quite satisfactory.
The data analysis and conclusions using the proposed model and Bayesian estimation procedure in this paper are only for diabetic retinopathy data. In this data, there are simultaneous failures (blindness) of both eyes and BVE model is more suitable whenever there are simultaneous failures of components. This is one of the most important characteristic property of BVE of Marshall-Olkin (1967) . This model also satisfies loss of memory property (LMP) in the bivariate setup given by Marshall-Olkin (1967) . BVE model cannot be used when there are no simultaneous failures. 
