Introduction
Throughout this paper we use R n to denote the n-dimensional Euclidean space over the field of real numbers and R n { x 1 , x 2 , . . . , x n : x i > 0, i 1, 2, . . . , n}. In particular, we use R to denote R 1 . For the sake of convenience, we use the following notation system. For x x 1 , x 2 , . . . , x n , y y 1 , y 2 , . . . , y n ∈ R n , and α > 0, let 
1.1
The notion of Schur convexity was first introduced by Schur in 1923 1 . It has many important applications in analytic inequalities 2-7 , combinatorial optimization 8 , isoperimetric problem for polytopes 9 , linear regression 10 , graphs and matrices 11 , gamma and digamma functions 12 , reliability and availability 13 , and other related fields. The following definition for Schur convex or concave can be found in 1, 3, 7 and the references therein. The main purpose of this paper is to discuss the Schur convexity, Schur multiplicative convexity, and Schur harmonic convexity of the following symmetric function:
where 
Lemmas
In order to establish our main results we need several lemmas, which we present in this section.
The following lemma is so-called Schur's condition which is very useful for determining whether or not a given function is Schur convex or Schur concave. 
Main Results
Theorem 3.1. For r ∈ {1, 2, . . . , n}, the symmetric function φ n x, r is Schur concave in R n .
Proof. By Lemma 2.1 and Remark 2.2, we only need to prove that
for all x x 1 , x 2 , . . . , x n ∈ R n and r 1, 2, . . . , n.
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The proof is divided into four cases.
Case 1.
If r 1, then 1.7 leads to
However 3.2 and elementary computation lead to
Case 2. If n ≥ 2 and r n, then 1.7 yields
From 3.4 and elementary computation, we have
Case 3. If n ≥ 3 and r 2, then by 1.7 we have
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Elementary computation and 3.6 yield
Case 4. If n ≥ 4 and 3 ≤ r ≤ n − 1, then from 1.7 , we have
3.9
Therefore, 3.1 follows from Cases 1-4 and the proof of Theorem 3.1 is completed. 
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log x 1 − log x 2 x 1 ∂φ n x, 1 ∂x 1 − x 2 ∂φ n x, 1 ∂x 2 − log x 1 − log x 2 x 1 − x 2 1 x 1 1 x 2 φ n x, 1 ≤ 0.
3.11
Case 2. If r n, n ≥ 2, then 3.4 yields
3.12
Case 3. If n ≥ 3 and r 2, then 3.6 implies
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Case 4. If n ≥ 4 and 3 ≤ r ≤ n − 1, then from 3.8 we have
3.14 Therefore, Theorem 3.2 follows from 3.10 and Cases 1-4.
Remark 3.3. From 3.11 and 3.12 we know that φ n x, 1 is Schur multiplicatively concave in 0, ∞ n and φ n x, n is Schur multiplicatively convex in 0, 1 n .
Theorem 3.4.
For r ∈ {1, 2, . . . , n}, the symmetric function φ n x, r is Schur harmonic convex in R n .
Proof. According to Lemma 2.4 we only need to prove that
∂φ n x, r ∂x 2 ≥ 0 3.15
for all x x 1 , x 2 , . . . , x n ∈ R n and r 1, 2, . . . , n. The proof is divided into four cases.
Case 1.
If r 1, then from 3.2 we have
∂φ n x, 1 ∂x 2
Case 2. If n ≥ 2 and r n, then 3.4 leads to
∂φ n x, n ∂x 2
3.17
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∂φ n x, 2 ∂x 2
3.18
Case 4. If n ≥ 4 and 3 ≤ r ≤ n − 1, then 3.8 implies
∂φ n x, r ∂x 2
Therefore, 3.15 follows from Cases 1-4 and the proof of Theorem 3.4 is completed.
Applications
In this section, we establish some inequalities by use of Theorems 3.1, 3.2 and 3.4 and the theory of majorization. Proof. Theorem 4.1 follows from Theorem 3.1, Theorem 3.4 and Lemmas 2.5-2.7 together with the fact that
, and r ∈ {1, 2, . . . , n}, then
4.2
Proof. We clearly see that If we take r 1 in Theorem 4.2 i and r n in Theorem 4.2, respectively, then we have the following corollary. 
4.6
Proof. We clearly see that
Therefore, Theorem 4.5 i follows from 4.7 and Theorem 3.4 together with 1.7 , and Theorem 4.5 ii follows from 4.7 and Theorem 3.1 together with 1.7 .
If we take r 1 and r n in Theorem 4.5, respectively, then we get the following corollary.
4.8
Theorem 4.7. If x x 1 , x 2 , . . . , x n ∈ 1, ∞ n and r ∈ {1, 2, . . . , n}, then
4.9
Proof. We clearly see that log G n x , G n x , . . . , G n x ≺ log x 1 , x 2 , . . . , x n .
4.10
Therefore, Theorem 4.7 follows from 4.10 , Theorem 3.2, and 1.7 .
If we take r 1 and r n in Theorem 4.7, respectively, then we get the following corollary.
ii G n 1 x ≥ 1 G n x .
4.11
Remark 4.9. From Remark 3.3 and 4.10 together with 1.7 we clearly see that inequality in Corollary 4.8 i is reversed for x ∈ 0, 1 n and inequality in Corollary 4.8 ii is true for x ∈ R n .
4.12
Proof. Theorem 4.10 follows from Theorems 3.1, 3.4, and 1.7 together with the fact that 
