ABSTRACT
INTRODUCTION
The joint parameter and state estimation problem is a nonlinear problem, even when the unknown system is linear and time-invariant. Typically, the system model is extended to include the unknown parameters as additional states, giving rise to explicit multiplication of states by other states.
The extended Kalman filter has often been used to estimate the states and parameters simultaneously, linearizing the system about the current state estimate (2) . Difficulties can arise in this method due to the fact that the extended Kalman filter is not globally convergent.
Another approach is the so-called "bootstrap' (1) . An extended Kalman fiter was then used to estimate the system parameters, system states, and the parameters associated with the unknown autocovariance.
In this paper, the work of (1) is extended to include the case where the inputs and the outputs are not known exactly. These additional uncertainties are modeled as additive gaussian white noises with known autocovaniances and cross.covariances, at each input and output. It is not possible to lump these noises in with the state noise because they are being multiplied by unknown parameters as they enter the system. Although the bask problem is still nonlinear, the nonlinearities are only implicit in the system representation, allowing the development of an estimator that is linear in the estimates.
As shown below, the linear joint parameter and state estimator (PLID) developed here is the minimum variance estimator. Furthermore, under a mild persistency of excitation condition, the PLID parameter estimates converge a.e. to the exact parameter values.
PREL[MINARY ASSUMPTIONS AND NOTATION
We consider discrete-time linear time-invariant MIMO systems that are completely observable, completely controllable, and strictly proper, with m inputs and p outputs. We also assume that the structure (i.e., the observability indices) of the system is known at the outset. Denote the observability indices by n,, i= I, ... , p; denote the total number of system states n=nl +*.*+rn. The conditional minimum variance estimator is also the conditional mean estimator (5 In order to use Sternby's result, it is necessary to guarantee that P -*0 , in some sense. Let us obtain the recursion for a single diagonal element of P",- ¶, where the inequality is due to the fact that HP",k-Hr + & is positive definite symmetric, making the difference term a 'weighted norm" of K,,,(k). occur. In such a case, the algorithm may appear to converge, but will in fact converge to incorrect values of the numerator (moving average) parameters.
As one might expect, when the noise covanances tend to zero, the PLID algorithm becomes the timeoptimal least-squares recursion, converging to the exact values of the states and parameters in the minimum possible time, as proved in Hopkins and VanLandingham (8).
CONCLUSIONS
The PLID algorithm has been shown to be the optimal joint parameter and state estimator (in the mean-square error sense), under standard gaussian assumptions, for discrete-time linear time-invariant systems. Furthermore, in such cases the parameter estimates converge to the true parameter values a.e. So the PL1D algorithm is not just another ad hoc method of joint parameter and state estimation.
In applications to linear systems with the type of uncertainties described above, PLID should replace the Extended Kalman Filter, which is, at best, locally convergent, and the various bootstrap methods that have been descnrbed in the literature. The 
