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IZVLEČEK V SLOVENSKEM JEZIKU 
 
Če nam lokalizacija in pozicioniranje robota na Zemlji danes ne predstavljata več velikega 
problema, pa nam pozicioniranje na Luni predstavlja še kako velik izziv. Poznavanje točne 
lokacije mobilnega robota je ključnega pomena za njegovo delovanje. Veliko raziskav in 
projektov je že bilo izvedenih na to temo, vendar specifične rešitve še ni. Do sedaj so 
raziskave temeljile na opazovanju Sonca in Zemlje, vendar za kakšno resno raziskovanje 
Lune takšno pozicioniranje ni dovolj natančno.  
 
Pozicioniranje na Luni se lahko primerja z notranjim pozicioniranje na Zemlji. Gre predvsem 
za to, da tako kot na Luni tudi v notranjosti objektov globalni navigacijski satelitski sistemi za 
določevanje položaja niso dostopni oziroma ne obstajajo. V tem primeru pride v ospredje 
ideja združevanja informacij z več različnih senzorjev. Najbolj pogosti senzorji so senzorji 
pomika (relativna informacija), laserski merilniki razdalj, kamere in radarji (absolutna 
informacija). Integracija senzorjev za namen lokalizacije je lahko izvedena z Kalmanovim 
filtrom (EKF), kjer so rezultati pridobljeni s simulacijo kinematičnega modela robota.  
 
Predstavljena metoda, ki bi se lahko uporabila pri pozicioniranju robota na Luni deluje na 
podlagi kamere. Za določanje pozicije robota je bila uporabljena Collinsova metoda 
zunanjega ureza. Prikazana je matematična simulacija izračuna pozicije robota, pri kateri so 
uporabljene metode fotogrametrije in projektivne geometrije. Prikazane so tudi standardne 
deviacije po koordinatah v primerjavi z aritmetičnimi sredinami. Na koncu pa sta na slikah 
odpravljeni radialana in tangencialna distorzija, potem pa so deviacije s pomočjo iterativne 
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Exact knowledge of the position of a vehicle is a fundamental problem in mobile robot 
applications. A variety of systems and applications have already been developed for mobile 
positioning on Earth, but not many of them are suitable for positioning on the Moon. Those 
methods are based on estimating the position of a robot by integrating absolute and relative 
measurements.  
 
 With positioning on the Moon, just like with indoor positioning, there is no Global 
Navigation Satellite System (GNSS) available. In this case the idea of fusing several systems 
together becomes viable. On one hand there are relative position measurement systems such 
as odometry and inertial navigation and on the other hand there are absolute position 
measurements such as map matching, landmark based localization and active beacons. For 
integrating those sensors, a Kalman filter (EKF) is usually used. 
The method presented here could be used for positioning a robot indoors or on the Moon. It 
integrates data gathered from a laser tracker and camera, and then calculates the position of 
the robot based on the Collins resection method. Data gathered from the experiment and 
possible locations of the robot are presented at the end. In mathematical calculation, the 
photogrammetry method and projective geometry were used to avoid trigonometric and 
inverse trigonometric functions. In conclusion, all radial and tangential distortions were 
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ŠIRŠI POVZETEK VSEBINE 
 
Z gotovostjo lahko trdimo, da je napredek pri pozicioniranju in delovanju avtonomnih 
mobilnih robotskih sistemov v zadnjih desetletjih zelo očiten. Od prvega mobilnega robota iz 
80-ih, ki je bil opremljen z kamero, merilnikom razdalje in je znal planirati svoje akcije do 
danes, ko imamo več podjetji in raziskovalnih ustanov, ki razvijajo in tržijo mobilne robote. 
Osnovni razlogi za avtomatizacijo in razvoj robotike so zniževanje stroškov, razbremenitev 
človeka ter zagotavljanje zmogljivosti in kakovosti proizvodnje. Takšna opravila zahtevajo, 
da se zna robot v dani situacij v najkrajšem možnem času avtonomno odločati. Pogoj, zato da 
se robot zna avtonomno odločati, pa je po navadi kompleksen sistem senzorjev, aktuatorjev in 
programske opreme, ki takšno odločanje tudi omogočijo. Programska oprema mora podatke 
prejete od senzorjev ustrezno sprejeti in obdelati ter sprejeti odločitev o ustreznem odzivu. 
Pogosto je pri delovanju senzorjev prisoten šum, zaradi katerega prihaja do določenih napak, 
katere pa mora prav tako programska oprema ustrezno obdelati.  
 
Navigacija mobilnih robotov je eno izmed področij, kjer je avtonomnost robotov še kako 
pomembna. Navigacija v statičnih okoljih je že precej dobro raziskana, medtem ko za 
navigacijo v dinamičnih okoljih kjer se razmere ves čas spreminjajo, ne moremo trditi enako. 
To se dogaja predvsem na področjih pametnih avtomobilov, vedno bolj pa je v ospredju tudi 
določanje pozicije robotov na oddaljenih planetih, predvsem na Luni. Pomembno pa ni le 
izogibanje trkom, temveč je pomembno tudi dinamično doseganje ciljev. Da lahko mobilni 
robot takšne naloge tudi izvede, mora najprej biti sposoben locirati svoj položaj v prostoru. Ta 
točka mora biti določena čimbolj natančno, da ne pride do trka z drugimi roboti.  
 
To magistrsko delo predstavi enega od možnih načinov pozicioniranja robota v lokalnem 
koordinatnem sistemu, ki ni geolociran in ni orientiran. Metode, ki so bile uporabljene pri 
računskem postopku so fotogrametrija in projektivna geometrija, uporabljene so bile 
homogene koordinate in pozicija robota je bila izračunana preko notranjega ureza s pomočjo 
Collinsove točke. Ker je želja, da bi robot porabil čim manj energije in, da bi procesi 
računanja bili čim enostavnejši, smo se v magistrski izognili uporabi trigonometričnih in 
inverznih trigonometričnih funkcij. Projektivna geometrija je bila uporabljena tudi zaradi 





Osnova za izračun v magistrskem delu je eksperiment, ki je bil opravljen v podjetju 
Geoserervis d.o.o. Pri eksperimentu sta bila uporablja dva instrumenta: kamera SONY NEX 5 
in tahimeter TS16 Leica. S tahimetrom smo podprli meritve s kamero. Kamera je bila 
kalibrirana s pomočjo računalniškega programa Agisoft PhotoScan in iz kalibracijskega 
procesa so potem bili pridobljeni podatki o radialnih in tangencialnih distorzijah, o fokusni 
dolžini, o velikosti senzorja ter podatki o centru fotografije. Potem je bil s kamero, 
postavljeno na stebru, katerega koordinate so bile poznane, zajet vertikalen posnetek 6-ih tarč. 
Koordinate tarč so bile potem odčitane na računalniku in pretvorjene v piksle ter v milimetre. 
Podatki zajeti z tahimetrom so bili prav tako zajeti z istega stebra z istimi koordinatami. Med 
merjenjem se tako kamera kot tahimeter nista prestavljala. V primeru, da bi robot bil poslan 
na Luno bi lahko leče fotoaparata bile kalibrirane že na Zemlji. Na dolgi rok pa bi bilo zelo 
uporabno, da bi leče robot lahko kalibriral tudi na Luni. Sicer kalibracija ne bi bila potrebna 
pred vsakim zajemanjem podatkov, vendar vsaj na vsakih nekaj meritev ali recimo takrat ko 
bi robot šel na polnjenje.  
 
Glede na to, da so za računanje neznane točke robota s pomočjo notranjega ureza potrebne tri 
znane koordinate, v eksperimentu pa so bili pridobljeni podatki za šest različnih koordinat, je 
izračunanih vseh 20 kombinacij možne lokacije robota. Na podlagi izračunanih možnih 
lokacij robota so potem predstavljeni tudi odmiki od aritmetične sredine oziroma natančnosti 
meritev. Predstavljen tudi grafični CAD izris vseh točk in možnih lokacij robota, iz katere je 
jasno razvidno katere meritve najbolj odstopajo. 
 
Glede na to, da so pri meritvah prisotni slučajni pogreški je na koncu na podlagi treh 
najboljših slik uporabljen iterativni postopek zmanjševanja koordinat perspektivnega centra. 
To pomeni, da se je koordinatam perspektivnega centra dodajalo nove vrednosti in se potem s 
poskušanjem ugotovilo pri katerih novih vrednostih koordinat so deviacije najmanjše. Tem 
trem slikam sta se na koncu odpravili tudi radialna in tangencialna distorzija s pomočjo 
polinomske formule, kar je na koncu prineslo distorzije v velikosti 15 cm. V primeru, da bi 
robot za kakršnekoli naloge potreboval večje natančnosti, recimo za servisiranje drugega 
robota, bi na tem robotu morale biti nove targče na podlagi katerih bi se potem naš robot 
ponovno pozicioniral. Predvidevamo, da bi najmanjše napake pri pozicioniranje bile v 
primeru, da bi robot stal na miru in poslikal tarče okrog in okrog, vendar bi za potrditev te 





V tem poglavju je bila narejena analiza med uporabljenimi metodami na podlagi podatkov 
pridobljenih iz meritev. Glede na to, da smo pri meritvah pomerili koordinate 6-ih tarč, za 
potrebe računanja z Collinsovo metodo notranjega ureza pa potrebujemo trojico tarč, smo 
poračunali možne koordinate robota za vseh 20 kombinacij. Najprej smo za podlago vzeli 
sliko 1036 na kateri se vidi vseh 6 tarč in na kateri distorzije še niso bile odpravljene. 
Rezultati so pokazali, da s takšno sliko lahko pridemo na natančnost 30 cm za pozicijo robota. 
S program Rhinoceros smo narisali tudi celotno geometrijo meritev, kjer so prikazane vse 
tarče, vse možne pozicije robota in vseh 20 krogov. Na podlagi te slike in na podlagi 
kontrolnega diagrama, ki prikazuje vrednosti, ki so večje od 3 sigma, smo izločili točko, ki je 
imela največjo deviacijo. Za to točko smo predvidevali, da gre za grobi pogrešek. Deviacije so 
z odstranitvijo te točke padle za 10 cm. 
 
Potem smo na podlagi vseh slik, ki smo jih zajeli med eksperimentom izbrali tri najboljše, ki 
so vidne na slikah 18, 19 in 20. Na teh treh slikah smo s pomočjo Agisoft Photoscan 
programske opreme in s pomočjo poročila o kalibraciji kamere, ki je viden na sliki 7, iz vseh 
treh slik odstranili radialno in tangencialno distorzijo. Na dobljenih podatkih smo se potem s 
pomočjo iterativne metode poskušali še bolj približati čimvečji natančnosti. To pomeni, da 
smo koordinatam perspektivnega centra dodajali nove vrednosti. V primeru, ko je deviacija 
naraščala, smo dodajali manjše vrednosti, in ko smo videli da nam manjše deviacije ne uspe 
več dobiti smo zaključili. Spremembe koordinat perspektivenga centra s pomočjo iterativne 
metode, so vidne v tabeli 10. Na podlagi deviacij in na podlagi raztrosa točk, vidnega iz 
kontrolnih diagramov na slikah 21, 22 in 23, smo uspeli dobiti sliko, ki nam je omogočila 
pridobiti najbolj natančne možne pozicije robota. Natančnost nam je v tem primeru padla na 
15 cm. Fotografija pri kateri so bile deviacije najmanjše je vidna na sliki 18.  
 
ZAKLJUČEK 
Po zgornji analizi lahko naredimo naslednje zaključke: 
1. Pozicioniranje robota z 15 cm natančnostjo na razdalji 2,5 m 
2. Če je potrebno natančnejše pozicioniranje robota, morajo biti uporabljene nove tarče 
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SEZNAM OKRAJŠAV IN POSEBNIH SIMBOLOV 
 
C .......... Perspective center 
PP .......... Principal point 
I .......... Point at infinity 
i .......... Line at inifnity 
X, Y, H .......... World coordinates 
ξ, η, ζ .......... Image coordinates 
f .......... Focal length 
K .......... Radial distortion coefficient 
P .......... Tangential distortion coefficient 
σ .......... Deviation 
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Mobile robots need the capability to navigate themselves in known and unknown 
environments. Several different solutions have been proposed in the past two decades to 
develop efficient navigation systems for the positioning of robots based on different sensor 
technologies. These solutions can be divided into two groups: relative and absolute position 
measurements. (Borenstein et al., 1997) These two groups can be further divided into the 
following seven categories (Borenstein et al., 1997): 
 Relative position measurements (also called dead-reckoning) 
o Odometry 
o Inertial navigation 
 Absolute position measurements (reference-based systems) 
o Magnetic compasses 
o Active beacons 
o GNSS 
o Landmark navigation 
o Model matching 
 
Recent lunar exploration missions have attracted a lot of attention to this topic. Since robotic 
rovers can pick scientific information up directly from the surface, the most important thing is 
to know exactly where the information was collected from (Kuroda et al., 2003). 
Some methods for positioning have already been developed but none of them are good 
enough for use on the Moon or any other planet. GNSS for instance is not viable, because for 
it to function, at least four satellites are needed in orbit. Map based localization cannot be 
used because there are no detailed maps available. There are no landmark systems on the 
surface of the moon yet, so landmark based navigation also cannot be used. Dead reckoning is 
not accurate enough when a robot moves for a long range, because of the unbounded 
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Since 1969, when the first Apollo expedition landed on the Moon, there have been many 
different lunar missions which tried to figure out what resources the Moon could yield. But 
after more than 40 years, the Moon’s potential is still unknown. Developing the most efficient 
method for the positioning of robots without the help of GNSS is an important issue. 
 
There is an extensive literature about positioning robots with the help of various different 
sensors and methods. Font et al. (2006a) introduced a mobile positioning method which uses a 
laser-based goniometer with artificial landmarks and vehicle kinematics under different 
conditions. The problem they had to solve was the inconsistency of the triangulation 
algorithm under the robot’s dynamic conditions. Because of that they had to simulate in real 
time the straight lines between the center of the goniometer and the set of landmarks used. By 
doing this, the static triangulation algorithm can be used under the robot’s dynamic conditions 
at any time. To avoid taking signal noise into account they properly located the landmarks. 
Results gathered with a high resolution photographic camera showed that the presented 
method reduces the average of the lateral error absolute value from 10.5mm using the 
algorithm under static conditions to 5mm using the algorithm under dynamic conditions.  
 
Batlle et al. (2006b) published an extension of the previous method. Here they used odometry 
and laser sensors for the dynamic positioning of a mobile robot. A comparison was made 
between dynamic triangulation and the extended Kalman filter (EKF). EKF was applied to 
estimate the relative angles– relative to the robot’s longitudinal axis – of the straight lines 
from a laser sensor to a set of landmarks in real time. It takes into account the errors 
associated with odometry. With the help of angular odometry and laser sensor angular 
measurements they were able to estimate the state vector at each time. In the experiment they 
used an industrial forklift mobile robot and three landmarks. The photometric method was 
again used to validate the accuracy of the presented method. The results showed that the 
absolute value of lateral error 𝑒𝑙𝑎𝑡 was reduced by 40% when using an angular state Kalman 
filter instead of dynamic triangulation. 
 
In the second article, Battle et al. (2006c) describes a geometrical method that determines the 
robot’s orientation without performing any iteration. Once the orientation is estimated the 
orientation triangle is determined. Then circles are drawn on the circumference that contain 
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two landmarks and the center of the robot. From the centers of those three different circles, 
another triangle, called the centers triangle, is drawn. The orientation can then be determined 
from a similarity ratio between these two triangles.. Then the intersection with the weighted 
straight-line was applied to determine the robot’s position. It is important to note that this 
geometrical method is not valid when P stands on the circumference which contains three 
landmarks, because then both triangles are reduced to a point. The presented method was 
compared to the usual triangulation method based on circle intersection and the results 
showed that a maximum lateral error of 7 mm between the calculated and the actual points 
was achieved when the presented method was used. On the other hand, a maximum lateral 
error of 9,3 mm was achieved when using the triangulation method based on circle 
intersection.  
 
Another way of determining the position of the robot in real-time is presented by Hefele 
(2000). He used photogrammetric approach with a camera mounted on the moving robot 
which observed targets fixed on the floor. Two fundamental photogrammetric approaches 
were presented: intersection and resection. With the first approach the camera position can be 
measured directly by using a collinearity equation and with the second approach the observed 
targets are measured by a stereo-camera. Photogrammetry certainly can determine the robot’s 
position quite accurately, but this accuracy comes with a price. The targets for this method 
were used in combination with coded and non-coded retroreflective ones fixed on a portable 
plate. For transferring the camera position to the robot’s coordinate system he used Hand-
Eye-Calibration. The offset of the fixed yet unknown position and orientation of the camera 
coordinate system with respect to the robot hand coordinate system is computed by this 
calibration. Results showed that this system is quite flexible, and it could be easily integrated 
into many applications in robotics.  
 
Some very interesting research was also done by Hossan et al. (2017). They used a 
smartphone’s camera to detect multiple LED signals and then calculated the distances from 
each LED to the camera using photogrammetry. After that they used a Kalman filter for more 
accurate determination of the smartphone’s position. The idea was that a selected environment 
must be illuminated by the LED lights from the ceiling and the smartphone must be facing the 
ceiling. At least three LED lights were needed to localize a smartphone. Every LED light had 
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a fixed position (x, y) on the ceiling of the room. But in order to determine the z-coordinate, 
the smartphone needed to send the value of distance to the lighting server. The server could 
then, with the help of Pythagoras’ theorem, determine the position and send it back to the 
smartphone. If the phone is moving, a Kalman filter must be used to predict the next position 
point. Results showed that with this algorithm, a smartphone can easily change its position 
during the 150 ms execution time of the server.  
 
Escoda et al. (2005) published a research paper where they evaluated the precision of mobile 
robot localization with an “off-line” low cost method. They attached a drawing pen on a 
forklift robot which then drew a path and added timestamps to the trace when he moved. This 
path was then compared with localization algorithms of the mobile robot. There were errors in 
precision caused by camera calibration, mark measuring and delay with the tracer contacting 
the floor, but in the end the results showed that in comparison with other more expensive 
methods of localizing the robot, this one is very good, especially due to its high precision.  
 
That photogrammetry is a reliable solution for georeferencing a slow-moving vehicle 
outdoors and that integration of visual and depth data gathered from a Microsoft Kinect 
sensor can overcome possible weaknesses of a photogrammetric solution indoors, has been 
proven by Pagliari et al. (2015). Using Kinect, they were able to recover the followed 
reference trajectory of the robot with an error margin of a few centimeters. On the other hand, 
the downside of using Kinect is an extensive amount of memory and processing power 
needed for its operatinon (Kamarudin et al., 2014). Another disadvantage of Kinect in 
comparison with laser scanners is also its relatively limited field of view and because of that it 
is not able to provide enough information for reliable scan matching. The Kinects’ 3D depth 
data has on the other hand a big advantage compared to a laser scanner in terms of detecting 
and avoiding objects of variable shapes and sizes, thus the performance of a Kinect-based 2D 
localization system could be more reliable in a real-world scenario.  
 
Various positioning systems that could be used for absolute positioning indoors have already 
been developed, such as Bluetooth (Hyunwook et al., 2016), ultrasonic (Seo et al., 2017, 
Villadangos et. al., 2005) and landmark based (Bais et al., 2006 and Huosheng et al., 2000). 
Building structures causes variation of magnetic fields in the indoor environment and that 
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brings us to another method called magnetic field map based indoor navigation. Here Kim et 
al. (2017) proposed a solution for positioning based on a magnetic field map which is 
obtained from the geo-magnetic field refracted by pillars, steel structures and fixed large 
objects. They combined the obtained magnetic field map and an encoder system and used a 
particle filter system for determining the mobile robot’s position. To build the magnetic field 
map, they used a magnetic field sensor, odometry and a magnetic field data system. Results 
showed that position estimation performance was better than with odometry. The estimation 
of the position and orientation is better when the variation of direction is smaller, and 
variation of intensity is larger (Kim et al., 2017). The mean distance error was within 0,1 m 
and the mean orientation error was 0.0386rad. 
 
Ultra-wide-band (UWB) is a wireless technology which works by transmitting a radio signal 
over a wide range of frequencies (Gonzalez et al., 2008). Because of the short duration of the 
pulse and a very low energy being transmitted by the pulse, UWB can ensure accurate 
positioning and material penetration, which makes this choice suitable for indoor positioning. 
Two different situations of positioning the robot indoors have been researched by Gonzalez et 
al. (2008). In the first one there are no obstacles between the emitter and receiver (LOS) and 
in the second one there was a non-penetrable obstacle in-between (NLOS). Results from the 
LOS experiment showed that both particle filters (augmented-state and position-only) yielded 
similar results with position errors of less than 5 cm. On the other hand, results from the 
NLOS experiment showed overall positioning errors of 1.75 m and 16 deg for the position-
only PF while the augmented-state PF showed overall errors of 0.20 m and 10 deg. It can be 
concluded that ASPF (augmented state particle filter) can correctly track the robot’s position 
with a relatively small error margin.  
 
A good example of indoor localization was proposed by Zhou et al. (2007). They used stereo 
vision and radio frequency ID (RFID) codes assigned to electronic tags. The positions of these 
tags were represented by the position of LED lights. Active RFID tags were used because 
they have their own power supply and are more stable. They can be detected from about 7m 
away which is quite sufficient for most  indoor mobile robot applications (Zhou et al. 2007). 
The root mean square (RMS) error was taken as the error measure. Results of the experiment 
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showed that this localization system can still have an accuracy of <20mm at a 7 m distance 
between the camera and the landmark.  
 
All the methods presented above relate to positioning of a mobile robot on Earth. But as 
mentioned above, the Moon is also a place where accurate navigation and localization have a 
great meaning for science. A way to estimate the position and azimuth of a rover on the Moon 
was proposed by Kuroda et al. (2003). The method is called “Localization in combination 
with absolute and relative positions (LAR), where absolute position is calculated by observing 
the Sun and the Earth, and the relative position is measured by the odometry. A rover was 
equipped with inclinometers and a precise time clock. The goal was to determine the robot’s 
longitude, latitude and azimuth. First, they performed a simulation in order to estimate the 
position of a rover based on the Sun and Earth sensors and after the observation was 
performed about 300 times the estimated error was determined at 500 meters or less. To 
reduce this error, they added odometry. Relative position estimation under dynamic 
conditions was determined with odometry and forward/backward propagation (Monte Carlo 
simulation). After the robot’s movement, the probability of the robot’s position was supposed 
to be determined with a normal distribution. Results showed that with LAR the position can 
be estimated twice as precisely as with only the Sun and Earth observation. Since EKF is one 
of the well-known systems for fusing several sensors, they compared it to LAR. With EKF, 
80 times the measurements of absolute positions or 80000 m of traveled distance were 
required to properly estimate position. Since the time for missions on the Moon is limited, the 
LAR system is incomparably better than EKF because it does not need time for convergence. 
The standard deviations of estimates made by LAR were 38.83 m and for those made by EKF 
were 87.75 m (Kuroda et al., 2003).  
 
Since many different mobile robot positioning applications were already developed for Earth 
but not so many for the Moon, the biggest motivation for writing this thesis is to develop an 
application that could accurately position a robot on the Moon. This thesis will summarize the 
methods needed for positioning and present the mathematical equations needed to find the 
position of the robot. At the end our method will be tested in a real experiment and the results 
will be discussed.  
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Positioning of the robot will be based on points captured with a camera. Since the primary 
purpose of a photogrammetric measurement is the reconstruction of an object in digital form, 
our goal will be to determine points on an image and then convert them to coordinates, based 
on which the localization will be calculated. Even though every point in space is defined by 
three coordinates, there are only two coordinates available to define its position in an image. 
Central projection imaging is a fundamental mathematical model used in photogrammetry. In 
other words, each image point P´, together with the corresponding perspective center C, 
defines the spatial direction of the ray to the corresponding object point P (Kraus, 2004). The 
interior orientation of the camera defines the perspective center in correlation with a reference 
system fixed in the camera (image coordinate system), as well as deviations from the ideal 
central projection (image distortion). The most important parameter described under interior 
orientation is image distance (focal length), which defines the distance between the image 
plane and perspective center. The coordinates of the perspective center and the rotation of the 
image coordinate system with respect to the global system are described under exterior 
orientation (Vulić, 2018c).  
 
An image coordinate system is a two-dimensional, image-based reference system of right-
handed rectangular Cartesian coordinates. The origin of the image is located at the image 
center. To convert the image coordinate system to a system called the camera coordinate 
system, the extension by the z axis normal to the image plane is needed. The origin of this 3D 
camera coordinate system is located at the perspective center C. The image vector from the 
perspective center to the image point is described by a projection ray, with respect to the 
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For the storage of the image data there is a pixel coordinate system, which is defined by rows 
and columns. This is a left-handed coordinate system with its origin in the upper left corner. 
To make the correlation between the digital image and physical image sensor possible, the 
pixel coordinate system must directly correspond to the sensor coordinate system or the 
corner point coordinates must be stored. For reference points of the object, the world 
coordinate system or with other words object coordinate system with Cartesian coordinates 
XYZ is used (Luhman et. al, 2011). General linear transformation of coordinates is given by: 
 𝐗 = 𝐓𝐱 (2) 
 
Where T is the transformation: 
 
𝐓 = [
𝑎𝟏𝟏 𝑎𝟏𝟐    𝑎𝟏𝟑 𝑎𝟏𝟒
𝑎𝟐𝟏 𝑎𝟐𝟐    𝑎𝟐𝟑 𝑎𝟐𝟒
𝑎𝟑𝟏 𝑎𝟑𝟐    𝑎𝟑𝟑 𝑎𝟑𝟒









A new coordinate vector is always the solution of this transformation. For four T stands for: 
𝐓11: Scaling, reflection in a line, rotation 
𝐓12: Translation 
𝐓21: Perspective 
𝐓22: Homogeneous scaling (factor 𝜔) 
 
Another important factor at interior orientation is the point of autocollimation. This point is 
defined as the intersection point of the optical axis and the image plane. It is also known as 
the principal point. In the ideal case the point of symmetry and point of autocollimation are 
identical, but in real cameras they can be separate. After capturing data with the camera some 
correctional functions must be added to the data. Image errors such as radial, tangential and 
asymmetric distortions as well as affine error must be corrected (Luhman et. al, 2011).  
 
In robot positioning, locations to be measured on an object need to be marked. In our case we 
used line-pattern targets. The target point is determined by the intersection of two lines. Full 
3D measurement of a space can only be provided through a scanning procedure. Usually a 
triangulation sensor is mounted on an arm together with the camera.  
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2.1.2.1 Intersection of two ordinary lines 
 
Intersection between two lines 𝑝𝑙 = [𝑝𝑙  𝑞𝑙  𝑤𝑙] and 𝑝𝑟 = [𝑝𝑟  𝑞𝑟  𝑤𝑟] can be determined by 
the cross product 𝑝𝑙 × 𝑝𝑟. The scalar product between two lines is 𝑝𝑙(𝑝𝑙 × 𝑝𝑟) =
𝑝𝑟(𝑝𝑙 × 𝑝𝑟) = 0. If U represents a point, then U lies on both lines 𝑝𝑙 and 𝑝𝑟. The intersection 
of both lines 𝑝𝑙 and 𝑝𝑟 is then equal to 𝑈 = 𝑝𝑙 × 𝑝𝑟. 
 
𝑈 = (𝑥𝑈  𝑦𝑈  𝜔𝑈) 
𝑝𝑙 = [𝑝𝑙   𝑞𝑙  𝑤𝑙] 











| ≠ 0 
 
Then 
 𝑥𝑈 = |
𝑞𝑙 𝑤𝑙
𝑞𝑟 𝑤𝑟
|, 𝑦𝑈 = |
𝑤𝑙 𝑝𝑙
𝑤𝑟 𝑝𝑟





X𝑈 = 𝑥𝑈/𝜔𝑈 
𝑌𝑈 = 𝑦𝑈/𝜔𝑈 
 
If the third coordinate 𝜔𝑈 = 0, then lines 𝑝𝑙 and 𝑝𝑟 can be considered as parallel. 
 
2.1.2.2 Ideal points and line at infinity 
 
Vector 𝑃 = (𝑥  𝑦  𝜔) such that 𝜔 ≠ 0 correspond to the finite points in ℝ2. The points with 
the last coordinate ω = 0 are known as ideal points or points at infinity. All ideal points may 
be written as I = (x  y  0). A set of such points lies on a single line called the line at infinity. 
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This line is represented by the vector 𝑖 = (0 0 1). The scalar product of both (x  y  0) and 
(0 0 1) equals 0.  
 
i = (𝑝𝑖  𝑞𝑖  𝑤𝑖) 
I2 = (𝑥2 𝑦2 0) 




























|] = 𝜆[0  0  1] (7) 
 
i = [0  0  1] 
 
2.1.2.3 Intersection of ordinary line and infinity line 
 
This model can be further reinterpreted as the intersection of two parallel lines. Line  
𝑝𝑙 = [𝑝𝑙   𝑞𝑙  𝑤𝑙] intersects “i” in the ideal point (−𝑞𝑙  𝑝𝑙  0). The line 𝑝𝑙
ʹ = [𝑝𝑙  𝑞𝑙  𝑤𝑙]
ʹ 
parallel to 𝑝𝑙 intersects i in the same point (−𝑞𝑙  𝑝𝑙  0) irrespective of the value of 𝑤𝑙
ʹ. The 
vector (−𝑞𝑙  𝑝𝑙) represents the lines direction. 
 
i = [0  0  1] 
𝑙 = [𝑝𝑙  𝑞𝑙  𝑤𝑙] 









| = 0 (8) 
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|) = 𝜆𝐼(−𝑞𝑙  𝑝𝑙  0) (9) 
 
2.1.2.4 Ordinary line with known azimuth through the ordinary line 
 
Let us say there are two points in ℝ2. One ordinary point 𝑈 = (𝑋𝑈 𝑌𝑈 1) and a second point at 
distance 𝜌 ≠ 0 from point U in direction 𝛼. The equation of the ordinary line, which goes 
through these two points, can be written like this: 
 
𝑈 = (𝑋𝑈 , 𝑌𝑈 , 1) 







𝑋𝑈 + 𝜌 cos 𝛼 𝑌𝑈 + 𝜌 sin 𝛼 1
𝑋𝑈 𝑌𝑈 1
| = 0 (10) 
l𝑈,𝛼 = [𝑝𝑙   𝑞𝑙   𝑤𝑙] = 𝜆 [|
𝑌𝑈 + 𝜌 sin 𝛼 1
𝑌𝑈 1
| |
1 𝑋𝑈 + 𝜌 cos 𝛼
1 𝑋𝑈
| |
𝑋𝑈 + 𝜌 cos 𝛼 𝑌𝑈 + 𝜌 sin 𝛼
𝑋𝑈 𝑌𝑈
|] (11) 
 l𝑈,𝛼 = [𝑝𝑙  𝑞𝑙  𝑤𝑙] = 𝜆𝜌[sin 𝛼   − cos 𝛼  𝑌𝑈 cos 𝛼 − 𝑋𝑈 sin 𝛼] (12) 
 I𝑈,𝛼 = [𝑝𝑙  𝑞𝑙  𝑤𝑙] = [sin 𝛼   − cos 𝛼  𝑌𝑈 cos 𝛼 − 𝑋𝑈 sin 𝛼] (13) 
 
2.1.2.5 Infinity point at a line with known azimuth 
 
With these steps only, the equation of the line with ordinary points can be calculated. But 
since in projective geometry most of the time infinite points are used, another way of 
calculating must be presented. If there is a line with a known azimuth 𝛼 and infinity point at 
line I𝐿 = (−𝑞𝑙  𝑝𝑙  0) a new equation for the line can be produced.  
 
If 
𝑙𝜌,𝛼 = [𝑝𝑙  𝑞𝑙  𝑤𝑙] = [sin 𝛼   − cos 𝛼   𝑌𝑈 cos 𝛼 − 𝑋𝑈 sin 𝛼] 
I𝑙 = (−𝑞𝑙  𝑝𝑙  0) 
 
Then 
I𝛼 = (cos 𝛼  sin 𝛼   0) 
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𝜌 cos 𝛼 𝜌 sin 𝛼 0
𝑋𝑈 𝑌𝑈 1
| = 0 (14) 
 l𝑈,𝛼 = [𝑥𝑙   𝑦𝑙  𝜔𝑙] = 𝜆 [|
𝜌 sin 𝛼 0
𝑌𝑈 1
| |
0 𝜌 cos 𝛼
1 𝑋𝑈
| |




The final equation is the same 
I𝑈,𝛼 = [sin 𝛼   − cos 𝛼  𝑌𝑈 cos 𝛼 − 𝑋𝑈 sin 𝛼] 
 
That means two things; instead of calculating the azimuth of the line, the infinity point of the 
line can be calculated. Then, instead of the azimuth, the infinity point of the line can be given. 
 
2.1.2.6 Intersection of parallel lines 
 
Parallel lines in projective geometry have an intersection. To compute such an intersection the 
following equations should be used.  
 
𝑙𝑈,𝛼 = [𝑝𝑈,𝛼  𝑞𝑈,𝛼  𝑤𝑈,𝛼] = [sin 𝛼   −cos 𝛼  𝑌𝑈 cos 𝛼 − 𝑋𝑈 sin 𝛼] 








sin 𝛼 −cos 𝛼 𝑌𝑈 cos 𝛼 − 𝑋𝑈 sin 𝛼
sin 𝛼 −cos 𝛼 𝑌𝑃 cos 𝛼 − 𝑋𝑃 sin 𝛼
| = 0 (16) 
 I𝛼 = (|
−cos 𝑌𝑈 cos 𝛼 − 𝑋𝑈 sin 𝛼
−cos 𝑌𝑃 cos 𝛼 − 𝑋𝑃 sin 𝛼
| |
𝑌𝑈 cos 𝛼 − 𝑋𝑈 sin 𝛼 sin 𝛼
𝑌𝑃 cos 𝛼 − 𝑋𝑃 sin 𝛼 sin 𝛼
| |
sin 𝛼 −cos 𝛼
sin 𝛼 −cos 𝛼
|) (17) 
 I𝛼 = [𝑥𝛼  𝑦𝛼   𝜔𝛼] = ((𝑌𝑈 − 𝑌𝑃) cos 𝛼 + (𝑋𝑃 − 𝑋𝑈) sin 𝛼)(cos 𝛼  sin 𝛼   0) (18) 
 I𝛼 = [𝑥𝛼   𝑦𝛼  𝜔𝛼] = [cos 𝛼   sin 𝛼   0] (19) 
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2.1.2.7 Calculating the azimuth 
 
If it is necessary to calculate the azimuth of a line, it can be done from the infinity point of 
that azimuth using the ATAN2 function in Excel or using Arctan[x, y] in Mathematica. 
 
 
Figure 1: Different conditions should be taken into account when calculating azimuth; for each quadrant 𝛥𝑌 and 𝛥𝑋 are 
different 
 
If the azimuth needs to be calculated between two ordinary points 𝐿 = (𝑋𝐿 , 𝑌𝐿) and 𝑅 =











But this equation is not mathematically correct because with this equation 𝜈𝐿
𝑅 and 𝜈𝑅
𝐿 would be 
the same, even though the difference between them is π. It is important to be aware of the 
differences between quadrants in Cartesian coordinate system as can be seen in Figure 1. .  
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In order to be more accurate at calculating the azimuth two conditions must be added: 
 
∆𝑥 < 0 ⇒ 𝜓 = 𝜑 + 𝜋 
Δ𝑥 > 0 ⇒ 𝜓 = 𝜑 
 
𝜓 < 0 ⇒ 𝜈 = 𝜓 + 2𝜋 
𝜓 > 0 ⇒ 𝜈 = 𝜓 
 
2.1.2.8 Sum of angles in a projective plane 
 
In case infinity points I𝛼 and I𝜑 with azimuth 𝛼 and 𝜑 were given, point I𝛼+𝜑 would be 
calculated with the following equations. The addition and subtraction formulas for sine and 
cosine need to be presented first. 
 cos(𝛼 + 𝜑) = cos 𝛼  cos 𝜑 − sin 𝛼 sin 𝜑 (25) 
 cos(𝛼 − 𝜑) = cos 𝛼  cos 𝜑 + sin 𝛼 sin 𝜑 (26) 
 sin(𝛼 + 𝜑) = sin 𝛼 cos 𝜑 + cos 𝛼 sin 𝜑 (27) 
 sin(𝛼 − 𝜑) = sin 𝛼 cos 𝜑 − cos 𝛼 sin 𝜑 (28) 
 
Further, if two points are: 
I𝛼 = (𝑥𝛼   𝑦𝛼  0) = 𝜆𝛼(cos 𝛼   sin 𝛼   0) 
I𝜑 = (𝑥𝜑  𝑦𝜑  0) = 𝜆𝜑(cos 𝜑  sin 𝜑   0) 
 
Because in point I𝛼 𝜔 = 0 the rotation matrix could be two-dimensional, a shorter version of 
vector 𝐼𝛼(𝜌 cos 𝛼   𝜌 sin 𝛼) could then be used at the rotation. But to make the whole process 
equal, a three-dimensional rotation matrix is used and in the third row/column, there are zeros. 
The determinant of such a rotation matrix is not equal to zero (Vulić, 2018a). The rotation is 
not required to be reduced to (cos 𝛼   sin 𝛼) so that vector (𝜌 cos 𝛼   𝜌 sin 𝛼) can be used. 
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Then the equations are: 
 I𝛼+𝜑 = (𝑥𝛼+𝜑  𝑦𝛼+𝜑  0) = 𝜆𝛼+𝜑(cos(𝛼 + 𝜑)  sin(𝛼 + 𝜑)   0) (29) 
 I𝛼+𝜑 = 𝜆𝛼+𝜑(cos 𝛼  cos 𝜑 − sin 𝛼 sin 𝜑  sin 𝛼  cos 𝜑 + cos 𝛼 sin 𝜑   0) (30) 
 I𝛼+𝜑 = 𝜆𝛼+𝜑(cos 𝛼   sin 𝛼   0) × (
cos 𝜑 sin 𝜑 0






(cos 𝛼  sin 𝛼   0) × (
𝜆𝜑 cos 𝜑 𝜆𝜑sin 𝜑 0
























2.1.2.9 Difference of angles in a projective plane  
 
In case infinity points I𝛼 and I𝜑 with azimuth 𝛼 and 𝜑 were given, point I𝛼−𝜑 would be 
calculated with the following equations (Vulić, 2018b). 
 
Two points are the same:  
I𝛼 = (𝑥𝛼   𝑦𝛼  0) = 𝜆𝛼(cos 𝛼   sin 𝛼   0) 
I𝜑 = (𝑥𝜑  𝑦𝜑  0) = 𝜆𝜑(cos 𝜑  sin 𝜑   0) 
 
Coordinates for point I𝛼−𝜑 can be calculated with the following equations: 
 I𝛼−𝜑 = (𝑥𝛼−𝜑  𝑦𝛼−𝜑  0) = 𝜆𝛼−𝜑(cos(𝛼 − 𝜑)  sin(𝛼 − 𝜑)   0) (35) 
 I𝛼−𝜑 = 𝜆𝛼−𝜑(cos 𝛼  cos 𝜑 + sin 𝛼 sin 𝜑  sin 𝛼  cos 𝜑 − cos 𝛼 sin 𝜑   0) (36) 
 I𝛼−𝜑 = 𝜆𝛼−𝜑(cos 𝛼   sin 𝛼   0) × (
cos 𝜑 − sin 𝜑 0
sin 𝜑 cos 𝜑 0
0 0 0
) (37) 
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(cos 𝛼  sin 𝛼   0) × (
𝜆𝜑 cos 𝜑 − 𝜆𝜑sin 𝜑 0
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2.1.3 Projective Geometry 
 
A good preparation for talking about projective geometry is to discuss transformations first. 
There are four main types of transformations: transformation of shapes, affine transformation, 
Euclidean transformation and to this master’s thesis the most important one: projective 
transformation. Euclidean transformation preserves distances between every pair of points. It 
also preserves rotations, translations, reflection or combination of those. Transformation of 
shapes preserves angles, orientation and position. Rotation, translation and dilation can also 
be included.  
Affine transformation preserves points, straight lines and planes. Sets of parallel lines after 
affine transformation remain parallel. It does not necessarily preserve angles between lines or 
distances between points, thought it does preserve ratios of distances between points lying on 
a straight line (maps square to parallelogram).  
Projective transformation preserves straight lines. What projective geometry is also capable of 
doing is to transfer central projection from one plane to another. All types of transformations 
mentioned above preserve straight lines and all of them except projective transformation 
preserve parallelism. Furthermore Euclidean and affine transformations preserve surfaces and 




The drop from a three-dimensional world to a two-dimensional image is a projection process 
in which one dimension is lost. The projection that is used here is called central projection. 
Here a ray from a point in space is drawn from a 3D world point through a fixed point in 
space. This point in space is called the center of projection or projection center (Richter, 
2010). On the other side this ray will intersect a specific plane in space chosen as the image 
plane. This intersection creates the image of the point. The set of all image points is the same 
as the set of rays through the camera center. A reasonable approximation is that all the rays 
pass through a single point, the center of the lens. Central projection is simply a map from ℙ3 
to ℙ2. Points in ℙ3 can be written as homogeneous coordinates (X  Y  Z  ω) where the center 
of projection is the origin (0 0 0 1). The set of all points (X  Y  Z  ω) for fixed X, Y and Z 
coordinates, but varying 𝜔, form a single ray passing through the center of projection and 
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hence are all mapping to the same point as can be seen in Figure 2. The image point is the 
point in ℙ2 represented with homogeneous coordinates (X  Y  ω) (Hartley, 2004). 
 
 
Figure 2: Image formation: the image points 𝑥𝑖 are the intersetion of a plane with rays from the space points 𝑋𝑖 through the 
perspective center C  
Source: Hartley, 2004 
It can be said that in projective geometry two non-identical rays lie on exactly one plane and 
any two planes intersect in one ray. So, two distinct points uniquely define a line, and two 
lines always intersect in one point. With other words this relation is called duality.  
Point: 𝑃 = 𝜆(𝑥  𝑦  𝜔); 𝜆 ≠ 0 
Line: 𝑝 = 𝜇[𝑝  𝑞  𝑤]; 𝜇 ≠ 0 
Under these two conditions: 
 𝑥2 + 𝑦2 + 𝜔2 ≠ 0 (41) 
 𝑝2 + 𝑞2 + 𝑤2 ≠ 0 (42) 
 
The duality principle written in mathematical equation is: 
 𝑃 × 𝑝 = 𝑝 × 𝑃 = 0 (43) 
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2.1.4 Homogeneous Coordinates 
 
A point in Euclidean two-dimensional space is represented by an ordered pair of real numbers 
(𝑥, 𝑦). A third coordinate may be added to this pair, giving a triple (𝑥, 𝑦, 𝜔). This triple is 
declared to represent the same point. Going back and forth from one presentation of the point 
to the other with removing the third coordinate is easily possible. In accordance to this triple, 
some more attention must be addressed to the third coordinate, since its value needs to be 
exactly 1 – after all, the other two coordinates are not so constrained.  
The points (𝑥, 𝑦, 𝜔) and (2𝑥, 2𝑦, 2) represent the same point, furthermore (𝜆𝑥, 𝜆𝑦, 𝜆𝜔) also 
represents the same point, for any non-zero value of 𝜆. Points represented by the same 
equivalence classes and only differing in a common multiple are called homogeneous 
coordinates. What can also be observed is that there is no way that the triple (𝑥, 𝑦, 0) would 
correspond to (𝑥, 𝑦, 1) although it represents the same point as the coordinate pair (𝑥, 𝑦). 
Dividing the first two coordinates by the last coordinate gives us the point(𝑥/0, 𝑦/0), which 
is infinite. Points at infinity are represented with homogeneous coordinates in which the last 
coordinate is zero. Because infinity points are needed for this master’s thesis, calculating in 
Euclidean geometry was not possible. On the other hand, infinite points can be used in 
projective geometry. It is also important to know that points in the two-dimensional projective 
space form a line, usually called “line at infinity” and in three-dimensions form a “plane at 
infinity” (Hartley, 2004).  
 
The following equations show why projective geometry should be used: 
𝑃 = (𝑥  𝑦  𝜔) 
𝑃 = 𝜆(𝑥  𝑦  𝜔); 𝜆 ≠ 0 
 
If 
 𝑥2 + 𝑦2 + 𝜔2 ≠ 0 (45) 
 
and if 
𝜔 = 0 ⇒ point at infinity 
𝜔 ≠ 0 ⇒ ordinary point 
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  0) ⇒ Projective geometry 
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All the methods were used to calculate the position of the robot based on data gathered from 
the experiment. Measurements were performed at Geoservis, d.o.o. For measuring the 
horizontal and vertical angles as well as slope distances, a total station model TS16 I 1˝ 
R1000 (ID 3012460) was used and for capturing photos of targets we used a SONY NEX5 
(ID 4436514) camera. The X, Y, H coordinates of each of the 6 targets were determined. 
Electronic tacheometers (ETI) combine electronic theodolites with EDM (electronic distance 
meters) instruments. In such a configuration this is called a total station. An electronic 
distance meter measures distances by measuring the time needed for an electromagnetic wave 
to reflect from the target and return to the instrument. Knowing the velocity of the wave and 
the wave’s travel time, distance can be calculated.  
 
2.2.1 Camera calibration 
 
To gather the most accurate data with the camera, a calibration process had to be performed 
before measuring. To do this we used Agisoft PhotoScan calibration software. This software 
uses the computer’s LCD screen as a calibration target. The camera calibration parameters 
this software estimates are (Agisoft Lens user manual, 2011): 
- 𝑓x, 𝑓y – focal length 
- 𝑐x, 𝑐y – principal point coordinates 
- 𝐾1, 𝐾2, 𝐾3, 𝑃1, 𝑃2 – radial and tangential distortion coefficients 
 
To calibrate the camera, we went through these steps: 
1. We displayed the calibration pattern (two different calibration patterns) in the software  
2. We mounted the camera on a tripod and positioned it above the LCD screen 
3. A series of photos of the displayed calibration pattern were captured. We took a photo 
from a slightly different angle each time. We captured photos with a remote control. 
4. After the first shooting we rotated the LCD screen and repeated Step 3. 
5. Then we changed the chessboard pattern with a more saturated one (smaller squares 
on the chessboard) 
6. We uploaded the photos to the computer. 
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7. We selected the photos and started the calibration process. 
Through the whole session, the focal length on the camera was kept constant. All lights that 
could cause glare on the LCD screen were turned off. There should be no computer edge 
visible on the photo, which is why the camera was moved closer to the screen. Figure 3 shows 
the LCD screen with the chessboard. 
 
 
Figure 3: Example of calibration chessboard used for camera calibration 
 
Figures 5, 6 and 7 show estimated calibration parameters and their errors (Agisoft Lens user 
manual, 2011). There are three different reports. In the first report the presented results were 
calculated based on the bigger chessboard that was used. In the second report results are 
slightly different because of the smaller chessboard (squares in the chessboard were smaller, 
number of squares was higher) that was used. In the third report there were combined pictures 
from both chessboards; the one with smaller and the one with bigger squares. Beside image 
dimension, focal lengths, principal point and distortions, there is also a standard deviation 
shown in reports, which indicates how much the data tends to be close to the mean value. In 
Figure 4 the camera calibration process is shown.  
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Figure 4: Camera calibration proces 
 
 
Figure 5: Camera calibration report 1; based on chessboard with bigger squares 
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Figure 6: Camera calibration report 2, based on chessboard with smaller squares 
 
 
Figure 7: Camera calibration report 3, based on both chessboards 
To get the most accurate values of focal length, principal point and distortions, photos from 
both cases need to be combined, which can also be seen from report 3. Standard deviation in 
report 3 in comparison with other two reports is the smallest. 
 
2.2.2 Image coordinates 
 
Image coordinates were gathered in the “Paint” software. A picture from the camera was 
uploaded to the software and then the centers of the targets were determined by picking the 
most central pixel of each target. The picture used for determining the target’s centers is 
shown in Figure 8. It was easy to determine the center since the targets that were used were 
line-pattern targets and the center of these targets is where two lines intersect. The pixel 
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coordinate system of an image is defined by rows and columns of the pixels and is a left-
handed coordinate system with its origin in the upper left corner of an image. Data gathered 
from the camera calibration test is important for converting pixel coordinates to image 
coordinates, which are (Lazar, 2018d): 
- Sensor size: 4592 px X 2576 px 
- Pixel size: 0,005478 mm X 0,005478 mm 
- Height of the camera: 300,234 m 
Coordinates of the principal point, a point which is defined as the intersection of the optical 
axis and the image plane, and coordinates of the perspective center were also gathered from 
the calibration test (Lazar, 2018c). The centers of targets were gathered from the photo which 
can be seen in Figure 8 (camera_20180425.JPG). In Table 1 image coordinates can be seen in 
pixels.  
 
Table 1: Image coordinates in [px] 
ID ξ photo [Px] η photo [Px] ζ photo [Px] 
12 736,0000 532,0000 0,0000 
15 1523,0000 1802,0000 0,0000 
11 2668,0000 1455,0000 0,0000 
5 3315,0000 1769,0000 0,0000 
8 3413,0000 407,0000 0,0000 
10 4183,0000 953,0000 0,0000 
C 2302,1200 1275,0800 -3109,9498 
Principal point 2302,1200 1275,0800 0,0000 
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Figure 8: The image used in the calculation process from which the image coordinates were obtained (image_1036). The 
principal point in the image is marked with red color and the Perspective center is marked with a blue circle with a scale of 
1:10 
For a better explanation, the perspective center (C) and principal point (PP) are marked in the 
picture. The first two coordinates (ξ and η) for both points are the same while the third 
coordinate (ζ) for point C is different. The reason why the third coordinate of the perspective 
center is different lies in the projection ray. The perspective center is described by the 
projection ray from the principal point to the perspective center. Since the result for the 
perspective center in the calibration test was provided in [mm], all points were converted to 
[mm] by multiplying the pixel coordinates with pixel size. They can be seen in Table 2. 
 
Table 2: Image coordinates in [mm] 
ID ξ photo [mm] η photo [mm] ζ photo [mm] 
12 4,0320 2,9145 0,0000 
15 8,3435 9,8719 0,0000 
11 14,6162 7,9710 0,0000 
5 18,1606 9,6911 0,0000 
8 18,6975 2,2297 0,0000 
10 22,9158 5,2208 0,0000 
C 12,6118 6,9853 -17,0373 
Principal point 12,6118 6,9853 0,0000 
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2.2.3 Measurements of targets 
 
The goal was to acquire coordinates X, Y, H, of six different targets positioned on the wall. 
Slope distances from the instrument station were also measured to each point. These 
measurements were completed by the tacheometer. The measurements were performed on 
both faces. To speed up the process the whole first face was measured at first and then the 
whole second face was measured. The whole process was repeated three times. During the 
measurement process the targets were not changed. Calculations were carried out by the Leica 
Infinity 2.4. Software. The instrument was positioned on the pillar which was also not moved 
during measurements. 
Instrument station identification entries: 
- Height of instrument: 300,237 m 
- Tacheometer identification number: ID 1 
- Identification number of targets: ID 12, ID 15, ID11, ID 5, ID 8, ID 10 
- Job name: testiranje 
- Coordinates of instrument station: E: 1000,0000 m, N: 2000,0000 m, H: 300,0000 m 
- Angle units: degrees 
- Distance units: meters 
 
Process steps that we performed when measuring with the total station 
1. Fixed/Screwed the tribrach on the pillar 
2. Leveled the tribrach to center the plummet 
3. Put the instrument on the tribrach and locked it 
4. When the instrument was mounted we leveled it precisely with the tribrach foot screw 
using the electronic level  
5. Looked through the eyepiece of the total station and aimed the crosshair to the center 
of the target, adjusted the focus 
6. Then we recorded the data by shooting at the target 
7. We repeated steps 5 and 6 with all other five targets 
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This data was gathered in a local coordinate system. This coordinate system was not 
geolocated and was not oriented. It was set only for measurement process. A list of all field 
data gathered with the TS can be seen in Table 3 (Lazar, 2018a). In Figure 9 the target 
measurement experiment can be seen. 
 
Table 3: Field coordinates in [m] 
ID Y field [m] X field [m] H field [m] 
12 2002,5952 1000,0000 300,8234 
15 2002,4851 1000,5517 299,8560 
11 2002,2913 1001,4930 300,1087 
5 2001,8426 1001,7957 299,8710 
8 2001,6738 1001,7429 300,8826 




Figure 9: Target measurement procedure 
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3.1 Numerical simulation 
 
The whole simulation is based on calculating the unknown position of a robot based on the 
resection method. The mathematical methods needed to calculate the unknown position were 
already mentioned in Section 2. Since the data in the experiment was measured for 6 different 
targets and the resection method requires only 3 points, calculations for all 20 different 
combinations were calculated. In the first simulation the input data was in [mm] and in the 
second simulation the input data was in [px]. 
 
The calculation process begins by calculating coordinates of the three infinity points from C 
to 𝐿𝑟, 𝑀𝑟 and 𝑅𝑟 (Vulić, 2018a). First the intersection between two points and then the 
intersection with the infinity line has to be calculated. To simplify the explanation, only 1 out 
of 20 combinations will be presented in the following equations. Targets used in this 
combination are: ID 12, ID 15 and ID 11. The input data is shown in Table 4.  
 
Table 4:Example of input data in [mm] 
Target ID Points x [mm] y [mm] ω 
11 𝑳𝒓 14,6162 0,0000 1 
15 𝑴𝒓 8,3435 0,0000 1 
12 𝑹𝒓 4,0320 0,0000 1 



















| = 0 (49) 
 
Equations (48) and (49) show the intersection between coordinates of two ordinary points and 
the intersection with the infinity line. Furthermore, with all infinity points calculated, 
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the angles between these infinity points can also be calculated. As written in Section 2.1.2.5., 
an infinity point can also be written as I = (cos 𝛼  sin 𝛼  0). To calculate the angles 𝛽𝐿 and 𝛽𝑅 
equations (31) and (37) are needed. 
 
Figure 10: Image coordinate system with image points and 𝛽𝐿 and 𝛽𝑅 angles 
 
Figure 10 represents the image coordinate system with three different points. These points are 
points that can be determined on the camera sensor. Here only the ξ coordinate is used for 
calculating. Angles βL and βRseen in Figure 10 can also be seen in Figure 11. 
 
 
Figure 11: World coordinate system with field coordinates and 𝛽𝐿 and 𝛽𝑅 angles 
From the image coordinate system the calculation process is then moved on to the world 
coordinate system. Table 5 represents input data that is used in calculating for the world 
coordinate system.  
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Table 5: Example of input field data in [m] 
Target ID Points x [m] y [m] ω 
11 L 1001,4930 2002,2913 1 
15 M 1000,5517 2002,4851 1 
12 R 1000,0000 2002,5952 1 
The next step is to calculate the coordinates of the infinity points from R to L and vice versa. 
This requires equations (48) and (49). Furthermore, both infinity points 𝜐𝐿
𝐶𝑜𝑙𝑙𝑖𝑛𝑠 and 𝜐𝑅
𝐶𝑜𝑙𝑙𝑖𝑛𝑠 
are needed, which can be obtained by calculating the angles between 𝜐𝑅
𝐿  and 𝜐𝐿
𝑅 and 𝛽𝐿 and 
𝛽𝑅. To get this we can again use equations (31) and (37).  
 
 




Next thing needed is the intersection between the infinity points 𝜐𝐿
𝐶𝑜𝑙𝑙𝑖𝑛𝑠 and 𝜐𝑅
𝐶𝑜𝑙𝑙𝑖𝑛𝑠 and the 









| = 0 (50) 
With both lines from previous equations, the intersection between them can be calculated and 
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| ≠ 0 
 
Then 
 𝑥 = |
𝑞2 𝑤2
𝑞1 𝑤1
|, 𝑦 = |
𝑤2 𝑝2
𝑤1 𝑝1




X𝐶𝑜𝑙𝑙𝑖𝑛𝑠 = 𝑥/𝜔 
𝑌𝐶𝑜𝑙𝑙𝑖𝑛𝑠 = 𝑦/𝜔 
From the Collins point we need to calculate the coordinates of infinity points for L, M and R 
(𝜐𝐶𝑜𝑙𝑙𝑖𝑛𝑠
𝑅 , 𝜐𝐶𝑜𝑙𝑙𝑖𝑛𝑠
𝑀  and 𝜐𝐶𝑜𝑙𝑙𝑖𝑛𝑠
𝐿 ) with equations (48) and (49). The next important things are the 
angles 𝜑𝐿 and 𝜑𝑅 which can also be seen in Figure 13. 
 
 
Figure 13: World coordinate system with angles 𝜑𝐿 and 𝜑𝑅 
 
To calculate these two angles equations (31) and (37) can be used. Next the infinity points 𝜈𝑅
𝑈 
and 𝜈𝐿
𝑈 from both field points (L and R) to point U have to be calculated. With equations (51) 
and (52) the coordinates of point U can be calculated. The results calculated with both data 
points can be seen in Table 6. 
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Two more conditions are also important. 
 
 𝜔𝑈 = 0 ⇒ 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 

























UL, NTF, Oddelek za geotehnologijo, rudarstvo in okolje, Magistrski študijski program 2. stopnje Geotehnologija, 




Table 6: Results for point U for all 20 combinations 
  [mm] [px] 
 Targets ID X Y ω X Y ω 
U 12_15_11 1000,0012 2000,0299 1 1000,0012 2000,0299 1 
U 12_11_10 1000,0727 2000,0035 1 1000,0727 2000,0035 1 
U 5_8_10 1000,4992 2000,0735 1 1000,4992 2000,0735 1 
U 15_11_8 1000,1125 1999,9613 1 1000,1125 1999,9613 1 
U 12_15_5 1000,0064 2000,0298 1 1000,0064 2000,0298 1 
U 12_15_8 999,9468 2000,0323 1 999,9468 2000,0323 1 
U 12_5_8 1000,2941 1999,9498 1 1000,2941 1999,9498 1 
U 15_5_8 1000,2446 1999,9230 1 1000,2446 1999,9230 1 
U 15_11_10 1000,0367 2000,0064 1 1000,0367 2000,0064 1 
U 11_5_10 1000,0976 2000,0019 1 1000,0976 2000,0019 1 
U 11_8_10 999,6029 2000,1130 1 999,6029 2000,1130 1 
U 12_15_10 999,9542 2000,0318 1 999,9542 2000,0318 1 
U 12_5_10 1000,0850 2000,0012 1 1000,0850 2000,0012 1 
U 12_8_10 999,9272 2000,0400 1 999,9272 2000,0400 1 
U 15_5_10 1000,0614 2000,0000 1 1000,0614 2000,0000 1 
U 15_8_10 999,9335 2000,0392 1 999,9335 2000,0392 1 
U 12_11_5 1001,1676 2000,0933 1 1001,1676 2000,0933 1 
U 12_11_8 1000,2702 1999,9524 1 1000,2702 1999,9524 1 
U 15_11_5 999,9746 2000,0487 1 999,9746 2000,0487 1 
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3.2 Experimental verification 
 
Here the verification of the mathematical methods will be shown. In the beginning the 
position of the total station was defined at: E: 1000,0000 m, N: 2000,0000 m, H: 300,0000 m 
(Lazar, 2018b). The sata shown in Table 6 shows the coordinates of unknown points. In Table 
7 standard deviations between calculated unknown points are shown. Results show that 
deviation in X direction is, when using average values of all 20 unknown points, 30,78 cm at 
a 2,5 m distance. The deviation in Y direction is 4,96 cm at a 2,5 m distance.  
 
Table 7: Standard deviations from mean value for X and Y directions in [mm] and [px] 
 [mm] [px] 
 X Y X Y 
Average (mean) [m] 1000,1294 2000,0142 1000,1294 2000,0142 
Standard deviation (s) 
from mean value 
0,3078 0,0496 0,3078 0,0496 
 
In figure 15, the geometry of the experiment drawn in the Rhinoceros software can be seen. 
All measured targets and all possible unknown robot positions are shown. 20 circles through 
all of the combinations of the target triples are shown as well.  
 
 
Figure 15: Circles, unknown points and targets drawn in Rhinoceros 
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Figure 16: Unknown point with highest error 
 
 
Figure 17: Control chart with 3sigma line  
 
In figure 16 unknown points and targets are shown. In the red square, point 12_11_5 is 
marked. This point has the biggest error and since it is clear, from the control chart from 
figure 17, that its value is bigger than 3 sigma, it can be said that this is a rough error. Rough 
errors can appear due to the use of wrong scales, wrong instrument treatment or a wrong 
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Table 8: Corrected standard deviations from mean value for X and Y directions in [mm] and [px] 
 [mm] [px] 
 X Y X Y 
Average (mean) [m] 1000,0747 2000,0100 1000,0747 2000,0100 
Standard deviation (s) 
from mean value 
0,1922 0,0472 0,1922 0,0472 
 
Table 8 shows the corrected standard deviations with point 12_11_5 removed from the 
calculation process. Deviation in direction X decreased by 11 cm and deviation in direction Y 
decreased by 0,3 cm.  
 
3.2.1 Reduce deviation 
 
Since our perspective center is not the same as the actual center of the camera, some 
approximations had to be made. Because some random errors have been present at 
measurements, the iterative method was used. The goal of the iterative method was to find the 
combination of coordinates of the perspective center at which the deviations would   smallest. 
 
The coordinate »η photo« here is irrelevant because it has no effect when calculating the X 
and Y coordinates of an unknown point. New values were added to the coordinates ξ photo 
and ζ photo of an unknown point which showed what is happening with deviations. If 
deviations were rising lower values were added. The trial process continued until the 
combination of values at which the deviations for the X and Y directions were the smallest 
has been found. 
 
3.2.1.1 Radial and tangential distortion 
 
Radial (symmetric) distortion constitutes the major imaging error for most camera systems. It 
is attributable to variations in refraction at each individual component lens within the 
objective. It is a function not only of the lens design but also of the chosen focusing distance 
and of the object’s distance at a constant focus. Radial (asymmetric) distortion, often called 
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tangential or decentering distortion is mainly caused by decentering and misalignment of 
individual lens elements within the objective (Luhman et al.). 
With Agisoft Photoscan all radial and tangential distortions were removed. First, several 
different images were uploaded to the software. Then the camera calibration data from the 
calibrating process was added to the software. Based on that data, the undistorted images were 
exported from the software. From all exported images, three were chosen.  
 
 
Figure 18: Undistorted image from software_1038 
 
Figure 19: Undistorted image from software_1039 
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Figure 20: Undistorted image from software_1046 
 
These three images are shown in Figure 18, 19 and 20. They were chosen because deviations 
were the smallest. Deviations for all three images can be seen in Table 9.  
 
Table 9: Standard deviations from undistorted images 
  [mm] [px] 
 Image X Y X Y 
Average (mean) [m] 
1038 
1000,0585 2000,0435 1000,0585 2000,0435 
Standard deviation (s) 
from mean value 
0,1756 0,0481 0,1756 0,0481 
Average (mean) [m] 
1039 
1000,1035 2000,0414 1000,1035 2000,0414 
Standard deviation (s) 
from mean value 
0,2539 0,0508 0,2539 0,0508 
Average (mean) [m] 
1046 
1000,0992 2000,0389 1000,0992 2000,0389 
Standard deviation (s) 
from mean value 
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For the purpose of removing distortions, one could also use equations shown in Figure 21. 
These equations give us new coordinates of image points with removed distortions. Using 
these polynomial equations would not be a problem, since only simple mathematical functions 
are used. These equations can be seen on page 5, equation (1) and (2), in article from Pierre 
(2016). 
 
𝑥′ = 𝑥 + ?̅?(𝑘1𝑟
2 + 𝑘2𝑟
4 + 𝑘3𝑟
6+. . ) + [𝑝1(𝑟
2 + 2?̅?2) + 2𝑝2?̅??̅?](1 + 𝑝3𝑟
2+. . ) 
𝑦′ = 𝑦 + ?̅?(𝑘1𝑟
2 + 𝑘2𝑟
4 + 𝑘3𝑟
6+. . ) + [𝑝2(𝑟
2 + 2?̅?2) + 2𝑝1?̅??̅?](1 + 𝑝3𝑟
2+. . ) 
Figure 21: Polynomial equations for removing distortions from image 
Source: Pierre et al., 2016  
Where ?̅? = 𝑥 − 𝑥0, ?̅? = 𝑦 − 𝑦0, r = √?̅?
2 + ?̅?2, radial distortion factors are (𝑘1, 𝑘2, 𝑘3,…) and 
tangential distortion factors are (𝑝1, 𝑝2, 𝑝3,…). 
 
3.2.1.2 Reduce deviation with the iterative method 
 
With the iterative method, the smallest deviations in each image were found. The results are 
shown in Table 10. Using the iterative method, deviations were successfully reduced by 4 – 9 
cm.. After the iteration process, image 1038 showed the smallest amount of deviation. 
Squared standard deviation was calculated using equation: 
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Table 10: Coordinates of projective center and its effect on deviations 
IMAGE PHASE ξ photo [mm] 
η photo 
[mm] 





Distorted 12,6118 6,9853 -17,0373 0,1820 
Undistorted 12,6118 6,9853 -16,0873 0,1427 
1039 
Distorted 12,6118 6,9853 -17,0373 0,2589 
Undistorted 12,6618 6,9853 -16,0373 0,1654 
1046 
Distorted 12,6118 6,9853 -17,0373 0,2403 



























Values Mean UCL LCL
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Figure 23: Control chart with 3sigma line for undistorted image 1039 
 
 
Figure 24: Control chart with 3sigma line for undistorted image 1046 
 
In Figure 22, 23 and 24, control charts for images 1038, 1039 and 1046 are shown. If standard 
deviation is the first condition under which the best image can be chosen, then a range of 
points being visible from the control chart is the second condition. After checking the ranges 
from all control charts, it can be said that image 1038 is the best. To conclude, the most 
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In the process of calculating unknown positions of a robot with the resection method there is 
some room for optimization. In this master’s thesis only a few soft optimization steps will be 
presented. The expression “soft” in this case means that only a portion of mathematical 
operations used in the calculation process will be reduced and no additional functions will be 
added. With such optimization the whole process becomes shorter and faster.  
 
In the beginning of the calculation process it was mentioned that the intersection between two 
points needs to be calculated first and then the infinity point. This can be optimized in such a 
way that the infinity point is calculated directly. So instead of using equations (48) and (49), 
equation (53) can be used for calculating the infinity point.  
 𝑥 = −(𝑥1 − 𝑥2)  
𝑦 = (𝑦2 − 𝑦1) 
𝜔 = 0 
(55) 
 
Other steps in the calculation process that can be optimized are the steps for calculating 
infinity points between the Collins point and the field points L and R. A deeper look at those 
infinity points shows that 𝜐𝐿
𝐶𝑜𝑙𝑙𝑖𝑛𝑠 and 𝜐𝐶𝑜𝑙𝑙𝑖𝑛𝑠
𝐿  are the same just with opposite values. The 
same difference can be observed between 𝜐𝑅
𝐶𝑜𝑙𝑙𝑖𝑛𝑠 and 𝜐𝐶𝑜𝑙𝑙𝑖𝑛𝑠
𝑅 . To make the calculation 
process faster, when calculating infinity points from the Collins point to the other three points, 
𝜐𝐶𝑜𝑙𝑙𝑖𝑛𝑠
𝑅  and 𝜐𝐶𝑜𝑙𝑙𝑖𝑛𝑠
𝐿  do not need to be calculated anymore because they were already 
calculated before. Only they are opposite from what is needed.  
 
The main goal of this thesis was to prove that the positioning of a robot with a camera can be 
effective and that in order to do  this trigonometric and inverse trigonometric functions are not 
necessarily needed. Positioning of a robot on the Moon has several limitations, most 
important of which are low processing power and low storage space for data. Other 
limitations of the Moon are:  there is no air, so no sound can travel there, the gravity is 
weaker, there is no air pressure, but plenty of gases which cannot be found on Earth as well as 
extreme temperatures ranging from −150° to +150° degrees Celsius (Moon Fact Sheet). The 
cost for sending 1 kg of weight into space can vary from 2000$ up to 20000$ (The space 
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review). Because of those limitations projective geometry and photogrammetry were used. 
This method enables calculating the position of a robot with simple mathematical equations. 
With calculating a robot’s unknown position we also wanted to avoid calculating radial and 
tangential distortions of the camera, but a comparison has been made and it was realized that 
results without radial and tangential distortions are better. Even if the equations for 
calculating distortions would be used, in the end that would not be a problem, as those 
equations only contain simple mathematical steps and are not tough for the processor to 
compute.  
 
The best procedure with the smallest error margin for robot positioning with this calculation 
method would be that the robot stands in place and takes pictures all around itself. If the 
positioning is not processed in such a way, bigger errors should be expected. An experiment 
to prove this thesis still needs to be done. Our results showed that errors with our calculation 
process can be around 30 cm on 2,5 m distance. To reduce deviations, radial and tangential 
distortions should be removed first and then using the iterative method deviations can be 
reduced down to 15 cm. For removing distortions a polynomial formula was used, which is 
not problematic, since processors can manages these types of calculation easily. It would be 
preferable if the lense calibration process is completed before sending such a robot to the 
Moon. What would be even better is, if in the future, the calibration process would also be 
possible on the Moon. This would not mean that the robot would have to calibrate its lenses 
before each measurement process, but at least for example every time it would be charging. 
 
With this calculation process we proved that the accuracy of the robot positioning system is 
15 cm at a 2,5 m distance. If better accuracy would be needed, for instance for repairing some 
other robots, those robots would need new targets with which our robot would position itself. 
The position of the robot could also be calculated with trigonometric and inverse 
trigonometric functions, although accuracy would not improve. The main problem lies in the 
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4.1 FUTURE RESEARCH 
 
In the future the things listed below could be investigated further: 
- What is the accuracy of measurement if the robot stands in place and takes photos all 
around itself? 
- How accurate is this positioning method for a third (height) coordinate? 
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In this paper, an approach to a self-positioning system for a robot with a camera was 
demonstrated. In the positioning process, passive targets that can be detected with a camera 
were used. In the calculating process the resection method was used, more precisely the 
Collins resection method. With this method two intersections need to be calculated. When 
calculating new points, in our case the robot’s position, with the Collins resection method, 
trigonometric and inverse trigonometric functions are usually used. Because those consume a 
lot of processor power, projective geometry and only simple mathematical functions (+, -, ×, 
÷) were used in this thesis. The calculation process was developed and tested in a simulation 
in the beginning and on the data gathered from the experiment in the end (Vulić, 2018a). As a 
result it can be said that the positioning of a robot in such way works, but it also has to be said 
that the accuracy of such a calculation process is 15 cm at a distance of 2,5 m, which is 
unsatisfactory. The cause of this does not lie in projective geometry or the calculation process 
or the calibration process, but it is because of the imperfection of the camera lens. More 
precisely, such bad accuracy occurs because of radial and tangential distortions in the camera 
lens. If at any time a robot with such a positioning method would have to perform some more 
precise jobs or would have to repair another robot, new targets, for example targets on the 
robot that would need repair, would have to be set. Then when the robot would self-position 
itself, it would first need to check bigger targets around itself and then if it would need to 
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