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THE DICKSON SUBCATEGORY SPLITTING CONJECTURE FOR
PSEUDOCOMPACT ALGEBRAS
MIODRAG CRISTIAN IOVANOV1, CONSTANTIN NASTASESCU2, BLAS TORRECILLAS
Abstract. Let A be a pseudocompact (or profinite) algebra, so A = C∗ where C is
a coalgebra. We show that the if the semiartinian part (the ”Dickson” part) of every
A-module M splits off in M , then A is semiartinian, giving thus a positive answer in the
case of algebras arising as dual of coalgebras (pseudocompact algebras), to a well known
conjecture of Faith.
Introduction
Let A be a ring and T be a torsion preradical. Then A is said to have splitting property
provided that T (M), the torsion submodule of M , is a direct summand of M for every
A-moduleM . More generally, if C is a Grothendieck category and A is a subcategory of C,
then A is called closed if it is closed under subobjects, quotient objects and direct sums.
To every such subcategory we can associate a preradical t (also called torsion functor) by
putting t(M) =the sum of all subobjects of M that belong to A. We say that C has the
splitting property with respect to A if it has the splitting property with respect to t, that
is, if t(M) is a direct summand of M for all M . The subcategory A is called localizing if
A is closed and also closed under extensions. In the case of category of A modules, the
splitting property with respect to some closed subcategory is a classical problem which
has been considered by many authors. In particular, the question of when the (classical)
torsion part of an A module splits off is a well known problem. J. Rotman has shown
in [Rot] that for a commutative domain all modules split if and only if A is a field. I.
Kaplansky proved in [K1], [K2] that for a commutative integral domain A the torsion part
of every finitely generated M module splits in M if and only if A is a Pru¨fer domain.
While complete results have been obtained in the commutative case, the characterization
of the noncommutative rings A for which (a certain) torsion splits in every A module (or
in every finitely generated module) is still an open problem.
Another well studied problem is that of the singular splitting. Given a ring A and an
A-module M , denote Z(M) = {x ∈M | Ann(x) is an essential ideal of A}. Then a module
is called singular if M = Z(M) and nonsingular if Z(M) = 0. Then, a ring A is said
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to have the (finitely generated) singular splitting property if Z(M) splits in M for all
(finitely generated) modules M . A thorough study and complete results on this problem
was carried out in the work of M.L. Teply; see (also) [G], [FK], [FT], [T1], [T2] (for a
detailed history on the singular splitting), [T3].
Given a ring A, the smallest closed subcategory of the category of left A-modules AM,
containing all the simple A-modules, is obviously the category of semisimple A-modules.
Then one can always consider another more suitable ”canonical” subcategory , namely
include all simple A-modules and consider the smallest localizing subcategory of AM that
contains all these simple modules (recall that a subcategory is called localizing if it is a
closed subcategory and if it is closed under extensions). This category is called the Dickson
subcategory of AM, and it is well known that it consists of all semiartinian modules [D].
More generally, this construction can be done in any Grothendieck category C. Thus one
can consider the splitting with respect to this Dickson subcategory; if a ring has this split-
ting property, we will say it has the Dickson splitting property. A remarkable conjecture
in ring theory asks the question whether if a ring A has this splitting property, then does it
necessarily follow that A is semiartinian? Obviously the converse is trivially true. The an-
swer to this question in general has turned out to be negative. In this respect, an example
of J.H. Cozzens in [C] shows that there is a ring R (a ring of differential polynomials) that
is not semisimple and, among other, has the property that any simple right R-module is
injective (in fact it has a unique simple right module up to isomorphism) and is noetherian
on both sides. Then, if A = Rop then the Dickson subcategory of AM coincides with the
that of semisimple A-modules and the (left) Dickson splitting property obviously holds
since then all semisimple modules are injective (A is left noetherian). However, this ring
is not semisimple and thus not (left) semiartinian.
Motivated by these facts, in this paper we consider the case when the ring A is a pseudo-
compact algebra: an algebra which is a topological algebra with a basis of neighbourhoods
of 0 consisting of ideals of A of finite codimension and which is Hausdorff separate and
complete. Equivalently, such an algebra is an inverse (pro-) limit of finite dimensional
algebras, and thus they are also called profinite algebras and their theory extends and
generalizes, in part, the theory of finite dimensional algebras. This class of algebras is one
very intensely studied in the last 20 to 30 years; they are in fact the algebras that arise
as a dual (convolution) algebra of a coalgebra C, and the theory of the representations
of such algebras is well understood through the theory of corepresentations (comodules)
of coalgebras. In fact, if A = C∗ for a coalgebra C, the category of pseudocompact left
A-modules is dual to that of the left C-comodules; see [DNR], Chapter 1. The main result
of the paper shows that the conjecture mentioned above holds for this class of algebras.
The particular question of whether this holds for algebras that are dual of a coalgebra
C was also mentioned in [NT]. As a direct and easy consequence, we re-obtain the main
result from [I1] and [NT] stating that if a coalgebra C has the property that the rational
submodule of every left C∗-module M splits off in M , then C must be finite dimensional.
DICKSON SPLITTING FOR C∗M 3
We extensively use the notations and language of [DNR]; for general results on coalgebras
and comodules, we also refer to the well known classical textbooks [A] and [S]. We first
give some general results about a coalgebra C for which the Dickson splitting property
for C∗ holds. We show that such a coalgebra must be almost connected (must have finite
dimensional coradical) and also that if a coalgebra C has this property then any subcoal-
gebra D of C has this Dickson splitting property for D∗. In some special cases, such as
when the Jacobson radical of C∗ is left finitely generated (an in particular when C∗ is left
noetherian or when C is an artinian right C∗-module) or when C∗ is a domain, then the
Dickson splitting property implies that the coradical filtration of C is finite, and conse-
quently, in this case, C∗ is semiartinian, and moreover, it has finite Loewy length. For the
general case, we first show the Dickson splitting property for C∗ implies C∗-semiartinian
for colocal coalgebras (i.e. when C∗ is a local ring), and then treat the general case by
using standard localization techniques, some general and some specific to coalgebras. The
main proofs will include some extensions and generalizations of an old idea from abelian
group theory and will make use of general facts from module theory but also of a number
of techniques specific to coalgebra (and corepresentation) theory.
1. General results
For a vector space V and a subspace W ≤ V denote by W⊥ = {f ∈ V ∗ | f(x) =
0, ∀x ∈ W} and for a subspace X ≤ V ∗ denote by X⊥ = {x ∈ V | f(x) = 0, ∀ f ∈ X}.
Recall from [DNR] that for any subspace X of C, X is a left coideal (or right coideal, or
respectively subcoalgebra) if and only if X⊥ is a left ideal (or right ideal, or respectively
two-sided ideal) of C∗. Similarly, if I a left (or right, or two-sided) ideal of C∗, then
I⊥ is a right coideal (or left coideal, or subcoalgebra) of C. Moreover, if X < C is a
left (or right C) subcomodule (coideal) of C then there is an isomorphism of left C∗-
modules (C/X)∗ ≃ X⊥. We consider the finite topology on C∗; recall that (X⊥)⊥ = X
for any subspace of C and also for a subspace X of C∗, (X⊥)⊥ = X , the closure of X.
Consequently, (X⊥)⊥ = X if and only if X is closed.
Throughout, C will be a coalgebra and ε will be the counit of the coalgebra. Also J = J(A)
will denote the Jacobson radical of A = C∗; then one has that J = C⊥0 and also J
⊥ = C0.
Generally, for a left A-module M , J(M) will denote the Jacobson radical of M ;
Let S be a system of representatives for the simple left comodules and for S ∈ S, let
CS be the coalgebra associated to S; then CS =
∑
T<C,T simple,T≃S
T is a finite dimensional
coalgebra and C0 =
⊕
S∈S
CS (see [DNR], proposition 2.5.3 and Chapter 3.1). Denote
by T the torsion preradical associated to the Dickson subcategory of AM. Note that
A/J = C∗/C⊥0 ≃ C
∗
0 =
∏
S∈S
AS where AS = C
∗
S as left A-modules.
Proposition 1.1. With the above notations, Σ =
∑
S∈S
AS ⊆ A/J =
∏
S∈S
AS is the socle of
A/J and moreover, Σ = T (A/J).
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Proof. For x = (xS)S∈S ∈ Π =
∏
S∈S
AS denote supp(x) = {S ∈ S | xS 6= 0}. Obviously,
Σ is a semisimple module. It is enough to see that Π/Σ contains no simple submodules.
Assume by contradiction that (Ax + Σ)/Σ is a simple (left) submodule of Π/Σ; then
obviously supp(x) is infinite (x /∈ Σ) and write supp(x) = I ⊔ J a disjoint union with
infinite I and J . Take X such that X ⊕ C0 = C and let eI be defined as ε on
⊕
S∈I
CS
and 0 on
⊕
S∈J
CS ⊕X; put xI = eI · x. Since AS ≃ C
∗
S as A-bimodules, for xS ∈ AS , by
using the left C-comodule structure of CS, since ∆ : CS → CS ⊗CS , AS = C
∗
S has a right
comultiplication AS → AS ⊗CS ⊆ AS ⊗C. Then it is easy to see that eI · xS = 0 if S /∈ I
and eI · xS = xS when S ∈ I. This shows that supp(xI) = I. We have an inclusion of
modules
Σ ( Σ+AxI ( Σ+Ax
The strict inclusions hold since xI /∈ Σ (supp(xI) = I is infinite) and x /∈ Σ + AxI
(otherwise, x = σ + axI , σ ∈ Σ, a ∈ A so then supp(x) ⊆ supp(σ) ∪ supp(xI) following
that J = supp(x) \ I ⊆ (supp(σ) ∪ I) \ I ⊆ supp(σ) which is finite, a contradiction). This
shows that (Σ +Ax)/Σ is not simple and the proof is finished. 
Corollary 1.2. If C is a coalgebra such that T (M) is a direct summand of M for every
cyclic A-module M , then S is a finite set and C0 is finite dimensional.
Proof. Since A/J is cyclic and Σ = T (A/J), Σ =
⊕
S∈S
AS is a direct summand of A/J
and thus it is itself cyclic. This shows that S must be finite, and therefore C0 =
⊕
S∈S
CS is
finite dimensional. 
Proposition 1.3. If C is a coalgebra such that C∗ has the Dickson splitting property for
left modules and let D be a subcoalgebra of C. Then D∗ has the Dickson splitting property
for left modules too.
Proof. Let M be a left D∗-module. Let I = D⊥, so we have an exact sequence
0→ I → C∗ → D∗ → 0
Then M is a left C∗-module through the restriction morphism C∗ → D∗ such that I ⊆
Ann(M). Then there is a decomposition M = Σ⊕X where Σ is the semiartinian part of
M as a C∗-module, and X is a C∗-submodule of M . But IM = 0 and therefore I also
annihilates both Σ and X, hence Σ and X are also D∗-modules. Now note that if S is a
D∗-module, then the lattice of C∗-submodules of S coincides to that of the D∗-submodules
since S is annihilated by I. This shows that S is semiartinian (or has no semiartinian
submodule) as D∗-module if and only if it is semiartinian as a C∗-module (respectively
has no semiartinian submodule). Therefore, Σ is semiartinian as D∗-module (as it is a
semiartinian C∗-module) and X contains no simple D∗-submodule (since X contains no
simple C∗-submodules), hence Σ is the semiartinian part of M also as a D∗-module and
it splits in M . 
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1.1. Some general module facts. We dedicate a short study for a general property
of modules which is obtained with a ”localization procedure”, that will be used towards
our main result. Although this follows in a much more general setting in Grothendieck
categories ([CICN]), we leave the general case treated there aside, and present a short
adapted version here. We will often use the following
Remark 1.4. IfA/J is a semisimple algebra andM is a left A-module, thenM is semisimple
if and only if J ·M = 0. Moreover, then for any left A-module M we have J(M) = JM .
Indeed, M/J(M) ⊆
∏
X<M,Xmaximal
M/X which is canceled by J and thus it is semisimple;
therefore J(M/J(M)) = 0 i.e. JM ⊆ J(M). Conversely, since M/JM is semisimple, JM
is an intersection of maximal submodules of M , so J(M) ⊆ JM .
To the end of this section, let A be a ring, e an idempotent of A. The functor Te =
eA ⊗A − : AM −→ eAeM is exact and has Ge = HomeAe(eA,−) as a right adjoint; in
fact, eA ⊗A M ≃ eM as left eAe-modules for any left A-module M . Recall that for
N ∈ eAeM, the left A-module structure on HomeAe(eA,N) is given by (a · f)(x) = f(xa),
for a ∈ A, x ∈ eA, f ∈ HomeAe(eA,N). Let ψe,M : M → HomeAe(eA, eM) be the
canonical morphism (the unit of this adjunction); it is given by ψe,M(m)(ea) = eam for
m ∈M , a ∈ A. The following proposition actually says that the counit of this adjunction
is an isomorphism; the proof is a straightforward computation and is omitted.
Proposition 1.5. Let N ∈ eAeM and for n ∈ N let χn ∈ HomeAe(eA,N) be such that
χn(ea) = eae · n. Then the application
N ∋ n 7−→ e · χn ∈ e ·HomeAe(eA,N)
is an isomorphism of left eAe-modules.
Proposition 1.6. Let N be a left eAe-module and X an A-submodule of HomeAe(eA,N).
Denote X(e) = {f(e) | f ∈ X}. Then X(e) is a submodule of N , and X(e) 6= 0 and
e ·X 6= 0, provided that X 6= 0.
Proof. Let x = f(e) ∈ X(e), f ∈ X and a ∈ A. Then eaex = eae · f(e) = f(eae) =
(ae · f)(e) ∈ X(e) since ae · f ∈ X. Moreover, if f 6= 0, then f(ea) 6= 0 for some a and
as above 0 6= f(ea) = (a · f)(e) ∈ X(e); also (e · (a · f))(e) = (a · f)(e) = f(ea) 6= 0, so
0 6= e · (a · f) ∈ e ·X. 
Proposition 1.7. If N ∈ eAeM has essential socle, then Ge(N) has essential socle too
(as an A-module).
Proof. Let 0 6= H < Ge(N) be a submodule of Ge(N) (assume Ge(N) 6= 0). Then
H(e) 6= 0 by Proposition 1.6 and H(e) ∩ s(N) 6= 0. Let Σ0 be a simple eAe-submodule of
H(e). We have an exact sequence
0→ S → Ge(Σ0)→
∏
06=X<Ge(Σ0)
Ge(Σ0)
X
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where S =
⋂
06=X<Ge(Σ0)
X. Since Te is exact, we have e(Ge(Σ0)/X) ≃ eGe(Σ0)/eX = 0
because eGe(Σ0) ≃ Σ0 by Proposition 1.5, Σ0 is simple and eX 6= 0 by Proposition 1.6.
Then, it easily follows that
e · (
∏
06=X<Ge(Σ0)
Ge(Σ0)
X
) = Te(
∏
06=X<Ge(Σ0)
Ge(Σ0)
X
) = 0
and then by the above exact sequence and the exactness of Te we get S 6= 0 (otherwise,
if S = 0, it follows that Ge(Σ0) = 0, so Σ0 ≃ eGe(Σ0) = 0, a contradiction). Also, S
is simple by construction. Let 0 6= x ∈ Σ0 ⊆ H(e), x = h(e), h ∈ H. Since there is a
monomorphism 0 → Ge(Σ0) → Ge(N) and 0 6= eh has image contained in Σ0 (eh(ea) =
h(eae) = eae · h(e) ∈ Σ0 and eh(e) = h(e) 6= 0), we observe that S ⊆ A · eh, by the
construction of S. But Aeh ⊆ H, and thus H contains the simple A-submodule S. 
Theorem 1.8. Assume A =
⊕
i∈F
Ei as left A-modules, and let Ei = Aei with orthogonal
idempotents ei with
∑
i∈F
ei = 1. Let M be an A-module such that eiM = Tei(M) is a
semiartinian eiAei-module for all i ∈ F . Then M is semiartinian too. Consequently, if
eiAei is a left semiartinian ring for all i ∈ F , then A is left semiartinian too.
Proof. Obviously there always exist such idempotents ei and F is finite. It is enough to
show any such M contains a simple submodule; if this holds, for any submodule N of M ,
if eiM is eiAei-semiartinian, then ei(M/N) ≃ eiM/eiN is semiartinian over eiAei for all
i ∈ F and thus M/N contains a simple submodule.
Let M → M =
⊕
i∈F
Gei(eiM) be the canonical morphism, m 7→ (ψei,M(m))i∈F . This is
obviously injective: ψei,M (m) = 0 for all i ∈ F implies eim = 0, ∀i ∈ F so m = 1 ·m =∑
i∈F
ei ·m = 0. By Proposition 1.7 M has essential socle, and so s(M) ∩M 6= 0 (provided
M 6= 0) and this ends the proof. The last statement follows for M = AA. 
Remark 1.9. It not difficult to see that ifM is semiartinian over A then eM is semiartinian
for any idempotent e; this is also a consequence of the more general results of [CICN] or
can be again seen directly.
2. The domain case
We show that if C is a coalgebra such that C∗ is a (local) domain and C∗ has the
Dickson splitting property (that is, the semiartinian part of every left C∗-module splits
off), then C has finite Loewy length (in fact in this case C∗ will be a division algebra).
We will again make use of the fact that if X is a left subcomodule of C then X⊥ is a left
ideal of C∗ and there is an isomorphism of left C∗-modules (C/X)∗ ≃ X⊥.
Remark 2.1. For an f ∈ C∗ denote by f : C → C the morphism of left C-comodules
defined by f(c) = c1f(c2). Then, the maps C
∗ ∋ f 7−→ f ∈ End(CC) and End(CC) ∋
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α 7−→ ε◦f ∈ C∗ are inverse isomorphisms of k-algebras (for example by [DNR], Proposition
3.1.8 (i)).
Lemma 2.2. Let C be a coalgebra. Then C∗ is a domain if and only if any nonzero
morphism of left (or right) C-comodules α : C → C is surjective. Moreover, if this holds,
C∗ is local.
Proof. Since J = C⊥0 , we have C
∗/J ≃ C∗0 and therefore C
∗ is local if and only if C∗0 is
a simple left C∗-module, equivalently C0 is a simple comodule (left or right).
Assume first C∗ is a domain, so is End(CC) ≃ C∗ is a domain. If C0 is not simple, then
there is a direct sum decomposition C0 = S ⊕ T , where S and T are semisimple left C-
comodules that are nonzero. In this case, if E(S) and E(T ) are injective envelopes of S
and T respectively that are contained in C, we get that C = E(S) ⊕ E(T ) because C0 is
essential in C and C is injective (as left C-comodules). Then defining α, β : C → C by
α = {
Id onE(S)
0 onE(T )
and
β = {
0 onE(S)
Id onE(T )
we obviously have α, β 6= 0 and α ◦ β = 0, showing that End(CC) cannot be a domain
in this case. Therefore C∗ is local. Next, if some nonzero morphism of left C-comodules
α : C → C is not surjective, then Im(α) 6= C so C/Im(α) 6= 0. Therefore there is a simple
left subcomodule of C/Im(α), that is, a monomorphism η : C0 → C/Im(α) (because
C0 is the only type of simple C-comodule). Then the inclusion i : C0 → C extends to
β0 : C/Im(α) → C, such that β0η = i. If β : C → C is the composition of β0 with
the canonical projection C → C/Im(α) then obviously β|Im(α) = 0, so β ◦ α = 0. But
β 6= 0 because β0 6= 0 since β0 extends a monomorphism (i), and also α 6= 0, yielding a
contradiction to C∗-domain.
The converse implication is obvious: any composition of surjective morphisms is surjective,
thus nonzero. 
Lemma 2.3. If C is colocal (equivalently C∗ is local), then for any left subcomodule Y of
C, we have that Y ∗ is a local, cyclic and indecomposable left C∗-module.
Proof. The epimorphism of left C∗-modules p : C∗ → Y ∗ → 0 induces an epimorphism
C∗/J → Y ∗/J(Y ∗) which must be an isomorphism since C∗/J is simple and Y ∗/J(Y ∗)
is nonzero because Y ∗ is finitely generated (cyclic) over C∗. This shows that Y ∗ is local.
If Y ∗ = A ⊕ B with A 6= 0, B 6= 0 then A and B would be cyclic too, and therefore we
would get J(A) 6= A and J(B) 6= B. But A/J(A) ⊕ B/J(B) = Y ∗/J(Y ∗) is simple, and
therefore showing that A/J(A) = 0 or B/J(B) = 0, a contradiction. 
Lemma 2.4. If M is a left C-comodule, then
⋂
n
(Jn ·M∗) = 0.
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Proof. Let f ∈
⋂
n
Jn · M∗. Pick x ∈ M , and write ρ(x) =
∑
s
cs ⊗ xs ∈ C ⊗ X the
comultiplication of x. Since
⋃
n
Cn = C, cs ∈ Cn, ∀s for some n. Also, as f ∈ J
n+1 ·M∗,
f =
∑
j
fjm
∗
j , fj ∈ J
n+1, m∗j ∈M
∗. Since (Jn+1)⊥ = Cn we get fj(cs) = 0 for all j and s
and then
f(x) = (
∑
j
fjm
∗
j)(x)
=
∑
j
m∗j(x · fj) (by the leftC
∗ −module structure onM∗)
=
∑
j
m∗j(
∑
s
(fj(cs)xs))
= 0 (because fj(cs) = 0, ∀ j, s)
This shows that f(x) = 0 and since x is arbitrary, we get f = 0. 
The Splitting property.
Proposition 2.5. If C is colocal and C∗ has the (left) Dickson splitting property, then
C∗/I is semiartinian for any nonzero left ideal I of C∗.
Proof. Let I be a nonzero left ideal of C∗ and 0 6= f ∈ I. Let K = Af⊥; then since Af is
finitely generated, it is closed in the finite topology of C∗ (for example by [I2], Lemma 1.1)
and we have Af = K⊥. Note that K 6= C since Af 6= 0. We have that K is a left coideal
of C, and as K 6= C, we can find a left coideal Y ≤ C such that Y/K is finite dimensional
nonzero (by the Fundamental Theorem of Comodules). Then there is an exact sequence
of left C∗-modules
0→ (Y/K)∗ → Y ∗ → K∗ → 0
Write Y ∗ = Σ⊕T , with Σ semiartinian and T containing no semiartinian (or equivalently,
no simple) submodules. Then Σ 6= 0 since 0 6= (Y/K)∗ is a finite dimensional (thus
semiartinian) left C∗-module contained in Y ∗. But Y ∗ is indecomposable by Lemma 2.3,
and therefore Y ∗ = Σ follows, i.e. Y ∗ is semiartinian. The above sequence shows that
K∗ is semiartinian too and since K⊥ = Af ⊆ I we get an epimorphism K∗ ≃ C∗/K⊥ →
C∗/I → 0, and therefore C∗/I is semiartinian. 
Theorem 2.6. Let C be a coalgebra such that C∗ has the Dickson splitting property for
left modules. If C∗ is a domain, C∗ must be a finite dimensional division algebra (so it
will have finite Loewy length).
Proof. Note that C0 is finite dimensional by Corollary 1.2. We show that C = C0, which
will end the proof, since then C∗ = C∗0 is a finite dimensional semisimple algebra which is
a domain, thus it must be a division algebra.
Assume C0 6= C. Then J = J(C
∗) 6= 0 and take f ∈ J , f 6= 0. Denote Mn = (f ◦
· · · ◦ f)−1(Cn) = (f
n
)−1(Cn) = (fn)
−1(Cn), with M0 = Id
−1(C0) = C0. Note that
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Mn ⊆ Mn+1, f
n
(Mn) = Cn since f is surjective by Lemma 2.2 and M
⊥
n 6= 0 (otherwise
Mn = (M
⊥
n )
⊥ = 0⊥ = C so Cn = fn(Mn) = f
n
(C) = C; but C = Cn is excluded by
assumption).
Denote A = C∗ and
M =
A
M⊥0
×
A
M⊥1
× · · · ×
A
M⊥n
× · · · =
∏
n≥0
A
M⊥n
as a left A-module. Also put λ = (εˆ, fˆ , fˆ2, . . . ) ∈M (where hˆ denotes the image of h ∈ A
modulo someM⊥n ). LetM = T⊕X with T semiartinian andX containing no semiartinian
modules. If tn = (εˆ, fˆ , . . . , ˆfn−1, 0, 0, . . . ) then tn ∈
∏
0≤i<n
A/M⊥i ×0 which is semiartinian
since it is the quotient of (A/M⊥n )
n, and A/M⊥n is semiartinian by Proposition 2.5. Put
xn = (0, 0, . . . , 0, εˆ, fˆ , fˆ2, . . . , fˆn, . . . ) (ε = 1A is on position ”n”, with positions starting
from ”0”) and write λ = t+ x and xn = t
′
n + x
′
n with t, t
′
n ∈ T and x, x
′
n ∈ X. Then
t+ x = λ = tn + f
n · xn = tn + f
n(t′n + x
′
n) = (tn + f
n · t′n) + f
n · x′n
shows that x = fn ·x′n (since M = T ⊕X). Therefore if x = (yˆp)p ∈M , x
′
n = ( ˆyn,p)p ∈M ,
yˆn, ˆyn,p ∈ A/M
⊥
n , we get yˆp = f
n · ˆyn,p, for all n, p. Since f ∈ J , we get yˆp ∈ J
n ·(A/M⊥p ) for
all n. Fixing p and using Lemma 2.4 we get that yˆp = 0 (since A/M
⊥
p ≃M
∗
p ). This holds
for all p, hence x = 0 and then λ = t ∈ T . Note that λ 6= 0 (since ε /∈M⊥0 = C
⊥
0 = J 6= C)
and since A·λ is semiartinian, there is some g ∈ A such that Agλ is a simple left A-module.
Then Agfˆn = (Agfn +M⊥n )/M
⊥
n ⊆ A/M
⊥
n is either simple or 0 for all n (since it is a
quotient of Agλ) and so it must be annihilated by J (use Remark 1.4 for example). Thus
J · gfˆn = 0ˆ in A/M⊥n and so J · gf
n ⊆M⊥n and then for a ∈ J and m ∈Mn we have
0 = a · g · fn(m) = a(m1)gf
n(m2) = a((gf
n)(m2)m1)
= a(gfn(m)) = a(gfn(m))
Therefore, 0 = a(g(f
n
(Mn))) = a(g(Cn)) for all a ∈ J , which shows that g(Cn) ⊆ J
⊥ =
C0. This holds for all n, showing that g(C) = g(
⋃
n
Cn) ⊆ C0. But g 6= 0 since g 6= 0, so g
has to be surjective. But this is obviously a contradiction, because g(C) ⊆ C0 6= C, and
the proof is finished. 
The above also shows that a domain profinite algebra which has finite Loewy length
(equivalently, A = C∗ with C = Cn for some n) must necessarily be a division algebra.
This can actually be easily proved directly by using Lemma 2.2, as we invite the reader
to note.
3. Dickson’s Conjecture for duals of coalgebras
Denote by T the torsion preradical associated to the Dickson localizing subcategory of
C∗M. If A is an algebra such that A/J is semisimple, we again use the observation that
a left A-module N is semisimple if and only if JN = 0. Moreover, this implies that N is
semiartinian of finite Loewy length if and only if JnN = 0 for some n ≥ 0.
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Proposition 3.1. Let C 6= 0 be a colocal coalgebra such that C∗ has the left Dickson
splitting property. Then T C∗ 6= 0.
Proof. Assume otherwise. Then we show that C∗ is a domain, and then this will yield a
contradiction by Theorem 2.6, since then C∗ is a finite dimensional division algebra so it is
semiartinian. To see that C∗ is a domain, choose 0 6= f ∈ C∗ and define ϕf : C
∗ → C∗ by
ϕf (h) = hf ; then ϕf is a morphism of left C
∗-modules. If ker(ϕf ) 6= 0 then by Proposition
2.5, C∗ · f ≃ C∗/ ker(ϕf ) is semiartinian. This shows that 0 6= C
∗ · f ⊆ T (C∗) which
contradicts the assumption. Therefore ker(ϕf ) = 0, following that f is a non zero-divisor.
This completes the proof. 
Corollary 3.2. Let C be a colocal coalgebra. If C∗ has the Dickson splitting property for
left C∗-modules, then C∗ is left semiartinian.
Proof. We have C∗ = T C∗⊕ I, for some left ideal I of C∗. By the previous Proposition,
T C∗ 6= 0, and since C is colocal, C∗ is indecomposable by Lemma 2.3. Therefore we must
have I = 0 and C∗ = T C∗ is left semiartinian. 
Theorem 3.3. Let A be a pseudocompact algebra, that is A = C∗ for a coalgebra C. If A
has the Dickson splitting property for left A-modules, then A is left semiartinian.
Proof. Let A = C∗, C-coalgebra and C =
⊕
i∈F
Ei be a decomposition of C into left
indecomposable injective comodules; then F is finite by Corollary 1.2. We have A = C∗ =⊕
i∈F
E∗i with E
∗
i projective indecomposable left A-modules, so E
∗
i = Aei with (ei)i∈F a
complete system of indecomposable orthogonal idempotents. By [NT], Corollary 2.4 we
have that each ring eiAei has the Dickson splitting property for left modules. By [Rad],
Lemma 6 (also see [CGT]), eAe = eC∗e is also a pseudocompact algebra, dual to the
coalgebra eCe = {e(c1)c2e(c3) | c ∈ C} with counit e and well defined comultiplication
ece 7→ ec1e ⊗ ec2e. Also, since ei are primitive, eiAei are local. Therefore, Corollary 3.2
applies, and we get that eiAei are semiartinian for all i ∈ F . Now, by Theorem 1.8 it
follows that A is semiartinian too (one can also use the fact that eiAeiM are localizations
of AM, and then apply [CICN], Proposition 3.5 1,(b)). 
As an immediate consequence, we obtain the following result proved first in [NT] and
then independently in [Cu] and [I1]:
Corollary 3.4. Let C be a coalgebra such that the rational submodule of any left C∗-
module M splits off in M . Then C is finite dimensional.
Proof. Note that in this case C∗ has the Dickson splitting property for left modules: if
M is a left C∗-module, M = R⊕X with R rational - thus semiartinian - and Rat(X) = 0.
Then X contains no simple submodules since all simple modules are rational because
C∗/J(C∗) is finite dimensional semisimple in this case (see, for example, [NT] or [I1,
Proposition 1.2]). So R is also the semiartinian part of M and it is a direct summand
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of M . Thus it follows that C∗ is semiartinian from the previous Theorem. Now write
C∗ = Rat(C∗) ⊕N with Rat(N) = 0; then since N is semiartinian we must have N = 0
(otherwise N contains simple rational submodules). Hence Rat(C∗) = C∗ and this module
is also cyclic, so it is finite dimensional. Therefore C is finite dimensional too. 
We note that in several particular cases, some more can be inferred in the case the
Dickson splitting property holds (i.e. if C∗ is semiartinian).
Lemma 3.5. If J = J(A) is a finitely generated left ideal, where A = C∗ and the coalgebra
C is almost connected (i.e. the coradical C0 is finite dimensional), then a finitely generated
A-module is semiartinian if and only if it has finite Loewy length.
Proof. It is enough to consider M = Ax for some x ∈ M . If the Loewy length of
M is strictly greater than ω, the first infinite ordinal, then there is f ∈ A such that
fx ∈ Lω+1(M) \ Lω(M) so fx+ Lω(M)/Lω(M) is semisimple and then it is annihilated
by J , (since A/J is finite dimensional semisimple). Then Jfx ⊆ Lω(M) =
⋃
n
Ln(M). Let
g1, . . . , gs generate J on the left; then one has gi · fx ∈ Lω(M) and therefore gi · fx ∈
Lni(M) for some ni. This shows that Jfx ⊆ Ln(M) with n = max{n1, . . . , ns} (as
J is generated on the left by the gi’s). Then, since J
n cancels Ln(M), we have that
Jn+1fx = Jn · Jfx ⊆ JnLn(M) = 0. Therefore, we get that fx ∈ Ln+1(M) ⊆ Lω(M), a
contradiction.
Now, note that we have Ax = M = Lω(M) =
⋃
n
Ln(M) and therefore x ∈ Ln(M) for
some n, so Ax ⊆ Ln(M), and the proof is finished. 
Corollary 3.6. Let C be a coalgebra such that C∗ is left semiartinian; if J is finitely
generated to the left, then C has finite coradical filtration.
Proposition 3.7. If C is an almost connected coalgebra with finite coradical filtration and
such that the Jacobson radical J of C∗ is finitely generated (on the left), then C is finite
dimensional.
Proof. Let {f1, . . . , fk} be a set of generators of J . If M is a finitely generated left
C∗-module, say by m1, . . . ,ms, then JM is also finitely generated, by {fimj}. Indeed if
a ∈ J , m ∈ M then m =
s∑
j=1
ajmj, aj ∈ A and since aaj ∈ J we get aaj =
k∑
i=1
bijfi.
Therefore am =
s∑
j=1
aajmj =
k∑
i=1
s∑
j=1
bij(fimj). Since JM is generated by the elements
of the form am, a ∈ J , m ∈ M , the claim follows. Proceeding inductively, this shows
that Jn is finitely generated, for all n. Then Jn/Jn+1 is finitely generated and semisimple
(because A/J is semisimple), thus it is finite dimensional. Therefore, inductively it follows
that A/Jn is finite dimensional. Finally, since Cn = C for some n, J
n = 0 so A = C∗ is
finite dimensional. 
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Corollary 3.8. If A is a pseudo-compact algebra which is left semiartinian and J(A) is
finitely generated to the left (for example if A is left noetherian), then A is finite dimen-
sional.
Remark 3.9. Naturally, the fact that C∗ is left semiartinian or even semiartinian of finite
Loewy length (i.e. C = Cn for some n) does not imply the finite dimensionality of C (thus
the result is of a completely different nature of that in [NT] and [I1]). Indeed, consider
the coalgebra C with basis {g}∪{xi, i ∈ I} for an infinite set I and comultiplication given
by g 7→ g ⊗ g and xi 7→ xi ⊗ g + g ⊗ xi and counit ε(g) = 1, ε(xi) = 0. Then C0 =< g >
and C1 = C, but C is infinite dimensional.
Remark 3.10. Thus the ”Dickson Splitting conjecture” holds for the class of pseudocom-
pact (profinite) algebras, which is the same as the class of algebras that are the dual of
some coalgebra. As seen from above, in some situations it even follows that the algebra
A(= C∗) has finite Loewy length: if the Jacobson radical is finitely generated or if the
algebra is a domain (in fact, even more follows in each of these cases). Then the following
question naturally arises: if C is a coalgebra such that C∗ is left semiartinian, does it fol-
low that C∗ has finite Loewy length, equivalently, does C have finite coradical filtration?
At the same time, one can ask the question of whether C∗ - left semiartinian also implies
C∗ - right semiartinian.
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