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Einleitung
Ausgangspunkt dieser Arbeit ist eine holomorphe Abbildung f : X˜ → C auf einem
schwach normalen zweidimensionalen komplexen Raum X˜ mit einem isolierten kriti-
schen Punkt im stratizierten Sinn bei x ∈ X˜ und f(x) = 0. Die Monodromie dieser
Singularität soll zunächst topologisch und anschlieÿend mittels Dierentialformen und
relativer de Rham-Kohomologie analytisch beschrieben werden.
Milnor begann die topologische Untersuchung isolierter Hyperächensingularitäten und
denierte eine lokale Picard-Lefschetz-Monodromie, vgl. [Mil68]. Geht man von einem
Keim f : (Cn+1, 0)→ (C, 0) einer isolierten Hyperächensingularität aus, so erhält man
nach Milnor für ε δ ein dierenzierbares lokal triviales Faserbündel f ′ : X ′ → S′, S′ =
{t ∈ C : |t| < ε}\{0}, X ′ = {x ∈ Cn+1 : |x| < δ} ∩ f−1(S′).
Die Kohomologiegruppen Hp(Xt,C), Xt = f
−1(t), t ∈ S′, p > 0, sind Fasern eines
komplexen Vektorbündels über S′. Die Garbe der lokal konstanten Schnitte ist durch
H = Rpf ′∗CX′ gegeben, die der holomorphen Schnitte ergibt sich durch Tensorieren:
H := Rpf ′∗CX′ ⊗CS′ OS′ .
Auf dieser Garbe ist nun ein kanonischer Zusammenhang deniert, der auch als topo-
logischer Gauss-Manin-Zusammenhang bezeichnet wird. Andererseits deniert H eine
Operation der Fundamentalgruppe auf der Faser Hp(Xt,C), t ∈ S
′
. Damit wird durch
die Schleife um Null in der Basis S′ eine lineare Transformation
Hp(Xt,C)→ H
p(Xt,C)
deniert, die sogenannte lokale Picard-Lefschetz-Monodromietransformation.
Diese kann nun algebraisch mit Hilfe des sogenannten Gauss-Manin-Zusammenhangs
beschrieben werden. Ursprünglich wurde er für Familien von Mannigfaltigkeiten einge-
führt. Die Familie Xt, t ∈ S
′, entartet jedoch in der singulären Faser X0 = f
−1(0).
Brieskorn deniert in [Bri70] einen verallgemeinerten Zusammenhang, den singulären
Gauss-Manin-Zusammenhang mit einer regulären Singularität bei Null. Dazu beweist er
zunächst das relative Poincaré-Lemma, welches besagt, dass der Komplex
0→ f ′−1OS′ → Ω
·
X′/S′
x Einleitung
exakt ist. Damit kann H mittels relativer Dierentialformen beschrieben werden. Da
zusätzlich f ′ steinsch ist, gilt
R
pf ′∗(Ω
·
X′/S′) = H
p(f ′∗Ω
·
X′/S′).
Diese Garbe stimmt auf S′ mit H überein und lässt sich nun durch H p(f∗Ω
·
X/S) leicht
nach ganz S = {t ∈ C : |t| < ε} fortsetzen, wobei f jetzt als Funktion auf X = {x ∈
C
n+1 : |x| < δ} ∩ f−1(S) verstanden wird. Brieskorn beweist, dass diese Fortsetzung
kohärent ist. Er zeigt, dass f als Einschränkung einer eigentlichen Abbildung f¯ : Y → S
aufgefasst werden kann, wendet den Grauertschen Kohärenzsatz an und kann dann auf
die Kohärenz der H p(f∗Ω
·
X/S), p > 0, schlieÿen.
Anschlieÿend wird auf der fortgesetzten Garbe auf analytischem Weg ein regulär sin-
gulärer Zusammenhang deniert, der auf H mit dem oben denierten topologischen
Gauss-Manin-Zusammenhang übereinstimmt.
Als Verallgemeinerung dieser Überlegungen wird in der vorliegenden Arbeit eine holo-
morphe Funktion f : X˜ → C mit einem isolierten kritischen Punkt x ∈ X˜ im stratizier-
ten Sinn mit f(x) = 0 auf einem zweidimensionalen schwach normalen komplexen Raum
X˜ betrachtet. Dieser Raum kann nun zusätzlich nichtisolierte Singularitäten aufweisen.
Ausgangspunkt für die topologische Beschreibung der Monodromie ist das lokal triviale
Faserbündel f ′ : X ′ → S′, welches sich nach Einschränkung von f auf eine geeigne-
te Teilmenge X ′ des Urbildes f−1(S′) einer punktierten Nullumgebung ergibt. Dieses
topologische Faserbündel existiert schon für einen isolierten kritischen Punkt im strati-
zierten Sinn auf einem beliebigen zweidimensionalen komplexen Raum. Damit erhält
man die lokal freie Garbe H = Rpf ′∗CX′ ⊗CS′ OS′ und den topologischen Gauss-Manin-
Zusammenhang.
Für die analytische Beschreibung der Monodromie werden charakteristische Eigenschaf-
ten zweidimensionaler schwach normaler komplexer Räume hergeleitet und verwendet.
Geht man von einem beliebigen zweidimensionalen komplexen Raum aus, so erhält man
seine schwache Normalisierung durch Erweiterung der Strukturgarbe um die schwach
holomorphen stetigen Funktionen. Insbesondere bleibt hierbei die topologische Struktur
erhalten. Will man die Topologie eines isolierten kritischen Punktes einer holomorphen
Funktion auf einem beliebigen komplexen Raum beschreiben, kann somit der induzierte
kritische Punkt auf der schwachen Normalisierung betrachtet werden.
Die Riemannschen Hebbarkeitssätze gelten auf komplexen Räumen im Allgemeinen
nicht. Schwach normale Räume zeichnen sich jedoch gerade dadurch aus, dass auf ihnen
der Riemannsche Hebbarkeitssatz in der schwachen Version gilt: Jede stetige Funktion,
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die auÿerhalb einer dünnen analytischen Teilmenge holomorph ist, besitzt eine holomor-
phe Fortsetzung auf den ganzen Raum.
Prototypen für reduzierte eindimensionale schwach normale Räume sind Koordinaten-
kreuze, also die Mengen Yr = {(z1, . . . , zr) ∈ C
r| ∃i ∈ {1, . . . , r} : zj = 0 ∀j 6= i}, r ∈ N.
Ein reduzierter zweidimensionaler schwach normaler komplexer Raum X˜ lässt sich nun
mittels dieser Koordinatenkreuze lokal beschreiben: Bis auf isolierte Punkte ist (X˜, y) für
ein r ∈ N0 isomorph zu (C× Yr, 0), vgl. Satz 2.2.1. Bemerkenswert ist, dass das r allein
durch die Topologie des Raumkeimes X˜y bestimmt ist und damit schon die analytische
Struktur festlegt.
Wir erhalten zudem eine kanonische Whitney-Stratizierung, eine geeignete Zerlegung
in glatte Mannigfaltigkeiten, von X˜. Eine holomorphe Funktion auf X˜ entspricht dann
in den nichtkritischen Punkten in geeigneten lokalen Koordinaten gerade der Projekti-
on C × Yr → C auf die erste Komponente für ein r ∈ N0, siehe Satz 2.3.1. Die lokale
analytische Gestalt dieser Abbildung in den nichtkritischen Punkten wird also ebenfalls
allein durch die topologische Gröÿe r festgelegt.
Diese explizite Kenntnis über die lokale Gestalt von X˜ und f ermöglicht es, die holomor-
phen Dierentialformen Ωp
X˜,y
, p ∈ N, y ∈ X˜, bis auf die durch die nulldimensionalen
Strata gegebenen Punkte zu beschreiben (Sätze 3.2.1, 3.2.2 und 3.2.3). Schlieÿlich kann
das relative Poincaré-Lemma in den nichtkritischen Punkten nachgerechnet werden (Satz
3.3.2). Damit kann die Garbe H mittels de Rham-Kohomologie beschrieben und fort-
gesetzt werden.
Als Hilfsmittel für den weiteren Kohärenzbeweis der fortgesetzten Garbe H (X/S), der
ähnlich wie bei [Bri70] geführt wird, werden die Fasern von f durch eine Linearform ab-
geschnitten und anschlieÿend durch Einkleben von Kreisscheiben kompaktiziert. Eine
geeignete Einschränkung f |X : X → S kann somit als Einschränkung einer eigentlichen
Funktion f¯ : Y → S aufgefasst werden, die zudem so konstruiert wird, dass f¯ |Y \X¯ ein
lokal triviales dierenzierbares Faserbündel ist, vgl. Satz 4.1.1. Auch dieser Satz bleibt
unter der allgemeineren Voraussetzung einer Funktion auf einem beliebigen zweidimen-
sionalen Whitney-stratizierten Raum gültig.
Abschlieÿend wird unter Verwendung der expliziten Darstellungen der Dierentialfor-
men der topologisch denierte Gauss-Manin-Zusammenhang auf analytischem Weg als
verbindender Homomorphismus beschrieben und zu einem singulären Zusammenhang
fortgesetzt.
Im ersten Kapitel werden die Grundlagen für die folgenden Überlegungen eingeführt.
Dazu zählen die Denition (schwach) normaler und stratizierter komplexer Räume
xii Einleitung
mit wichtigen Eigenschaften sowie einige Tatsachen aus der Garbenkohomologie und als
Verallgemeinerung der Hyperkohomologie. Den Abschluss bildet ein Teilkapitel über Dif-
ferentialformen auf komplexen Räumen, das (relative) Poincaré-Lemma und die daraus
folgende (relative) de Rham-Kohomologie.
Die Untersuchung zweidimensionaler schwach normaler komplexer Räume ist Gegen-
stand des zweiten Kapitels. Die schwache Normalität von Koordinatenkreuzen wird
bewiesen und darauf aufbauend werden schwach normale zweidimensionale komplexe
Räume sowie Abbildungen darauf lokal beschrieben.
Das dritte Kapitel widmet sich der expliziten Beschreibung der Dierentialformen auf
zweidimensionalen schwach normalen komplexen Räumen. Hieraus wird das relative
Poincaré-Lemma für die nichtkritischen Punkte einer Abbildung auf einem solchen Raum
abgeleitet.
Im vierten Kapitel wird die Monodromie für eine holomorphe Funktion f : X˜ → C
auf einem schwach normalen zweidimensionalen Raum X˜ mit topologischen und ana-
lytischen Methoden untersucht. Die Garbe H wird durch das topologische Faserbün-
del f ′ deniert, analytisch beschrieben und fortgesetzt. Die Kohärenz der Fortsetzung
wird nachgewiesen. Der zuvor topologisch denierte Gauss-Manin-Zusammenhang wird
ebenfalls analytisch beschrieben und fortgesetzt. Die Meromorphie der Fortsetzung wird
gezeigt und bildet den Abschluss der vorliegenden Arbeit.
1 Grundlagen
1.1 Normale und schwach normale komplexe Räume
Ein komplexer Raum (X,OX) ist ein geringter Hausdorraum, der lokal der Nullstellen-
menge -als C-geringter Raum- endlich vieler holomorpher Funktionen auf einem Gebiet
G ⊂ Cn entspricht. Lokal ist (X,OX)damit isomorph zu (Y, (OG|Y/I )), wobei I eine
Idealgarbe von endlichem Typ in OG und Y := supp(OG/I ) = {z ∈ G : Iz 6= Oz} das
Nullstellengebilde von I ist, welches auch mit N(I ) bezeichnet wird. Wir wollen im
Folgenden nur reduzierte komplexe Räume betrachten, d.h. Räume, in denen jeder Halm
OX,x, x ∈ X, der Strukturgarbe OX reduziert ist, also keine von Null verschiedenen nil-
potenten Elemente enthält. Ein Punkt x ∈ X eines komplexen Raumes heiÿt singulär,
wenn keine Umgebung von x komplexe Mannigfaltigkeit ist. Die Menge der singulären
Punkte wird mit S(X) bezeichnet. Für die Garbe der holomorphen Funktionskeime auf
X = Cn schreiben wir On statt OCn .
Auf komplexen Räumen gilt der Riemannsche Hebbarkeitssatz im Allgemeinen nicht.
Dieser besagt, dass jede Funktion, die auÿerhalb einer dünnen analytischen Teilmenge
holomorph und in einer Umgebung dieser beschränkt ist, schon Einschränkung einer
holomorphen Funktion auf dem ganzen Raum X ist. In der abgeschwächten Version
wird zusätzlich die Stetigkeit der Funktion auf ganz X vorausgesetzt. Die Frage, wann
diese Sätze gelten, führt zu normalen bzw. schwach normalen Räumen, die in diesem
Kapitel deniert und mit grundlegenden Eigenschaften vorgestellt werden sollen (vgl.
dazu [KK83, 71 und 72]).
Denition 1.1.1. (Schwach holomorphe Funktionen)
Sei X ein reduzierter komplexer Raum. Eine schwach holomorphe Funktion auf einer
oenen Menge U ⊂ X ist eine holomorphe Funktion f : U \ A→ C, wobei A ⊂ U eine
dünne analytische Menge ist und die Funktion f längs A lokal beschränkt ist.
Damit kann der OX(U)-Modul OˆX(U) der schwach holomorphen Funktionen auf U de-
niert werden und schlieÿlich auch die Garbe OˆX der schwach holomorphen Funktionen.
Denition 1.1.2. (Normale Räume)
Ein reduzierter komplexer Raum X heiÿt normal in a ∈ X, wenn OˆX,a ∼= OX,a gilt. Ein
Raum X heiÿt normal, wenn er in jedem Punkt a ∈ X normal ist.
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Bemerkung 1.1.3. ([KK83, 71.1])
(a) OˆX,a
∼= OX,a gilt genau dann, wenn OX,a ein normaler Ring ist.
(b) Ein Raum ist genau dann normal, wenn der Riemannsche Hebbarkeitssatz (in der
starken Version) gilt.
Denition 1.1.4. (Normalisierung)
Eine endliche holomorphe Abbildung pi : Xˆ → X heiÿt Normalisierung von X, falls
(i) Xˆ normal ist und
(ii) es eine dünne analytische Teilmenge A ⊂ X mit folgenden Eigenschaften gibt:
• pi−1(A) ist dünn in Xˆ und
• pi : Xˆ \ pi−1(A)→ X \A ist biholomorph.
Äquivalent zu (ii) ist die Bedingung OˆX
∼= pi(OXˆ).
Satz 1.1.5. (Normalisierungstheorem, [KK83, 71.4])
Jeder reduzierte komplexe Raum besitzt eine (bis auf Isomorphie eindeutige) Normalisie-
rung. OˆX ist ein kohärenter OX-Modul und das analytische Spektrum specan OˆX → OX
ist die Normalisierung.
Die Singularitätenmenge eines normalen Raumes hat mindestens Kodimension 2. Es gilt
folgender
Satz 1.1.6. ([KK83, 74.3])
Sei Xa ein normaler komplexer Raumkeim. Dann gilt für die Kodimension der Singula-
ritätenmenge
codimXa S(Xa) ≥ 2.
Während die topologische Struktur des komplexen RaumesX durch eine Normalisierung
evtl. verändert wird, bleibt sie bei der sogenannten schwachen Normalisierung erhalten.
Ein Raum ist schwach normal, wenn der schwache Riemannsche Hebbarkeitssatz gilt,
d.h. es ergibt sich folgende
Denition 1.1.7. (Schwach normaler Raum)
Ein reduzierter komplexer Raum X heiÿt schwach normal in a ∈ X, wenn CX,a∩ OˆX,a =
OX,a gilt und schwach normal, wenn er in jedem Punkt a ∈ X schwach normal ist.
Zu einem reduzierten komplexen Raum (X,OX ) kann der geringte Raum X˜ := (X, OˆX∩
CX) gebildet werden. Dass dies einen komplexen Raum deniert, der dann natürlich
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schwach normal ist, ist die Aussage des folgenden Satzes. Wir erhalten also einen Mor-
phismus X˜ → X, die schwache Normalisierung von X, welcher als Morphismus von
topologischen Räumen die Identität beschreibt.
Für die explizite Beschreibung schwach normaler zweidimensionaler komplexer Räume
im 2. Kapitel werden einige Aussagen aus dem Beweis benötigt, weshalb er an dieser
Stelle ebenfalls aufgeführt wird.
Satz 1.1.8. (Schwache Normalisierung, [KK83, 72.3])
Sei X = (X,OX ) ein reduzierter komplexer Raum. Dann ist X˜ = (X, OˆX ∩ CX) ein
schwach normaler komplexer Raum.
Beweis. Um diesen Satz zu beweisen, wird gezeigt, dass X˜ dem Quotientenraum Xˆ/Rpi
entspricht, wobei pi : Xˆ → X die Normalisierung von X ist und Rpi die durch x ∼ y :⇔
pi(x) = pi(y) denierte Äquivalenzrelation.
Für den Beweis werden zunächst einige Denitionen benötigt.
Denition 1.1.9. (Quotientenraum)
Sei (T,A ) ein geringter Raum, R ⊂ T × T eine Äquivalenzrelation auf T .
pij : (R,CR) // (T × T,CT×T )
prj
// (T,CT )
Red // (T,A ) , j = 1, 2
seien die kanonischen Projektionen. Dann wird
(T,A )/R := (T¯ , A¯ ) := coker
pi1 //
pi2
//
deniert.
Mit Red wird hierbei die allgemeine Reduktionsabbildung der Garbe lokaler Algebren
A in die Garbe der stetigen Funktionen C bezeichnet, welche im Fall der reduzierten
Räume der Inklusion entspricht.
Es sei kurz an die Denition des Kokerns eines Morphismenpaares erinnert.
Denition 1.1.10. (Kokern eines Morphismenpaares)
Sei K eine Kategorie, f, g : S → T ein Paar von Morphismen. Ein Morphismus p :
T → T¯ heiÿt Kokern von f und g in K , falls
(a) p ◦ f = p ◦ g gilt und
(b) zu jedem Morphismus h in K mit h◦f = h◦g genau ein Morphismus h′ existiert,
derart dass
S
f
//
g
// T
p
//
h

T¯
h′




Z
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kommutiert.
Wenn der Kokern eines Morphismenpaares existiert, so ist er bis auf (kanonische) Iso-
morphie eindeutig. Zu einem Morphismenpaar von Mengen oder topologischen Räumen
existiert immer ein Kokern, T¯ ist gegeben durch T/(f(s)∼g(s)).
Auch in der Kategorie der geringten Räume existieren immer Kokerne. Hier muss zu-
sätzlich die Strukturgarbe A¯ von T¯ deniert werden. Sei also f, g : (S,AS) → (T,AT )
ein Paar von Morphismen geringter Räume und p : T → T¯ der topologische Kokern von
f und g, aufgefasst als Morphismen topologischer Räume. Die Strukturgarbe A¯ ist für
einen reduzierten geringten Raum (T,AT ) durch
A¯ (V¯ ) = {ϕ : V¯ → C : ϕ ◦ p ∈ AT (p
−1(V¯ ))} (1.1)
gegeben. Mit dieser Denition ist (T¯ , A¯ ) dann wiederum ein geringter Raum.
Fasst man einen komplexen Raum als geringten Raum auf und bildet wie oben den
Kokern, so ist dieser nicht notwendigerweise ein komplexer Raum, da Quotientenräume
im Allgemeinen keine komplexen Räume sind.
Bemerkung 1.1.11. ([KK83, 49A.15])
Sei R eine endliche Äquivalenzrelation auf dem komplexen Raum X. Dann gilt
X¯ = X/R ist komplexer Raum ⇔ X¯ ist lokal OX¯ − separabel.
Da diese Bedingungen aber in unserem Fall erfüllt sind -Rpi ist endlich und X ist holo-
morph separabel- wird durch Xˆ/Rpi ein komplexer Raum deniert, der als topologischer
Raum mit X bzw. X˜ übereinstimmt.
Die Strukturgarbe OXˆ/Rpi
ist nun wie folgt durch die Äquivalenzrelation Rpi gegeben:
Für eine oene Menge U ⊂ X erhält man mit Gleichung (1.1)
OXˆ/Rpi
(U) ∼= {f ∈ OXˆ(pi
−1(U)), f ist Rpi − invariant}. (1.2)
Andererseits sind die holomorphen Funktionen auf X˜ für eine oene Menge U ⊂ X˜
durch
OX˜(U)
∼= OˆX(U)︸ ︷︷ ︸
∼=OXˆ(pi
−1(U))
∩ CX(U) (1.3)
deniert. Eine Funktion f ∈ OXˆ(pi
−1(U)) repräsentiert also genau dann einen Keim
in der Strukturgarbe OX˜(U), wenn sie Rpi-invariant ist. Damit stimmen die komplexen
Räume X˜ und Xˆ/Rpi überein.
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Im Fall eines lokal irreduziblen Raumes stimmen Normalisierung und schwache Norma-
lisierung überein, wie der folgende Satz zeigt.
Satz 1.1.12. ([KK83, 71.9])
Für einen Punkt a ∈ X sind äquivalent:
(a) Jede schwach holomorphe Funktion, repräsentiert durch einen Keim f ∈ Oˆa, ist
stetig in a, d.h. Oˆa ⊂ Ca.
(b) Xa ist irreduzibel.
Insbesondere ist die Normalisierungsabbildung pi in diesem Fall ein Homöomorphismus.
1.2 Stratizierte Räume
Untersucht man komplexe Räume, so kann es sinnvoll sein, diese auf geeignete Weise
in Mannigfaltigkeiten zu zerlegen. Eine übersichtliche und anschauliche Einführung in
die Theorie der stratizierten Räume ndet sich in [GM88, I,1]. Wir benötigen nur die
Denitionen sowie das Thomsche Isotopielemma, welche hier eingeführt werden sollen.
Denition 1.2.1. (S -Zerlegung)
Sei S eine partiell geordnete Menge. Eine S -Zerlegung eines topologischen Raumes Z
ist eine lokal endliche Familie disjunkter lokal abgeschlossener Teilmengen Si ⊂ Z, i ∈
S , derart dass
(i)
⋃
i∈S
Si = Z und
(ii) Si ∩ S¯j 6= ∅ ⇔ Si ⊂ S¯j ⇔ i = j oder i < j.
Denition 1.2.2. (Whitney-Stratizierung)
Sei Z eine abgeschlossene Teilmenge einer glatten Mannigfaltigkeit M und
Z =
⋃
i∈S
Si
eine S -Zerlegung von Z. Diese Zerlegung heiÿt Whitney-Stratizierung, falls jedes Si
eine lokal abgeschlossene glatte Untermannigfaltigkeit von M ist und die beiden Whitney-
Bedingungen für jedes Paar Sα < Sβ erfüllt sind.
Sei (xi)i∈N eine Folge von Punkten aus Sβ, die gegen einen Grenzwert y ∈ Sα kon-
vergiert, (yi) eine Folge aus Sα, die ebenfalls gegen y konvergiert. Des Weiteren sollen
die Sekanten li = xiyi gegen eine Grenzgerade l konvergieren und die Tangentenebenen
TxiSβ gegen eine Grenzebene τ . Dann verlangen die Whitney-Bedingungen:
(a) TySα ⊂ τ
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(b) l ⊂ τ .
Bemerkung 1.2.3. Aus (b) folgt (a).
Anschaulich gewährleisten die Whitney-Bedingungen, dass die Topologie der Singulari-
täten des Raumes entlang eines Stratums lokal konstant ist.
Bemerkung 1.2.4. Die Denitionen 1.2.1 und 1.2.2 werden zunächst im reellen Zu-
sammenhang für die Situation eines eingebetteten Raumes aufgestellt.
Im komplex analytischen Kontext fordern wir, dass jedes Stratum Si eine komplexe Man-
nigfaltigkeit ist. Man kann mit dem Fortsetzungssatz von Remmert und Stein, vgl. [GR84,
Chapter 9, 4.2] zeigen, dass dann der Abschluss jedes Stratums wiederum komplex ana-
lytisch ist.
Da wir an der lokalen Beschreibung eines reduzierten komplexen Raumes interessiert
sind, ist es ausreichend, die eingebettete Situation zu betrachten.
Denition 1.2.5. (Kritischer Punkt)
Sei Z Teilmenge einer glatten Mannigfaltigkeit M mit einer gegebenen Whitney-Strati-
zierung. Durch f : Z → R, (bzw. f : Z → C) sei eine Funktion gegeben, die sich als
Einschränkung einer dierenzierbaren Funktion f˜ : M → R (bzw. f˜ : M → C) ergibt.
Nun heiÿt z ∈ Z kritischer Punkt von f, falls df˜ |Tp S(z) = 0, wobei S ⊂ Z das Stratum
ist, welches p enthält. Das Element v = f(z) heiÿt dann kritischer Wert.
Ein z ∈ Z heiÿt isolierter kritischer Punkt, wenn es eine Umgebung U von z in Z gibt,
derart dass f |U keine weiteren kritischen Punkte besitzt. Der zugehörige Wert v = f(z)
heiÿt dann isoliert, wenn es eine Umgebung W von v gibt, derart dass f auf f−1(W )
keine weiteren kritischen Punkte enthält.
Bemerkung 1.2.6. Insbesondere sind die 0-dimensionalen Strata nach dieser Denition
kritische Punkte jeder Funktion f , die auf dem stratizierten Raum deniert ist.
Denition 1.2.7. (Stratizierte Submersion)
Sei Z eine Whitney-stratizierte Teilmenge einer glatten Mannigfaltigkeit M und f :
M → N eine C∞-Abbildung, d.h. beliebig oft reell dierenzierbar. Die Einschränkung
f |Z heiÿt (eigentliche) stratizierte Submersion, falls
(a) f |Z eigentlich ist und
(b) für jedes Stratum S von Z die eingeschränkte Abbildung f |S submersiv ist.
Satz 1.2.8. (1. Thomsches Isotopielemma)
Sei f : Z → Rn eine eigentliche stratizierte Submersion. Dann gibt es einen stratum-
erhaltenden Homöomorphismus
h : Z → Rn × (f−1(0) ∩ Z),
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der auf jedem Stratum glatt ist und mit der Projektion nach R
n
kommutiert. Insbesondere
sind die Fasern von f |Z homöomorph durch einen stratumerhaltenden Homöomorphis-
mus.
1.3 Bildgarben
An dieser Stelle werden nun kurz die wichtigsten Denitionen und Sätze aus dem Bereich
der Garbenkohomologie, die in den folgenden Kapiteln benötigt werden, zusammenge-
stellt.
Sei f : X → Y eine stetige Abbildung von topologischen Räumen.
Denition 1.3.1.
(i) Sei S eine Garbe auf X. Durch
U 7→ f∗S (U) := S (f
−1(U)), U ⊂ Y oen,
wird eine Garbe f∗S auf Y deniert.
(ii) Seien X und Y zusätzlich lokal kompakt. Dann wird durch
U 7→ f!S (U) := {s ∈ S (f
−1(U)) : f : |s| → U eigentlich } , U ⊂ Y oen,
wobei |s| den Träger von s bezeichne, eine Untergarbe von f∗S deniert, das direkte
Bild mit kompaktem Träger.
(iii) Sei G eine Garbe auf Y . Dann wird die zu der Prägarbe
V 7→ lim
−→
f−1(U)⊃V
G (U), V ⊂ X oen,
assoziierte Garbe f−1G als topologische Urbildgarbe bezeichnet.
Bemerkung 1.3.2. Die Funktoren f∗ und f! sind Verallgemeinerungen der Schnitt-
funktoren Γ und Γc und als solche linksexakt. Für den Spezialfall a : X → {pt} gilt
ΓS = a∗S und ΓcS = a!S .
Bemerkung 1.3.3. Es gilt (f−1G )x = Gf(x) und damit deniert f
−1
einen exakten
Funktor. Für a : X → {pt} und einen R-ModulM bezeichnet MX = a
−1M die konstante
Garbe.
Da die Kategorie der Garben auf X genügend viele Injektive besitzt, existieren die
Rechtsableitungen der linksexakten Funktoren f∗, f! ,Γ und Γc.
Durch Hp(X,S ) := RpΓS für p ∈ N wird die Kohomologie mit Werten in S de-
niert, durch Hpc (X,S ) := RpΓcS die Kohomologie mit kompaktem Träger; R
pf∗S
und Rpf!S werden als höhere Bildgarben bezeichnet.
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Seien nun eine stetige Abbildung f : X → Y , eine Garbe von Ringen R auf Y und
Garben F und G von R- bzw. f−1R-Moduln gegeben. Dann gibt es für p ∈ N kanonische
Homomorphismen (vgl. [KS90, 2.6.6])
(Rpf!G )⊗R F −→ R
pf!
(
G ⊗f−1R f
−1
F
)
. (1.4)
Dass diese Homomorphismen in bestimmten Fällen Isomorphismen sind, ergibt sich aus
den folgenden beiden Sätzen.
Satz 1.3.4. (Basiswechseltheorem, vgl. [KS90, 2.6.7])
Sei das kommutative Diagramm
X ×S S
′ = X ′
g′
//
f ′

X
f

S′ g
// S
gegeben. Für eine Garbe G (abelscher Gruppen) auf X gibt es dann für jedes p ≥ 0 einen
Isomorphismus
g−1(Rpf!G ) ∼= R
pf ′! (g
′−1
G ).
Korollar 1.3.5. Für jedes t ∈ S gilt (Rpf!G )t ∼= H
p
c (Xt,G ), wobei Xt = f
−1(t) ist.
Beweis. Dies ist lediglich der Spezialfall S′ = {t}, g : {t} ↪→ S.
Satz 1.3.6. (Universelles Koeziententheorem, vgl. [Bre97, S. 109, 15.3])
Sei X ein lokalkompakter Hausdorraum, G ein RX-Modul und F ein Modul über dem
Hauptidealring R mit G ∗R F = 0. Dann existiert eine natürliche exakte Sequenz
0→ Hpc (X,G )⊗R F → H
p
c (X,G ⊗RX FX)→ H
p+1
c (X,G ) ∗R F → 0, (1.5)
wobei mit ∗ das Torsionsprodukt bezeichnet wird.
Korollar 1.3.7. Sei R ein Ring und F ein acher R-Modul. G sei eine Garbe von
RX-Moduln. Dann gibt es einen natürlichen Isomorphismus
Hpc (X,G )⊗R F
∼= Hpc (X,G ⊗RX FX).
Korollar 1.3.8. Sei f : X → Y eine stetige Abbildung, R eine Garbe von Ringen auf
Y , F und G seien Garben von R- bzw. f−1R-Moduln. Ist F ach über R, so ist (1.4)
für jedes p ∈ N ein Isomorphismus. Insbesondere gilt für jede Garbe F von C-Moduln
Rpf! CX ⊗ CY F
∼= Rpf!(f
−1
F ).
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Beweis. Der Homomorphismus
Rpf!G ⊗R F −→ R
pf!
(
G ⊗f−1R f
−1
F
)
induziert Homomorphismen auf den Halmen, die sich nach Korollar 1.3.5 mit den Koho-
mologiegruppen mit kompaktem Träger identizieren lassen. Wir erhalten also Homo-
morphismen
Hpc (Xy,G )⊗Ry Fy → H
p
c (Xy, (G ⊗f−1R f
−1
F )|Xy ) = H
p
c (Xy,G ⊗Ry Fy)
für y ∈ Y und Xy = f
−1(y). Korollar 1.3.7 liefert nun die gesuchte Isomorphie.
Insbesondere gilt
Hpc (Xy,C)⊗C Fy
∼= Hpc (Xy,Fy),
da Fy als C-Modul ach ist.
Für den Kohärenzbeweis in Kapitel 4.3 wird die Mayer-Vietoris-Sequenz für höhere
Bildgarben benötigt, eine Verallgemeinerung von [AG62, S. 236].
Satz 1.3.9.
Seien X1 und X2 oene Teilmengen von X mit X1 ∪ X2 = X, X12 := X1 ∩ X2, S
eine Garbe auf X und f : X → Y eine stetige Abbildung. Dann gibt es eine lange exakte
Sequenz der Bildgarben
· · · → Rpf∗(X,S )→ R
pf∗(X1,S |X1)⊕R
pf∗(X2,S |X2)
→ Rpf∗(X12,S |X12)→ . . . . (1.6)
Beweis. Sei
0→ S → C 0 → C 1 → . . .
eine welke Auösung von S .
Da die Garben C p welk sind und durch C p|Xi welke Auösungen von S |Xi für i = 1, 2
gegeben sind, erhält man für jedes p ∈ N und jede oene Teilmenge U ⊂ X kurze exakte
Sequenzen
0→ Γ(f−1(U),C p)
α
−→ Γ(f−1(U) ∩X1,C
p)⊕ Γ(f−1(U) ∩X2,C
p)
β
−→ Γ(f−1(U) ∩X12,C
p)→ 0,
wobei die Abbildungen α und β durch
α(s) := s|X1 ⊕ s|X2
β(s1 ⊕ s2) := s1|X12 − s2|X12
gegeben sind.
Die Injektivität von α folgt aus der Eindeutigkeit der Schnitte von Garben (vgl. [Kul70,
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Satz 4.7]), die Gleichheit von imα und kerβ aus der Existenz von Schnitten bei Garben
(vgl. [Kul70, Satz 4.8]). Die Surjektivität der Beschränkungsabbildungen, also insbeson-
dere die Surjektivität von β, ist gerade die charakteristische Eigenschaft welker Garben.
Damit gibt es jetzt eine kurze exakte Sequenz der Komplexe von Prägarben
0→ Γ(f−1(U),C ·)
α
−→ Γ(f−1(U) ∩X1,C
·)⊕ Γ(f−1(U) ∩X2,C
·)
β
−→ Γ(f−1(U) ∩X12,C
·)→ 0
und damit eine lange exakte Sequenz der Kohomologiegruppen dieser Komplexe von
Prägarben sowie der Komplexe der assoziierten Garben, die per Denition mit den hö-
heren direkten Bildern übereinstimmen. Wir erhalten also die lange exakte Sequenz
(1.6).
1.4 Hyperdirekte Bilder
Ein wichtiges Hilfsmittel wird im Folgenden die Hyperkohomologie der Funktoren f∗
und f!, eine Verallgemeinerung der gewöhnlichen Garbenkohomologie, sein (vgl. hier-
zu z.B. [EGA III, 0, 11.4/12.4]). Betrachtet wird in diesem Fall ein Garbenkomplex
S 1 → S 2 → . . . .
Eine injektive Auösung, genauer eine Cartan-Eilenberg-Auösung, entspricht dann
einem Doppelkomplex I · · zusammen mit einem Augmentationshomomorphismus ε :
S · → I 0,·, so dass die entstehenden Komplexe
0→ S q → I ·,q
sowie die induzierten Komplexe
0→ Zq(S ·) → ′′Z ·,q(I ··), Zq(S ·)=ker dn⊂S n, ′′Z·,q(I ··)=Zq(I p,·)
0→ Bq(S ·) → ′′B·,q(I ··), Bq(S ·)=im dn−1⊂S n, ′′B·,q(I ··)=Bq(I p,·)
0→ Hq(S ·) → ′′H ·,q(I ··), Hq(S ·)=Zq(S ·)/Bq(S ·), ′′H·,q(I ··)=Hq(I p,·)
für alle q ∈ N injektive Auösungen sind. Damit kann nun die Hyperkohomologie von
Γ, Γc, f∗ und f! deniert werden.
Denition 1.4.1. (Hyperkohomologie)
Sei S · ein Komplex von Garben auf einem topologischen Raum X, I ·· eine Cartan-
Eilenberg-Auösung. Die Hyperkohomologie eines linksexakten Funktors F ist deniert
als Kohomologie des Totalkomplexes von FI ··, d.h.
R
pF (S ·) = Hp(Tot(FI ··)).
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Denition 1.4.2. (Hyperdirekte Bilder)
Für die Funktoren f∗ und f! erhält man das hyperdirekte Bild R
pf∗(S
·) des Garben-
komplexes S · bzw. das hyperdirekte Bild Rpf!(S
·) mit kompaktem Träger.
Die Spezialfälle, also die Hyperkohomologie der Funktoren Γ und Γc, werden mit H
p(X,S ·)
bzw. H
p
c(X,S ·) bezeichnet und Hyperkohomologie von S · bzw. Hyperkohomologie mit
kompaktem Träger von S · genannt.
Bemerkung 1.4.3. In der Situation von oben haben wir zwei Spektralsequenzen
′Ep,q2 = (R
pF )(H q(S ·)) =⇒ ′Ep+q = Rp+qF (S ·),
′′Ep,q2 = H
p((RqF )(S ·)) =⇒ ′′Ep+q = Rp+qF (S ·).
1.5 Das Lemma von Poincaré und die de
Rham-Kohomologie
Zum Abschluss dieses Kapitels wird noch eine Anwendung der obigen Theorie betrach-
tet, die die Grundlage der folgenden Kapitel bildet.
Für komplexe Mannigfaltigkeiten gilt das Lemma von Poincaré, d.h. der folgende
Satz 1.5.1. (Lemma von Poincaré für holomorphe Dierentialformen, vgl.
[KK83, 58.1])
Der Komplex der holomorphen Dierentialformen Ω·M auf einer n-dimensionalen Man-
nigfaltigkeit M bildet eine Auösung der konstanten Garbe CM auf M . Die Sequenz
0→ CM → OM → Ω
1
M → · · · → Ω
n
M → 0 (1.7)
ist also exakt.
Um den obigen Satz auf spezielle komplexe Räume verallgemeinern zu können, muss
zunächst deniert werden, was unter einer Dierentialform auf einem (reduzierten) kom-
plexen Raum zu verstehen ist.
Denition 1.5.2. (Holomorphe Dierentialformen auf analytischen Mengen)
Sei A analytische Teilmenge eines Gebietes G in Cn, I das zugehörige Nullstellenideal.
Dann heiÿt der kohärente OA-Modul
ΩpA := Ω
p
G
/
(Ωp−1G ∧ dI + IΩ
p
G)
Garbe der Keime holomorpher Dierentialformen vom Grad p auf A.
Diese Denition ist unabhängig von der Einbettung ([GK64, Satz 1.2]) und somit kön-
nen auf diesem Wege holomorphe Dierentialformen auf komplexen Räumen deniert
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werden. In den nichtkritischen Punkten entspricht diese Denition der von Keimen von
Dierentialformen auf Mannigfaltigkeiten.
Wir erhalten zudem eine wohldenierte Ableitung dp : ΩpA → Ω
p+1
A , die ebenfalls un-
abhängig von der Einbettung ist und somit gibt es für jeden komplexen Raum X und
x ∈ X eine Sequenz
0→ C → OX,x → Ω
1
X,x → · · · → Ω
n
X,x → 0,
wobei n die Einbettungsdimension von X in x ist.
Für einen beliebigen komplexen Raum ist diese Sequenz im Allgemeinen nicht mehr
exakt, Gegenbeispiele sind in [Rei67, 3] zu nden. Hinreichend für die Exaktheit ist
die Bedingung der holomorphen Kontrahierbarkeit. Sie besagt, dass zu jedem Punkt
x eines komplexen Raumes X und jeder genügend kleinen Umgebung U ⊂ X von x
Umgebungen V von x in U und S von [0, 1] in C sowie eine holomorphe Abbildung
ϕ : S × V → U, (λ, v) 7→ ϕλ(v) mit ϕ0(V ) = {x} und ϕ1 = idV existieren ([Rei67]).
In diesem Fall kann die Kohomologie von X mit Werten in C mittels de Rham-Kohomo-
logie berechnet werden, wie man leicht mit Hilfe der entsprechenden Spektralsequenzen
erkennt.
Gilt das Poincaré-Lemma, so ist die Inklusion des trivialen Komplexes C
·
, der nur an
der ersten Stelle von Null verschieden ist, in den Dierentialformenkomplex Ω·X ein
Quasiisomorphismus. Deshalb stimmen dann die Hyperkohomologien
H(X,C·) = H(X,Ω·X)
überein.
Wir haben für Ω·X die Spektralsequenzen
′Epq2 = H
p(X,H q(Ω·X)) ⇒ H
p+q(X,Ω·X),
′′Epq2 = H
p (Hq (X,Ω·X)) ⇒ H
p+q(X,Ω·X)
und analog für den trivialen Komplex C
·
. Für die erste Spektralsequenz gilt hier
′Epq2 =
{
Hp(X,C) für q = 0
0 sonst
und damit Hp(X,C) = Hp(X,C·). Die Kohomologie mit komplexen Koezienten lässt
sich also durch die de Rham-Kohomologie H(X,Ω·) ausdrücken.
Zusätzlich gilt für steinsche Räume Hq(X,Ω·X) = 0 ∀q ≥ 1, da die OX-Moduln Ω
p
X
kohärent sind. Damit folgt für die zweite Spektralsequenz
′′Epq2 =
{
Hp(Γ(X,Ω·X)) für q = 0
0 sonst
,
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also Hp(Γ(X,Ω·X )) = H
p(X,Ω·X). Insgesamt haben wir folgenden Satz bewiesen:
Satz 1.5.3. (Satz von de Rham)
Sei X ein komplexer Raum, der das Poincaré-Lemma erfüllt. Dann kann die Kohomo-
logie mit Koezienten in X mittels de Rham-Kohomologie berechnet werden. Es gilt
Hp(X,C) = Hp(X,Ω·X).
Ist X steinsch, so gilt zudem
Hp(X,C) = Hp(Γ(X,Ω·X)).
Als Verallgemeinerung dieses Ansatzes können nun relative Dierentialformen betrach-
tet werden. Sei f : X → S eine holomorphe Abbildung von komplexen Räumen. Die
relativen Dierentialformen werden wie folgt deniert (vgl. [EGA IV, 16.6]):
Denition 1.5.4. (Komplex der relativen Dierentialformen)
Für eine holomorphe Abbildung f : X → S wird durch Ω·X/S = {Ω
p
X/S , d
p} mit
ΩpX/S := Ω
p
X/(df ∧Ω
p−1
X )
der Komplex der relativen Dierentialformen deniert.
Ω·X/S ist ein Komplex von f
−1OS-Moduln. Analog zum Poincaré-Lemma kann nun die
Frage nach der Exaktheit der Sequenz
0→ f−1OS → OX → Ω
1
X/S → . . . (1.8)
gestellt werden.
In [Bri70, 1.1] wird der folgende Hilfssatz für Abbildungen auf glatten Mannigfaltigkeiten
gezeigt.
Lemma 1.5.5. (Relatives Poincaré-Lemma)
Sei f : X → S eine glatte holomorphe Abbildung von komplexen Mannigfaltigkeiten, d.h.
eine holomorphe Abbildung, die keine kritischen Punkte besitzt. Dann ist der Komplex
0 −→ f−1OS −→ OX −→ Ω
1
X/S −→ . . .
exakt. Der Komplex der relativen Dierentialformen Ω·X/S ist also eine Auösung der
Garbe f−1OS.
Deligne zeigt in [Del70, I, 2.23] die Gültigkeit des relativen Poincaré-Lemmas für den
allgemeineren Fall einer lokal-trivialen Abbildung von singulären komplexen Räumen,
deren Fasern glatt sind.
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Wir können die Hyperkohomologie des Funktors f∗ betrachten und erhalten für Ω
·
X/S
die Spektralsequenzen
′Epq2 = R
pf∗(H
q(Ω·X)) ⇒ Rf
p+q
∗ (X,Ω
·
X),
′′Epq2 = H
p(Rqf∗Ω
·
X)) ⇒ Rf
p+q
∗ (X,Ω
·
X).
Aus Lemma 1.5.5 folgt, dass f−1(OS)
· → Ω·X/S ein Quasiisomorphismus ist und somit
die Hyperkohomologien übereinstimmen. Es gilt also Rpf∗(f
−1(OS)) ∼= R
pf∗Ω
·
X/S . Die
hyperdirekten Bilder R
qf∗Ω
p
X/S sind dabei OS-Moduln und werden als relative de Rham-
Kohomologie von X modulo S bezeichnet.
Es folgt also analog zu Satz 1.5.3 folgender
Satz 1.5.6. Für eine glatte holomorphe Abbildung f : X → S von komplexen Mannig-
faltigkeiten gilt
Rpf∗(f
−1
OS) = R
pf∗(Ω
·
X/S).
Ist f steinsch, so gilt zudem
Rpf∗(f
−1
OS) = H
p(f∗Ω
·
X/S).
Bemerkung 1.5.7. Für f : X → {pt} erhalten wir wiederum den absoluten Fall.
In den folgenden Kapiteln wird nun unter anderem das relative Poincaré-Lemma für
eine holomorphe Abbildung f : X˜ → C auf einem schwach normalen zweidimensionalen
komplexen Raum X˜ , die keine kritischen Punkte im stratizierten Sinn besitzt, nach-
gewiesen. Insbesondere können die Fasern von f singulär sein. Dazu wird zunächst die
lokale Gestalt von X˜ beschrieben und nachgewiesen, dass sich f lokal als Projektion auf-
fassen lässt. Anschlieÿend können die Dierentialformen und damit das Poincaré-Lemma
für diesen speziellen Fall explizit nachgerechnet werden.
2 Schwache Normalisierung
zweidimensionaler komplexer Räume
2.1 Schwache Normalität von Koordinatenkreuzen
Zweidimensionale schwach normale Räume können bis auf isolierte Punkte lokal als Pro-
dukt von C mit einem Koordinatenkreuz beschrieben werden. Bevor diese Beschreibung
hergeleitet wird, sollen die Koordinatenkreuze zunächst genau deniert und auf ihre
schwache Normalität untersucht werden.
Denition 2.1.1. (r-dimensionales Koordinatenkreuz)
Unter einem r-dimensionalen Koordinatenkreuz, r ∈ N, wird im Folgenden ein Raum
der Gestalt
Yr := {(z1, . . . , zr) ∈ C
r| ∃i ∈ {1, . . . , r} : zj = 0 ∀j 6= i} ⊂ C
r
verstanden.
Für r = 0 denieren wir Y0 = {0}.
Bemerkung 2.1.2. Es gilt Y1 = C. Für r ≥ 2 wird das zugehörige Nullstellenideal I
von den (r2) Funktionen fij : C
r −→ C, f(z1, . . . , zr) = zi zj , i < j erzeugt, d.h.
Yr = N(〈zi zj , i < j〉). (2.1)
Beweis. Oensichtlich gilt einerseits fij(z1, . . . , zr) = 0 für alle (z1, . . . , zr) ∈ Yr, r ≥ 2.
Andererseits folgt aus fij(z1, . . . , zr) = zi zj = 0 für alle i, j mit i < j, dass ein k ∈
{1, . . . , r} existiert, so dass zi = 0 für alle i 6= k. Es liegt somit (z1, . . . , zr) in Yr.
Für Koordinatenkreuze gilt der folgende
Satz 2.1.3. Die Räume Yr, r ∈ N0 sind schwach normal und für r ≥ 1 gilt
OYr ,0 = CYr,0 ∩ OˆYr ,0
∼=
{
(f1, . . . , fr) ∈ O
r
1,0 : f1(0) = · · · = fr(0)
}
.
16 2 Schwache Normalisierung zweidimensionaler komplexer Räume
Beweis. Für r = 0, 1 ist die schwache Normalität klar. Die Garbe OY1,0 ist die Garbe
der Keime holomorpher Funktionen auf C.
Sei nun r ≥ 2. Mit Bemerkung 2.1.2 ist OYr ,0 = Or,0/I0 und mit
Or,0 =
{
f : f(z1, . . . , zr) =
∞∑
i1,...,ir=0
ai1,...,ir z
i1
1 · . . . · z
ir
r ∈ C{z1, . . . , zr}
}
folgt
OYr ,0
∼=
{
[f ] : f(z1, . . . , zr) = a0,...,0 +
∞∑
i1=1
ai1,0,...,0 z
i1
1 + . . .
+
∞∑
ir=1
a0,...,0,ir z
ir
r ∈ C{z1, . . . , zr}
}
, da zi zj ∼ 0
∼=
{
[f ] : f(z1, . . . , zr) = a0 + f1(z1) + · · · + fr(zr) ,
a0 ∈ C, fi ∈ C{zi}, fi(0) = 0, i = 1 . . . , r
}
.
Jeder Keim [f ] ∈ OYr ,0 hat damit einen Repräsentanten f(z1, . . . , zr) = a0 + f1(z1) +
· · · + fr(zr), welcher durch die Zusatzforderung fi(0) = 0 ∀i eindeutig ist. Damit kann
eine Abbildung
Φ : OYr,0 → (O1,0)
r
f 7→ (a0 + f1, . . . , a0 + fr)
deniert werden. Or1,0 := (O1,0)
r
ist kein lokaler Ring und entspricht in der geometri-
schen Anschauung dem Ring der holomorphen Funktionen auf einer disjunkten Verei-
nigung von r komplexen Ebenen C. Wir haben somit eine Multiplikation (f1, . . . , fr) ·
(g1, . . . , gr) = (f1 g1, . . . , fr gr). Dann deniert Φ einen injektiven Ringhomomorphismus,
denn für f = a0 + f1 + · · ·+ fr und g = b0 + g1 + · · ·+ gr gilt in OYr,0
f · g ∼ a0 b0 + a0 g1 + b0 f1 + f1 g1 + · · ·+ a0 gr + b0 fr + fr gr
und somit Φ(f · g) = Φ(f)Φ(g).
Das Bild imΦ besteht gerade aus den Tupeln (f1, . . . , fr) mit f1(0) = · · · = fr(0). Damit
ist OYr ,0 isomorph zu{
(f1, . . . , fr) ∈ O
r
1,0 : f1(0) = · · · = fr(0)
}
. (2.2)
Um zu zeigen, dass Yr schwach normal ist, muss nun OYr ,0 = CYr,0∩ OˆYr,0 nachgerechnet
werden:
OˆYr,0 beschreibt per Denition die Funktionskeime, deren Repräsentanten in einer punk-
tierten Umgebung von 0 holomorph und beschränkt sind. Sei nun f Repräsentant eines
Keimes aus OˆYr ,0.
2.2 Lokale Gestalt schwach normaler zweidimensionaler Räume 17
Insbesondere ist f also auÿerhalb der 0 holomorph. Damit ist auch f |Xi ,Xi = {0}
i−1 ∪
C∪ {0}r−i, für jedes i ∈ {1, . . . , r} auÿerhalb der Null holomorph und in einer Umgebung
beschränkt und lässt sich nach dem klassischen Riemannschen Hebbarkeitssatz um Null
in eine Potenzreihe entwickeln.
f kann also eindeutig ein Tupel (f1, . . . , fr) ∈ O
r
1,0 zugeordnet werden, d.h. wir haben
einen injektiven Ringhomomorphismus Φ : OˆYr ,0 → O
r
1,0. Da durch
f(z1, . . . , zr) =


f1(z1) z1 6= 0
.
.
.
fr(zr) zr 6= 0
für jedes Tupel (f1, . . . , fr) ∈ O
r
1,0 ein Funktionskeim in OˆYr ,0 deniert wird, welcher
durch Φ wiederum auf (f1, . . . , fr) abgebildet wird, ist Φ surjektiv und somit ein Iso-
morphismus.
Für eine stetige schwach holomorphe Funktion existiert f(0) := lim
z→0
f(z) und somit
lim
z1→0
f1(z1) = . . . = lim
zr→0
fr(zr).
Insbesondere gilt also
OˆYr ,0 ∩ CYr,0
∼=
{
(f1, . . . , fr) ∈ O
r
1,0 : f1(0) = . . . = fr(0)
}
∼= OYr ,0.
Da Yr für r ≥ 2 auÿerhalb der Null glatt ist, gilt hier schon OYr,0 = OˆYr,0 und damit ist
der Satz bewiesen.
2.2 Lokale Gestalt schwach normaler zweidimensionaler
Räume
In diesem Kapitel wird die lokale Gestalt schwach normaler zweidimensionaler komplexer
Räume untersucht.
Satz 2.2.1. Sei X ein (reduzierter) komplexer Raum, x ∈ X ein Punkt, so dass der
Raumkeim von X in x zweidimensional ist. Dann gibt es eine Umgebung U ⊂ X von x
und zu jedem y ∈ U\{x} ein r ∈ N0, derart dass die schwache Normalisierung X˜ von
X in y ∈ X˜ lokal die Gestalt
(X˜, y) ∼= (C× Yr, 0)
hat.
Bemerkung 2.2.2. Für x gilt dieses im Allgemeinen nicht. Lokal haben schwach nor-
male zweidimensionale Räume also nur bis auf isolierte Punkte obige Gestalt.
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Bevor dieser Satz bewiesen wird, werden hier zunächst die Räume C×Yr, r ≥ 2, genauer
untersucht.
Bemerkung 2.2.3. Für r ≥ 2 gilt C × Yr = N(I ) ⊂ C
r+1
, wobei I das von
fij(z0, z1, . . . , zr) = zi zj , i, j ∈ {1, . . . , r}, i < j erzeugte Ideal ist.
Der Beweis ist natürlich äquivalent zu dem von Bemerkung 2.1.2.
Satz 2.2.4. (Beschreibung der holomorphen Funktionen auf C× Yr)
Für r ≥ 2 gilt
OC×Yr ,0 = Or+1,0/I0
∼=
{
(f1, . . . , fr) ∈ O
r
2,0 : f1|C×{0} = · · · = fr|C×{0}
}
.
Beweis. Sei r ≥ 2. Die Potenzreihe
f(z0, . . . , zr) =
∞∑
i0,...,ir=0
ai0,...,irz
i0
0 · · · · · z
ir
r ∈ C{z0, . . . , zr}
repräsentiert einen Keim aus Or+1,0. Wegen zi zj ∼ 0 für alle i, j ∈ {1, . . . , r} mit i 6= j
ist sie in OC×Yr,0 äquivalent zu der Potenzreihe
∞∑
i0=0
ai0,0...,0 z
i0
0 +
∞∑
i0=0
( ∞∑
i1=1
ai0,i1,0,...,0 z
i0
0 z
i1
1 + · · · +
∞∑
ir=1
ai0,0,...,0,ir z
i0
0 z
ir
r
)
= f0(z0) +
r∑
j=1
f0,j(z0, zj)
für f0 =
∞∑
i0=0
ai0,0,...,0 z
i0
0 ∈ C{z0} und f0,j =
∞∑
i0=0
∞∑
ij=1
ai0,0,...,ij ,...,0 z
i0
0 z
ij
j ∈ C{z0, zj}.
Jeder holomorphe Funktionskeim auf C× Yr in Null besitzt also genau einen Repräsen-
tanten der obigen Gestalt. Wir erhalten, wie im Beweis von Satz 2.1.3, einen injektiven
Ringhomomorphismus
Φ : OC×Yr,0 → (O2,0)
r
f 7→ (f0 + f0,1, . . . , f0 + f0,r)
nach (O2,0)
r =: Or2,0, wobei die Addition und Multiplikation zweier Elemente aus O
r
2,0
analog zu Kapitel 2.1 komponentenweise deniert sind.
Das Bild imΦ besteht hier aus den Tupeln (f1, . . . , fr) für die f1(z0, 0) = · · · = fr(z0, 0)
für alle z0 ∈ C gilt und deshalb
OC×Yr ,0
∼=
{
(f1, . . . , fr) ∈ O
r
2,0 : f1|C×{0} = · · · = fr|C×{0}
}
.
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Mit dieser Beschreibung holomorpher Funktionskeime auf C × Yr kann nun Satz 2.2.1
bewiesen werden.
Beweis. Sei X = ∪i∈SSi eine Stratizierung von X, die die Whitney-Bedingungen
erfüllt. Diese existiert immer nach [Whi65]. Die nulldimensionalen Strata entsprechen
damit isolierten Punkten und es kann eine Umgebung U ⊂ X von x so gewählt werden,
dass alle y ∈ U\{x} in einem mindestens eindimensionalen Stratum enthalten sind.
Sei nun zunächst y ∈ U\{x} ein nichtsingulärer Punkt von X. Dann gilt entweder
(X, y) ∼= (X˜, y) ∼= (C, 0) ∼= (C× Y0, 0) oder (X, y) ∼= (X˜, y) ∼= (C
2, 0) = (C× Y1, 0).
Nun sei y ein singulärer Punkt. Damit ist nach den obigen Voraussetzungen y schon in ei-
nem eindimensionalen Stratum enthalten, welches im Abschluss eines zweidimensionalen
Stratums liegt. Der Raumkeim Xy wird in irreduzible zweidimensionale Komponenten
Xy = Xy,1∪. . .∪Xy,r, r ≥ 1, zerlegt. Für r ≥ 2 gibt es Repräsentanten X = X1∪. . .∪Xr,
derart dass der Schnitt S = X1 ∩ . . . ∩Xr eine eindimensionale Mannigfaltigkeit ist.
Sei z1 nun eine lokale Koordinate auf S. Wir betrachten die Normalisierungen pii : Xˆi →
Xi, i = 1, . . . , r, der einzelnen Komponenten und bezeichnen das Urbild pi
−1
i (S) ⊂ Xˆi
mit Si. Die Xˆi sind zweidimensionale normale Räume und somit glatt bis auf isolierte
Singularitäten (vgl. Satz 1.1.6), die Si sind eindimensionale Unterräume und ebenfalls
bis auf eventuelle isolierte Punkte glatt. Damit sind die eingeschränkten Abbildungen
pii|Si : Si → S -wiederum bis auf isolierte Punkte- lokal biholomorph.
Die Umgebung U von x ∈ X und anschlieÿend der Repräsentant X = X1 ∩ · · · ∩Xr des
Raumkeimes Xy können also so klein gewählt werden, dass alle Xˆi und alle Si glatt sind
und jedes pii|Si biholomorph ist.
Dann ist durch zi1 = pi
−1
i (z1) eine komplexe Koordinate auf Si gegeben. Die Abbildung
zi1 kann zu einer Submersion auf ganz Xˆi ausgedehnt werden und somit kann zu einer
Koordinate (zi1, zi2) auf Xˆi erweitert werden, so dass Si = {(zi1, 0)} gilt. Die Raumkeime
der Xˆi über y sind damit isomorph zu (C
2, 0) und die Normalisierung Xˆ entspricht ihrer
disjunkten Vereinigung.
Für r = 1 stimmen Normalisierung und schwache Normalisierung überein und der Satz
ist an dieser Stelle bewiesen.
Für r ≥ 2 erhält man die schwache Normalisierung X˜ nun aus Xˆ durch Äquivalenz-
bildung mittels der pii. Es gilt X˜ ∼= Xˆ/Rpi, wobei Rpi die folgende Äquivalenzrelation
bezeichnet:
si ∈ Si ∼ sj ∈ Sj :⇔ pii(si) = pij(sj).
Unter Verwendung der oben eingeführten Koordinaten sind si = (zi1, 0) und sj = (zj1, 0)
also genau dann äquivalent, wenn zi1 = zj1. Als topologischer Raum ist der Raumkeim
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(X˜, y) damit äquivalent zu(⋃
r
· (C2, 0)
/
∼
)
∼= (C× Yr, 0).
Zur Denition des Quotientenraumes X˜ als komplexen Raum wird nun noch die Struk-
turgarbe OX˜ bestimmt. Die Gleichungen (1.2) und (1.3) aus dem ersten Kapitel besagen,
dass die holomorphen Funktionen f ∈ OX˜(W ) für eine Umgebung W ⊂ X˜ von y den
Funktionen aus OXˆ(pi
−1(W )) ∼= OˆX(W ), die invariant unter der Äquivalenzrelation Rpi
sind, entsprechen.
Die Menge pi−1(W ) ⊂ Xˆ ist disjunkte Vereinigung der Urbilder der pi−1i (W ) ⊂ Xˆi,
d.h. in obigen Koordinaten disjunkte Vereinigung oener Nullumgebungen des C
2
. Ein
Funktionskeim f ∈ OˆX,y entspricht dann einem Tupel (f1, . . . , fr) ∈ O
r
2,0 und die Rpi-
Invarianz ist gleichbedeutend mit der Bedingung f1|C×{0} = · · · = fr|C×{0}.
Es ergibt sich also
OX˜,y
∼=
{
(f1, . . . , fr) ∈ O
r
2,0 : f1|C×{0} = · · · = fr|C×{0}
}
und damit sind (X˜, y) und (C × Yr, 0) als komplexe Raumkeime isomorph.
Korollar 2.2.5. (Kanonische Whitney-Stratizierung)
Jeder schwach normale zweidimensionale komplexe Raum X˜ besitzt eine kanonische
Whitney-Stratizierung. Das zweidimensionale Stratum ist durch
S2 =
{
y ∈ X˜ : (X˜, y) ∼= (C2, 0)
}
gegeben, das eindimensionale durch
S1 =
{
y ∈ X˜ : es gibt ein r ∈ N0 \ {1} : (X˜, y) ∼= (C × Yr, 0)
}
.
Die Punkte y ∈ X˜, die weder in S1 noch in S2 liegen, bilden das nulldimensionale
Stratum S0.
Beweis. Die Punkte aus S0 sind nach dem vorigen Satz 2.2.1 isoliert. Die Whitney-
Bedingungen sind damit nach [Whi65] in den nulldimensionalen Strata und damit ins-
gesamt für die obige Stratizierung erfüllt.
Bemerkung 2.2.6. Satz 2.2.1 sagt aus, dass die analytische Struktur eines zweidimen-
sionalen schwach normalen Raumkeimes bis auf isolierte Punkte allein durch die Anzahl
r der irreduziblen Komponenten des Raumkeimes, also eine topologische Gröÿe, festgelegt
ist.
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2.3 Abbildungen auf zweidimensionalen schwach normalen
Räumen
Ausgangspunkt ist nun eine holomorphe Abbildung von einem zweidimensionalen schwach
normalen Raum X˜ nach C. Durch die lokale Beschreibung von X˜ in den ein- und zwei-
dimensionalen Strata kann f nun auÿerhalb der kritischen Punkte lokal als Projektion
C×Yr → C aufgefasst werden. Damit ist f in den nichtkritischen Punkten schon analy-
tisch lokal trivial und die Fasern sind durch die Anzahl r der irreduziblen Komponenten
des Raumkeimes festgelegt.
Satz 2.3.1. Sei f : X˜ → C eine holomorphe Funktion auf einem schwach normalen
zweidimensionalen komplexen Raum X˜. Der Punkt x ∈ X˜ sei nicht kritisch im strati-
zierten Sinn. Dann gibt es ein r ∈ N0 und eine Umgebung V ⊂ X˜ von x sowie eine
biholomorphe Abbildung ϕ : U → V auf einer oenen Umgebung U von 0 ∈ C × Yr, so
dass
f ◦ ϕ : U → C, (z0, z1, . . . , zr) 7→ z0
die Projektion auf die erste Komponente ist.
Beweis. Da x kein kritischer Punkt von f ist, ist er in einem mindestens eindimensio-
nalen Stratum enthalten. Für den Fall, dass (X˜, x) ∼= (C2, 0) oder (X˜, x) ∼= (C, 0) gilt,
kann der Rangsatz (vgl. z.B. [Ebe01, Satz 2.34]) angewendet werden.
Damit bleibt der Fall (X˜, x) ∼= (C × Yr, 0) zu untersuchen. Wir können also in einer
Umgebung V von x eine Koordinate ψ : C × Yr ⊃ W → V wählen, so dass x der
Null entspricht. Weiter sei ohne Einschränkung der Allgemeinheit in diesen Koordinaten
f(0) = 0 angenommen. Zudem gibt es, nach evtl. Verkleinerung von W , eine oene
Umgebung W ′ ⊂ Cr+1 von W und eine holomorphe Funktion F : W ′ → C mit F |W =
f ◦ ψ.
Die kanonische Stratizierung von W ist durch
S1 =
(
C× {0}r
)
∩W und S2 =
(
C× (Yr\{0})
)
∩W
gegeben und damit gilt, da f keine kritischen Werte im stratizierten Sinn hat,
DF |S1 6= 0 ⇔
∂F
∂z0
6= 0.
Nun kann eine Funktion
g : W ′ → Cr+1(
z0, . . . , zr
)
7→
(
F (z0, . . . , zr), z1, . . . , zr
)
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deniert werden, deren Funktionalmatrix
Dg(x) =


∂F
∂z0
(x) ∂F∂z1 (x) . . . . . .
∂F
∂zr
(x)
0 1 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 1


in einer Umgebung von Null invertierbar ist. Wir können W ′ also so verkleinern, dass
eine Umkehrfunktion g−1 : U ′ −→W ′, U ′ = g−1(W ′) von g existiert.
Da U := g(W ) ⊂ C×Yr gilt, können g und g
−1
als lokale Koordinatentransformationen
W → U bzw. U →W verstanden werden. Damit gibt es ein kommutatives Diagramm
(z0, . . . , zr) ∈W
g
%%L
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
f ◦ψ
// (f ◦ ψ)(z0, . . . , zr) = w0 ∈ C
(f(z0, . . . , zr), z1, . . . , zr)
= (w0, w1 . . . , wr) ∈ U
(f◦ψ) ◦ g−1
77ooooooooooooooooooooooooo
Es gilt also für ϕ = ψ ◦ g−1
f ◦ ϕ : U −→ C
(z0, . . . , zr) 7−→ z0
und die Behauptung ist bewiesen.
3 Das relative Poincaré-Lemma für
zweidimensionale schwach normale
Räume
Sei f : X˜ → C wieder eine holomorphe Funktion auf einem schwach normalen zwei-
dimensionalen komplexen Raum mit isoliertem kritischen Punkt im stratizierten Sinn
bei x ∈ X˜ . In diesem Kapitel wird die Exaktheit der Sequenz
0→ (f−1OC)y → Ω
·
X˜/C,y
in den nichtkritischen Punkten y von f gezeigt.
Aus Kapitel 2.2 kennen wir die lokale Gestalt zweidimensionaler schwach normaler
Räume in den nichtsingulären Punkten. Es genügt nun, vgl. Kapitel 2.3, das relative
Poincaré-Lemma für die Projektion C × Yr → C nachzuweisen. Da die Fasern hier den
Koordinatenkreuzen entsprechen, ist es sinnvoll, zunächst das Poincaré-Lemma für die-
sen Fall nachzuweisen und dann entsprechend zu verallgemeinern.
3.1 Dierentialformen und Poincaré-Lemma für
Koordinatenkreuze
Zunächst werden die Dierentialformen auf den Räumen Yr berechnet.
Satz 3.1.1. (Dierentialformen auf Yr)
Die Keime von Dierentialformen erster Ordnung auf Yr, r ≥ 2, im Punkt 0 lassen sich
wie folgt charakterisieren:
Ω1Yr ,0 =
{
[ω] : ω =
r∑
i=1
(
fi(zi) +
∑
j>i
aijzj
)
dzi , fi ∈ O1, aij ∈ C
}
.
Für die Keime von Dierentialformen p-ter Ordnung, p ≥ 2, in 0 gilt
ΩpYr,0 =
{
[ω] : ω =
∑
|I|=p
(
cI +
∑
j>ip
aI,j zj
)
dZI , (3.1)
I = (i1, . . . , ip) , 1 ≤ i1 < · · · < ip ≤ r , dZI = dzi1 ∧ · · · ∧ dzip , cI , aI,j ∈ C
}
,
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Insbesondere ergibt sich für p = r
ΩrYr,0 =
{
[ω] : ω = c dz1 ∧ · · · ∧ dzr , c ∈ C
}
∼= C.
Beweis. Zunächst werden die Dierentialformen erster Ordnung betrachtet. Das Ideal(
dI + IΩ1r
)
0
wird als Or,0-Modul erzeugt durch
〈zi zj dzk , zi dzj + zj dzi , i, j, k ∈ {1, . . . , r} , i < j〉.
Ein beliebiger Keim einer Dierentialform ω =
∑r
i=1 fi(z1, . . . , zr) dzi in Ω
1
r,0, wobei die
fi holomorphe Funktionskeime seien, repräsentiert wiederum einen Keim in Ω
1
Yr,0
. Hier
gilt
ω =
r∑
i=1
fi(z1, . . . , zr) dzi
∼
r∑
i=1
(
ci +
r∑
j=1
fij(zj)zj
)
dzi
für ci = fi(0, . . . , 0) und fij(zj) zj = fi(0, . . . , 0, zj , 0, . . . , 0) − ci ,
da zi zj dzk ∼ 0
=
r∑
i=1
(
fi(zi) +
∑
j 6=i
fij(zj)zj
)
dzi
für fi(zi) = ci + fii(zi) zi
∼
r∑
i=1
(
fi(zi) +
∑
j 6=i
a′ijzj
)
dzi
für a′ij = fij(0) , da z
2
j dzi ∼ (−zj zi) dzj ∼ 0
∼
r∑
i=1
(
fi(zi) +
∑
j>i
aijzj
)
dzi
für aij = a
′
ij − a
′
ji ,da zj dzi ∼ −zi dzj
und damit besitzt jede Dierentialform aus Ω1Yr,0 einen Repräsentanten der obigen Form.
Analog zum Fall der Dierentialformen 1. Ordnung wird
(
Ωp−1r ∧ dI +IΩ
p
n
)
0
als Or,0-
Modul durch
〈 zi zj dZL , (zi dzj + zj dzi) ∧ dZL′ ,
i, j ∈ {1, . . . , r}, i < j ,
L = (l1, . . . , lp), 1 ≤ l1 < · · · < lp ≤ r, dZL = dzl1 ∧ · · · ∧ dzlp ,
L′ = (l′1, . . . , l
′
p−1), 1 ≤ l
′
1 < · · · < l
′
p−1 ≤ r, l
′
k 6= i, j, dZL′ = dzj1 ∧ · · · ∧ dzjp−1〉
erzeugt.
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Sei nun ω =
∑
|I|=p
1≤i1<...<ip≤r
fI(z1, . . . , zr) dZI Repräsentant eines beliebigen Keimes einer
Dierentialform aus Ωpr,0. Dann gilt in Ω
p
Yr ,0
ω =
∑
|I|=p
1≤i1<...<ip≤r
fI(z1, . . . , zr) dZI
∼
∑
|I|=p
1≤i1<...<ip≤r
(
cI +
r∑
j=1
fI,j(zj)zj
)
dZI
für cI = fI(0, . . . , 0), fI,j(zj) zj = fI(0, . . . , zj , . . . , 0)− cI ,
da zi zj dZI ∼ 0
∼
∑
|I|=p
1≤i1<...<ip≤r
(
cI +
∑
j 6=i1,...,ip
fI,j(zj)zj
)
dZI ,
da zj dZI ∼ 0 ∀ j ∈ {i1, . . . , ip}
∼
∑
|I|=p
1≤i1<...<ip≤r
(
cI +
∑
j 6=i1,...,ip
a′I,j zj
)
dZI
für a′I,j = fI,j(0), da z
2
j dZI ∼ 0
∼
∑
|I|=p
1≤i1<...<ip≤r
(
cI +
∑
j>ip
aI,j zj
)
dZI ,
für ai1,...,ip,j =
∑
σ
sign(σ)a′σ1(j,I),...,σp+1(j,I), wobei die
Summe über alle Permutationen σ = (σ1, . . . , σp+1)
von (j, i1, . . . , ip) mit σ2 < σ3 < · · · < σp+1 läuft,
da (zj dzi1 ∧ · · · ∧ dzip) ∼ (−zi1 dzj ∧ dzi2 ∧ · · · ∧ dzip) ∼ ....
Mit dieser expliziten Beschreibung der Dierentialformen lässt sich nun das Poincaré-
Lemma direkt nachrechnen.
Satz 3.1.2. (Poincaré-Lemma für Koordinatenkreuze)
Sei Yr ⊂ C
r, r ≥ 2, das r-dimensionale Koordinatenkreuz. Dann bildet der Komplex der
holomorphen Dierentialformen (ΩYr , d) eine Auösung
0 // CYr // OYr ,x
d // ΩYr,x
d // . . .
(3.2)
der konstanten Garbe CYr .
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Beweis. Es soll nun die Exaktheit der Sequenz (3.2) nachgewiesen werden. Auÿerhalb
der Null ist dies klar, da Yr hier glatt ist und somit die Keime von Dierentialformen in
ΩYr,x für x 6= 0 denen auf einer eindimensionalen komplexen Mannigfaltigkeit entspre-
chen. In diesen Punkten kann also Satz 1.5.1 angewendet werden.
Im Folgenden werden die Halme in 0 betrachtet.
(i) Exaktheit bei OYr,0:
Sei f ein Funktionskeim aus ker d ⊂ OYr,0, d.h. es gibt fi ∈ O1,0 mit fi(0) = 0, i ∈
{1, . . . , r}, so dass
f = c+
r∑
i=1
fi(zi) und df =
r∑
i=1
∂fi
∂zi
(zi)dzi = 0.
Es folgt
∂fi
∂zi
= 0 für alle i. Die fi sind also konstant und somit auch f .
(ii) Exaktheit bei Ω1Yr,0:
Sei ω ∈ ker d ⊂ Ω1Yr,0, d.h.
ω =
r∑
i=1
(
fi(zi) +
∑
j>i
aijzj
)
dzi mit dω =
r∑
i=1
∑
j>i
−aijdzi ∧ dzj = 0.
Es folgt aij = 0 ∀i, j und somit ω =
∑r
i=1 fi(zi)dzi.
Seien nun Stammfunktionen Fi mit Fi(0) = 0 und
∂Fi
∂zi
= fi gegeben. Diese existieren,
da fi ∈ O1,0 für alle i. Dann repräsentiert F (z1, . . . , zn) =
∑r
i=1 Fi(zi) einen Keim in
OYr,0 mit
dF =
r∑
i=1
∂Fi
∂zi
dzi =
r∑
i=1
fi(zi) dzi = ω.
(iii) Exaktheit bei ΩpYr,0, p ≥ 2:
Sei ω ∈ ker d ⊂ ΩpYr,0, d.h.
ω =
∑
|I|=p
1≤i1<...<ip≤r
(
cI +
∑
j>ip
aI,jzj
)
dZI mit dω =
∑
|I|=p
1≤i1<...<ip≤r
∑
j>ip
(−1)paI,j dZI ∧ dzj = 0.
Es folgt also aI,j = 0 ∀I, j und somit ω =
∑
|I|=p
1≤i1<...<ip≤r
cI dZI .
η :=
∑
|I|=p
1≤i1<...<ip≤r
(−1)p−1cIzipdzi1 ∧ · · · ∧ dzip−1
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repräsentiert nun einen Keim in Ωp−1Yr ,0. Dann folgt für die Ableitung
dη =
∑
|I|=p
1≤i1<...<ip≤r
(−1)p−1cI dzip ∧ dzi1 ∧ · · · ∧ dzip−1
=
∑
|I|=p
1≤i1<...<ip≤r
cI dzi1 ∧ · · · ∧ dzip−1 ∧ dzip
= ω.
Damit ist die Sequenz (3.2) exakt.
Für die spätere Verallgemeinerung ist es zweckmäÿig, den hier zu Grunde liegenden
Homotopieoperator I : ΩpYr,0 → Ω
p−1
Yr,0
zu denieren:
Denition 3.1.3.
Für ω =
∑r
i=1
(
fi(zi) +
∑
j>i aijzj
)
dzi ∈ Ω
1
Yr,0
setze:
Iω :=
r∑
i=1
Fi(zi) mit Fi(0) = 0 und
∂Fi
∂zi
= fi (3.3)
und für ω =
∑
|I|=p
1≤i1<...<ip≤r
(
cI +
∑
j>ip
aI,jzj
)
dZI ∈ Ω
p
Yr,0
, p ≥ 2 :
Iω :=
∑
|I|=p
1≤i1<...<ip≤r
(−1)p−1cIzipdzi1 ∧ · · · ∧ dzip−1 . (3.4)
Bemerkung 3.1.4. Mit den obigen Denitionen gilt dI + Id = id.
Beweis. Zunächst ist für ω =
∑r
i=1
(
fi(zi) +
∑
j>i aijzj
)
dzi ∈ Ω
1
Yr
dIω + Idω =
r∑
i=1
∂Fi
∂zi
dzi + I
( r∑
i=1
∑
j>i
−aijdzi ∧ dzj
)
=
r∑
i=1
fidzi +
r∑
i=1
∑
j>i
(−1)(2−1)(−aij)zj dzi
=
r∑
i=1
(
fi +
∑
j>i
aijzj
)
dzi
= ω.
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Des Weiteren kann für ω =
∑
|I|=p
1≤i1<...<ip≤r
(
cI +
∑
j>ip
aI,j zj
)
dZI ∈ Ω
p
Yr
, p ≥ 2
dIω + Idω =
∑
|I|=p
1≤i1<...<ip≤r
(−1)pcIdzip ∧ dzi1 ∧ · · · ∧ dzip−1
+I
( ∑
|I|=p
1≤i1<...<ip≤r
∑
j>ip
(−1)paI,j dZI ∧ dzj
)
=
∑
|I|=p
1≤i1<...<ip≤r
cI dzi1 ∧ · · · ∧ dzip−1 ∧ dzip
+
∑
|I|=p
1≤i1<...<ip≤r
∑
j>ip
(−1)p(−1)paI,j zj dZI
=
∑
|I|=p
1≤i1<...<ip≤r
(
cI +
∑
j>ip
aI,j zj
)
dZI
= ω
nachgerechnet werden und damit ist die Bemerkung bewiesen.
3.2 Dierentialformen auf zweidimensionalen schwach
normalen Räumen
Sei nun X˜ ein schwach normaler zweidimensionaler komplexer Raum. Wir haben gezeigt,
dass X˜ bis auf isolierte Punkte glatt oder lokal isomorph zu (C×Yr, 0) für ein r ∈ N0 ist.
Damit können die Dierentialformen bis auf isolierte Punkte durch Ωp
C×Yr,0
beschrieben
werden. Für den zweiten Fall sollen in diesem Kapitel zunächst die Dierentialformen
berechnet werden.
Satz 3.2.1. (Dierentialformen erster Ordnung auf C× Yr)
Für die Dierentialformen erster Ordnung auf C× Yr, r ≥ 2, in 0 gilt
Ω1C×Yr,0 =
{
[ω] : ω =
(
f00(z0) +
r∑
j=1
f0j(z0, zj)zj
)
dz0
+
r∑
i=1
(
fii(z0, zi) +
∑
j>i
fij(z0)zj
)
dzi
}
.
Beweis. Das Ideal
(
dI + IΩ1r
)
0
wird als Or+1,0-Modul von
〈zi zj dzk , zi dzj + zj dzi , i, j ∈ {1, . . . , r} , i < j , k ∈ {0, . . . , r}〉
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erzeugt. Sei nun ω =
∑r
i=0 fi(z0, . . . , zn) dzi ein beliebiger Repräsentant eines Keimes
aus Ω1r+1,0. In Ω
1
C×Yr,0
gelten damit folgende Äquivalenzen:
ω ∼
r∑
i=0
(
fi0(z0) +
r∑
j=1
f ′ij(z0, zj) zj
)
dzi
für fi0(z0) = fi(z0, 0, . . . , 0) und f
′
ij(z0, zj) zj = fi(z0, 0, . . . , zj , . . . , 0) − fi0,
da zi zj dzk ∼ 0
∼
(
f00(z0) +
r∑
j=1
f0j(z0, zj)zj
)
dz0 +
r∑
i=1
(
fii(z0, zi) +
∑
j>i
fij(z0)zj
)
dzi
für f0j(z0, zj) = f
′
0j(z0, zj) , fii(z0, zi) = fi0(z0) + f
′
ii(z0, zi)zi
und fij(z0) = f
′
ij(z0, 0)− f
′
ji(z0, 0), i, j > 0, j > i,
da z2j dzi ∼ −zjzidzj ∼ 0 und zj dzi ∼ −zidzj gilt.
Satz 3.2.2. (Dierentialformen zweiter Ordnung auf C× Yr)
Auf C× Yr, r ≥ 2, gilt für die Keime holomorpher Dierentialformen in 0
Ω2C×Yr ,0 = Ω
2
r+1,0
/(
dI ∧ Ω1r+1,0 + IΩ
2
r+1,0
)
=
{
[ω] : ω =
r∑
j=1
(
f0jj(z0, zj) +
∑
k>j
f0jk(z0)zk
)
dz0 ∧ dzj
+
r∑
i=1
∑
j>i
(
fij0(z0) +
∑
k>j
fijk(z0)zk
)
dzi ∧ dzj
}
.
Beweis. Für den Or+1,0-Modul
(
dI ∧ Ω1r+1 + IΩ
2
r+1
)
0
können wir wiederum die Er-
zeugenden angeben. Wir haben
(
dI ∧Ω1r+1 + IΩ
2
r+1
)
0
=
〈
zi zjdzk ∧ dzl , zi dzj ∧ dzk + zj dzi ∧ dzk ,
i, j ∈ {1, . . . r} , i < j , k, l ∈ {0, 1, . . . , r}
〉
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und somit gilt
ω =
r∑
i=0
∑
j>i
fij(z0, . . . , zr) dzi ∧ dzj
∼
r∑
j=1
(
f0j0(z0) +
r∑
k=1
f ′0jk(z0, zk)zk
)
dz0 ∧ dzj
+
r∑
i=1
∑
j>i
(
fij0(z0) +
r∑
k=1
f ′ijk(z0, zk)zk
)
dzi ∧ dzj
mit fij0(z0) = fij(z0, 0, . . . , 0)
und f ′ijk(z0, zk)zk = fij(z0, 0, . . . , zk, . . . , 0)− fij0(z0), k > 0,
da zi zjdzk ∧ dzl ∼ 0 für i, j ∈ {1, . . . r} , i < j, k, l ∈ {0, 1, . . . , r}
∼
r∑
j=1
(
f0jj(z0, zj) +
∑
k>j
f0jk(z0)zk
)
dz0 ∧ dzj
+
r∑
i=1
∑
j>i
(
fij0(z0) +
r∑
k>j
fijk(z0)zk
)
dzi ∧ dzj
mit f0jj(z0, zj) = f0j0(z0) + f
′
0jj(z0, zj)zj f0jk(z0) = f
′
0jk(z0, 0) − f
′
0kj(z0, 0)
und fijk(z0) = f
′
ijk(z0, 0)− f
′
ikj(z0, 0) + f
′
jki(z0, 0),
da z2kdzi ∧ dzj ∼ 0, für k ∈ {1, . . . , r}, i, j ∈ {0, 1, . . . r},
zj dz0 ∧ dzk ∼ −zk dz0 ∧ dzj für j, k ∈ {1, . . . , r}
und zi dzj ∧ dzk ∼ −zj dzi ∧ dzk ∼ zk dzi ∧ dzj für i < j < k ∈ {1, . . . , r}.
Satz 3.2.3. (Dierentialformen höherer Ordnung auf C× Yr)
Für r ≥ 2 und 2 < p ≤ r + 1 gilt
Ωp
C×Yr,0
= Ωpr+1,0/dI ∧Ω
p−1
r+1,0 + IΩ
p
r+1,0
=
{
[ω] : ω =
∑
I=(i1,...,ip)
0≤i1<...<ip≤r
(
fI0(z0) +
∑
j>ip
fIj(z0)zj
)
dZI
}
.
Insbesondere ist für p = r + 1
Ωr+1
C×Yr,0
=
{
[ω] : ω = f0(z0)dz0 ∧ · · · ∧ dzr
}
.
Beweis. Wir haben für die Erzeugenden von
(
dI ∧ Ωp−1r+1 + IΩ
p
r+1
)
0〈
zi dzj ∧ dZL′ + zj dzi ∧ dZL′ , zi zj dZL ,
i, j ∈ {1, . . . r} , i < j, L = (l1, . . . ; lp), 0 ≤ l1 < . . . lp ≤ r,
L′ = (l′1, . . . ; l
′
p−1) , 0 ≤ l
′
1 < . . . l
′
p−1 ≤ r
〉
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und somit
ω =
∑
|I|=p
0≤i1<···<ip≤r
fI(z0, . . . , zn) dZI ∈ Ω
p
r+1,0
∼
∑
|I|=p
0≤i1<···<ip≤r
(
fI0(z0) +
r∑
j=1
f ′Ij(z0, zj) zj
)
dZI ,
für fI0(z0) = fI(z0, 0, . . . , 0)
und f ′Ij(z0, zj) zj = fI(z0, 0, . . . , zj , . . . , 0) − fI0(z0),
da zi zj dZI ∼ 0
∼
∑
|I|=p
0≤i1<···<ip≤r
(
fI0(z0) +
∑
j>lp
fIj(z0) zj
)
dZI ,
für fIj(z0) = f
′
i1,...,ip,j(z0, 0) − f
′
i1,...,ip−1,j,ip(z0, 0) + . . . ,
da zj dZI ∼ 0 gilt, falls j = lm für ein m ∈ {1, . . . , k}
z2j dZI ∼ 0 ∀ j, I
und zj dzi ∧ dZL′ ∼ −zl dzj ∧ dZL′ .
3.3 Relative Dierentialformen und Poincaré-Lemma
Nach Satz 2.3.1 entspricht eine holomorphe Funktion f : X˜ → C auf einem zweidimen-
sionalen schwach normalen Raum in einem nichtkritischen Punkt lokal einer Projektion
C× Yr → C, r ∈ N0.
Für r = 0, 1, also für den Fall, dass die Fasern von f glatt sind, gilt das relative Poincaré-
Lemma nach Satz 1.5.5. Der Fall r ≥ 2 soll hier betrachtet werden.
Satz 3.3.1. Sei X˜ ein zweidimensionaler schwach normaler komplexer Raum mit kano-
nischer Whitney-Stratizierung, f : X˜ → C habe in y ∈ X˜ einen nichtkritischen Punkt
im stratizierten Sinn, derart dass (X˜, y) = (C × Yr, 0) für ein r ≥ 2 gilt. Dann haben
die Garben der relativen Dierentialformen in y folgende Gestalt:
Ω1
X˜/C,y
∼=
{
[ω] : ω =
r∑
i=1
(
fi0(z0) + fii(z0, zi)zi +
∑
j>i
fij(z0)zj
)
dzi
}
,
Ωp
X˜/C,y
∼=
{
[ω] : ω =
∑
|I|=p
1≤i1<···<ip≤r
(
fI0(z0) +
∑
j>ip
fIj(z0)zj
)
dZI
}
für 2 ≤ p ≤ r,
Ωp
X˜/C,y
= 0 für p ≥ r + 1.
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Beweis. Nach Satz 2.3.1 gibt es eine Koordinatentransformation ψ : C×Yr ⊃ U → V ⊂
X˜, so dass f ◦ ψ(z0, . . . , zr) = z0. Damit sind die relativen Dierentialformen Ω
p
C×Yr/C,0
von f ◦ ψ für jedes p ∈ N isomorph zu Ωp
X˜/C,y
. Aus den Sätzen 3.2.1, 3.2.2 und 3.2.3
folgt dann die Behauptung.
Die relativen Dierentialformen Ωp
X˜/C,y
in einem nichtkritischen Punkt entsprechen, wie
wir explizit nachgerechnet haben, gerade den Dierentialformen auf dem zugehörigen
Koordinatenkreuz ΩpYr,0 mit einem zusätzlichen Parameter z0.
Die Tatsache, dass sich die relativen Dierentialformen bezüglich einer Projektion als
Dierentialformen auf den Fasern mit zusätzlichen Parametern auassen lassen, gilt
auch im allgemeineren Kontext, da die Bildung relativer Dierentialformen verträglich
mit Basiswechseln ist, vgl. [EGA IV, 0,16.4].
Mit diesen Überlegungen kann nun leicht das relative Poincaré-Lemma für diesen Fall
gezeigt werden.
Satz 3.3.2. (Relatives Poincaré-Lemma für Abbildungen auf zweidimensiona-
len schwach normalen Räumen)
Sei f : X˜ → C eine holomorphe Funktion auf einem schwach normalen zweidimen-
sionalen komplexen Raum X˜ mit kanonischer Whitney-Stratizierung. Für einen im
stratizierten Sinn nichtkritischen Punkt y von f ist die Sequenz
0 −→
(
f−1OC
)
y
−→ OX˜,y −→ Ω
1
X˜/C,y
−→ . . . .
exakt.
Beweis. Es gilt(
f−1OC
)
y
∼= OC,0
OX˜,y =
{
[f ] : f = f(z0) +
r∑
i=1
fi(z0, zi)
}
.
Jetzt kann der Vorgehensweise bei Brieskorn ([Bri70, 1.1]) gefolgt werden: Man wendet
den Homotopieoperator aus Kapitel 3.1, Gleichungen (3.3) und (3.4) auf die Koordinaten
z1, . . . , zr an und erhält Abbildungen
I : Ωp
C×Yr,0
→ Ωp−1
C×Yr,0
mit I d′ + d′ I = id, wobei d′ die Ableitung von Dierentialformen bezüglich z1, . . . , zr
ist.
Für [ω] ∈ ΩC×Yr,0 mit d[ω] = 0 gibt es nach Satz 3.3.1 einen Repräsentanten ω ∈ ΩC×Yr
mit d′ω = 0, d.h. d′Iω = ω. Damit gilt aber auch d[Iω] = [ω] und somit ist das relative
Poincaré-Lemma bewiesen.
4 Topologische und analytische
Beschreibung der Monodromie
In diesem Kapitel wird nun eine holomorphe Abbildung f : X˜ → C auf einem zweidi-
mensionalen schwach normalen Raum X˜ mit einem isolierten kritischen Punkt im strati-
zierten Sinn bei x ∈ X˜ mit f(x) = 0 betrachtet. Die Nachbarfasern f−1(t), 0 < |t| < η
haben dabei im Allgemeinen singuläre Punkte.
Für die topologische Beschreibung der Monodromie können die Voraussetzungen zu-
nächst allgemeiner gewählt werden: Für jede Abbildung f : Z → C auf einem zweidi-
mensionalen Whitney-stratizierten komplexen Raum Z mit isoliertem kritischen Punkt
in einem x ∈ Z mit f(x) = 0, erhält man ein lokal triviales topologisches Faserbündel
f ′ : X ′ → S′, wobei S′ ⊂ C eine punktierte Umgebung der Null und X ′ ⊂ f−1(S′) eine
geeignete Teilmenge von Z ist.
Geht man von den Fasern Xt = f
−1(t) ∩ X ′, t ∈ S′, zu ihrer Kohomologie Hp(Xt,C)
über, so erhält man eine lokal konstante Garbe bzw. ein aches Vektorbündel H über S′.
Auf der Garbe der holomorphen Schnitte H ist dann ein kanonischer Zusammenhang
gegeben, der topologische Gauss-Manin-Zusammenhang.
Um diesen auch analytisch beschreiben zu können, wird H unter Verwendung des rela-
tiven Poincaré-Lemmas mit der relativen de Rham-Kohomologie H (X ′/S′) identiziert.
Der Gauss-Manin-Zusammenhang kann hier mit dem verbindenden Homomorphismus
einer langen exakten Hyperkohomologiesequenz identiziert werden.
Für die Fortsetzung des Zusammenhangs in den singulären Punkt ist die Kohärenz der
auf ganz S = S′ ∪ {0} fortgesetzten Garbe H (X/S) zu zeigen. Anschlieÿend kann
der Gauss-Manin-Zusammenhang unter Verwendung der expliziten Darstellung der Dif-
ferentialformen aus Kapitel 3.2 über ganz S mit einer polartigen Singularität in Null
fortgesetzt werden.
4.1 Kompaktizierung der Fasern
Für den Nachweis der Kohärenz der relativen de Rham-Kohomologie ist es wichtig, dass
sich f : X˜ → C in einer Umgebung X ⊂ X˜ des kritischen Punktes als Einschränkung
einer eigentlichen Abbildung f¯ : Y → S, X ⊂ Y, auassen lässt, so dass f |Y \X¯ ein
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lokal triviales Faserbündel ist. Dazu werden die Fasern von f |X durch Einkleben von
Kreisscheiben kompaktiziert. Da wir im Folgenden nur die eingeschränkte Funktion
f |X : X → S betrachten wollen, stellen wir die Kompaktizierung der Fasern den fol-
genden Überlegungen voran.
Für den Beweis wird die schwache Normalität von X˜ nicht benötigt, weshalb wir den
folgenden Satz in einem allgemeineren Kontext aufstellen können.
Satz 4.1.1. (Kompaktizierung von f)
Sei Z ein reduzierter zweidimensionaler komplexer Raum mit einer gegebenen Whitney-
Stratizierung, f : Z → C eine holomorphe Abbildung mit einem isolierten kritischen
Punkt im stratizierten Sinn bei x ∈ Z und mit f(x) = 0.
Dann gibt es eine Umgebung S ⊂ C von 0 und dazu eine geeignete Umgebung X ⊂
f−1(S) von x sowie eine eigentliche holomorphe Abbildung f¯ : Y → S, so dass X ⊂ Y
eine oene Teilmenge ist und folgende Eigenschaften erfüllt sind:
(i) Das Diagramm
X


//
f |X   A
AA
AA
AA
A Y
f¯ 



S
kommutiert.
(ii) f¯ |Y \X¯ besitzt keine kritischen Punkte und deniert ein lokal triviales Faserbündel
über S, X¯ sei dabei der Abschluss von X in Y .
Beweis. Da f einen isolierten kritischen Punkt im stratizierten Sinn besitzt, ist f−1(0)
höchstens eindimensional. Wir können Z in einer Umgebung von x in einen Cn einbetten
und erhalten damit für eine hinreichend klein gewählte Umgebung U von x Koordinaten
z1, . . . , zn, der Punkt x entspreche in diesen Koordinaten dem Nullpunkt. Die Koordinate
z = (z1, . . . , zn) auf U sei nun so gewählt, dass für y ∈ f
−1(0)\{0}∩U die z1-Komponente
nicht verschwindet.
Wir betrachten nun die lineare Funktion l : U → C, (z1 . . . , zn) 7→ z1 und dazu die
zusammengesetzte Funktion
Φ = (l, f) : U → C× C.
Zunächst zeigen wir, dass es δ > 0 und ε, η  δ gibt, derart dass die eingeschränkte
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Abbildung
Φ|Xδε : X
δ
ε,η → Sε × Sη, mit X
δ
ε,η = X ∩Bδ ∩ Φ
−1(Sε × Sη),
Sε = {t ∈ C : |t| < ε}, Sη = {t ∈ C : |t| < η} und
Bδ = {y ∈ X : |y| < δ}
eigentlich ist.
Da (0, 0) ein isolierter Punkt der Faser Φ−1(0) ist, hat das Bild Φ(X∩∂Bδ) für genügend
kleines δ > 0 einen positiven Abstand d von (0, 0).
Damit gilt für ε, η < d/2
Φ(X ∩ ∂Bδ) ∩ (Sε × Sη) = ∅
und es folgt die Eigentlichkeit von Φ|Xδε,η .
Nach eventueller Verkleinerung von ε kann man nun davon ausgehen, dass sich die Fasern
l−1(t′), t′ ∈ Sε \ {0} und f
−1(0) transversal schneiden und dass die punktierte singuläre
Faser f−1(0) \ {0} glatt ist.
Denn aus der Annahme, dass kein ε mit dieser Eigenschaft existiert, folgt mit dem
Kurvenauswahllemma, vgl. [Ebe01, 3.6], dass es eine analytische Kurve γ : [0, ξ) →
f−1(0), ξ > 0 gibt mit γ(0) = 0 und so, dass γ(t) für alle t ∈ (0, δ) kritischer Punkt von
l|f−1(0) ist.
Damit gilt (l ◦ γ)′ = 0, die Abbildung l ◦ γ ist also konstant und wegen γ(0) = 0 folgt
l ◦ γ ≡ 0. Wegen l−1(0) = 0 ist dann schon γ(0) ≡ 0, was ein Widerspruch zu der
Annahme ist, dass γ(t) für alle t ∈ (0, δ) kritischer Punkt von l|f−1(0) ist.
Da es sich bei der Transversalität der Fasern um eine oene Eigenschaft handelt, kann η
zu jedem festen 0 < ε′ < ε so verkleinert werden, dass sich die Fasern f−1(t) und l−1(t′)
für t ∈ Sη und t
′ ∈ Rε′,ε = {t ∈ C : ε
′ < |t| < ε} transversal schneiden.
Unter diesen Voraussetzungen ist die Abbildung
Φ|Xδ
ε′,ε,η
: Xδε′,ε,η −→ Rε′,ε × Sη, X
δ
ε′,ε,η = X ∩Bδ ∩ l
−1(Rε′,ε) ∩ f
−1(Sη)
eigentlich und unverzweigt und damit eine lokal biholomorphe unverzweigte unbegrenzte
Überlagerung, vgl. [For77, Satz 4.22].
Sei nun Xδε′,ε,η als zusammenhängend angenommen und b die Blätterzahl von Φ. An-
dernfalls können die folgenden Überlegungen auf jede Zusammenhangskomponente an-
gewendet werden.
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Durch
p : R
1/b
ε′,ε × Sη −→ Rε′,ε × Sη
(λ, t) 7−→ (λb, t)
ist ebenfalls eine b-blättrige lokal biholomorphe unverzweigte unbegrenzte Überlagerung
gegeben, wobei R
1/b
ε′,ε := {t ∈ C : ε
′ < |t|b < ε}.
Da die Fundamentalgruppe pi1(Rε′,ε × Sη) isomorph zu Z ist und R
1/b
ε′,ε × Sη eine zu-
sammenhängende komplexe Mannigfaltigkeit ist, sind die beiden Überlagerungsräume
isomorph, vgl. [For77, Satz 5.9]. Es existiert also eine biholomorphe Abbildung Φ˜, derart
dass
Xδε′,ε,η
Φ˜ //
Φl
%%J
JJ
JJ
JJ
JJ
J
R
1/b
ε′,ε × Sη
p
xxqq
qq
qq
qq
qq
Rε′,ε × Sη
kommutiert.
Da R
1/b
ε′,ε ⊂ B
1/b
ε′ (∞) für B
1/b
ε′ := {t ∈ Cˆ : ε
′ < |t|b}, kann Xδε,η längs X
δ
ε′,ε,η mittels
Φ˜ mit B
1/b
ε′ (∞) × Sη verklebt werden. Die so entstandene Mannigfaltigkeit werde mit
Y bezeichnet. Auf B
1/b
ε′ (∞) × Sη kann die Abbildung f |Xlε,η durch Projektion auf den
zweiten Faktor fortgesetzt werden.
Nun können zunächst δ′ und anschlieÿend ε′ und η so klein gewählt werden, dass
(a) Xδε′,η ⊂ X¯
δ′
η ⊂ X
δ
ε,η, wobei X
δ′
η = X ∩Bδ′ ∩ f
−1(Sη) und
X¯δ
′
η = X ∩ B¯δ′ ∩ f
−1(Sη) und
(b) die Fasern f−1(t) ∩Bδ auÿerhalb von B
′
δ glatt sind.
Der erste Teil des Satzes (i) folgt nun sofort für S = Sη und X = X
δ
η .
Die lokale Trivialität von f¯ |Y \X¯δη
kann nun mit Hilfe des Ehresmannschen Faserungssat-
zes für berandete Mannigfaltigkeiten gezeigt werden, der analog zu [Ebe01, Theorem 4.1]
bewiesen wird. Oensichtlich ist f¯Y \Xδη eine eigentliche Submersion. Dass f auch auf dem
Rand submersiv ist, d.h. dass sich f−1(t), t ∈ Sη und ∂Bδ für hinreichend kleines δ und η
transversal schneiden, folgt mit dem Kurvenauswahllemma in einer analogen Argumenta-
tion wie im obigen Beweis, vgl. auch [Ebe01, Lemma 3.5]. Unter diesen Voraussetzungen
erhalten wir also eine lokal triviale dierenzierbare Faserung f¯ |Y \X¯δη
: Y \ X¯δη → Sη.
Da Sη einfach zusammenhängend ist, ist sie sogar global trivial und damit ist auch der
zweite Teil des Satzes gezeigt.
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4.2 Topologische Beschreibung der Monodromie
Zu einer isolierten Hyperächensingularität f : (Cn+1, 0) → C gibt es nach [Mil68]
0 < η  δ, derart dass f ′ : X ′ → S′ mit S′ = {|t| < δ}\{0} und X ′ = {|x| < η}∩f−1(S′)
ein dierenzierbares lokaltriviales Faserbündel deniert.
Wir betrachten hier den allgemeineren Fall einer holomorphen Abbildung auf einem
zweidimensionalen komplexen Raum mit einer isolierten Singularität im stratizierten
Sinn. Mit Hilfe des Thomschen Isotopielemmas 1.2.8 erhält man ein topologisches Fa-
serbündel, welches Ausgangspunkt der topologischen Beschreibung der Monodromie ist.
Wir zeigen also zunächst
Satz 4.2.1. Sei Z ein reduzierter zweidimensionaler komplexer Raum mit einer gegebe-
nen Whitney-Stratizierung, f : Z → C eine holomorphe Abbildung mit einem isolierten
kritischen Punkt im stratizierten Sinn bei x ∈ Z und mit f(x) = 0. Dann gibt es eine
Umgebung S ⊂ C von 0 und dazu eine geeignete Umgebung X ⊂ f−1(S) von x, so dass
f |X′ : X
′ −→ S′, S′ = S \ {0}, X ′ = X \ f−1(0)
ein lokal triviales topologisches Faserbündel ist.
Beweis. Es seien X = Xδη und S = Sη wie im Beweis von Satz 4.1.1 gewählt.
Man erhält eine reelle Stratizierung auf X¯ ′ = X ′∪∂X ′ mit ∂X ′ = ∂Bδ∩f¯
−1(S′), indem
man den Rand ∂X ′ als reell-dreidimensionales Stratum zu der gegebenen Stratizierung
auf X ′ hinzufügt. Diese erfüllt die Whitney-Bedingungen, da δ und η in 4.1.1 so gewählt
wurden, dass sich ∂Bδ und die Fasern f
−1(t), t ∈ Sη transversal schneiden.
Die Abbildung f¯ |X¯′ : X¯
′ → S′ hat keine kritischen Punkte und es gilt S′ ⊂ C. Damit hat
Df¯ |S für jedes Stratum S vollen Rang und f¯ |X¯′ eine eigentliche stratizierte Submersion.
Das Thomsche Isotopielemma (Satz 1.2.8) liefert nun ein topologisches Faserbündel
f¯ |X¯′ : X¯
′ → S′, dessen Fasern homöomorph durch einen stratumerhaltenden Homöo-
morphismus sind. Damit ist aber auch f ′ : X ′ → S′ ein topologisches Faserbündel.
Bemerkung 4.2.2. Der obige Satz gilt allgemeiner auch in höheren Dimensionen, vgl.
[GM88, II, Chapter 2.4] oder [Lê92].
Notation. Im Folgenden sei mit f immer die Abbildung f |X : X → S gemeint, f¯ :
Y → S bezeichne die zugehörige eigentliche Abbildung. Des Weiteren denieren wir
Xt := f
−1(t) ∩X , t ∈ S sowie X¯ für den Abschluss von X in Y . Die glatte Abbildung
f |X′ : X
′ → S′, wobei wie oben S′ := S \ {0} und X ′ := X \ X0 seien, werde mit f
′
bezeichnet.
Durch das Faserbündel f ′ wird für p ∈ N eine lokal konstante Garbe H = Rpf ′∗CX′ mit
Halmen Hp(Xt,C) deniert. Durch Tensorieren erhält man dann über S
′
die lokal freie
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Garbe
H = Rnf ′∗CX′ ⊗CS′ OS′
der holomorphen Schnitte in H.
Auf H ist nun durch das lokale System H auf kanonische Weise ein Zusammenhang
gegeben, wie im Folgenden gezeigt wird.
Ein Zusammenhang auf einer endlich erzeugten lokal freien Garbe E von OS-Moduln
über einer komplexen Mannigfaltigkeit S vergleicht in der ursprünglichen Idee Nachbar-
fasern von E miteinander und besteht aus Isomorphismen der Fasern E (x)→ E (y) über
benachbarten Punkten x und y in S. Dies führt (vgl. [Del70]) zu folgender
Denition 4.2.3. (Zusammenhang)
Sei E eine lokal freie Garbe von OS-Moduln vom Rang n auf einer komplexen Mannig-
faltigkeit S. Ein C-linearer Homomorphismus
∇ : E → Ω1S ⊗OS E
heiÿt Zusammenhang auf E , wenn er die Leibnizidentität
∇(gs) = dg ⊗ s+ g∇(s)
erfüllt.
Ein Vektorfeld w auf S ist deniert durch einen Schnitt in der Garbe HomOS(Ω
1
S ,OS).
Dann ist für einen lokalen Schnitt s in der Garbe E die kovariante Ableitung von s längs
w durch
∇w(s) = 〈∇s,w〉
gegeben, wobei 〈 , 〉 der durch Ω1S×HomOS (Ω
1
S ,OS)→ Os induzierte Homomorphismus
ist. Die Abbildung ∇w ist also ein C-linearer Homomorphismus
∇w : E → E ,
der die Leibnizidentität ∇w(gs) = w(g)s + g∇w(s) erfüllt, wobei w nun als Derivation
aufgefasst wird.
Umgekehrt ist ein Zusammenhang auf einer lokal freien Garbe E durch einen OS-linearen
Homomorphismus
HomOS (Ω
1
S,OS) → EndC(E ),
w 7→ ∇w,
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wobei ∇w für jedes w die Leibnizidentität erfüllt, deniert.
Ist S eindimensional und ddt ein Basisvektorfeld auf S, dann wird durch einen Operator
∂t = ∇ d
dt
: E → E , der die Leibnizidentität erfüllt, eindeutig ein Zusammenhang ∇ auf
E deniert.
Eine lokal freie Garbe E auf S heiÿt lokales System auf S, wenn sie lokal konstant, also
lokal isomorph zu einer konstanten Garbe C
n
ist. Sei nun E ein lokales System auf einer
komplexen Mannigfaltigkeit S. Durch E = OS ⊗C E wird dann die lokal freie Garbe der
holomorphen Schnitte in E deniert und es gibt auf E einen kanonischen Zusammen-
hang ∇, für den die Garbe der horizontalen Schnitte mit E übereinstimmt. Wir haben
∇(gs) = dg ⊗ s für Schnitte s in E und g in OS .
Diese allgemeinen Überlegungen sollen jetzt auf unsere Ausgangssituation angewendet
werden. Sei also f ′ : X ′ → S′ wieder das obige topologische Faserbündel. Dann ist durch
H ein lokales System auf S′ gegeben und somit kann ein kanonischer Zusammenhang
auf H deniert werden.
Denition 4.2.4. (Topologischer Gauss-Manin-Zusammenhang)
Sei f ′ : X ′ → S′ ein topologisches Faserbündel und t die kanonische Koordinate auf S′.
Dann wird durch
∇ d
dt
: H ⊗CS′ OS′ −→ H ⊗CS′ OS′
g ⊗ h 7−→ g ⊗
dh
dt
für Schnitte g in H = Rnf ′∗CX′ und h in OS′ der Zusammenhang auf H = H ⊗CS′ OS′
deniert, welcher mit dem durch das lokale System H gegebenen übereinstimmt.
Durch ∇ d
dt
kann nun die Picard-Lefschetz-Monodromie der Singularität wie folgt be-
schrieben werden (vgl. z.B. [Kul98]): Die Fundamentalgruppe pi1(S
′, t) ∼= Z operiert für
jedes t ∈ S′ auf der Faser Hp(Xt,C). Wir erhalten also eine Darstellung
pi1(S
′, t)→ AutHp(Xt,C).
Damit können wir denieren:
Denition 4.2.5. (Komplexe Picard-Lefschetz-Monodromie)
Sei [γ] ∈ pi1(S
′, t) der kanonische Erzeugende der Fundamentalgruppe, der durch einen
Zyklus γ im mathematisch positiven Sinn um 0 repräsentiert wird. Der entsprechende
Automorphismus
T = h∗γ : H
p(Xt,C)→ H
p(Xt,C)
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wird als komplexe Picard-Lefschetz-Monodromie bezeichnet.
Der lokal freien Garbe H entspricht nun ein holomorphes Vektorbündel über S′. Da S′
eine nicht kompakte Riemannsche Fläche ist, ist das Vektorbündel trivial (vgl. [For77,
Satz 30.4]) und damit gibt es globale Schnitte ϕ1, . . . , ϕr, die für jedes t eine Basis von
Hp(Xt,C) ergeben. Dann lässt sich auch ∇ d
dt
(ϕj) als Linearkombination von ϕ1, . . . , ϕn
ausdrücken. Es gibt also eine Matrix Γ = (Γij) ∈M(r × r,OS′(S
′)) mit
∇ d
dt
(ϕj) = −
r∑
i=1
Γij ϕi , j = 1, . . . , r.
Ein beliebiger lokaler Schnitt ϕ =
∑r
j=1 bj ϕj ist also genau dann horizontal, d.h.
∇ d
dt
(ϕ) = 0, wenn
dbi
dt
=
r∑
j=1
Γij bj ∀ i ∈ {1, . . . , r} ist. (4.1)
Der Lösungsraum dieses Dierentialgleichungssystems wird also durch den Zusammen-
hang deniert. Sei Y (t) Fundamentalmatrix der Lösungen des Systems (4.1) von Die-
rentialgleichungen in der Umgebung eines Punktes t0 ∈ S
′
. Eine Umrundung der Null
im mathematisch positiven Sinn entspricht nun einer linearen Transformation von Y (t)
im Lösungsraum von (4.1). Diese wird durch den Monodromieoperator T beschrieben,
d.h. nach einer Umrundung der Null geht Y (t) in Y (t)T über. Da T invertierbar ist,
gibt es eine Matrix R mit T = e2piiR. Die Matrixfunktion tR = eRlnt hat ebenfalls die
Monodromiematrix T , da die Matrix tR für t → t e2pii in tR T übergeht. Insgesamt hat
die Fundamentalmatrix also die Form
Y (t) = Z(t) tR,
wobei Z(t) eine Matrix von holomorphen Funktionen auf S′ ist, die unabhängig von
der Monodromie ist. Die Monodromiematrix T = e2piiR entspricht der Picard-Lefschetz-
Monodromie.
Der hier eingeführte Zusammenhang kann unter der zusätzlichen Voraussetzung, dass das
relative Poincaré-Lemma gilt, auch auf analytischem Wege mittels relativer de Rham-
Kohomologie deniert und anschlieÿend fortgesetzt werden. Dazu wird in den folgenden
beiden Abschnitten die Garbe H durch die relative de Rham-Kohomologie ausgedrückt
und anschlieÿend kohärent fortgesetzt. Auf dieser Fortsetzung kann dann ein Zusammen-
hang deniert werden, der über S′ mit dem hier denierten Gauss-Manin-Zusammenhang
übereinstimmt und in 0 eine polartige Singularität besitzt.
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4.3 Relative de Rham-Kohomologie
Analog zur Vorgehensweise in [Bri70] werden in diesem Abschnitt mittels de Rham-
Kohomologie Garben H p(X/S) auf S deniert, die über S′ mit Rpf∗CX′ ⊗CS′ OS′
übereinstimmen.
Wir bezeichnen die relative de Rham-Kohomologie von X modulo S mit
H
p(X/S) := Rpf∗(Ω
·
X/S).
Dann gilt der folgende
Satz 4.3.1. (Relative de Rham-Kohomologie)
Sei X˜ ein zweidimensionaler schwach normaler komplexer Raum mit der kanonischen
Whitney-Stratizierung, f : X → S sei Einschränkung einer holomorphen Funktion auf
X˜ mit einem isolierten kritischen Punkt im stratizierten Sinn bei x ∈ X, derart dass
Satz 4.1.1 gilt. Dann stimmt die Garbe H (X/S) auf S′ mit H := Rpf ′∗CX′ ⊗CS′ OS′
überein.
Beweis. Wir zeigen zunächst, dass
Rpf¯∗(f¯
−1
OS |X¯)
∼= Rpf∗(f
−1
OS) (4.2)
und analog
Rpf¯∗CX¯
∼= Rpf∗CX (4.3)
gilt.
Nach Kapitel 4.1 giltX = Bδ∩f
−1(Sη), Sη = {t ∈ C : |t| < η}. DaX0\{0} sigularitäten-
frei ist, gibt es ein ε δ, derart dass (nach evtl. Verkleinerung von η) Xt ∩
(
Bδ \Bδ−
)
für alle t ∈ Sη glatt ist. Wir denieren für diesen Fall:
X(2) = Bδ−ε ∩ f
−1(Sη)
X(1) = X¯ \X(2).
X und X(1) sind also oene Teilmengen von X¯, deren Vereinigung X¯ ergibt. Nun gibt
es Homöomorphismen
X(1) → ∂X × [0, 1)
X(1) ∩X → ∂X × (0, 1), ∂X = X¯ \X,
derart dass für jedes t ∈ Sη: f
−1(t) ∩X(1) ∼=
(
f−1(t) ∩ ∂X
)
× [0, 1). X(1) und X(1) ∩X
lassen sich also beide fasertreu auf einen gemeinsamen Deformationsretrakt, der homöo-
morph zu ∂X ist, zusammenziehen. Damit sind die Bilder der auf X(1) und X(1) ∩ X
eingeschränkten Garben f¯−1OS und CX¯ isomorph, wir erhalten
Rpf∗
(
f−1OS |X(1)
) ∼
−→ Rpf∗
(
f−1OS |X(1) ∩X
)
und (4.4)
Rpf∗
(
CX(1)
) ∼
−→ Rpf∗
(
CX(1)∩X
)
. (4.5)
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Nun wird die Mayer-Vietoris-Sequenz (vgl. 1.3.9) von (X¯,X,X(1)) für die Garben f
−1OS
und CX¯ aufgestellt. Man erhält die exakte Sequenz
. . . → Rpf∗
(
f−1OS |X¯
)
→ Rpf∗
(
f−1OS |X
)
⊕ Rpf∗
(
f−1OS |X(1)
)
→ Rpf∗
(
f−1OS |X(1) ∩X
)
→ . . . .
Mit dem Isomorphismus (4.4) folgt Rpf∗
(
f−1OS |X¯
)
∼= Rpf∗
(
f−1OS |X
)
.
Analog folgt Rpf∗CX¯
∼= Rpf∗CX aus der Exaktheit von
. . . → Rpf∗(CX¯) → R
pf∗(CX) ⊕ R
pf∗(CX(1))
→ Rpf∗(CX(1)∩X) → . . .
und dem Isomorphismus (4.5).
Mit diesen Vorüberlegungen kann nun Satz 4.3.1 bewiesen werden:
Das relative Poincaré-Lemma (Satz 3.3.2) liefert eine Auösung der Garbe f ′−1OS′ , d.h.
die Inklusion von Komplexen f ′−1O ·S′ ↪→ Ω
·
X′/S′ ist ein Quasiisomorphismus und die
Hyperkohomologien stimmen überein. Wir erhalten also
R
pf ′∗(Ω
·
X′/S′)
∼= Rpf ′∗(f
′−1
OS′) ∼= R
pf¯∗(f¯
−1
OS′ |X¯
′).
Korollar 1.3.8 liefert nun
Rpf¯∗(f¯
−1
OS′ |X¯
′) = Rpf¯!(f¯
−1
OS′ |X¯
′) ∼= Rpf¯! CX¯′ ⊗ CS OS′ = R
pf∗ CX′ ⊗ C
S′
OS′
und damit die Behauptung.
Bemerkung 4.3.2. Falls f steinsch ist, gilt H p(X/S) := Rpf∗(Ω
·
X/S)
∼= H p(f∗Ω
·
X/S).
Die Garbe H := Rpf ′∗CX′ ⊗CS′ OS′ kann also mittels der de Rham-Kohomologie durch
H p(X/S) auf ganz S fortgesetzt werden. Im nächsten Kapitel soll die Kohärenz dieser
Fortsetzung gezeigt werden.
4.4 Kohärenz der Fortsetzung
Wir zeigen den folgenden
Satz 4.4.1. Sei f : X → S geeignete Einschränkung einer holomorphen Funktion auf
einem zweidimensionalen schwach normalen komplexen Raum gemäÿ Satz 4.1.1 mit ei-
nem isolierten kritischen Punkt im stratizierten Sinn bei x ∈ X. Dann ist H p(X/S) =
R
pf∗(Ω
·
X/S) kohärent für alle p ∈ N.
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Zu diesem Zweck werden wie bei [Bri70] Garben H p(Y/S) und H pc (Z/S), Z = Y \ X¯
deniert. Anschlieÿend kann die Kohärenz von H p(X/S) aus der von H p(Y/S) und
H
p
c (Z/S) gefolgert werden.
Für eine bessere Übersichtlichkeit schreiben wir hier f statt f¯ , f¯ |X und f¯ |Z . Welcher
Denitionsbereich gemeint ist, ergibt sich jeweils aus dem Zusammenhang. Mit Ω·X/S ,
Ω·Y/S und Ω
·
Z/S sind die Komplexe relativer Dierentialformen bezüglich der entspre-
chenden Einschränkung von f gemeint.
Denition 4.4.2. Wir denieren
H
p(Y/S) := Rpf∗(Ω
·
Y/S).
Lemma 4.4.3. H p(Y/S) ist kohärent.
Beweis. Für jedes q ist ΩqY/S ein kohärenter OY -Modul. Mit dem Grauertschen End-
lichkeitssatz (vgl. [FK71]) folgt wegen der Eigentlichkeit von f sofort die Kohärenz der
Rpf∗(Ω
q
Y/S). Da die Abbildungen in dem Komplex Ω
·
Y/S aber lediglich Homomorphis-
men von f−1OS-Moduln sind, sind die Abbildungen in R
pf∗(Ω
·
Y/S) zunächst Homomor-
phismen von f∗f
−1OS-Moduln. Wegen OS → f∗f
−1OS erhalten wir insgesamt einen
Komplex kohärenter OS-Moduln.
Für die erste Spektralsequenz gilt
′Ep,q2 = H
p(Rqf∗(Ω
·
Y/S)) =⇒ R
p+qf∗(Ω
·
Y/S).
Die Kohomologiegruppen eines Komplexes kohärenter Garben sind wiederum kohärent.
Zudem wird die Spektralsequenz nach endlich vielen Schritten stationär, da die Ep,qr nur
für bestimmte 0 < p < pmax und q > 0 von Null verschieden sind. Deshalb besteht
auch die Filtrierung zur Berechnung von Ep+q∞ aus endlich vielen Schritten und somit
ist R
pf∗(Ω
·
Y/S) für alle p kohärent.
Denition 4.4.4. Wir denieren
H
p
c (Z/S) := R
pf!(Ω
·
Z/S).
Lemma 4.4.5. H
p
c (Z/S) ist kohärent.
Beweis. Da f : Z → S keine kritischen Punkte hat, gilt das relative Poincaré-Lemma
(3.3.2) und man hat eine Auösung 0→ f−1OS → Ω
·
Z/S . Analog zu Satz 1.5.6 folgt
R
pf!(Ω
·
Z/S)
∼= Rpf!(f
−1
OS)) ∼= R
pf!(f
−1
OS))
und mit Lemma 1.3.8 ergibt sich
Rpf!(f
−1
OS)) ∼= R
pf!(CZ)⊗CS OS.
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Da f : Z → S nach Konstruktion in Satz 4.1.1 ein lokal triviales und damit global
triviales Faserbündel ist, sind die Bildgarben Rpf!(CZ) der konstanten Garbe CZ eben-
falls konstant. Die Halme dieser Garben entsprechen dann den Kohomologiegruppen
Hpc (Zt,C) und somit ist R
pf!(CZ)⊗CS OS frei von endlichem Typ und damit natürlich
insbesondere kohärent.
Satz 4.4.6. Mit den obigen Denitionen gibt es eine aufsteigende exakte Sequenz
· · · → H p−1(X/S) → H pc (Z/S) → H
p(Y/S)→ H p(X/S)→ H p+1c (Z/S) → . . . .
Beweis. Ω·Y/S ist, wie oben schon erwähnt, ein Komplex von f
−1OS-Moduln. Da Z =
Y \ X¯ gilt, gibt es eine exakte Sequenz von Komplexen
0→ Ω·Y/S ,Z → Ω
·
Y/S → Ω
·
Y/S ,X¯ → 0 ,
wobei Ω·Y/S ,Z und Ω
·
Y/S ,X¯
die trivialen Fortsetzungen der Beschränkungen auf Z und
X¯ sind (vgl. [Kul70, 11]).
Wir erhalten eine lange exakte Hyperkohomologiesequenz
. . .→ Rpf!(Ω
·
Y/S ,Z)→ R
pf!(Ω
·
Y/S)→ R
pf!(Ω
·
Y/S ,X¯)→ . . . .
Da f : Y → S und f : X¯ → S eigentlich sind, stimmen die Funktoren f∗ und f! überein
und wir erhalten eine Sequenz
· · · → Rpf!(Ω
·
Y/S ,Z)→ R
pf∗(Ω
·
Y/S)→ R
pf∗(Ω
·
Y/S ,X¯)→ . . . .
Da R
pf!(Ω
·
Y/S ,Z)
∼= H
p
c (Z/S) und Rpf∗(Ω
·
Y/S)
∼= H p(Y/S) gilt, bleibt nur noch
R
pf∗(Ω
·
Y/S ,X¯)
∼= Rpf∗(Ω
·
Y/S ,X) (4.6)
zu zeigen.
Durch die Beschränkung von X¯ auf X wird ein Homomorphismus auf den Elementen
der zweiten Spektralsequenz der Hyperkohomologie induziert. Das heiÿt, wir erhalten
für p, q ∈ N Homomorphismen
Rpf∗
(
Hq(Ω·X¯/S)
)
−→ Rpf∗
(
Hq(Ω·X/S)
)
.
Wegen des relativen Poincaré-Lemmas (3.3.2) sind Hq(Ω·
X¯/S
) und Hq(Ω·X/S) für q > 0
auf x konzentriert und somit ist der Homomorphismus hier ein Isomorphismus. Der
Beschränkungshomomorphismus
Rpf∗
(
f−1OS |X¯
)
−→ Rpf∗
(
f−1OS|X
)
ist ein Isomorphismus, vgl. Lemma 4.2. Insgesamt sind damit die zwei Spektralsequenzen
Rpf∗
(
Hq(Ω·X¯/S)
)
=⇒ R·f∗(Ω
·
X¯/S),
Rpf∗
(
Hq(Ω·X/S)
)
=⇒ R·f∗(Ω
·
X/S)
isomorph und damit ist (4.6) gezeigt.
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Wir haben also die lange exakte Sequenz
· · · → H p−1(X/S)→ H pc (Z/S) → H
p(Y/S) → H p(X/S) → H p+1c (Z/S) → . . .
konstruiert, in der die Garben H
p
c (Z/S) und H p(Y/S) kohärent sind. Somit ist auch
H p(X/S) kohärent und Satz 4.4.1 bewiesen.
Bemerkung 4.4.7. Die Sätze 4.3.1 und 4.4.1 gelten auch für die geeignete Einschrän-
kung einer holomorphen Abbildung gemäÿ Satz 4.1.1 auf einem beliebigen Whitney-strati-
zierten zweidimensionalen komplexen Raum, für die zusätzlich das relative Poincaré-
Lemma auÿerhalb des kritischen Punktes erfüllt ist.
Für die nun folgende analytische Beschreibung des Gauss-Manin-Zusammenhangs gilt
diese Verallgemeinerung nicht.
4.5 Analytische Beschreibung des
Gauss-Manin-Zusammenhangs
Der in Denition 4.2.4 durch
∇ d
dt
: H → H
rein topologisch denierte Zusammenhang soll nun analytisch beschrieben und dann
meromorph auf ganz H (X/S) fortgesetzt werden. Zu diesem Zweck soll zunächst der
Komplex
(Ω·X , df∧) : 0→ OX → Ω
1
X
df∧
−→ Ω2X
df∧
−→ . . . −→ ΩrX
df∧
−→ 0 (4.7)
untersucht werden, r sei dabei die Einbettungsdimension von X.
Für eine komplexe n-dimensionale Mannigfaltigkeit X und einen Punkt y ∈ X entspricht
(4.7) dem kohomologischen Koszulkomplex des Ringes OX,y und der Sequenz f1, . . . fr
der partiellen Ableitungen von f . Dieser ist in den nichtkritischen Punkten von f exakt.
Für isolierte kritische Punkte folgt die Exaktheit (bis auf die letzte Stelle) aus dem Divi-
sionslemma von de Rham [dR54], da die gemeinsame Nullstellenmenge der Ableitungen
f1, . . . , fn nur aus dem singulären Punkt besteht und die Sequenz somit regulär ist. Wir
haben (vgl. [Kul98, I, 4.3]) folgenden
Satz 4.5.1. Sei f : X → S ⊂ C eine holomorphe Abbildung auf einer komplexen n-
dimensionalen Mannigfaltigkeit X mit einem isolierten kritischen Punkt in x ∈ X. Dann
gibt es eine exakte Sequenz
0 −→ OX −→ Ω
1
X
df∧
−→ . . . −→ Ωn−1X
df∧
−→ ΩnX −→ Ω
n
X/S −→ 0.
Insbesondere ist (Ω·X , df∧) in den nichtkritischen Punkten exakt.
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Der Komplex (4.7) ist für eine holomorphe Abbildung auf einem komplexen Raum
wohldeniert. Dies ergibt sich aus der Tatsache, dass für ω =
∑
i (gi αi + dhi ∧ βi) ∈
(IΩpr + dI ∧ Ω
p−1
r ) mit gi, hi ∈ I , αi ∈ Ω
p
r , βi ∈ Ω
p−1
r
df ∧ ω =
∑
i
gi (df ∧ αi) + dhi ∧ (−df ∧ βi)
∈ (IΩp+1r + dIΩ
p
r)
gilt.
Es ist aber zunächst nicht klar, ob der Komplex (4.7) in den regulären Punkten ei-
ner Abbildung auf einem komplexen Raum X exakt ist. Für isolierte kritische Punkte
im stratizierten Sinn einer Abbildung f auf einem komplexen Raum ist eine analoge
Aussage zu Satz 4.5.1 jedenfalls nicht möglich, wie folgendes Beispiel zeigt:
Beispiel 4.5.2. Wir betrachten das Koordinatenkreuz Y2 ⊂ C
2
mit der Stratizierung
S0 = {0}, S
′
1 = {(z1, z2) ∈ C
2 : z1 6= 0, z2 = 0}, S
′′
1 = {(z1, z2) ∈ C
2 : z1 = 0, z2 6= 0}.
Dann besitzt die Funktion f : Y2 → C, (z1, z2) 7→ (z1 + z2)
2 ∼ z21 + z
2
2 einen isolierten
kritischen Punkt im stratizierten Sinn bei 0, da die Einschränkungen f |S′1 und f |S′′1
keine kritischen Punkte haben.
Es gilt df = 2(z1 + z2)(dz1 + dz2) ∼ 2z1 dz1 + 2z2 dz2 und damit ist der Komplex
0 −→ OY2,0 −→ Ω
1
Y2,0
df∧
−→ Ω2Y2,0 −→ Ω
2
Y2/C,0
−→ 0
nicht exakt. Die Dierentialform ω1 = dz1 + dz2 ∈ Ω
1
Y2,0
liegt im Kern der Abbildung
df∧, nicht aber im Bild.
Wir erhalten für den hier betrachteten Fall einer Abbildung auf schwach normalen zwei-
dimensionalen komplexen Räumen das folgende
Lemma 4.5.3. Sei f : X → S die Einschränkung einer holomorphen Funktion f auf
einem schwach normalen zweidimensionalen komplexen Raum mit isoliertem kritischen
Punkt im stratizierten Sinn bei x ∈ X, f(x) = 0, bezüglich der kanonischen Stratizie-
rung gemäÿ Satz 4.1.1. Dann ist der Komplex
0→ OX,y → Ω
1
X,y
df∧
−→ Ω2X,y
df∧
−→ . . . −→
auÿerhalb des kritischen Wertes von f exakt.
Beweis. Die Funktion f entspricht in geeigneten Koordinaten in einer Umgebung eines
nichtkritischen Punktes y für ein r ∈ N0 der Projektion C×Yr → C. Für r = 0, 1 ist die
Exaktheit der Sequenz klar, für r ≥ 2 kann sie explizit mit Hilfe der Sätze 3.2.1, 3.2.2
und 3.2.3 nachgerechnet werden.
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Nun wird ein Zusammenhang auf H p(X/S) = Rpf∗ΩX/S deniert, der bei 0 singulär
ist und auÿerhalb der Null mit dem topologisch denierten Zusammenhang ∇ d
dt
über-
einstimmt. Wir haben allgemein eine exakte Sequenz von Komplexen
0 −→ df ∧Ω·−1X
i
−→ Ω·X
p
−→ Ω·X/S −→ 0. (4.8)
Die Abbildungen
df∧ : ΩpX/ker df∧ −→ df ∧Ω
p
X
sind oensichtlich für jedes p Isomorphismen. Wegen d(df ∧ ω) = −df ∧ dω erhalten wir
also einen Isomorphismus von Komplexen
((Ω·X/ker df∧) ,−d)
∼= (df ∧ Ω·X , d).
Wegen der Exaktheit von (Ω·X′ , df
′∧) gilt
(ΩpX′/ker df ′∧) = (Ω
p
X′/df ′∧) = Ω
p
X′/S′ .
Die Sequenz (4.8) enspricht damit für die Einschränkung f ′ der kurzen exakten Sequenz
0 −→ (Ω·−1X′/S′ ,−d)
df ′∧
−→ Ω·X′
p
−→ Ω·X′/S′ −→ 0.
Auf diese kurze exakte Sequenz kann nun der Funktor Rf ′∗ angewendet werden, so dass
eine lange exakte Sequenz der hyperdirekten Bilder entsteht. Da f steinsch ist, entspricht
dies der Anwendung des hier exakten Bildfunktors f∗ und anschlieÿender Bildung der
langen exakten Kohomologiesequenz
. . . −→ H pf ′∗ Ω
·
X′
p∗
−→ H pf ′∗Ω
·
X′/S′
δ
−→ H p+1f ′∗Ω
·−1
X′/S′ −→ H
p+1f ′∗Ω
·
X′ −→ . . . . (4.9)
Wir erhalten also einen verbindenden Homomorphismus
δ : H pf ′∗Ω
·
X′/S′ → H
p+1f ′∗Ω
·−1
X′/S′ = H
pf ′∗Ω
·
X′/S′ .
Die Abbildung δ stimmt nach folgender Überlegung analog zu [Ham74, II.2] mit dem
topologisch denierten Zusammenhang ∇ d
dt
überein.
Lemma 4.5.4. Der Verbindungshomomorphismus
δ : H pf ′∗Ω
·
X′/S′ −→ H
pf ′∗Ω
·
X′/S′
stimmt mit dem topologisch denierten Zusammenhang
∇ d
dt
: Rnf ′∗CX′ ⊗CS′ OS′ −→ R
nf ′∗CX′ ⊗CS′ OS′
überein.
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Beweis. Oensichtlich ist δ C-linear. Um zu zeigen, dass δ einen Zusammenhang de-
niert, ist noch die Leibnizidentität nachzuweisen. Wir wählen nun einen Repräsentan-
ten ω einer Kohomologieklasse aus H p(X ′/S′) = H pf ′∗Ω
·
X′/S′ . Damit ist dω = 0 in
f ′∗Ω
p+1
X′/S′ und dω = df
′ ∧ η in f ′∗Ω
p+1
X′ . Wegen d(dω) = −df
′ ∧ dη = 0 und Lemma 4.5.3
gibt es ein σ, für das dη = df ′ ∧ σ gilt und damit deniert η eine Kohomologieklasse in
H pf ′∗Ω
·
X′/S′ .
Nach der Konstruktion des Verbindungshomomorphismus einer langen exakten Koho-
mologiesequenz (vgl. z.B. [GM99, 1.1.5]) gilt nun
δ(ω) = [η].
Dann folgt für jedes g ∈ OS′
d(gω) = dg ∧ ω + g dω = df ′ ∧ (
dg
df ′
ω + g η)
⇒ δ(gω) =
dg
df ′
ω + g η,
wobei f ′ als lokale Koordinate auf S′ aufgefasst wird und damit dg = dgdf ′ df
′
gilt. Die
Abbildung δ erfüllt also die Leibnizidentität.
Um die Äquivalenz von ∇′ und δ zu zeigen, reicht es nachzuweisen, dass die Kerne über-
einstimmen.
Wir haben das kommutative Diagramm
CX′
//
i

Ω·X′
p

f ′−1OS′ // Ω
·
X′/S′ .
Fasst man CX′ und Ω
·
X′ nun wiederum als Komplexe auf, die nur an der ersten Stelle
von Null verschieden sind, und wendet die hyperdirekten Bilder an, so erhält man ein
kommutatives Diagramm
Rpf ′∗CX′
∼= //
uulll
lll
lll
lll
ll
i∗

H pf ′∗Ω
·
X′
p∗

Rpf ′∗CX′ ⊗CS′ OS′
∼= // Rpf ′∗(f
′−1OS′)
∼= //H pf ′∗Ω
·
X′/S′ .
Nun gilt ker∇ d
dt
= im i∗ und ker δ|S′ = im p∗ wegen der Exaktheit der langen exakten
Sequenz (4.9). Damit stimmen die Kerne oder mit anderen Worten die horizontalen
Schnitte beider Zusammenhänge überein.
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Der auf diesem Weg denierte Zusammenhang δ = ∇ d
dt
soll nun auf die singuläre Faser
fortgesetzt werden. Dazu wenden wir die hyperdirekten Bilder auf (4.8) an und erhalten
die lange exakte Sequenz
. . . −→ H pf∗ Ω
·
X
p∗
−→ H pf∗Ω
·
X/S
δ
−→ H p+1f∗ (df ∧Ω
·−1
X ) −→ . . . . (4.10)
Der Verbindungshomomorphismus δ setzt nun gerade den topologisch denierten Zu-
sammenhang ∇ d
dt
fort. Wir erhalten einen Zusammenhang in einem allgemeineren Sinn
(vgl. [Kul98, 4.4]): Für zwei OS-Moduln E ⊂ F wird eine C-lineare Abbildung E → F ,
die die Leibnizidentität erfüllt, Zusammenhang auf dem Paar (E,F ) genannt.
Denition und Satz 4.5.5. (Fortsetzung des Gauss-Manin-Zusammenhangs)
Der Verbindungshomomorphismus der langen exakten Sequenz (4.10)
δ : H pf∗Ω
·
X/S → H
pf∗ (df ∧ Ω
·
X)
deniert einen singulären Zusammenhang ∇ auf dem Paar
(
H pf∗Ω
·
X/S , H
pf∗ (df ∧
Ω·X)
)
, der über S′ mit dem topologisch denierten Zusammenhang ∇ d
dt
auf H überein-
stimmt.
Des Weiteren gibt es ein k ∈ N, derart dass
fk∇ : H p(X/S)→ H p(X/S).
Damit besitzt ∇ in 0 eine polartige Singularität.
Beweis. Dass der Zusammenhang ∇ über S′ mit ∇ d
dt
übereinstimmt, ergibt sich direkt
aus der Denition und Lemma 4.5.4.
Um den Rest zu beweisen, soll ∇ nun im Punkt 0 explizit beschrieben werden.
Für den kritischen Punkt x ∈ X der Funktion f und 0 = f(x) ∈ S gilt
(H p(X/S))0 := (R
pf∗(Ω
·
X/S))0.
Wir haben eine Spektralsequenz
′′Ep,q2 = R
pf∗(H
q(Ω·X/S))0 ⇒ (R
p+q(f∗Ω
·
X/S))0
mit
′′Ep,q2 =


(f∗H
q(Ω·X/S))0 für p = 0, q ≥ 0
Rpf∗(H
0(Ω·X/S))0 für p > 0, q = 0
0 sonst,
da H q(Ω·X/S) für q > 0 auf x konzentriert ist. Auÿerhalb von x ist Ω
·
X/S exakt (vgl.
dazu Satz 3.3.2). Damit verschwindet Rpf∗(H
q(Ω·X/S)) für p > 0 und q > 0.
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Wir zeigen nun, dass Rpf∗(H
0(Ω·X/S))0 für p > 0 ebenfalls verschwindet: Wegen des
relativen Poincaré-Lemmas (Satz 3.3.2) ist
i : f−1(OS)→ H
0(ΩX/S)
auÿerhalb von x bijektiv. Da X ein reduzierter komplexer Raum ist, folgt aus Stetig-
keitsgründen die Injektivität auch in x. Damit gibt es eine kurze exakte Sequenz
0→ f−1(OS)→ H
0(Ω·X/S)→ coker(i)→ 0,
wobei coker(i) auf x konzentriert ist. Wir erhalten eine lange exakte Sequenz
0→ f∗f
−1(OS)→ f∗H
0(Ω·X/S)→ f∗ coker(i)→ . . .
→ Rpf∗f
−1(OS)→ R
pf∗H
0(Ω·X/S)→ R
pf∗ coker(i)→ . . . ,
in der die Rpf∗ coker(i) für p > 0 verschwinden.
Weiter gilt Rpf∗(f
−1OS)0 = (R
pf∗CX)0 ⊗C OS,0. Nach Gleichung (4.3) und Korollar
1.3.5 gilt
(Rpf∗CX)0 = (R
pf¯∗CX¯)0 = (R
pf¯!CX¯)0 = H
p
c (X¯0,C) = H
p(X¯0,C), X¯0 = f¯
−1(0)∩X¯,
was wegen der Kontrahierbarkeit der singulären Faser, vgl. Satz 4.1.1, für p > 0 ver-
schwindet. Damit verschwindet auch Rpf∗f
−1(OS)0 und somit R
pf∗H
0(Ω·X/S)0 für
p > 0.
Der Halm (H p(X/S))0 kann daher mit (f∗H
p(Ω·X/S))0
∼= (H p(Ω·X/S))x
∼= Hp(Ω·X/S,x)
identiziert werden.
Sei ω ∈ ΩpX,x nun Repräsentant einer Kohomologieklasse aus H
n(Ω·X/S,x). Dann gibt es
in ΩpX,x eine Dierentialform η mit
dω = df ∧ η.
Aus der Denition des verbindenden Homomorphismus ergibt sich wiederum
∇ω = η.
Nun deniert η aber nicht notwendigerweise eine Restklasse in Hn(Ω·X/S,x), da für dη
lediglich df ∧ dη = 0 gilt, dη also Kozykel des Komplexes (4.7) in Null ist. Im Allgemei-
nen folgt also nicht, dass ein ξ mit dη = df ∧ ξ existiert.
Wir können aber zeigen, dass es ein k ∈ N gibt, derart dass fk · ν für jeden Kozykel ν
Korand ist. Dazu denieren wir die Garben K p(f) := ker{df : ΩpX → Ω
p+1
X }/df ∧Ω
p−1
X .
Diese sind als Quotient von Kern und Bild einer Abbildung von kohärenten Garben wie-
derum kohärent. Wegen Lemma 4.5.3 verschwinden diese Garben auf X ′ und somit gilt
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f |suppK p(f) = 0. Nach dem Rückertschen Nullstellensatz (z.B. [GR84, Chapter 3,2]),
gibt es dann zu jedem x ∈ X eine oene Umgebung U und eine natürliche Zahl k derart,
dass fkK p(f)U = 0. Damit gilt f
k(ker{df : ΩpX → Ω
p+1
X }) ⊂ df ∧ Ω
p−1
X .
Es gibt also ein ξ ∈ ΩpX,x mit f
kdη = df ∧ ξ. Nun gilt
d(fkη) = d(fk) ∧ η + fkdη = kfkdf ∧ η + df ∧ ξ
= df ∧ (kfkη + ξ).
Damit deniert fkη eine Kohomologieklasse in Hn(Ω·X/S,x) und wir erhalten eine Ab-
bildung
fk∇ : (H p(X/S))0 → (H
p(X/S))0,
womit die Meromorphie des Zusammenhangs gezeigt ist.
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