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Abstract
This article gives a new insight of kernel-based (approximation) methods to solve
the high-dimensional stochastic partial differential equations. We will combine
the techniques of meshfree approximation and kriging interpolation to extend the
kernel-based methods for the deterministic data to the stochastic data. The main
idea is to endow the Sobolev spaces with the probability measures induced by
the positive definite kernels such that the Gaussian random variables can be well-
defined on the Sobolev spaces. The constructions of these Gaussian random vari-
ables provide the kernel-based approximate solutions of the stochastic models. In
the numerical examples of the stochastic Poisson and heat equations, we show
that the approximate probability distributions are well-posed for various kinds of
kernels such as the compactly supported kernels (Wendland functions) and the
Sobolev-spline kernels (Mate´rn functions).
Keywords: Kernel-based method, stochastic partial differential equation,
stochastic data interpolation, meshfree approximation, kriging interpolation,
positive definite kernel, Gaussian field, time and space white noise.
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1. Introduction
In this article, we will study with the approximate solutions of the stochastic
partial differential equations (SPDEs) by the kernel-based (approximation) meth-
ods. The SPDEs frequently arise from applications in areas such as physics, biol-
ogy, engineering, economics, and finance. Many analytical theorems of stochastic
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differential equations have been developed in [1, 2] and their numerical algorithms
are aslo a fast growing research area in [3, 4, 5, 6, 7]. Unfortunately, the current
numerical tools often show the limited success in the high-dimensional equations
or the complicated boundary conditions.
Recently, the kernel-based methods become a fundamental approach for scat-
tered data approximation, statistical (machine) learning, engineering design, and
numerical solutions of partial differential equations. In particular, the research
areas of the kernel-based methods cover the interdisciplinary fields of approxima-
tion theory and statistical learning such as meshfree approximation in [8, 9, 10]
and kriging interpolation in [11, 12, 13]. Moreover, the kernel-based methods are
known by a variety of names in the monographs including radial basis functions,
kernel-based collocation, smoothing splines, and Gaussian process regression.
In the studies of approximation theory and statistical learning, we know that
the kernel-based methods can be used to approximate the high-dimensional partial
differential equations and estimate the simple stochastic models. Naturally, there-
fore, we develop the kernel-based methods to approximate the high-dimensional
SPDEs in the paper [14] and the doctoral thesis [15]. Now we propose to improve
and complete the theorems and algorithms of the kernel-based methods for the
high-dimensional stochastic data. The main idea is to combine the knowledge of
approximation theory, statistical learning, probability theory, and stochastic anal-
ysis into one theoretical structure. In this article, we will mainly focus on the
mixture techniques of meshfree approximation and kriging interpolation for the
constructions of the kernel-based approximate solutions of the stochastic models
such that the kernel-based estimators have the both globally and locally geomet-
rical meanings.
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Now we give the outlines of this article. In Section 2, we firstly describe
the initial ideas of the new insights of the kernel-based methods. In the begin-
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ning of our researches, we study with the meshfree approximation for the high-
dimensional interpolation by the positive definite kernels, for example, the kernel-
based interpolant induced by the Gaussian kernels in Figure 2.1. The reproducing
properties also guarantee that the kernel-based interpolants are the globally opti-
mal recovery in the reproducing kernel Hilbert spaces. Here, we have a new idea
to obtain the locally best estimators based on all globally interpolating paths by
the statistics & probability techniques (see a simple example in Figure 2.2 and
Table 2.1). This indicates that we need some probability structures to measure the
interpolating paths. Moreover, we find that the kriging interpolation also provides
the locally best linear unbiased prediction by the Gaussian fields such as the 1D
example in Figure 2.3. The recent paper [16] shows that the formulations of the
both kernel-based interpolants and simple kriging predictions are the same. Thus,
we guess that the meshfree approximation and the kriging interpolation could be
strongly connected by one theoretical approach such that the global and local ap-
proximations could be obtained at the same time. By the theorems of stochastic
analysis, we know that the Brownian motion can be constructed on the contin-
uous function space endowed with the Wiener measure (see [17, Chapter 2] or
Section 2). Then the Wiener measure and the Brownian motion provide a tool to
measure the continuous interpolating paths. It is also well-known that the Brow-
nian motion is a Gaussian field and its covariance kernel is a min kernel which
is a positive definite kernel. Therefore, we will combine the knowledge of the
kernel-based interpolants, the simple kriging predictions, and the Brownian mo-
tions together to renew the kernel-based methods. More precisely, we will use the
positive definite kernels to introduce the probability measures and the Gaussian
fields on the Sobolev spaces such that the initial ideas can be generalized to mea-
sure all smooth interpolating paths. Then the kernel-based probability structures
of the Sobolev spaces will help us to obtain the kernel-based approximation for
the deterministic and stochastic data.
In Section 3, we will extend the initial ideas of a simple example of the 1D
interpolating paths in Figure 2.2 to all interpolating paths in the Sobolev spaces
in Figure 3.1. Firstly, we will construct the Gaussian random variables by the
chosen positive definite kernel K. In this article, the Gaussian random variables
include Gaussian fields and normal random variables. In Theorem 3.1, for any
bounded linear functional L such as L := δx or L := δx ◦ ∆, the normal random
variable LS (ω) := Lω is well-defined on the Sobolev spaceHm(D) endowed with
the probability measure PK induced by the kernel K. Next, we will rethink the
kernel-based approximation for the deterministic data by the kernel-based proba-
bility structures of the Sobolev spaces. Then the constructions of the multivariate
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normal random variables L1S , . . . , LNS indicate a connection of kernel-based ap-
proximation to a kernel basis L1,yK(·, y), . . . , LN,yK(·, y) such as the kernel-based
approximate functions are the linear combinations of the kernel basis (see Equa-
tion (3.10-3.13)). Combining with the maximum likelihood estimation methods,
we can obtain the locally optimal estimators (kernel-based estimators) which are
also supported by the globally interpolating paths for the given data.
In Sections 4-6, we will extend the kernel-based methods for the deterministic
problems in [9, 10, 18] to the stochastic problems such as the stochastic data inter-
polations, the elliptic SPDEs, and the parabolic SPDEs. Same as in [9, 10, 18], we
can also analyze their convergence in probability by the power functions and the
fill distances. Moreover, Section 7 shows the 3D, 2D, and 1D numerical examples
of the stochastic data interpolations and the stochastic Poisson and heat equations
by various kinds of positive definite kernels such as the Gaussian kernels, the
compactly supported kernels (Wendland functions), and the Sobolev-spline ker-
nels (Mate´rn functions). For reducing the complexity, we only look at the linear
stochastic models here. In fact, there are still many tools of statistical learning to
solve the nonlinear stochastic models such as support vector machines with vari-
ous loss functions in [19, 20]. In Section 8, we briefly describe the improvements
and advance researches of the theorems and algorithms discussed in this article.
2. Initial Ideas
The approximation theory focuses on how a function u can be approximated
by a well-computable function uˆ. Typically, the fundamental problem can be
represented as follows. We have the data values f1, . . . , fN sampled from the
function u : [0, 1] → R at the distinct data points X := {x1, . . . , xN} ⊆ [0, 1],
that is, f1 := u(x1), . . . , fN := u(xN). An approximate function uˆ : [0, 1] → R
will be constructed to interpolate the given data values f j at x j, that is, uˆ(x1) =
f1, . . . , uˆ(xN) = fN . So, we can use this interpolant uˆ to estimate u at any unknown
location z ∈ [0, 1], that is, u(z) ≈ uˆ(z).
By the classical methods of polynomial and spline interpolation, an interpolant
uˆ will be constructed by the polynomials or the spline functions in [21, Chapter 6].
Recently, the kernel-based methods (radial basis functions) give a novel approxi-
mation tool to construct the kernel-based interpolant uˆ by a positive definite kernel
K : [0, 1]× [0, 1]→ R (see Definition 3.3), for example, the Gaussian kernel with
the shape parameter θ > 0
K(x, y) := e−θ
2 |x−y|22 , for x, y ∈ [0, 1].
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To be more precise, the kernel-based interpolant uˆ is a linear combination of the
kernel basis K(·, x1), . . . ,K(·, xN) such as
uˆ(z) :=
N∑
k=1
ckK(z, xk), for z ∈ [0, 1],
and the coefficients c := (c1, · · · , cN)T are computed by a well-posed linear system
KXc = f ,
where KX :=
(
K(x j, xk)
)N,N
j,k=1
and f := ( f1, · · · , fN)T . More details of kernel-based
interpolation or called meshfree approximation are mentioned in the books [9, 10].
Figure 2.1 illustrates an example of the kernel-based interpolant uˆ induced by the
Gaussian kernels which is also the minimizer over the reproducing norms globally.
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Figure 2.1: The 1D example of meshfree approximation: The blue circles represent the
data points x j and the red circles represent the data values f j at x j for j = 1, . . . , 7. The
green curve represents the kernel-based interpolant uˆ induced by the Gaussian kernel with
the shape parameter θ = 6. The black squares represent the estimate values uˆ(z1) and uˆ(z2)
at the unknown locations z1 := 0.4 and z2 := 0.9 shown in cyan.
Usually, there are many choices of the interpolants uˆ to approximate the un-
known values u(z). So, we need to determine which estimator uˆ(z) is the best.
Different from the classical approximation theory, we will choose the best esti-
mator vˆ based on all feasible interpolating paths by the statistics & probability
techniques. Let us look at a simple example in Figure 2.2 and Table 2.1 to study
with the initial ideas of this article. Figure 2.2 has three interpolating paths, that
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is, the piecewise linear spline uˆ1 (the blue curve), the kernel-based interpolant uˆ2
(the green curve), and the polynomial interpolant uˆ3 (the yellow curve). We ob-
serve that there are two choices of the estimated values at z1, z2 given by uˆ1, uˆ2, uˆ3
(see the black and pink squares in Figure 2.2). Here, we view the interpolating
paths uˆ1, uˆ2, uˆ3 as the sample events. Then the happenings of the black and pink
squares are supported by the sample events uˆ j. More precisely, the probabilities of
the black and pink squares are counted by the numbers of the interpolating paths,
for example, the probability of the black square at z2 is endowed with 2/3 because
the both interpolating paths uˆ2 and uˆ3 pass it. Naturally, we will choose the best
estimators vˆ1 and vˆ2 to approximate u(z1) and u(z2), respectively, by the maximal
probabilities in Table 2.1.
Locations Probabilities at Black Probabilities at Pink Best Estimators
z1 = 0.4 1/3 (counted by uˆ2) 2/3 (counted by uˆ1, uˆ3) vˆ1 := uˆ1(z1)
z2 = 0.9 2/3 (counted by uˆ2, uˆ3) 1/3 (counted by uˆ1) vˆ2 := uˆ2(z2)
Table 2.1: The initial ideas of the best estimators based on Figure 2.2.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
x
 
 
Figure 2.2: The 1D example of the initial ideas: The given data f j and x j (red and blue
circles) are the same as in Figure 2.1. The blue, green, and yellow curves represent the
piecewise linear spline uˆ1, the kernel-based interpolant uˆ2, and the polynomial interpolant
uˆ3, respectively. The black and pink squares represent the different choices of the estimate
values uˆk(zi) at the cyan squares zi for k = 1, 2, 3 and i = 1, 2.
In Figure 2.2, we observe that the polynomial interpolating path uˆ3 passes
the both best estimators vˆ1 and vˆ2 at z1 and z2. By the classical methods, the inter-
polant uˆ3 is not a good approximation which indicates that the estimators vˆ1 and vˆ2
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can not be obtained at the same time. But, the ill-posed problem of uˆ3 just occurs
globally and the best estimator can be obtained by uˆ3 at some local points. The ex-
treme example in Figure 2.2 let us rethink the classical approximation problems to
connect the global interpolants and the local optimizers. Generally speaking, we
will look at all feasible interpolating paths and the best estimator is dependent of
the largest probability counted by the interpolating paths massing at the unknown
locations. This indicates that we need a probability structure of the interpolating
paths to measure various estimate values.
Moreover, we find that the kriging interpolation provides another way to obtain
the locally best estimators by the Gaussian fields. In statistical learning, originally
in geostatistics, the kriging interpolation in [11] is modeled by a Gaussian field S
with a prior covariance kernel K. As Definition 3.6, the Gaussian field S composes
of the deterministic domain [0, 1] and the probability space (Ω,F ,P), where P is a
probability measure defined on a measurable space (Ω,F ). Roughly, the Gaussian
field S can be viewed as a map from [0, 1]×Ω into R. Then S x is a normal random
variable on the probability space (Ω,F ) for any x ∈ [0, 1]. For convenience, we
suppose that the Gaussian field S has the mean 0 and the covariance kernel which
is a Gaussian kernel. In kriging interpolation, the data values f1, . . . , fN are viewed
as the realized observations of the normal random variables S x1 , . . . , S xN . By the
simple kriging methods, we can obtain the best linear unbiased prediction sˆ(z)
of the Gaussian field S at any unobserved location z conditioned on the observed
data values f j at x j, that is,
sˆ(z) := E
(
S z|S x1 = f1, . . . , S xN = fN
)
= kX(z)K−1X f , for z ∈ [0, 1],
where kX(z) := (K(z, x1), · · · ,K(z, xN))T . For example in Figure 2.3, if the shape
parameter of the Gaussian kernel is endowed with θ = 6, then we can obtain
the simple kriging prediction sˆ(z) locally which is also consistent with the kernel-
based interpolant uˆ in Figure 2.1, that is, sˆ(z) = uˆ(z). Recently, the paper [16] com-
pares the spatial-data interpolations between the deterministic problems (meshfree
approximation) and the stochastic problems (kriging interpolation) and the pa-
per [16] also shows that the representations of these both estimators are the same.
Therefore, we conjecture that the interpolating paths in Figure 2.2 could be equiv-
alently transferred into some Gaussian fields such that the best estimators could
be measured by the related Gaussian random variables.
Fortunately, the constructions of Brownian motions inspire the connections of
the interpolating paths and the Gaussian fields. It is well-known that the standard
Brownian motion W is a Gaussian field with the mean 0 and the covariance kernel
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Figure 2.3: The 1D example of kriging interpolation: The observed data f j and x j (red
and blue circles) are the same as in Figure 2.1. The covariance kernel of the Gaussian
field S is the Gaussian kernel with the shape parameter θ = 6. The best linear unbiased
predictions sˆ(z) of S z conditioned on the observed data values f j at x j are shown in the
green curve which runs along the means of the normally distributed confidence intervals
of 99% shown in gray.
K(t, s) := min {t, s} which is also a positive definite kernel. [17, Chapter 2] pro-
vides various constructions of Brownian motions and one kind of the constructions
is defined on the continuous function space C[0,∞). More precisely, the Wiener
measure P∗ is well-posed on the sample space (Ω∗,F∗) composed of the function
space C[0,∞) and the Borel σ-algebra B (C[0,∞)). By [17, Theorem 4.20], the
coordinate mapping process Wt(ω) := ω(t) for t ∈ [0,∞) and ω ∈ Ω∗ is a standard
Brownian motion on the probability space (Ω∗,F∗,P∗). This shows that we can
connect the continuous paths to the Brownian motions. Moreover, we find that
the initial condition Y0 = y0 of the simple stochastic ordinary differential equation
dYt = dBt is equivalent to the interpolation at the origin (see [1, Section 5.2]).
By the construction of the Brownian motions, we obtain an extension of the in-
terpolating paths uˆ1, uˆ2, uˆ3 in Figure 2.2 to all interpolating paths in C[0,∞) such
as the interpolation AX( f ) := {ω ∈ C[0,∞) : ω(x1) = f1, . . . , ω(xN) = fN} can be
measured by the multivariate normal random variables Wx1 , . . . ,WxN .
Therefore, we believe that the meshfree approximation and the kriging in-
terpolation can be strongly connected by the Gaussian fields with the analogous
structures of the Brownian motions. In [14, 15], we extend the initial ideas
in Figure 2.2 to all interpolating paths in a reproducing kernel Hilbert space
HΦ([0, 1]) (see Definition 3.4). The theorems in [14, 15] guarantee that the Gaus-
sian field S x(ω) := ω(x) is well-defined on HΦ([0, 1]) similar as the Brown-
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ian motion defined on C[0,∞). Moreover, the covariance kernel of this Gaus-
sian field S is the integral-type kernel Φ∗ of the reproducing kernel Φ, that is,
Φ∗(x, y) :=
∫ 1
0
∫ 1
0
Φ(x, t)Φ(y, t)dt.
In the following section, we will improve the theorems in [14, 15] to endow
the Sobolev spaces with the probability measures induced by the positive definite
kernels such that the interpolating paths can be measured by the Gaussian random
variables (see Theorem 3.1 and Lemma 3.14). In Section 3.2, the kernel-based
probability structures of the Sobolev spaces will provide the best estimators in-
duced by the positive definite kernels (see Figure 3.1 which is the generalization
of the initial ideas in Figure 2.2 and Table 2.1).
3. Gaussian Random Variables and Positive Definite Kernels
In this section, we firstly study with the constructions of various multivariate
normal random variables defined on the L2-based Sobolev space Hm(D) of the
degree m by the deterministic bounded linear functionals and the given positive
definite kernels.
For convenience of the proofs, we let D be a regular and compact domain of
the d-dimensional real space Rd in this article (the details of the regularity such as
a Lipschitz domain are mentioned in [22, Section 4.1]).
Next, we will discuss how to use these multivariate normal random variables
to approximate the unknown value Lu by the given data information
f1 := L1u, . . . , fN := LNu,
where the target function u ∈ Hm(D) and L, L1, . . . , LN are the bounded (continu-
ous) linear functionals on Hm(D), for example, the point evaluation function δx,
the partial derivative δx ◦ Dα, or the integral
∫
D.
3.1. Constructing Gaussian Random Variables by Positive Definite Kernels
Now we generalize [14, Theorem 3.1] to endow the Sobolev spaces with the
probability measures induced by the positive definite kernels such that we can ob-
tain the normal random variables indexed by the given bounded linear functionals.
Theorem 3.1. Suppose that the positive definite kernel K ∈ C2m,1 (D×D) for
m > d/2. Let L be a bounded linear functional on the Sobolev space Hm(D).
Then there exists a probability measure PK on the measurable space
(Ωm,Fm) := (Hm(D),B (Hm(D))) ,
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such that the normal random variable
LS (ω) := Lω, for ω ∈ Ωm,
is well-defined on the probability space (Ωm,Fm,PK) and this random variable LS
has the mean 0 and the variance LxLyK(x, y). Moreover, the probability measure
PK is independent of the bounded linear functional L.
Remark 3.2. In Theorem 3.1, the collection B (Hm(D)) represents the Borel σ-
algebra in the Sobolev space Hm(D) and ω ∈ Ωm represents the sample path
(trajectory). The space C2m,1 (D×D) ⊆ C2m (D×D) consists of all functions
which have the continuous derivatives up to order 2m and of which the 2mth partial
derivatives satisfy the Lipschitz condition. Moreover, the notations Lx and Ly
denote the linear operator L associated to the first and second arguments of x and
y, respectively, that is, LxK(x, y) = L (K(·, y)) and LyK(x, y) = L (K(x, ·)).
Before the proofs of Theorem 3.1, we review some basic concepts of positive
definite kernels, reproducing kernels, and Gaussian fields.
Definition 3.3 ([9, Definition 6.24]). A symmetric kernel K : D×D → R is called
positive definite if, for any N ∈ N and any distinct points X := {x1, . . . , xN} ⊆ D,
the quadratic form
N∑
j,k=1
c jckK(x j, xk) > 0, for all c := (c1, · · · , cN)T ∈ RN \ {0}.
Definition 3.3 assures that all positive definite kernels are symmetric in this
article. Obviously, all associated matrixes KX of the positive definite kernel K are
strictly positive definite because cTKXc > 0 for all c ∈ RN \ {0}.
Definition 3.4 ([9, Definition 10.1]). A kernel K : D × D → R is called a re-
producing kernel of a reproducing kernel Hilbert space HK(D) composing of
functions f : D → R if
(i) K(·, y) ∈ HK(D) and (ii) f (y) = ( f ,K(·, y))HK (D) ,
for all y ∈ D and all f ∈ HK(D), where (·, ·)HK (D) is an inner product of the Hilbert
spaceHK(D).
[9, Theorem 10.10] guarantees that any positive definite kernel is a reproduc-
ing kernel and its reproducing kernel Hilbert space exists uniquely.
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Example 3.5 ([23, Example 5.7]). The typical example of positive definite kernels
and reproducing kernels is the Sobolev-spline kernel (Mate´rn function) Gm of the
degree m > d/2, that is,
Gm(x, y) :=
21−m−d/2
pid/2Γ(m)
‖x − y‖m−d/22 Kd/2−m
(‖x − y‖2) , for x, y ∈ Rd, (3.1)
where Γ is the Gamma function and Kν is the modified Bessel function of the
second kind of order ν. According to the discussions in [23, 24], the Sobolev-
spline kernel Gm is a positive definite kernel and its reproducing kernel Hilbert
space HGm(Rd) is equivalent to the Sobolev space Hm(Rd). Since the domain
D is regular, [9, Corollary 10.48] (the restrictions of reproducing kernel Hilbert
spaces and Sobolev spaces) also guarantees thatHGm(D) andHm(D) are isomor-
phic. This indicates that the spaces HGm(D) = Hm(D) and the Borel σ-algebras
B (HGm(D)) = B (Hm(D)). The condition of m > d/2 is sufficient to assure that
Gm ∈ C (D×D) and the point evaluation function δx is continuous onHm(D) by
the Sobolev imbedding theorem [22, Theorem 4.12].
Definition 3.6 ([12, Definition 3.28]). A stochastic field S : D × Ω → R defined
on a probability space (Ω,F ,P) is called a Gaussian field with a mean 0 and a
covariance kernel K : D × D → R if, for any N ∈ N and any distinct points
X := {x1, . . . , xN} ⊆ D, the random vector SX := (S x1 , · · · , S xN )T is a multivariate
normal random vector with the mean 0 and the covariance matrix KX, that is,
SX ∼ N (0,KX).
Remark 3.7. In stochastic analysis [17] and probability theory [25], the measur-
able space (Ω,F ) is called a sample space and the σ-algebra F in Ω is called a
filtration. Next, we illustrate some specific notations of the Gaussian field S . For
any fixed point x ∈ D, the symbol S x represents a random variable defined on
the probability space (Ω,F ,P). In another hands, for any fixed sample ω ∈ Ω,
the symbol x 7→ S x(ω) or S (ω) represents a deterministic function defined on the
domainD. Since the mean of S is equal to 0, we have E(S x) = E(S y) = 0; hence
K(x, y) = Cov
(
S x, S y
)
= E
(
S xS y
) − E(S x)E(S y) = E(S xS y),
for any x, y ∈ D. This indicates that the covariance matrix KX of the random
vector SX can be computed by
KX =
(
K(x j, xk)
)N,N
j,k=1
=
(
Cov
(
S x j , S xk
))N,N
j,k=1
=
(
E
(
S x jS xk
))N,N
j,k=1
.
In this article, all equalities of random variables and stochastic fields are equal
almost surely without any specific illustration.
11
To prove the theorems and lemmas, we need to study with the properties of the
positive definite kernel K ∈ C2m,1 (D×D) given in Theorem 3.1. SinceD is com-
pact and K is symmetric and continuous, the Mercer’s theorem [20, Theorem 4.49]
guarantees that there exist a countable set of eigenvalues λ1 ≥ λ2 ≥ · · · > 0 and
orthonormal eigenfunctions {en}∞n=1 in L2(D) such that
λnen(x) =
∫
D
K(x, y)en(y)dy, for all n ∈ N,
and the positive definite kernel K possesses the absolutely and uniformly conver-
gent representation
K(x, y) =
∞∑
n=1
λnen(x)en(y), for x, y ∈ D. (3.2)
Since K ∈ C2m,1 (D×D), we have
Dαen(x) = λ−1n
∫
D
DαxK(x, y)en(y)dy, for α ∈ Nd0 with |α| ≤ 2m,
where Dα := ∂α/∂xα is the partial derivative of order α; hence {en}∞n=1 ⊆ C2m(D).
This indicates that the representation
DαxD
β
yK(x, y) =
∞∑
n=1
λnDαen(x)Dβen(y), for x, y ∈ D,
converges absolutely and uniformly for any α,β ∈ Nd0 with |α| + |β| ≤ 2m. The
compactness of the domain D assures that C2m,1 (D×D) ⊆ H2m (D×D) and
LxLyK(x, y) is well-posed for the bounded linear functional L on Hm(D). More-
over LxLyK(x, y) also possesses the convergent representation
LxLyK(x, y) =
∞∑
n=1
λnLx (en(x)) Ly (en(y)) =
∞∑
n=1
λn (Len)2 .
For the proofs of Theorem 3.1, we need the generalization of [14, Lemma 2.2]
which guarantees that there exists a probability measure PΦ∗ induced by the integral-
type kernel Φ∗ of the reproducing kernel Φ such that the Gaussian field S x(ω) :=
ω(x) is well-defined on the reproducing kernel Hilbert space HΦ(D). Roughly
speaking, we will extend the original relationships
HΦ(D)←→ Φ←→ Φ∗ ←→ PΦ∗ ←→ S ,
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in [14, Lemma 2.2] to another general forms
Hm(D)  HGm(D)←→ Gm ←→ K ∈ C2m,1 (D×D)←→ PK ←→ S ,
in Lemma 3.14 which shows that there exists a probability measure PK induced
by the given positive definite kernel K such that the Gaussian field S x(ω) := ω(x)
is well-defined on the Sobolev spaceHm(D).
Usually, it is difficult to obtain the probability measure PK directly on the
Sobolev space Hm(D). In the proofs of [14, Lemma 2.2], a Gaussian field ξ,
which is easily constructed by the integral-type kernel Φ∗, is a primary element
to introduce the probability measure PΦ∗ , and the main technique is based on the
theorems in [26]. Same as this idea, we will also use [26, Lemma 2.1 and The-
orem 3.2] to verify Lemma 3.14, that is, the extensions of the original proofing
process Φ∗ → ξ → Pξ = PΦ∗ → S to K → ξ → Pξ = PK → S . So, the proofs
of Lemma 3.14 will be separated into two steps: the first step is to construct a
Gaussian field ξ by the given positive definite kernel K, and we will introduce the
probability measure PK by this Gaussian field ξ in the next step.
For convenience, we repeat [26, Lemma 2.1 and Theorem 3.2] in Lemma 3.8
which is consistent with the formats of this article.
Lemma 3.8 ([26, Lemma 2.1 and Theorem 3.2]). Suppose that a Gaussian field ξ
defined on a probability space (Ω,F ,P) belongs to a reproducing kernel Hilbert
space HG(D) almost surely, that is, P (ξ ∈ HG(D)) = 1. Then the probability
measure
Pξ(A) := P
(
ξ−1(A)
)
, for A ∈ B (HG(D)) ,
is well-posed on the measurable space (HG(D),B (HG(D))). Moreover, the Gaus-
sian field
S x(ω) := ω(x), for x ∈ D and ω ∈ HG(D),
is well-defined on the probability space
(HG(D),B (HG(D)) ,Pξ) and the means
and covariance kernels of the Gaussian fields S and ξ are the same.
Remark 3.9. Here, we call a stochastic field ξ belongs to a function space H
almost surely if the function x 7→ ξx(ω) belongs to H for ω ∈ Ω almost surely,
or the probability of the set A := {ω ∈ Ω : ξ(ω) ∈ H} is equal to 1. In [26], the
stochastic field ξ can be viewed as a measurable map from Ω toHG(D) such that
P (ξx ≤ z) = Pξ (S x ≤ z) for any x ∈ D and any z ∈ R. This shows that S and
ξ have the same probability distributions. In fact, Lemma 3.8 for the Gaussian
fields is just a typical case of the theorems in [26] which can cover more general
stochastic fields.
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Now we construct a Gaussian field ξ with the mean 0 and the covariance kernel
K. The Kolmogorov’s extension theorem [25, Theorem 2.3] guarantees that there
exist a countable independent standard normal random variables {ζn}∞n=1 defined on
a probability space (Ω,F ,P). A example of P is the infinite-dimensional Gaussian
measure placed on RN (see [25, Section 2.3]). Combining the random variables
{ζn}∞n=1 with the eigenvalues {λn}∞n=1 and eigenfunctions {en}∞n=1 of the given positive
definite kernel K in Theorem 3.1, we construct a stochastic field on the probability
space (Ω,F ,P) such as
ξx :=
∞∑
n=1
ζn
√
λnen(x), for x ∈ D. (3.3)
Since ζn ∼ i.i.d.N(0, 1), we have
E
(
ζn
)
= 0, E
(
ζ2n
)
= 1, E
(
ζkζn
)
= E
(
ζk
)
E
(
ζn
)
= 0 when k , n,
for all k, n ∈ N. Notes that
E
(
ξ2x
)
=
∞∑
k,n=1
E
(
ζkζn
) √
λkλnek(x)en(x) =
∞∑
n=1
λnen(x)2 = K(x, x) < ∞;
hence the stochastic field ξ is well-defined.
Lemma 3.10. The stochastic field ξ given in Equation (3.3) is a Gaussian field
with the mean 0 and the covariance kernel K.
Proof. Since the linear combination of normal random variables is still normal
(see [1, Theorem A.17 and A.19]), the random variable ξx is normal for any x ∈ D.
Next, we compute the mean and the covariance kernel of ξ. Take any x, y ∈ D.
Equation (3.3) assures that
E (ξx) =
∞∑
n=1
E (ζn)
√
λnen(x) = 0,
and
Cov
(
ξx, ξy
)
= E
(
ξxξy
)
=
∞∑
k,n=1
E
(
ζkζn
) √
λkλnek(x)en(y) =
∞∑
n=1
λnen(x)en(y) = K(x, y).

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Lemma 3.10 shows that the Gaussian field ξ is a centered Gaussian field, that
is, a Gaussian field with the mean 0, and the covariance kernel K of ξ belongs
to C2m,1 (D×D); hence the Kolmogorov-Cˇentsov continuity theorem in [17, Sec-
tion 2.2.B] guarantees that:
Lemma 3.11. The Gaussian field ξ given in Equation (3.3) belongs to Cm(D)
almost surely, that is, P (ξ ∈ Cm(D)) = 1.
Remark 3.12. In fact, by the Karhunen representation theorem [12, Theorem 3.41],
Equation (3.3) can be also seen as the Karhunen-Loe`ve expansion of the Gaussian
field ξ. Now we take any α ∈ Nd0 with |α| ≤ m to construct a stochastic field
ξα,x :=
∞∑
n=1
ζn
√
λnDαen(x), for x ∈ D.
Since the mean square
E
(
ξ2α,x
)
=
∞∑
n=1
λnDαen(x)2 = Dαz1 D
α
z2 K (z1, z2) |z1=z2=x < ∞,
the stochastic field ξα is well-defined. Same as the properties of the Karhunen-
Loe`ve expansion, the expansion of ξα is uniformly convergent on the compact
domain D because DαxDαy K ∈ C0,1 (D×D). Combining with Dαξ = ξα, the
expansion of ξ is also convergent in Cm(D).
Even though the eigenfunctions en ∈ C2m(D) for all n ∈ N, we still can not
determine whether Dαξ ∈ C(D) when |α| > m because Dαz1 Dαz2 K (z1, z2) |z1=z2=x
may not exist for all x ∈ D. This indicates that the smoothing sample paths of the
Gaussian fields can not be determined if their covariance kernels are non-smooth.
By the smoothness of ξ, we can further check that:
Lemma 3.13. The Gaussian field ξ given in Equation (3.3) belongs to the repro-
ducing kernel Hilbert space HGm(D) almost surely, that is, P
(
ξ ∈ HGm(D)
)
= 1,
where the Sobolev-spline kernel Gm of the degree m is given in Equation (3.1).
Proof. Lemma 3.11 assures that ξ ∈ Cm(D) almost surely. Since D is compact,
we have Cm(D) ⊆ Hm(D); hence ξ ∈ Hm(D) almost surely. Moreover, the dis-
cussions in Example 3.5 show thatHm(D) is equivalent toHGm(D). This assures
that ξ ∈ HGm(D) almost surely. 
Combining with Lemmas 3.8, 3.10, and 3.13, we can complete the proofs of
Lemma 3.14 for the constructions of the probability measure PK in Theorem 3.1.
15
Lemma 3.14. Suppose that the positive definite kernel K ∈ C2m,1 (D×D) for
m > d/2. Then there exists a probability measure PK on the measurable space
(Ωm,Fm) := (Hm(D),B (Hm(D))) ,
such that the Gaussian field
S x(ω) := ω(x), for x ∈ D and ω ∈ Ωm,
is well-defined on the probability space (Ωm,Fm,PK) and this Gaussian field S has
the mean 0 and the covariance kernel K.
Proof. Firstly, by Example 3.5, we have Ωm = Hm(D) = HGm(D) and Fm =
B (Hm(D)) = B (HGm(D)).
By Lemma 3.10, the Gaussian field ξ in Equation (3.3) has the mean 0 and the
covariance kernel K, and Lemma 3.13 provides that ξ ∈ HGm(D) almost surely.
Therefore, Lemmas 3.8 guarantees that the Gaussian field ξ can be used to intro-
duce the probability measure PK on the measurable space (Ωm,Fm), that is,
PK(A) := P
(
ξ−1(A)
)
, for A ∈ Fm,
such that S x(ω) := ω(x) is a Gaussian field with the mean 0 and the covariance
kernel K placed on the probability space (Ωm,Fm,PK). 
Remark 3.15. The probability measure PK in Lemma 3.14 can be seen as the
generalization of the the Wiener measure P∗ on the continuous function space
C[0,∞) for the Brownian motion W (see the discussions in Section 2), that is,
C[0,∞) → Hm(D), W → S , and P∗ → PK . There may be another methods to in-
troduce the probability measure PK directly by the cylinder sets or the cylindrical
σ-algebra in the Sobolev spaces such as the Wiener measures on the continu-
ous function spaces in [17] and the Gaussian measures on the reproducing kernel
Hilbert spaces in [27]. This means that there may be another generalizations of
Lemma 3.14, for example, C2m,1 (D×D) → H2m (D×D) for non-smooth ker-
nels or Hm(D) →Wmp (D) for Sobolev Banach spaces. In this article, we do not
discuss another constructions and proofs of the probability measure PK deeply.
The Gaussian field S can be viewed as the invariant element of the original
Gaussian field ξ; hence we can also obtain the Karhunen-Loe`ve expansion of S
same as the discussions of ξ in Remark 3.12, that is,
S =
∞∑
n=1
ηn
√
λnen, (3.4)
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where {ηn}∞n=1 are the i.i.d. standard normal random variables defined on the prob-
ability space (Ωm,Fm,PK). Here, the random variables {ηn}∞n=1 can be also thought
as the invariant elements of {ζn}∞n=1 in Equation (3.3). The both random coefficients
{ηn}∞n=1 and {ζn}∞n=1 are just defined on the different probability spaces.
Same as the smoothness of ξ, the Gaussian field S belongs to Cm(D) almost
surely, that is, PK (S ∈ Cm(D)) = 1, and the expansion of S in Equation (3.4)
is also convergent in Cm(D). Roughly, the probability measure PK vanishes the
non-smooth paths inHm(D).
Finally, we verify the main theorem by Lemma 3.14 as follows.
Proof of Theorem 3.1. Firstly, Lemma 3.14 guarantees that the probability mea-
sure PK induced by the positive definite kernel K is well-posed on the measurable
space (Ωm,Fm) and the random variable LS (ω) := Lω is also well-defined for the
bounded linear functional L on the Sobolev spaceHm(D).
Next, we will use the Karhunen-Loe`ve expansion of the Gaussian field S in
Equation (3.4) to complete the proofs. As the above discussions of Equation (3.4),
the expansion S =
∑∞
n=1 ηn
√
λnen is convergent in Cm(D); hence the compactness
of D assures that the expansion S = ∑∞n=1 ηn√λnen is also convergent in Hm(D).
Since the linear functional L is bounded onHm(D), we have
LS =
∞∑
n=1
ηn
√
λnLen. (3.5)
Moreover, since ηn ∼ i.i.d.N(0, 1) for all n ∈ N, the random variable LS is a linear
combination of the normal random variables. Therefore, the random variable LS
is a normal random variable with the mean
E (LS ) =
∞∑
n=1
E (ηn)
√
λnLen = 0,
and the variance
Var (LS ) = E (LS )2 =
∞∑
k,n=1
E (ηkηn)
√
λkλnLekLen =
∞∑
n=1
λn (Len)2 = LxLyK(x, y).
This completes the proofs of the theorem. 
Applications of Theorem 3.1: In the approximation problems, we usually
study with the finite many bounded linear functionals L1, . . . , LN on the Sobolev
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spaceHm(D). Thus, we will look at the the multivariate normal random variables
L1S , . . . , LNS defined as in Theorem 3.1. Since the probability measure PK is inde-
pendent of L1, . . . , LN , all random variables L1S , . . . , LNS are placed on the same
probability space (Ωm,Fm,PK). For convenience, we define the new notations
LS := (L1S , · · · , LNS )T , L := (L1, · · · , LN)T .
Now we compute the means and covariances of these random variables by the
convergent representation L jS =
∑∞
n=1 ηn
√
λnL jen given in Equation (3.5), that is,
E
(
L jS
)
=
∞∑
n=1
E
(
ηn
) √
λnL jen = 0,
and
Cov
(
L jS , LkS
)
= E
(
L jS LkS
)
=
∞∑
n=1
λnL jenLken = L j,xLk,yK(x, y),
for all j, k = 1, . . . ,N. This indicates that the multivariate normal random vector
LS has the mean 0 and the covariance matrix
KL :=
(
Cov
(
L jS , LkS
))N,N
j,k=1
=
(
L j,xLk,yK(x, y)
)N,N
j,k=1
.
Corollary 3.16. Suppose that the positive definite kernel K ∈ C2m,1 (D×D) for
m > d/2. LetL be composed of finite many bounded linear functionals L1, . . . , LN
on the Sobolev spaceHm(D). Then the multivariate normal random vector
LS (ω) := (L1S (ω), · · · , LNS (ω))T = (L1ω, · · · , LNω)T , for ω ∈ Ωm,
is well-defined on the probability space (Ωm,Fm,PK) given in Theorem 3.1 and
and this random vector LS has the mean 0 and the covariance matrix KL.
Remark 3.17. Even though the kernel K is positive definite, we can not determine
whether the covariance matrix KL is strictly positive definite. But, we can assure
that KL is always positive definite. Thus, the pseudo inverse K
†
L of KL is well-
defined by the eigen-decomposition of KL = VDVT , that is, K
†
L = VD
†VT (see [21,
Section 5.4]). Here D and V are composed of the nonnegative eigenvalues and
orthonormal eigenvectors of KL and D† is taken by the reciprocal of each nonzero
element on the diagonal of D, for example, D† := diag
(
λ−11 , · · · , λ−1k , 0, · · · , 0
)
when D := diag
(
λ1, · · · , λk, 0, · · · , 0).
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In the following section, we will discuss how to approximate Lu by the given
informationLu. Naturally, the relationships of LS andLS will be required in the
following approximations. So, we need to compute the conditional probability
density function pL|L of LS given LS . By the basic probability theory, we have
pL|L(v|v) = pL,L(v, v)pL(v) , for v ∈ R and v ∈ R
N , (3.6)
where pL,L and pL are the joint probability density functions of (LS ,LS ) andLS ,
respectively. Moreover, Corollary 3.16 provides that
(LS ,LS ) ∼ N (0,KL,L) , LS ∼ N (0,KL) ,
where the covariance matrix
KL,L :=
(
LxLyK(x, y) LkTL
LkL KL
)
,
and the vector
LkL :=
(
LxL1,yK(x, y), · · · , LxLN,yK(x, y)
)T
,
is computed by the kernel basis
kL(x) :=
(
L1,yK(x, y), · · · , LN,yK(x, y)
)T
, for x ∈ D;
hence
pL,L(v, v) :=
1√
det†
(
2piKL,L
) exp (−12 tTK†L,L t
)
, for t :=
(
v
v
)
∈ RN+1, (3.7)
and
pL(v) :=
1√
det† (2piKL)
exp
(
−1
2
vTK†Lv
)
, for v ∈ RN , (3.8)
where det† is the pseudo determinant, that is, the product of all nonzero eigenval-
ues of a positive definite matrix. Combing with Equation (3.6-3.8), we have:
Corollary 3.18. Let the normal random variable LS and the multivariate nor-
mal random vector LS be given in Theorem 3.1 and Corollary 3.16. Then the
conditional probability density function pL|L of LS given LS can be written as
pL|L(v|v) = 1
σL|L
√
2pi
exp
−(v − µL|L(v))22σ2L|L
 , for v ∈ R and v ∈ RN ,
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where the mean
µL|L(v) := LkTLK
†
Lv,
and the standard deviation
σL|L :=
√
LxLyK(x, y) − LkTLK†LLkL. (3.9)
Thus σ2L|L is the variance of the conditional probability density function pL|L.
In Sections 4 and 5, we will show that the standard deviation σL|L is equivalent to
the (generalized) power functions in meshfree approximation.
Remark 3.19. Roughly, we can view the vector operator L and the matrix op-
erator LxLy as the gradient and the Hessian matrix, respectively. Thus, another
good notations of the kernel basis kL(x) and the interpolating matrix KL can be
rewritten as LyK(x, y) and LxLyK(x, y), respectively.
3.2. Kernel-based Approximation for Deterministic Data
Now we study with the renewal kernel-based approximation by the multivari-
ate normal random variables LS , L1S , . . . , LNS given in Theorem 3.1 and Corol-
lary 3.16. Let the vector
f := ( f1, · · · , fN)T ,
be composed of the given data information f1 = L1u, . . . , fN = LNu evaluated by
some deterministic function u ∈ Hm(D) for m > d/2 and a vector bounded linear
functional L = (L1, · · · , LN)T on Hm(D). Then Lu = f and Lu is well-defined
for any bounded linear functional L onHm(D). Given the positive definite kernel
K ∈ C2m,1 (D×D), we will construct the best estimator (kernel-based estimator)
vˆ = LuˆL or the kernel-based approximate function uˆL to approximate the unknown
value Lu or the target function u.
In this article, we will rethink the classical approximation problems by the
kernel-based probability structures of the Sobolev spaces such as Figure 3.1. The-
orem 3.1 provides that the Sobolev space Hm(D) = Ωm can be endowed with
the probability measure PK induced by the positive definite kernel K. Since the
probability measure PK is placed on the Borel σ-algebra B (Hm(D)) = Fm, the
probability of the Sobolev spaces is dependent of the Sobolev norms such as the
probability is largest at the origin and the probability decreases to 0 when the
Sobolev norm tends to ∞. These kernel-based probability structures are consis-
tent with the common senses of the initial guess at 0 with no information. The
probability will help us to measure the estimate values based on all feasible inter-
polating paths in the Sobolev spaces similar as the initial ideas in Section 2.
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Figure 3.1: Probability on Sobolev spaces
Let us look at the interpretive ex-
ample in Figure 3.1 which can be
thought as the generalization of the ini-
tial ideas in Figure 2.2. The green,
blue, and cyan lines represent the col-
lections of the sample paths for various
estimate values v ∈ R, that is,
AL(v) := {ω ∈ Hm(D) : Lω = v} .
The red line represents all feasible in-
terpolating paths, that is,
AL( f ) := {ω ∈ Hm(D) : Lω = f } .
The black and pink squares, which can
be roughly thought as the generalizations of the black and pink squares in Fig-
ure 2.2, represent the intersections AL(v) ∩ AL( f ). The yellow, green, cyan, and
blue dashed circles represent various ranges of the probability on Hm(D). Since
the blue dashed circle is closed to the origin, the probability shown in the blue
dashed circle is larger than the others. Then the best estimator vˆ is given by the
value v2 because the probability of v2 shown in the pink square is largest, for
example, the probability of v2 is larger than v1, v3 shown in the black squares.
Since L andL are bounded onHm(D), the setsAL(v) andAL( f ) are closed in
Hm(D); henceAL(v),AL( f ) ∈ B (Hm(D)). Here, we think that the interpolation
AL( f ) has happened because the interpolating data f have been given. Then the
estimate value v can be measured by the probability of AL(v) conditioned on the
interpolationAL( f ). According to the constructions of LS and LS , we have
AL(v) = {ω ∈ Ωm : LS (ω) = v} , AL( f ) = {ω ∈ Ωm : LS (ω) = f } .
This indicates that the sets AL(v) and AL( f ) can be equivalently transferred into
LS = v and LS = f , respectively. This shows that LS and LS can be used to
compute the conditional probability PK (AL(v)|AL( f )).
Next, we show how to obtain the best estimator vˆ by the techniques of sta-
tistical learning. According to the maximum likelihood estimation [11, Section
6.4], the best estimator vˆ is to maximize the conditional probability, that is, the
maximizer vˆ of the optimization problem
max
v∈R
PK (AL(v)|AL( f )) = max
v∈R
PK (LS = v|LS = f ) . (3.10)
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Since Corollary 3.18 provides the conditional probability density function pL|L
of LS given LS , the optimal solution vˆ of the maximum problem (3.10) can be
obtained by another equivalent optimization problem of pL|L, that is,
vˆ := argmax
v∈R
pL|L (v| f ) = µL|L ( f ) = LkTLK†L f . (3.11)
Here, the best estimator vˆ is called the kernel-based estimator of the value Lu.
Remark 3.20. Generally speaking, the conditional probability density function
does not mean the exact conditional probability. In statistics, the mode of the
probability density function indicates the maximum probability. Thus, the opti-
mization problems (3.10) and (3.11) are equivalent (see [11, 13]).
In another ways, by the Bayesian estimation [28, Section 4], the best estimator
vˆ can be also computed by the conditional expectation of LS given the interpola-
tion LS = f , that is,
vˆ := E (LS |LS = f ) =
∫
R
vpL|L (v| f ) dv = µL|L ( f ) .
Roughly, the Bayesian estimator can be thought as the averages of the estimate
values v based on the probability measures on the Sobolev spaces. Since LS and
LS have the normal distributions, the best estimator vˆ is the same for the both
maximum-likelihood and Bayesian methods.
Moreover, the best estimator (kernel-based estimator) vˆ can be rewritten as
the similar forms of the Hermite-Birkhoff interpolation. So, we will construct
a function uˆL ∈ Hm(D) to compute the best estimator vˆ by the bounded linear
functional L such as vˆ = LuˆL. Equation (3.11) assures that uˆL can be written as a
linear combination of the kernel basis kL, that is,
uˆL(x) := kL(x)T c, for x ∈ D, (3.12)
where the coefficients c are solved by a linear system
KLc = f . (3.13)
We further find that the approximate function uˆL is independent of the bounded
linear functional L. Since the point evaluation function δx is a bounded linear
functional on Hm(D) for m > d/2, the function values u(x) = δx (u) can be
approximated by the estimators δx (uˆL) = uˆL(x). Thus, we say uˆL a kernel-based
approximate function of the target function u.
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Finally, we show the convergence of the kernel-based estimators. Suppose that
we have the countable data information f1 := L1u, . . . , fn := Lnu, . . . such that
AL∞
(
f∞
)
=
{
ω ∈ Hm(D) : L∞ω = f∞
}
= {u} ,
whereL∞ := (L1, · · · , Ln, · · · )T and f∞ := ( f1, · · · , fn, · · · )T . For example, the op-
eratorL∞ is composed of the point evaluation functions δxn , where the data points
{xn}∞n=1 is dense in the domainD. Here, since C(D) is imbedded intoHm(D), there
is a unique function u to interpolate all the given data. LetLn := (L1, · · · , Ln)T and
f n := ( f1, · · · , fn)T for all n ∈ N. Then we can obtain the kernel-based estimator
LuˆLn for the given data f n same as in Equation (3.11). Since
AL1
(
f 1
) ⊇ · · · ⊇ ALn ( f n) ⊇ · · · ⊇ ∞∩n=1ALn ( f n) = AL∞ ( f∞) ,
we have
lim
n→∞ LuˆLn = limn→∞E
(
LS |ALn
(
f n
))
= E
(
LS |AL∞
(
f∞
))
= Lu.
In particular uˆLn(x) = δx
(
uˆLn
)→ δx (u) = u(x) when n→ ∞ for any x ∈ D. This
assures that the kernel-based approximate function uˆLn is also convergent to the
target function u when n→ ∞.
Comments: In approximation theory, we mainly focus on the constructions
of the globally best interpolants. In statistical learning, we usually learn the lo-
cally random variables by another correlated random elements. For example, the
meshfree approximation gives the globally optimal solutions while the kriging
interpolation provides the locally optimal estimators. In this article, we try to
combine the knowledge of meshfree approximation and kriging interpolation in
one theoretical structure such that we can obtain the best estimators both solved
by the locally random variables LS ,LS and supported by the globally interpolat-
ing pathsAL(v),AL( f ). The meaning of the best is dependent of the kernel-based
probability structures of the Sobolev spaces here. This new idea also improves the
meshfree approximation and the kriging interpolation as follows:
• In meshfree approximation, we usually suppose that the matrix KL is well-
condition such that the Lagrangian basis eL := K−1L kL is well-defined. Un-
fortunately, the matrix KL could be nonsingular or ill-condition in the prac-
tical applications. In numerical analysis, we can still solve the ill-condition
problems by the least-square techniques such as the coefficients are given by
c := K†L f (see the pseudoinverse minimal solutions in [21, Theorem 5.4.2]).
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But, the exact geometrical meanings of the least-square solutions are still
unclear for the interpolation problems. Here, the probability measure PK
provides another way to explain the least squares and the generalized La-
grangian basis eL := K†LkL. Even though uˆL = e
T
L f may not belong toAL( f ) or satisfy the interpolation conditions, the least-square interpolant
uˆL can be still thought as the best adjacent element ofAL( f ).
• In kriging interpolation, we can only consider the interpolating or spatial
data related to the point evaluation functions δx. Here, the random variables
can be supported by the interpolating paths in the Sobolev spaces such that
the kriging interpolation is still well-defined by another operators, for exam-
ple, the differential operators δx◦∇ and δx◦∆. This shows that the meshfree
approximation implies the generalized kriging interpolation.
In the following sections, we will continue to extend the kernel-based methods
for the deterministic problems to the stochastic problems by the same manners.
4. Stochastic Data Interpolations
In this section, we will extend the meshfree approximation [9, 10] for the
deterministic data to the stochastic data. Hence, let us look at the random data
values f1, . . . , fN interpolated at the distinct data points
X := {x1, . . . , xN} ⊆ D ⊆ Rd.
In Section 3.2, the deterministic data are obtained by a deterministic function.
Here, we suppose that the stochastic data are simulated by a stochastic model
u(x) = Γ (x, ϑx) , for x ∈ D, (4.1)
where Γ is a deterministic function and ξ is a Gaussian field with the mean 0 and
the known covariance kernel Φ : D × D → R on a probability space (Ω,F ,P).
Then
f1 := u (x1) = Γ
(
x1, ϑx1
)
, . . . , fN := u (xN) = Γ
(
xN , ϑxN
)
,
are the random variables defined on the probability space (Ω,F ,P). By the Monte
Carlo methods in [29], we can easily simulate the multivariate normal random
vector
ϑX :=
(
ϑx1 , · · · , ϑxN
)T ∼ N (0,ΘX) ,
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where the covariance matrix ΘX :=
(
Φ(x j, xk)
)N,N
j,k=1
. Then we can obtain the prob-
ability distributions of the random vector
f := ( f1, · · · , fN)T .
Same as in Section 3, we suppose that the domain D is regular and compact
and the stochastic model u ∈ Hm(D) for m > d/2.
Remark 4.1. Some papers may require u ∈ Cm(D) orHm(D) almost surely. Usu-
ally, the smoothness of u can be guaranteed by the smoothness of Γ and Φ, for
example, if Γ ∈ C2m (D× R) and Φ ∈ C2m,1 (D×D) then u ∈ Cm(D) ⊆ Hm(D)
almost surely. For convenience, we can ignore the non-smooth or non-Sobolev-
normed sample paths of the stochastic model u in this section.
Given a derivative operator
L := δx ◦ Dα, for x ∈ D and |α| < m − d/2, (4.2)
we try to compute the probability distributions of the random variable Lu. Ac-
cording to the Sobolev imbedding theorem, the derivative operator L is a bounded
linear functional on the Sobolev space Hm(D); hence Lu is well-defined on the
probability space (Ω,F ,P). However, it may be difficult to simulate the probabil-
ity distribution directly when Γ is a nonlinear function.
Hence, we need to use the easily simulated stochastic data to approximate the
probability distributions of Lu. In stochastic analysis, the initial conditions of the
stochastic ordinary differential equations can be deterministic or stochastic such
as the existence and uniqueness theorem for the stochastic ordinary differential
equations [1, Theorem 5.2.1]. This inspires us to extend the kernel-based approx-
imation in Section 3.2 to construct the best estimator (kernel-based estimator) of
Lu in the following steps.
Firstly, we choose a positive definite kernel K ∈ C2m (D×D). Let the vector
operator
L := (L1, · · · , LN)T ,
be composed of the point evaluation functions
L1 := δx1 , . . . , LN := δxN .
Obviously, all point evaluation functions are bounded on Hm(D) because m >
d/2. Thus, by Theorem 3.1 and Corollary 3.16, we can construct the multivariate
normal random variables LS and LS on Ωm = Hm(D) under the probability
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measure PK induced by the kernel K. This indicates that LS andLS are correlated
on the probability space (Ωm,Fm,PK) given in Theorem 3.1. But Lu and f are
correlated on another probability space (Ω,F ,P).
Therefore, we need to combine the different probability spaces (Ωm,Fm,PK)
and (Ω,F ,P) into one probability space such that we can discuss LS ,LS and
Lu, f together. Then we define a tensor product probability space
Ωˆ := Ωm ×Ω, Fˆ := Fm ⊗ F , Pˆ := PK × P, (4.3)
such that all original random variables on (Ωm,Fm,PK) and (Ω,F ,P) can be ex-
tended naturally onto
(
Ωˆ, Fˆ , Pˆ). To be more precisely, the extensions of the origi-
nal random variables V1 : Ωm → R and V2 : Ω→ R defined by
V1 (ω1 × ω2) := V1 (ω1) , V2 (ω1 × ω2) := V2 (ω2) , for ω1 × ω2 ∈ Ωˆ,
preserve the original probability distributions and the extensions of V1 and V2
are independent on
(
Ωˆ, Fˆ , Pˆ) because the two probability spaces (Ωm,Fm,PK) and
(Ω,F ,P) are independent. Thus, the extensions of LS and LS keep the same
probability distributions on
(
Ωˆ, Fˆ , Pˆ). This indicates that the conditional proba-
bility density function of the extension of LS given LS is still equal to pL|L given
in Corollary 3.18. Moreover, the extensions of (LS ,LS ) and f are independent.
Kernel-based Estimators and Kernel-based Approximate Functions: Ob-
viously, we find that
kL(x) = kX(x) = (K (x, x1) , · · · ,K (x, xN))T , KL = KX =
(
K(x j, xk)
)N,N
j,k=1
.
Therefore, same as in Equations (3.10-3.11), we can obtain the best estimator vˆ of
Lu by the maximum likelihood estimation methods, that is,
vˆ := argmax
v∈R
Pˆ (LS = v|LS = f ) = argmax
v∈R
pL|L (v| f ) = LkTXK−1X f . (4.4)
Same as in Section 3.2, the best estimator vˆ is called the kernel-based estimator of
Lu. Moreover, we can create the following algorithm to produce the thousands p
samples of vˆ to approximate the probability distributions of Lu, that is,
Initialize:
eT := LkTXK
−1
X = D
αkX(x)TK−1X ,
Repeat i = 1, . . . , p
Simulate ϑ(i)X :=
(
ϑ(i)x1 , · · · , ϑ(i)xN
)T ∼ N (0,ΘX) ,
f (i) :=
(
Γ
(
x1, ϑ(i)x1
)
, · · · ,Γ(xN , ϑ(i)xN ))T ,
vˆ(i) := eT f (i).
(A1)
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Here ϑ(1), . . . ,ϑ(p) can be seen as the simulated duplications of the multivariate
normal random vector ϑ by the Monte Carlo methods. For example, the mean and
variance of Lu can be approximated by
E (Lu) ≈ µˆ := 1
p
p∑
i=1
vˆ(i), Var (Lu) ≈ σˆ2 := 1
p
p∑
i=1
(
vˆ(i) − µˆ
)2
.
Same as in Equations (3.12-3.13), we can represent the best estimator vˆ in
Equation (4.4) by the kernel-based approximate function uˆX with the derivative
operator L, that is, vˆ = LuˆX. Since vˆ = LkTXK−1X f , the kernel-based approx-
imate function uˆX can be written as a linear combination of the kernel basis
K (·, x1) , . . . ,K (·, xN) such as
uˆX(x) :=
N∑
k=1
ckK (x, xk) , for x ∈ D, (4.5)
and the random coefficients c := (c1, · · · , cN)T are solved by a well-posed random
linear system
KXc = f . (4.6)
It is clear that uˆX ∈ Hm(D) andLuˆX = f . But, since the random vector f may not
be normal, the random function uˆX may not be Gaussian.
In the following, we continue to study with the random parts of the kernel-
based estimator LuˆX. It is obvious that the random parts of LuˆX is only dependent
of the random vector f . In probability theory, we can transfer f equivalently onto
a finite-dimensional probability space (see [25, Section 1.4]). To be more precise,
we can view f as a random vector placed on the finite-dimensional probability
space
(
RN ,B(RN),m f ), where the probability measure m f is introduced by the
probability density function p f of the random vector f , that is, m f (dv) := p f (v)dv.
Thus, the kernel-based estimator LuˆX has the same probability distributions on all
probability spaces
(
Ω,F ,P), (Ωˆ, Fˆ , Pˆ), and (RN ,B(RN),m f ).
Error Analysis: Finally, we propose to verify the convergence of the kernel-
based estimator LuˆX in probability.
It is well known that the convergence of kriging interpolation is dependent of
standard deviations and the convergence of meshfree approximation is dependent
of power functions. In the beginning, we show that the standard deviation σL|L of
the conditional probability density function pL|L is equal to the power functions
PαX(x). Let a quadratic form Q : RN → R be
Q(v) := Dαz1 Dαz2 K (z1, z2) |z1=z2=x − 2DαkX(x)Tv + vTKXv, for v ∈ RN .
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By [9, Definition 11.2], the power function PαX(x) is the minimum of Q, that is,
PαX(x) := min
v∈RN
√
Q (v).
Comparing with Equation (3.9), we have
PαX(x) =
√
Q
(
K−1X DαkX(x)
)
= σL|L. (4.7)
Moreover, since K ∈ C2m(D×D), [9, Theroem 11.13] (errors estimates for power
functions) provides that
PαX(x) = O
(
hm−|α|X
)
, when hX is small enough. (4.8)
Here hX is the fill distance of the data points X for the domainD, that is,
hX := sup
x∈D
min
k=1,...,N
‖x − xk‖2 ,
or the fill distance hX denotes the radius of the largest ball in the domain D and
without any data points X. Combining Equations (4.7) and (4.8), we have
σL|L = O
(
hm−|α|X
)
, when hX is small enough. (4.9)
Remark 4.2. According to the smoothness of K, Equation (4.8) can be checked
by the Taylor expansion of K. More details of the upper bounds of the power
functions can be found in [9, Chapter 11] and [10, Chapter 14].
To investigate the error  > 0, we estimate the probability of |Lu − LuˆX | < 
or |Lu − LuˆX | ≥  firstly. In probability theory, we call that LuˆX converges to Lu
in probability if Pˆ (|Lu − LuˆX | < ) → 1 or Pˆ (|Lu − LuˆX | ≥ ) → 0. Here, since
u (ω2) ∈ Hm(D) for any ω2 ∈ Ω, we have u (·, ω2) ∈ Ωˆ; hence the value Lu(ω2)
is dependent of the sample u (·, ω2) ∈ Ωˆ. This indicates that |Lu − LuˆX | <  or
|Lu − LuˆX | ≥  can be viewed as an event on the probability space (Ωˆ, Fˆ , Pˆ). For
the proofs of the convergence, we will compute the probability Pˆ (|Lu − LuˆX | ≥ )
as follows:
Lemma 4.3. Suppose that LuˆX is the kernel-based estimator of Lu in Equa-
tions (4.4) or (4.5-4.6). Then we have
Pˆ (|Lu − LuˆX | ≥ ) = erfc
 √
2σL|L
 , for any  > 0, (4.10)
where the variance σ2L|L = LxLyK(x, y)−LkTXK−1X LkX is same as in Corollary 3.18
and erfc is the complementary error function, that is, erfc(z) := 2pi−1/2
∫ ∞
z
e−t
2
dt.
28
Proof. Let the set
E :=
{
ω1 × ω2 ∈ Ωˆ : |Lω1 − LuˆX (ω2)| ≥  subject to Lω1 = f (ω2)
}
.
The main idea of the proof is to use the probability Pˆ (E) to estimate the probability
Pˆ (|Lu − LuˆX | ≥ ). Generally speaking, we will evaluate the probability of the
kernel-based estimator LuˆX against the error  when the interpolations are true.
The constructions of the random variables LS and LS provides that
E =
{
ω1 × ω2 ∈ Ωˆ : |LS (ω1) − LuˆX (ω2)| <  subject to LS (ω1) = f (ω2)
}
.
Thus, combing with the independence of (LS ,LS ) and (LuˆX, f ), we have
Pˆ (E) =
∫
RN
Pˆ (|LS − LuˆX(v)| ≥  |LS = v) m f (dv)
=
∫
RN
∫
|v−LuˆX(v)|≥
pL|L(v|v)p f (v)dvdv = erfc
 √
2σL|L
 .
Moreover, since u (·, ω2) ∈ Ωˆ and Lu (ω2) = f (ω2) for all ω2 ∈ Ω, we can
assure that |Lu (ω2) − LuˆX (ω2)| ≥  if and only if u (·, ω2) ∈ E. Therefore,
Pˆ (|Lu − LuˆX | ≥ ) = Pˆ (E) = erfc
 √
2σL|L
 .

Different from kriging interpolation, we will obtain the convergence of the
kernel-based estimators by the techniques of meshfree approximation. Combining
Equations (4.9-4.10), we have
Pˆ (|Lu − LuˆX | ≥ ) = O
hm−|α|X
 , when hX is small enough; (4.11)
hence
lim
hX→0
Pˆ (|Lu − LuˆX | ≥ ) = 0.
Therefore, we can conclude that:
Proposition 4.4. Suppose that LuˆX is the kernel-based estimator of Lu in Equa-
tions (4.4) or (4.5-4.6). Then LuˆX converges to Lu in probability when the fill
distance hX → 0.
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Remark 4.5. Obviously Lu and LuˆX are well-posed on the both probability spaces
(Ω,F ,P) and (Ωˆ, Fˆ , Pˆ). Proposition 4.4 provides the convergence of LuˆX under Pˆ.
Since Pˆ is the product probability measure composed of PK and P, the convergence
of LuˆX is also well-posed under P. But, this does not imply that the convergence
of LuˆX is exactly true because PK vanishes all non-smooth paths. Roughly, we
say that LuˆX converges weakly to Lu. More details of the various kinds of the
convergence of the sequences of random variables are mentioned in probability
theory (see [25, Section 2.10]).
Since the convergence in probability implies the convergence in distribution
by [25, Theorem 2.2], we have:
Corollary 4.6. Suppose that LuˆX is the kernel-based estimator of Lu in Equa-
tions (4.4) or (4.5-4.6). Let g ∈ C(R) be a bounded function. Then
lim
hX→0
E (g (LuˆX)) = E (g (Lu)) .
In particular, if |Lu| ≤ CL for a deterministic constant CL > 0, then
lim
hX→0
E (LuˆX) = E (Lu) , lim
hX→0
Var (LuˆX) = Var (Lu) .
Combing with [25, Theorem 3.2] (weak convergence of probability distribu-
tions), Corollary 4.6 also assures that the cumulative distribution function of LuˆX
converges to the cumulative distribution function of Lu when hX → 0. This shows
that the probability distributions of Lu can be approximated by the probability
distributions of LuˆX.
Comments: In this section, we show that the meshfree approximation for
the deterministic interpolations can be extended to the stochastic interpolations.
Typically, we find that the kernel-based approximate function uˆX given in Equa-
tions (4.5-4.6) is consistent with the classical formats of meshfree approximation,
that is, a linear combination of the kernel basis K (·, x1) , . . . ,K (·, xN) (see [9, 10]).
In approximation theory, the kernel-based approximate function is solved to min-
imize the reproducing norms globally, that is,
min
f∈HK (D)
‖ f ‖HK (D) subject to f (x1) = f1, . . . , f (xN) = fN ,
(see [9, Theorem 13.2]). In statistical learning, the kernel-based approximate
function is obtained by the maximizing probabilities locally such as Equation (4.4).
Roughly speaking, the kernel-based methods gather the global and local solutions
in one theoretical approach.
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Since we show that the standard deviations and the power functions are the
same (see Equation (4.7)), we find that the error estimates of kriging interpolation
can be analyzed by the techniques of meshfree approximation. The paper [16]
firstly illustrates the equivalent concepts for |α| = 0. In this section, we verify that
it is true for all feasible α. This let us obtain the convergent rates of the random
variables by the fill distances shown in meshfree approximation. The fill distance
is a common sense in numerical analysis. But, the fill distance is a novel concept
in statistics. Many current researches of statistical learning focus on the number
N of the data information. This gives a new way to design the optimal estimators
of the stochastic models.
5. Elliptic Stochastic Partial Differential Equations
In this section, we will solve the elliptic SPDEs by the kernel-based methods.
Same as in Section 3, we let D ⊆ Rd be a regular and compact domain. Then the
boundary ∂D ofD is also regular and compact. Now we look at a SPDEPu = Γ (·, ϑ) , inD,Bu = g, on ∂D, (5.1)
where Γ and g are the deterministic functions and ϑ is a Gaussian field with the
mean 0 and the known covariance kernel Φ : D ×D → R on a probability space
(Ω,F ,P). For comparing the kernel-based approximate solutions of the determin-
istic PDEs in [9, Section 16.3] and [10, Chapter 38] easily, we only discuss the
uniformly elliptic differential operator of the 2nd order with the constant coeffi-
cients and the Dirichlet’s boundary conditions, that is,
P := −∇TA∇ + bT∇ + c, B := I|∂D,
where ∇ is a gradient operator, I is an identity operator, A ∈ Rd×d is a strictly
positive definite matrix, b ∈ Rd, and c ∈ R. We further suppose that the solution
u ∈ Hm(D) for m > 2 + d/2.
Before the constructions of the kernel-based approximate solutions of the
SPDE (5.1), we firstly illustrate the symbols in this section. Let K ∈ C2m,1 (D×D)
be a positive definite kernel and
L := δx, for x ∈ D.
Since there are two regions D and ∂D, we will choose the distinct data points in
the domainD and the boundary ∂D, respectively, that is,
X := {x1, . . . , xN} ⊆ D, Z := {z1, . . . , zM} ⊆ ∂D.
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Then, by the Sobolev imbedding theorem and the boundary trace imbedding the-
orem [22, Theorem 5.36], the linear vector operator
L := (δx1 ◦ P, · · · , δxN ◦ P, δz1 ◦ B, · · · , δzM ◦ B)T ,
is bounded onHm(D). This indicates that the kernel basis kL and the covariance
(interpolating) matrix KL can be written as
kL(x) =
(
PyK (x, x1) , · · · , PyK (x, xN) , ByK (x, z1) , · · · , ByK (x, zM)
)T
,
and
KL =

(
PxPyK(x j, xk)
)N,N
j,k=1
(
PxByK(x j, zk)
)N,M
j,k=1(
BxPyK(z j, xk)
)M,N
j,k=1
(
BxByK(z j, zk)
)M,M
j,k=1
 .
Since all coefficients of the differential operator P are constant, [9, Corollary 16.12]
assures that KL is a strictly positive definite matrix.
Moreover, we can obtain the stochastic data simulated by the right-hand sides
of the SPDE (5.1). To be more precise, we can simulate the Gaussian field ϑ at X
by the Monte Carlo methods, that is,
ϑX :=
(
ϑx1 , · · · , ϑxN
)T ∼ N (0,ΘX) .
Notes that the stochastic data
γ1 := Γ
(
x1, ϑx1
)
, . . . , γN := Γ
(
xN , ϑxN
)
, g1 := g(z1), . . . , gM := g(zM).
For convenience, we let
f := (γ1, · · · , γN , g1, · · · , gM)T .
Kernel-based Approximate Solutions: Next, by the same manners of Equa-
tions (3.10-3.11) or (4.4), we can obtain the kernel-based estimator vˆ of Lu = u(x),
that is,
u(x) = Lu ≈ vˆ := LkTLK−1L f = kL(x)TK−1L f .
Therefore, the kernel-based approximate solution uˆXZ can be written as
uˆXZ(x) =
N∑
k=1
ckPyK (x, xk) +
M∑
k=1
cN+kByK (x, zk) , for x ∈ D, (5.2)
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where the random coefficients c := (c1, · · · , cN+M)T are solved by the random
linear system
KLc = f . (5.3)
Obviously uˆXZ ∈ Cm(D) ⊆ Hm(D). We can further find that the kernel basis kL of
uˆXZ are deterministic and the random coefficients c dominate the stochastic struc-
tures of uˆXZ. Thus, we can design the following algorithm to obtain the thousands
p sample paths of uˆXZ to simulate the probability distributions of u, that is,
Initialize:
eT := kTLK
−1
L ,
Repeat i = 1, . . . , p
Simulate ϑ(i)X :=
(
ϑ(i)x1 , · · · , ϑ(i)xN
)T ∼ N (0,ΘX) ,
f (i) :=
(
Γ
(
x1, ϑ(i)x1
)
, · · · ,Γ(xN , ϑ(i)xN ), g(z1), · · · , g(zM))T ,
uˆ(i)XZ := e
T f (i).
(A2)
Error Analysis: Finally, we study with the error analysis of the kernel-based
approximate solution uˆXZ . Same as Equation (4.10) in Lemma 4.3, for any  > 0,
we have
Pˆ (|u(x) − uˆXZ(x)| ≥ ) = Pˆ (|Lu − LuˆXZ | ≥ ) = erfc
 √
2σL|L
 , (5.4)
where Pˆ = PK × P is the product probability measure given in Equation (4.3) and
σL|L is the standard deviation defined as in Equation (3.9). This indicates that
the convergence of uˆXZ is dependent of σL|L. Now we verify that the standard
deviation σL|L is equal to the generalized power function PL(L). [9, Section 16.1]
shows that the generalized power function PL(L) is defined by
PL(L) := min
Λ∈span{L}
‖L − Λ‖HK (D)′ =
√
LxLyK(x, y) − LkTLK−1L LkL,
where HK(D)′ is the dual space of the reproducing kernel Hilbert space HK(D).
Thus, we have
σL|L = PL(L). (5.5)
According to the theorems in [9, Section 16.3], we can obtain the upper bounds
of PL(L), that is,
PL(L) = PL(δx) = O(hm−2X ) + O(hmZ ), when hX, hZ are small enough, (5.6)
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where the fill distances
hX := sup
x∈D
min
k=1,...,N
‖x − xk‖2 , hZ := sup
z∈∂D
min
k=1,...,M
d2(z, zk),
and d2 : ∂D × ∂D → [0,∞) is the standard distance function on the manifolds.
For example, if the boundary ∂D is the unit sphere, then d2(x, y) := cos−1 (xT y).
For convenience, we transfer Equation (5.6) to
PL(L) = O
(
hm−2XZ
)
, when hXZ is small enough, (5.7)
where
hXZ := max {hX, hZ} .
Remark 5.1. The rough proofs of the convergent rates of the generalized power
functions are checked by the error bounds
PL (δx ◦ P) ≤ PP (δx ◦ P) = O(hm−2X ), PL (δz ◦ B) ≤ PB (δz ◦ B) = O(hmZ ),
where P := (δx1 ◦ P, · · · , δxN ◦ P)T and B := (δz1 ◦ B, · · · , δzM ◦ B)T (see [9,
Theroem 16.10 and 16.11]). Then the good designs of the data points X and Z
are obviously hm−2X ≈ hmZ . In this article, we ignore the proofs of the error bounds
of the (generalized) power functions. The deep discussions of the convergent rates
of the power functions can be found in many well-known publications of meshfree
approximation such as the books [9, 10].
Combining Equations (5.4), (5.5), and (5.7), we have
Pˆ (|u(x) − uˆXZ(x)| ≥ ) = O
(
hm−2XZ

)
, when hXZ is small enough;
hence
lim
hXZ→0
Pˆ (|u(x) − uˆXZ(x)| ≥ ) = 0.
Moreover, by the compactness of the domainD, we can even conclude that
lim
hXZ→0
Pˆ
(
‖u − uˆXZ‖L∞(D) ≥ 
)
= 0.
Therefore, we have:
Proposition 5.2. Suppose uˆXZ is the kernel-based approximate solution of the
elliptic SPDE (5.1) in Equations (5.2-5.3). Then uˆXZ converges to u uniformly in
probability when hXZ → 0.
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Comments: In this section, we generalize the kernel-based methods for the
deterministic PDEs to the stochastic PDEs. We show that the formulas and the
error bounds of the kernel-based approximate solutions for the elliptic SPDEs are
consistent with the classical results of meshfree approximation.
In the following, we will compare the kernel-based methods with another cur-
rent popular numerical methods for the elliptic SPDEs such as the Galerkin finite
element methods [4, 7] and the stochastic collocation methods [5].
• Both the Galerkin finite element methods and the stochastic collocation
methods use the polynomial basis to obtain the numerical solutions of the
SPDEs. But, the kernel-based approximate solutions can be constructed by
the non-polynomial basis.
• By the Galerkin finite element methods or the stochastic collocation meth-
ods, we need to choose the typical grid points to construct the meshes. But,
the kernel-based methods are the meshfree methods and the data points can
be placed at rather arbitrarily scattered locations. This indicates that the
random designs of data points are still feasible for the kernel-based meth-
ods such as Sobol points.
• The kernel-based methods are robust for any high-dimensional SPDE with
the complex boundaries.
• Usually, both the Galerkin finite element methods and the stochastic collo-
cation methods need to know the Karhunen-Loe`ve expansion of the given
random term ϑ such that we can truncate the original probability spaces to
the finite dimensional probability spaces for the computations. But, we can
simulate ϑ directly to construct the kernel-based approximate solutions.
• The covariance (interpolating) matrixes for the kernel-based methods are
not affected by the random term ϑ. This indicates that we can construct the
efficient kernel-based algorithms to obtain the thousands of sample paths to
simulate the probability distributions.
6. Parabolic Stochastic Partial Differential Equations
We know that the numerical analysis of the kernel-based methods for the
parabolic PDEs is a delicate and non-trivial question. In this section, we will
extend the the kernel-based methods for the deterministic parabolic PDE in [18]
to the stochastic parabolic SPDE driven by the time and space white noises. The
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recent paper [18] mainly focuses on the 1D parabolic equations. For convenience
of the comparison with [18], we only investigate the 1D white noises.
Let W be a time and space white noise with the mean 0 and the spatial covari-
ance kernel Φ : [0, 1]×[0, 1]→ R defined on a probability space (Ω,F , {Ft}t≥0 ,P),
that is, E (Wt(x)) = 0 and Cov (Wt(x),Ws(y)) = min {t, s}Φ(x, y) for x, y ∈ [0, 1]
and t, s ≥ 0. The white noise W does not exist the derivatives at the time t; but W
can be smooth at the space x. The spatial covariance kernel Φ is only related to
the space x. For example in [2, Section 3.2], the time and space white noise W is
constructed by a sequence of the i.i.d. standard scalar Brownian motions {Wn}∞n=1,
that is,
Wt(x) :=
∞∑
n=1
Wn,t
2n2pi2
sin (npix) ;
hence the spatial covariance kernel Φ has the form
Φ(x, y) =
1
4n4pi4
sin (npix) sin (npiy) .
Now we look at a parabolic SPDE driven by the white noise W,
dUt = ∆Utdt + dWt, in [0, 1], 0 ≤ t ≤ T,
Ut(0) = Ut(1) = 0, on {0, 1}, 0 ≤ t ≤ T,
U0 = u0,
(6.1)
where ∆ := d2/dx2 is a Laplace differential operator and u0 ∈ Hm([0, 1]) for
m > 2 + 1/2. Suppose that the solution Ut ∈ Hm ([0, 1]) for all 0 ≤ t ≤ T .
Discrete Kernel-based Approximate Solutions: Combining with the explicit
Euler schemes, we will use a positive definite kernel K ∈ C2m,1 ([0, 1] × [0, 1]) to
construct the discrete kernel-based approximate solutions of the SPDE (6.1) in the
following steps.
(S1) Let ti := iT/n, δt := ti − ti−1 = T/n, and δWi := Wti −Wti−1 for i = 1, . . . , n.
Then δWi is a Gaussian field with the mean 0 and the covariance kernel δtΦ
defined on the probability space
(
Ω,Fti ,P
)
. By the explicit Euler schemes,
we discretize the SPDE (6.1) at the discrete time ti, that is,
Uti − Uti−1 = ∆Uti−1δt + δWi, for i = 1, . . . , n. (6.2)
We continue to approximate the values of Uti at the space data points X :=
{xk}Nk=1 and Z := {x0, xN+1} such as 0 = x0 < x1 < · · · xN < xN+1 = 1.
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(S2) Let ui−1 := Uti−1 , u
i := Uti , and ϑ
i := δWi. If we already have the information
ri−1 := (δt∆ + I) ui−1,
at the previous time step ti−1, then the Euler scheme (6.2) provides that we
can obtain the solution ui by the simulations of the Gaussian field ϑi, that is,
ui(x) = ri−1(x) + ϑix, for x ∈ (0, 1), ui(0) = ui(1) = 0,
because the white noise increment δWi is independent of Uti−1 at the current
time step ti. Next, we need to approximate
ri := (δt∆ + I) ui,
for the computations at the next time step ti+1. Let
L := δx j ◦ (δt∆ + I) , for 1 ≤ j ≤ N.
Then L is a bounded linear functional onHm([0, 1]) by the Sobolev Imbed-
ding Theorem. Now we construct the kernel-based estimator LuˆiXZ of Lu
i by
the chosen positive definite kernel K, that is,
ri(x j) = Lui ≈ LuˆiXZ.
Firstly, we simulate the multivariate normal random vector
ϑiX :=
(
ϑix1 , · · · , ϑixN
)T ∼ N (0, δtΘX) .
Since
ui(x0) = 0, ui(x1) = ri−1(x1) + ϑix1 , . . . , u
i(xN) = ri−1(xN) + ϑixN , u
i(xN+1) = 0,
we can obtain the stochastic data evaluated by ui at X such as
f0 := ui(x0), f1 := ui(x1), . . . , fN := ui(xN), fN+1 := ui(xN+1)
and
f := ( f0, f1, · · · , fN , fN+1)T .
Thus, by Equations (4.5-4.6), we have the kernel-based approximate func-
tion
uˆiXZ(x) := k
T
XZ(x)K
−1
XZ f , for x ∈ [0, 1],
where kXZ(x) := (K(x, x0), · · · ,K(x, xN+1))T and KXZ := (K(xk, xl))N+1,N+1k,l=0 .
This indicates that
LuˆiXZ := uˆ
i
XZ(x j) + δt∆uˆ
i
XZ(x j) = f j + δt∆k
T
XZ(x j)K
−1
XZ f .
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(S3) Repeat the step (S2) for all i = 1, . . . , n. Here u0 is given and the estimation
of rn = (δt∆ + I) un is not necessary.
Moreover, the algorithms of the discrete kernel-based approximate solutions
given in the above step (S1-S3) can be written as follows:
Initialize:
f :=
(
0, u0(x1), . . . , u0(xN), 0
)T
,
Repeat i=1,. . . ,n
Simulate ϑiX :=
(
ϑix1 , · · · , ϑixN
)T ∼ N (0, δtΘX) ,
uˆij := f j + δt∆kXZ(x j)
TK−1XZ f + ϑ
i
x j , for j = 1, . . . ,N,
update f :=
(
0, uˆi1, . . . , uˆ
i
N , 0
)T
when i < n,
(A3)
Remark 6.1. Algorithm (A3) is different from Algorithms (A1) and (A2). Here,
Algorithm (A3) only produces one sample path and we need to repeat Algorithm
(A3) to obtain the thousands p sample paths to approximate the probability distri-
butions of the solutions Ut.
Error Analysis: Finally, we study with the convergence of the kernel-based
approximate solutions of the SPDE (6.1). Same as in Equation (4.3), we define
the tensor product probability space
Ωˆ := Ωm ×Ω, Fˆ := Fm ⊗ F , Fˆt := Fm ⊗ Ft for t ≥ 0, Pˆ := PK × P,
such that the convergence of the kernel-based estimators is well-posed on this
probability space by Proposition 4.4.
Now we look at the local errors of the kernel-based approximate solutions.
The Itoˆ-Taylor expansion of Ut guarantees that
Ut1 = Ut0 + ∆Ut0
∫ t1
t0
ds +
∫ t1
t0
dWs + R,
and the remainder
E
(
R2
)
= O(δt3).
Thus, we can obtain the local truncation errors at time in probability, that is,
Uti − Uti−1 − ∆Uti−1δt − δWi Pˆ= O
(
δt3/2
)
, when δt is small enough,
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for i = 1, . . . , n. This indicates that
ui(x j) − ui−1(x j) − ∆ui−1(x j)δt − ϑix j
Pˆ
= O(δt3/2), when δt is small enough, (6.3)
for i = 1, . . . , n and j = 1, . . . ,N. Here, the notation u − uˆ Pˆ= O (δ) means that uˆ
converges to u in probability when δ→ 0.
Remark 6.2. Roughly, the Itoˆ-Taylor expansion is based on the iterated application
of the Itoˆ formula. Since the white noises do not have the continuous derivatives at
time, the convergent orders of the Euler schemes of the SPDEs are lower than the
PDEs. More details of the Euler schemes of the stochastic differential equations
can be found in [3, Section 10.2] and [6, Section 6.3].
Moreover, Equation (4.11) provides another local errors at space in probability
∆ui−1(x j) − ∆uˆi−1XZ (x j) Pˆ= O
(
hm−2XZ
)
, when hXZ is small enough, (6.4)
for i = 1, . . . , n and j = 1, . . . ,N. Here hXZ = maxk=1,...,N+1 |xk − xk−1| /2.
Next, we estimate the global errors
ei :=

Uti(x0)
Uti(x1)
...
Uti(xN)
Uti(xN+1)

−

0
uˆi1
...
uˆiN
0

, for i = 1, . . . , n.
Combining the local errors in Equations (6.3) and (6.4), we have
ei Pˆ= ei−1 + δtK′′XZK
−1
XZe
i−1 + O
(
δthm−2XZ
)
+ O
(
δt3/2
)
, (6.5)
when δt, hXZ are small enough. Here K′′XZ := (∆xK(xk, xl))
N+1,N+1
k,l=0 . According
to [18, Theorem 7.2], which is verified by the sampling inequality in [30], the
spectral radius of K′′XZK
−1
XZ satisfies
ρ
(
K′′XZK
−1
XZ
)
= O
(
h−2XZ
)
, when hXZ is small enough.
Since the explicit Euler schemes are used here, we naturally need the Courant-
Friedrichs-Lewy condition, that is,
δt
h2XZ
= O (1) , when δt, hXZ are small enough.
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Then, by the induction of Equation (6.5), we notes that
1√
N
‖en‖2 Pˆ= O
(
δthm−2XZ
δt
)
+ O
(
δt3/2
δt
)
= O
(
hm−2XZ
)
+ O
(
δt1/2
)
,
when δt, hXZ are small enough; hence we can conclude that
lim
δt,hXZ→0
uˆij
Pˆ
= Uti(x j),
for i = 1, . . . , n and j = 1, . . . ,N.
Proposition 6.3. Suppose that uˆij is the discrete kernel-based approximate solu-
tion of the parabolic SPDE (6.1) in Algorithm (A3). If the Courant-Friedrichs-
Lewy condition is well-posed, then uˆij converges to Uti(x j) in probability when
δt, hXZ → 0, for all i = 1, . . . , n and j = 1, . . . ,N.
Comments: In this section, we only discuss the 1D parabolic SPDEs. More-
over, we can update Algorithm (A3) to the high-dimensional domains. Same as
the numerical experiments in [18], the boundary {0, 1} can be extended to the dis-
crete data points Z ⊆ ∂D. However, the paper [18] has not given the proofs of the
convergence of the high-dimensional parabolic PDEs and the technique points of
the proofs could be the spectral radius of the associated matrix K′′XZK
−1
XZ. So, we
do not investigate the high-dimensional parabolic SPDEs currently.
7. Numerical Examples
In this section, we will give the 3D, 2D, and 1D numerical examples of the
kernel-based estimators and the kernel-based approximate solutions in Sections 4-
6. The kernel-based algorithms will be constructed by the Gaussian kernels, the
compactly supported kernels (Wendland functions), and the Sobolev-spline ker-
nels (Mate´rn functions).
7.1. Stochastic Data Interpolations
Let the data points X be the Halton points in the unit cube D := [0, 1]3. Sup-
pose that the stochastic data f at the data points X are obtained by the simple 3D
stochastic model
u(x) = ϑ2x, for x := (x1, x2, x3) ∈ D, (7.1)
where ϑx := ζφ(x) is composed of φ(x) := sin (pix1) sin (2pix2) sin (3pix3) and ζ ∼
N(0, 1). Then ϑ is a Gaussian field with the mean 0 and the covariance kernel
40
Φ(x, y) := φ(x)φ(y). Notes that u ∈ C∞(D) ⊆ H4(D) and δx◦∆ is a bounded linear
functional of H4(D); hence the target random variable ∆u(x) is well-defined for
any x ∈ D.
We will use a Gaussian kernel with a shape parameter θ > 0
Kθ(x, y) := e−θ
2‖x−y‖22 , for x, y ∈ D,
to construct the kernel-based estimator ∆uˆX(x) of ∆u(x) given in Equations (4.4)
or (4.5-4.6). Here, we can view L := δx ◦ ∆.
Remark 7.1. Usually, the shape parameters of the kernels are used to control the
shapes of the kernel basis. The shape parameters θ of the Gaussian kernels are
chosen empirically and are based on the personal experiences. In this article, we
do not investigate the optimal shape parameters.
Notes that the unit cubeD is not a Lipschitz domain. However, by Figure 7.1,
the approximate probability distributions of ∆uˆX(x) are still convergent to the Chi-
squared probability distributions of ∆u(x). This indicates that the regularity of the
domains may not be the necessary conditions of the kernel-based estimators.
7.2. Stochastic Poisson Equations
Let the domainD ⊆ R2 be a circle centered at origin with the radius 1/2, that
is,D :=
{
x ∈ R2 : ‖x‖2 ≤ 1/2
}
. Denote that
ψ1(x) := sin (pi(x1 − 1/2)) sin (pi(x2 − 1/2)) ,
ψ2(x) := sin (2pi(x1 − 1/2)) sin (2pi(x2 − 1/2)) ,
ϕ1(x) := cos
(
2pi ‖x‖22
)
, ϕ2(x) := sin
(
4pi ‖x‖22
)
,
φ1(x) := 2pi ‖x‖22 cos
(
2pi ‖x‖22
)
+ sin
(
2pi ‖x‖22
)
,
φ2(x) := 4pi ‖x‖22 sin
(
4pi ‖x‖22
) − cos (4pi ‖x‖22 ),
for x := (x1, x2) ∈ D.
Now we look at the stochastic Poisson equation with the trivial Dirichlet’s
boundary conditions such as−∆u = f + ϑ, inD,u = g, on ∂D, (7.2)
where f := 2pi2ψ1 + 8pi2ψ2, g := (ψ1 + ψ2)|∂D, and ϑ is a Gaussian field with the
mean 0 and the covariance kernel Φ(x, y) := 64pi2φ1(x)φ1(y) + 64pi2φ2(x)φ2(y).
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Figure 7.1: The kernel-based estimator ∆uˆX(x) of the target random variable ∆u(x)
in Equation (7.1) for x ∈ [0, 1]3: The kernel-based estimators ∆uˆX(x) are con-
structed by the Gaussian kernel Kθ with the shape parameter θ = 2.6 (left) and
θ = 6 (right) in Equations (4.4) or (4.5-4.6). The approximate probability distri-
butions of ∆uˆX(x) are simulated by the p = 10000 samples. The left parts are
the numerical experiments including the N = 125 Halton Points X shown in blue
points (the top left panel), the approximate and theoretical probability density
functions of ∆uˆX(x) and ∆u(x) for x = (1, 0.894, 0.684) (the top right panel), and
the approximate means and variances of ∆uˆX(x) (the bottom panels), where the
right color bar represents the values of relative absolute errors. The right parts are
the numerical experiments of the relative RMSE of the approximate means and
variances of ∆uˆX(x) for different Halton points. Here, the root mean square error
is denoted by RMSE :=
√∫
D |u(x) − uˆ(x)|2 dx where uˆ(x) is the estimator of u(x).
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Then the solution of the SPDE (7.2) can be represented as
u(x) = ψ1(x) + ψ2(x) + ζ1ϕ1(x) +
ζ2
2
ϕ2(x),
where ζ1, ζ2 ∼ i.i.d.N (0, 1).
Let the data points X ⊆ D and Z ⊆ ∂D be the Halton points and the evenly
spaced points, respectively. By Equations (5.2-5.3), we construct the kernel-based
approximate solutions uˆXZ of the SPDE (7.2) by a compactly supported kernel
with a shape parameter θ > 0
Kθ(x, y) :=
(
3 + 18θ ‖x − y‖2 + 35θ2 ‖x − y‖22
)(
1 − θ ‖x − y‖2
)6
+, for x, y ∈ D,
where (·)+ is the cutoff function, that is, (r)+ = r when r ≥ 0 otherwise (r)+ = 0.
Comparing with the theoretical probability distributions of u(x) in Figure 7.2,
the approximate probability distributions of uˆXZ(x) are well-posed for x ∈ D.
Moreover, the approximate means and variances of uˆXZ are convergent to the the-
oretical means and variances of u uniformly onDwhen hXZ → 0. In Section 5, we
require m > 2+d/2 = 3 according to the conditions of Theorem 3.1. Here, we find
that Kθ belongs to C4,1 (D×D) but not C6,1 (D×D). However, the kernel-based
approximate solution uˆXZ still works well for the approximations. This indicates
that the smooth conditions of the positive definite kernels could be weakened.
7.3. Stochastic Heat Equations
In this section, the time and space white noise
Wt :=
∞∑
n=1
Wn,tqnφn,
is composed of a sequence of the i.i.d. standard scalar Bownian motions {Wn}∞n=1.
Let
qn :=
1
n2pi2
, φn(x) :=
√
2 sin (npix) , for n ∈ N.
Since the spatial covariance kernel Φ of the white noise W has the form
Φ(x, y) :=
∞∑
n=1
q2nφn(x)φn(y),
we have
Φ(x, y) :=
−16 x3 + 16 x3y + 16 xy3 − 12 xy2 + 13 xy, 0 ≤ x ≤ y ≤ 1,−16y3 + 16 xy3 + 16 x3y − 12 x2y + 13 xy, 0 ≤ y ≤ x ≤ 1.
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Figure 7.2: The kernel-based approximate solutions uˆXZ of the SPDE (7.2): The
kernel-based approximate solutions uˆXZ are constructed by the compactly sup-
ported kernels Kθ with the different shape parameter θ = 0.1 (left) and θ = 0.9
(right) in Equations (5.2-5.3). The approximate probability distributions of uˆXZ
are simulated by the p = 10000 simulated sample paths. The left parts are the
numerical experiments including the N = 80 Halton Points X shown in blue
points and the M = 36 evenly spaced points Z shown in red points (the top left
panel), the approximate and theoretical probability density functions of uˆXZ and
u at x = (−0.259,−0.043) (the top right panel), and the approximate means and
variances of uˆXZ (the bottom panels), where the bottom color bars represent the
values of absolute errors. The right parts are the numerical experiments of the rel-
ative uniform errors of the approximate means and variances of uˆXZ for different
Halton points and evenly spaced points.
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Now we study with the stochastic heat equation
dUt = ∆Utdt + dWt, in [0, 1], 0 ≤ t ≤ 0.1, (7.3)
driven by the time and space white noise W. If the SPDE (6.1) is endowed with
the trivial Dirichlet’s boundary conditions and the the initial condition u0(x) :=√
2 (sin(pix) + sin(2pix) + sin(3pix)), then the solution of the SPDE (6.1) can be
written as
Ut(x) =
∞∑
n=1
ηn(t)φn(x),
where
ηn(t) := µne−n
2pi2t +
1
qn
∫ t
0
en
2pi2(s−t)dWn,s, for µn :=
∫ 1
0
u0(x)φn(x)dx.
Let X be the uniformly distributed points in [0, 1]. Algorithm (A3) provides
the discrete kernel-based approximate solutions uˆik of the SPDE (7.3) by the Sobolev
spline kernel with the shape parameter θ > 0
Kθ(x, y) :=
(
15 + 15θ |x − y| + 6θ2 |x − y|2 + θ3 |x − y|3 )e−θ|x−y|, for x, y ∈ [0, 1].
By Figure 7.3, the probability distributions of uˆij are the good approximations
of the theoretical probability distributions of Uti(x j). Moreover, the approximate
means and variances of uˆij are convergent to the theoretical means and variances
of Uti(x j) when the both δt and hXZ tend to 0. Here δt and hXZ need to satisfy
the Courant-Friedrichs-Lewy conditions. If not, the kernel-based approximate
solutions will become unstable.
8. Final Remarks
In this article, we try to combine approximation theory and statistical learning
into one theoretical structure such that the best estimators have the both glob-
ally and locally geometrical meaning. Here, we mainly focus on the connec-
tions of meshfree approximation and kriging interpolation by the Gaussian ran-
dom variables defined on the Sobolev spaces. According to Theorem 3.1 and
Corollary 3.16, the constructions of the multivariate normal random variables
L1S , . . . , LNS give a connection of the interpolating data L1u = f1, . . . , LNu = fN
and the kernel basis L1,yK(·, y), . . . , LN,yK(·, y). Thus, we can use the statistics &
probability techniques to obtain the kernel-based estimators and the kernel-based
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Figure 7.3: The discrete kernel-based approximate solutions uˆij of the SPDE (6.1):
The discrete kernel-based approximate solutions uˆij are constructed by the
Sobolev-spline kernels Kθ with the different shape parameter θ = 2.6 (left) and
θ = 30 (right) in Algorithm (A3). The approximate probability distributions of
uˆij are simulated by the p = 10000 sample paths. The left parts are the numerical
experiments for δt = 0.000167 and hXZ = 0.0263 including the approximate and
theoretical cumulative distribution functions and probability density functions of
uˆij and Uti(x j) for ti = 0.0167 and x j = 0.578 (the top panels), and the approximate
means and standard deviations of uˆij (the bottom panels), where the bottom color
bars represent the values of absolute errors. The right parts are the numerical ex-
periments of the relative RMSE of the approximate means and standard deviations
for different δt and hXZ such that δt ≈ h2XZ.
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approximate functions in Section 3.2. These kernel-based estimators are even
consistent with the representations of the Hermite-Birkhoff interpolation in ap-
proximation theory. Moreover, we obtain some new results in the both fields of
meshfree approximation and kriging interpolation. But, these results have already
been known well in one another field. Thus, we strongly believe that there could
be some links between approximation theory and statistical learning such as the
kernel-based methods discussed here.
Remark 8.1. In our original papers [14, 31, 32, 33], we call the kernel-based meth-
ods the kernel-based collocation methods. But, some people may confuse the
kernel-based collocation and the stochastic collocation in [5]. In fact, the kernel-
based collocation and the stochastic collocation are different, more precisely, the
kernel-based collocation is the generalized interpolation in the deterministic do-
mainDwhile the stochastic collocation focuses on the approximation of the finite-
dimensional probability space Ω. Therefore, the kernel-based collocation methods
are renamed the kernel-based methods in this article.
Improvements: For reducing the complexity of this article, we mainly in-
vestigate the simple stochastic models here. In fact, we can improve the above
theorems, models, and algorithms in the follow ways.
i). In kriging interpolation, the estimators can be also computed by the Gaus-
sian fields with the polynomial means. Therefore, we improve Theorem 3.1 to
construct the probability measure PµK centered at a function µ ∈ Hm(D) such
that the Gaussian random variables defined on the Sobolev spaces also have the
nonzero means. Here µ can be viewed as the initial guess of the target function u.
Theorem 8.2 (Improvement of Theorem 3.1). Suppose that the function µ ∈
Hm(D) and the positive definite kernel K ∈ C2m,1 (D×D) for m > d/2. Let L
be a bounded linear functional on the Sobolev space Hm(D). Then there exists a
probability measure PµK on the measurable space
(Ωm,Fm) := (Hm(D),B (Hm(D))) ,
such that the normal random variable
LS (ω) := Lω, for ω ∈ Ωm,
is well-defined on the probability space
(
Ωm,Fm,PµK
)
and this random variable LS
has the mean Lµ and the variance LxLyK(x, y). Moreover, the probability measure
PµK is independent of the bounded linear functional L.
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Proof. The key point of the proofs is to transfer the probability measure PK (given
in Theorem 3.1) to another center at µ. Notes that µ ∈ Hm(D); hence we have
µ + Hm(D) = Hm(D) and µ + B (Hm(D)) = B (Hm(D)). Then the probability
measure
PµK(A) := PK (−µ + A) , for A ∈ Fm,
is well-defined on the measurable space (Ωm,Fm).
Moreover, Theorem 3.1 guarantees that Lµ + LS = L(µ + S ) is a normal
random variable with the mean Lµ and the variance LxLyK(x, y) on the probability
space
(
Ωm,Fm,PK). This assures that PµK transfers the mean of the normal random
variable LS under PK from 0 to Lµ. Then the proofs are completed. 
Remark 8.3. Let the collection G be composed of all normal random variables LS
given in Theorem 3.1 or 8.2, that is, G := {LS : L ∈ Hm(D)′}whereHm(D)′ is the
dual space of Hm(D). Clearly Hm(D)′ is a Hilbert space. Then G is a Gaussian
Hilbert space and the linear isometry L 7→ LS is a Gaussian field indexed by
Hm(D)′ (see [27, Definition 1.18 and 1.19]). In this article, we do not consider
the Gaussian Hilbert spaces and the Gaussian fields indexed by the Hilbert spaces
because the theoretical formulas in [27] are hard to connect to the classical kernel-
based approximation.
This improvement in Theorem 8.2 will give another colorful estimators to
maximize the conditional probability similar as in Equation (3.10), that is,
max
v∈R
PµK (AL(v)|AL( f )) = maxv∈R P
µ
K (LS = v|LS = f ) ;
hence we can obtain the new kernel-based estimator
LuˆL := argmax
v∈R
pL|L (v − Lµ| f −Lµ) = Lµ + LkTLK†L ( f −Lµ) .
ii). In approximation theory, the polynomials or the splines do not need to
interpolate the given data exactly. Thus, the interpolation AL( f ) (discussed in
Section 3.2) can be also improved to the oscillationAδL( f ) for δ > 0, that is,
AδL( f ) :=
{
ω ∈ Hm(D) : ‖Lω − f‖∞ ≤ δ
}
,
and the estimate values can be measured by the sample paths oscillating around
the error δ at the given data. This indicates that Equation (3.10) can be updated to
max
v∈R
PK
(
AL(v)
∣∣∣AδL( f )) = maxv∈R PK (LS = v∣∣∣ ‖LS − f‖∞ ≤ δ) ;
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hence the best estimator vˆ is solved by the maximum problem
vˆ := argmax
v∈R
∫
‖v− f‖∞≤δ pL,L (v, v) dv∫
‖v− f‖∞≤δ pL (v) dv
= argmax
v∈R
∫
‖v− f‖∞≤δ
pL,L (v, v) dv.
iii). In Sections 4-6, we only review the simple stochastic models for the
comparisons of the deterministic models in [9, 10, 18]. Actually, the kernel-based
methods can be applied to another complex stochastic models in the same ways.
For example, we can generalize the derivative operator in Equation (4.2) to another
differential operators
L :=
∑
|α|<m−d/2
δx ◦ aαDα or L :=
∑
|α|≤m
∫
D
aαDα, for aα ∈ C(D),
and the differential and boundary operators P and B of the SPDE (5.1) can be
replaced by the high-order operators such as
P :=
∑
|α|<m−d/2
aαDα and B :=
∑
|α|<m−d/2
bαDα|∂D, for aα ∈ C∞(D), bα ∈ C∞(∂D).
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iv). In Sections 4-6, we have already
known that the convergence of the kernel-
based estimators can be analyzed by the power
functions. Moreover, according to the theo-
rems in [9, 10, 18], we can compute the up-
per bounds of the power functions by the fill
distances so that the convergent rates of the
kernel-based estimators can be obtained by the
fill distances. This technique is similar as the
error estimates of the finite difference and finite
element methods. Currently, the people have a
great interest in the investigation of the convergence by the computational ex-
periments only. For example in the right-hand-side figure, we can compare the
power functions and the exact errors by the different data points. In this numerical
experiment, the kernel-based estimators are constructed by the Gaussian kernel
with the shape parameter θ := 16 and the interpolating data are evaluated by the
2D Franke’s function at the Halton points. We find that the exactly convergent
rates of the kernel-based estimators follow the changes of the power functions.
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This implies that the computer could learn the errors of the kernel-based estima-
tors intelligently without the proofs by hands. Thus, the kernel-based probability
structures of the Sobolev spaces may provide another way of numerical analysis.
Advance Researches: The recent research of the SPDEs is still the active
area including theoretical analysis and numerical algorithms. We will continue to
investigate the advance topics in our next works.
• For simplifying the proofs, we study with the strong conditions of the kernel-
based methods such as the regularity of the domains and the smoothness
of the positive definite kernels. Then we can directly apply the Sobolev
imbedding theorem, the Mercer’s theorem, the Kolmogorov-Cˇentsov conti-
nuity theorem, and so on. But, the numerical examples given in Sections 7.1
and 7.2 shows that the kernel-based estimators or the kernel-based approx-
imate solutions are still well-posed for the non-regular domains or the non-
smooth kernels. Therefore, the weakened conditions could be still possible
for kernel-based approximation. For example, the smooth conditions may
be weakened to K ∈ H2m(D × D) because LxLyK(x, y) is well-posed for
any bounded linear functional L onHm(D).
• The kriging interpolation is a typical tool of statistical learning and the
kriging predictions can be solved by the least-square loss L(y, f (x)) :=
(y − f (x))2 for the linear models. Thus, we only discuss the stochastic
linear models in this article. In fact, the kernel-based methods achieve a
great success in statistical learning for the nonlinear models, for example,
the minimum risks of the hinge loss L(y, f (x)) := max {0, 1 − y f (x)}. In
learning theory, the papers [19, 34] show the convergence of various loss
functions for the spatial data. By the theorems in this article, the differential
and integral data could be a new topic of statistical learning, for example,
L(y,Dα f (x)) := (y−Dα f (x))2. In our current researches, we also investigate
the learning methods of the reproducing kernel Banach spaces induced by
the positive definite kernels in [35, 36]. So, we will try to generalize the the-
orems and algorithms of the kernel-based methods to the Sobolev Banach
spaces and the nonlinear stochastic models.
• It is well known that there are still many time schemes for the SPDEs in
[3, 6]. Combing with various kinds of time schemes, we will design another
kernel-based algorithms to solve the SPDEs. Moreover, Algorithm (A3) for
the white noise can be extended to the Le´vy noises in [37] such as the time
and space Poisson noises.
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Monographs: Finally, we recommend some nice books to learn the associated
fields of the kernel-based methods and the SPDEs as follows:
•Meshfree approximation and radial basis functions: [8, 9, 10]
• Statistical leaning and kriging interpolation: [11, 12, 13, 20, 38]
• Stochastic analysis and probability theory: [17, 25, 27]
• Stochastic differential equations and their numerical solutions: [1, 2, 3, 6]
Postscripts of the author: My researches mainly focus on approximation the-
ory and meshfree approximation. Now I join work with another research groups
for statistical (machine) learning. I find that the both fields are strongly connected
for the kernel-based algorithms in the review papers [16, 28]. This inspires me to
rethink the approximation theory for the stochastic data. Moreover, the additional
knowledge of stochastic analysis let me try to combine the both fields into one ap-
proach. Just like the philosophical thoughts in Buddhism, I think that everything
is correlated such as meshfree approximation and kriging interpolation discussed
here. This article may not be the perfect one to present the full connection of
approximation theory and statistical learning. But, I am sure that it is not the last
one and this is just the beginning.
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