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The Hamiltonian formulations for the perturbed Vlasov-Maxwell equations and the perturbed
ideal magnetohydrodynamics (MHD) equations are expressed in terms of the perturbation deriva-
tive ∂F/∂ǫ ≡ [F ,S ] of an arbitrary functional F [ψ] of the Vlasov-Maxwell fields ψ = (f,E,B) or
the ideal MHD fields ψ = (ρ,u, s,B), which are assumed to depend continuously on the (dimen-
sionless) perturbation parameter ǫ. Here, [ , ] denotes the functional Poisson bracket for each set of
plasma equations and the perturbation action functional S is said to generate dynamically accessible
perturbations of the plasma fields. The new Hamiltonian perturbation formulation introduces the
framework for the application of functional Lie-transform perturbation methods in plasma physics
and highlights the crucial roles played by polarization and magnetization in Vlasov-Maxwell and
ideal MHD perturbation theories.
I. INTRODUCTION
The use of Hamiltonian perturbation methods in
plasma physics [1, 2] has played a crucial role in our abil-
ity to understand the complex dynamics of collisionless
magnetized plasmas. In particular, Lie-transform pertur-
bation methods [3] have provided powerful pathways to-
ward the dynamical reduction of the particle phase-space
dynamics (e.g., the successive guiding-center [4] and gy-
rocenter [5] reductions of charged-particle dynamics in
strongly-magnetized plasmas), which are carried out as
near-identity transformations that depend on a small di-
mensionless ordering parameter ǫ [6, 7]. In general, appli-
cations of perturbation methods involve asymptotic ex-
pansions in powers of ǫ, which are truncated at a prede-
termined maximum order. For example, the perturbation
analyses of three-wave and four-wave interactions require
truncations at third and fourth orders, respectively (for
example, see the work of Boyd and Turner [8] or the more
recent work of Viscondi et al. [9]).
The Hamiltonian structures of the ideal magneto-
hydrodynamics (MHD) equations [10] and the Vlasov-
Maxwell equations [11–13] have been known since the
1980s. Here, the field evolution equations ∂tψ
a = [ψa, H]
are expressed in Hamiltonian form in terms the Hamil-
tonian (energy) functional H and the functional Poisson
bracket [ , ], which satisfies the standard bracket prop-
erties. Hence, the evolution of an arbitrary functional
F [ψ] of the plasma dynamical fields ψ is expressed as
∂F
∂t
[ψ] =
[
F , H
]
≡
∫
δF
δψa
∂ψa
∂t
, (1)
where summation over repeated indices is implied
throughout the paper and the integration domain may
depend on the field-component ψa.
The purpose of the present paper is to introduce a
Hamiltonian formulation of the perturbative evolution of
the plasma dynamical fields ψ parameterized by a con-
tinuous perturbation parameter ǫ:
∂F
∂ǫ
[ψ] = [F , S] ≡
∫
δF
δψa
∂ψa
∂ǫ
, (2)
where the perturbation action functional S serves as the
Hamiltonian that generates the plasma perturbations.
Note that a common functional bracket [ , ] is used
in both Hamiltonian evolutions (1)-(2) so that ∂ψa/∂t ≡
J ab δH/δψb and ∂ψa/∂ǫ ≡ J ab δS/δψb are expressed in
terms of the same anti-symmetric Poisson-matrix differ-
ential operator J ab[ψ]. In addition, Casimir functionals
C (which satisfy [C,G] = 0 for any functional G) are pre-
served under both dynamical and perturbative evolutions
since ∂C/∂t = 0 = ∂C/∂ǫ.
We note that standard linear perturbation theory is
recovered with the definition of the Eulerian variation
δψa ≡ ∂ψa/∂ǫ|ǫ=0. The linear and nonlinear stability of
kinetic (Vlasov) and fluid (magnetohydrodynamic) dissi-
pationless plasma equilibria, on the other hand, are inves-
tigated through the second variation δ2F ≡ ∂2F/∂ǫ2|ǫ=0
of the free-energy functional F , where only dynamically
accessible perturbations that preserve the Hamiltonian
structure of the underlying plasma dynamics [14–20] are
considered (see the review papers by Morrison [21, 22]).
II. HAMILTONIAN FORMULATIONS OF THE
PERTURBED VLASOV-MAXWELL EQUATIONS
We begin with a brief review the Hamiltonian formu-
lation of the Vlasov-Maxwell equations, which presents
a unifying principle for the self-consistent plasma inter-
actions between charged particles and electromagnetic
fields.
First, the Hamiltonian dynamical evolution of the
Vlasov distribution (along phase-space orbits for each
particle species with mass m and charge e) is governed
by the Vlasov equation df/dt = 0, which is expressed as
∂f
∂t
= − {f, H} +
e
c
∂A
∂t
·
∂f
∂p
≡ − {f, K} − eE ·
∂f
∂p
, (3)
whereK = |p|2/2m denotes the kinetic energy (only non-
relativistic results are shown in this paper) the single-
2particle Poisson bracket is
{f, g} = ∇f ·
∂g
∂p
−
∂f
∂p
·∇g +
e
c
B ·
∂f
∂p
×
∂g
∂p
. (4)
The first two Maxwell equations (with particle sources)
are
∇ ·E = 4π ̺ ≡ 4π
∫
p
e f, (5)
∇×B −
1
c
∂E
∂t
=
4π
c
J ≡
4π
c
∫
p
e f v, (6)
where v = ∂K/∂p denotes the particle’s velocity
and summation over particle species is included in the
momentum-integral notation
∫
p
≡
∑∫
d3p. The re-
maining (source-free) Maxwell equations
∂B/∂t = − c∇×E, (7)
∇ ·B = 0, (8)
are Faraday’s Law and the divergenceless condition for
the magnetic field, respectively.
The Vlasov-Maxwell evolution equations (3), (6), and
(7) are expressed in Hamiltonian form (1) using the
Vlasov-Maxwell bracket [11–13]
[F , G] =
∫
z
f
{
δF
δf
,
δG
δf
}
(9)
+ 4π
∫
x
δF
δE
·
(
c∇×
δG
δB
+
∫
p
e
δG
δf
∂f
∂p
)
− 4π
∫
x
δG
δE
·
(
c∇×
δF
δB
+
∫
p
e
δF
δf
∂f
∂p
)
,
between two arbitrary functionals F and G of the Vlasov-
Maxwell fields (f,E,B), and the Hamiltonian functional
is
H[f,E,B] ≡
∫
z
K f +
∫
x
1
8π
(
|E|2 + |B|2
)
, (10)
which also corresponds to the energy invariant for the
Vlasov-Maxwell equations. Here, we use the concise no-
tation
∫
x
=
∫
d3x for a spatial integration over the field
point x and the notation
∫
z
=
∑∫
d3x d3p for a parti-
cle phase-space integration (including a summation over
particle species). Using Eqs. (9)-(10), we thus obtain the
Hamiltonian evolution functional equation (1):
∂F
∂t
= −
∫
z
δF
δf
(
{f, K}+ eE ·
∂f
∂p
)
+
∫
x
δF
δE
·
(
c ∇×B − 4π
∫
p
e f v
)
−
∫
x
δF
δB
·
(
c∇×E
)
(11)
≡
∫
z
δF
δf
∂f
∂t
+
∫
x
(
δF
δE
·
∂E
∂t
+
δF
δB
·
∂B
∂t
)
,
where we used the Vlasov-Maxwell equations (3), (6),
and (7). We note that the Vlasov-Maxwell bracket (9)
satisfies the standard properties for a Poisson bracket,
including the Jacobi identity (see Ref. [23] for details on
a general proof and Refs. [24, 25] for an explicit proof).
In particular, the Jacobi property of the Vlasov-Maxwell
bracket (9) holds only if Eq. (8) is satisfied, which is a
condition that is inherited from the Jacobi property of
the single-particle Poisson bracket (4), which appears in
Eq. (9).
A. Commutating Hamiltonian flows
It was previously shown (using canonical coordinates
[26, 27]) that perturbed single-particle Hamiltonian dy-
namics of a charged particle (of massm and charge e) can
be represented geometrically in terms of two Hamilto-
nian formulations. First, the Hamiltonian H acts as the
generating function for infinitesimal phase-space trans-
formations (parametrized by time t) and described by
the noncanonical Hamilton equations
dzα
dt
≡ {zα, H} −
e
c
∂A
∂t
· {x, zα}
= {zα, K} + eE · {x, zα}, (12)
where H = K+ eΦ is the sum of the kinetic energy K =
|p|2/2m and the electrostatic potential energy eΦ. In ad-
dition, the electromagnetic potentials (Φ,A) are used to
define the electromagnetic fields E = −∇Φ − c−1∂A/∂t
and B = ∇×A.
Second, the Hamiltonian S acts as the generating
function for infinitesimal phase-space transformations
(parametrized by the perturbation ordering parameter ǫ)
and described by the noncanonical perturbation Hamil-
ton equations
dzα
dǫ
≡ {zα, S} −
e
c
∂A
∂ǫ
· {x, zα}. (13)
Here, the same single-particle Poisson bracket (4) is used
in both Hamilton evolution equations (12)-(13). In ad-
dition, both Hamiltonian functions H and S depend on
the noncanonical phase-space coordinates z = (x,p), the
time t, and depend continuously on the perturbation pa-
rameter ǫ (with ǫ = 0 representing an arbitrary time-
dependent reference state). The electromagnetic poten-
tials (Φ,A), on the other hand, depend on the space-time
position (x, t) as well as the perturbation parameter ǫ.
Each Hamilton equation (12) and (13) is derived
by variational principle in App. A and we note that
each equation also satisfies its own Liouville theorem:
∂(dzα/dt)/∂zα ≡ 0 ≡ ∂(dzα/dǫ)/∂zα.
From a conceptual point of view, we assume that the
order of temporal and perturbative evolutions is immate-
rial [26, 27], i.e., evolving the reference state first (t > 0
at ǫ = 0) and then perturbing it at a later time to a final
perturbed state (with ǫ > 0) should be equivalent to per-
turbing the reference state first (ǫ > 0 at t = 0) and then
3evolving it to a final perturbed state (with t > 0). This
assumption implies that the two noncanonical Hamilto-
nian dynamical (d/dt) and perturbative (d/dǫ) evolution
operators
d
dt
≡
∂
∂t
+
{
, H
}
−
e
c
∂A
∂t
· {x, }, (14)
d
dǫ
≡
∂
∂ǫ
+
{
, S
}
−
e
c
∂A
∂ǫ
· {x, } (15)
commute, which yields the relation (see App. B for a
derivation)
0 =
[
d
dt
,
d
dǫ
]
f =
d
dt
(
df
dǫ
)
−
d
dǫ
(
df
dt
)
=
{
f,
(
dS
dt
−
dH
dǫ
−
{
S, H
})}
, (16)
where the function f(z, t, ǫ) is arbitrary. Since this rela-
tion must hold for any function f , we obtain a constraint
between the Hamiltonians S and H :
dS
dt
=
dH
dǫ
+
{
S, H
}
≡ e
∂Φ
∂ǫ
−
e
c
∂A
∂ǫ
·v, (17)
where v = ∂K/∂p = p/m denotes the particle’s veloc-
ity. The constraint equation (17), which is also derived
in App. A, is a standard equation in Hamiltonian Lie-
transform perturbation theory [28] and is a generalized
form of the Hamilton-Jacobi equation that figures promi-
nently in the perturbation analysis of the Vlasov equation
[29–32].
We note that the scalar field S in Eq. (13) generates
canonical transformations of particle phase-space orbits,
which in turn induce transformations on the Vlasov-
Maxwell fields (f,E,B). In addition, we note that in
order for Eqs. (13) and (17) to be gauge-invariant, the
function S is required to transform as
S → S −
e
c
∂χ
∂ǫ
, (18)
where the gauge field χ(x, t, ǫ) generates the gauge trans-
formation (Φ,A)→ (Φ− c−1∂χ/∂t, A+∇χ).
B. Hamiltonian Vlasov-Maxwell Perturbation
Theory
We now turn our attention to perturbations of the
Vlasov-Maxwell equations (3)-(8). For this purpose, we
introduce a second Hamiltonian formulation (2) of the
Vlasov-Maxwell equations, where the Hamiltonian per-
turbation action functional S[f,E,B] generates the in-
finitesimal Vlasov-Maxwell perturbations of an arbitrary
Vlasov-Maxwell functional F in terms of the continuous
perturbation parameter ǫ.
1. Perturbed Vlasov equation
The Hamiltonian perturbative evolution of the Vlasov
distribution is governed by the perturbative Vlasov equa-
tion df/dǫ = 0, which is expressed as
∂f
∂ǫ
= [f, S] = −
{
f,
δS
δf
}
− 4π e
δS
δE
·
∂f
∂p
, (19)
where (δS/δf, δS/∂E) generate infinitesimal canonical
transformations on particle phase space:
dzα
dǫ
≡
{
zα,
δS
δf
}
+ 4π e
δS
δE
·
∂zα
∂p
. (20)
By comparing Eq. (20) with Eq. (13), we readily find the
functional-derivative identities(
δS
δf
,
δS
δE
)
≡
(
S +
e
c
∂χ
∂ǫ
,
−1
4πc
∂(A−∇χ)
∂ǫ
)
, (21)
where χ(x, t, ǫ) denotes an arbitrary gauge function that
guarantees the gauge invariance of Eq. (20). Here, we
note that the functional derivative δS/δB is still un-
known at this stage and, according to Eqs. (34)-(35) de-
rived below, it is involved in the invariance property as-
sociated with the definitions (36) of the polarization and
magnetization for the Vlasov-Maxwell equations.
2. Perturbed charge and current densities
The concept of dynamical accessibility of Vlasov per-
turbations (19) is associated with the fact that the phase-
space integral of ∂f/∂ǫ vanishes at all orders of perturba-
tion theory. Here, dynamical accessibility is extended to
include the electromagnetic fields (E,B), whose Hamil-
tonian perturbative evolutions are expressed as
∂E
∂ǫ
= [E, S] = 4πc∇×
(
δS
δB
)
− 4π Pǫ, (22)
∂B
∂ǫ
= [B, S] = ∇×
(
∂A
∂ǫ
)
, (23)
where we have used the functional identities (21) and we
introduced the definition for the perturbation polariza-
tion
Pǫ ≡
∫
p
e f
dx
dǫ
=
∫
p
e f
∂S
∂p
, (24)
which is generated by the perturbation displacement
dx/dǫ. We note that the perturbation electromagnetic
fields (22)-(23) satisfy the perturbed Maxwell equations
0 = ∇ ·
(
∂E
∂ǫ
+ 4π Pǫ
)
, (25)
0 = ∇ ·
∂B
∂ǫ
, (26)
4where Eq. (25) follows from a perturbation of Gauss’s
Law (5):
∇ ·
(
∂E
∂ǫ
)
= 4π
∂̺
∂ǫ
= 4π [̺, S] = − 4π∇ ·Pǫ, (27)
while Eq. (26) guarantees that magnetic perturbations
∂B/∂ǫ remain divergenceless. In obtaining Eq. (27), we
used the perturbation-derivative of the particle charge-
density functional ̺(r) =
∫
z
e δ3(x − r)f according to
Eq. (2).
Next, we take the perturbation-derivative of Maxwell’s
equation (6):
∇×
(
∂B
∂ǫ
)
−
1
c
∂
∂t
(
∂E
∂ǫ
)
=
4π
c
∂J
∂ǫ
, (28)
where the perturbation-derivative of the particle current-
density functional J(r) =
∫
z
ev δ3(x − r)f is expressed
according to Eq. (2) as
∂J
∂ǫ
= [J, S]
=
∫
p
e f
d2x
dǫdt
− ∇ ·
(∫
p
e f
dx
dǫ
dx
dt
)
, (29)
with v ≡ dx/dt. Next, we use the perturbation polariza-
tion (24) to find the perturbation polarization current
∂Pǫ
∂t
= [Pǫ, H]
=
∫
p
e f
d2x
dǫdt
− ∇ ·
(∫
p
e f
dx
dt
dx
dǫ
)
.
When this expression is inserted into Eq. (29), and using
the symmetry d(dx/dǫ)/dt = d(dx/dt)/dǫ, which follows
from the commutation of the Hamiltonian dynamical and
perturbative flows based on Eq. (16), we obtain the final
expression for the perturbation-derivative of the particle
current density
∂J
∂ǫ
=
∂Pǫ
∂t
+ ∇ ·
[∫
p
e f
(
dx
dt
dx
dǫ
−
dx
dǫ
dx
dt
)]
≡
∂Pǫ
∂t
+ c ∇×Mǫ, (30)
which is defined as the sum of the perturbed polarization
and magnetization current densities. Here, the perturba-
tion magnetization current is expressed in terms of the
perturbation magnetization
Mǫ ≡
∫
p
e
c
f
(
dx
dǫ
×
dx
dt
)
=
∫
p
e
c
f
(
∂S
∂p
×
∂H
∂p
)
, (31)
and Eq. (28) becomes
∇×
(
∂B
∂ǫ
)
−
1
c
∂
∂t
(
∂E
∂ǫ
)
=
4π
c
∂Pǫ
∂t
+4π∇×Mǫ, (32)
which may also be expressed as
0 = ∇×
(
∂B
∂ǫ
− 4πMǫ
)
−
1
c
∂
∂t
(
∂E
∂ǫ
+ 4π Pǫ
)
≡ ∇×
(
∂H
∂ǫ
)
−
1
c
∂
∂t
(
∂D
∂ǫ
)
, (33)
where the macroscopic fields ∂D/∂ǫ and ∂H/∂ǫ are de-
fined below.
The perturbative expressions for the polarization (24)
and the magnetization (31) were first derived recently in
Ref. [27] (see Sec. VI) from a variational perturbation
analysis of the Vlasov-Maxwell equations. These expres-
sions are also expressed in terms of partial derivatives
(A7) of the Lagrangian scalar field (A4) with respect to
the electromagnetic fields E and B, respectively.
We note that if we write x = x0 + ǫ ξ1 + · · · , where
ξ1 denotes the lowest-order particle displacement, the
lowest-order contributions to the polarization (24) and
the magnetization (31) are(
Pǫ, Mǫ
)
≃
∫
p
e f
(
ξ1, ξ1×
1
c
dx0
dt
+ ǫ ξ1×
1
c
dξ1
dt
)
,
where we retained the high-order intrinsic magnetic-
dipole contribution (e ǫ ξ1× c
−1dξ1/dt) to the magne-
tization, in addition to the moving electric-dipole con-
tribution (e ξ1× c
−1dx0/dt). Similar expressions were
obtained by direct Lie-transform derivation for the gen-
eral perturbed Vlasov-Maxwell equations [6], the reduced
oscillation-center Vlasov-Maxwell equations [7], and the
gyrocenter Vlasov-Maxwell equations [33].
3. Perturbed Maxwell equations
The polarization equation (22) can also be used as a
definition for the perturbation derivative of the displace-
ment vector field D:
Pǫ = −
1
4π
∂E
∂ǫ
+ c∇×
(
δS
δB
)
≡ −
1
4π
∂
∂ǫ
(E−D) . (34)
If we substitute Eq. (22) into Eq. (32), we obtain the
magnetization equation
Mǫ =
1
4π
∂B
∂ǫ
−
∂
∂t
(
δS
δB
)
≡
1
4π
∂
∂ǫ
(B−H), (35)
which defines the perturbation derivative of the vector
field H. Here, the definitions of the macroscopic fields
(D,H) in terms of the functional derivative δS/δB guar-
antee that ∇ · (∂D/∂ǫ) ≡ 0 and that Eq. (33) is satisfied
identically.
We note that Eqs. (34)-(35) involve the standard in-
variance property of the polarization and magnetization
[34, 35], where the transformation
P
′ = P − c∇×Λ
M
′ = M + ∂Λ/∂t
}
(36)
5yields identical polarization charge densities and polar-
ization and magnetization current densities:
∇ ·P′ = ∇ ·P
∂P′/∂t+ c∇×M′ = ∂P/∂t+ c∇×M
}
, (37)
where Λ is an arbitrary vector field. Hence, the spe-
cific expression for the functional derivative δS/δB has
no impact on the polarization charge density or the
polarization-magnetization current density.
4. Perturbed energy-momentum conservation laws
The Vlasov-Maxwell equations have two important
conservation laws associated with the energy (Hamilto-
nian) functional
H =
∫
z
f K +
1
8π
∫
x
(
|E|2 + |B|2
)
, (38)
and the momentum functional
P =
∫
z
f p +
∫
x
E×B
4πc
, (39)
where ∂H/∂t = [H,H] = 0 and
∂P
∂t
= [P,H] =
∫
z
f
(
eE +
e
c
v×B
)
(40)
+
∫
x
(
∂E
∂t
·
δP
δE
+
∂B
∂t
·
δP
δB
)
= 0,
which follows from the Maxwell equations (5)-(8).
The perturbation derivative of the energy functional is
∂H
∂ǫ
=
[
H, S
]
=
∫
z
f
dK
dǫ
+
∫
x
(
E
4π
·
∂E
∂ǫ
+
B
4π
·
∂B
∂ǫ
)
,
(41)
where
dK
dǫ
= {K, S} −
e
c
v ·
∂A
∂ǫ
=
∂S
∂t
−
(
dS
dt
− eE ·
∂S
∂p
)
−
e
c
v ·
∂A
∂ǫ
=
(
∂S
∂t
− e
∂Φ
∂ǫ
)
+ eE ·
∂S
∂p
. (42)
Using Eqs. (24) and (34), we obtain
∂H
∂ǫ
=
∫
z
f
(
∂S
∂t
− e
∂Φ
∂ǫ
)
+
∫
x
(
E
4π
·
∂D
∂ǫ
+
B
4π
·
∂B
∂ǫ
)
. (43)
The perturbation derivative of the momentum functional
is
∂P
∂ǫ
=
[
P, S
]
=
∫
z
f
dp
dǫ
+
∫
x
(
∂E
∂ǫ
·
δP
δE
+
∂B
∂ǫ
·
δP
δB
)
,
(44)
where
∂E
∂ǫ
·
δP
δE
+
∂B
∂ǫ
·
δP
δB
=
∂E
∂ǫ
×
B
4πc
+
E
4πc
×
∂B
∂ǫ
, (45)
and
dp
dǫ
= {p, S} −
e
c
∂A
∂ǫ
= −
(
∇S +
e
c
∂A
∂ǫ
)
+
e
c
∂S
∂p
×B. (46)
Using Eqs. (24) and (34), we obtain
∂P
∂ǫ
= −
∫
z
f
(
∇S +
e
c
∂A
∂ǫ
)
+
∫
x
(
∂D
∂ǫ
×
B
4πc
+
E
4πc
×
∂B
∂ǫ
)
. (47)
In Eqs. (43) and (47), polarization enters into the per-
turbative evolutions of the energy-momentum functionals
explicitly through ∂D/∂ǫ.
C. Vlasov-Maxwell Perturbation Theory
Now that we have established the perturbative evo-
lution of the Vlasov-Maxwell equations, we can now ex-
plore, first, the linearized Vlasov-Maxwell equations and,
second, the fully-perturbed equations.
1. Linearized Vlasov-Maxwell equations
As an application of the perturbative evolution of the
Vlasov-Maxwell equations, we consider the simple exam-
ple of the linearized Vlasov-Maxwell equations obtained
in the absence of background electric and magnetic fields
[36]. Here, using the Fourier space-time decomposition
of the first-order fields
(f1,E1,B1) = Re
[(
f˜1, E˜1, B˜1
)
ei(k ·x−ω t)
]
,
the linearized Vlasov-Maxwell equations are derived from
Eqs. (3)-(6) and expressed as
−i ω′ f˜1 = −e
(
E˜1 +
v
c
× B˜1
)
·
∂f0
∂p
, (48)
ik · E˜1 = 4π
∫
p
e f˜1 ≡ 4π ˜̺1, (49)
ik× B˜1 + i
ω
c
E˜1 =
4π
c
∫
p
ev f˜1 ≡
4π
c
J˜1, (50)
where the time-independent and uniform background
Vlasov distribution f0 is chosen to be consistent with van-
ishing fields (E0,B0) = (0, 0), while the Doppler-shifted
frequency is ω′ ≡ ω − k ·v.
6First, we turn our attention to the first-order equa-
tion ∂S1/∂t + v ·∇S1 = e (Φ1 − A1 ·v/c) derived from
Eq. (17), which is Fourier-decomposed as
S˜1 =
i e
ω′
(
Φ˜1 −
v
c
· A˜1
)
. (51)
From this expression, we calculate the first-order per-
turbed displacement from Eq. (13):
ξ˜1 ≡
∂S˜1
∂p
= −
e
mω′2
(
E˜1 +
v
c
× B˜1
)
, (52)
where E˜1 = − ikΦ˜1 + iA˜1 ω/c and B˜1 = ik× A˜1. From
Eq. (52), we can now define the first-order polarization
and magnetization from Eqs. (24) and (31):(
P˜1, M˜1
)
≡
∫
p
ef0
(
ξ˜1, ξ˜1×
v
c
)
. (53)
We note that Eq. (53) can be derived from the second-
order ponderomotive Hamiltonian functional [2]
K2 =
∫
p
f0mω
′2 |ξ˜1|
2 (54)
associated with these first-order field perturbations,
which yields the standard expressions P˜1 ≡ − δK2/δE˜
∗
1
and M˜1 ≡ − δK2/δB˜
∗
1.
Next, we define the perturbed particle momentum
from Eq. (13):
p˜1 ≡ − ik S˜1 − (e/c) A˜1 = −imω
′ ξ˜1, (55)
which turns Eq. (48) into f˜1 = − p˜1 · ∂f0/∂p (where we
assumed that ∇f0 ≡ 0). Using the definition (53) for
the first-order polarization, the perturbed charge density
becomes
˜̺1 = ∫
p
e f0
(
∂
∂p
· p˜1
)
=
∫
p
e
(
−ik · ξ˜1
)
f0 ≡ − ik · P˜1, (56)
after integration by parts, so that Eq. (25) [and Eq. (49)]
is now expressed as
ik ·
(
E˜1 + 4π P˜1
)
≡ ik · D˜1 = 0. (57)
Upon integration by parts, on the other hand, the per-
turbed current density becomes
J˜1 = − ie
2
∫
p
v
ω′
(
E˜1 +
v
c
× B˜1
)
·
∂f0
∂p
= − ie
∫
p
f0
[
ω′ ξ˜1 + v
(
k · ξ˜1
)]
≡ −i ω P˜1 + ikc× M˜1, (58)
where we introduced the definitions (53) for the first-
order polarization and magnetization. Hence, Eq. (32)
[and Eq. (50)] is now expressed as
ikc× H˜1 + i ω D˜1 = 0, (59)
where
E˜1 + 4π P˜1 = ikc×R˜1 ≡ D˜1
B˜1 − 4π M˜1 = −i ω R˜1 ≡ H˜1
}
, (60)
which are consistent with Eqs. (57) and (59), where R˜1 is
related to the first-order term in the functional derivative
δS/δB.
Lastly, we note that the eikonal-averaged second-order
polarization P2 ≡
∫
p
f0 pi2 and magnetization M2 ≡∫
p
f0 (µ2+pi2×v/c) were expressed [2, 7] in terms of the
ponderomotive electric and magnetic dipole moments(
pi2
µ2
)
≡
(
ek× (i ξ˜1× ξ˜
∗
1)
(e/c)ω′(i ξ˜1× ξ˜
∗
1).
)
(61)
These second-order expressions satisfy the equations
k ·P2 = 0 and ck×M2 − ω P2 = 0.
2. Functional perturbation theory
We are now able to write an explicit expression that
connects the reference Vlasov-Maxwell fields (f0,E0,B0)
to the perturbed Vlasov-Maxwell fields (f,E,B) by using
the relation
(f,E,B) ≡ (f0,E0,B0) +
∫ ǫ
0
(
∂f
∂σ
,
∂E
∂σ
,
∂B
∂σ
)
dσ. (62)
By integrating the charge and current perturbation
derivatives (∂̺/∂σ, ∂J/∂σ), we find the general relations
for particle charge and current densities
̺ ≡ ̺0 − ∇ ·P, (63)
J ≡ J0 +
∂P
∂t
+ c∇×M, (64)
where the total polarization and magnetization
(P,M) ≡
∫ ǫ
0
(Pσ,Mσ) dσ (65)
≃
∫
p
e f
(
ǫ ξ1, ǫ ξ1×
1
c
dx0
dt
+
ǫ2
2
ξ1×
1
c
dξ1
dt
)
are expressed in terms of standard ǫ expansions [6, 7, 33].
Hence, all perturbations of the charge and current den-
sities (63)-(64) are expressed solely in terms of polariza-
tion and magnetization effects. This conclusion was also
reached through a perturbation expansion of the Vlasov-
Maxwell equations [27].
7Next, we integrate Eqs. (22) and (35) to obtain the
electromagnetic relations
E+ 4π P ≡ D = E0 + c∇×K, (66)
B− 4πM ≡ H = B0 +
∂K
∂t
, (67)
where the vector field K is
K ≡ 4π
∫ ǫ
0
δS
δB
dσ.
We readily verify that
∇ ·D = ∇ ·E0 ≡ 4π ̺0. (68)
and
∇×H−
1
c
∂D
∂t
= ∇×B0 −
1
c
∂E0
∂t
≡
4π
c
J0. (69)
We note, here, the vector field K appearing in Eqs. (66)
and (67) cancels out in Eq. (69).
III. HAMILTONIAN FORMULATION OF
PERTURBED IDEAL
MAGNETOHYDRODYNAMICS
As a second example of a set of dissipationless plasma
equations with a Hamiltonian structure, we explore the
Hamiltonian formulation of ideal magnetohydrodynamics
(MHD) [10], which has the bracket structure
[F , G] =
∫
x
[
ρ−1∇×u ·
(
δF
δu
×
δG
δu
)
−
(
δF
δρ
∇ ·
δG
δu
+
δF
δu
·∇
δG
δρ
)]
+
∫
x
[
ρ−1∇s ·
(
δF
δu
δG
δs
−
δF
δs
δG
δu
)
− ρ−1
δF
δu
·B×∇×
δG
δB
+
δF
δB
·∇×
(
B× ρ−1
δG
δu
)]
, (70)
with functionals of the mass density ρ, the plasma single-
fluid velocity u, the entropy per unit mass s, and the
magnetic field B (which is assumed to be divergenceless
[10]). Using the Hamiltonian functional
H =
∫
x
(
ρ
2
|u|2 + ρU(ρ, s) +
1
8π
|B|2
)
, (71)
where the internal energy density (per unit mass) U(ρ, s)
satisfies the First Law of Thermodynamics dU = T ds+
(P/ρ2) dρ, the equations of ideal MHD are expressed in
Hamiltonian form ∂tψ
a = [ψa,H] as
∂tρ = −∇ · (ρu), (72)
∂tu = −u ·∇u+ ρ
−1
(
J×B/c − ∇P
)
, (73)
∂ts = − u ·∇s, (74)
∂tB = ∇× (u×B), (75)
where J = (c/4π)∇×B denotes the plasma current den-
sity.
A. Perturbed ideal MHD
We now use the ideal MHD bracket (70) to evaluate
the perturbative derivatives ∂ǫψ
a = [ψa,S]:
∂ǫρ = −∇ ·
δS
δu
, (76)
∂ǫu = − ∇
(
δS
δρ
)
+ ρ−1
δS
δu
×∇×u
+ ρ−1
(
∇s
δS
δs
− B×∇×
δS
δB
)
, (77)
∂ǫs = − ρ
−1∇s ·
δS
δu
, (78)
∂ǫB = − ∇×
(
B× ρ−1
δS
δu
)
, (79)
in terms of the perturbation action functional S. We
note that these expressions have been derived previously
[17–20] within the concept of dynamical accessibility of
allowed perturbations of ideal MHD equilibria with flows.
If we introduce the ideal MHD fluid displacement ξ ≡
ρ−1δS/δu, we recover the standard expressions
∂ǫρ = −∇ ·
(
ρ ξ
)
∂ǫs = − ξ ·∇s
∂ǫB = ∇×
(
ξ× B
)
 (80)
from Eqs. (76), (78), and (79), respectively.
8We now identify x as the position of a fluid element, so
that the fluid velocity is defined as u ≡ dx/dt while the
fluid displacement is defined ξ ≡ dx/dǫ. Hence, using the
commutation relations of the operators d/dt = ∂t+u ·∇
and d/dǫ = ∂ǫ + ξ ·∇, the identity du/dǫ = dξ/dt yields
the standard expression for the perturbative derivative
of the fluid velocity
∂ǫu = ∂tξ + u ·∇ξ − ξ ·∇u. (81)
Equation (77), on the other hand, becomes
∂ǫu = − ∇
(
δS
δρ
)
+ ξ×∇×u
+ ρ−1
(
∇s
δS
δs
− B×∇×
δS
δB
)
, (82)
whose expression is reminiscent of the Clebsch represen-
tation for the fluid velocity u derived from a Lagrangian
variational formulation of ideal MHD. Here, the func-
tional derivatives (δS/δρ, δS/δs, δS/δB) represent addi-
tional degrees of freedom [17–20] for dynamically acces-
sible perturbations of the fluid velocity.
B. Lagrangian variational principle for ideal MHD
In this Section, we review the Lagrangian variational
derivation of the ideal MHD equations (72)-(75). By
far the simplest Lagrangian derivation is based on the
constrained variational principle [37] based on the La-
grangian density L = 12 ρ|u|
2 − ρU(ρ, s)− |B|2/8π with
the constrained variations (δρ, δu, δs, δB) expressed in
terms of Eqs. (80)-(81), with the Eulerian variation
δ( ) ≡ ∂ǫ( )|ǫ=0. While Eqs. (72), (74)-(75) are immedi-
ately recovered from Eqs. (80) through the substitutions
(∂ǫ → ∂t, ξ → u), Eq. (73) is obtained from the Euler-
Lagrange equation with respect to ξ.
Many variational principles for ideal MHD are ex-
pressed in terms of Clebsch variables to represent the
fluid velocity u and the magnetic field B. Some of the
earliest examples include the works of Calkin [38], Seliger
and Whitham [39], Merches [40], and Nassar and Putter-
man [41], while historical surveys are included in Morri-
son’s review paper [22] and the recent works of Yahalom
[42, 43]. The most relevant work for our present purpose,
however, is presented by Merches [40], whose notation is
modified here to match our own notation.
We thus begin with the Lagrangian density [40, 44]
L =
1
2
ρ |u|2 − ρU(ρ, s) −
1
8π
(
|E|2 − |B|2
)
+ α
(
dρ
dt
+ ρ∇ ·u
)
− ρ β
ds
dt
, (83)
where the Lagrange multipliers α and β are used to en-
force the conservation laws of mass and entropy, respec-
tively (with d/dt = ∂/∂t+ u ·∇). In Eq. (83), Merches
[40] introduces the following representations for the elec-
tric and magnetic fields (also used by Calkin [38])
E = E0 − 4π P + c∇×K
B = B0 + 4π P×u/c + ∂K/∂t
}
, (84)
where we have added the reference fields (E0,B0) in or-
der to use the same Vlasov-Maxwell expressions (66)-(67)
derived from the Vlasov-Maxwell bracket, with the mag-
netization derived from the Vlasov-Maxwell expression
(31) as M = P×u/c (i.e., it only includes the moving
electric-dipole contribution). Here, the polarization P
and the gauge vector field K are both independent varia-
tional fields, in addition to the ideal MHD fields (ρ,u, s)
and the Lagrange multipliers (α, β).
The charge density ̺ is derived from Gauss’s Law:
∇ ·E = 4π̺, where ̺ = ̺0−∇ ·P. The current density J,
on the other hand, is derived from the Maxwell equation
c∇×B− ∂E/∂t = 4π J, where J = J0 +∇× (P×u) +
∂P/∂t. In Ref. [45], the charge and current densities
(̺0,J0) are identified as true densities, and based on this
analysis, the current density is defined by Calkin and
Merches [38, 40] as
J ≡ ∂P/∂t + ∇× (P×u) + u (∇ ·P), (85)
with contributions from the polarization and magnetiza-
tion current densities, respectively, as well as the convec-
tive polarization-charge current density u (∇ ·P) [45, 46].
The Euler-Lagrange equations
∂
∂t
(
∂L
∂(∂tχa)
)
+ ∇ ·
(
∂L
∂(∇χa)
)
=
∂L
∂χa
,
for χa = (α, β, ρ,u, s,P,K) are now, respectively, ex-
pressed as Eqs. (72) and (74), and
∂tα+∇ · (αu) = α (∇ ·u) +
1
2
|u|2
− (U + P/ρ), (86)
∇(ρα) = ρu+ α∇ρ− ρβ∇s
+ B×P/c, (87)
∂t(ρβ) + ∇ · (ρβ u) = ρ T, (88)
0 = E + u×B/c, (89)
∂tB + c∇×E = 0. (90)
It is simple to see how Eqs. (89)-(90) are combined to
give Eq. (75). The remaining equations (86)-(88) are
now expressed as
dα/dt = |u|2/2 − (U + P/ρ)
dβ/dt = T
}
, (91)
with the generalized Clebsch representation for the fluid
velocity
u = ∇α+ β∇s+ P×B/(ρc), (92)
9where polarization drives a cross-field flow. We note that
the equations (91) can also be written in terms of the
Hamiltonian functional (71) as
dα
dt
≡
1
ρ
δH
δu
·u −
δH
δρ
, (93)
dβ
dt
≡
1
ρ
δH
δs
, (94)
while Eq. (85) can be expressed as
∂P
∂t
+ ∇× (P×u) + u (∇ ·P) ≡ c∇×
δH
δB
. (95)
We now reconstruct Eq. (73) as follows. First, we begin
with taking the gradient of the first equation in Eq. (91):
∂t∇α + ∇ (u ·∇α) = ∇u ·u − ρ
−1∇P − T ∇s,
where we used ∇U = T ∇s+ (P/ρ2)∇ρ. Second, we use
Eqs. (91)-(92) to find
∂t∇α = ∂tu − T ∇s + ∇(u · β∇s)
− u× (∇β×∇s) − ∂t
(
P× B/(ρc)
)
,
so that, after cancellations, we obtain
∂tu = ∇u ·u−∇
[
u · (∇α+ β∇s)
]
+ u× (∇β×∇s)
− ρ−1∇P + ∂t
(
P× B/(ρc)
)
. (96)
Third, using Eqs. (92) and the vorticity expression
∇×u = ∇β×∇s+∇×
(
P× B/(ρc)
)
, (97)
we obtain the expressions
∇
[
u · (∇α + β∇s)
]
= ∇|u|2 −∇
[
u ·
(
P× B/(ρc)
)]
u× (∇β×∇s) = ∇u ·u − u ·∇u
− u×∇×
(
P× B/(ρc)
)
,
so that Eq. (96) becomes
du
dt
+ ρ−1∇P = ∂t
(
P× B/(ρc)
)
− u×∇×
(
P× B/(ρc)
)
+ ∇
[
u ·
(
P× B/(ρc)
)]
=
[
∂P
∂t
+∇× (P×u) + u (∇ ·P)
]
×
B
ρc
,
after using the ideal MHD equations (72) and (75), as
well as the vector identity
∇(A ·B×C) = A×∇× (B×C) +B×∇× (C×A)
+ C×∇× (A×B)− (A×B)∇ ·C
− (B×C)∇ ·A− (C×A)∇ ·B, (98)
which holds for any three vector fields (A,B,C). Lastly,
after using the definition (85) for the current density, we
recover Eq. (73).
Hence, we have shown that the ideal MHD Lagrangian
density (83), with the Merches-Calkin representation
(84) for the electric and magnetic fields, yields the ideal
MHD equations (72)-(75).
C. Perturbed fluid velocity
In concluding this Section, we would now like to recon-
cile the perturbative derivative of the fluid velocity (82)
with the perturbative derivative of Eq. (92):
∂u
∂ǫ
= ∇
(
dα
dǫ
− ξ ·∇α
)
+
(
dβ
dǫ
− ξ ·∇β
)
∇s − ∇ (ξ ·β∇s) + (ξ ·∇s)∇β +
∂P
∂ǫ
×
B
ρc
+
P
ρc
×∇× (ξ×B) +∇ · (ρ ξ) P×
B
ρ2c
,
= ∇
(
dα
dǫ
− ξ ·u
)
+
dβ
dǫ
∇s + ξ×∇×u + ∇
[
ξ ·
(
P× B/(ρc)
)]
− ξ×∇×
(
P× B/(ρc)
)
+
[
∂P
∂ǫ
+ ∇ · (ρ ξ)
P
ρ
]
×
B
ρc
+
P
ρc
×∇× (ξ×B), (99)
where we inserted the definition d/dǫ = ∂/∂ǫ+ ξ ·∇ and we used the perturbation derivatives (80).
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Next, using again the vector identity (98), Eq. (99)
becomes
∂u
∂ǫ
= ∇
(
dα
dǫ
− ξ ·u
)
+
dβ
dǫ
∇s + ξ×∇×u
+
[
∂P
∂ǫ
+∇× (P× ξ) + ξ (∇ ·P)
]
×
B
ρc
.(100)
When compared with Eq. (82), we obtain the Clebsch-
variable perturbation derivatives
dα
dǫ
≡
1
ρ
δS
δu
·u −
δS
δρ
, (101)
dβ
dǫ
≡
1
ρ
δS
δs
, (102)
while the polarization perturbation derivative is
∂P
∂ǫ
+∇× (P× ξ) + ξ (∇ ·P) ≡ c∇×
δS
δB
. (103)
This last equation implies that the polarization charge
density q ≡ −∇ ·P satisfies the standard charge conser-
vation law: ∂q/∂ǫ+∇ · (q ξ) = 0. Lastly, the similarities
between Eqs. (93)-(95) and Eqs. (101)-(103) show a com-
mon Hamiltonian structure.
IV. SUMMARY AND PROSPECTS
In the present work, the Hamiltonian formulations
of the perturbative Vlasov-Maxwell equations and the
perturbative ideal magnetohydrodynamics are given in
terms of a theoretical functional representation. In each
representation, the reduced polarization and magnetiza-
tion (24) and (31) not only play a crucial role in pertur-
bative Vlasov-Maxwell theory, but also in the Clebsch
representation (84) of ideal magnetohydrodynamics.
The central role of polarization in Vlasov perturbation
theory is perhaps not surprising, because Vlasov pertur-
bations can only involve displacements of infinitesimal
elements in phase space that conserve particle numbers.
Hence, phase-space displacements dx/dǫ that are species-
dependent (in a quasi-neutral plasma environment) nat-
urally lead to finite polarization (24). What is perhaps
surprising is that, in the ideal MHD variational princi-
ple based on the ideal MHD action functional (83), the
variation with respect to polarization leads to the ideal
MHD constraint (89) when the generalized Clebsch rep-
resentation (84) is used.
In conclusion, we note that several Hamiltonian repre-
sentations have been found for reduced plasma-fluid mod-
els (e.g., reduced ideal MHD equations [47] and gyrofluid
equations [48, 49]), which are now amenable to Hamil-
tonian perturbation theory as represented in this paper.
The Hamiltonian perturbation framework presented here
can also be applied to the Hamiltonian structure of sev-
eral reduced plasma models (e.g., the gyrokinetic Vlasov-
Maxwell equations).
Acknowledgments
The Authors wish to thank E. Tassi for reminding
them about the connections between our work and the
works of Morrison and his colleagues on dynamical ac-
cessibility. AJB acknowledges support from a U.S. DoE
grant under contract DE-SC0014032 and an NSF grant
under contract PHY-1805164. This work has been car-
ried out within the framework of the French Federation
for Magnetic Fusion Studies (FR-FCM) and of the Euro-
fusion consortium, and has received funding from the Eu-
ratom research and training programme 2014-2018 and
2019-2020 under grant agreement No 633053. The views
and opinions expressed herein do not necessarily reflect
those of the European Commission.
Appendix A: Perturbation Variational Principles
1. Perturbed single-particle dynamics
In this Appendix, we consider the least-action principle
for single-particle dynamics δA[C] = 0 expressed in terms
of the action integral [26]
A[C] ≡
∫
C
γ =
∫
C
[(e
c
A+ p
)
· dx−H dt− S dǫ
]
,
(A1)
which is defined along an open path C with fixed end
points in the parameter space (t, ǫ). Stationarity of the
action integral with respect to arbitrary phase-space vari-
ations (δx, δp), which vanish at the end points of the
open path C, yields the Euler-Lagrange equations
dx =
∂H
∂p
dt +
∂S
∂p
dǫ, (A2)
dp = eE dt+
e
c
dx×B−
(
∇S +
e
c
∂A
∂ǫ
)
dǫ, (A3)
from which we recover Eqs. (12)-(13).
We now require that the equations (A2)-(A3) be valid
for any open path C with the same fixed end points. For
this purpose, we consider the integral along the closed
loop ∂A ≡ C−C′, where the open surface A in the param-
eter space (t, ǫ) denotes the area enclosed by ∂A. Using
Stokes’ Theorem, we obtain∮
∂A
γ =
∫
A
dγ ≡
∫
A
Λǫ dǫ ∧ dt,
where the Lagrangian scalar field
Λǫ =
dx
dǫ
·
(
eE +
e
c
dx
dt
×B −
dp
dt
)
+
dp
dǫ
·
(
dx
dt
−
p
m
)
+
dS
dt
− e
(
∂Φ
∂ǫ
−
1
c
dx
dt
·
∂A
∂ǫ
)
≡
dS
dt
− e
(
∂Φ
∂ǫ
−
1
c
dx
dt
·
∂A
∂ǫ
)
(A4)
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is defined after making use of Eqs. (A2)-(A3). The
condition of path independence, therefore, requires that
Λǫ ≡ 0, from which we recover Eq. (17).
Lastly, we rewrite Eq. (A4) as
Λǫ =
∂S
∂t
−
∂H
∂ǫ
+
∂H
∂p
·
(
∇S +
e
c
∂A
∂ǫ
)
+ e
(
E +
v
c
×B
)
·
∂S
∂p
, (A5)
so that the partial derivatives(
∂Λǫ
∂E
,
∂Λǫ
∂B
)
=
(
e
dx
dǫ
,
e
c
dx
dǫ
×
dx
dt
)
, (A6)
can be used to define the polarization and magnetization
(Pǫ, Mǫ) ≡
∫
p
(
∂Λǫ
∂E
,
∂Λǫ
∂B
)
f, (A7)
which appear in Eqs. (24) and (31).
2. Variational Principle for Perturbed
Vlasov-Maxwell Equations
We now present the variational principle δ
∫
Lǫ dt = 0
from which the perturbed Vlasov-Maxwell equations are
derived. Here, the perturbation Lagrangian functional
[27] is
Lǫ =
∫
z
f Λǫ +
∫
x
1
4π
(
E ·
∂E
∂ǫ
− B ·
∂B
∂ǫ
)
, (A8)
where the variational fields are (f,E,B) and the La-
grangian scalar field is defined as
Λǫ =
(
∂S
∂t
− e
∂Φ
∂ǫ
)
+ v ·
(
∇S +
e
c
∂A
∂ǫ
)
+ e
(
E+
v
c
×B
)
·
∂S
∂p
. (A9)
The perturbation Lagrangian functional (A8) was re-
cently used [27] to explore the perturbation variational
structure of the Vlasov-Maxwell equations.
The variations of the perturbation Lagrangian func-
tional (A8):
δLǫ =
∫
z
[
δf Λǫ + f
(
δE ·
∂Λǫ
∂E
+ δB ·
∂Λǫ
∂B
)]
+
∫
x
1
4π
(
δE ·
∂E
∂ǫ
− δB ·
∂B
∂ǫ
)
, (A10)
yield the identities
δLǫ
δf
= Λǫ ≡ 0, (A11)
δLǫ
δE
=
∫
p
e f
dx
dǫ
+
1
4π
∂E
∂ǫ
= c∇×
(
δS
δB
)
≡
1
4π
∂D
∂ǫ
, (A12)
δLǫ
δB
=
∫
p
e f
(
dx
dǫ
×
dx
dt
)
−
1
4π
∂B
∂ǫ
= −
∂
∂t
(
δS
δB
)
≡ −
1
4π
∂H
∂ǫ
, (A13)
where we used Eqs. (34)-(35), respectively, with Eq. (A7)
and dx/dǫ ≡ ∂S/∂p and dx/dt = ∂H/∂p = v. Hence,
by combining these results, the Eulerian variation of the
perturbation Lagrangian functional (A8) yields the ex-
pression
δLǫ =
∫
z
δf
δLǫ
δf
+
∫
x
(
δE ·
δLǫ
δE
+ δB ·
δLǫ
δB
)
=
∫
x
1
4π
(
δE ·
∂D
∂ǫ
− δB ·
∂H
∂ǫ
)
= −
∂
∂t
(∫
x
δB ·
δS
δB
)
, (A14)
where we assumed that the field variations (δE, δB) sat-
isfy the Faraday constraint c∇× δE+ ∂δB/∂t = 0.
Appendix B: Hamiltonian Constraint
In this Appendix, we derive the Hamiltonian con-
straint (16). We greatly simplify the derivation by adopt-
ing an extended phase-space representation whereby the
Hamiltonian functions (H,S) are extended to (H∗ ≡
H − η, S∗ ≡ S − ζ), and the extended Poisson bracket is
12
{F, G}∗ ≡ {F, G} +
e
c
∂F
∂p
·
(
∂A
∂t
∂G
∂η
+
∂A
∂ǫ
∂G
∂ζ
)
−
e
c
∂G
∂p
·
(
∂A
∂t
∂F
∂η
+
∂A
∂ǫ
∂F
∂ζ
)
+
(
∂F
∂η
∂G
∂t
−
∂F
∂t
∂G
∂η
)
+
(
∂F
∂ζ
∂G
∂ǫ
−
∂F
∂ǫ
∂G
∂ζ
)
, (B1)
which is obtained by adding the vector-potential terms
(∂A/∂t, ∂A/∂ǫ) and the canonical-pair terms associated
with time (t, η) and perturbation (ǫ, ζ) to the standard
Poisson bracket (4). Hence, the operators (14)-(15) be-
come d/dt = { , H∗}∗ and d/dǫ = { , S∗}∗. We
note that the extended Poisson bracket (B1) is obtained
from the extended symplectic one-form γ∗ = (eA/c +
p) · dx − η dt − ζ dǫ by inversion of the Lagrange two-
form ω∗ ≡ dγ∗. Since the two-form ω∗ is closed (i.e.,
dω∗ = d2γ∗ = 0, which requires ∇ ·B = 0), the extended
Poisson bracket (B1) automatically satisfies the Jacobi
property.
Our derivation of the Hamiltonian constraint (16) now
proceeds simply from the fact that the extended Pois-
son bracket satisfies the extended version of the Jacobi
identity. First, we write
d
dt
(
df
dǫ
)
−
d
dǫ
(
df
dt
)
=
{
{f, S∗}∗, H∗
}∗
−
{
{f, H∗}∗, S∗
}∗
=
{
{f, S∗}∗, H∗
}∗
+
{
{H∗, f}∗, S∗
}∗
,
where we used the antisymmetry of the extended Poisson
bracket (B1) in the second term on the right. We now use
the Jacobi identity to obtain the commutation relation
0 ≡
d
dt
(
df
dǫ
)
−
d
dǫ
(
df
dt
)
= −
{
{S∗, H∗}∗, f
}∗
, (B2)
which must be valid for any function f . Therefore, this
commutation relation implies that
0 = {S∗, H∗}
∗
=
(
∂S
∂t
−
∂H
∂ǫ
)
+ {S, H}
−
e
c
(
∂S
∂p
·
∂A
∂t
−
∂H
∂p
·
∂A
∂ǫ
)
≡
dS
dt
−
dH
dǫ
− {S, H}, (B3)
and, thus, the Hamiltonian constraint (16) is recovered.
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