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2.1 Viscometer design and set-up. (a) A schematic of device layout and
operation. Oil (orange) and aqueous solutions (blue) are fed into the
device at constant applied pressures. The length of the droplets (Ld)
in the downstream channel is measured optically. Unless otherwise
specified, the device has a channel depth of 22.5µm, and w1 = wc =
47.5µm and w2 = w3 = 55.0µm. (b) A photo of the device set-up
on an inverted microscope. (c) A photo of the cross-junction of the
device. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Viscometer calibration and viscosity measurements of Newtonian flu-
ids. (a) Images of droplets with different viscosities generated in the
device. (b) The length of droplets decreases with viscosity of droplets.
The measurements were conducted at oil inlet pressure (OIP) of 3.17
psi and an applied pressure ratio (AIP/OIP) of 0.70. (c) Interfacial
tension versus viscosity of the aqueous phase. The interfacial tensions
were measured by axisymmetric drop shape analysis. The error bars
represent the measurements of ten replicates. (d) The calibration
curve relating the length of droplets to their viscosity. Lc is 55µm in
our system. (e) Comparison between the viscosities of Newtonian so-
lutions measured by the microfluidic viscometer and those measured
by a cone-and-plate viscometer. The error bars represent triplicates
using the same device. . . . . . . . . . . . . . . . . . . . . . . . . . 22
x
2.3 Effects of applied pressure ratio (AIP/OIP) on Ld and Qtot. (a) The
operable AIP/OIP range for droplet generation. The blue dashed
line is the lower limit of AIP/OIP, and the red dashed line is the
upper limit. The photos show droplet behavior in the retracting and
threading regimes. (b) The total flow rate remains relatively con-
stant at low to moderate AIP/OIP and increases at high AIP/OIP.
The black dashed line indicates the optimal AIP/OIP. The photos
show the shapes of droplets close to the outlet port of the device
at the corresponding AIP/OIP. (c) The operable range of AIP/OIP
decreases slightly with OIP. (d) The operable range of AIP/OIP in-
creases slightly with µaq. The effect of oil-phase viscosity on the op-
erable range is shown, where a light mineral oil (LMO, µoil = 37 cP)
and a heavy mineral oil (HMO, µoil = 147 cP) were used. . . . . . . 24
2.4 Sensitivity and range of viscosity measurements. (a) Droplet length
versus viscosity at different AIP/OIPs. The derivatives of the curves
increase with AIP/OIP, regardless of the absolute values of AIP and
OIP. (b) The minimal detectable viscosity change (∆µaq) decreases
with AIP/OIP. The blue and black dashed lines represent the lower
limit and optimal value of AIP/OIP, respectively. (c) ∆µaq increases
with the viscosity ratio. AIP/OIP is 0.70. (d) The relative error
of viscosity measurements (i.e., ∆µaq/µaq) versus the viscosity ra-
tio. The points are relative error calculated from the experiment
(µoil = 147 cP, AIP/OIP = 0.70) and the solid line is the theoreti-
cally predicted relative error. . . . . . . . . . . . . . . . . . . . . . . 25
2.5 The influence of viscosity ratios and total flow rate on the optimal
AIP/OIP. (a) The optimal AIP/OIP increases with µaq/µoil. (b) The
optimal AIP/OIP decreases with Qtot. . . . . . . . . . . . . . . . . . 26
2.6 Experimental verification of theoretical relationship and fitting of
coefficients. (a) The ratio of droplet length to the width of the
downstream channel versus the flow rate ratio for different OIPs,
AIP/OIPs and µaq. The solid line is the fitting line for Equation
2.2, where the geometry-dependent constant α is determined to be
1.5. (b) The plot of g(µaq, µoil) versus µaq − µoil. The lines show
the results of curve fitting using Equation 2.12. The slope of the
linear fitting is steeper when µaq is less than µoil. (c) The plot of
k0/Q
−1/3
tot versus AIP/OIP. The lines show the results of curve fit-
ting using Equation 2.11. (d) A comparison between the theoreti-
cally calculated Qaq/Qoil and the experimentally determined Qaq/Qoil
for different viscosities of the aqueous solutions and operating pres-
sures (µoil = 37 cP). . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
xi
2.7 Theoretical prediction of droplet lengths and minimal time interval
between two consecutive viscosity measurements. (a) The droplet
length versus viscosity of the aqueous phase. The points are experi-
mentally measured droplet lengths and the solid lines represent the-
oretically predicted droplet lengths. (b) µoilQtot/(wh
3) versus OIP
falls onto one linear line for different operating pressures, different
viscosities of the two phases, different channel depths and channel
widths, assuming all channels in the device have comparable widths
(i.e., wi ≈ w3). The error bars represent the average of eight mea-
surements of samples of different µaq. (c) The calibration curve re-
lating the length of droplets to their viscosity. Lc is 55µm for our
system. The experimental data (indicated as points) follows linear
relationship (indicated as dashed lines), and closely matches theoret-
ical prediction (indicated as solid lines). (d) The predictive minimal
time interval between two consecutive measurements t0 versus the
total flow rate in the device for different channel depths. . . . . . . 33
2.8 The effect of device geometry on viscosity measurements. Unless
otherwise specified, the results are obtained for µaq = 21.7 cP, µoil =
37 cP and AIP/OIP = 0.70. (a) The relative error of viscosity mea-
surements versus the geometric constant of the upstream channel of
the aqueous phase. (b) The relative error decreases with k2/k1. (c)
The relative error increases with k3/k1. . . . . . . . . . . . . . . . . 35
3.1 Viscometer calibration and characterization using Newtonian solu-
tions (a) A schematic of device layout and operation. Fluids of the
oil (orange) and aqueous (blue) phases are fed into the microflu-
idic viscometer at constant input pressures. A zoom-in view at the
cross-junction depicts the droplet generation process. (b) A photo of
droplet generation in the device under a microscope. (c) The calibra-
tion curve for viscosity calculation from the droplet length. Lc is the
minimal droplet length, and determined to be 100µm for our system.
(d) Comparison between the viscosities measured by the microfluidic
viscometer and the viscosities measured by a cone-and-plate viscometer. 49
3.2 Viscosity and power law index measurements for Newtonian (87%
glycerol) and Boger (8000 ppm PEG in 80% glycerol) fluids. The
error bars represent triplicates using the same microfluidic device.
(a) The plot of log(µaq) versus log(vaq). The dash lines indicate the
fitted values using Equation 3.9. The values of n in the bracket
are the power law index determined by the microfluidic viscometer.
(b) Comparison between the viscosities measured by the microfluidic
viscometer and those measured by the cone-and-plate viscometer at
different shear rates. . . . . . . . . . . . . . . . . . . . . . . . . . . 51
xii
3.3 Viscosity and power law index measurements for shear thinning flu-
ids (4000 ppm Xanthan gum). The error bars represent triplicates
using the same microfluidic device. (a) The plot of of log(µaq)
versus log(vaq) using the microfluidic viscometer. (a) The plot of
log(viscosity) versus log(shearrate) using the cone-and-plate viscome-
ter. (c) Comparison of the viscosities measured by the microfluidic
viscometer and the cone-and-plate viscometer at different shear rates,
with the power law index determined from the microfluidic viscome-
ter. (d) Comparison of the viscosities measured by the microflu-
idic viscometer and the cone-and-plate viscometer at different shear
rates, with the power law index determined from the cone-and-plate
viscometer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4 Viscosity measurements of non-Newtonian fluids using device with a
geometry that is able to measure viscosity changes under a constant
shear rate. Error bars represent triplicates using the same device.
(a) Viscosity versus shear rate for Boger fluids. Boger 1: 8000 ppm
Xanthan gum in 78% glycerol solution; Boger 2: 4000 ppm Xanthan
gum in 87% glycerol solution. (b) Viscosity versus shear rate for shear
thinning fluids. Shear thinning 1: 1000 ppm Xanthan gum solution;
shear thinning 2: 4000 ppm Xanthan gum solution. (c) Viscosity
versus shear rate for a shear thinning fluid (i.e., 2000 ppm Xanthan
gum in 10% glycerol solution) at constant AIP/OIP. (d) Viscosity
versus shear rate for a shear thinning fluid (i.e., 2000 ppm Xanthan
gum in 10% glycerol solution) with increasing AIP at a constant OIP. 55
4.1 The use of droplet-based viscometer to measure viscosity of blood and
blood products. (a) A schematic of device layout and operation. Oil
(orange) and blood (red) are fed into the device and generate blood
droplets at the cross-junction. The length of the droplets Ld is mea-
sured for viscosity measurements. (b) Comparison of the viscosities
of glycerol/water solutions, blood plasma and blood serum measured
by the microfluidic viscometer and a cone-and-plate viscometer. The
error bars represent triplicates using the same device. . . . . . . . . 64
xiii
4.2 Analysis of banked blood of different storage duration. Each data
point is from blood of a different donor. (a) Viscosities of banked
blood of different storage lengths measured by the microfluidic vis-
cometer at a shear rate of approximately 70 s−1. A total of 48 samples
were measured. (b) Viscosities of banked blood of different storage
lengths measured by the microfluidic viscometer at a shear rate of
approximately 30 s−1. 24 samples were measured. (c) Viscosities of
banked blood of different storage lengths measured by a cone-and-
plate viscometer at different shear rates. 2-3 samples of the same
storage length were mixed for each measurement. The measurement
were conducted a week after the measurements by the microfluidic
viscometer (the storage duration is adjusted accordingly). (d) The
hematocrit percentages (HCT%) of banked blood. 12 out of the 48
samples were randomly selected and measured. . . . . . . . . . . . . 65
4.3 Blood coagulation measurements of citrated porcine whole blood. (a)
Viscosity changes of citrated blood with (red) and without (blue) re-
calcification over time. The blood undergoes blood coagulation after
recalcification. The viscosities were measured at room temperature
and a shear rate of approximately 20 s−1. The photo inserts show
the size and color of the droplets at the pointed time. The scale bar
shows the length of 100µm. (b) The grayscale intensity of recalci-
fied blood droplets over time. A higher intensity indicates a lighter
color of the droplets. (c) Comparison of blood coagulation measure-
ments between the microfluidic viscometer and TEG. (d) Total blood
consumption over time at different oil inlet pressures (OIPs). . . . . 67
4.4 Effects of temperatures, shear rates and storage lengths of citrated
whole blood on reaction kinetics of blood coagulation. Comparison
of blood coagulation monitoring by the microfluidic viscometer and
TEG at (a) 25 ◦C and approximately 50 s−1; (b) 37 ◦C and approxi-
mately 60 s−1; (c) 25 ◦C and approximately 110, 140 and 300 s−1. (d)
Monitoring blood coagulation process by the microfluidic viscometer
with citrated whole blood 0.5 hour and 1.5 hours after blood collec-
tion. (e) Onsets of clotting reaction and clot formation using blood
of different storage time measured by the microfluidic viscometer. . 69
4.5 Schematics of capacitive droplet sensor and preliminary results on
droplet detection. (a) Modification on the microfluidic viscometer to
include on-chip capacitive sensors. (b) Preliminary results on droplet
sensing. The passage of a single droplet though the electrodes induces
a change in capacitance of approximately 0.001-0.002 pF. . . . . . . 70
xiv
5.1 Asynchronous magnetic bead rotation (AMBR) micro-viscometer.
(a) A schematic experimental set-up of an AMBR microviscome-
ter. 1: perpendicular Helmholtz coils for rotating field generation;
2: liquid to be measured; 3: magnetic bead; 4: inverted microscope
objective. (b) Observed bead rotation frequency vs. field driving fre-
quency. Below 9 Hz the bead rotation frequency matches that of the
field; above 9 Hz, the bead rotates asynchronously, with frequency
decreasing as the driving frequency increases. (c) Viscosity mea-
surement of glycerol/water mixture solutions. The graph compares
AMBR results in a magnetic field with 100 Hz driving frequency to
published values and conventional (Ubbelohde) viscometer measure-
ments of the same liquid. (d) AMBR microviscometer linear response
to viscosity in prepared solutions of glycerol/water. Error bars rep-
resent standard deviations among three measurements. . . . . . . . 79
5.2 Calibration curves at 100 Hz using beads of different sizes. (a) 7.6µm;
(b) 16µm; (c) 33µm; (d) 45µm. Error bars represent standard devi-
ations among 10 beads in one measurement. . . . . . . . . . . . . . 81
5.3 Calibration curves of 45µm bead at different driving frequencies. (a)
30 Hz; (b) 100 Hz; (c) 200 Hz; (d) 250 Hz. The critical frequency is
at 10-15 Hz. The error bars represent the standard deviations among
ten different beads in one measurement. The calibration curves yield
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ABSTRACT
Continuous Microfluidic Viscometers for Biochemical and Diagnostic Analysis
by
Yunzi Li
Chair: Professor Mark A. Burns
Microfluidic technologies have advanced rapidly over the past two decades. Nu-
merous microfluidic devices to assess different biomarkers have been reported, yet very
few address physical properties, such as viscosities, of biological specimens. Contin-
uous monitoring of viscosity changes provides a new biological and diagnostic pa-
rameter not yet made readily accessible due to the low obtainable volume of many
biological specimens.
In this dissertation, we have developed a droplet-based, water-in-oil continuous
viscometer capable of measuring viscosity changes in 10 seconds or less and consum-
ing a total sample volume of less than 1 microliter per hour. The viscometer employs
a flow-focusing geometry and generates droplets under constant pressure. The length
of the droplets is highly correlated to the aqueous-phase viscosity at high ratios of
aqueous-to-oil inlet pressure, resulting in a linear calibration relationship for viscos-
ity measurements. Theoretical analysis verifies the linear relationship and guides
viscometer optimization. The viscometer can be used for Newtonian fluids and, by
accurately calculating shear rates, for non-Newtonian fluids. The shear rates can be
xix
adjusted experimentally by varying the input pressures. The viscometer measures
viscosities reliably over three orders of magnitude with less than 5% error. Using the
viscometer, we measured viscosity changes of whole blood during blood coagulation
continuously under different conditions.
We have also developed a particle-based microviscometer for label-free DNA de-
tection by applying the asynchronous magnetic bead rotation (AMBR) phenomenon.
We have demonstrated experimentally that the rotation period of paramagnetic beads
is linearly proportional to the viscosity of a DNA solution surrounding the paramag-
netic beads, as expected theoretically. Simple optical measurement of asynchronous
microbead motion determines solution viscosity precisely in microscale volumes, thus
allowing an estimate of DNA concentration or average fragment length. The effects of
different operating conditions have been investigated and a standard deviation of less
than 10% has been achieved for viscosity measurements under the optimal conditions.
The response of the AMBR viscometer yields reproducible measurement of DNA so-
lutions, enzymatic digestion reactions, and PCR systems at template concentrations
across a 5000-fold range. Preliminary design and operation of a ChessTrap device has





1.1 Significance of Miniaturization of Biochemical and Diag-
nostic Analysis
Early diagnosis and immediate initiation of treatment are crucial to prevent un-
necessary mortality and morbidity in numerous diseases. As examples, more than 23
million cases of malaria and 20-30 million cases of sepsis have been estimated globally
every year, resulting in millions of deaths and billions of dollars in hospital expendi-
ture. [1–4] Various types of diseases present different challenges to the development of
diagnostic tools. For infectious diseases, cheap and simple diagnostic technology with
multiplexing capability is highly desirable, because of the wide spread of numerous
kinds of infectious diseases in developing countries. In the field of emergency care,
diagnosis of diseases, such as coagulopathy and sepsis, requires quick diagnostic tools
available in the emergency room, intensive care unit (ICU) or even on an ambulance.
To diagnose and control chronic diseases like cardiovascular diseases and diabetes,
certain biomarkers (e.g. blood viscosity or glucose concentration) need to be rou-
tinely monitored, so diagnostic kits requiring minimal sample volumes for patients to
use at home demonstrate tremendous potential.
Interestingly, all these challenges suggest a single solution – miniaturization of the
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diagnostic tool. As diagnostic equipment shrinks in size, the required sample volume
also decreases. The diagnosis speeds up due to more efficient transport of reactants
within the miniaturized device. As a result, the time and cost of diagnostic tests
decrease, and on-site diagnosis is made possible. Moreover, low sample requirement
in miniaturized diagnostic technology will enable assessment of biological information
not yet made accessible. Such information includes continuous data (e.g. blood
viscosity) from routinely examined blood samples and biomarkers present in biological
specimens at minuscule scale, such as sweats, tears and gingival crevicular fluids
(between teeth and gum). [5–8] Therefore, miniaturized diagnostic solutions could
revolutionize the field of medical diagnosis and benefit all patients around the world.
1.2 Microfluidic Technology
Microfluidics is a technology that manipulates minuscule amounts of fluids (as low
as femto- to picoliter scales) at length scales on the order of micrometers to millime-
ters. The advent of microfluidic devices, also commonly known as miniaturized total
analysis systems (µTAS) or lab-on-a-chip devices, dates at least back to 1980s. [9–12]
The first use of microfluidic technology leverages the fabrication technology of semi-
conductor devices and micro-electromechanical systems (MEMS) for chemical anal-
ysis. [13] Since then, the microfluidic technology has attracted significant attention
and has emerged rapidly in various fields ranging from medical diagnosis to chemical
synthesis. [11, 14–17] To meet the increasing needs for robust, versatile and low-cost
fabrication methods for these new applications, the portfolio of microfabrication tech-
nologies has also been expanded, from photolithography on glass, silicon and polymer
substrates [18–20] to 3D printing of plastics, elastomers and photopolymers [21–23].
The transport phenomena in microfluidic systems differ significantly from those
at the macroscale. [11, 24, 25] At the microscale, the effects of gravitational forces
have been greatly reduced, and other forces, such as capillary forces, surface tensions
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and viscous forces, play more important roles. Consequently, the Reynolds number,





where ρ is the density of the fluid, v is the flow velocity of the fluid, L is the charac-
teristic length and µ is the viscosity of the fluid. At such low Reynolds numbers, the
viscous forces dominate the inertial forces, resulting in laminar flow conditions. The
Péclet number, Pe, a measure of the convective-to-diffusive transport rates, is also





where D is the diffusion coefficients. Diffusion therefore dominates fluid mixing.
With increased understanding of the physics within the microfluidic systems, nu-
merous microfluidic components and subsequently integrated microfluidic platforms
have been developed over the past two decades. [10] Researchers have developed a
broad spectrum of microfluidic components, from micropumps, microvalves and mi-
cromixers, to microreactors, microseparators and microsensors. The integration and
ultimately automation of these elements into a single chip pose great challenges to the
microfabrication process as well as management of efficient heat and mass transport
on a chip. [10, 14] The first integrated microfluidic device in the literature is a DNA
analysis device with on-chip heaters, reactors, separators, temperature sensors and
fluorescent detectors. [26] This device, for the first time, addresses the challenges
of incompatibility of various microfluidic elements. With continuous research and
development of microfluidic technology, it is foreseen that microfluidic devices could




Droplet-based microfluidic systems introduce compartmentalization to microflu-
idic systems. [27–29] Unlike continuous flow systems, droplet-based systems generate
discrete volumes via emulsions of two or more immiscible phases. This extra degree
of freedom due to the immiscible phase allows each droplet to perform a different re-
action independently from another neighboring droplet, thus enabling parallelization
and multiplexing of reactions without significantly increasing device size or complex-
ity. [27] Within individual droplets, mixing occurs more rapidly than continuous flow
systems, due to the presence of internal convective circulation. Between droplets,
there is generally no material exchange. However, diffusion through the interface can
occur if the molecules are soluble in both phases, resulting in inter-droplet material
exchange over long periods of time. [29]
A merit of droplet generation in microfluidic systems is the capability to pro-
duce uniform droplets at a high throughput. Droplet formation can be induced by
instabilities at the interface, such as capillary, interfacial and shear-driven instabili-






where γ is the interfacial tension between the immiscible phases. Therefore, the
capillary number compares the relative importance of viscous forces to interfacial
tensions. At a low capillary number (i.e., Ca < 10−2), the volume of droplets is
linearly proportional to the ratio of the dispersed-phase to continuous-phase flow
rate. [33, 34] At a high capillary number, the radius of droplets scales with the
inverse of the capillary number. [35] The three most common channel geometries for
droplet generation are co-flowing, T-junction and flow-focusing geometry. [36–38] In
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such devices, a droplet polydispersity of 1-3% can be achieved at a typical rate of up
to several kHz. [28, 36, 37, 39]
After droplets are produced, they can be readily transported and manipulated
for downstream processes. [28, 29, 37, 40] The droplets are transported down a
pressure gradient with the carrier fluid (i.e., the continuous phase). The latter is
often driven by a constant flow or constant pressure/vacuum source. Upon arrival
at the appropriate location, droplets are manipulated by techniques such as droplet
merging, mixing, trapping, storage/incubation, splitting and sorting. The droplet
manipulation can be achieved through hydrodynamic effects, physical intervention
(e.g. obstacles, constrictions/expansions and valves) or field-assisted approaches (e.g.
electric and magnetic fields). A thorough review on various droplet manipulation
techniques can be found in [27, 29].
Due to their ultra-high multiplexing, throughput and integration capabilities,
droplet-based microfluidic systems have been applied to areas, such as high-throughput
screens of drugs, enzymes and microbial communities and the “omic” sciences of genes,
proteins and cells (or microorganisms). [28, 39, 41, 42] A library of droplets can be
generated, where each droplet stores a different element (e.g. DNA, protein or single
cell). These droplets are subsequently manipulated and assayed to decode biological
information. For example, the Weitz group has developed a droplet-based platform
for high-throughput drug screening. [39, 43, 44] A droplet library is generated in
which each droplet contains a potential antimicrobial drug. Then, a single micro-
bial cell is encapsulated into each droplet through droplet merging. Upon droplet
incubation, the microbial cell in each droplet is either killed by the drug or grows
in population. Droplets containing effective drugs are subsequently sorted and the
effective drugs are identified by their barcodes (e.g. nucleic acid sequences or fluo-
rophore combinations). This method enables rapid screening of millions to billions
of candidates with sample volumes on the orders of 100 µl. Therefore, droplet-based
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microfluidic systems are ideal candidates for bio-sensing.
1.4 Particle-based Biosensors
In the past decades, the research involving micro- and nanoparticle biosensors has
grown by leaps and bounds. As understanding of these systems and the methods
of synthesizing magnetic particles have steadily improved, magnetic particles have
become an increasingly common tool in many avenues of research. While the way
in which such particles have been used varies a great deal, magnetic particles have
turned into successful biosensors because biological systems of interest do not contain
any significant magnetic background that would be affected by the relatively small
magnetic fields associated with magnetic particle biosensors. [45] This means that
magnetic particles can easily be used to transport and/or isolate biological targets us-
ing an external magnetic field. But more importantly, it means that if measurements
associated with the magnetic particles can be made reliably, there is no magnetic sig-
nal associated with the biological system that could contaminate the information from
the magnetic particles. For this reason, even small signals associated with magnetic
particles can reliably be used to detect instances of biological interaction.
Since their first use as biosensors in the mid-1990s, magnetic particles have been
used for bio-sensing in a wide variety of detection methods and platforms. [46–50]
More recently, magnetic particle biosensors have been integrated into microfluidic
systems, further increasing the speed, sensitivity and robustness of the particle-based
technologies. [46, 51, 52] While the techniques have been numerous, magnetic particle
biosensors can be divided into three categories by the functionality of the magnetic
particles in these biosensors: magnetic particles as carriers for signal intensification,
magnetic particles as labels to detect magnetic contents, and bio-sensing based on
the dynamics of magnetic particles. While not every example fits perfectly into one
category, these are the major ways in which magnetic particles are used as biosensors.
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The first category uses the magnetic particles as a solid phase for capturing the
target of interest and increasing the concentration of the target via magnetic separa-
tion. Some kind of label, generally non-magnetic, is used to report the presence of
the target. For this category, the aspect that changes is the reporter – the system or
method that is used to detect the presence of the target. The magnetic label method
uses the magnetic particles themselves to report the presence of the target of inter-
est. In these systems, it is the method of magnetic particle detection that changes
throughout the various techniques. More recently, the dynamics of magnetic parti-
cles in a magnetic field has been widely studied and used to infer different physical
and biological properties of biological samples as well as to detect the presence of
the target, adding more dimensions to magnetic particle biosensors. Generally, the
rotational motion of magnetic particles is measured optically, and properties/targets
of interests can be quantified from the dynamic theory. The dynamic theory, and
thus the method of quantification, varies with the shape and quantity of magnetic
particles used in these systems.
Amidst various magnetic dynamics-based bio-sensing strategies, the asynchronous
magnetic bead rotation (AMBR) biosensor is one of the earliest and most diverse
methods in the literature. In AMBR systems, spherical magnetic particles (i.e., fer-
romagnetic, superparamagnetic, or paramagnetic particles) are placed in a rotating
magnetic field generated by perpendicular electromagnetic coils or a rotating magnet.
The magnetic particle rotates asynchronously with the driving field when the driving
frequency exceeds a critical value, because the magnetic particle cannot overcome
the viscous drag exerted by the surrounding fluids. [53, 54] The rotational motion
of the magnetic particle in this asynchronous regime is recorded, and the apparent








where θ̇ is the rotational frequency, χ′′ is the imaginary part of magnetic susceptibility
(which is frequency dependent), Vm is the volume of magnetic content, B is strength
of the magnetic field, κ is the shape factor of the particle (e.g. κ = 6 for sphere), η is
the viscosity of the surrounding fluids, V is the volume of the particle, and µ0 is the
permeability of free space. By detecting analyte-induced volume changes of magnetic
particles, AMBR biosensors have been applied to biomolecule detection [58, 59], single
cell detection [60, 61], cell growth and drug susceptibility monitoring [57, 62, 63].
1.5 Organization of the Dissertation
This dissertation will primarily discuss the design and development of droplet-
based and particle-based microfluidic viscometers for bio-sensing. It will first discuss
a droplet-based continuous viscometer and its applications in measurements of Newto-
nian, non-Newtonian and biological fluids. Next, a magnetic particle based viscometer
and its application in DNA diagnostic reactions will be presented, followed by pre-
liminary design and fabrication of a microfluidic platform for particle manipulation.
Some of the chapters in this dissertation have been published or submitted as journal
articles, and are presented here with minor adaptions. Some are in preparation for
submission as journal articles or book chapters.
Chapter I - Introduction: The introduction discusses the motivation of this thesis
and introduces droplet-based and particle-based microfluidic technologies.
Chapter II - Droplet-based Microfluidic Viscometer : This chapter presents the
design and development of a droplet-based (i.e., water-in-oil) microfluidic viscometer.
The viscometer employs a flow-focusing geometry and generates droplets under con-
stant pressure. With a pre-calibrated linear relationship, the aqueous-phase viscosity
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can be readily determined from the optically measured droplet lengths. Optimization
of operating pressures, oil-phase viscosity and device geometry has been studied the-
oretically, followed by experimental verification. The device has been demonstrated
to measure viscosities of Newtonian fluids accurately over a range of three orders of
magnitude.
Chapter III - Analysis of Non-Newtonian Fluids using a Microfluidic Viscometer :
Chapter III extends the system in Chapter II to viscosity measurements of non-
Newtonian fluids. The use of droplet lengths for viscosity measurements is still valid
for non-Newtonian fluids. Using the power law model for non-Newtonian fluids, the
shear rate, adjustable by varying operating pressures, can be calculated from the
velocity of the aqueous phase. By modifying the geometry of the device, two modes
of operations have been achieved. One mode allows precise measurements of absolute
viscosities at various shear rates, and the other favors continuous viscosity monitoring
at a constant shear rate.
Chapter IV - Whole Blood and Blood Coagulation Analysis : This chapter applies
the droplet-based microfluidic viscometer to study viscoelastic properties of blood
and blood that has undergone reactions. Banked blood of different storage duration
and blood coagulation of citrated whole blood of different storage duration at various
temperatures and shear rates have been analyzed. Also, a preliminary prototype of
capacitive droplet sensor for device automation has been designed and fabricated.
Chapter V - Asynchronous Magnetic Bead Rotation (AMBR) Microviscometer
for Label-Free DNA Analysis : This chapter reports the design and development of
a particle-based microviscometer. The AMBR viscometer measures the rotational
period of the asynchronous motion of a spherical paramagnetic particle in a rotating
magnetic field. The viscosity of a DNA solution surrounding the magnetic particle can
be calculated from the rotational period with a linear calibration relationship. The
successful use of the AMBR viscometer for label-free DNA quantification has been
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demonstrated in DNA solutions, enzymatic digestion reactions, and PCR systems.
Sections are adapted and reprinted with permission by Biosensors [64].
Chapter VI - Preliminary Design of ChessTrap for Particle/Droplet Manipulation:
This chapter presents initial work towards a microfluidic platform to manipulate
particles/droplets. The ChessTrap design features a chessboard-like layer of trapping
chambers with a single through-hole in each chamber and a membrane-based normally
closed valve for flow control. Preliminary results show that the prototype device is
able to capture a single magnetic particle into each chamber.
Chapter VII - Conclusion and Future Work : This chapter concludes the disser-
tation and identifies potential future directions. Overall, this dissertation primarily
presents miniaturized tools to measure viscoelastic properties of biological fluids in
biochemical and diagnostic analysis. These tools bridge the gap between viscosity
changes and biological events, thus enabling rapid assessment of a new biophysical
parameter not yet made accessible.
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The viscosity of chemical and biological fluids is an important material prop-
erty. In industry, viscosities of polymers [1], paints [2], petroleum products [3], food
products [4], therapeutic proteins [5], and fermentation products [6] are routinely
monitored during production and transportation to maximize efficiency and cost ef-
fectiveness. In medical diagnostics, changes in viscosities of biological fluids such as
blood [7], plasma [8], cerebrospinal fluid [9], pleural fluid [10], and amniotic fluid [11]
are correlated with a range of diseases. In applications where continuous viscosity
measurements are necessary, labor costs and sampling volume typically become pro-
hibitively high. Therefore, characterization of viscosity is often limited to single-point
measurements.
Recently, many miniaturized viscometers have been developed using microfabri-
cation and microfluidic technology. One approach is to use a hydrophilic channel
that measures the velocity of an imbibing fluid multiplied by the length of that fluid
stream, a product that is correlated to the fluid’s viscosity. [12] Another approach
measures the position and curvature of co-flowing laminar streams and calculates the
viscosity numerically from the geometry of the interface, the flow rates and the vis-
cosity of the reference stream. [13, 14] Viscosity information can also be derived from
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the rotational rates of particles under a driven field or by tracking their Brownian mo-
tion. [15–17] The above methods require sample volumes on the order of microliters
per run. With the incorporation of droplet microfluidics, the requirement on sample
volume is further reduced from the order of microliters to nanoliters. Livak-Dahl et al.
developed a droplet-based viscometer by measuring the velocity of droplets through a
constriction at an imposed pressure. [18] DeLaMarre et al. determined the viscosity
of fluids within the range of 1-50 cP by measuring the volumetric ratio of spacing oil
to aqueous droplets. [19] Note that the above methods require complex calculations
and/or calibrations for viscosity measurements.
In droplet-based microfluidic systems, droplet generation is governed by a balance
between the viscous force and the interfacial tension, and the relevant dimensionless
number is the capillary number. [20–22] For droplet generation in the absence of
jetting or thread formation, two models are often used. At a low capillary number,
the mechanism for flow-rate controlled breakup proposed by Garstecki et al. relates
the volume of the droplet to the ratio of the dispersed-phase to continuous-phase flow
rate. [23–25] At a high capillary number, the shearing model developed by Thorsen
et al. relates the radius of the droplet to the inverse of the capillary number (i.e., the
volume of the droplet relates to the cube of the flow rate ratio at a constant dispersed-
phase flow rate). [26] Although the models do not directly relate the volume of the
droplets to their viscosity, the droplet viscosity influences the size of the droplet in
several ways including changing the liquid flow rates or the capillary number. In
the literature, contradictive conclusions on whether and how droplet size depends on
viscosity of the dispersed phase have been found [25, 27, 28], which may be explained
by differences in capillary number regimes, operating conditions (e.g. operated at
constant flow rates or constant pressures) and device geometry for the various studies.
Here, we report a continuous droplet-based viscometer to measure viscosity from
the size of the droplets. We employ a flow-focusing device geometry to generate
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droplets under constant pressure. The viscosity of aqueous fluids is determined from
the length of the droplets. While droplets are continuously generated in the device,
the viscometer can measure viscosities continuously every 10 seconds or less, and the
total sample consumption over an hour can be as low as 1µl or less. This chapter
was partially modified from the paper submitted to Analytical Chemistry : Yunzi Li,
Kevin R. Ward, Mark A. Burns, “Viscosity measurements using microfluidic droplet
length”. [29]
2.2 Materials and Methods
2.2.1 Device Fabrication
Borofloat glass wafers (PG&O) were first annealed in a furnace (Tempress S6T1)
at 560 ◦C for an hour, and Nano-Strip (Cyantek) cleaned. A 200 Å thick layer of Cr
followed by 2000 Å thick layer of Au was deposited on the glass wafer as a masking
layer for glass etching. The wafers were then spin-coated with 3µm S1827 positive
photoresist (MicoChem) and patterned using a photomask on a mask aligner (MA6,
SUSS MicroTec). Subsequent development was conducted using AZ 726 developer,
TFA gold etchant and CR-1020 chrome etchant (Transene). After removal of pho-
toresist, the glass wafer was etched in 49% HF. Finally, the Cr and Au masking layers
were removed using their corresponding etchants. The depth of the patterned chan-
nels was measured by a surface profilometer (Dektak XT, Bruker), and the widths of
the channels were measured under a microscope (Nikon Eclipse Ti).
Another glass wafer was drilled to create access holes of the inlets and outlets. The
two sides of the glass wafer were bonded to two dummy glass wafers for protection
using Crystalbond 555 adhesives. The access holes were marked on the wafer and
electro-chemically drilled in 50% NaOH (Sigma-Aldrich). After drilling, the adhesives
were dissolved in water and the glass wafers with access holes were cleaned in buffered
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HF for 30 minutes.
The glass wafer with patterned channels and the glass wafer with access holes were
coated with 2µm parylene-C to render them hydrophobicity (SCS PDS 2035CR).
The two wafers were aligned and bonded at 230 ◦C for 30 minutes with a force of
5000 N (EVG 520IS). Finally, the wafer was diced on a dicing saw (ADT 7100) to
yield individual devices, and inlet ports for tubing connections were created by gluing
shoulder washers (McMaster-Carr) on top of the access holes using UV-curable glues
(Norland Optical Adhesive 72). To seal the space between the edges of shoulder
washers and tubings, cured polydimethylsiloxane (PDMS) pieces were cut and filled
into the empty space.
2.2.2 Experimental Setup
Fluids were fed into the device at constant pressures through a custom-built pres-
sure control system. Compressed air was fed into microcentrifuge tubes containing
aqueous samples or oils through electronic pressure controllers (VSO-EP, Parker Han-
nifin), and the magnitudes of air pressures were controlled by a custom LabVIEW
program. The pressures at the inlet of the tubes were measured using a digital pres-
sure gauge (Druck). The fluids in the tubes were pumped into the device through
PTFE tubings (inner diameter 0.022 inch, Cole-Parmer). The device was placed on
an inverted microscope (Nikon Eclipse Ti) with a 10× objective lens, and recordings
were made with a CCD camera (Q Imaging).
2.2.3 Sample Preparation
Glycerol (Sigma-Aldrich) and deionized water solutions with varying glycerol mass
fraction were prepared for viscometer calibration. Light mineral oil with 5 wt%
Abil EM 90 (Evonik Goldschmidt GmbH) and heavy mineral oil with 5 wt% Abil EM 90
were prepared and used as the continuous phase for droplet generation. The cell cul-
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ture medium contains M9 minimal medium with 36 g/l glucose (2 mM MgSO4, 0.1 mM
CaCl2, 33.7 mM Na2HPO4, 22 mM KH2PO4, 8.55 mM NaCl, 9.35 mM NH4Cl, 3.6%
glucose). Blood plasma were prepared from porcine whole blood using standard pro-
tocols. [30]
2.2.4 Viscosity Measurements
The viscosities of all aqueous solutions and oil/surfactant mixtures at 25 ◦C were
measured on a cone-and-plate viscometer (AR1000, TA Instruments). The droplet-
based microfluidic viscometer was used to measure the glycerol/water solutions. After
connecting the oil reservoir to the chip, pressure was applied to the oil inlet to fill
the channels with oil. Then, the aqueous sample was fed into the device and droplets
were generated. Recordings and measurement were made after droplet generation
become steady (typically in less than 1 minute). The image stacks were analyzed
using ImageJ to measure the length and speed of the droplets, the spacing between
two droplets and the generation time for one droplet.
2.3 Results and Discussion
2.3.1 Principle of the Droplet-based Viscometer
The droplet-based viscometer consists of a flow-focusing geometry for droplet gen-
eration and a narrow channel downstream for droplet measurement, as depicted in
Figure 2.1. Oil and aqueous solutions are fed into the device at constant applied
pressures, and the outlet of the device is open to atmospheric pressure. At the cross-
junction, the aqueous phase is sheared and pinched by the oil phase and droplets
form at a rate and size based on geometric dimensions and solution properties. The
droplets generated at the cross-junction flow into the narrow downstream channel
















Figure 2.1: Viscometer design and set-up. (a) A schematic of device layout and op-
eration. Oil (orange) and aqueous solutions (blue) are fed into the device
at constant applied pressures. The length of the droplets (Ld) in the
downstream channel is measured optically. Unless otherwise specified,
the device has a channel depth of 22.5µm, and w1 = wc = 47.5µm and
w2 = w3 = 55.0µm. (b) A photo of the device set-up on an inverted
microscope. (c) A photo of the cross-junction of the device.
At fixed operating pressures, the length of the droplet is directly affected by the
viscosity of the aqueous solution and is independent of interfacial tensions between
the two phases. As shown in Figure 2.2a and 2.2b, the droplet length decreases with
increasing viscosity of glycerol/water solutions. The rate of decrease in droplet length
as a function of solution viscosity eventually converges to a length that is comparable
to the width of the channels. Interfacial tensions vary slightly with changes in so-
lution viscosities (Fig. 2.2c), but no correlation is found between droplet length and
interfacial tension. Similar results were observed by others. [23, 24, 31]
A calibration curve was constructed to calculate solution viscosities (µaq, viscosity
of the aquesous phase) from droplet lengths. A linear relationship was found between
µaq and 1/(Ld-Lc) and this relationship was verified with our theoretical derivation
(See Theoretical Prediction of Droplet Lengths). Experimentally, we found that the













































































































Figure 2.2: Viscometer calibration and viscosity measurements of Newtonian fluids.
(a) Images of droplets with different viscosities generated in the device.
(b) The length of droplets decreases with viscosity of droplets. The mea-
surements were conducted at oil inlet pressure (OIP) of 3.17 psi and an
applied pressure ratio (AIP/OIP) of 0.70. (c) Interfacial tension versus
viscosity of the aqueous phase. The interfacial tensions were measured
by axisymmetric drop shape analysis. The error bars represent the mea-
surements of ten replicates. (d) The calibration curve relating the length
of droplets to their viscosity. Lc is 55µm in our system. (e) Comparison
between the viscosities of Newtonian solutions measured by the microflu-
idic viscometer and those measured by a cone-and-plate viscometer. The
error bars represent triplicates using the same device.
aqueous inlet pressure (AIP) to oil inlet pressure (OIP). Thus we define the minimal
droplet length as Lc, and the values of Lc can be measured experimentally by decreas-
ing the operating AIP/OIP. As shown in Figure 2.2d, a linear calibration curve was
constructed at each AIP/OIP with Lc being the width of the downstream channel,
a valve that proved accurate in most situations. This linear relationship is used to
calculate solution viscosities from droplet lengths. The viscosities of Newtonian solu-
tions (e.g. glycerol/water solutions with varying glycerol mass fraction, cell culture
medium and blood plasma) measured by the droplet-based viscometer agree well with
those measured by a cone-and-plate viscometer (Fig. 2.2e).
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2.3.2 Sensitivity and Range of Viscosity Measurements
In order to generate droplets for viscosity measurements, the device needs to be
operated within a range of applied pressure ratio (i.e., AIP/OIP). When the value
of AIP/OIP is below a lower bound, the aqueous pressure is not high enough to
inject the aqueous solution into the oil phase, and no droplets can be formed. Low
AIP/OIP values fall into the retracting regime shown in Figure 2.3a. On the other
hand, when AIP/OIP is beyond an upper bound, a thread instead of droplets is
produced at the cross-junction, signifying the onset of the threading regime. Within
the operating regime, the droplet size increases with AIP/OIP. The total flow rate
(i.e., Qtot) remains relatively constant except at high AIP/OIP close to the upper limit
of the operable range (Fig. 2.3b). The range of operable pressure ratios is relatively
constant for a given device geometry, with only a slight dependency on the viscosities
of the two phases and OIP (Fig. 2.3c and 2.3d).
The sensitivity of the device to measure viscosity changes increases with AIP/OIP
and decreases with viscosity ratio (i.e., µaq/µoil). As AIP/OIP increases, the slope of
the droplet length versus viscosity curve increases (Fig. 2.4a), indicating an increase
in sensitivity. In order to quantify the sensitivity, we can define the minimal detectable






where ∆Lmin is the minimum length that a microscope or other system can measure
(0.5µm in our set-up). A low value of ∆µaq indicates a high sensitivity. A calculation
of ∆µaq shows that ∆µaq decreases with AIP/OIP for a given µaq/µoil, regardless of
the magnitudes of AIP and OIP (Fig. 2.4b). Also, ∆µaq increases with µaq/µoil at a
fixed AIP/OIP (Fig. 2.4c).











































































Figure 2.3: Effects of applied pressure ratio (AIP/OIP) on Ld and Qtot. (a) The
operable AIP/OIP range for droplet generation. The blue dashed line is
the lower limit of AIP/OIP, and the red dashed line is the upper limit.
The photos show droplet behavior in the retracting and threading regimes.
(b) The total flow rate remains relatively constant at low to moderate
AIP/OIP and increases at high AIP/OIP. The black dashed line indicates
the optimal AIP/OIP. The photos show the shapes of droplets close to the
outlet port of the device at the corresponding AIP/OIP. (c) The operable
range of AIP/OIP decreases slightly with OIP. (d) The operable range of
AIP/OIP increases slightly with µaq. The effect of oil-phase viscosity on
the operable range is shown, where a light mineral oil (LMO, µoil = 37 cP)
and a heavy mineral oil (HMO, µoil = 147 cP) were used.
low, but the droplet formation can become unstable resulting in unreliable viscosity
measurements. We observed experimentally that the onset of droplet distortion is
always accompanied by a sudden increase in Qtot (Fig. 2.3b). At AIP/OIP below
approximately 0.72, Qaq increases and Qoil decreases with AIP/OIP at a fixed OIP,
so Qtot remains relatively constant. Once AIP/OIP increases above 0.72, droplets
closer to the outlet port are distorted in shape, and Qtot rises as oil can flow around





































































Figure 2.4: Sensitivity and range of viscosity measurements. (a) Droplet length versus
viscosity at different AIP/OIPs. The derivatives of the curves increase
with AIP/OIP, regardless of the absolute values of AIP and OIP. (b)
The minimal detectable viscosity change (∆µaq) decreases with AIP/OIP.
The blue and black dashed lines represent the lower limit and optimal
value of AIP/OIP, respectively. (c) ∆µaq increases with the viscosity
ratio. AIP/OIP is 0.70. (d) The relative error of viscosity measurements
(i.e., ∆µaq/µaq) versus the viscosity ratio. The points are relative error
calculated from the experiment (µoil = 147 cP, AIP/OIP = 0.70) and the
solid line is the theoretically predicted relative error.
cosity becomes tenuous. The viscometer should be operated at the highest AIP/OIP
that does not produce observable droplet distortion. This optimal value of AIP/OIP
increases with µaq/µoil and decreases with Qtot (Fig. 2.5).
The range and sensitivity of the viscometer can be altered by changing the vis-
cosity of the oil phase. For a fixed oil-phase viscosity, as µaq/µoil decreases, ∆µaq
decreases (Fig. 2.4c). However, because µaq eventually decreases at a higher rate,
the relative error of the viscosity measurement, defined as ∆µaq/µaq, becomes more
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significant. In addition, if µaq/µoil is very low, the droplets are more readily de-
formed (i.e., deformed at a lower AIP/OIP, Fig. 2.5a), as its viscosity is much less
than the viscosity of the surroundings. Therefore, in order to measure viscosities
with less than 5% relative error, the oil-phase viscosity should be chosen such that
0.01 < µaq/µoil < 10 (Fig. 2.4d). For example, if µaq to be measured is approxi-
mately 850 cP, an oil-phase viscosity of 150 cP is preferred over 40 cP, because the
more viscous oil would give a lower relative error for viscosity measurements (i.e.,










































Figure 2.5: The influence of viscosity ratios and total flow rate on the optimal
AIP/OIP. (a) The optimal AIP/OIP increases with µaq/µoil. (b) The
optimal AIP/OIP decreases with Qtot.
2.3.3 Theoretical Prediction of Droplet Lengths
The change in droplet length in response to viscosity changes is governed by the
mechanism for flow-rate controlled breakup. For droplets that are forced to adopt a
discoid shape in a narrow channel of constant cross-sectional area, the volume of the
droplets is linearly proportional to their length. Gartescki et al. showed that droplet









where Ld is the length of the droplets, w3 is the width of the downstream channel, α is
a geometry-dependent constant on the order of 1, Qaq is the flow rate of the aqueous
phase, and Qoil is the flow rate of the oil phase. In our viscometer, the droplets are
generated in a flow-focusing geometry at low Reynolds (Re ∼ 10−1 − 10−2) and low
capillary numbers (Ca ∼ 10−3 − 10−4). Experimentally, we found that the length of
the droplets is linearly proportional to the flow rate ratio with α being approximately
1.5 (Fig. 2.6a).
In order to predict the droplet length using Equation 2.2, an expression for the
flow rate ratio needs to be developed. The total pressure drop in the system can be
written as a sum of the individual pressure drops, [22]
∆Papplied = ∆Pupstream + ∆Pspacing + ∆Pdroplet + ∆Pcapillary (2.3)
The pressure drop in the upstream channel (∆Pupstream), the cumulative pressure
drop of the spacing oil (∆Pspacing) and the cumulative pressure drop of the droplets
(∆Pdroplet) in the downstream channel are due to viscous dissipation of a single-phase
fluid. These pressure drops can be calculated using the Hagen-Poiseuille law, [32]
∆Pi = kiµiQi (2.4)
where ∆Pi, ki, µi and Qi are the pressure drop, geometric constant, viscosity and flow
rate, respectively, in the corresponding channel i.
The discrete nonlinear capillary pressure drop (∆Pcapillary) arises as a result of
differences in curvature at the front and rear edges of the droplets. An exact expres-
sion of ∆Pcapillary has not yet been developed for viscous droplets in a rectangular






























































































Figure 2.6: Experimental verification of theoretical relationship and fitting of coeffi-
cients. (a) The ratio of droplet length to the width of the downstream
channel versus the flow rate ratio for different OIPs, AIP/OIPs and µaq.
The solid line is the fitting line for Equation 2.2, where the geometry-
dependent constant α is determined to be 1.5. (b) The plot of g(µaq, µoil)
versus µaq − µoil. The lines show the results of curve fitting using Equa-
tion 2.12. The slope of the linear fitting is steeper when µaq is less than
µoil. (c) The plot of k0/Q
−1/3
tot versus AIP/OIP. The lines show the re-
sults of curve fitting using Equation 2.11. (d) A comparison between
the theoretically calculated Qaq/Qoil and the experimentally determined
Qaq/Qoil for different viscosities of the aqueous solutions and operating
pressures (µoil = 37 cP).
al. suggests, [33, 34]
∆Pcapillary ∝ f(µaq, µoil)NQ2/3tot (2.5)
where N is the number of droplets in the downstream channel, and f(µaq, µoil) is
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relatively constant and is a function of the viscosities of the two phases. Here, we
define a k0 such that,
∆Pcapillary = k0NQtot (2.6)
where k0 is a constant that determines the capillary pressure drops for each viscous
droplet at a given total flow rate.
Substituting Equations 2.4 and 2.6 into Equation 2.3, the ratio of applied pressure




k1µaqQaq + k3µaqQaq + k3µoilQoil + k0N(Qaq + Qoil)
k2µaqQaq + k3µaqQaq + k3µoilQoil + k0N(Qaq + Qoil)
(2.7)
where k1, k2 and k3 are the geometric constants of the upstream channel of the
aqueous phase, the upstream channel of the oil phase and the downstream channel,










(k1k2 + k2k3 + k1k3)µoilµaq + k1µaqk0N + k2µoilk0N
(k3µaq + k0N)2
(2.9a)





k2µoil + k3µoil + k0N
k3µaq + k0N
(2.9c)













)]−1,where i = 1, 2, 3 (2.10)
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where wi and Li are the width and length of the corresponding channel. k0 is experi-
mentally determined as,







g(µaq, µoil) = −1.12(µaq − µoil) + 8.0, µaq < µoil (2.12a)
g(µaq, µoil) = −0.56(µaq − µoil) + 8.0, µaq > µoil (2.12b)
These expressions of g(µaq, µoil) were derived by fitting experimental data (Fig. 2.6b
and 2.6c). Note that, combining Equations 2.6 and 2.11, ∆Pcapillary is proportional to
Q
2/3
tot in agreement with Equation 2.5 developed theoretically by Teletke et al. The flow
rate ratios predicted using Equation 2.8 agree well with the experimentally determined
flow rate ratios (Fig. 2.6d), except at very high AIP/OIP (e.g. AIP/OIP > 0.72) when
droplet distortion occurs.
The theoretically derived expression successfully predicts the length of droplets
in our device, as shown in Figure 2.7a. The predictions were found by substituting
Equations 2.8-2.12 into Equation 2.2, and the droplet lengths in our device can be
predicted as long as the device geometry, oil-phase viscosity and operating pressures
are known. The two variables that are not apparent from these input parameters are











where Ls is the length of spacing oil between two droplets, and L3 is the length of
the downstream channel. The total flow rate can be calculated using an empirical
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Device # h (µm) w1 (µm) w2 (µm) w3 (µm) L3 (µm) oil viscosity (cP)
1 5 15 25 25 8000 37
2 22.5 47.5 55 55 8000 37
3 22.5 47.5 55 55 8000 147
4 22.5 47.5 55 55 4000 37
5 41 74 82.5 82.5 8000 37
6 44 80 88 88 8000 147
7 60 94 111 111 8000 37
8 175 230 230 230 8000 37
Table 2.1: A list of different device geometry and oil-phase viscosities used in the
experiment. For all devices, L1=7200µm and L2=49000µm.





where w is the width of the channels assuming all channels are comparable in width
(i.e., w ≈ w1 ≈ w2 ≈ w3). Equation 2.14 holds true for different device geometry,
oil-phase viscosities and operating pressures (Fig. 2.7b). A list of device geometry
and oil-phase viscosities used in this experiment are tabulated in Table 2.1.
The linear calibration curve between the aqueous-phase viscosity and droplet
length found experimentally can be verified with the theory. Substituting Equa-
tion 2.8 to Equation 2.2, we obtain a correlation between Ld and µaq, yet this theoret-
ically derived relationship does not offer an explicit equation for viscosity calculation.
Therefore, we simplified Equation 2.8 numerically by substituting averaged values
of other experimental measurable into the equations in order to infer relationship





where m and b are two coefficients of the linear calibration curve determined by exper-
imental fitting, and Lc is the minimal droplet length that the droplets converge to at
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high µaq or at low AIP/OIP. The value of Lc can be predicted theoretically using a high
value of µaq, or it can be measured experimentally by decreasing the operating AIP
at a constant OIP. In general, Lc is comparable to the size of the downstream chan-
nel. Re-plotting Figure 2.4a with the axes being µaq and 1/(Ld − Lc), we found both
experimental data and theoretical predictions follow linear relationships (Fig. 2.7c).
The linear relationship can be used to calculate viscosities from the droplet lengths
in our viscometer.
2.3.4 Design Considerations
The theoretical equations derived in the previous section can be used to guide
the design of this type of droplet-based viscometer. As a first step, the channel
depth of the device, h, should be estimated. According to Equation 2.10, the height
of the channels has more of an effect in determining the geometric constants and
channel resistance than the widths and lengths of the channels. In order to estimate
h for a pair of applied pressures, we used the Hagen-Poiseuille equation. However,
applying Equations 2.4 and 2.10 for the device assuming the device is filled with oils
results in large errors because of the presence of aqueous droplets. Instead, we used
the empirically found correlation Equation 2.14 to relate the input pressures to the
channel resistance and total flow rate.
The total flow rate, Qtot, should be chosen such that the frequency of reliable
measurements of the viscometer is high enough to capture viscosity changes in the
sample. To quantify the measurement frequency, we define the time interval between
two consecutive viscosity measurements, t0, to be the time it takes to fill the down-



















































































Figure 2.7: Theoretical prediction of droplet lengths and minimal time interval be-
tween two consecutive viscosity measurements. (a) The droplet length
versus viscosity of the aqueous phase. The points are experimentally mea-
sured droplet lengths and the solid lines represent theoretically predicted
droplet lengths. (b) µoilQtot/(wh
3) versus OIP falls onto one linear line
for different operating pressures, different viscosities of the two phases,
different channel depths and channel widths, assuming all channels in the
device have comparable widths (i.e., wi ≈ w3). The error bars represent
the average of eight measurements of samples of different µaq. (c) The
calibration curve relating the length of droplets to their viscosity. Lc is
55µm for our system. The experimental data (indicated as points) fol-
lows linear relationship (indicated as dashed lines), and closely matches
theoretical prediction (indicated as solid lines). (d) The predictive min-
imal time interval between two consecutive measurements t0 versus the
total flow rate in the device for different channel depths.
in a higher frequency of viscosity measurements. However, it is also noted that the
benefit of increasing measurement frequency becomes less pronounced when Qtot is
more than 1 × 106 µm3/s. Also, the relative error becomes significant at very high
Qtot because the optimal AIP/OIP decreases with Qtot (Fig. 2.5b).
Rearranging Equation 2.16 for an expression for Qtot and substituting it into
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In this equation, µoil can be determined as discussed in Sensitivity and Range of Vis-
cosity Measurements, t0 is chosen to meet the requirement on measurement frequency
and OIP is chosen based on the availability of the pressure sources and pressure reg-
ulators. Therefore, the channel depth can be estimated with a choice of L3 (e.g.
L3=8000µm in our device). Alternatively, if h is fixed due to fabrication limitations,
Equation 2.17 can be rearranged and used to determine the operating pressure of the
oil phase.
If two independently controlled applied pressure sources are available and there are
no limitations on their values, different choices of widths and lengths of the upstream
channels do not affect the relative error of viscosity measurements, though the optimal
value of AIP/OIP might change. The geometric constants of the upstream channels
change with the channel dimensions as predicted by Equation 2.10. If AIP and OIP
can be adjusted to maintain the same flow rates as before the geometrical change, the
relative error is expected to remain the same. The adjustment to the applied pressures
can be predicted by applying the Hagen-Poiseuille equation to the upstream channels,
∆Paq = (k
′
1 − k1)µaqQaq (2.18a)
∆Poil = (k
′
2 − k2)µoilQoil (2.18b)





are the new geometric constants after the change. The boundary values of AIP/OIP
for the operating regime and thus the optimal value of AIP/OIP may change, as the
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applied pressures change according to Equation 2.18.
If only a certain range of applied pressures is available due to limitations of the
pressure sources or regulators, the channel widths and lengths should be optimized
to minimize the relative error of viscosity measurements. To study the effects of
geometrical variation, we substituted Equation 2.8 into Equation 2.2 and calculated
this error. As shown in Figure 2.8a, the relative error reaches a minimum when k1 is
approximately 0.1µm3 at the optimal AIP/OIP, implying a minimum of the relative
error. With the optimal value of k1, the width and length of the upstream channel
of the aqueous phase could be determined using Equation 2.10. The dimensions of
other channels are determined in comparison with the dimensions of the upstream
channel of the aqueous phase. As shown in Figure 2.8b and 2.8c, the relative error
decreases with k2/k1 and increases with k3/k1. Therefore, in order to minimize the
relative error, the upstream channel of the oil phase should be longer and narrower
than that of the aqueous phase, and the downstream channel should be comparable
to the upstream channel of the aqueous phase. For example, we designed our device
to have a k1 value of approximately 0.1µm
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Figure 2.8: The effect of device geometry on viscosity measurements. Unless other-
wise specified, the results are obtained for µaq = 21.7 cP, µoil = 37 cP and
AIP/OIP = 0.70. (a) The relative error of viscosity measurements versus
the geometric constant of the upstream channel of the aqueous phase. (b)
The relative error decreases with k2/k1. (c) The relative error increases
with k3/k1.
In addition to choosing the channel dimensions to optimize the geometric con-
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stants, other design factors should be taken into accounts, such as w3/w1 and the
presence of the constriction. One unique advantage of our system to achieve high
sensitivity for viscosity measurements is the ability to generate droplets of discoid
shape at high AIP/OIP. At such high AIP/OIP, droplets adopt irregular shapes if a
wide opening is present in the downstream channel (i.e., high w3/w1), making their
volumes difficult to quantify. We also found experimentally that the optimal AIP/OIP
decreases sharply with w3/w1, resulting in an increase in the relative error. For exam-
ple, the optimal AIP/OIP decreases by approximately 50% due to the onset of droplet
distortion if w3/w1 increases from 1 to 2 (only w3 is varied), limiting the ability to be
operated at high AIP/OIP. In our device, we used a w3/w1 value of 1. Moreover, the
presence of a narrower constriction before the downstream channel increases the op-
timal AIP/OIP by approximately 25%, most likely through facilitating the pinching
and break-up of the aqueous phase and stabilizing the droplet generation.
2.4 Conclusion
Our droplet-based viscometer provides a simple method to measure the viscosity
of a sample using a very low sample volume. Theoretically, the sample volume of a
single viscosity measurement equals the volume of one droplet, which is on the order of
1-100 pl. Experimentally, we used as low as 100 nl sample for viscosity measurements,
which was limited by the minimal pipette volume. For continuous viscosity measure-
ments, the viscometer can respond to a viscosity change on the order of seconds, and
the total sample consumption over an hour can be less than 1µl.
The viscometer could be used for reactions and analyses in solutions with sig-
nificant viscosity changes. With a simple flow-focusing geometry design and pres-
sure/vacuum operation, the viscometer is compatible with other large-scale and mi-
crofluidic processes. The thin oil layer between the sample and the channel wall
protects the sample from cross-contamination, making the device also compatible
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with biological applications. If the viscometer is connected to a batch reactor of a
fermentation process, the progress of the reaction can be monitored by measuring the
viscosity changes. The viscometer can also be integrated with droplet-based poly-
merization reactions to measure the viscosity of the reactant solutions and improve
the uniformity and performance of the products. The viscosity changes in these re-
actions can be readily visualized from the lengths of the droplets, or alternatively be
measured in real-time with an on-chip optical or capacitive sensor.
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CHAPTER III
Analysis of Non-Newtonian Fluids using a
Microfluidic Viscometer
3.1 Introduction
Non-Newtonian fluids, such as paint, ketchup, cornstarch, shampoo, and blood,
are widespread in nature and in industry. [1–3] Understanding rheological properties
of non-Newtonian fluids, in particular their viscosities, significantly improves produc-
tion and transportation of the fluids in chemical and processing industry. Generally,
non-Newtonian fluids demonstrate elasticity and their viscosities depend on shear
rate or shear rate history. A common model to describe the viscosity dependency on
shear rate is the two-parameter power law model.
To characterize the viscosity profile of non-Newtonian fluids, two major categories
of viscometers are rotational viscometers and capillary viscometers. [1] Rotational vis-
cometers, such as cone-and-plate viscometers, measure viscosities in a velocity-driven
flow field. On the other hand, capillary viscometers, such as Ubbelohde viscometers,
measure viscosities in a pressure-driven flow field. Therefore, an inherent advantage
of the capillary viscometers is their ability to simulate the real flow field in tubular
channels such as pipelines and blood vessels.
The introduction of microfluidic devices in 1980s opened the door to miniaturized
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capillary viscometer. [4–6] Most of early microfluidic viscometers measure viscosities
based on the Hagen-Poiseuille law or its variations, which relates the pressure drop of
a single-phase fluid to the viscosity and flow rate of the fluid. [7, 8] These viscome-
ters can be categorized to flow rate sensing viscometers [9–18] and pressure sensing
viscometers [19–22]. One example is a self-calibrating viscometer developed by Sri-
vastava et al. [9, 12] The viscometer tracks the front edge of an imbibing fluid, and
measures the velocity and length of the traveling liquid column inside a microchannel
to calculate the viscosity of the fluid. This method provides viscosity measurements of
similar accuracy and precision using much less sample volumes (i.e., 600 nl) compared
with traditional macroscale viscometers.
With the advances of droplet microfluidics, viscometers based on water-in-oil
droplets emerged. Droplet-based viscometers demonstrate unique advantages over
other existing microfluidic viscometers, which include extremely low sample vol-
umes (30 nl or less), higher potential of process integration, capability of continu-
ous operation and reusability of devices. Livak-Dahl et al. developed a method to
quantify viscosity by measuring the velocity of a droplet in a narrow channel of high
hydrodynamic resistance. [23] DeLaMarre et al. measured viscosity by correlating
the solution viscosity to the ratio of droplet spacing to droplet length in a train of
droplets in a narrow channel. [24] Despite of these promising designs, the development
of droplet-based viscometer is still at its early stage, as it has not yet been proven
that they can measure viscosities for all types of fluids, such as non-Newtonian fluids
and highly viscous fluids.
In this work, we expand the applications of the previously developed droplet-based
viscometer to non-Newtonian fluids. With a modification of the channel dimensions,
we successfully measured viscosities of non-Newtonian fluids at different shear rates.
The viscosity of aqueous fluids is calculated from the length of the droplets, and
the shear rate is calculated from the flow velocity of the aqueous phase and power
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law index of non-Newtonian fluids. The shear rates are readily adjusted by varying
operating pressures. This is the first demonstration of a droplet-based microfluidic
viscometer to assess viscosities of non-Newtonian fluids at different shear rates. This
chapter was partially modified from the paper submitted to Analytical Chemistry :
Yunzi Li, Kevin R. Ward, Mark A. Burns, “Viscosity measurements using microfluidic
droplet length” [25].
3.2 Materials and Methods
3.2.1 Device Fabrication
The device was manufactured using standard photolithography and is detailed
elsewhere. [25] Briefly, borofloat glass wafers (PG&O) were annealed at 560 ◦C and
cleaned using Nano-Strip solutions. A masking metal layer (200 Å Cr/2000 Å Au) was
deposited on top of the glass wafer, patterned using positive photoresist and etched
using corresponding etchants. Then, the glass wafer was etched in 49% HF. The
depth of the patterned channels was measured by a surface profilometer (Dektak XT,
Bruker), and the widths of the channels were measured under a microscope (Nikon
Eclipse Ti). Another glass wafer was drilled electrochemically to create access holes
of the inlets and outlets, and cleaned in buffered HF for 30 minutes. The two glass
wafers were coated with 2µm parylene-C using physical vapor deposition method
in order to modify the surface property of glass (SCS PDS 2035CR), and bonded
at 230 ◦C for 30 minutes (EVG 520IS). Finally, the wafer was diced into individual
devices, and inlet ports were created by gluing shoulder washers (McMaster-Carr)
onto the access holes using UV-curable glues (Norland Optical Adhesive 72).
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3.2.2 Sample Preparation
Light mineral oil with 5 wt% Abil EM 90 (Evonik Goldschmidt GmbH) was pre-
pared and used as the continuous phase in the device. Glycerol (Sigma-Aldrich) and
water were gently mixed at different ratios for viscometer calibration. Boger fluids
were prepared by dissolving polyethylene glycol in glycerol solutions. Shear thinning
fluids were prepared by dissolving Xanthan gum powder in deionized water or glycerol
solutions. The polymer solutions were placed on a rotator at room temperature for a
day to ensure complete dissolution before viscosity measurements.
3.2.3 Experimental Setup and Operation
Constant air pressures were applied to micro-centrifuge tubes containing aqueous
samples or oils to feed the liquids into the device. The air pressures were controlled
with a custom-built pressure control system, which includes electronic pressure con-
trollers (VSO-EP, Parker Hannifin) and a LabVIEW user interface. A digital pressure
gauge (Druck) is connected to a three-way valve to monitor the pressure at the inlet
of the tubes.
To measure viscosities using the microfluidic viscometer, the following procedures
were conducted. The oil phase was first fed into the device to fill all channels of the
device. Then, the aqueous phase was introduced to generate droplets. To re-use the
device for a second aqueous solution, air in the inlet tubing of the second solution
assists in pushing the residual aqueous solution out of the aqueous channel/chamber,
and the second aqueous solution is allowed to flow for approximately 2-4 minutes be-
fore taking any measurements. In parallel, viscosities of all liquids were also measured
by a standard cone-and-plate viscometer.
The microfluidic device was set up on an inverted microscope (Nikon Eclipse Ti).
After droplet generation reached a steady state (typically in less than 1 minute), the
droplet motion in the center of the downstream channel was recorded with a CCD
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camera (Q Imaging). The length and speed of the droplets and the spacing between
two droplets were measured using ImageJ via image analysis.
3.3 Theory
3.3.1 Viscosity Calculations of Non-Newtonian Fluids
The viscosity of a fluid is measured by the size of the droplets generated in the
droplet-based microfluidic viscometer. The length of the droplets (Ld) is correlated






where m and b are two coefficients determined by experimental fitting, and Lc is the
minimal droplet length that the droplets converge to at high µaq or at a low ratio
of aqueous inlet pressure (AIP) to oil inlet pressure (OIP). Experimentally, Lc can
be readily measured by decreasing AIP at a constant OIP. The derivation of this
relationship is detailed elsewhere. [25]
The linear relationship (Equation 3.1) is valid for various aqueous/oil systems,
regardless of the material property of the two phases. For a given device geometry,
the droplet generation in the low capillary number regime (Ca ∼ 10−3 − 10−4 in our
system) is solely governed by the flow rate ratio of the two phases, thus largely in-
dependent of material property of the two phases. The viscosities of the two phases,
however, can influence the length of the droplets by changing the flow rates, as pre-
dicted by the Hagen-Poiseuille equation.
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3.3.2 Geometrical Design
In order to design the geometry of the upstream channels and the downstream
channel, we conducted a pressure balance within the system to quantify the contribu-
tion of each channel to the total pressure loss. The pressure loss in the downstream
channel can be further divided into three contributors, namely the cumulative pres-
sure drop of the spacing oil (∆Pspacing) the cumulative pressure drop of the droplets
(∆Pdroplet), and the discrete nonlinear capillary pressure drop (∆Pcapillary). Therefore,
a pressure balance between the applied pressure (∆Papplied) and the pressure drops
gives,
∆Papplied = ∆Pupstream + ∆Pspacing + ∆Pdroplet + ∆Pcapilary (3.2)
where ∆Pupstream is the pressure drop in the upstream channel.
Each term in the right hand side of Equation 3.2 can be estimated in order to
determine the relative contribution of each type of pressure drop, which will help iden-
tify the most significant section for shear rate calculations. ∆Pupstream, ∆Pspacing and
∆Pdroplet are due to viscous dissipation of a single-phase fluid, and can be calculated
using the Hagen-Poiseuille equation,
∆Pi = kiµiQi (3.3)
where ∆Pi, ki, µi and Qi are the pressure drop, geometric constant, viscosity and flow
rate, respectively, in the corresponding channel i (i=1 for the upstream channel of the
aqueous phase, i=2 for the upstream channel of the oil phase, i=3 for the downstream














where wi and Li are the width and length of the corresponding channel, respectively,
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and h is the depth of the channels. ∆Pcapillary is caused by differences in curvature at
the front and rear edges of the droplets, and can be expressed as,
∆Pcapilary = k0NQtot (3.5)
where k0 is a constant signifying the capillary pressure drop per droplet at a given
total flow rate.
The sensitivity of the viscometer can be improved by increasing k2/k1 or decreasing
k3/k1. With Equations 3.2-3.5, the effects of geometric constants on the relative error
of viscosity measurement can be determined. The derivations and results are detailed
elsewhere. [25] Briefly, the relative error of measurements decreases with increasing
k2/k1 or decreasing k3/k1. In general, a k2/k1 value of greater than approximately 2
and a k3/k1 value of less than 3 is a good starting point for design. Also, w1 and
w3 are designed to be comparable in size so that the droplets generated on-chip are
forced to adopt a discoid shape, which enables easy measurement of droplet size and
also stabilizes droplet generation at high AIP/OIP.
3.3.3 Shear Rate Calculations for Power Law Fluids
The viscosity of a non-Newtonian fluid depends on the shear rate at which it is
measured. The viscosity may decrease (shear thinning), increase (shear thickening)
or remain constant (Boger fluids) with increasing shear rates. A common model to
describe such behavior of a non-Newtonian fluid is the power law model,
µaq = Kγ̇
n−1 (3.6)
where µaq is the viscosity of the aqueous fluid, K is the consistency index, γ̇ is the
shear rate, and n is the power-law index. For example, n is less than 1 for shear
thinning fluids and greater than 1 for shear thickening fluids.
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The shear rate experienced by a power law fluid can be quantified by the average
flow velocity, the channel depth and the power-law index. For a slit channel geometry











where vaq is average flow velocity of the aqueous phase in the upstream channel, and
can be calculated from a flow rate balance of the aqueous phase between the upstream








where vd is the measured velocity of the droplets, φaq is the volumetric fraction of the
aqueous phase inside the downstream channel, and Ls is the length of the spacing oil











Thus, the power-law index n can be determined experimentally by fitting µaq and vaq
into Equation 3.9 with a least squares method. Substitute Equation 3.8 into Equa-















3.4 Results and Discussion
3.4.1 Viscometer Operation and Calibration
The microfluidic viscometer generates droplets on-chip and measures the length
of the droplet in the downstream channel (Fig. 3.1) for viscosity calculation. The
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viscometer uses a flow-focusing geometry for droplet generation, and the geometry of
each channel is designed such that most of the pressure drop (approximately 70%-96%
of the total pressure drop) occurs in the upstream channel of the aqueous phase. The
aqueous phase and the oil phase are fed into the viscometer at constant operating
pressures. Aqueous droplets form at the cross-junction, and adopt a discoid shape
as they move into the narrow downstream channel. The length of the droplets is




























































Figure 3.1: Viscometer calibration and characterization using Newtonian solutions
(a) A schematic of device layout and operation. Fluids of the oil (orange)
and aqueous (blue) phases are fed into the microfluidic viscometer at
constant input pressures. A zoom-in view at the cross-junction depicts
the droplet generation process. (b) A photo of droplet generation in
the device under a microscope. (c) The calibration curve for viscosity
calculation from the droplet length. Lc is the minimal droplet length,
and determined to be 100µm for our system. (d) Comparison between
the viscosities measured by the microfluidic viscometer and the viscosities
measured by a cone-and-plate viscometer.
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The relationship between the viscosity of the aqueous phase (µaq) and the droplet
length (Ld) is calibrated for viscosity calculation. Experimentally, it was observed
that Ld decreases with increasing µaq and finally converges to a minimal droplet
length (Lc). This change in Ld is governed by the mechanism of flow-rate controlled
breakup at a low capillary number (Ca ∼ 10−3 − 10−4 in our system), and is largely
independent of interfacial tensions as detailed in our earlier work. [25] As shown
in Figure 3.1c, a linear calibration curve was constructed between µaq and 1/(Ld −
Lc). This linear relationship is used for viscosity measurements. The viscosities of
Newtonian solutions (e.g. glycerol/water solutions) measured by the droplet-based
viscometer agree with those measured by a cone-and-plate viscometer (Fig. 3.1d).
3.4.2 Viscosity Measurements of Power Law Fluids
The shear rate at which the viscosity of a power law fluid is measured in our
system depends on the velocity of the aqueous phase in the upstream channel (vaq).
The viscous dissipation in the upstream channel of the aqueous phase contributes
most to the total pressure loss in the system, so the shear rate that the aqueous
fluid experiences in this channel is most significant. The shear rate in this channel
is strongly dependent on AIP, so its value can be varied by changing the input value
of AIP. The OIP is adjusted accordingly to maintain a high AIP/OIP value so as
to ensure a high sensitivity of viscosity measurements. It is worth noting that the
shear rate also depends on the viscosity of the measured fluid, so the AIP required
to achieve the same shear rate may vary from samples to samples. However, this
would not influence the accuracy of viscosity measurements, because γ̇ and µaq are
independently determined from experimentally measured variables (i.e., vaq and Ld,
respectively).
The power law index and shear rate can be determined from experimentally mea-
sured variables. The power law index n can be determined by fitting Equation 3.9 to
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a set of vaq and vaq values with the least squares method, where vaq is calculated from
experimentally measured vd using Equation 3.8. The power law index of a Newtonian
fluid (i.e., 87% glycerol) is calculated using this method to test the validity of the
method. The value of n was found to be 1.05, very close to the expected value of
n=1 (Fig. 3.2a). Once the power law index is known, the shear rate experienced by































Figure 3.2: Viscosity and power law index measurements for Newtonian (87% glyc-
erol) and Boger (8000 ppm PEG in 80% glycerol) fluids. The error bars
represent triplicates using the same microfluidic device. (a) The plot of
log(µaq) versus log(vaq). The dash lines indicate the fitted values using
Equation 3.9. The values of n in the bracket are the power law index
determined by the microfluidic viscometer. (b) Comparison between the
viscosities measured by the microfluidic viscometer and those measured
by the cone-and-plate viscometer at different shear rates.
To verify the validity of shear rate calculations and reliability of viscosity mea-
surements for non-Newtonian fluids, the viscosities of a Newtonian fluid and a Boger
fluid (i.e., non-Newtonian fluid with constant viscosity) were measured. The power-
law indexes determined experimentally were 1.02 for the Newtonian fluid and 1.05
for the Boger fluid, very close to the expected value of n = 1 (Fig. 3.2a). The vis-
cosities measured at different shear rates are constant as expected, which verifies the
reliability of the viscosity measurements at different shear rates.
Viscosities of Boger and shear thinning fluids were measured using the droplet-
based viscometer and compared with the viscosity values measured by a cone-and-
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plate viscometer. The power law index of 8000 ppm PEG in 80% glycerol (a Boger
fluid) was determined to be 1.02, as expected (Fig. 3.2b). The viscosities measured
at different shear rates remain constant, and the values match those measured by the
cone-and-plate viscometer. The power law index of 4000 ppm Xanthan gum (a shear
thinning fluid) is found to be 0.34 using the droplet-based viscometer (Fig. 3.3a), close
to the value of 0.30 as determined by the cone-and-plate viscometer (Fig. 3.3b). The
viscosities of the shear thinning fluid measured by the droplet-base viscometer match
well with those measured by the cone-and-plate viscometer, except at very low shear
rates (Fig. 3.3c). The error may come from two sources: (1) the pressure controller
used in our setup is less precise when operated at its lower limit (approximately
0.9 psi), which is evident in the large error bars at very low shear rates. (2) the
error in determination of n causes error in the shear rate. Comparing Figure 3.3d
with Figure 3.3c, the results match better if we use the n from the cone-and-plate
viscometer for shear rate calculation.
3.4.3 Device Design for Constant Shear Rate Operation
Another geometry design of the viscometer can provide viscosity measurements
at a constant shear rate for a wide range of viscosities at certain operating pressures.
This is particularly useful for applications, such as monitoring reactions with a sig-
nificant change in viscosities, where the absolute values of viscosities and shear rates
are not necessarily important. In such designs, the ratios of k2/k1 and k3/k1 are
high and changes in µaq do not cause significant changes in the ratio of the pressure
drop in the upstream channel of the aqueous phase to the aqueous inlet pressure (i.e.,
∆Pupstream,aq/AIP). An example is a device with k2/k1 = 3 and k3/k1 = 1. This
is contrary to the design when absolute values are important as described in the
previous section, where the values of k2/k1 and k3/k1 are designed to be low.









































































Figure 3.3: Viscosity and power law index measurements for shear thinning fluids
(4000 ppm Xanthan gum). The error bars represent triplicates using the
same microfluidic device. (a) The plot of of log(µaq) versus log(vaq)
using the microfluidic viscometer. (a) The plot of log(viscosity) versus
log(shearrate) using the cone-and-plate viscometer. (c) Comparison of
the viscosities measured by the microfluidic viscometer and the cone-
and-plate viscometer at different shear rates, with the power law index
determined from the microfluidic viscometer. (d) Comparison of the vis-
cosities measured by the microfluidic viscometer and the cone-and-plate
viscometer at different shear rates, with the power law index determined
from the cone-and-plate viscometer.
pressure drops in the downstream channel is significant, with the shear rate estimated
from the velocity of the droplets vd. In this scenario, Equation 3.7 is no longer
valid for shear rate calculation, because the fluid experiences different shear rates
in different channels and an average shear rate needs to be used. Therefore, we
estimated the shear rates with the equation γ̇ = 6vd/h. This simple equation gives
us an approximation of the orders of magnitude of the shear rates, which provides a
tool to monitor viscosity changes when absolute values of viscosity are not necessary.
We first used the device to measure viscosities of Boger fluids. The viscosities of
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two different concentrations of Boger fluids measured by the microfluidic viscometer
agree with the measurement by the cone-and-plate viscometer (Fig. 3.4a). We also
measured viscosities of shear thinning fluids of different polymer concentrations over
a shear rate range of two orders of magnitude. Using the equation for shear rate
estimation, the viscosity versus shear rate profiles generally agree with the results
by the cone-and-plate viscometer for polymer solutions of different concentrations
and viscosities, although slight deviation is observed for polymer solutions of lower
concentrations at lower shear rates (Fig. 3.4b). Note that we would anticipate an
upper limit of measurable viscosities, because of the bead-on-a-string phenomenon for
highly concentrated polymer solutions which prevents stable droplet generation. [27]
The shear rate is controlled by the operating pressure of the oil phase (i.e., OIP)
and remains relatively constant upon changes in aqueous-phase input pressure and
viscosity. As shown in Figure 3.4c, the shear rates vary from 50 to 250 s−1 by increas-
ing OIP from 1.6 to 6.1 psi while keeping AIP/OIP constant. This result demonstrates
that the shear rates can be changed by varying OIP. If increasing the AIP at a con-
stant OIP, the shear rates do not vary much, with only a slight increase from 106 to
120 s−1 by increasing AIP/OIP from 0.4 to 0.75 at an OIP of 3.1 psi (Fig. 3.4d). Note
that significant error at low AIP/OIP is due to low sensitivity of the viscometer. [25]
According to the Hagen-Poiseuille equation, we would expect the shear rates would
also be insensitive to µaq in the same fashion as to AIP. This can also be explained
by the empirical relationship that we found in our earlier work [25], the total flow
rate of the system is linearly proportional to OIP for a fixed device geometry, so the
velocity of the droplets, thus the shear rate, is approximately constant for a given
OIP and device geometry. Therefore, the viscometer can be used to monitor viscos-
ity changes continuously at a relatively constant shear rate as long as OIP is kept














































































Figure 3.4: Viscosity measurements of non-Newtonian fluids using device with a ge-
ometry that is able to measure viscosity changes under a constant shear
rate. Error bars represent triplicates using the same device. (a) Viscosity
versus shear rate for Boger fluids. Boger 1: 8000 ppm Xanthan gum in
78% glycerol solution; Boger 2: 4000 ppm Xanthan gum in 87% glycerol
solution. (b) Viscosity versus shear rate for shear thinning fluids. Shear
thinning 1: 1000 ppm Xanthan gum solution; shear thinning 2: 4000 ppm
Xanthan gum solution. (c) Viscosity versus shear rate for a shear thinning
fluid (i.e., 2000 ppm Xanthan gum in 10% glycerol solution) at constant
AIP/OIP. (d) Viscosity versus shear rate for a shear thinning fluid (i.e.,
2000 ppm Xanthan gum in 10% glycerol solution) with increasing AIP at
a constant OIP.
3.5 Conclusion
We have applied the previously developed microfluidic viscometer to measure vis-
cosities of non-Newtonian fluids. To the best of our knowledge, this is the first
droplet-based microfluidic viscometer capable of analyzing viscoelastic properties of
non-Newtonian fluids. With a slight modification of the device geometry, the vis-
cometer can either be used to measure absolute viscosities at different shear rates, or
to monitor viscosity changes throughout the course of a reaction at a relatively con-
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stant shear rate. The viscosity measurements span a shear rate range of at least two
orders of magnitude and a viscosity range of up to three orders of magnitude. This
microfluidic viscometer can be used to monitor viscosity changes, thus progression of
biological reactions, in processes such as fermentation and blood coagulation.
56
3.6 Bibliography
[1] Raj P Chhabra and John Francis Richardson. Non-Newtonian flow in the process
industries: fundamentals and engineering applications. Butterworth-Heinemann,
1999.
[2] Rajendra P Chhabra. Non-Newtonian fluids: an introduction, pages 3–34.
Springer, 2010.
[3] M. A. Rao. Rheology of fluid and semisolid foods: principles and applications:
principles and applications. Springer Science & Business Media, 2010.
[4] G. M. Whitesides. The origins and the future of microfluidics. Nature,
442(7101):368–73, 2006.
[5] R. Ahn, T. F. Burke, and A. M. McGahan. Innovating for Healthy Urbanization.
Springer, 2015.
[6] E. Livak-Dahl, I. Sinn, and M. Burns. Microfluidic chemical analysis systems.
Annu Rev Chem Biomol Eng, 2:325–53, 2011.
[7] C. J. Pipe and G. H. McKinley. Microfluidic rheometry. Mechanics Research
Communications, 36(1):110–120, 2009.
[8] S. Gupta, W. S. Wang, and S. A. Vanapalli. Microfluidic viscometers for shear
rheology of complex fluids and biofluids. Biomicrofluidics, 10(4):043402, 2016.
[9] N. Srivastava, R. D. Davenport, and M. A. Burns. Nanoliter viscometer for an-
alyzing blood plasma and other liquid samples. Analytical chemistry, 77(2):383–
392, 2005.
[10] J. Lee and A. Tripathi. Intrinsic viscosity of polymers and biopolymers measured
by microchip. Analytical Chemistry, 77(22):7137–7147, 2005.
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CHAPTER IV
Whole Blood and Blood Coagulation Analysis
4.1 Introduction
Abnormality in blood coagulation (e.g. bleeding or clotting disorders) is a major
cause of morbidity and mortality worldwide. In the field of urgent care, for example,
uncontrollable bleeding caused by coagulopathy (i.e., coagulation abnormality) is a
major cause of preventable death. More than 5 million people die from trauma
every year, accounting for 9% of global annual mortality. [1–3] Coagulopathy, along
with acidosis and hypothermia, is often referred to as the “trauma triad of death”
because of its high mortality. At least one-fourth of trauma patients suffer from
coagulopathy. [4–6] In addition, there are over 1 million cases of sepsis per year
resulting in over 250,000 deaths. [7, 8] Coagulopathy is a major complication of sepsis
and leads to rapid death. Fortunately, these deaths are preventable if early diagnosis
and prevention/treatment of coagulopathy are provided to the patients. [6, 9]
Although efforts have been made to identify biochemical or biophysical indica-
tors of abnormality in blood coagulation and develop commercial assays and tools,
complete understanding of blood coagulation is lacking and a reliable predictive in-
dicator is still missing. The current routine coagulation assays, such as prothrombin
time/international normalized ratio (PT/INR), optically measures the clotting time
of an activated blood plasma at the body temperature. This method provides no
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information on the clot evolution and breakdown and generally does not use whole
blood for the diagnosis, thus limiting its ability to diagnose a broader range of coag-
ulation abnormalities. [10] The viscoelasticity-based tests, such as thromboelastog-
raphy (TEG) and rotational thromboelastometry (ROTEM), assess the clot firmness
during the entire coagulation process after clot formation, but the poor reproducibility
and reliability rendered them unacceptable for clinical purposes. [11, 12] Furthermore,
both types of tests cannot monitor any changes in blood before blood clots form.
A promising method to diagnose abnormality in blood coagulation is to monitor
viscosity changes during blood coagulation. Changes in viscosity are known to be
a marker of general inflammation effecting coagulation. [13] Evaluation of whole
blood viscosity at sites of severe atherosclerotic obstructions or sites of blood vessel
injuries provides vital information in diagnosis. For example, when a blood vessel is
damaged, cascades of biochemical reaction occur, triggering the formation of fibrin
polymers, and eventually form blood clots. [14] Therefore, the viscosity of whole
blood increases due to the formation of fibrin polymers and clots of cell aggregates,
and decreases as the clots gradually dissolve over time. Detecting dynamic viscosity
changes represents a new blood vital sign linked to inflammation and coagulation.
This nexus is critical in large disease cohorts ranging from trauma and sepsis, to
chronic inflammatory disease states (e.g. diabetes and hypertension). Development
of this platform will enable rapid assessment of an important coagulation parameter
not yet made accessible.
In this work, we used a microfluidic viscometer to measure viscosities of whole
blood and monitor blood coagulation process. With the previously developed droplet-
based microfluidic viscometer, we measured viscosities of banked blood that were
stored for different duration. We also monitored blood coagulation for up to 1 hour,
consuming only less than 5µl citrated whole blood. The effects of temperature and
shear rate on blood clotting were analyzed, and a tendency towards hypercoagulability
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was observed at higher temperatures and at higher shear rates. Using the microfluidic
viscometer, we were able to detect the onset of blood coagulation and clot formation
earlier than commercial viscoelastic-based tests, such as TEG.
4.2 Materials and Methods
4.2.1 Device Fabrication
The device is made of glass and fabricated with photolithography techniques,
which is detailed elsewhere. [15] Briefly, borofloat glass wafers (PG&O) were pre-
treated by annealing and subsequently cleaning. For the channel layer, a metal
mask (200 Å Cr/2000 Å Au) was deposited and patterned. Then, the channels were
etched in 49% HF and their depth was measured by a surface profilometer (Dektak
XT, Bruker). For the cover layer, another glass wafer was drilled electrochemically
and cleaned to create holes for inlet and outlet ports. The two glass wafers were
bonded at 230 ◦C for 30 minutes (EVG 520IS) via a hydrophobic parylene-C layer.
Inlet and outlet ports were made by gluing shoulder washers (McMaster-Carr) onto
the drilled holes.
For devices with on-chip capacitive sensors, similar fabrication protocols were
used except that the access holes were drilled on the glass wafers with channels
and the gold electrodes were patterned on the cover wafer. To protect the channels
during the drilling process, the channel side of the glass wafer was bonded to a
dummy wafer using Crystalbond 555 adhesives. The cover glass wafer was patterned
using positive photoresist, and a metal layer (200 Å Cr/1000 Å Au) was deposited on
top of the patterned photoresist. The gold electrodes were fabricated using life-off
method (1 hour sonication in acetone). The two glass wafers were then aligned (SUSS
MicroTec MA-BA-6 Mask-Bond Aligner) and bonded (EVG 520IS).
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4.2.2 Sample Preparation
The continuous phase (i.e., the oil phase) was prepared by gently mixing 5 wt%
Abil EM 90 (Evonik Goldschmidt GmbH) with light mineral oil. Glycerol (Sigma-
Aldrich) and water solutions used for device calibration were prepared similarly.
Porcine whole blood was drawn into citrate tubes containing 3.2% sodium citrate (Bec-
ton Dickinson) from healthy animals and used within 2 hours of blood collection. The
blood was kept at room temperature and re-calcified with CaCl2 (Haemonetics, 20µl
0.2 M CaCl2 in 340µl whole blood) immediately before experiment. Blood plasma and
blood serum were prepared from porcine whole blood using standard protocols. [16]
Segments of banked blood (approximately less than 300µl per segment) were obtained
from UM hospital. Each segment was from a different donor.
4.2.3 Experimental Setup and Operation
Constant air pressures were applied to feed aqueous- and oil-phase liquids into
the device. The applied pressures were controlled by a custom-built pressure control
system and measured by a digital pressure gauge (Druck). The microfluidic device
was set up on an inverted microscope (Nikon Eclipse Ti). When measuring viscosity
changes during blood coagulation at 37 ◦C, a heated glass insert (Tokai Hit) was placed
on the microscope stage under the microfluidic device to maintain the temperature
during viscosity measurements. During blood coagulation, the motion of droplets in
the downstream channel was recorded with a CCD camera (Q Imaging). The length,
speed and grayscale intensity of the droplets were analyzed via ImageJ.
For device automation using on-chip capacitive sensors, AD7746 capacitance-to-
digital converter and a USB microcontroller that comes with AD7746 in the evaluation
kits (Analog Devices) were used. The electrode pads on the microfluidic viscometer
and the ports of the microcontroller were connected with wires.
62
4.2.4 Experimental Controls
The viscosities of aqueous samples were measured by a cone-and-plate viscome-
ter (AR1000, TA Instruments). For measurement of banked blood viscosity using the
cone-and-plate viscometers, 2 or 3 segments of blood from different donors were mixed
to increase the total sample volumes, as a minimum volume of approximately 1 ml is
required for the cone-and-plate viscometer. All measurements were conducted at room
temperature. Blood coagulation of citrated whole blood was also monitored using a
commercial viscoelastic-based equipment (TEG 5000 Thrombelastograph Hemostasis
Analyzer) at room temperature and at 37 ◦C. The hematocrit percentages of banked
blood were measured by a blood analyzer (ABL800 FLEX Radiometer).
4.3 Results and Discussion
4.3.1 Viscosity Measurements of Blood
As detailed in our earlier work [15], we have developed a droplet-based microflu-
idic viscometer (Fig. 4.1a). The viscometer measures the length of the droplets Ld
generated on-chip, and determines the aqueous-phase viscosity µaq by a linear cali-
bration relationship between µaq and 1/(Ld − Lc), where Lc is the minimal droplet
length and is comparable to the width of the downstream channel. The shear rate
experienced by the aqueous phase is approximately by 6vd/h, where vd is the velocity
of the droplets and h is the depth of the microfluidic channels. Using the microfluidic
viscometer, we measured viscosities of blood plasma and blood serum, both of which
can be considered shear-rate independent within our range of interests (on the orders
of 101−103 s−1). As shown in Figure 4.1b, the viscosities measured by the microfluidic
viscometer agree with viscosities measured by a cone-and-plate viscometer.
Viscosities of banked blood of various storage duration from different donors were


















































Figure 4.1: The use of droplet-based viscometer to measure viscosity of blood and
blood products. (a) A schematic of device layout and operation. Oil (or-
ange) and blood (red) are fed into the device and generate blood droplets
at the cross-junction. The length of the droplets Ld is measured for vis-
cosity measurements. (b) Comparison of the viscosities of glycerol/water
solutions, blood plasma and blood serum measured by the microfluidic
viscometer and a cone-and-plate viscometer. The error bars represent
triplicates using the same device.
blood within the shelf life of 42 days. We measured a total of 48 samples of banked
blood of different storage lengths from 48 different donors. As shown in Figure 4.2a,
the viscosities of banked blood vary from 6 to 13 cP at a shear rate of approximately
70 s−1, with no clear dependency of viscosities on the storage duration. At a lower
shear rate of approximately 30 s−1, the viscosities span from 12 to 22 cP, with only a
slight increasing trend of viscosities with increasing storage duration, if there is any at
all (Fig. 4.2b). These viscosity values are comparable to the viscosities measured by
a cone-and-plate viscometer (Fig. 4.2c). Comparing Figure 2c with Figure 2a and 2b,
similar trends within the shelf life of 42 days were observed that blood viscosities at
80 s−1 remain relatively constant and blood viscosities at 20-40 s−1 increases slightly,
despite of a sharp increase in viscosity after the shelf life. Note that the viscosities
measured by the cone-and-plate viscometer are prone to an error of on the orders of
64
1 cP due to the limited amount of blood samples available. To evaluate the reason
of wide dispersion of blood viscosities from different donors observed in Figure 4.2a
and 4.2b, we measured the hematocrit percentages (i.e., percentages of red blood
cells), yet the hematocrit percentages are relatively constant among different blood
samples and no dependency of viscosity variation on the hematocrit percentages can
































































Figure 4.2: Analysis of banked blood of different storage duration. Each data point
is from blood of a different donor. (a) Viscosities of banked blood of dif-
ferent storage lengths measured by the microfluidic viscometer at a shear
rate of approximately 70 s−1. A total of 48 samples were measured. (b)
Viscosities of banked blood of different storage lengths measured by the
microfluidic viscometer at a shear rate of approximately 30 s−1. 24 sam-
ples were measured. (c) Viscosities of banked blood of different storage
lengths measured by a cone-and-plate viscometer at different shear rates.
2-3 samples of the same storage length were mixed for each measurement.
The measurement were conducted a week after the measurements by the
microfluidic viscometer (the storage duration is adjusted accordingly).
(d) The hematocrit percentages (HCT%) of banked blood. 12 out of the
48 samples were randomly selected and measured.
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4.3.2 Monitoring Viscosity Changes of Blood Coagulation
The microfluidic viscometer was used to monitor viscosity changes during blood
coagulation. Recalcification of citrated whole blood triggers the initiation of blood co-
agulation, and viscosity changes due to coagulation reaction over time were measured
using the microfluidic viscometer. As shown in Figure 4.3a, the droplet size decreases
sharply at the beginning, and then gradually increases. Accompanying the increase in
droplet sizes at the later stage, the color of the droplets becomes significantly lighter,
suggesting a gradual depletion of red blood cells (Fig. 4.3b). The viscosity, which was
calculated from the droplet length, increases and peaks at approximately 7 minutes,
and then decreases to reach a plateau. As a comparison, the control group without
recalcification does not undergo blood coagulation, so the viscosity remains constant
at 3-4 cP. Based on these experimental observations, we hypothesized that the first
inflection point at the 5th minute signifies the onset of clotting reactions such as fibrin
polymerization and cell recruitment, and the peak point at the 7th minute signifies
the formation of a blood clot. The initial gradual increase in viscosity may be due to
thrombin and fibrin production (0-5 minutes). The viscosity reduction after clot for-
mation implies an increase in clot firmness, because more red blood cells are trapped
in the blood clots, thus lower viscosity of the liquid phase.
The microfluidic viscometer is more sensitive and consumes less blood sample for
blood coagulation monitoring than commercial tools such as TEG. As shown in Fig-
ure 4.3c, the microfluidic viscometer detects viscoelastic changes due to coagulation
reaction earlier than TEG. TEG measures the firmness of blood clots only after clot
formation, as the clots couple the oscillatory motions of the pin and cup. [17] There-
fore, TEG reports no signals during the initial stages of fibrin formation and blood cell
recruitment before clot formation, thus less sensitive than the viscosity-based detec-
tion by the microfluidic viscometer. The onset of clot formation in TEG measurement










































































































Figure 4.3: Blood coagulation measurements of citrated porcine whole blood. (a)
Viscosity changes of citrated blood with (red) and without (blue) recal-
cification over time. The blood undergoes blood coagulation after re-
calcification. The viscosities were measured at room temperature and a
shear rate of approximately 20 s−1. The photo inserts show the size and
color of the droplets at the pointed time. The scale bar shows the length
of 100µm. (b) The grayscale intensity of recalcified blood droplets over
time. A higher intensity indicates a lighter color of the droplets. (c)
Comparison of blood coagulation measurements between the microfluidic
viscometer and TEG. (d) Total blood consumption over time at different
oil inlet pressures (OIPs).
after the initial period of latency, approximately at 9 minutes in Figure 4.2c. To com-
pare the microfluidic viscometer with TEG, we define the first inflection point at the
5th minute in Figure 4.2a as the onset of clotting reaction, and the peak at the 7th
minute in Figure 4.2a as the onset of clot formation. We measured 10 blood samples
from different animals within the first hour after blood collection at 25 ◦C using the
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6.3± 4.6 11.9± 4.8 1.2± 1.7 7.3± 3.1
TEG - 13.7± 4.5 - 9.5± 4.0
Table 4.1: Comparison of microfluidic viscometer and TEG at different temperatures.
The standard deviations represent measurements of 10 blood samples from
different animals at 25 ◦C, and measurements of 5 blood samples at 37 ◦C.
All blood samples were analyzed by the microfluidic viscometer and TEG
at approximately the same time within 1 hour of blood collection.
microfluidic viscometer and TEG, and another 5 blood samples at 37 ◦C. As shown in
Table 4.1, we consistently observed that the microfluidic viscometer detects the time
of clot formation approximately 2 minutes earlier than TEG. Note that the large
standard deviations are due to the use of blood from different animals on different
days, but the standard deviations of measurements by the microfluidic viscometers
are similar to those by TEG. The total blood consumption over 1 hour is less than
5µl, much less than 340µl required by TEG (Fig. 4.3d).
4.3.3 Effects of Temperature, Shear Rate and Blood Storage on Blood
Coagulation
The viscosity changes during blood coagulation at different temperatures and
different shear rates were measured and compared with TEG. As shown in Figure 4.4a
and 4.4b, blood coagulation was accelerated at a higher temperature, resulting in
shorter time to initiate clotting reaction and clot formation. In other words, the
citrated whole blood tends to be more hypercoagulable at higher temperature. This
result is in agreement with TEG. In addition, we monitored blood coagulation at
different shear rates, which is not measurable by TEG. The viscosities of whole blood
are lower at higher shear rates, owing to its shear thinning behavior. The onset of
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Figure 4.4: Effects of temperatures, shear rates and storage lengths of citrated whole
blood on reaction kinetics of blood coagulation. Comparison of blood
coagulation monitoring by the microfluidic viscometer and TEG at (a)
25 ◦C and approximately 50 s−1; (b) 37 ◦C and approximately 60 s−1; (c)
25 ◦C and approximately 110, 140 and 300 s−1. (d) Monitoring blood
coagulation process by the microfluidic viscometer with citrated whole
blood 0.5 hour and 1.5 hours after blood collection. (e) Onsets of clotting
reaction and clot formation using blood of different storage time measured
by the microfluidic viscometer.
Although it has been generally considered reliable and acceptable to use citrated
whole blood within 2 hours of blood collection based on TEG results [18, 19], we
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found that reaction kinetics of blood coagulation started to change after 1 hour of
blood collection using the microfluidic viscometer. As shown in Figure 4.4d, the
onset of clot formation is approximately 4 minutes earlier using blood 1.5 hour after
blood collection than using blood 0.5 hour after collection. The onsets of clotting
reaction and clot formation remain relatively unchanged within the first hour, but
become earlier in time with blood stored 1 hour or longer (Fig. 4.4e). This result is
in agreement with findings in the literature that citrated whole blood becomes more
hypercoagulable with increasing storage time. However, the cut-off time is found to










Figure 4.5: Schematics of capacitive droplet sensor and preliminary results on droplet
detection. (a) Modification on the microfluidic viscometer to include on-
chip capacitive sensors. (b) Preliminary results on droplet sensing. The
passage of a single droplet though the electrodes induces a change in
capacitance of approximately 0.001-0.002 pF.
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4.3.4 Device Automation
To apply the microfluidic viscometer as a point-of-care solution in clinical settings
such as an emergency room and ambulance, we automated the device by including a
capacitance-based on-chip sensor to measure droplet lengths and speeds (Fig. 4.5a).
The capacitive sensor measures changes in capacitance when an aqueous droplet
passes through the electrodes due to a 30-fold increase in dielectric constants ε
(εwater = 80 and εoil = 2.5). [20] Therefore, an increase in capacitance signal can
be observed in the presence of an aqueous droplet. If we integrate two electrodes
on-chip, the speed of droplets can be measured using the same principle as speed
detectors for cars, and the lengths of droplets can be determined from the duration
of the peak capacitance signal and droplet speeds. In the experiment, we fabricated
gold electrodes with parallel rod geometry (Fig. 4.5b) and interdigital finger geome-
try. Our preliminary results prove the feasibility of detecting the passage of a single
droplet (approximately 350µm in length), which induces a change in capacitance
of 0.01-0.02 pF. However, further improvement of the capacitive sensor is necessary
to reduce the signal-to-noise ratio and increase the detection sensitivity in order to
measure droplet speeds and lengths.
4.4 Conclusion
The microfluidic viscometer presents a new platform to measure blood viscosities
and monitor blood coagulation, providing information that was not accessible previ-
ously due to the limited amounts of blood samples. With the microfluidic viscometer,
we were able to analyze viscosities of banked blood of different storage time and reac-
tion kinetics of blood coagulation of citrated whole blood under different conditions.
To use the microfluidic viscometer in an emergency room or ambulance, the device
can be automated using an on-chip capacitive sensor and the constant pressure source
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can be replaced by a portable vacuum pump at the outlet. Our preliminary results
prove the feasibility of capacitance-based droplet sensing, yet further research would
be necessary to improve the sensitivity of the capacitive sensors for device automation.
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Asynchronous Magnetic Bead Rotation (AMBR)
Microviscometer for Label-Free DNA Analysis
5.1 Introduction
Sensitive and cost-effective DNA detection methods have a wide range of appli-
cations, from clinical diagnostics and drug development to the food industry and
forensic sciences. [1–4] In medical diagnostics, especially for infectious diseases, DNA
detection technology such as quantitative polymerase chain reaction (qPCR), restric-
tion fragment length polymorphism (RFLP) and ligation detection reaction (LDR)
are crucial diagnostic tools. [5–7] Fluorescence has been used almost exclusively as
the DNA detection method in these tools due to its simplicity and high sensitivity.
[6, 7] Recently, numerous efforts have been made to seek more cost-effective DNA
detection technologies, notably for use in the developing world, yet none of them
achieve the same sensitivity and applicability as fluorescence-based methods. [8–10]
Another approach to detect and quantify DNA in diagnostic reactions is to mea-
sure the solution viscosity. [11, 12] The viscosity of a double-stranded DNA (dsDNA)
solution at a known temperature depends on the mass concentration and the average
length of the DNA strands. The solution viscosity can indicate DNA concentration
and/or length. [13–15] In restriction digestion reactions the solution viscosity de-
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creases as longer DNA strands are cut into shorter pieces. Alternatively, in PCR, the
solution viscosity increases as the length of the DNA increases, through polymeriza-
tion of the target sequence. Notably, measurement of changes in solution viscosity
does not require specific DNA chemical modification or pre-labeling.
Here we report on a microviscometer that is based on asynchronous magnetic
bead rotation (AMBR) and used for DNA detection. AMBR detection monitors the
rotational motion of a free-floating magnetic bead placed in a rotating magnetic field
and uses changes in this motion to infer physical properties of the surrounding solu-
tion. When the rotation rate of the external field exceeds a critical value, the bead
rotates at a speed different from that of the external field. The rate of this asyn-
chronous rotation is viscosity dependent. Readily available paramagnetic microbeads
can thus be used for measuring changes in DNA concentrations or average lengths.
This chapter was partially modified from the paper: Yunzi Li, David T. Burke, Raoul
Kopelman, and Mark A. Burns, “Asynchronous Magnetic Bead Rotation (AMBR)
Microviscometer for Label-Free DNA Analysis”; Biosensors, 03/2014, 4(1), 76-89.[16].
5.2 Materials and Methods
5.2.1 Reagents
Solutions used in the viscosity test were purchased from Sigma-Aldrich, unless
otherwise specified. Samples tested in the experiment include glycerol and water
solutions, lambda DNA EcoRI digest with lengths of 3530-21226 bp, and pUC18
HaeIII digest with lengths of 80-587 bp. Magnetic beads with diameters of 7.6, 16
and 45µm were purchased from Spherotech Inc.
In digestion reactions and PCR amplification, lambda DNA was used as the tem-
plate and purchased from Life Technologies. The restriction enzymes EcoRI with
EcoRI buffer and PvuI with NEBuffer 3 were purchased from New England Biolabs.
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For PCR, the forward primer is 5′-GGTGCTTTATGACTCTGCCGC-3′, and the re-
verse primer is 5′-CGGCACTGGCAAGCAACTGA-3′. Both primers were purchased
from Integrated DNA Technologies. PCR master mix was purchased from Promega.
5.2.2 Viscosity Measurement
The magnetic beads were washed with water three times and a concentrated bead
solution was added to the samples (with 0.2% bovine serum albumin as a non-specific
blocking agent). The bead concentration in the sample solution is 0.0075%w/v. The
sample solution was rapidly mixed and then placed between two glass slides. The
microviscometer can work with very small liquid volumes (< 10µl). Double-sided
tape was inserted between the two glass slides, and nickel particles (210-420µm) were
placed on the edges of the tape to ensure a minimum gap of 210µm between the two
glass slides. Finally, silicone sealant (Dow Corning) was applied to the exterior edges
to prevent sample evaporation.
The glass slides were placed in a planar observation area confined within a con-
trolled magnetic field. The latter was generated using orthogonal Helmholtz coils
(Fig. 5.1a). Viscosity measurements with AMBR microviscometer were conducted
at 25 ± 1 ◦C. The magnetic field was measured with a 3-axis magnetic field probe
(C-H3A-2m; Senis GmbH, Switzerland). The field strength was 2.7 mT and a driving
frequency was as specified for each experiment, both of which were controlled with
a custom LabVIEW program. Image stacks of bead rotations were recorded during
the experiment at a rate of 10 frames per second. Rotation periods of ten randomly
selected beads were recorded for each sample, to accommodate the wide variance in
commercial bead properties. The image stacks were analyzed using ImageJ, and a
plot of image intensity versus image number was generated by ImageJ. The plot was
imported into MATLAB, and the periodicity of the bead rotation was determined by
applying a fast Fourier transform.
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The viscosities of glycerol and water solutions at 25 ◦C were verified using an
Ubbelohde viscometer. Briefly, 15 ml glycerol and water solution were poured into
an Ubbelohde viscometer that was immersed in a water bath. The time that it took
to pass through two calibrated marks on the viscometer was measured and used to
determine the solution viscosity.
5.2.3 Preparation of Digestion Reaction Samples
In the digestion reactions, the restriction enzymes, the corresponding buffers,
lambda DNA and nuclease free water were mixed and incubated at 37 ◦C for 1 hr.
After the reaction, the solutions were placed in a 25 ◦C water bath before being mea-
sured by the AMBR microviscometer.
5.2.4 Preparation of PCR Samples
All the reagents were added and mixed, and then distributed, 50µl of the mixture
to each tube. The tubes were capped during the reaction to prevent evaporation.
Two tubes were used as the product of cycle 0, and the rest were put into a thermal
cycler (Bio-Rad). The thermal cycling involved an initial denaturation at 95 ◦C for
30 s, followed by six amplification cycles. The thermal cycles were: 95 ◦C for 30 s
(denaturation), 60 ◦C for 1 min (annealing), 72 ◦C for 5 min (extension). Then, the
reactions were stopped and held at 4 ◦C. Two tubes of samples were taken out from the
thermal cycler, and labeled as cycle 6. The rest of the samples underwent resumption
of the reaction with an additional five cycles. This was repeated until a total of 41
cycles was completed for the last two tubes of samples. All the samples extracted
from different cycles of the reaction were stored in a −20 ◦C freezer, and placed in a







Figure 5.1: Asynchronous magnetic bead rotation (AMBR) micro-viscometer. (a) A
schematic experimental set-up of an AMBR microviscometer. 1: perpen-
dicular Helmholtz coils for rotating field generation; 2: liquid to be mea-
sured; 3: magnetic bead; 4: inverted microscope objective. (b) Observed
bead rotation frequency vs. field driving frequency. Below 9 Hz the bead
rotation frequency matches that of the field; above 9 Hz, the bead rotates
asynchronously, with frequency decreasing as the driving frequency in-
creases. (c) Viscosity measurement of glycerol/water mixture solutions.
The graph compares AMBR results in a magnetic field with 100 Hz driving
frequency to published values and conventional (Ubbelohde) viscometer
measurements of the same liquid. (d) AMBR microviscometer linear re-
sponse to viscosity in prepared solutions of glycerol/water. Error bars
represent standard deviations among three measurements.
5.2.5 Gel Electrophoresis
Gel electrophoresis was used to verify the DNA solution results measured by the
AMBR microviscometer. A 0.8% agarose gel was prepared, and 1 µl reaction solution
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was diluted and loaded onto the gel. The gel electrophoresis was conducted in a 1×
TBE buffer at 10 V/cm for 2 hr. The fluorescent signal intensities of the 4500 bp
bands were estimated with ImageJ.
5.3 Results and Discussion
5.3.1 Calibration of AMBR Viscometer
A linear relationship was found between the solution viscosity and the rotation
period of the bead in the solution. A series of glycerol/water solutions with varying
glycerol mass fraction were analyzed by the AMBR microviscometer and, in parallel,
with an Ubbelohde viscometer. [17] The microviscometer results matched both the
Ubbelohde viscosity values and the theoretically predicted values for the mixtures over
a viscosity range from 0.89 to 2.8 cP (Fig. 5.1c). [18] A correlation curve relating the
bead rotation period with the solution viscosity was constructed and yielded excel-
lent uniformity (Fig. 5.1d). The experimentally observed linear relationship between
rotation and viscosity agrees well with the theory developed for the paramagnetic
AMBR system. [19]
The linear calibration curve of the microviscometer is robust to variations in prop-
erties of the magnetic beads and magnetic fields. We calibrated the microviscometer
using magnetic beads of different sizes (Fig. 5.2) and under different magnetic field
driving frequencies (Fig. 5.3). Among different magnetic beads, the 45µm beads
shows optimal linear correlation results, because of its high sensitivity (i.e., a high
value of the slope of curve) and high precision (i.e., low values of standard devia-
tions). When operating the microviscometer at different driving frequencies, we note
that the linearity does not hold as well for a frequency close to the instability thresh-
old as shown in Figure 5.3. Furthermore, the measurement of rotation period is not
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Figure 5.2: Calibration curves at 100 Hz using beads of different sizes. (a) 7.6µm;
(b) 16µm; (c) 33µm; (d) 45µm. Error bars represent standard deviations
among 10 beads in one measurement.
to use only the higher driving frequency regime for the DNA measurements.
The observed linear correlation between solution viscosity and bead rotation pe-
riod can be explained by the nonlinear magnetic oscillation theoretical framework. [19–
23] At a low driving frequency, the bead rotates at the same rate as the driving mag-
netic field. However, as the driving frequency increases, the bead cannot overcome
the viscous drag exerted by the surrounding fluid, and thus cannot follow the rotating
magnetic field. The bead then rotates slower, and asynchronously, with respect to
the driving magnetic field (Fig. 5.1b). [19, 20, 23–26] The nonlinear oscillation only
occurs in the asynchronous regime. In a low Reynolds number environment, the force
balance between the magnetic torque and the viscous drag yields the relationship be-
tween the bead rotation period and the solution viscosity. The effects of interaction




















































































30Hz Field 100Hz Field
200Hz Field 250Hz Field
Figure 5.3: Calibration curves of 45µm bead at different driving frequencies. (a)
30 Hz; (b) 100 Hz; (c) 200 Hz; (d) 250 Hz. The critical frequency is at
10-15 Hz. The error bars represent the standard deviations among ten
different beads in one measurement. The calibration curves yield good
linearity consistently at frequencies away from the critical frequency, i.e.,
from 100 Hz to 250 Hz.
mental conditions described in the Experimental Section. For a paramagnetic bead,






where χ′′ is the imaginary part of the magnetic susceptibility (which is frequency
dependent), Vm is the volume of the bead’s magnetic content (i.e., the magnetic
nanoparticles embedded in the bead), B is the strength of the driving magnetic field,







where φ is the arc length of the rotation, κ is the shape factor of the bead (κ = 6 for
a sphere), η is the solution viscosity, and V is the volume of the magnetic bead. By







Therefore, in the asynchronous regime, the rotation period of a paramagnetic bead,
under the rotating field of a given strength and frequency, is expected to be linearly
proportional to the solution viscosity, i.e., T ∝ η. Our experimentally observed results
confirm this theoretical relationship.
To advance the practical utility of the asynchronous rotation method, we investi-
gated the influence of the variation in bead properties on bead rotation periods. A
relative standard deviation of approximately 10% is observed due to the variation
in bead properties, such as size and magnetic content. As shown in Figure 5.4a, the
rotation periods of 20 beads in the same solution do not show a clear bead-size depen-
dency. Thus, bead-size non-uniformity is not the primary contributor to the variation
in the rotation period measurement, despite the expected correlation in Equation 5.3.
More likely, the bead magnetic properties, such as magnetic volume and susceptibil-
ity, are more significant for the inter-bead variation than is the size variation. The
scattered pattern in Figure 5.4a supports the averaging over multiple beads in the
construction of correlation curves and viscosity measurement experiments.
To confirm that inter-bead variation in the rotation period is primarily due to
inherent bead properties, we measured the rotation period of the same bead con-
tinuously over time. The differences in rotation period over time are much smaller
than the differences between two beads in the same experiment (Fig. 5.4b). The
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relative standard deviation for a single bead over time is approximately 1%, 10 times
smaller than the standard deviation in the rotation period among 10 beads. There-
fore, the observed measurement error is smaller than the error caused by the bead
non-uniformity. A wide variation in commercial bead properties has been observed
before [27, 28]; consequently, improved uniformity of bead magnetic character and
size is expected to give better sensitivity in viscosity measurement.
5.3.2 Viscosity Measurement of DNA Aqueous Solutions
There is a linear relationship between the viscosity of common diagnostic reaction
solutions and the concentration of DNA in those solutions. At a fixed temperature,
the relationship between the solution viscosity, η, and the DNA concentration, C, for
a very dilute solution can be expressed as η = η0(1+C[η]), where η0 is the viscosity of
the solvent and [η] is the intrinsic viscosity of the DNA product. This equation gives
a linear correlation between the viscosity and the macromolecule concentration. The
intrinsic viscosity increases with the molecular weight of dsDNA, and this correlation
has been documented, [15]
[η] = 3.5× 10−6 ×MW 1.05DNA, 7× 103 ≤MWDNA ≤ 2× 106 (5.4a)
[η] = 8.0× 10−4 ×MW 0.690DNA , 2× 106 ≤MWDNA ≤ 8× 106 (5.4b)
The linear relationship between the viscosity and the DNA concentration breaks down
at very high molecular weight or high concentration due to the non-Newtonian prop-
erty of the DNA solution. [29]
Digestion of DNA with EcoRI has a variety of uses and performs a selective
cleaving of DNA at a specific site, forming DNA fragments of length 3530, 4878,
5643, 5804, 7421 and 21226 bp from lambda DNA of original length of 48502 bp.




Figure 5.4: Reproducibility of AMBR viscosity measurements at 100 Hz driving fre-
quency. (a) Rotation period measurement of 20 independent beads in the
same solution plotted against the optically measured bead size of each
bead. (b) The rotation periods of two examples of 45µm beads observed
over time in the same solution. The rotation periods are calculated over





Figure 5.5: DNA measurement using AMBR microviscometer. (a) Viscosities of
lambda DNA EcoRI digested DNA at different concentrations, as mea-
sured by AMBR microviscometer. The green area indicates the expected
range of the viscosity calculated theoretically, assuming that only the
longest (top range) or only the shortest (bottom range) DNA fragment
size are present. Error bars represent standard deviations among 10 beads
in one measurement. (b) Measurement of bead rotation period of pre-
and post- digestion samples of lambda phage DNA by AMBR microvis-
cometer. The field driving frequency is 150 Hz. The error bars show
the standard deviations among 10 beads in each measurement. (c) Mea-
surement of viscosity by bead rotation period in PCR reactions sampled
every 5 cycles, starting from the 6th cycle. PCR reactions with initial
DNA amounts of 0 ng, 0.05 ng, 5 ng, 55 ng, and 250 ng are shown. The
reaction volumes are 50µl each. The field driving frequency is 150 Hz,
and the PCR product size is 4500 bp. Each point represents the mean
value, observing ten beads. (d) Fluorescent signal intensities of the PCR
product (4500 bp band) observed on a electrophoresis gel for the same
samples measured in (c).
of the DNA EcoRI digest solutions, at different concentrations, using the measured
bead rotation periods. A linear relationship was found between the solution viscosity
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0.00 2.40± 0.24 0.90± 0.05 0.89 0.89
0.02 2.70± 0.64 0.96± 0.14 0.94 1.07
0.05 3.12± 0.62 1.06± 0.14 1.02 1.34
0.09 3.87± 0.21 1.22± 0.05 1.15 1.78
0.19 5.86± 0.49 1.67± 0.11 1.41 2.67
0.35 9.52± 1.53 2.48± 0.34 1.85 4.18
Table 5.1: Rotation periods and viscosities of lambda DNA EcoRI digest DNA of
different DNA concentrations measured by AMBR microviscometer. The
expected ranges of viscosities are calculated, assuming only the longest or
shortest piece of DNA is present.
and the DNA concentration (Table 5.1 and Fig. 5.5a), confirming the assumption
that these solutions were in the dilute solution regime. The viscosities of the DNA
solutions measured using the AMBR microviscometer are within the theoretically
estimated upper and lower bounds.
5.3.3 Measurement of DNA Reaction Progression
Measurements of restriction digestion samples confirm that the AMBR microvis-
cometer is sensitive to viscosity changes caused by the DNA size changes. As shown
in Fig. 5.5b, a clear difference in bead rotation period can be seen between the di-
gested and undigested lambda DNA solutions. Thus, the AMBR microviscometer
can detect DNA sequence variation using a site-specific restriction endonuclease to
essentially alter the solution viscosity.
Measurements of PCR reaction samples over the course of the reaction show that
the AMBR microviscometer can detect the formation of PCR products in real time.
As expected, the reactions with the higher initial template concentration reach the
maximum product concentration sooner than those with lower template concentra-
tions (Fig. 5.5c), and the plot of reaction cycle number versus log of initial DNA
concentration yields a linear correlation (Fig. 5.6). Comparing the AMBR measure-
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ments with the gel electrophoresis results on the same samples (Fig. 5.5d) confirms
that the viscosity-based method is approximately 5 cycles delayed, relative to gel
electrophoresis detection.
















Log of Initial DNA Amount (ng) 
Figure 5.6: Plot of reaction cycle number versus log of initial DNA amount for the
qPCR measurement by AMBR method. Error bars represent the uncer-
tainty due to the AMBR measurement of every five cycles.
Using commercial paramagnetic beads, the AMBR microviscometer is found to
be sensitive to the viscosity changes associated with DNA reactions. The results on
PCR, with a product size of 4500 bp, yield a 10% relative error in the rotation period
measurement. The AMBR microviscometer should be able to detect PCR product
sizes as low as 1000 bp, assuming a conversion of > 95% of dNTPs to its polymerized
product (i.e., 0.42 g/l final product concentration). However, this sensitivity can be
further improved so as to meet the need of monitoring DNA reactions with smaller
viscosity changes (e.g., PCRs with shorter DNA products) by optimizing the bead
size, shape, and magnetic properties. Based on the 1% relative error observed for
single bead measurements, over time, we predict that the AMBR microviscometer
may be able to detect PCR with product size as low as 50 bp. By measuring the
changes in viscosity of DNA solutions, our technique can measure the difference in




In summary, the viscosity-based approach using an AMBR microviscometer in-
troduces a new option for label-free DNA detection and for reaction monitoring. In
the viscosity range of common DNA reactions, the measurement is completed within
one minute, and a typical AMBR microviscometer set-up allows continuous, real-time
measurement during the course of any reaction. This viscometer requires only a small
amount of sample, and volumes in the picoliter range may be accessible if integrated
into a microfluidic device. A laser-photodiode apparatus can easily replace the mi-
croscope detection setup used in this work, so as to make the measurement more
cost-effective. [30] Although demonstrated with DNA solutions, the viscosity-based
technology described here can be applied to any polymer reaction or degradation
system. An improved understanding of the AMBR microviscometer performance in
complex fluids may enable new applications, such as mapping the viscosity in living
cells, understanding drug delivery mechanisms, and diagnosing blood clotting.
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Preliminary Design of ChessTrap for
Particle/Droplet Manipulation
6.1 Introduction
With continuous efforts and advances in miniaturization and optimization of re-
actions in microfluidic systems, a second phase, either an immiscible liquid (e.g.
droplets) or a solid (e.g., particles and cells) phase, has been introduced to com-
partmentalize the previously continuous microfluidic systems. The use of the second
phase creates individual reaction systems and effectively concentrates the reactants
for better reaction kinetics and yields. For example, droplets provide a relatively
closed compartment (with only diffusion of permeable material across the two-phase
boundary to some extent) to isolate target reactants or cell species, rapidly mix the
reaction solution, and thus drastically reduce the reaction time. [1–12] Similarly,
microparticles act as a solid support for one reactant, often a substrate of an en-
zyme or a target of interest. These particles create an open system for the locally
concentrated substrates to react with the enzyme/target in the surrounding fluids,
thus increasing the likelihood and rate of a reaction (e.g. immunoassays and DNA
hybridizations). [13–16]
More recently, a bio-sensing technique based on the asynchronous magnetic bead
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rotation (AMBR) phenomenon has been developed. [17–19] In such systems, mag-
netic particles are placed in a rotating magnetic field. The rotation motion of the
magnetic particles in the asynchronous regime is recorded, and the periodicity of the
rotation of the magnetic particles is correlated with the measured properties, such as
volumes of magnetic particles and solution viscosities surrounding the particles. This
simple technique has been applied to a wide range of applications, such as biomolecule
detection [20], viscosity measurement [8, 21], cell growth detection and antimicrobial
susceptibility testing [22–25]. AMBR biosensors provide high measurement sensitiv-
ity and accuracy with the pre-requisite of high inter-particle uniformity of magnetic
beads. However, this pre-requisite can potentially be removed if the same set of
magnetic particles is used for different assays.
In order to achieve the automation and regeneration of AMBR biosensors as well
as to eliminate the pre-requisite, a microfluidic platform needs to be developed to
manipulate the magnetic particles, such as particle transporting, trapping, releas-
ing, sorting and medium exchanging. [26–30] More specifically, various trapping
techniques have been developed in the literature, including field-assisted trapping,
physical trapping and hydrodynamic trapping. [31–37] Physical trapping techniques
capture particles/droplets at constrictions that are smaller than the dimensions of the
particles/droplets. Some systems force all particles/droplets through narrow open-
ings, trapping subjects above the cut-off size of the openings. Common trapping
features in these systems include arrays of constriction channels [38–41], trapping
structures [42–47] or chambers with narrow outlets [48–51]. Other systems use pneu-
matic valves to traps particles/droplets temporarily upon actuation of the valve struc-
tures. [52–54]
In this work, we presented a preliminary prototype of a ChessTrap device to en-
capsulate a single magnetic bead into each trapping chamber. The device consists
of a chessboard-like array of chambers and a membrane-based normally closed pneu-
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matic valve on top. Upon actuation of the valve, single magnetic bead is physically
trapped in the chamber. The AMBR measurements can be conducted when the
valve is closed and the medium can be exchanged by opening the valve after measure-
ments. We demonstrated the successful operation of the ChessTrap device to trap
single magnetic particles in individual chambers.
6.2 Materials and Methods
6.2.1 Reagents
Fluorescent particles with diameters from 20− 40µm and magnetic beads with a
diameter of 45µm were purchased from Spherotech Inc. The particle solutions were
diluted 10-fold for the fluorescent particles and 100-fold for the magnetic particles
from the stock solutions before experiment. Bovine serum albumin (BSA) solutions
were purchased from Thermo Fisher Scientific.
6.2.2 Device Fabrication
The device consists of four layers, including one silicon layer and three poly-
dimethylsiloxane (PDMS) layers. For the silicon layer, one side of the 4 inch silicon
wafer (Silicon Valley Microelectronics) was deposited with a monolayer of hexam-
ethyldisilizane (HMDS) and then coated with 5µm positive photoresist SPR 220 (Suss
MicroTec ACS 200). The photoresist was patterned and developed using standard
photolithography techniques. The silicon wafer was then etched using deep reactive
ion etch (DRIE) techniques to create holes of approximately 200-300µm in depth
(STS Pegasus 4). After the residual photoresist was removed, the backside of the
wafer was coated with positive photoresist using the same approach. The backside
of the wafer was aligned with the front side feature and patterned using photolithog-
raphy. The wafer was then glued to a dummy wafer using Santovac 5 and etched
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through (approximately 200-300µm in depth) using DRIE. The residual photoresist
was completely removed with wet etching and subsequently plasma etching (YES-
CV200RFS(E)). Finally, the silicon wafer was diced to yield individual devices (ADT
7100).
For the PDMS layers, standard PDMS casting techniques with SU-8 mold was
used. Briefly, SU-8 2075 was spin-coated, patterned and developed on 4 inch sili-
con wafers to achieve a feature depth of approximately 100µm. The wafer was then
plasma activated and silanized using tridecafluoro-1,1,2,2-tetrahydrooctyl trichlorosi-
lane in a desiccator. For PDMS curing, the PDMS monomers and the curing agent
(SYLGARD 184) was mixed at a ratio of 10:1 and poured onto the SU-8 mold. The
mixture was degassed and cured at 80 ◦C for 2 hours. The cured PDMS was cut to
yield individual pieces, and inlet and outlet ports were punched. For the PDMS mem-
brane layer, the PDMS mixture was degassed, spin-coated on to a silanized silicon
wafer and then cured.
To assemble the device, the contact surface of the silicon or PDMS layer was
plasma activated. The two neighboring layers were then optically aligned and put
into contact. The assembly was placed on an 80 ◦C heating plate for 20 min before
bonding the next layer. Note that the membrane layer was bonded to the PDMS
layer with the valve chambers first before peeling off from the silicon wafer support.
6.3 Experimental Setup
The fluid was pumped into the device at a flow rate of approximately 0.5 ml/min
and the valve was controlled by vacuum through a custom-built pressure control
system. The ChessTrap device was pre-treated with BSA solution and placed in
orthogonal Helmholtz coils on a microscope stage (Nikon Eclipse Ti). For the rotation
period measurement of magnetic beads, the ChessTrap device was flipped and a light
source from the bottom of the inverted microscope was used. The bead rotation
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motion was recorded with a CCD camera (Q Imaging), and the rotation periods were
measured with ImageJ. The details of the AMBR measurement can be found in [21].
The overlapped images of fluorescent particles on the ChessTrap device were captured
on an Olympus BX 51 Fluorescent Microscope, and image stitching was used to scan
the entire device.
6.4 Results and Discussion
6.4.1 ChessTrap Design and Fabrication
The ChessTrap design consists of a chessboard-like array of trapping chambers
with a through-hole in the center of each chamber and a membrane-based valve for
flow manipulation (Fig. 6.1a-c). The top part of the device is a vacuum activated
normally closed valve made of PDMS (Fig. 6.1c). When vacuum is applied at the port
in the center of the ChessTrap device (Fig. 6.1d), the membrane is deflected upward
into the valve control chamber, permitting fluids to flow in from the inlet. The
incoming flows are then forced through the holes in the center of trapping chamber
or the bypasses at the right edge of the trap arrays (i.e., between the traps and the
outlet port). If the size of a particle is larger than the size of the hole, it will be
trapped at the hole, thus stopping flows into the chamber. Therefore, the ChessTrap
design favors the capture of a single particle into each chamber. Particles that are
not trapped flow into the bottom PDMS chamber, and then exit through the outlet
port. Once particle trapping is completed, the valve is closed again by removing the
vacuum source.
6.4.2 Particle Capturing
The capability of the ChessTrap device to capture single particle has been ver-












Figure 6.1: Design of a ChessTrap device. Schematics of device layout: (a) side view,
(b) top view, (c) cross-sectional view. (d) A photo of the assembled device.
Note that only four trapping chambers are shown in the schematics to
represent the full array structures, and a bypass channel on the right edge
of the array structures (i.e., close to the outlet port) and the inlet/outlet
ports are not shown in the schematics. Diluted bead solution flows into
the device from the inlet, then downward through the through holes or
bypasses, and eventually out from the outlet. Vacuum is applied at the
port in the center of the ChessTrap to open the valve.
assembly). We pipetted drops of diluted fluorescent particle solutions on top of the
trapping arrays and drew vacuum from the bottom of the trapping layer. As shown
in Fig. 6.2a, most of the trapping chambers contain zero or one fluorescent particle,
and the particles locate in the center of the chambers. Then, we assembled the de-
vice and tested again by slowly infusing a diluted bead solution into the device upon
valve actuation. Within a short period of inflow of the diluted bead solution, most
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chambers captured zero or one fluorescent particle (Fig. 6.2b). However, if flowing
the particle solution for longer time, it’s observed that the particles suddenly accu-
mulate at the edges of the valve structure. We think this is due to increased particle
concentration over time due to particle sedimentation and the smaller openings at
the edges of the valve structure, so continuous mixing of the particles is necessary






Figure 6.2: Overlapped light and fluorescent images of captured fluorescent beads on
ChessTrap device. (a) Particle distribution when drawing liquid from
the bottom of the silicon layer with vacuum. Fluorescent particles are
20 (red) and 30 (blue) µm in diameter. (b) Particle distribution when
slowly infusing the particle solution upon valve actuation. Fluorescent
particles of 30 (red) and 40µm (yellow) were used. (c) Images of captured
magnetic particles under a light microscope. The red squares in the top
image indicate captured particles. Note that some dark spots due to
burning exist surrounding the hole in the center of each chamber. The
bottom left photo shows a captured particle in another batch of device
with improved plasma etch protocol, providing better surface topology
and reduced burning.
6.4.3 Preliminary Results on AMBR Measurements
We also conducted preliminary experiments to measure periods of rotation motion
of magnetic beads in the trapping chambers filled with water (Table 6.1). In the syn-
chronous regime (i.e., driving frequency below approximately 8-10 Hz), the measured
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3 0.32± 0.02 40 0.46± 0.01
Table 6.1: Measurements of rotation periods in the synchronous and asynchronous ro-
tation regimes of 45µm paramagnetic beads in a ChessTrap device filled
with water. The error bars represent the standard deviations of measure-
ments over a period of 4 seconds.
rotation period of magnetic beads match with the period of the rotating field. In the
asynchronous regime, periodicity of the magnetic beads was observed up to a driving
frequency of 50 Hz, much lower than the upper limit of driving frequency of 250 Hz
when the bead rotation was measured on glass slides. Above 50 Hz, the rotational
motion of magnetic became irregular and eventually stopped at approximately 80 Hz,
so no measurement could be made. However, the repeatability of the bead rotation
period is low in the field frequency range of 10-50 Hz [21], so it is not practical to use




Figure 6.3: Comparison of surface roughness of the ChessTrap device with the pol-
ished and un-polished sides of a silicon wafer under a microscope. (a)
ChessTrap; (b) the polished side; (c) the un-polished side.
To investigate the reason of the lower operable driving frequency in the ChessTrap
device, we made the hypothesis that this narrow range of driving frequency is due
to the roughness of the chamber surface. We conducted experiment to measure bead
rotation periods on the polished and un-polished sides of a silicon wafer which were
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pre-treated with BSA solutions. The surface of the polished side of the silicon wafer is
smoother than the surface of chambers in a ChessTrap device, while the unpolished
side of the silicon wafer is rougher (Fig. 6.2c and Fig. 6.3). Experimentally, we
observed that the bead rotation stopped at approximately 150 Hz for measurements
on the polished side, but 20 Hz for measurements on the un-polished side.




















































Figure 6.4: Image analysis data of bead periodicity at different field driving frequen-
cies. The grayscale intensity of a circled area on the images was measured
over time in ImageJ. The critical frequency is approximately 8-10 Hz. The
driving frequencies were (a) 2 Hz; (b) 10 Hz; (c) 40 Hz; (d) 100 Hz.
We also observed rotational periodicity of magnetic beads at increasing driving
frequencies on the polished side of a silicon wafer (Fig. 6.4). In the synchronous
regime, the bead rotational period was approximately 0.5 s at a driving frequency
of 2 Hz as expected (Fig. 6.4a). In the asynchronous regime, the bead rotated at a
lower speed than the magnetic field and the rotation periods increased with driving
frequencies. At frequencies slightly above the critical frequency, the intensities of the
peak signals remain relatively constant (Fig. 6.4b). However, at higher frequencies,
the intensities decrease over time, indicating translational motion of the magnetic
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beads out of the circled area of the image (Fig. 6.4c). At driving frequencies close to
its upper limit, we observed that the bead motion became irregular, containing both
non-periodical rotational motion and translational motion. We suspected that this
is due to increased importance of surface sticking at higher driving frequencies. This
effect is expected to be more significant with higher surface roughness. The results
suggest that we should use double side polished silicon wafers in the device fabrication
and a better plasma etch protocol needs to be developed to ensure smooth chamber
surface after fabrication.
6.5 Conclusion
In summary, we have designed a ChessTrap device to trap single particles into in-
dividual chambers. Preliminary results demonstrate that the device favorably traps
only one particle into each chamber. The device could be readily scaled up by expand-
ing the number of trapping chambers. Although we designed ChessTrap to automate
AMBR sensors in our work, it has a wide range of applications, such as microarray
technology for diagnosis of infection diseases or DNA sequencing. Currently, the use
of AMBR sensors in the ChessTrap device has not yet been demonstrated due to the
surface roughness of the chambers, and the capability of medium exchange has not
yet been tested. Due to the great potential of ChessTrap for particle manipulation
and bio-sensing automation, further studies and improvement need to be done in the
future to make the device fully functional.
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CHAPTER VII
Conclusion and Future Work
7.1 Conclusion
This dissertation has demonstrated the use of droplet-based and particle-based
microfluidic viscometers to measure viscosities continuously for biochemical and di-
agnostic analysis. These devices provide simple and cost-effective methods to acquire
information on viscosity or viscosity changes in biological reactions, which has not
yet been made readily accessible. This type of operation is beneficial to biological
applications where samples are difficult or costly to obtain, particularly when con-
tinuous viscosity monitoring is necessary. While both devices offer highly sensitive
and robust viscosity measurements, the two devices can be differentiated by their
applicable viscosity range, best areas of application and the flow fields in which the
viscosities are measured.
The droplet-based microfluidic viscometer measures viscosities or viscosity changes
of Newtonian [Chapter II], non-Newtonian [Chapter III] and biological fluids [Chap-
ter IV] from the lengths of droplets generated on-chip. While droplets are continu-
ously generated, the continuous viscometer is capable of measuring viscosity changes
in 10 seconds or less and consuming a total sample volume of less than 1 µl per hour.
The range of measurable viscosity spans three orders of magnitude. This is the first
time that a change in droplet size, which can be readily measured either optically
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(e.g. microscopes) or electronically (e.g. on-chip capacitive sensors or diodes), has
been used as a highly sensitive indicator of viscosity. Furthermore, the flow in the
microfluidic channels is driven by constant pressure/vacuum source, and the channel
dimensions are on the orders of µm. Therefore, it measures viscosity in a pressure-
driven flow, thus best for continuous viscosity measurements of fluids in pipelines or
blood in microvascular networks.
The particle-based microfluidic viscometer measures viscosities surrounding the
rotating magnetic particles continuously from their rotational periods [Chapter V].
The viscometer applies the phenomenon of asynchronous magnetic bead rotation
(AMBR) and the reduction in rotational periods due to viscous drag is measured to
calculate viscosities. The AMBR viscometer measures viscosities in a velocity-driven
flow, and offers rapid viscosity measurements with ultra-high sensitivity, especially in
the low viscosity range. The technology can live up to its full potential in applications
such as DNA quantification in diagnostic reactions and viscosity mapping inside cells.
The operation of AMBR viscometers can potentially be automated using the microflu-
idic ChessTrap device, which enables transport, multiplexing and regeneration of the
particle-based viscometers [Chapter VI].
7.2 Future Work
The droplet-based microfluidic viscometer developed in Chapters II-IV can be
automated for point-of-care applications. Droplet lengths and speeds can be au-
tomatically measured and viscosities can be displayed in real-time by incorporating
on-chip electrodes. This can be achieved either through refractive index sensing (with
diodes) or capacitive sensing. Preliminary results of droplet detection using capac-
itive sensing have been demonstrated in Chapter IV, but more studies need to be
done to reduce the signal-to-noise ratio and improve the detection sensitivity for the
purpose of automation.
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In addition, this droplet-based viscometer can be integrated into a blood anal-
ysis platform that measures various blood properties, such as viscosities of whole
blood and blood plasma, deformability of red blood cells and kinetics of blood co-
agulation. This will greatly expand the applications of the device and benefits more
patients and health care providers, including emergency physicians, hematologists,
intensivists, surgeons, blood bankers, and pharmacists. In order to integrate different
measurement capabilities onto a single chip, several microfluidic components need
to be included: droplet generation, separation of whole blood into blood cells and
plasma, mixing of reagents with blood droplets to trigger blood coagulation, cell de-
formability assays. For the cell deformability assays, preliminary experiments have
been conducted using planar arrays of trapping structures with openings of decreasing
size. A channel depth of approximately 3µm is used to constrain monolayers of red
blood cells to lay flat through the constrictions. The red blood cells are caught at the
constrictions if they are not able to deform through the openings, and the locations
where the cells are trapped indicate the deformability of the cells.
The AMBR technology described in Chapter V can potentially be used for sequence-
specific detection. As suggested by the AMBR theory, the rotational period of the
magnetic particles can also be used to measure volume changes of the magnetic parti-
cles due to attachment of biological targets. Preliminary evaluation of the feasibility
of measuring DNA molecules directly hybridized onto oligonucleotide-coated mag-
netic particles has been conducted, yet with its current sensitivity, the . Therefore,
we propose a two-probe method, where one DNA probe is attached to the magnetic
particles and the other is labeled with gold nanoparticles. The use of nanoparticles
helps amplify the signal (i.e., increase the volume change) when the target hybridizes
with the two probes, thus enabling sequence-specific detection.
The preliminary design of ChessTrap device in Chapter VI can be further tested
and developed to achieve full functionality. A protocol to fabricate the silicon layer
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with better surface smoothness needs to be developed, and the surfaces of the ChessTrap
devices need treatment to better prevent particle sticking. The development of an
on-chip sensor is highly desirable to eliminate the need for a microscope. Further-
more, the robustness of the membrane-based valve upon repetitive actuation needs
to be tested, and the capability of medium exchange needs to be tested. Finally, the
use of ChessTrap to manipulate particles/droplets and automate AMBR biosensors
(e.g. AMBR viscometer) needs to be demonstrated.
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