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Abstract
The estimation of a real parameter  in a linear stochastic differential equation of the simple
type dXt = (t) dt + (t) dBt is investigated, based on noisy, time continuous observations of
Xt . Sufﬁcient conditions on the continuous functions  and  are given such that the (conditionally
normal) Bayes estimators of  satisfy certain error bounds and are strongly consistent.
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1. Introduction
A Gaussian Itô-process (Xt )t0 is a continuous, real stochastic process of the form
Xt = X0 +
∫ t
0
(s) ds +
∫ t
0
(s) dBs, (1.1)
where ,  are deterministic functions of time t, and X0 is a Gaussian random variable,
independent of the Brownian motion (BM) (Bt )t0. We will interpret (1.1) as a very simple
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stochastic differential equation (SDE) for Xt , and we assume that the drift coefﬁcient 
contains an unknown parameter  ∈ R as follows:
dXt = (t) dt + (t) dBt , t0. (1.2)
We suppose that the continuous functions ,  are known, and that we observe the process
Xt corrupted by another BM Wt (independent of the ﬁrst one) as follows:
Yt =
∫ t
0
Xs ds + Wt. (1.3)
The problem to be treated in this work is to estimate  in (1.2), based on one observation path
of (1.3) up to time t. We study this problem from the Bayesian viewpoint, i.e. we model  as
a random variable (r.v.), denoted 0. We choose 0 normally distributed and independent of
(Bt ,Wt , t0). Thus we can consider 0 also as a stochastic process satisfying the trivial
dynamical equation dt = 0. We write the resulting two component system for (Xt , t ) in
matrix form as follows:(
dXt
dt
)
=
(
0 (t)
0 0
)(
Xt
t
)
dt +
(
(t)
0
)
dBt . (1.4)
Similarly, observations (1.3) can be expressed in matrix form as
dYt = (1 0)
(
Xt
t
)
dt + 1 dWt . (1.5)
This reformulation of (1.2) and (1.3) is useful because the extended system (1.4) and (1.5)
has the standard (state space) form investigated in linear ﬁltering theory, cf. [3,10]. As usual
in that theory we estimate 0 by the conditional expectation
ˆt := E[0|Ys, 0s t], (1.6)
i.e. the Bayes estimator w.r.t. quadratic loss; we also put Xˆt := E[Xt |Ys, 0s t].
Remark. (1) For general linear SDEs two kinds of drift estimators are intensively studied
in the literature [1,2,9,10,13]: The Maximum Likelihood (cf. [6] for noisy observations)
and Bayes estimators. But the latter differ from those considered here: Instead of (1.3) it is
usually assumed that Xt is observed without measurement error, cf. [9, p. 85]. Also linear
ﬁltering theory has been applied to the estimation of drift coefﬁcients  in the measurement
equation; two distinct cases are given in [9, p. 102; 12, Section 6]. It is somewhat surprising
that (1.2) and (1.3) has apparently not been investigated from theBayesian viewpoint before.
(2) The problem (1.2) and (1.3) can be viewed as a special “signal + noise” problem,
because Xt = X0 + 
∫ t
0 (s) ds +
∫ t
0 (s) dBs , so Yt in (1.3) can be written as
Yt =  · (t) + Nt,
where  is a known deterministic function, and Nt is a continuous, centered Gaussian
process with known covariance. To estimate  based on observations (Ys)0 s t is a well-
studied problem (see, e.g. [9, Chapter 2]), but themethods employed there are quite different
from those in the present work.
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In linear ﬁltering theory it is well known that for given Gaussian initial conditions X0
and 0 for (1.4) the error covariance matrix S(t), deﬁned by(
Sxx(t) Sx(t)
Sx(t) S(t)
)
:=
(
E[(Xt − Xˆt )2] E[(Xt − Xˆt )(0 − ˆt )]
E[(Xt − Xˆt )(0 − ˆt )] E[(0 − ˆt )2]
)
,
satisﬁes the matrix Riccati equation (S˙ abbreviates dS/dt)
S˙(t) = FS + SFT − SGT (DDT )−1GS + CCT , (1.7)
where F,G,D and C are the coefﬁcient matrices determined by (1.4) and (1.5):
F(t) =
(
0 (t)
0 0
)
, C(t) =
(
(t)
0
)
, G(t) = (1 0), D(t) = 1.
In this work we ﬁrst study the estimation error 0 − ˆt as time goes to inﬁnity, based on
an asymptotic analysis of (1.7). We give sufﬁcient conditions on the coefﬁcient functions
 and  in (1.2) such that this error satisﬁes certain L2-bounds. We ﬁnally show that
strong consistency holds for the Bayes estimator (1.6), whenever the error converges to 0 in
L2-sense. Other properties, such as (asymptotic) normality and asymptotic unbiasedness,
are straightforward consequences.
Remark. (1) It is well known that sequences of Bayes estimators are consistent under
relatively weak conditions, but much less is known for continuous time Bayes estimators
such as (1.6), cf. [11, p. 76] and references given there.
(2) The asymptotics of state estimators Xˆt is studied in [8]; the methods used there do not
apply to our case, because our coefﬁcient matrix F is degenerated, and we do not impose
any ergodicity assumptions.
(3) This work is motivated by Deck and Theting [4], where Bayes estimators (including
diffusion coefﬁcients) for nonlinear SDEs are investigated. Asymptotic properties (as t →
∞) are not studied in [4]. For the nonlinear case this is known to be a hard problem, cf. [7].
The present work investigates the most elementary case, i.e. (1.2) and (1.3). Already this
case leads to a systemof nonlinear ordinary differential equations (ODEs)whose asymptotic
analysis is not quite simple.
2. Solution of the Riccati equation
Denote the components of the error matrix S by a := Sxx , b := Sx = Sx , and c := S.
Then (1.7) leads to the following system of equations for a, b and c:
a˙ = 2b − a2 + 2,
b˙ = c − ab,
c˙ = −b2. (2.1)
Notice that (2.1) is a non-trivial systemof nonlinearODEs,with time-dependent coefﬁcients
2(t) and (t). It is known that such Riccati equations have unique solutions for all t ∈
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R+ = [0,∞). (For (2.1) this also follows from the proof of Proposition 3.1 given below.)
The equation c˙ = −b2 shows that the error variance c(t) = E[(0 − ˆt )2] is monotonically
decreasing. This is quite clear because when t increases the conditional expectation ˆt =
E[0|Ys, 0s t] projects onto increasing subspaces in L2, so that the L2-distance √c(t)
decreases. The point in the L2-asymptotics of the error is, so to say, to ﬁnd conditions
such that this function in fact decreases to zero. This is not always the case, as the counter
example given after Theorem 3.1 shows.
In the following we assume that the Gaussian initial conditions X0 and 0 for (1.4) are
independent and have non-vanishing variances. For system (2.1) this means that a(0) > 0,
c(0) > 0, and by independence b(0) = 0. Thus S(0) is a regular matrix, and by continuity
the inverse matrix S−1(t) exists at least for small times. Our asymptotic analysis of (2.1) is
based on the asymptotic behavior of S−1(t). Therefore we need to know that this matrix is
regular for all t0. But this is always satisﬁed, without speciﬁc restrictions on  and :
Proposition 2.1. Let ,  ∈ C(R+) and assume the initial conditions for (2.1) satisfy
a(0) > 0, b(0) = 0 and c(0) > 0. Then the solution to (2.1) satisﬁes det(S(t)) > 0 for all
t0, and moreover
Sxx(t) > 0, S(t) > 0 ∀t0. (2.2)
Proof. Step 1: As long as det(S(t)) > 0 deﬁne
R(t) := S−1(t) :=
(
u(t) v(t)
v(t) w(t)
)
. (2.3)
RS = I implies R˙S +RS˙ = 0, thus R˙ = −RS˙R. Multiplication of (1.7) with R from both
sides shows that R satisﬁes R˙ = −RF − FT R + GT (DDT )−1G − RCCT R. A simple
computation now shows that the components of R satisfy
u˙ = 1 − 2u2,
v˙ = −u − 2uv,
w˙ = −2v − 2v2, (2.4)
subject to initial conditions u(0) > 0, v(0) = 0 and w(0) > 0. These equations hold as
long as det(S(t)) > 0. The ﬁrst equation u˙ = 1 − 2u2 with initial condition u(0) > 0 has
a unique solution on a maximal time interval [0, T ), with T ∈ (0,∞]. Assume there is a
t¯ ∈ (0, T ) such that u(t¯) = 0. Then there is also a smallest time t0 > 0 such that u(t0) = 0.
For 0 t < t0 we then have u(t) > 0, and thus
u˙(t0) = lim
h↓0
u(t0) − u(t0 − h)
h
0.
This contradicts u˙(t0) = 1 − 2(t0)u2(t0) = 1. Thus u(t) > 0 on [0, T ). On the other
hand u˙(t) = 1− 2(t)u2(t)1, for all t ∈ [0, T ). So u(t) is bounded from below by 0 and
from above by u(0) + t . This shows that u(t) cannot explode in ﬁnite time, thus T = ∞.
This implies that system (2.4) has a unique solution on R+, because the second equation
is (given u) a linear equation for v, which can be solved analytically on R+, and ﬁnally w
simply follows by integration.
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With z := uw − v2 (= det(R)) let us verify the estimate
0 < u(t) u(0)
z(0)
z(t) ∀t0. (2.5)
A simple computation based on (2.4) shows that u/z satisﬁes
d
dt
(
u
z
)
= u˙z − uz˙
z2
= · · · = −v
2
z2
0.
Thus u˙/u z˙/z, as long as z(t) > 0. This shows that u(t) u(0)
z(0) z(t), and 0 < u(t) for all t
gives z(t) > 0 for all t. Thus (2.5) holds.
Step 2: Let R(t) be the matrix solution of (2.4) constructed in Step 1. Since det(R(t)) >
0 for all t0 we see that S(t) := R−1(t) is the unique solution to the initial value
problem for (2.1), and our ﬁrst claim det(S(t)) = 1/ det(R(t)) > 0 for all t follows.
Moreover, S(t) = u(t)/z(t) implies S(t) > 0 for all t, by (2.5). Finally assume
there exists t0 such that Sxx(t0) = 0. Then we also have w(t0) = Sxx(t0)z(t0) = 0, so
z(t0) = u(t0)w(t0) − v2(t0)0. But this contradicts z(t0) > 0, and thus Sxx(t) > 0
for all t0. 
Remark. (1) Estimates (2.2) show that there is no exact estimation for Xt and for 0 in
ﬁnite time t. Of course this is not a surprise.
(2) Notice that the main point in the proof is the miraculous simpliﬁcation which has
occurred in (2.4), as compared with (2.1): The ﬁrst equation in (2.4) already determines
u uniquely, the second equation is then a linear equation for v, and ﬁnally w follows by
integration! However, the equation for u has in general no analytic solution, which makes
the asymptotic analysis still non-trivial. 
3. Asymptotic error analysis
For preparation let us ﬁrst solve the equation for u(t) in (2.4) when (t) is equal to a
constant  > 0. In case u(0) = 1/ one ﬁnds
u(t) = 1

Me2t − 1
Me2t + 1 with M =
1 + u(0)
1 − u(0) .
In the other case, u(0) = 1/, the solution reads u(t) = 1/, for all t0. For each  > 0
the solution u obviously satisﬁes
u(t) → 1

as t → ∞. (3.1)
The following result gives sufﬁcient conditions such that L2 − limt→∞ ˆt = 0:
Theorem 3.1 (Error bounds). Assume ,  ∈ C(R+), and there are constants 1, 2, 1,
2, t0 such that the following estimates are satisﬁed:
(a) 0 < 1 |(t)|2 for all t t0.
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(b) 0 < 1 |(t)|2 for all t t0.
(c) 2131 > 232.
Then there are constants p, q > 0 such that ˆt deﬁned in (1.6) satisﬁes
E[(0 − ˆt )2] p
q + t ∀t0. (3.2)
In particular ˆt converges in L2-sense to 0, as t → ∞.
Proof. In view of S = u/z it sufﬁces to show that u is bounded from above, and that
z → ∞ sufﬁciently fast, as t → ∞. For i = 1, 2 denote by ui the solution to u˙i = 1−2i u2i
subject to ui(t0) = u(t0). Since the estimates
1 − 22u21 − 2u21 − 21u2
hold for all t t0 the comparison theorem for ODEs [15] gives
u2(t)u(t)u1(t) ∀t t0.
In view of (3.1) this ﬁrstly implies the boundedness of u, and secondly for given  ∈ (0, 1)
allows to choose t1 t0 such that
0 <
1 − 
2
u(r) 1 + 
1
∀r t1. (3.3)
In view of (2.4) and v(0) = 0 the function v(t) is given for t t1 by
v(t) = −
∫ t
0
e−
∫ t
s 
2(r)u(r) dr(s)u(s) ds
= −e−
∫ t
0 
2(r)u(r) dr
∫ t1
0
e
∫ s
0 
2(r)u(r) dr(s)u(s) ds
−
∫ t
t1
e−
∫ t
s 
2(r)u(r) dr(s)u(s) ds. (3.4)
The second term in (3.4) can now be estimated by∣∣∣∣
∫ t
t1
e−
∫ t
s 
2(r)u(r) dr(s)u(s) ds
∣∣∣∣ 
∫ t
0
e−(t−s)21(1−)/22(1 + )/1 ds
 2
2(1 + )
31(1 − )
. (3.5)
The ﬁrst term in (3.4) goes to 0 as t → ∞, because 2(r)u(r)21(1 − )/2 > 0 for all
t t1. This combined with (3.5) shows that for each ε > 0 there exists t (ε) > 0 such that
1(1 − ε)
32
 |v(t)| 2(2 + ε)
31
∀t t (ε), (3.6)
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where the ﬁrst estimate follows by similar arguments. Invoking now the equation w˙ =
−2v − 2v2 from (2.4) yields, for t t (ε):
w˙ = (2|| − 2|v|)|v|
(
21 − 2
22(2 + ε)
31
)
1(1 − ε)
32
.
By assumption (c) the right-hand side is > 0 for a sufﬁciently small ε > 0. This shows
that w(t) goes to inﬁnity at least as a linear function. By (3.3) and (3.6) the same holds for
z = uw − v2. Thus we conclude that S = u/z satisﬁes (3.2). 
Remark. (1) When ,  > 0 are constants we can choose 1 = 2 =  and 1 = 2 = .
Then conditions (a)–(c) are satisﬁed, so the estimator is consistent. This shows that Theorem
3.1 allows for some variability in  and .
(2) The boundedness of  from below by a strictly positive constant cannot be relaxed in
general: Consider (t) = e−ct with some c > 0, and suppose condition (b) from Theorem
3.1 is satisﬁed. Then it is not hard to verify that
E[(0 − ˆt )2] → 0 as t → ∞.
(3) The boundedness of  from above is probably not necessary. Consider for example
(t) = tn with n ∈ N, and suppose condition (b) from Theorem 3.1 is satisﬁed. Then it is
not hard to verify that
E[(0 − ˆt )2] const.
t2n+1
→ 0.
So the stronger  increases, the faster the estimation error goes to zero. This is intuitively
plausible.
(4) The assumptions in Theorem 3.1 are fairly strong. With more reﬁned arguments one
can show that (3.2) remains valid without condition (c). Moreover, the L2-consistency of
ˆt already follows when || is bounded from below by a function which decreases slower
to zero than 1/
√
t . Even cases with oscillating  can be treated. A more detailed analysis
of drift estimators (which also includes some non-linear SDEs) will be given elsewhere.
(5) It is well known [3] that the Kalman–Bucy theory remains valid if one replaces the
BM (Bt ,Wt ) in (1.2) and (1.3) by an arbitrary centered orthogonal increment process of the
same covariance structure, and simultaneously replaces (1.6) by the best linearL2-estimator.
Thus Theorem 3.1 remains valid under this replacement.
Theorem 3.1 gives conditions such that 0 − ˆt goes to 0 in L2-sense. If the parameter
 would be a genuine Gaussian r.v. (so  ≡ 0) then we would have a clear statistical
interpretation for this convergence: First pick 0 at random, then let the dynamic system
(1.2) run up to time t and simultaneously observeY by (1.3), and ﬁnally compute ˆt (by (3.9)
given below). The quantity (0() − ˆt ())2 would then be the squared estimation error,
for one particular experiment, and its statistical mean over many such experiments would
go to 0 as t → ∞. But since  is a ﬁxed parameter in our model, the statistical mean over
different values of 0() has no experimental meaning (we can only “pick” 0() = ).
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The true estimation error is thus given by − ˆt , not 0 − ˆt . It is therefore desirable that
the estimator ˆt converges to 0 for “all ﬁxed values ϑ = 0”, almost surely. To establish
such an assertion we work with a product space
(R× ,B(R) ⊗ F, ⊗ P),
where  denotes the law of 0, and (,F, P ) is the underlying probability space for the BM
(Bt ,Wt )t0. This space is most appropriate because one can make P-a.s. statements for
ﬁxedϑ ∈ R. Notice that in this representationwe have 0(ϑ,) = ϑ, for all (ϑ,) ∈ R×.
The following consistency result (which applies in particular to the context of Theorem 3.1)
assumes this underlying probability space:
Theorem 3.2 (Strong consistency). Assume ˆt deﬁned by (1.6) converges to 0 in L2(⊗
P). Then there is a continuous version of the process (ˆt )t0, such that for all ϑ ∈ R this
version satisﬁes
ˆt (ϑ, ·) → ϑ, P -a.s., as t → ∞. (3.7)
Moreover, for all ϑ ∈ R the random variables ˆt (ϑ, ·) are normally distributed, and con-
vergence (3.7) also holds in L2(P ).
Proof. Step 1: We ﬁrst show that (3.7) holds for all ϑ ∈ Nc, where (N) = 0. The
Kalman–Bucy ﬁlter equations for system (1.4) are given by (cf. [3, Section 4.4])(
dXˆt
dˆt
)
=
(−Sxx(t) (t)
−Sx(t) 0
)(
Xˆt
ˆt
)
dt +
(
Sxx(t)
Sx(t)
)
(Xt dt + dWt), (3.8)
subject to the initial conditions Xˆ0 = E[X0] and ˆ0 = E[0]. If we denote by (t, s) the
matrix fundamental solution of the deterministic linear system(
x˙(t)
y˙(t)
)
=
(−Sxx(t) (t)
−Sx(t) 0
)(
x(t)
y(t)
)
then the solution to (3.8) is given by(
Xˆt
ˆt
)
= (t, 0) ·
(
E[X0]
E[0]
)
+
∫ t
0
(t, s) ·
(
Sxx(s)
Sx(s)
)
(Xs ds + dWs). (3.9)
By Kalman–Bucy theory ˆt given in (1.6) coincides P-a.s. with the second component of
this solution, which clearly deﬁnes a continuous version of (1.6). But (1.6) also shows that
(ˆt )t0 is a uniformly integrable martingale, so the martingale convergence theorem (and
the supposed L2-convergence) implies
lim
Qt→∞
ˆt = 0, ⊗ P -almost surely .
By path continuity we can dispense with the restriction toQ. So there is a setM ⊂ R× of
full measure 1, such that ˆt (ϑ,) → 0(ϑ,) = ϑ, for all (ϑ,) ∈ M . An application of
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Fubini’s theorem to the indicator function 1M shows that the set Mϑ := { ∈  | (ϑ,) ∈
M} ∈ F has P-measure 1 for all ϑ ∈ Nc, with (N) = 0. For each ϑ ∈ Nc we have
(ϑ,Mϑ) ⊂ M , and thus
ˆt (ϑ,) → ϑ ∀ ∈ Mϑ ∀ϑ ∈ Nc.
Step 2: Integration of (1.4) gives Xs = X0 + 0
∫ s
0 (u) du +
∫ s
0 (u) dBu. Putting this
into (3.9) shows that ˆt can be expressed as
ˆt (ϑ,) = ϑ · f (t) + Zt(), (3.10)
where f is a deterministic continuous function and (Zt ) is a continuous Gaussian process on
(,F, P ). This shows that the r.v.s ˆt (ϑ, ·) are Gaussian on (,F, P ). By Step 1 we can
also pick ϑ1,ϑ2 ∈ Nc such that ϑ1 = ϑ2. For each  ∈ Mϑ1 ∩Mϑ2 (which has P-measure
1) we have ˆt (ϑi ,) → ϑi . From (3.10) we obtain
ˆt (ϑ1,) − ˆt (ϑ2,) = (ϑ1 − ϑ2)f (t) → ϑ1 − ϑ2 as t → ∞.
Thus we conclude
f (t) → 1 as t → ∞. (3.11)
Now ˆt (ϑ1,) → ϑ1 for all  ∈ Mϑ1 implies
Zt() → 0 ∀ ∈ Mϑ1 . (3.12)
So (3.11) and (3.12) show that ˆt (ϑ,), given by (3.10), in fact converges to ϑ, for all
ϑ ∈ R and all  ∈ Mϑ1 .
Step 3: Since E[ˆt ] = E[0] Eq. (3.10) gives E[0] = E[0]f (t) + E[Zt ]. This and
(3.11) implies E[Zt ] = E[0](1− f (t)) → 0 as t → ∞. Using this and the independence
of 0 and Zt one easily veriﬁes
E[(ˆt − 0)2] = (1 − f (t))2(E[20] − 2E[0]2) + E[Z2t ].
By assumption this quantity goes to zero, so with (3.11) we can conclude that E[Z2t ] → 0,
as t → ∞. This implies the last assertion. 
Remark. (1) By the factorization lemma we can write ˆt as a function of the data (1.3),
i.e. there is a measurable function Sˆt on the space of continuous paths C(R+) (equipped
with its standard -algebra B) such that ˆt (ϑ,) = Sˆt (Y·(ϑ,)), where Y·(ϑ,) denotes
the continuous path (Ys(ϑ,))s0. In view of (1.4) a continuous process (Yϑt ) is deﬁned
on (,F, P ) for each ﬁxed ϑ by Yϑt () := Yt (ϑ,), and thus the probability measure
Pϑ := PY ϑ (the law of Yϑ) is induced on the sample space (C(R+),B). Now (3.7) can be
stated as
Sˆt (Y ) → ϑ, Pϑ-a.s., as t → ∞,
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where now Y is the identity map on C(R+). This is the more conventional form of strong
consistency for the statistical model (C(R+),B, {Pϑ,ϑ ∈ R}).
(2) It is well known that ˆt is a Gaussian r.v. on the space (R×,B(R)⊗F, ⊗P), but it
appears not to be obvious that for ﬁxed ϑ also ˆt (ϑ, ·) must be Gaussian on (,F, P ). This
property trivially implies that ˆt is an asymptotically normal estimator. But it is not to be
expected that
√
t(ˆt (ϑ, ·)−ϑ) converges to a normal distribution, because our process (1.2)
is non-stationary. Also notice that theL2-convergence (3.7) implies that ˆt is asymptotically
unbiased. (It is well known that Bayes estimators for ﬁnite time are always biased, except
in trivial cases.)
(3) Theorem 3.2 may be summarized as “L2(⊗ P)-consistency implies strong consis-
tency” (without additional conditions on  and ). Our proof of “-a.s. strong consistency”
(Step 1) is based on martingale convergence. In the context of time discrete martingales
this argument was introduced by Doob [5]. Extensions (again for sequences) were given by
Schwartz [14].
(4) The proof of Step 1 in Theorem 3.2 only requires (besides L2-convergence) that the
martingale (ˆt )t0 has a continuous version. This property also holds in the context of
nonlinear ﬁltering theory [4], so strong consistency (up to a set of -measure zero) also
holds in that context.
(5) The proof of Theorem 3.2 requires that ˆt is a martingale, and thus does not generalize
without modiﬁcations to arbitrary orthogonal increment processes (as it was the case with
Theorem 3.1).
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