We consider the estimation of a regression coefficient that, in a finite population, may be interpreted as a measure of association between two variables. A typical example involves the relationship between the score in an admission test (such as the GRE) and the ability of university students in a certain subject. We extend the random permutation model proposed by Li, Stanek and Singer (2007) to accommodate the response error inherent to the measurement of such latent values and derive an optimal estimator of the measure of association. We use a simulation study to show that the proposed estimator is unbiased and has a smaller expected mean squared error than the competing ordinary least squares estimator suggested by other authors. We illustrate our proposal with numerical examples and indicate how it can be used for different purposes, like the prediction of latent values.
Introduction
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of students in diverse subjects or the psychological traits of patients with different mental disorders are typical examples. Different approaches, mostly model-based, to this problem have been proposed in the literature [see Baker (1992) and Hambleton & Cook (1997) ]. Although they have many advantages, model misspecification has been a source of criticisms.
We propose a simple design-based alternative under which parameters are clearly defined and individual day to day variability (unit-specific) is taken into account. The model is motivated by the following example.
Each year around 120 freshmen are admitted to programs in Applied Mathematics, Computation Science, Mathematics and Statistics at the Instituto de Matemática e Estatística (IME), Universidade de São Paulo according to their scores on an entrance test (FUVEST) which evaluates their performance in Mathematics, Physics and Portuguese, etc. The scores are based on tests designed to quantify the ability of the candidates in such subjects. In many instances, one might be interested in estimating some parameter or in predicting some individual result for this population on the basis of a simple random sample selected therefrom. Examples of such quantities are the ability in Calculus (possibly observed with response error via one or more exams) or some measure of the association between the Mathematics score in the FUVEST test and the ability (latent value) in Calculus. We pay special attention to one of such measures of association.
Let y s and x s be fixed values representing the ability in Calculus and the score in the FUVEST Mathematics test, respectively, for student s in the finite population of N students and let x s denote the measure of association between the two variables. A brief discussion about the interpretation of B is given in the Appendix.
Estimation of B based on a sample of size n obtained without replacement from a population has been considered by several authors. In particular, Kish & Frankel (1974) and Särndal, Swensson & Wretman (1992) attacked the problem [of estimation of B in (1)] from a designbased point of view, while Fuller (1975) , Holt, Smith & Winter (1980) , Pfeffermann & Smith (1985) , Bolfarine & Zacks (1992) and Bolfarine, Zacks, Elian & Rodrigues (1994) approached it from a super-population point of view. Under both approaches, the ordinary least squares estimator,B OLS , is proposed. In the case, it is the Horvitz-Thompson estimator (π−estimator)
Since our interest lies in finite population parameters such as (1), we propose alternative estimators derived under the finite population mixed model suggested by Stanek, Singer & Lencina (2004) with the incorporation of auxiliary information as in Li, Stanek & Singer (2007) and unit-specific response error as in .
In Section 2 we describe the finite population mixed model. In Section 3 we derive predictors of linear combinations of the response and obtain the estimator of B as a special case.
In Section 4, we present numerical examples that compare the performance of the proposed estimator of B with that of the ordinary least squares estimator. We include results from a simulation study in which we compare the mean squared errors (MSE) of the two alternatives.
In Section 5, we extend the procedures to multiple explanatory variables. We conclude with a brief discussion in Section 6.
The finite population mixed model with auxiliary information and unit-specific response error
We define a finite population as a collection of N identifiable units labeled s = 1, . . . , N , using notation similar to that employed in Stanek, Singer & Lencina (2004) . We assume that two quantities, namely, the latent value y s and the auxiliary variable x s are associated with unit s.
1
If π s is the inclusion probability of the unit s in a sample and s is the set of realized unit labels (units in the sample), the π-estimator of B is defined as When unit s is selected, both the parameter (latent value) y s and the auxiliary variable x s are observed, the former possibly with error and the latter without error.
We formalize the process of simple random sampling by introducing a finite population mixed model according to which, any permutation of units in the population can be selected with equal probability [(N !)
−1 ]. For each permutation, we assign a new label, i = 1, . . . , N , to each unit according to its position. We may then represent a random permutation by a random matrix
where
and U is is an indicator random variable that takes on a value of one if unit s is selected in position i in the permutation, and zero otherwise. Since
where the subscript S denotes expectation with respect to permutation of units,
1 a is an a × 1 column vector with all elements equal to 1,
is an a × a identity matrix, and V ec and ⊗ denote the vec operator and the Kronecker product, respectively, [see Harville (1997) , for example], it follows that
where µ = µ y µ x and
with σ yy = (N − 1)
To include unit-specific response error, we consider the model
where Stanek & Singer (2007) , we concatenate Y + and X through the vec operator, and re-write model (4) as
show that 
Target random variables and optimal predictors
Our interest lies in estimating B in (1), which can be expressed as a linear combination of
. Setting y vs = v s y s , B can also be expressed as a linear combination of a permutation of
U is y vs . It is valuable to express B in this way since via sampling, the sum will be partially observed, clearly defining the need for inference. More generally, our interest is to estimate (predict) linear combinations of the form for all i, and to specify the latent value of the unit in j-th position in a permutation,
we use c i = 1 for i = j and c i = 0 otherwise. To obtain the predictor of T in (6) under model (5) based on a simple random sample obtained without replacement, we consider three steps as indicated by Li, Stanek & Singer (2007) .
In the first, assuming that the value of x s is known for each of the N units, we pre-multiply (5) by
For the resulting model, it follows that E SR RZ + = µ y (1 0) ⊗ 1 N and
In the second step, we partition (Y + X) into the sample (which may be taken as the first n rows without loss of generality) and the remainder (the last N − n rows). This step explicitly formalizes the process of simple random sampling. Letting
it follows that the expected values and the variances of Z
As an illustration, we consider a population formed by N = 5 units from which we select a simple random sample of size n = 3 without replacement. Letting x = (1 3 4 10 9) ,
2
Depending on the choice of c i , the quantity T may represent a parameter or a random effect. Although the term estimator is typically used for a parameter, and predictor for a random effect, we use the term predictor for both, emphasizing the fact that inference concerns predicting linear combinations of the remaining random variables, even when the target is a parameter. y = (1 2.5 5 6.5 4) , W = (W 1 W 2 W 3 W 4 W 5 ) and assuming that the response error can take only two possible equally likely values given by plus or minus σ se , with σ 1e = 3, σ 2e = 1, σ 3e = 7, σ 4e = 10 and σ 5e = 2, it follows that µ x = 5.4, µ y = 3.8, σ xx = 15.3, σ yy = 4.575, σ yx = 6.725 andσ Finally, in the third step, we minimize the expected MSE of the linear predictor subject to an unbiased constraint (see Appendix B). This results in
where g I = C I 0 1×n with C I = (c 1 . . . c i . . . c n ) and
with
• ρ yx = σ yx / √ σ yy σ xx denoting the correlation coefficient between y and x (that we assume different from one),
and
The variance of the predictorT
with σ
To estimate the population response mean, namely 
b) σ yx = 0:
When there is no response error, i.e., ifσ
The estimator in b) is identical to that given by Bolfarine & Zacks (1992, p.151 
when j > n, with k + defined in the Case a).
when j > n, with k + defined in the Case b).
If we have no response error, i.e.σ 2 e = 0, it follows thatŶ j = Y j and Var
for j ≤ n, and
h) σ yx = 0:
The case f) corresponds to the estimator obtained under the finite population mixed model of applied to a simple random sample with unit-specific response error.
To account for weighted targets that may be different of one (w s = 1) in (6) To estimate the measure of association B, we first note that (1) may be written as (6) by taking c i = 1, i = 1, . . . , N and using
As a result,
Considering unit-specific measurement errors and letting
, the estimator is obtained as in case a) and is given bŷ
where µ x and σ xx are defined in (1) and (3), respectively, Y
When σ yv x and σ xx are assumed known, we denote the estimator of B byB + ; when these quantities are estimated from the sample aŝ
the corresponding empirical estimator is denotedB 
Examples
For illustrative purposes, we consider the population used in the pag. 3 formed by five units and assume that the response error can take only two possible equally likely values given by plus or minus σ se , with σ 1e = 3, σ 2e = 1, σ 3e = 7, σ 4e = 10 and σ 5e = 2. We plan to select a simple random sample of size n = 3. In Table 1 For the second example, we proceed as follows:
1. We selected 50000 independent samples of size n = 10 via simple random sampling from the population of N = 104 students described in the Introduction.
2. For each Y i , i = 1, . . . , n, obtained in step 1, a response error, generated from a normal distribution with mean 0 and standard error σ se = σ e = 0.25, was added; this generated Table 3 ).
5. Steps 1 to 4 were repeated for n = 30 and n = 60.
6. Steps 1 to 5 were repeated for σ e = 0.75 and σ e = 1.5; the case σ e = 0 was also considered. iii) the average bias ofB + e decreases as n increases and its magnitude corresponds to the average of N σ yv x /σ xx µ x − X I over all permutations of the units in the finite population. 
Extension to cases with multiple explanatory variables
In general, several auxiliary variables, x 1s , . . . , x P s , are associated to unit s along with the latent value y s . The extension of (7) to estimate a linear combination of Y i , i = 1, . . . , N , with unit-specific response error is straightforward. It is sufficient to write
respectively, where y, U , Y + and W are defined in Section 2.
As a result, the estimator of T is given by (7) with g I = e 1 ⊗ C I where e 1 denotes a (P + 1) × 1 vector with value 1 in position 1 and 0 elsewhere,
xx σ yx /σ yy is the multiple correlation coefficient between the response y and the explanatory variables x 1 . . . x P [see Morrison (1983) , for example]. We assume that ρ (P ) yx is different from one.
•c II is defined in (7) 6 Discussion Li, Stanek & Singer (2007) developed design-based estimators of the mean response under a finite population mixed model using auxiliary information, but did not consider response error. developed predictors of random effects under a finite population mixed model with unit-specific response error but did not consider auxiliary information.
We amalgamate their results in a model that may be used not only to estimate the mean (or total response) but also to predict the latent value of units. We use standard methods for developing best linear unbiased predictors applied to a vector of responses and centered auxiliary variables. In settings like the one described in the Introduction, the values of the auxiliary variables may be known for the entire population and the proposed estimator (predictor) may be directly applied. When they are known only for the sample, the procedure may be extended along the lines discussed in Li, Stanek & Singer (2007) .
When the interest lies in the mean response µ y , the proposed estimator is identical to the Horvitz-Thompson estimator (π−estimator) if there are neither response error nor auxiliary variables (Särndal, Swensson & Wretman (1992, p.68) ); if there is no response error but there is an available auxiliary variable, it coincides with the estimator given by Wu & Sitter (2001) or by Li, Stanek & Singer (2007) ; alternatively, if there is response error but there is no auxiliary variables, it coincides with the estimator given under location error-in-variables superpoulation model given in Bolfarine & Zacks (1992, p.151) .
We also applied the results to estimate the average weighted association measure, B in (1).
The performance of the proposed estimator,B + in (9), as well as that of the corresponding empirical estimator,B + e , was investigated through two examples and a small simulation study. In all cases, we used the ordinary least squares estimator,B OLS as a benchmark since it is the suggested estimator both under a design-based point of view, in which the π−estimator of B is identical toB OLS [see Särndal, Swensson & Wretman (1992) ], and under a superpopulation point of view [see Bolfarine & Zacks (1992) ]. Both of the examples and the simulation highlighted the optimality ofB + when the correlation coefficient between the auxiliary variable and the latent values (ρ yx ) is less than 0.5. In fact, in the simulation study, as ρ yx < 0.5, the expected MSE of the unbiased estimatorB + was smaller than the corresponding expected MSE ofB OLS . Bias and large MSE values forB OLS , specifically for small n, are justified since "a balanced sample" i.e., one for which µ x = X I = X II with X II = (N − n) 
Appendix B: Development of the predictor of T and its variance under model (5)
In order to obtain the best linear unbiased estimator of T = ii. it must be unbiased, i.e., E SR (g I + a ) Z
iii. it must minimize Var SR T + − T .
Using Lagrangian multipliers we must solve the system:
, and λ is the Lagrangian multiplier. The expression forâ is given in (7). Simplifying, it follows that
e was previously defined in Appendix A,
were defined in (7).
with ρ yx and k + defined in (7) and σ 
where A = µ y − Bµ x , B defined in (1), and e s = y s − µ y − B (x s − µ x ). Under the descriptive (frequentist, randomization or design-based) approach discussed in Kish & Frankel (1974) On the other hand, under the so-called super-population model (model-based) approach, it is assumed that the finite population is a random sample from an infinite 'super-population' so that, the observations on the dependent and independent variables follow the classical linear model [see Pfeffermann & Holmes (1985) and Little (2004) , for example]. Under this approach the simple linear regression model assumes that y * s is random and may be expressed as a sum of a deterministic element α + βx s and a random element s , i.e., y * s = α + βx s + s , s = 1, . . . , N,
where α and β are the unknown regression coefficients. We add the superscript * to y s in order to distinguish its random nature (induced by s ) from that of y s in (13) which is fixed. The random vector = ( 1 , . . . , s , . . . , N ) is assumed with E ( ) = 0 N ×1 and a positive-definite covariance matrix V ; therefore E Ψ (y * s /x s ) = α + βx s , s = 1, . . . , N , where the expectation, E Ψ (.), is taken with respect to the super-population linear regression model parameterized by Ψ = (α, β, V ). For uncorrelated and homoscedastic errors, V = σ 2 I N , σ 2 > 0, where I N denotes the identity matrix of dimension N . Consequently, under model-based approach, Neter et al. (1996, p.12 ) interpret the parameter β as "the change in the mean of the probability distribution of y * per unit increase in x", and, Sen & Srivastava (1990, p.6) state that "for every unit increase in x, y * increases by β".
For finite populations, the above interpretation may not be appropriate because the mean of y is a constant which does not depend on x. Otherwise, we may write (x s , y s ) and µ x , µ y . These slopes might be interpreted as measures of variation of y per unit variation of x, so that B may be interpreted as a weighted average measure of association, with the weights, w s , depending on the distance between x s and µ x .
