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Reform documents in science education have called for instruction that guides students to 
do science rather than know about science (National Research Council (NRC), 2012; NGSS 
Lead States, 2013). But doing authentic science requires that students engage in the social, 
epistemic, and cognitive dimensions of scientific sensemaking (Duschl, 2008). If the goal of 
science instruction is to move students’ sensemaking activities toward those of the scientific 
community, then we need to know what dimensions of sensemaking are involved in different 
scientific domains, and how students navigate through these dimensions. In this dissertation, I 
begin to address this goal by exploring students’ sensemaking activities in the context of one 
physical science topic, and through their interaction with one gesture-augmented learning 
environment. 
Specifically, in this study, I explore how students make sense of a gesture-augmented 
computer simulation to develop a causal-mechanistic explanation of thermal conduction through 
a silver spoon. The computer simulation is a dynamic molecular model of a spoon that depicts 
the causal-mechanism of the spoon’s molecules moving to explain how heat transfer occurs. 
Moreover, it is augmented with gesture-control to help students use their gestures to make sense 
of the simulation. The simulation is from a class of embodied mixed-reality learning 
environments that can enhance student learning of causal-mechanisms by leveraging embodied 
learning opportunities (Glenberg, 2008; Johnson-Glenberg & Megowan-Romanowicz, 2017). So, 
the simulation can help students draw on an embodied dimension of sensemaking as they 
construct causal-mechanistic explanations of the conduction through a spoon.  
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For this study, 21 middle school students were interviewed and video recorded using the 
gesture-augmented simulation to explain heat transfer through a silver spoon. I used quantitative 
and qualitative methods to explore their sensemaking.  
From the quantitative side, I examined whether students moved toward a causal-
mechanistic explanation of conduction while using the simulation. I used a Wilcoxon’s signed 
ranks test to compare students’ explanation scores from before and after using the simulation. 
Results revealed that there was a significant movement towards causal-mechanisms from using 
the simulation (T = 1.5, p < .001). In addition, to explore how these students were making sense 
of the simulation, I looked for patterns in the way they constructed their causal-mechanistic 
explanations. By plotting their explanation scores over tasks they performed with the simulation, 
I was able to group students into three broad categories of movement towards causal-
mechanisms. Greater than one-third of students were achievers who steadily constructed their 
responses with tasks in the simulation. Another one-third of students were early-achievers who 
develop partial causal-mechanistic explanations before they used the gesture-controls of the 
simulation. Meanwhile, less than one-third of students were low achievers who did not appear to 
use the simulation in the construction of a causal-mechanistic explanation.  
To explore these patterns in-depth, the qualitative analysis involved using constructed 
grounded theory (Charmaz, 2006) to identify dimensions of sensemaking relevant to the gesture-
augmented simulation. Three dimensions were found to contribute the most to student 
sensemaking in this context. First, I found that the conceptual dimension revealed how students 
integrated knowledge into their explanatory model of thermal conduction. The representational 
understanding dimension, which shows how students converted the external representations of 
the simulation into internal representations, revealed how and when students talked about 
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external representations of the simulation as part of their conceptual modeling. Third, the 
framing dimension involved two subdimensions. The epistemological dimension that revealed 
when students framed the simulation explanatorily, and the other subdimension is the gesture 
positioning dimension, which showed when students positioned their hands as inside (or a part 
of) the simulation.  
On using these dimensions to explore cases, I gained new insight into how students were 
making sense of the simulation. One achiever case study underscored the role of gesturing in 
perceiving causal-mechanisms in the simulation. One early-achiever case study underscored the 
interaction of framing the simulation in her sensemaking, and one low achiever case study 
underscored the interaction between his intuitive thinking and the simulation’s external 
representations in sensemaking.  
Some key insights from the qualitative analysis are that the simulation’s gestures seemed 
to help students to (a) perceive and articulate the intended causal-mechanisms depicted in the 
simulation, (b) manipulate their imagistic models but also engage their intuitive thinking and, (c) 
refocus causal attribution towards the intended causal agents. Yet, the impact of gesturing 
depended on students’ framing of the simulation and how they positioned their hand in the 
simulation. 
This analysis not only contributes new knowledge about sensemaking dimensions with a 
gesture-augmented computer simulation, it supports and extends research in the fields of 
visualizations, gestures, conceptual change, and mixed-reality learning environments. Further, I 
included different ways the simulation can be used in instruction by proposing ways to scaffold 
guidance with the simulation. Future work can draw on the foundation of sensemaking set in this 
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CHAPTER 1: INTRODUCTION 
Science education reform efforts in the United States endeavor to move instruction away 
from a content-acquisition view toward a practice-centered view (National Research Council 
(NRC), 2012; NGSS Lead States, 2013). Rather than learning about a topic, students should 
figure out why or how something happens (STEM Teaching Tools, 2019). Duschl (2008) claimed 
that the process of figuring things out involves social, cognitive, and epistemic practices. There is 
an increasing understanding that scientific cognition is “necessarily embedded in sociocultural 
contexts where it is shaped and supported by complex interactions with other humans and with 
material forms” (Passmore et al., 2014, p. 1172), and so the primary goal of science education is 
to support students’ sensemaking by bringing together the cognitive, social, cultural, and material 
aspects of science so that students can engage with them to move towards constructing their own 
explanations of everyday phenomena (Ford, 2015; Forman, 2018; National Research Council 
(NRC), 2012; Passmore et al., 2014).  
A review of the literature shows that sensemaking is often used as a catchall term to talk 
about how students are making sense of science in various learning environments. Few have 
developed a clear definition of sensemaking, but within them, there are a few overlapping ideas. 
First, sensemaking involves the process of explaining observed phenomena (Crowder, 1996; 
Kapon, 2017; Odden & Russ, 2019), it requires talk and interaction between various members of 
a classroom community (Benedict-Chambers et al., 2017; Ford, 2012; Furberg et al., 2013), it is 
an active and intentional act taken up by the student (Fitzgerald & Palincsar, 2019; Odden & 
Russ, 2019), and it is contextual and disciplinary-based (Fitzgerald & Palincsar, 2019; Forman, 
2018). However, most of these articles investigated single dimensions of sensemaking. Few have 
explored how these dimensions interact with one another during a student’s process of 
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sensemaking (Odden & Russ, 2019).  One goal of this dissertation study is to address this gap. I 
am interested in exploring the different dimensions involved in a student’s process of 
sensemaking. My goal is to explore what dimensions emerge as significant when a student 
is actively making sense of a physical phenomenon, and then, I want to examine how these 
dimensions interact with one another during a student’s sensemaking activity.  
Another key idea about student sensemaking is that it is contextual (Duschl, 2008; 
Fitzgerald & Palincsar, 2019; Forman, 2018). Context matters significantly as it involves the 
social and material interactions that shape the student’s conceptual development. In this respect, 
my exploration of sensemaking is necessarily couched within a specific academic discipline and 
a learning environment. Here, I am interested in how sensemaking occurs in a Mixed-Reality 
(MR) learning environment targeting content in physical science.  
A mixed-reality (MR) learning environment represents a range of technologically 
enhanced environments that blend the real and the virtual worlds (Milgram & Kishino, 1994). 
One category of MR environments uses our bodies as real-world objects to engage with virtual 
entities. These environments can accommodate our natural ways of gesturing as ways to interact 
with virtual entities, and the immersive experience they afford is more engaging for users 
(Dugdale et al., 2018). Studies show that embodied MR environments enhance student learning 
by using students’ bodies to engage with science content (e.g., Black et al., 2011; Johnson-
Glenberg et al., 2014; Lindgren, Tscholl, et al., 2016). Drawing on research in embodied 
cognition that situates the body as central to learning (Barsalou, 2008; Wilson, 2002), embodied 
MR environments can enhance students’ learning experiences around difficult subjects like 
science and mathematics (Glenberg, 2008).  
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In terms of sensemaking, embodied MR environments engage students through their 
bodies which adds an embodied dimension to student sensemaking. This is a novel dimension of 
sensemaking that is lacking empirical knowledge about how students undergo sensemaking 
within embodied MR environments.  
In sum, the above two ideas describe the learning activity and the context of this 
dissertation. I am examining how students make sense of one physical science content area in the 
context of one embodied mixed-reality learning environment to find out the dimensions that 
emerge as significant to a student’s sensemaking process, so that the reader can understand how 
students move across multiple sensemaking dimensions in order to construct explanations of 
scientific phenomena. Through this research, I intend to contribute to the conceptualization of 
sensemaking in the literature and elaborate on how embodiment is a new and supportive 
dimension of sensemaking.  
In the following sections, I briefly describe the context of this study, and I state 
operational terms and research questions that set the foundations for this study. 
Context 
The target content area in this study is thermal conduction. In middle school, students are 
expected to develop a model of particle motion that predicts and describes temperature, energy 
transfer, and heat transfer to explain thermal conduction (NGSS Lead States, 2013). In other 
words, students must develop an explanatory model of thermal conduction in which the actions 
of the material’s molecular movement cause thermal conduction (Papageorgiou & Johnson, 
2005). However, research on students’ conceptions of heat shows that many students 
conceptualize heat as a substance that can flow through objects and this concept tends to 
interfere with learning about the particle model of matter (e.g., Erickson, 1979; Kesidou & Duit, 
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1993; Wiser & Amin, 2001). Thus, developing a particle-based explanatory model of thermal 




Figure 1.1. A gesture-augmented computer simulation depicting thermal conduction. In the 
figure, the student moves her hand over the gesture-sensing device to control the simulation. 
 
To support students learning about the causal-mechanism of thermal conduction, a 
gesture-augmented computer simulation was developed that engaged students’ through hand 
gestures to control molecules in a simulation depicting the particle model of matter. The gesture 
sensing device called LeapmotionTM can be plugged into a laptop and used to control the 
simulation. The student places their hands over the device and closes them into fists to behave 
like molecules in the simulation. Through their hands, the student immerses themselves into the 
actions and interactions of molecules. The student can also utilize sensorimotor feedback from 
their hands to decide on their subsequent actions. Building on previous research showing that 
students gain a deeper understanding of core concepts in science when their physical actions are 
embedded within the simulation (Lindgren, Tscholl, et al., 2016), the gesture-augmented 
computer simulation is designed to align bumping fists to the concept of molecular collisions to 
explain heat transfer. While such a learning environment is expected to enhance student learning, 
5 
 
the current study explores how students move toward developing an explanatory model of 
thermal conduction while using the simulation.  
Defining Terms 
The following terms are used to frame this study and the research questions. The main 
idea of each construct is briefly described below.  
Explanatory models and causal mechanistic explanations. Constructing explanations 
is a core premise of scientific endeavor and consequentially, the goal of science education is to 
help students construct their own explanations of phenomena (NGSS Lead States, 2013). Models 
are a type of representation that scientists use to depict causal entities and describe complex 
processes in action (Brewer et al., 1998; Cheng & Brown, 2015; Passmore et al., 2014; 
Windschitl et al., 2008). Explanatory models are a kind of scientific model scientists invented to 
depict the mechanisms of unobservable entities behind observable phenomena (Clement, 2009b, 
2013). For example, the particle model of matter is an explanatory model that represents the 
molecular mechanisms of matter. It is not an accurate rendering of matter, but a hypothetical 
model that allows scientists to comprehend physical phenomena (Clement, 2009b). In this study, 
an explanatory model is an “imagistic mental model in which the student visualizes the 
interactions of unobservable elements to explain why observable phenomena happen” (Mathayas 
et al., 2019, p. 1051). In this study, a causal-mechanistic explanation is a verbal articulation of 
the explanatory model defined previously. 
Computer simulations. Smetana and Bell (2012) define computer simulations as 
“computer generated, dynamic models of the real world and its processes” (p. 1338). Computer 
simulations are popular in science classrooms as they are easily accessible, more interactive than 
traditional classroom environments that focus on the teacher as the primary knowledge-giver, 
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they put students in the active role of learning, and they provide students with opportunities to 
visualize scientific phenomena using multiple representations (primarily invisible entities 
involving molecules or celestial objects) (Honey & Hilton, 2011; Smetana & Bell, 2012). 
Through these mechanisms, simulations have enhanced traditional classroom instruction and 
have indisputably shown a positive impact on science learning (Rutten et al., 2012).  
Computer simulations can support students to construct causal-mechanistic explanations 
as they can represent a dynamic explanatory model of a phenomenon and allow students to 
perceive the causal-mechanism in action. In this study, the simulation depicts a molecular model 
of a metal spoon that is heated on one end and depicts heat transfer through a chain reaction of 
molecular collisions. 
Embodied learning. Research in embodied cognition posits that the body is central to 
cognition (Clark, 1998; Wilson, 2002). This implies that the processes of learning are also shaped 
by our physical experiences and movements. Proponents of embodied learning argue that 
physical movement can influence mental states and lead to new learning (DeSutter & Stieff, 
2017; Glenberg, 2008; Lindgren & Johnson-Glenberg, 2013). Black and colleagues (2011) 
explained that “embodied interaction involves more of our senses and in particular includes 
touch and physical movement, which are believed to help in the retention of the knowledge that 
is being acquired” (p. 202). Studies in education show that including physical movement in 
instruction enhances student learning (c.f. Callcott et al., 2015; Glenberg, 2008; Glenberg et al., 
2004) while gesturing supports learning in several different ways (c.f. Alibali et al., 2017; 
Goldin-Meadow, 2011; Mathayas et al., 2019; Singer et al., 2008). The focus of this study is on 
the use of digital technologies that guide students to perform gestures that help them perceive 
and retain mechanisms from an explanatory model.  
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Prior research on embodied MR technologies in instructional settings has shown evidence 
of enhanced learning (Enyedy et al., 2012; Lindgren, Tscholl, et al., 2016; Segal, 2011). But key 
ideas for designing such technologies involve engaging students in movements that are 
congruent with concepts (Black et al., 2011; Segal, 2011) while providing immersive 
environments that enable students to access their full repertoire of physical movement (Johnson-
Glenberg et al., 2014). The current study explores the function of hand gestures as an interface 
for a mixed-reality computer simulation. Prior research was conducted to explore how middle 
school students naturally represented an explanatory model of thermal conduction through their 
hand gestures (Mathayas et al., 2018). Then two conceptually-congruent gestures were chosen to 
augment a computer simulation depicting an explanatory model of thermal conduction. In the 
current study, a new group of student participants were video-recorded using the gesture-
augmented simulation, during which they explained how heat transfers through a spoon. These 
students’ interactions with the simulation form the context for exploring sensemaking in this 
study.  
Representational gestures. In this study, two hand gestures were designed as 
conceptually congruent actions to promote embodied learning. When students are using the 
simulation, gesturing is the embodied dimension of a student’s sensemaking process. The two 
gestures used with this simulation are a kind of representational gesture: hand movements that 
accompany speech, and that contain some semantic content (McNeill, 1992). In his seminal 
work, McNeill (1992) identified different types of representational gestures and their functions. 
For instance, iconic and metaphorical gestures accompany speech while depicting the imagistic 
content of speech. For example, when a student says “The molecules are getting warm” while 
wiggling her fist rapidly, her gesture reveals how she imagines the molecules to be getting warm. 
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This was an example of an iconic gesture. Metaphoric gestures depict abstract content. For 
instance, when a student says “the cup is warm” while making a cupping gesture around an 
imaginary cup, she is implicitly indicating that there is heat stored in a cup and her hands reveal 
that heat is contained in the cup. Deictic gestures are pointing gestures. They accompany speech 
to point to direct objects or abstract ideas. For instance, a student could point to her left side 
while saying the “the molecules in the bowl of the spoon” and reveal how she has situated the 
spoon’s molecules in her mental image. Finally, beat gestures do not convey semantic content on 
their own but are timed to rhythmic patterns in speech. Their use can reveal which ideas the 
speaker finds important. Research on representational gesturing shows various functions and 
mechanisms of learning linked with gesturing (c.f. Kelly et al., 2017). As this research describes 
processes that are important for student sensemaking, I will devote a longer review of this 
research in the following chapter. Below I specify the type of representational gesture that I am 
exploring in this study.  
While using the simulation, students use two iconic representational gestures to control 
the gesture-augmented simulation. Both gestures represent molecules in the simulation. My 
primary purpose is to explore how these two iconic gestures interact with students’ sensemaking. 
In the process, I have excluded representational gestures that students produced spontaneously 
from my analysis and I have limited the number of gestures investigated in this study. The only 
time I attended to a student’s spontaneous representational gesture was when they explained heat 
transferring through a spoon while they were using the simulation. To identify a spontaneous 
gesture as representational, I drew on McNeill’s (1992) method for coding gestures in which I 
looked to see if the student’s gesture included a preparatory, stroke, and rest stage of gesture 




 With the context now described and the operational terms defined, I now state the 
motivation of this study in terms of the research question. In the context of one gesture-
augmented simulation in which students gesture with their hands to control the simulation, and 
that depicts thermal conduction of a spoon at the molecular level, 
1. From a quantitative perspective, to what extent did students’ explanations move toward a 
causal-mechanistic explanation? Specifically, 
a. Did students develop a causal-mechanistic explanation of thermal conduction 
through the spoon after using the gesture-augmented simulation?  
b. What patterns of explanation development emerged as a result of their 
interaction with the simulation?  
2. From a qualitative perspective, in what ways did students’ explanations move towards a 
causal-mechanistic explanation? Specifically, 
a. What dimensions of sensemaking emerged as important contributors to their 
interaction with the simulation?, and 
b. How did students make sense of the gesture-augmented simulation in order to 
move toward a causal-mechanistic explanation of the thermal conduction 
through a silver spoon?  
Addressing these questions can address a gap in our understanding about students’ 
processes of sensemaking of scientific phenomena, particularly in embodied learning 
environments. This knowledge will be useful for researchers of learning, cognition, and 
education technology in developing productive sensemaking interactions in new digital learning 
environments. Moreover, teaching students explanatory modeling and model-based reasoning are 
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essential scientific practices that students can find challenging. This study shows how one 
embodied MR learning environment can make abstract concepts like molecular motion 
accessible to students. The insights from this study can be useful for philosophers of science 
education, researchers in science teaching and learning, and educators who study the embodied 





CHAPTER 2: REVIEW OF THE LITERATURE 
Many dimensions can be involved with sensemaking depending on the context and the 
nature of the instructional task. As sensemaking is a context-sensitive construct, an exhaustive 
review of all possible dimensions is not possible. However, identifying dimensions relevant to 
gesture-augmented contexts can be done. In the previous chapter, I discussed the literature 
relevant to the context of this study. Here, I review literature related to various processes of 
learning in this context. Four areas of research shed light on processes of learning relevant to 
gesture-augmented simulation. The first research area is about students’ conceptions and 
conceptual change in science. The second area is about embodied cognition and the embodied 
sources of science learning. The third area is about hand gestures and how they support science 
learning. Finally, the fourth area is about learning with and from scientific representations. I use 
this chapter to describe these processes of learning so that they can inform my analysis of the 
data in the following chapters. The learning mechanisms introduced in this chapter can inform 
why students responded to the gesture-augmented simulation in different ways.  
Students’ Conceptions and Conceptual Change 
Researchers in the science education have grappled with the content and nature of 
students’ conceptions for decades. Drawing on the constructivist perspective that knowledge is 
constructed, students are considered to have preexisting conceptions about everyday phenomena 
(Driver et al., 1994). The goal of instruction is to help students move toward canonical scientific 
conceptions by facilitating changes in their preexisting conceptions (Carey, 1986; Driver et al., 
1994) through various processes. However, the kinds of instruction that can facilitate conceptual 
change depends upon the researcher’s operationalization of the nature of students’ conceptions. 
With evolving theorizations of the construct, there appears to be some consensus on the nature of 
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conceptions as a complex system. But in the past, researchers debated the nature of conceptions 
as coherent versus fragmented structures (diSessa, 2014).    
Proponents of the coherent structures view proposed that students possess conceptions 
that are theory-like but alternate to scientific theories, and relatively stable structures resistant to 
change (Carey, 1986; Driver et al., 1994; McCloskey, 1983). This perspective took off during the 
mid-1970s when philosopher Thomas Kuhn put forward that scientific revolutions signal 
paradigm shifts in the scientific community leading to the emergence of new theories that are 
incommensurable with pre-revolution theories (Kuhn, 1996). He introduced the notion of 
conceptual change and inspired education researchers to draw parallels between scientific 
paradigms and students’ conceptions. Some researchers proposed that students’ conceptions 
were theory-like and resembled pre-revolution theories in science (McCloskey, 1983; Wiser & 
Carey, 1985). Others proposed a framework-like structure based on students’ everyday 
experiences of the world (Carey, 1986; Driver et al., 1994; Vosniadou, 2002; Vosniadou et al., 
2008), while others added more components involved in conceptual change (Amin et al., 2014) 
such as ontology (e.g., Chi & Slotta, 1993; Wiser & Amin, 2001) and epistemology (e.g., 
Hammer et al., 2005). Implications for pedagogy included creating cognitive conflict in students 
so that they confront their existing theories and replace them with new scientific theories (Posner 
et al., 1982). Others suggested a restructuring of existing naïve frameworks by having students 
share their thinking and using dialogic processes to slowly enculturate them into adopting 
scientific mechanisms (Driver et al., 1994) or use more deliberate methods such as analogical 
mapping to help students recategorize their conceptions (Vosniadou et al., 2008).  
On the other end, the fragmented view was proposed by diSessa (1993) as a collection of 
abstract knowledge elements called phenomenological primitives or p-prims. These elements are 
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primitive and based upon human intuitions for living and functioning in the physical world. For 
instance, force as a mover is a p-prim representing experiences that pushing an object from rest 
causes it to move. This p-prim can get activated in responses to various external stimuli such as 
when a moving pool ball collides with another pool ball to make it move, or when a moving 
molecule collides with a still molecule to make it move. diSessa (1993) proposed that students’ 
intuitive physics ideas are made of hundreds of such loosely organized primitives. Unlike the 
stable structure of the coherent perspective, the activation of p-prims is contextual and highly 
individualistic. This p-prim can get activated in instructional contexts in various ways and 
suggests that instruction must generatively target students’ p-prims as the basis for science 
learning.   
Recently, researchers in the field have moved toward a systems-view of conceptions 
(Amin et al., 2014). In this view, students’ conceptions are a complex system of “increasingly 
organized networks of heterogenous knowledge elements, including propositional 
representations such as language or mathematical representations, as well as image-schematic 
representations” (Amin et al., 2014, p. 72) [emphasis is in the authors’ original work]. This view 
incorporated more layers to students’ conceptions, such as an epistemological level (Hammer, 
2018; Hammer et al., 2005) and an ontological level (Chi & Slotta, 1993). Additionally, recent 
research in embodied cognition found consonance in education claiming that concepts are 
grounded in perception and action (Barsalou, 2008; Clark, 1998; Lakoff & Johnson, 1980), 
leading researchers to explore how conceptions include sensorimotor information (Clement, 
2009c).  
In addition, the mechanism of conceptual change from a systems-view explained how 
students could have stable conceptions in some contexts as well as fragmented conceptions in 
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other contexts (Brown, 2014; Brown & Hammer, 2008; Conlin et al., 2010). In his article, Brown 
(2014) proposed how a systems-model would function for conceptual change while also tackling 
the coherent versus fragmented structure debate. He proposed that conceptions are part of a 
complex system of interacting knowledge elements, and they emerge from the system 
dynamically organizing in response to external stimuli. The conceptual knowledge system 
involves numerous independent knowledge elements that are dynamically linked with one 
another. There is no central organizing system, and yet stable structures emerge from these 
interacting elements, and they are maintained dynamically. These structures are sometimes so 
robust that they can resist change from succeeding dynamic interactions, but at other times the 
structures are fragile and disappear after a while. The evolution of the system is non-linear, 
highly contextualized, and individualistic, suggesting that conceptual change is not predictable, 
and not a straightforward trajectory shared by all students. Further, dynamic conceptual 
structures are embedded in other dynamics. “Students’ conceptual dynamics, with embedded 
conscious and intuitive elements, are themselves embedded in affective, social, epistemological, 
and sociocultural dynamics” (Brown, 2014, p. 1479), suggesting that factors that are typically 
investigated separately, are in fact, complementary to investigations about students’ conceptual 
change. Lastly, consistent with constructivism, conceptual change can be thought of as an 
evolution of new structures from existing structures and within which “some aspects of earlier 
schemes will tend to persist as the dynamic structures evolve” (Brown, 2014, p. 1477). The 
author suggested that this mechanism can account for the embodied underpinnings of 
conceptions, in that the fundamental concepts of space, time, motion and force, “as well as more 
abstract ideas grounded in these basic intuitive ideas, arise because of sensorimotor, bodily 
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interactions with one’s surroundings” (Brown, 2014, p. 1477), a concept that has generally 
gained traction in the field (e.g., Amin, 2015; Clement, 2009a; Niebert et al., 2012).  
Implications for research and instruction are plentiful when using this perspective. It has 
become necessary to attend to various social, environmental, and non-verbal cues within learning 
contexts (Amin, 2018; Amin et al., 2014), leading to the rise in interactional analysis as a 
methodology for conceptual change studies (diSessa, Levin, et al., 2016). There is a rise in 
studies exploring how non-linguistic information such as gesturing contributes to student 
conceptual development (e.g., DeLiema et al., 2016; Kapon, 2017; Sakr et al., 2014; Stephens & 
Clement, 2010) that has contributed to a rise in studies about student sensemaking (Crowder, 
1996; Kapon, 2017). Additionally, studies that explore students’ conceptual metaphors (Amin et 
al., 2015; Niebert & Gropengießer, 2014) and imagistic simulations of perceived objects 
(Clement, 2009c) guide instructional designers to create learning contexts that draw on students’ 
embodied intuitions (Scherr et al., 2013). 
In sum, research on conceptual change has come a long way since the 1970s. Theoretical 
models on students’ conceptions resemble a conceptual ecology (Posner et al., 1982) that 
involves domain-specific knowledge with some ontological organization, several primitive 
image schemas, epistemological resources, and more. These ecologies are modeled as complex 
systems, and conceptual change involves dynamic evolution (Brown, 2014). Conceptual change 
may involve changes in various embedded levels. For example, some researchers conduct 
microgenetic studies that explore changes in active images-schemas in students interactions (e.g., 
Sherin, 2006), while some may explore how epistemological resources interact with conceptual 
resources of a conceptual ecology to explore how a student’s epistemological framing impacts 
the conceptual knowledge they use (e.g., Hammer, 2018). 
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In this study, I draw on Brown’s (2014) proposal of conceptions as dynamically emerging 
structures as the foundation for exploring student’s conceptual evolution in this study. I also 
envision students’ conceptions as a conceptual ecology that includes embedded systems of 
embodied, affective, cultural, social, and epistemological dynamics. Some of these embedded 
dynamics may be more pertinent to a student’s conceptual evolution that others in the context of 
a gesture-augmented simulation. The following sections cover other mechanisms of learning that 
I believe contribute to the dynamics of the conceptual ecology.  
Embodied Cognition 
Research from diverse fields have shown that the body plays a prominent role in shaping 
the mind (e.g., Clark, 1998; Johnson, 2009; Lakoff & Johnson, 1980; Wilson, 2002). Previously, 
the mind was considered an abstract information processor where perceptual and motor systems 
are input and output modules for the central processor, but research in cognitive science, 
neuroscience, psychology and linguistics has shown that human cognition has “deep roots in 
sensorimotor processing” (Wilson, 2002, p. 625).  
Barsalou (2005, 2008, 2015) described cognition as modal-based, where the brain’s 
modal systems for perception (e.g., vision, audition), action (e.g., movement) and introspection 
(e.g., affect) are critical to cognitive processing. When an event occurs, the brain captures states 
across these modal systems and stores it in long term memory. Later, when a familiar event 
occurs or when knowledge about the event is needed, the multimodal states captured by the brain 
are reactivated to represent the perceptual, motoric, and affective states that were stored. To 
illustrate this notion, imagine reading a book. One might think of the shape, size, and weight of 
the book in the hands. One might think of its contents and the emotions the book evoked. One 
can recall a specific location for the book, such as at home, in a library, or in a classroom. Even 
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without a physical book present, one can recall various kinds of books and reproduce infinitely 
many event-specific versions of a book when asked to think about it. In other words, we do not 
recall a book in isolation of other events. The concept of a book is based on our physical, social, 
and emotional experiences of different kinds of books. This illustrates one way that our cognition 
is linked to our perceptions, actions, and emotions.  
While the above example may represent a form of online and in-the-moment embodied 
cognition, Wilson (2002) argued for more emphasis on an “off-line” (Wilson, 2002, p. 633) form 
of cognition that internalizes sensorimotor functions for mental processes when no real-world 
situation exists. For example, using mental imagery to solve spatial tasks or performing mental 
math problems without the use of concrete tools are instances of deeply internalized 
sensorimotor functions in action.  
Wilson’s (2002) notion of embodiment has important implications for learning science. 
Given that scientific knowledge is complex and represented through abstract models and entities, 
embodied cognition provides mechanisms for us to access these abstractions through our 
sensorimotor perceptions. Reasoning and problem solving that utilize sensorimotor interactions 
with the environment can be internalized into mental models so that merely priming the motor 
programs can stimulate those mental models of the activity (Wilson, 2002). Some studies show 
that student learning is enhanced when abstract formalisms or symbolic-entities are grounded in 
events in the real world (Glenberg, 2008, 2010; Nathan, 2012). There is also evidence pointing to 
the grounded nature of scientific and mathematical reasoning (Lemke, 1999; Niebert et al., 2012; 
Núñez et al., 1999). This implies that learning abstract ideas can potentially be enhanced through 
sensorimotor interactions. In other words, using online embodied mechanisms in instructional 
contexts might facilitate off-line cognition and help students retain more information. This idea is 
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central to this dissertation study and inspires the design of the computer simulation. The control-
gestures used with the simulation may enable students to develop sensorimotor simulations of 
molecular motion during a period of online cognition. Then later, after the instructional event has 
occurred, these sensorimotor simulations may be available via offline cognition for the student to 
access and activate in the future when they are asked about thermal conduction.  
The Role of Hand Gestures in Cueing Sensorimotor Simulations 
The previous section about offline embodied cognition provided a foundation for 
facilitating embodied learning. In this study, embodied learning is enacted through hand gestures. 
While there is extensive research on the function of hand gestures for communicating and 
learning (c.f. Church & Goldin-Meadow, 2017; Kelly et al., 2017), I am interested in exploring 
mechanisms of learning through gestures. There are various hypotheses that explain the role of 
gestures in speaking and thinking (e.g., Goldin-Meadow, 2011; Hostetter & Alibali, 2008; 
McNeill, 1992; Özyürek, 2017). I found two hypotheses to be particularly useful in thinking 
about how a simulation’s control-gesture may bring about learning an explanatory model of 
thermal conduction. Below, I look at the functions of gestures in facilitating sensorimotor 
simulations and in communicating ideas to others.  
The Gestures-as-Simulated Action hypothesis (Hostetter & Alibali, 2008) provides 
plentiful evidence for how gestures emerge from an embodied cognitive system. The authors 
explain that gestures “emerge from the perceptual and motor simulations that underlie embodied 
language and mental imagery” (Hostetter & Alibali, 2008, p. 502). Language, as composed of 
linguistic objects like words, clauses, sentences, has its roots in sensorimotor experiences 
(Glenberg et al., 2004; Lakoff, 1993; Pulvermüller & Fadiga, 2010). Similarly, mental imagery, 
which is an analog mental representation of a perceptual or motor event, retains the spatial, 
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physical, and motoric representations of the event and is directly taking information from 
sensorimotor simulations (e.g., Hegarty, 2004b). Thus, language processing and mental imagery 
are facilitated through simulations of perception and action states. Gestures are produced when 
this perception-action coupling crosses over to the body’s motor system. The authors propose 
three factors that contribute to the activation of a sensorimotor simulation that turns into a hand 
gesture. The first factor is the strength of activation. Every individual has a threshold for 
gesturing that an activation signal must surmount for a gesture to occur. The second factor is the 
height of the speaker’s gesture threshold, that depends on several individual traits and learned 
conditions. The third factor is the simultaneous engagement of the motor system for speaking. 
The authors provide evidence that speech and hands are part of the same motor system, and so 
“speech production automatically encourages the simultaneous production of manual 
movements” (Hostetter & Alibali, 2008, p. 506). Thus, representational gestures emerge from the 
activation of simulated actions with the simultaneous activation of the speech system. This 
hypothesis described a mechanism for how gestures form part of an embodied cognitive system.  
 The second hypothesis explains how gestures function in thinking, speaking, and 
learning. This is explained in the Gesture-for-Conceptualization hypothesis (Kita et al., 2017). 
The authors provide detailed empirical evidence for the role of gestures in managing spatio-
motoric information during thinking and communicating. The author’s central claim is the 
following:  
gestures shape the way people conceptualize information through four functions. The key 
theses for the gesture-for-conceptualization hypotheses are (a) gesture activates, 
manipulates, packages, and explores spatio-motoric information for the purposes of 
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speaking and thinking and (b) gesture schematizes information, and this schematization 
process shapes these four functions. (Kita et al., 2017, p. 246) 
Expanding on the first point, encouraging a speaker to produce gestures will activate spatio-
motoric representations that are either active in the brain, or that were not previously active. If 
already active, gesturing keeps the information from decaying in memory. In the latter case, 
activating a new spatio-motoric representation enhances the speaker’s mental representation and 
will influence the speaker’s speech and thought. On the second point, gesturing helps manipulate 
spatio-motoric information. For instance, when solving tougher problems like mental rotation, 
encouraging the use of gestures will improve the speaker’s manipulation performance. Third, 
when speaking about complex ideas, gestures package spatio-motoric information into 
understandable units (like clauses in a sentence) and help the speaker break a complex idea down 
into multiple clauses for communicating. Fourth, in sensemaking activities, gesturing makes 
spatio-motoric information available as a source of information in problem-solving. This is 
added to the verbal and linguistic information already available. In the process, gesturing helps 
explore various spatio-motoric sources of information that are useful for thinking and speaking. 
This fourth function may be particularly significant to the instructional context of this study. 
While students use control-gestures with the simulation, the spatio-motoric information available 
in the control-gestures may become a source of information as they work on their explanatory 
models of thermal conduction. Thus, these four functions that gestures serve may help with 
discerning how the simulation’s gestures added to a student’s conceptual ecology during data 
analysis.   
The authors further propose that schematization is the mechanism through which these 
gestures function. “Schematization involves deleting or stripping away some elements of a 
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representation, and maintaining others” (Kita et al., 2017, p. 257). The authors explain that the 
schematization process removes concrete details of an event or an interaction, while maintaining 
the primary action states involved in that event or interaction. Schemas can then become efficient 
pieces of information that are readily applicable to similar contexts and are transferable to new 
contexts. At the same time, the authors caution that spontaneous gesturing does not intelligently 
schematize information that is relevant to the task at hand (Kita et al., 2017, p. 257). For 
instance, when speakers describe an animated cartoon, they often gesture about the direction of 
the protagonist’s movement in the cartoon even though it is not relevant to the story. “Gestures 
schematize information in specific ways: thus, the extent to which gestural schematization is 
useful for a given task depends on the match between the nature of that schematization and task 
goals” (Kita et al., 2017, p. 257). 
 Designing actions into the simulation that are relevant to the task has been previously 
discussed as gestural congruency (Black et al., 2011; Segal, 2011). Now, gestural congruency 
takes on additional characteristics when considering the gesture-for-conceptualization 
hypothesis. A mapping of gestures to the learned concept implies that the spatio-motoric 
information schematized in gestures maps onto the spatio-motoric information of the content. If 
students used the simulation’s control-gestures during the simulation of thermal conduction, then 
they could likely have schematized the spatio-motoric information packaged in the gestures 
during their process of sensemaking. This means that in their final explanations of heat transfer, 
students should provide an explanation that, in some form, contains this spatio-motoric schema. 
However, we also know that once students become comfortable with novel ideas, they prefer 
speech over gestures to communicate their explanations (Roth, 2000; Singer et al., 2008). 
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Therefore, the schematized information may not appear in some students’ gestures; instead, the 
information may be reflected in their speech.  
 In sum, the two hypotheses briefly explained above provide mechanisms for learning 
with gestures. They show that gestures are part of an embodied cognitive system and serve 
cognition by schematizing spatio-motoric information for further use. However, these hypotheses 
do not specify when and how gestures support the development of a student’s conceptual 
ecology. In this regard, Novack et al. (2018) explained that gestures can cause conceptual change 
due to the various cognitive mechanisms they can contribute. More research is needed to 
understand how gesturing may constitute one embedded system of a conceptual ecology. In this 
study, I explore the functions of the simulation’s control-gestures to address this question.  
Science-based Representations 
An investigation about students’ sensemaking of a computer simulation cannot end 
without a comment on how students learn from the simulation’s dynamic representations. The 
use of single, multiple, and dynamic representations is common in professional and educational 
circles of science. Decades of research has been done to understand the processes of learning 
from representations (e.g., Kozma, 2003; Mayer, 2014; Schnotz & Bannert, 2003; Uttal & 
Doherty, 2008) and yet, Ainsworth (2008) claimed that “as digital technologies have become 
commonplace in classrooms, museums, workplaces, and homes, so the representations that 
support teaching and learning have rapidly changed, although not automatically for the better” 
(p. 98). The author further went on to state that more research on learning with multiple 
representations will be needed as new digital technologies will engage the body as an interface 
and give students space to explore representations through natural movements.  
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Researchers of representations are concerned with how external representations that 
publicly display information are turned into internal representations for mental manipulation 
(Gilbert, 2008). Students need to have the necessary skills to convert external representations 
into internal ones and also make thematically relevant connections across multiple 
representations (Gilbert, 2008). Rau (2017) defined representational competencies as the 
student’s “knowledge about how visual representations depict information about the content” 
(Rau, 2017, p. 717). These competencies become important in science instruction as students 
typically learn scientific concepts from various representations. “Learners need to understand 
how representations encode and present information, they need to know how to select or 
construct representations and, particularly, for multiple representations, how they relate to one 
another” (Ainsworth, 2008, p. 100).  
While many studies show learning gains when students use representations (Rutten et al., 
2012; Smetana & Bell, 2012) and policy documents encourage using multiple representations in 
science classrooms (National Research Council (NRC), 2012), working with representations can 
be challenging for students. Some studies show that students struggle to understand 
representations (López & Pintó, 2017), they can be misled by perceptually salient elements 
(Lowe, 2003), they can attribute causality incorrectly due to perceptual salience (Lowe, 1999), 
and they can have prior conceptions that interfere with productive sensemaking experiences 
(O’Keefe et al., 2014). These challenges are relevant to a study about student sensemaking as 
they are instances of students’ exhibiting their representational competencies in action. Thus, 
exploring students’ representational competencies as they are enacted during their sensemaking 
with a gesture-augmented simulation can inform me about how students were making sense of 
the simulation and what representational challenges they faced in this study. Moreover, it can 
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help me explore how gesturing offers opportunities to represent conceptual entities in 3D form 
(Gilbert, 2008).  
Rau (2017) provided a comprehensive review of the representational competencies 
involved in working with multiple visual representations. The author described competencies 
related to single and multiple representations, but not competencies for gestural representations. I 
used the framework as a foundation to construct new competencies related to gestures. Below, I 
briefly describe the types of representational competencies involved and include their related 
learning mechanisms, as these are used to inform student sensemaking in this study. 
First, visual understanding refers to the student’s ability to map visual representations to 
content knowledge. It involves a process of mapping an internal analog representation to 
conceptual knowledge. With visual understanding, a student can distinguish between 
conceptually relevant representations and effectively communicate the concept represented in the 
simulation. For instance, in this study, when a student looks at a bar in the simulation and says 
that it is a thermometer, then she is exhibiting her visual understanding.  
Learning from multiple representations requires the ability to map concepts across 
multiple representations, i.e., exhibit connectional understanding. This involves a mechanism of 
mapping one analog representation to another and perceiving the same conceptual knowledge 
across them. This implies that the student can distinguish between surface similarities to focus on 
conceptual connections. An example of connectional understanding can be a student stating that 
the same chemical concentration is depicted in two types of representations: a graph of ion 
concentration, and a beaker full of ion particles.   
Rau (2017) explained that visual and connectional understanding are socially-mediated 
processes. These competencies are acquired when students are interacting with and 
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communicating about multiple representations within a professional or classroom community. 
For this conceptual understanding, students engage in “sense-making processes that are involved 
in using a particular visual representation in authentic tasks within the target community” (Rau, 
2017, p. 728). 
The second category of competency involves visual and connectional fluency. This refers 
to the efficiency in mapping visuals to a concept and across visuals.  For instance, a student 
exhibits her fluency when she can identify and describe each element of a representation without 
support. Rau (2017) explains that inductive learning processes are involved with becoming more 
efficient with such visual mapping. Students need to practice working with representations in 
communities by using and communicating with them in order to gain fluency in using 
representations. A high level of fluency is important because it frees the student of cognitive 
resources to use in conceptual understanding.  
The third category of competency is called metarepresentational competency. It refers to 
the knowledge and skills required to select, critique, create, and navigate between appropriate 
representations to achieve a specific task (diSessa, 2004). This competency involves the student’s 
skill in identifying the task context (e.g., “What is this task about?”), and ability level (e.g., “Can 
I do it with this representation?”), to match the goal of instruction (e.g., “What should this 
representation show?”). In other words, this competency involves meta-cognition about the 
nature of the task and the strategies required to achieve that task. An example of this competency 
can be when a student is working toward an explanation of heat transfer with the simulation and 
suggests adding a chain of molecules between two blocks of molecules so that heat can transfer 
through the chain of molecules. Rau (2017) explains that this competency is acquired through 
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explicit instruction. However, it may also involve a high degree of visual fluency to support 
students in developing new representations that make conceptual and contextual contributions.   
In sum, there are three main categories of representational competencies: conceptual 
understanding, perceptual fluency, and meta-representational understanding. The conceptual and 
perceptual have subcategories for single and multiple representations. Single representations 
involve visual understanding and fluency, while multiple representations involve connectional 
understanding and fluency.  
In this review, Rau (2017) shows that the learning mechanisms of perceptual fluency are 
inductive, while the processes for conceptual understanding and meta-representational 
understanding are socially-mediated. In this study, I am exploring the socially-mediated 
processes of sensemaking with the simulation, i.e., I am exploring the interaction between the 
student and the interviewer for evidence of representational competency. So, I will explore 
students’ conceptual understanding and meta-representational understanding to see how they 
made sense of the representations depicted in the gesture-augmented simulation.  
In summary, this literature review described the various learning mechanisms that may be 
involved when a student is making sense of the gesture-augmented computer simulation. These 
mechanisms can be used to inform my analysis of sensemaking. Now, we move on to the 
methods I used to conduct this study.   
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CHAPTER 3: METHOD 
In this chapter, I describe how I investigated student sensemaking with a gesture-
augmented simulation of heat transfer. For this study, 21 middle school students were guided to 
make sense of the computer simulation and were video recorded during this process. I used both 
quantitative and qualitative methods to explore sensemaking. Quantitative analysis involved 
scoring causal-mechanistic explanations and creating charts that depict students’ scores changing 
throughout their interview. Qualitative analysis involved methods of constructing grounded 
theory (Charmaz, 2006) to explore dimensions of sensemaking and then multiple case studies 
(Stake, 2006) to describe and explain how students were using the simulation during their 
sensemaking. Details of this process follow. 
Context 
This dissertation study examined video recordings of 21 middle school students from 
public schools surrounding a large midwestern university. These students interacted with a 
computer simulation depicting thermal conduction in a one-on-one guided clinical interview 
setting. At the beginning of the interview, students experienced heat transferring through a silver 
spoon partially dipped in a cup of hot water, and they explained how this phenomenon occurred. 
Next, they used the gesture-augmented computer simulation to construct an explanation using 
molecular concepts represented in the simulation.  
Figure 3.1 shows the two screens of the simulation. Figure 3.1(a), 3.1(b) depict the main 
model of the simulation, while Figure 3.1(c) and 3.1(d) depict the magnified model of the 
simulation. Each screen has a gesture controlling the movement of molecules in the simulation. 
Figure 3.1(a) and 3.1(b) depict the main simulation with two blocks of molecules at different 
temperatures that are eventually connected by a bar of molecules. Figures 3.1(c) and 3.1(d) 
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depict a magnified view of the connecting bar where molecular interactions are emphasized. The 
simulation’s control-gestures represent different aspects of molecular motion so that students can 
make different but complementary associations between molecular motion and temperature. For 
the main simulation, the control gesture is a closed fist wiggling back and forth that can represent 
either a single molecule within a block, or the block of molecules. The student’s left hand shakes 
the left block of molecules, while the student’s right hand shakes the right block of molecules. 
Rapidly wiggling the left fist makes the left block of molecules move faster and the temperature 
indicator next to the block rise (Figure 3.1(a)), and vice versa, slowing the motion of the fist will 
cause the molecules to slow down and the temperature to drop.  
The second control-gesture associated with the magnified model involves bumping both 
fists together repeatedly to make molecules on the left-end of a chain of molecules bump into the 
molecules at the other end of the chain (Figure 3.1(c)). When the student bumps their fists 
rapidly, the green molecule in the model bumps into its neighboring molecules, and it initiates a 
chain reaction of molecular collisions occurring down the chain of molecules. Red dots appear 









(c)   (d)  
Figure 3.1 (a) The first screen of the simulation showing two blocks of molecules at different 
temperatures. When played, the left block of molecules wiggle more than the right block of 
molecules. (b) The second screen of the simulation where a bridge of molecules connects the 
blocks and a spoon overlays the simulation. The green color of the left block indicates that the 
block’s molecular motion is being controlled by the user’s wiggling fist. (c) The magnified 
view of the simulation showing a row of molecules. The instructions on the screen tell the user 
to bump their fists to show molecules colliding. The green molecule in the background 
indicates that it is gesturally-engaged, and (d) the magnified view showing how effectively 
bumping fists will cause the overlay to disappear and red dots to emerge as molecules bump 
into one another. Students experience the simulation in the order of 3.1(a). 3.1(c). 3.1(d), and 
3.1(b). 
 
While interacting with the simulation, students were guided to express connections 
between visual elements of the simulation and control gestures. The interviewers guided the 
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students using a semi-structured interview protocol that can be found in Appendix A. The 
interview involved the following parts:  
1. Students were first asked to notice and describe different elements in the simulation. For 
example, a student might notice that the left block of wiggling molecules has a higher 
temperature because it is next to a temperature gauge showing high temperature (Figure 
3.1(a)). After students stated what they noticed, the interviewer typically summarized these 
observations and pointed out any important connections that the student may have missed. 
For instance, continuing with the above example, the interviewer may have acknowledged 
the student’s response and added that the wiggling circles were meant to represent molecules 
of the spoon.  
2. The next part of the protocol involved training students to use the simulation. Here, the 
interviewer asked them to read the instructions on the screen that told students how to use the 
first control gesture. Interviewers helped when students missed instructions or did not 
understand where to position their hands over the Leapmotion device. 
3. Students were then challenged to perform four tasks using the simulation. This was a way to 
help them make sense of the simulation while using the control-gestures. The first two tasks 
asked students to use their fist to make the temperature of a block of molecules rise and fall 
through their hand movement. Accordingly, students needed to shake their left fist to make 
the left block of molecules wiggle and their right fist to move the right block of molecules. 
Interviewers followed up with questions to help make conceptual connections between 
students’ hands and the simulation. For instance, interviewers typically asked, “Why does 
shaking your left fist make the temperature go up?” to which some students responded, 
“Temperature is higher when the molecules are wiggling a lot more.” Then, students were 
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tasked with making the right block of molecules move by controlling the left block when 
there was nothing between the two blocks. This task was intended to help students realize 
that the molecules needed to make contact to impact one another. When most students 
pointed this out, they were taken to the magnified model of the simulation (Figure 3.1(c) and 
3.1(d)) and asked to make the highlighted yellow molecule move while controlling the green 
molecule. Using the second control-gesture in which they bumped their fists, students were 
guided to notice what happened in the simulation when they performed this move and notice 
how red dots appeared as molecules hit one another in the simulation. Finally, students 
returned to the main model, and the interviewer would connect the blocks of molecules with 
a bar which revealed an outline of a spoon in the background. Students were tasked with 
moving the right block of molecules while controlling the left block and asked how and why 
they were successful with the challenge. Now that the blocks were connected, students were 
expected to notice that molecular collisions caused the right block to move. 
Based on this semi-structured protocol, all students interacted with the simulation by 
noticing elements, then training with simulation’s control gestures, then performing four 
challenges where one challenge involved the magnified model and bumping fists. After 
interacting with the simulation, students presented their modified explanation of how heat 
transferred through the spoon. Interviewers typically asked students to explain their ideas to a 
friend, to gesture as they explained, and then to use the simulation’s gestures when they 
explained to help students articulate their final explanation in different ways.  
Data collection and participants 
The data for this study were collected over two semesters between Fall 2017 to Spring 
2018 as part of the research project that developed gesture-augmented simulations for supporting 
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explanations in middle-school science topics. Approval from the Institutional Review Board, and 
consent from student participants and their parents were collected before interviews were 
conducted.  
Participants were from public schools surrounding a large Midwestern university. To 
recruit participants, the research team approached middle school teachers and visited their 
classrooms to advertise the project to students. The team worked with the teachers to collect 
consent and manage interview schedules.  
The interviewers were members of the research team (two professors and two doctoral 
students) and were well-versed with the interview protocol as they had conducted interviews for 
two years prior to the current round of data collection. The interviews were conducted in the 
participants’ schools in quiet spaces and occurred during the students’ study hall or after school. 
 A total of 21 middle school students (8 girls and 13 boys between ages 12-13) were 
interviewed using the simulation. A typical interview lasted about 30 minutes and was video 
recorded so that the student, the interviewer, and the computer screen were captured in one 
video. During this time, each student spent approximately 15-20 minutes using the simulation.  
Preparing the Data 
Segmenting 
To prepare the data for analysis, all interviews were transcribed verbatim and then 
divided into smaller units for further analysis. These units are called segments and were 
constructed using the interview protocol (Appendix A). Each segment started with a question that 
distinctly marked a change in the interviewer’s and student’s discussion. For instance, according 
to protocol, the interviewer asked students to notice elements in the simulation followed by 
challenging them with four tasks. Each of these sections was taken as a unique segment.  
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To segment all interviews. I trained an undergraduate student with interview data 
collected from the previous years of the project. Training was conducted on five interviews in 
which we individually segmented interviews and then discussed our differences until we reached 
full agreement. After consistently getting full agreement on three additional interviews, the 
undergraduate student segmented the remaining interviews of this data set. Appendix B shows 
the names given to each segment and the abbreviation used during further analysis and in figures 
in this thesis.  
Quantitative Analysis 
Scoring  
This part of the analysis explored the extent to which students’ explanations moved 
towards a causal-mechanistic explanation. I scored students for their explanations in each 
segment of their interview and compared their pre- and post-simulation scores using a 
Wilcoxon’s test, which is a non-parametric alternative for a dependent samples t-test. This test 
was appropriate for this data set as it was calculated based on the rank of scores and not score-
means, which can be heavily influenced by outliers.  
For coding, I wrote a causal-mechanistic explanation for heat transfer appropriate for 
middle school students. The explanation was checked by the research team and by experts in 
physics. This explanation is below: 
When a silver spoon is partially immersed in a cup of hot water, heat transfers from the 
bowl to the handle of the spoon. This is because the spoon is composed of molecules 
arranged in a rigid structure that are wiggling and bumping into each other. The bowl-
end of the spoon is hotter and so the molecules are wiggling more in the bowl-end than in 
the handle-end. When the faster-moving molecules wiggle, they bump into the adjacent 
34 
 
slower-moving molecules making them wiggle more. These molecules then wiggle faster 
and bump into the neighboring molecules making them wiggle more. This chain reaction 
of collisions travels to the handle end of the spoon making the handle-end molecules 
wiggle faster which makes the handle-end hot.  
This explanation was deconstructed into six statements that identify the actions and interactions 
of molecules of the spoon. The statements were then used to code for the presence of causal-
mechanistic talk in the students’ interviews. Table 3.1 shows how this explanation was split into 
codes including examples of student talk that matched the description of the code.   
Table 3.1 
Coding scheme for thermal conduction 
Code 
# 
Description Examples from different student’s 
transcript 
1 The spoon is composed of molecules.  “the spoon’s molecules are…” 
2 Molecules structure are rigid-position 
dynamic.  
“the molecules in the bowl of the spoon, they 
wiggle” 
3 Hot/cold means faster/colder moving 
molecules. 
“the molecules in the bowl of the spoon 
move faster than the handle of the spoon” 
4 Molecules interact with each other 
(e.g., touch, bump, talk to each other, 
push, etc.) 
“the molecules…they bump into each other” 
5 Fast moving molecules bump/collide 
into slow moving molecules to make 
them vibrate more. 
“they are wiggling [left block in the 
simulation] which makes them bump into 
that [right block]” 
6 Chain reaction of molecular collisions. 
Chain reaction means that item (A) 
affects item (B) affects item (C) affects 
item (D). 
“molecules keep going…bumping into the 
other ones, bumping into the others, until it 
gets to the handle where it has nowhere else 
to go” 
 
This coding scheme was used on each student talk-turn. In this interview, the interviewer 
and student spoke one at a time in alternating turns. I assumed that one complete turn of talk 
constitutes a talk-turn. A talk-turn typically lasts about a few seconds each time but can also last 
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as long as 2 minutes if the speaker is providing a lengthy explanation. I did not include phrases 
such as “okay,” “hm, ”or “yes” that a speaker might say in between the main speaker’s talk-turn. 
However, if these responses came after the main speaker completed their turn, they were 
considered a talk-turn.  
I calculated the explanation score for each interview segment by adding all unique codes 
within the segment. I gave each code a weight of 1 and added them to calculate a score in a 
segment. If a code was repeated across multiple student talk-turns, it was still given a weight of 
1. For instance, if a segment has five student talk-turns, and a student mentioned code 3 in two 
talk-turns, then the contribution of code 3 to the explanation score per segment is still 1. This 
way, the explanation score per segment ranges between a 0 to 6, because the maximum number 
of unique codes a student can have is 6.  
Adding all codes in a talk-turn was justified as each code is equally important is 
developing a complete causal-mechanistic explanation of thermal conduction. If a student does 
not articulate the first few codes in their explanation, then this can mean that they do not have the 
conceptual background needed to recognize that the causal-mechanistic explanation is based on 
one kind of scientific model of matter. If a student does not articulate the last few codes in their 
explanation, then this can mean that they did not identify the intended mechanism of molecular 
collisions from using the simulation. As each code in the coding scheme makes a significant 
contribution toward the development of a causal-mechanistic explanation, I gave each code equal 
weight to develop the scoring scheme.  
To ensure reliability of coding, the undergraduate student who helped segment the data 
also coded these interviews with me. We coded all student interviews independently with an 
average interrater agreement of 93%. We then met to discuss our differences and collectively 
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decided on the final codes we gave to each student. Overall, training the student to segment the 
data, then coding for explanations occurred between Fall 2018 and Spring 2019. In this way, 
each student’s interview was scored by interview segment.  
Explanation charts: Searching for Patterns 
This part of the analysis addressed the patterns of explanation development that emerged 
as a result of students’ interaction with the simulation. To create charts showing each student’s 
explanation scores changing over the interview, I took the highest score a student received in 
each segment and then traced it on a graph along each segment. For example, Figure 3.2 depicts 
Avondre’s trajectory of explanation scores across his interview.  
 
Figure 3.2. Avondre’s chart showing his explanation scores evolving by interview segment. 
Refer to appendix B for interview segment names.  
 
The figure above shows that Avondre started with no causal-mechanistic elements in his answer 
before he used the simulation, but as he went along, he steadily added more and more causal-

































































Charts like Avondre’s were created for each student in the data sample, and then I eyeballed them 
for visual patterns in the charts. Eyeballing is a systematic method of browsing data for the 
purpose of exploring data for further interpretation (Miles et al., 2019). This method was useful 
as it allowed me to look at the dataset as a whole and begin to interpret how students were 
making sense of the simulation through their explanation scores. On organizing students into 
groups, I made a first pass at interpreting what the trajectories depicted in terms of student 
sensemaking. New questions emerged from attempting to interpret them, and then to delve 
deeper into each interaction, I selected students from different groups of this data to conduct a 
multiple case study.  
Qualitative Analysis 
To address how students moved towards causal-mechanistic explanations, I conducted 
case studies to explore the dimensions involved in student sensemaking. Case studies can be both 
exploratory and explanatory when the purpose of the research study is to explore how certain 
phenomena occur and why they may have happened (Yin, 2018). As the goal of this study was to 
explore students’ sensemaking activities while students used the gesture-augmented simulation, it 
means that I must explore all activities and interactions related to each student. This requires that 
I focus my interpretive efforts on a few cases so that I can develop detailed descriptions of their 
interactions with the simulations, that can inform a grounded analysis of the phenomenon of 
sensemaking. However, when it comes to a case study, Stake (2006) explained that “by 
definition, the prime referent in case study is the case, not the methods by which the case 
operates…a qualitative understanding of cases requires experiencing the activity of the case as it 
occurs in its contexts and in its particular situation” (p. 2). This means that when I examine 
individual student interviews to understand how students made sense of the simulation, my 
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interpretations remain grounded in the particularities of that case. To address issues of the 
phenomenon of sensemaking, multiple case studies can be conducted to help the analyst return to 
the phenomenon. Stake (2006) coined the term “quintain” to describe the phenomenon beyond 
the cases. He explained how the goal of the multiple case study is different from a single case 
study,  
Multicase research starts with the quintain. To understand it better, we study some of its 
single cases - its sites or manifestations. But it is the quintain we seek to understand. We 
study what is similar and different about the cases in order to understand the quintain 
better. Our planning for multicase research will be somewhat different from our planning 
for a single case study. The ultimate question shifts from “What helps us understand the 
case?” toward “What helps us understand the quintain?” It is a move away from holistic 
viewing of the cases towards constrained viewing of the cases - a viewing constrained by 
the dominion of the quintain over the cases.  (p. 6) 
Thus, in order to develop an understanding of the sensemaking quintain, I conducted a multiple 
case study using three instrumental cases.  
Overall, the sequence of analysis I conducted makes more sense when tracing my steps 
backwards from the main goals of this study. In brief, I used multiple case study methods (Stake, 
2006) to explore the phenomenon of student sensemaking. The multiple case study analysis was 
based on insights gained from three instrumental case studies. Each instrumental case study was 
analyzed using dimensions of sensemaking attained from a sequential grounded coding of five 
student interviews. I analyzed five interviews to explore dimensions but found I that I did not 
add new depth to the dimensions after the third case was examined. So, for this study, I include 
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the case descriptions of the first three cases in single case studies and include insights from the 
remaining two cases in the cross-case analysis.  
Now, I return to the sequence of the data analysis conducted and begin by describing how 
the dimensions emerged through a grounded analysis of student interviews.   
“Grounded” Dimensions of Sensemaking 
To identify what dimensions of sensemaking depict how students made sense of the 
gesture-augmented simulation, I applied methods from grounded theory to identify different 
dimensions (Charmaz, 2006). Using grounded theory methods was appropriate for this part of 
the study as the simulation offers a novel context related to sensemaking. The first step toward a 
better understanding of sensemaking is to ground my interpretation in the data.  
The main method applied here was the process of developing initial codes, or first cycle 
coding (Miles et al., 2019), that described the data and then develop focused codes, or second 
cycle coding (Miles et al., 2019), by adding more cases to the analysis and interpreting codes 
against new data. Coding in grounded theory refers to “naming segments of data with a label that 
simultaneously categorizes, summarizes, and accounts for each piece of data” (Charmaz, 2006, 
p. 43). Here, each dimension of sensemaking was considered a code, and I constructed subcodes 
as I discovered more nuances to each dimension. For instance, one of the initial dimensions I 
identified was mechanistic discourse in student talk. For this dimension I adopted a framework 
developed by Russ and colleagues to characterize students’ verbal discourse as mechanistic 
(Russ et al., 2008). This framework involved six aspects to mechanistic talk and I considered 
them as the subdimensions of the mechanistic talk dimension. Just like this dimension, I 
identified more dimensions during the initial coding and attempted to code student interviews in 
cycles. During each cycle of coding, a new case study was added, and all dimensions were 
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reexamined with the new case. Each time I refined the dimensions, I recoded old cases with 
refined dimensions and after five interviews were examined, three dimensions emerged as the 
ones that provided the most insight into student sensemaking.  
The new dimensions of sensemaking with gesture-augmented simulations are the (1) the 
conceptual dimension, (2) the framing dimension, and (3) the representational understanding 
dimension. As these three dimensions are the basis for my interpretations of the case studies. I 
describe these dimensions in more detail below. 
The conceptual dimension. This is the cognitively oriented dimension in which I 
explored students’ explanatory models around the concept of heat transfer. In this dimension, I 
examined students’ explanatory models to look for how they evolved over time. The analysis is 
based on a view of knowledge as a set of dynamically emergent structures (Brown, 2014).  
Drawing on decades of research in science education that examined students’ scientific 
conceptions (Amin et al., 2014; diSessa, 2014), and renamed as a method called knowledge 
analysis (diSessa, Levin, et al., 2016), this is useful for microgenetically examining student 
learning. 
As my underlying model of knowledge is a conceptual ecology that includes different 
kinds of knowledge resources, I adopted a layered framework of students’ conceptions (Brown, 
1993, 2018; Cheng & Brown, 2010) that distinguishes between the verbal and imagistic 
knowledge components of conceptions to systematically explore students’ conceptions of 
thermal conduction. This interpretive framework was appropriate for this study as it involves the 
student using external visual representations and gestural representations to construct imagistic 
mental models of conduction through a spoon.  
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Now, to briefly illustrate how this framework was used, I describe the levels of the 
interpretive framework (Brown, 2018) in Figure 3.3. The figure shows four levels to a student’s 
conception. The top two levels organize conceptions in terms of the verbal propositions they 
state and their conscious expressions of imagistic models. The bottom layers capture the 
unconscious components that are attached to and influence the conscious layers.  
 
Figure 3.3. An interpretive framework for investigating student’s conceptions of thermal 
conduction. 
 
The first conscious knowledge component is verbal-symbolic knowledge which is 
context dependent and are discrete units. For example, when a student states the equation 
“F=ma”, it represents a symbolic proposition. Verbal-symbolic knowledge typically includes 
remembered knowledge that comes from schooling and exploring educational materials, but 
these propositions can have associated models that are imagistic in nature. The other conscious 
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layer is imagistic. This layer involves the internal representations or the imagistic mental models 
that a student can mentally manipulate. For example, when talking about heat transferring 
through a spoon, one imagistic model of heat can be a thermal image of heat traveling through 
the spoon or it can involve a model of molecules wiggling around and bumping into their 
neighboring molecules.  
The lower two levels of Figure 3.3 comprise the unconscious components of knowledge 
that drive students’ conceptions. They are implicit models that are unconsciously employed to 
explain the phenomenon. For example, many students tend to think of the earth as flat 
(Vosniadou et al., 2008) or that heat is a fluid that can flow through different materials (e.g., 
Erickson, 1979). These implicit models are automatically employed when the relevant context is 
activated. Students are typically unaware that they are employing these models.  
And then there are core intuitions that are context-general and often driven by our 
experiences of the world. Some researchers refer to these intuitions as embodied schemas that 
drive our understanding of the physical world (Amin et al., 2014; diSessa, 1993; diSessa, Sherin, 
et al., 2016). These schemas are independent of specific contexts but are activated in response to 
existing physical experiences. diSessa (1993) identified various schemas underlying our physical 
experiences in the world that he called phenomenological primitives or p-prims for short. For 
example, the force as mover p-prim schematizes the quick/sudden impetus that causes a burst of 
movement in an object, or dynamic balance schematizes pairs of forces in conflict with each 
other and happen to balance each other. Both schemas may be active in a student’s explanation, 
such as in Avondre’s when he states that the “heat will level out” and that “bumping transfers 
over to the other end of the spoon.” While p-prims capture embodied schemas activated by the 
learner, they do not capture the interim causal mechanisms between entities, such as bumping 
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propagating through each molecule. To capture this form of knowledge, I will use Brown’s 
(1993, 2018) model of causal agents in physical mechanisms when necessary.  
The framing dimension. Framing draws its roots from linguistics and anthropological 
research and refers to how an individual frames a situation based on their expectations of what 
will occur next (Tannen, 1993). This concept has been applied in various educational contexts 
such as transfer (Engle, 2006; Hammer et al., 2005), problem-solving (Bing & Redish, 2009; 
Irving et al., 2013), and science modeling (Shim & Kim, 2018).  
During the first cycle coding, I considered framing to be an important dimension of 
sensemaking because prior research showed that framing cognitive clinical interviews influenced 
the kinds of knowledge resources students used during the interview (Russ et al., 2012). The 
authors warned about interpreting student knowledge without checking for students’ framing of 
the interview, so I added this dimension to explore how each student framed the interview. In 
their study, Russ et al. (2012) examined students’ non-verbal behavior and tracked changes in 
behavior as evidence of students’ frames shifting. Unfortunately, on using the authors’ analytical 
methods with my data, I did not find clear behavioral shifts when students were going through 
the interview. Yet, I noticed a difference in the way students framed the simulation and I began to 
look through each student interview to explore how framing the simulation as explanatory versus 
non-explanatory influenced their explanatory model construction. I reviewed the literature on 
framing in science instruction and found that a student’s epistemological orientations of the 
interaction underpin framing. For example, Hammer and colleagues (2005) studied 
undergraduate students’ epistemological frames when solving a physics problem. They examined 
student interactions in problem-solving moments and interpreted what knowledge resources may 
underlie a student’s response to the question, “How should I approach knowledge?” (Hammer et 
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al., 2005, p. 99).  They interpreted two ways that students epistemologically framed the problem. 
One student framed the problem in terms of formal calculations, which she acted upon by 
discussing physics equations and drawing on her prior knowledge of physics equations. Another 
student framed the problem from an intuitive sensemaking frame, which she acted upon by 
describing an imagistic model of the problem with her hands and drawing on her everyday 
intuitions of motion to make sense of the problem. The authors assert that exploring students’ 
epistemological framing of the physics problem and moments when their frames shifted show 
how they implicitly shift their conceptual orientation towards a problem. In sum, I modified the 
framing dimension to explore students’ epistemological framing of the simulation and used 
Hammer and colleagues’ interpretive methods for investigating frames by inquiring about the 
knowledge sources students may be using in the interview to respond to the simulation.  
As I am interested in the epistemology of the simulation, I reviewed the literature for 
epistemology of computer simulation as well (Greca et al., 2014; Winsberg, 1999, 2019). 
Winsberg (1999) argued that scientists do not create simulations to depict the real world, instead 
they simulate idealizations of the world while using approximate values of data in reveal 
processes that cannot be viewed in the real world. Visualizations in science have an important 
epistemological role to play in scientific research. They are a “means of identifying characteristic 
features out of complex dynamical data sets…visualization plays a crucial role in sanctioning as 
well as in analyzing simulation results” (Winsberg, 1999, p. 290). Thus, the purpose of computer 
simulations in scientific research is to support scientists in making better sense of complex 
phenomena. Yet, this purpose is not always clarified in instruction (Gilbert, 2008; Greca et al., 
2014). The dominant narrative on the use of computer simulations in science instruction is about 
enhancing student learning (Honey & Hilton, 2011; Rutten et al., 2012; Smetana & Bell, 2012), 
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which runs the risk of communicating to students that simulations are merely a part of the many 
tools used in science classrooms, similar to how other pedagogical tools in science classrooms 
have led to issues of students “doing the lesson” rather than “doing science” (Jiménez‐
Aleixandre et al., 2000). Making sense of computer simulations is another skill that scientists 
have and Winsberg (1999) pointed out that the observer’s skills of interpreting simulations are 
just as critical to science as developing theories. He stated, “not only does the epistemology of 
simulations call upon the resources that are empirical and that come from outside of the theory, it 
also calls upon the faculties of the observer” (Winsberg, 1999, p. 290).  
Thus, the epistemological purpose of the gesture-augmented simulation as representing 
an explanatory model of thermal conduction is of critical importance in this study. And so, if 
students frame the simulation as a mere task to be completed for the interview then they are 
likely to miss the powerful opportunity of seeing the simulation as an explanatory model that 
they can visually, gesturally, and cognitively interact with. The simulation is not just an 
instructional tool in this interview, it represents the views of the scientific community: it 
represents a theory of energy transfer that took centuries of empirical research to establish. And 
so, to capture these ideas in the dimension of epistemological framing, I coded students’ framing 
of the simulation as either a non-explanatory or as explanatory. When students are framing the 
simulation as non-explanatory, it means that they perceive the simulation as a tool to complete 
the task, that is, they are merely doing the task. On the other hand, when students are framing the 
simulation explanatorily, this implies that they see the simulation as an explanatory model, that 
is, they are doing science. I converted these features of epistemologically framing of the 
simulation into codes for the framing dimension. I applied these codes to the student interviews 
according to the following scheme shown in table 3.2 below.  
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Table 3.2  
Description of levels in framing the simulation  
Framing 
level 
Description of resource Example of talk 
(I: Interviewer, S: Student) 
Epistemological level or purpose of simulation 
Non - 
Explanatory 
The simulation is an independent entity that 
shows the connections between variables 
related to the target phenomenon: how 
moving one variable (e.g., temperature) 
impacts the other variable (molecular 
movement).   
I: Why do you need to shake 
your fist to make the 
temperature go up? 
S: So you can match the 
temperature with the molecules 
Explanatory 
The simulation is depicting an explanatory 
model that represents a general mechanism. 
Actions in the simulation are not a mirror 
image of the real-world but causal 
sequences can be mapped onto the target 
phenomenon. Also has hypotheses 
generating and predictive power. 
I: Why are you able to make the 
gold molecule move? 
S: Because when I bump my 
fists together, it represents the 
green molecule right there. It 
bumps into all of them which 
creates a chain reaction of 
bumping into the gold-yellow 
one.  
Positioning or control level 
Depictive 
control 
Replicates mouse-control. The controlling 
movement is not conceptually related to the 
target concept, and it positions the user as an 
outside-observer of events going on in the 
simulation.  
I: What's happening with the 
molecules when the temperature 
is low? 
S: They stop moving as much. 
Enactive 
control 
The controlling movement intuitively makes 
sense to do and has a conceptual connection 
with the target concept. This movement 
positions the user as an insider to the events 
going on in the simulation.  
I: Why are you able to make the 
gold molecule move? 
S: Because when I bump my 
fists together, it represents the 
green molecule right there… 
 
Table 3.2 includes another modification to the framing dimension that emerged as I 
explored student interviews. While describing my data, I noticed that some students talked about 
the simulation’s control-gestures in different ways. For instance, one student talked of her hands 
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as though she was a part of the simulation while another student talked about his gestures as 
though he were observing them influencing the simulation from the outside. Greeno (2009) 
operationalized framing as having an epistemological stance and a position taken toward a 
learning situation. While epistemological framing refers to the kind of intellectual activity that a 
learner thinks they are involved in, positional framing refers to the way students position 
themselves as either insiders or outsiders to the learning interaction. The construct of positioning 
helped me describe how students were positioning themselves with respect to the simulation. 
Their stances toward the simulation was made explicit in the way they talked of their hands 
controlling the simulation. Thus, I added positioning as another sub-level of the framing 
dimension.  
Table 3.2 shows that framing is now organized along two levels. The control level 
addresses the way a student positions their hands to interact with the simulation. This is also 
positional framing. The role level addresses the epistemological function of the simulation, that 
is, how a student perceived the role of the simulation in their construction of an explanation, 
which is the epistemological framing of the simulation. The process of developing the dimension 
occurred across five interviews. The impact of coding each case study along this modified 
dimension will be described in the following chapter. Next, I describe the revisions made to the 
dimension of representations. 
The representational understanding dimension. This dimension captured discourse 
about students’ understanding of the visual and gestural representations in the simulation. In the 
previous chapter, I mentioned that there are socially mediated and inductive learning 
mechanisms involved in working with representations. However, this dimension emerged and 
was developed by coding the student interviews. For instance, before I reviewed the literature for 
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representations, I examined the first two interviews I had selected as case studies and created 
case descriptions to interpret them. By examining my case description, both students’ conceptual 
development depended on whether they understood that the simulation was a molecular model of 
the spoon and that the control-gestures represented molecules in the simulation. I found that 
these students needed to map representations of the spoon from the real world to a two-
dimensional virtual world of molecules and, further, to a three-dimensional model depicted 
through gesture. I found that a lot of student talk with the simulation was about these students 
trying to understand the representations and what they mean. Further, what they understood and 
when they did it seemed to be impacting how they moved forward with the simulation. I worked 
toward refining these insights during second-cycle coding by exploring the literature on 
representations. While I found many studies exploring how students negotiated the meaning of 
representations (e.g., Gravel & Wilkerson, 2017; Kozma, 2003; O’Keefe et al., 2014), I found 
that Rau’s (2017) framework describing the different types of representational competencies has 
some overlaps with my first cycles codes.  
A representational competency is “knowledge about how visual representations depict 
information about the content” (Rau, 2017), and it includes conceptual, perceptual, and 
metarepresentational competencies. In my data, I found that student talk about the simulation 
may be interpreted as an enactment of representational competencies. So, I explored the different 
competencies in Rau’s (2017) framework with my data and found that the competencies as codes 
improved the descriptive power of this dimension. In addition, the work that students were doing 
to understand the gesture as representation of a molecule could be added to the competencies as 
new forms of representational competencies.  
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Gesturing had specific conceptual goals that could be divided into two categories: gesture 
understanding (GU) which depicts student talk about how the gesture functions in the simulation, 
and gesture connectional understanding (GCU) which depicts student talk that connects the 
representation of the gesture to the molecule in the simulation. By drawing on Rau’s (2017) 
framework as a starting point for my grounded coding, I was able to develop two new constructs 
for gestures in simulations and specify the representational function of gesture with the 
simulation. The following table 3.3 emerged after adding the competencies for gesture and 
modifying my first-cycle codes into second-cycle codes. Using this updated scheme, I went back 
to the case studies and coded them with the new schemes for the dimensions. 
 
 
Table 3.3  





Operational Definition Evidence in student talk 
Visual understanding 
(VU) 
Making a conceptual connection to 
the simulation’s images and using 
it to communicate with others 
(Rau, 2017). 
“I see a thermometer”, “I see 
molecules”, “The left block 
moves more, and the 
temperature is higher” 
Gestural 
understanding (GU) 
Understanding the function of the 
gesture-control i.e., how gesturing 
impacts the visual entities in the 
simulation 
“When I move my fist more, the 
molecules will move more”,  
“When I wiggle my right fist, 















Connecting concepts across multiple 
representations. There are three areas 
representing heat transfer: the 
activity conducted in the real world, 
the simulation, and the gesture (Rau, 
2017). 
“The left block of molecules 
are like the bowl of the spoon”, 
“the bar is like the handle of the 
spoon”, “the bar in the smaller 
simulation is the middle bar in 





Connecting the representation of the 
gesture-control to a visual 
representation in the simulation  





Ability to invent new 
representations, critique existing 
ones for their goal, understand the 
purpose of representations, question 
how they work to support personal 
sensemaking (diSessa, 2004). 
“Maybe putting some 
molecules in the middle of the 





In sum, the three dimensions outlined above were used to interpret the case studies that 
follow in the next chapter. The second research question I asked in this study is RQ2a. What 
dimensions of sensemaking emerge as important contributors to their interaction with the 
simulation? This question was addressed by applying methods of grounded theory to a few 
student interviews and identifying the conceptual, framing, and representational dimension. At 
this point, these dimensions are tentative as they were developed from five student interviews. 
They have also yet to be checked for their descriptive power and potential for constructing 
grounded assertions from the case studies. In the next chapter, when I describe the case studies, I 
will not only explore the cases, but I will also explore the descriptive power of the dimensions. 
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The case studies will help reify the value of the dimensions for addressing sensemaking and then 
future work can be considered in light of the contributions that emerged from the dimensions. 
Issues of Quality 
Any good qualitative study also requires systematic methods toward ensuring the 
credibility of the analysis conducted. To achieve this, I applied all possible activities toward 
credibility by drawing on Lincoln and Guba’s (1995) criteria for trustworthiness. First, I spent 
considerable time examining the data. My prolonged engagement (Lincoln & Guba, 1995, p. 
302) with the data occurred at different levels. As a member of the research team that developed 
the gesture-augmented simulation, I spent over four years collaborating with the team to design 
the simulations, the interview protocol, collect data, and make research decisions about data 
analysis. I remained close to the data during analysis as I prepared and coded earlier rounds of 
data collected, and then trained an undergraduate research assistant to prepare the current data for 
analysis. I coded all 21 student interviews, discussed interpretations about them with the research 
assistant, and kept notes about each student in the sample. Next, while exploring dimensions and 
using methods of grounded theory, I spent over eight months developing and refining dimensions 
and my interpretations of these cases.  
I also engaged in persistent observation (Lincoln & Guba, 1995, p. 304) or the practice of 
identifying the salient characteristics of the context that are relevant to the phenomenon being 
investigated. This occurred during first and second cycle coding of the dimensions. I also 
engaged in peer debrief (Lincoln & Guba, 1995, p. 308) sessions with members of the committee 
at different times during my analysis and for various purposes. Early in the study, these sessions 
were to check the explanation coding schemes and the patterns of explanation charts. Later, I met 
with my committee members to discuss my process of analysis and dimensions. Toward the end 
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of the study, I met with committee members to share my grounded assertions that emerged from 
case analyses.  
Ultimately, “cases are constructed, not found” (Dyson & Genishi, 2005, p. 2). I have 
taken measures to ensure that my case descriptions are grounded and informed from the data. I 
have written the following case studies as grounded interpretations of how students make sense 
of the simulation.  
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CHAPTER 4: RESULTS 
Quantitative Results 
Results from students’ explanations scores are described below. Significance tests for 
score gains were conducted across different phases of the interview. The first set of results shows 
students’ overall score gains. The second set of results zooms in a little closer to show score 
gains across four phases of the interview. Then the third set of results zooms in even closer to 
reveal patterns of score growth for each student.  
Explanation Scores 
As mentioned in the previous chapter, all 21 students’ interviews were segmented, coded, 
and then scored for level of causal-mechanistic explanations. A complete causal-mechanistic 
explanation of thermal conduction was a score of 6. Anything less than 6 means that a student 
stated a partial causal-mechanistic explanation at the molecular level of the spoon. A null score 
implies that the explanation was at the non-molecular level, or none was stated.  
I conducted a Wilcoxon’s Signed-Ranks Test for paired samples to compare students’ 
explanation scores over different phases of the interview using students’ highest scores from each 
segment. For example, if there are three segments in the pre-simulation phase (initial questions, 
magic glasses, and showing with gestures), then the highest score of these three segments was 
used as the score for the pre-simulation phase. Conducting a Wilcoxon’s signed-ranks test on this 
sample was appropriate as the test is not based on assumptions about normal sample distribution 
(Corder & Foreman, 2011).  
The tests show that there is a significant difference between the students’ pre-simulation 
scores and their post-simulation scores with post-simulation scores that are higher than pre-
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simulation scores (T = 1.5, n = 21, p < .001). This provides evidence that using the simulation 
supported students to move toward a causal-mechanistic explanation.  
To understand which segments of the interview provided more support to students, I 
conducted the signed-ranks test across different segments as well. Figure 4.1 below summarizes 
students’ average scores across the different segments of the interview, including the p-values 
showing the significant differences.  
 
PRE = Pre simulation 
SIM:CH = Doing challenges with main model 
 
SIM:MM = Using the magnified model  
POST = Post simulation 
Figure 4.1. Graph showing the average explanation scores during each phase of the interview. 
P-values with an asterisk next to them indicate that the difference in scores are statistically 




Figure 4.1 shows that students’ scores improved significantly just by viewing the 
simulation and performing the challenges (TPRE → SIM:CH = 2.5, n = 21, p < 0.001). Further, I 
compared students’ highest simulation scores from noticing and performing the challenges to 









































suggests that the difference between the highest scores in these two phases of the interview are 
not significant. Comparing students’ scores from using the magnified model with their post-
simulation scores (T SIM:MM → POST = 30, n = 21, p < .05) reveals that there is further score 
improvement after students stopped using the simulation. Finally, I compared their scores from 
performing the challenges in the simulation to their post-simulation scores (TSIM:CH → POST = 29, n 
= 21, p < .05). Test results suggest that students’ post-simulation scores were higher than their 
scores from performing the challenges.  
Figure 4.1 provides evidence that the interaction with the simulation, including the 
interviewer’s guidance, helped students to move toward a causal-mechanistic explanation of 
thermal conduction. However, the figure also shows that learning gains were not significant 
when students shifted from the main model to the magnified model of the simulation (SIM:CH 
→ SIM:MM). This is interesting because the magnified model is an enlarged version of the main 
model, which I expect would mean that students find it easier to perceive molecular collisions 
through the bar of molecules. Additionally, there is a higher degree of gestural congruency in the 
magnified model, which means that students can both visually and perceptually experience 
molecular collisions. Conversely, the main model is a molecular representation of the spoon. It 
has other visual elements, such as temperature probes, visible in the model that may compete for 
students’ attention over molecular collisions. This model has a lower degree of gestural 
congruency as students use the first control-gesture to show that molecules wiggle at a higher 
frequency when at a higher temperature. They do not bump their fists in the main model. And 
yet, we see little score growth between the main model to the magnified model. This suggests 
that the magnified model, which depicts the core causal-mechanism with higher perceptual and 
gestural salience than the main model, may not have significantly supported students 
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constructing their explanations. However, students’ scores did not go down from using the 
magnified model. This might mean that students were attending to different parts of the causal-
mechanism when using each model. Because I used equal weights for the explanation codes 
while developing the coding scheme (see Figure 3.2), the results above do not distinguish 
between codes of the coding scheme.  
One way to distinguish between the codes is to score for a subset of codes that were 
perceptually salient in one model of the simulation, but not as much for the other model. As the 
magnified model depicted the causal-mechanism of molecules bumping into other molecules 
with more clarity than the main model, I selected the latter subset of codes (codes 4, 5, and 6) to 
verify that that students attended to different aspects of the mechanism in the magnified models 
as compared to the main model.  
Using a score ranging from 0-3 that is the sum of codes 4, 5, and 6, I compared how 
students’ scores changed across the interview. Figure 4.2 depicts a significant increase in 
students’ use of causal-mechanistic codes while using the magnified model of the simulation 
(TSIM:CH → SIM:MM = 0, n = 21, p < .001) and (TSIM:MM → POST = 55, n = 21, p = 0.002). These 
results suggest that students attended to more causal-mechanistic elements of the model when 
using the magnified model but less of it during the main model. Contrasting this figure with 
Figure 4.1 allows us to see that while the main model helped students develop more foundational 
elements of the explanation (i.e., codes 1, 2, and 3) the magnified model helped them construct 
the core causal-mechanisms (codes 4, 5, and 6).   
In addition, Figure 4.2 also shows that students’ scores after using the simulation were 
lower than when they used the magnified model but still higher than before they used the 
magnified model. This suggests that on average, while students did not retain all elements of the 
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core causal-mechanism by the end of the interview, they retained more elements than when they 
used the main model.  
 
PRE = Pre simulation 
SIM:CH = Doing challenges with main model 
 
SIM:MM = Using the magnified model  
POST = Post simulation 
Figure 4.2. Graph showing the average explanation scores of the latter half of causal-
mechanistic codes only during each phase of the interview. P-values with an asterisk next to 
them indicate that the difference in scores is statistically significant.  
 
Overall, these findings suggest that each model of the simulation contributed different 
information to the students. While the magnified model was designed to have a higher perceptual 
salience and a higher degree of gestural congruency than the main model, these results suggest 
that features of salience and congruency did not seem to mean that students would do better in 
the magnified model. Instead, the main model appears to have equal importance as the magnified 
model, and it is possible that the sequence of the main model and the magnified model was 
important to their overall explanation construction. Moreover, the above results do not account 
for the interviewer’s guidance. So, as the current analysis cannot provide further insight on such 















































Patterns of Movement Toward Causal-Mechanistic Explanations  
In the next step, I traced each students’ explanation score across their interview to explore 
the ways students were constructing causal-mechanistic explanations (Figure 4.3). These traces 
allowed me to step back and see patterns in students’ explanation development. This attempt at 
visually exploring the data for patterns allowed me to begin interpreting how students made 
sense of the simulation.  
On looking through the charts in Figure 4.3, I found three broad categories. There were 
achievers whose scores generally appeared to rise over the interview. In this group, three 
students seemed to be steady achievers, another two seemed to have a reduction in score drop 
before improving their scores, and another four students had score growth that did not get to a 
full score. Then there were early achievers who had scores above 3 early in the interview, 
followed by a drop and then rebuilding of scores. And then there were low achievers, whose 
scores fluctuated but did not seem to improve. In this group, two students showed some 
improvement as they gained two score points, but the other three students did not show any score 
gains. 
Based on these categories, I interpreted what may have happened for students in each 
group. For instance, three students were labeled the steady achievers as they show a relatively 
steady rise in their explanation score compared to other students. This suggests that these 
students underwent a form of sensemaking that was constructive and building on previous 
conceptions that were conducive to a causal-mechanistic explanation. Three students were 
labelled the steady achievers with a large drop as they also rose to a full explanation score by the 
end of the interview but, during certain phases of the simulation, underwent no visible moment 
of explanation construction. Seven students were labeled the early achievers as their score spiked 
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to 3 or over on merely viewing the simulation. This high score suggests that these students 
constructed partially causal-mechanistic explanations before they used the gesture-augmented 
component of the simulation, followed by score drops suggesting that the simulation may have 
interrupted their active construction for some time before they reconstructed full explanations. 
Of these seven, four students eventually achieved a full score, while three students achieved 
partial scores. Finally, five students were grouped as low achievers as their scores have minimal 
to no growth after using the simulation.  
The patterns in Figure 4.3 raise two issues for further exploration in the case studies. 
First, while no student has consistent improvement across every interview segment, most 
students tended to improve over the course of the interview. Second, a general trend across charts 
is the slight rise in the score early in the interview that is immediately followed by a reduction in 
score. One group of students were labeled the early achievers because their scores were higher 
than 3, and it indicated that they constructed partially causal-mechanistic explanations before 
going through the simulation. But Figure 4.3 shows that this pattern exists in all the charts. To 
find out which interview segment this was, I checked each student’s coding around this point in 
their interview and discovered this moment occurred around the time students were first 
introduced to the simulation, and they were asked to describe what they perceived in the 
simulation. It may be that the score is high due to the nature of the task, which involved the 
interviewer asking students to describe the simulation. However, this rise in score is an 
opportunity for developing an explanation of thermal conduction without using the gesture-
augmented portion of the simulation. The peak in explanation score followed by a large drop is a 
pattern that can be used to distinguish between when students were merely perceiving the 
simulation versus when they started using the control-gestures. The pattern suggests that merely 
60 
 
viewing the simulation supported some productive sensemaking toward a causal-mechanistic 
explanation. One idea to investigate further is how students were making sense of the simulation 
when they were merely noticing what was going on in the simulation. This is another issue that 
can be investigated further in the case studies.  
STEADY ACHIEVERS 
   
ACHIEVERS (WITH A LARGE DROP) 
  
 
ACHIEVERS  (THAT NEVER HIT FULL SCORE) 
   
Figure 4.3. Charts tracing each student’s explanation scores across their interview. A point in 
each chart represents the score of an interview segment. Students are grouped based on a 
pattern that their chart represents. The three major groups are the achievers, the early 
achievers, and the low achievers. A linear trendline is added to show the average gain in 
explanation score. Student names with an asterisk on them are the case studies that appear in 





































































Figure 4.3 (cont.) 
 
  
EARLY ACHIEVERS  
   
   
 
  























































































Figure 4.3 (cont.) 
LOW ACHIEVERS (NO GROWTH) 
   
 
 
To understand what parts of the simulation were helpful and how they impacted student 
sensemaking, I selected three students from the data for case studies. Using the three broad 
categories found in the patterns, I picked one student from each group for a case study. I selected 
Avondre from the achievers and examined him first. Then I picked Janine from the early 
achievers as her case raised issues that Avondre’s case did not explain. After analyzing her case, I 
finally picked Wade from the low achievers as his case study addressed new problems I had not 
thought about.  
The three cases picked here are instrumental cases. This means that their analysis brought 
insights that were particular to them, but also spoke to the phenomena of sensemaking with the 
gesture-augmented simulation. We now move into the case studies to explore how each student 
made sense of the gesture-augmented simulation.  
Case Study 
The second research question asked how students made sense of the gesture-augmented 
simulation in order to move toward a causal-mechanistic explanation of thermal conduction. The 
following case studies address this question by describing how three instrumental cases made 
sense of the simulation in their own way. However, before constructing these case descriptions, I 
























the simulation?” This question was addressed through grounded coding as explained in chapter 
3. The three dimensions that emerged from grounded analysis are used to describe the cases that 
follow. Now, as I use these dimensions to describe and explore each case, I also ask myself, 
“How did using the dimensions contribute new insights about each case?” The following case 
studies address both questions. They address how each student made sense of thermal conduction 
while using the gesture-augmented simulation. They also address how each dimension provided 
insight into student sensemaking. The following case studies begin with a student who was a 
steady achiever. We then move to an early achiever and end with a low achiever.    
Avondre: The Role of Gesture-Augmentation in Immersing a Learner and Embodying 
Causal-Mechanisms 
To understand the role of gesture-augmentation in students’ sensemaking, we begin with 
an excerpt from Avondre’s interview that occurred at the end of the interview. In this excerpt, 
Avondre reflected on his experience with the simulation.  
Interviewer: So, there's this simulation here [opens the main model on the 
laptop] and then there's this one here [changes webpage to show 
the magnified model]. Um, I'm wondering which one, or both of 
the simulations, was helpful or not helpful? 
Avondre: I think both of them was helpful because, in this one, I got to 
see how the temperature rose and then it made the other end of 
the spoon hotter. And then the other one helped me because I 
got to see why the molecules were bumping into each other and 
how it all started. 
Interviewer: Okay, so were you able - I mean, what you saw in here, had you 
seen that in this one [shows the main model], or it wasn't until 
you came to here [shows the magnified model] that you sort of 
began to think this way? 
Avondre: It wasn't until I got to that [magnified model] one. 
Interviewer: Okay and what was it about this one that was helpful in thinking 
that way? 
Avondre: 'Cause I got to do more with my other hand than I got to do with 
this hand, and I got to do more with it and I got to see why it 
started shaking, when we first, like, when we first went to it, I 
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got to see why it started shaking and how it started shaking and 
why is it still shaking…stuff like that. 
Interviewer: Cool. And what did you think about, you know, using your 
hands to control it. Was that helpful, not helpful? 
Avondre: It was…it was really very helpful. 
Interviewer: Oh, okay. How was it helpful? 
Avondre: It was helpful because I got to see and I got to be a part of it. I 
got to see why it was bumping it, shaking, bumping into people 
- bumping into each other and then I got to be a part of why it 
was bumping into each other. 
  
In this conversation, Avondre revealed two aspects of gesture-augmentation that were 
helpful for him. First, he emphasized the role of his hands as part of the simulation, revealing 
how the immersive capability of the simulation helped him better understand the causal-
mechanism. Second, gesturing with both hands allowed him to think about interactions between 
the molecules, which led him to construct a causal-mechanistic narrative that he applied to the 
spoon.  
Gesturing impacted how Avondre framed the simulation and how he constructed his 
explanatory model of thermal conduction through the spoon. The following case description 
unpacks how he made sense of the simulation’s visual and gestural representations and involved 
them in his explanation.  
Student background. Before I describe his interview, I provide a little background about 
Avondre based on demographic data and on Avondre’s attitude toward the interview that is 
visible in the video recording. Avondre leaned forward, resting his forearms on his knees, and 
casually looked ahead of him while the interviewer prepared the simulation. He was cautiously 
attentive, primarily looking ahead for most of the interview, with a few side-eyed glances 
towards the interviewer when listening to instructions.  At the time of the interview, Avondre was 
a 13-year-old male in the seventh grade attending a public middle school in the midwestern 
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region of the United States. He is African-American, and the race/ethnicity composition of 
students at his school was 46% Black, 35% White, 9% of students have more than two races, and 
9% of students are Hispanic. Approximately 67% of students at his school were identified as 
low-income.  
He appeared comfortable for most of the interview and gave clear answers when 
speaking to the interviewer, although he never fully turned towards the interviewer in this 
session. While he started the interview by providing a non-canonical explanation of conduction, 
his answers became increasingly causal-mechanistic, representing the group of steady achievers 
receiving a full score.  Avondre was selected from this group to shed light on productive 
sensemaking interactions.  
A chronological description of Avondre’s interaction. In this case study, I describe how 
his interaction with the simulation unfolded chronologically so the reader may have an 
experience of the interview. As I describe events from his case, I will include analysis from the 
dimensions to substantiate my assertions. During this description, the role of the interviewer in 
reframing the simulation will emerge as another important factor that supported Avondre’s 
sensemaking. 
The explanation before the simulation. Figure 4.4 shows Avondre’s explanation score 
evolving over each interview segment. It is a visual indicator of when his explanatory model 
developed. The chart shows that he did not provide a molecular account of heat transfer before 
watching the simulation. Also, his score did not grow much during the first half of the simulation 
but improved quickly in the second half of the simulation use (between SIM:C3 to SIM:C4 in 
Figure 4.4). This suggests that a significant portion of productive sensemaking occurred in these 






Figure 4.4. Avondre’s chart showing his explanation scores evolving by interview segment 
 
To understand Avondre’s interaction during the simulation, we must first deconstruct the 
explanation he provided before he used the simulation. His initial explanation from when he 
experienced the spoon getting warm provided a conceptual basis upon which Avondre 
constructed the rest of his explanations. 
Before viewing the simulation, Avondre predicted that the handle of the spoon would not 
get hot when the bowl-end was immersed in hot water. But on trying it out, he changed his mind 
and suggested that heat traveled through the spoon. While experiencing the anchoring 
phenomenon, he appeared to suggest answers spontaneously and use everyday language to 
describe heat traveling through the spoon. When the interviewer prompted him to visualize the 
spoon at a microscopic level, he shared that molecules of a spoon are “little round balls” close 

































































spoon molecules. He then spontaneously added that water molecules would not stay in the same 
pattern as a solid, and they would float around, indicating that he thought water molecules were 
an essential factor for thermal conduction. And yet, when asked how the handle of the spoon got 
warm, Avondre did not link his molecular description of the water and the spoon to heat transfer. 
 Avondre’s variable answer is an indication of his conceptions existing across conscious 
and implicit conceptual levels. So, in Figure 4.5 below, I have deconstructed his explanation in 
terms of his conscious and implicit verbal and imagistic models using Brown’s (2018) 
interpretive framework for exploring students’ conceptions. The figure shows that Avondre’s 
description of the spoon and water molecules represent the conscious imagistic model he had of 
the anchoring phenomenon. By talking about the water, he indicated that water was a causal 
agent that initiated heat transfer, and yet, he could not describe how heat transferred from the 
water to the spoon, indicating that he lacked an imagistic mental model depicting this causal-
mechanism.  
My interpretation of Avondre’s answers before using the simulation is presented in Figure 
4.5. It seems that Avondre identified that water was a causal agent that initiated heat transfer. 
However, there appears to be no mechanism for heat transfer present at the conscious conceptual 
level. While Avondre might be implicitly thinking of heat as a medium traveling through the 





Figure 4.5. An interpretive diagram depicting Avondre’s conception of heat transfer along with 
the conscious and implicit conceptual levels. The diagram depicts water as the causal agent of 
heat transfer, while the spoon molecules appear to be unaffected by heat transfer.  
 
Overall, Figure 4.5 shows that Avondre’s ideas are currently disconnected and lacking a 
conscious mechanism for conduction. Avondre may not have had an explanation for heat 
transferring through the spoon before watching the simulation. However, he was conversant with 
the molecular models of materials typically used in science instruction, suggesting that the 
simulation’s representations were well within his conceptual grasp. 
69 
 
Noticing and training with the simulation. The next segment of the interview involved 
seeing the simulation and describing it. When Avondre was introduced to the simulation and 
described what he noticed, he promptly connected the blocks in the simulation (Figure 3.1(a)) to 
molecules and pointed out different interactions. The excerpt below captures the interaction that 
occurred during this segment and it exhibits his visual understanding of the simulation. 
Interviewer:  I'm gonna bring up, this is a simulation, and so what do you see 
there? 
Avondre: I see a temperature, a thermometer and on one side with the high 
red, they're moving a lot, they're twitching around a lot. 
Interviewer: Ok, what are they? 
Avondre: Molecules twitching around a lot. 
Interviewer: Ok, what about the other side? 
Avondre: The other side, they're moving around but not as much as the left 
side. 
Interviewer: Ok, does that make sense? 
Avondre: Mhm, yes. 
  
The excerpt shows that Avondre quickly associated the blocks in the simulation to 
molecules, and he pointed out their motion varying with the temperature. This quick work of 
visual understanding may be attributed to the conscious model of the spoon that he had 
constructed before viewing the simulation. But, to add to his ideas, he noticed how molecules 
were “twitching around a lot” at a higher temperature, and he stated that their movement made 
sense to him when the interviewer checked for his understanding. To interpret what this moment 
may have contributed to Avondre’s dynamic conceptual evolution, it seems that the simulation’s 
external representation matched Avondre’s internal mental representation of molecules becoming 
an appropriate launchpad for Avondre to begin his conceptual development. In other words,  
viewing the main model with the two blocks moving at different temperatures might have helped 
him add molecular motion to his explanatory model. 
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Moving on to the next segment of the interview, the interviewer introduced the control 
gesture and asked Avondre to follow the instructions on the screen. Avondre commented on 
being familiar with motion-sensing devices through video games and quickly followed the 
simulation’s instructions to use the first control-gesture that involved wiggling his left fist to 
make the temperature of the left block of molecules to rise. The interviewer then checked that 
Avondre was clear about using the gesture, and when it was established, the interviewer 
transitioned to asking a conceptually oriented question from the protocol “Why do you think 
shaking your fist makes the temperature go up?” The abridged excerpt below (Figure 4.6) draws 
on coding along the representational dimension and the epistemological framing dimension to 
show how the interchange unfolded and led to shifts in these dimensions.  
Figure 4.6 is a timeline diagram showing student and interviewer talk-turns. Codes of 
each dimension are plotted along parallel lines so that the reader can see what codes were applied 
to each student talk-turn. I will describe the dimensions with their full names below the figure, 
but the reader may need to refer to Tables 3.2 and 3.3 to access the complete descriptions of 
these dimensions. I recommend that the reader explore the figure below by reading the excerpts 





Figure 4.6. A timeline diagram showing Avondre’s talk-turns coded along the epistemological 
framing of the simulation dimension and the representational understanding dimension when 
he used the first control-gesture of the simulation. The timeline depicts the entire interchange 
in terms of these dimensions, but excerpts are extracted below as they contribute to the 
interpretations of the interaction.  
 
Figure 4.6 shows four excerpts during the segment when Avondre used the first control-
gesture and was asked what his hand represented. The figure shows that when the conceptually 
oriented question was asked the first time, Avondre started by describing the events occurring in 
the simulation and then suddenly halting his response to ask for the question again. However, the 
interviewer changed the question to check that Avondre understood the gesture controls before 
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returning to the same question. The second time around, Avondre offered the relational link he 
noticed in the simulation, that is, higher molecular motion is linked to higher temperature 
revealing his gestural understanding, but also reveals that he did not have an underlying 
conceptual rationale to explain what he was seeing. This suggests that he was framing the 
simulation non-explanatorily.  
In the third excerpt, the interviewer conducted another check for understanding regarding 
the representation of the gesture (i.e., he checked if Avondre knew that his hand represented a 
block of molecules). Avondre answered this correctly without hesitation, showing that he had a 
clear understanding of the function and representation of his gesture. Yet, gestural understanding 
did not seem to support his explanation construction because his following response to the same 
question remained unchanged. The only new information he provided was to state “it seem” at 
the end of his response, alluding to the design of the simulation as a potential reason. This 
statement lends support to the notion that Avondre was framing the simulation non-explanatorily, 
which further implies that he was not drawing on conceptual resources that could help him make 
sense of the simulation.  
The following question from the interviewer then shifted towards asking about the nature 
of the molecules. In response, Avondre suggested the water and its temperature, which is the first 
time he suggested a connection between the simulation and the anchoring phenomenon. In 
Figure 4.6, this is the first time he was coded to exhibit phenomenon connectional understanding 
or PCU. In coding the rest of the interview, talk about PCU appears often and seems to 
contribute to the increase in causal-mechanistic talk. Over here, Avondre’s answer hinted at a 
shift in epistemological framing of the simulation towards an explanatory frame because of the 
connection he made to the anchoring phenomenon. While the immediate conversation appeared 
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to return to observing the visuals in the simulation, the interchange in the following segment 
reveals how establishing PCU facilitated conceptual development in Avondre.  
Confronting the conceptual gap. In the following segment, the interviewer asked 
Avondre to predict if he could make the right block of molecules move by controlling the left 
block of molecules when there is no connecting bar between them. This challenge was meant to 
prime students to use mechanistic ideas about how molecules interact. Instead, the interchange 
shows that Avondre did not know a mechanism to connect the molecules. For Avondre, this 
challenge triggered him to question if the left block of molecules were water. He suggested that 
the left block of molecules resembled water molecules as they moved more and matched his 
prior descriptions of water, while the right block of molecules were those of the spoon as they 
showed lesser motion which matched his imagistic mental model of solids (Figure 4.5). Given 
that this challenge comes on the heels of the previous interaction regarding the nature of the 
molecules, Avondre appeared to be explanatorily framing this interaction and thinking about how 
the spoon and the water were represented in the simulation. However, because this phenomenon 
connectional understanding (or PCU) was incorrect, the interviewer interrupted Avondre to 
explain that the blocks represent the ends of the spoon. The interviewer pointed to each block in 
the simulation while clarifying what each block represented, and then connected the blocks to 
show the outline of the spoon the simulation (Figure 3.1(b)) facilitating phenomenon 
connectional understanding. Avondre watched this intently and acknowledged it verbally before 
he addressed the challenge again. Once the correct connectional understanding was established, 
Avondre suggested that they connect the blocks with the bar of molecules that he had just seen 
and explained how it would work. He answered, “Because it's connecting now and like, shake 
one side the other side shakes” while spontaneously wiggling his left fist first and then his right 
74 
 
fist to coincide with each block of molecules shaking. Further probing led him to propose a 
mechanism “Because…energy transfers throughout the spoon?”  
On interpreting this interchange, the interaction shows the impact of frame-shifting on 
explanatory framing. Avondre attended to the simulation’s connection with the spoon, and he 
drew upon conceptual resources related to energy to explain how heat might transfer through the 
spoon. Energy was a concept he had not suggested until this point, and it suggests that shifting to 
explanatory framing and establishing phenomenon connectional understanding enabled Avondre 
to think of an explanatory model. And yet, from the conceptual dimension, Avondre had a 
conceptual gap related to a mechanism for heat transfer. While he was aware of the verbal-
symbolic term of transfer as “energy” he was unable to elaborate on the mechanism for energy 
transfer. By suggesting that energy transfers through the spoon when the blocks are connected, 
he reiterated a prior idea that heat is an entity that travels through the spoon. However, on further 
interpreting his explanation as an explanatory model, two concepts emerge that are important for 
the next interaction with the magnified model.  
First, while stating “because it’s connected now and like, shake one side and the other 
side shakes” his spontaneous gesturing indicates a change in his explanatory model. He was 
aware that the block of molecules wiggle more at a higher temperature, and he knew that the 
outcome of a connected block of molecules is that the right block of molecules will shake. 
However, the lack of a conscious mechanism is visible in his spontaneous gesturing. His gestures 
followed the sequence of his speech and were separate from one another (see Figure 4.7 for 
breakdown of the explanatory model), and when prompted for a mechanism, he suggested the 
concept of energy and implied that it transferred through the connected bar. In summary, my 
analysis of his explanatory model suggests that the above interchange made clear that Avondre 
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had a clear imagistic model of the spoon at a molecular level but lacked a conscious mechanism 
for connecting the motion of the molecules.  
 
Figure 4.7. An interpretive diagram depicting Avondre’s conscious imagistic explanatory 
model constructed during this segment. The diagram uses his spontaneous gestures to show 
that the left block of molecules are moving, and then the right block of molecules are moving, 
leading to the temperature on the right end to rise. The molecules connecting the two 
molecules are dotted as Avondre did not describe the activities of these molecules. A key idea 
depicted in this diagram is that the fists depict actions of each block of molecules but do not 
interact with one another. The empty space between the fists figuratively depicts the 
conceptual gap in Avondre’s thinking.  
 
The magnified-model and control-gesture fill a conceptual gap. In the next segment, 
Avondre was taken to the magnified model of the simulation and was shown how to use the 
second control-gesture to bump his fists to make the green molecule in the model move. He 
attentively watched the interviewer’s hands bumping as he was tasked with making the yellow 
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molecule move on the far end of the bar of molecules in the simulation. When given control of 
the simulation, he quickly used the control-gesture to achieve the challenge and responded to the 
interviewer’s following questions quite matter-of-factly. 
Interviewer: Are you able to make the, uh, gold molecule wiggle?   
Avondre: Mhm yes 
Interviewer: Why are you able to make the gold molecule wiggle, why? 
Avondre: 'Cause when I move my- 'cause when I bump my fist together, it 
represents the green molecules right there and it bumps into all of 
them when creates a chain reaction of bumping into the gold - 
yellow one, gold, whatever you wanna call it. 
Interviewer: Ok, ok. And what are the red spots? 
Avondre: The red spots are where the molecules are bumping it. 
  
This brief interchange is all that Avondre required to fill in his conceptual gap about the 
causal mechanism. His response shows that the magnified model supported him along all three 
sensemaking dimensions. On the representational dimension, he exhibited his visual 
understanding of the events occurring in the simulation and correctly associated the red dots in 
the simulation as points of impact. He also exhibited gestural connectional understanding by 
stating which his hands represented the green molecule in the simulation. Next, he enactively 
positioned his hand, that may have helped him project his action and the corresponding reactions 
from his hands onto the molecules, further helping him to extend his actions onto a chain 
reaction that made the yellow molecule move. Third, by constructing a mechanism that moved 
beyond the motion of his hands and extended across the bar of molecules, he showed that he 
framed the simulation explanatorily.  
By framing the simulation explanatorily while positioning his hands enactively, and by 
correctly linking the representation of the gesture to the simulation, Avondre seemed to be 
appropriately situated to fill in the conceptual gap he identified in the previous segment. Instead 
of shaking his fists individually, he got to bump his fists together and experience how their 
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interaction caused motion (Figure 4.8). The enactive positioning of the control-gesture may have 
positioned his hands causally, while the correct connectional understanding of the control-gesture 
may have helped him map his hand motion onto the green molecule in the simulation. Also, the 
experience of bumping fists while watching the molecules in the simulation bump into other 
molecules seemed to help him project his embodied experience onto the other molecules in the 
magnified model. With these ideas implicitly established through simulation use, Avondre 
constructed a sophisticated description of the causal-mechanism of molecular collisions.  
 
Figure 4.8. An interpretive diagram depicting Avondre’s conscious explanatory model of the 
magnified model of the spoon. In this diagram, Avondre’s fists bumping into one another map 
onto the green molecule that is bumping into its neighboring molecules. The figure does not 
represent all aspects of Avondre’s answer, but it underscores the conceptual gap that he was 
missing. This image now shows that the fists are interacting with each other compared to the 




Reifying the causal-mechanism in the main model. When the interviewer returned to the 
main model of the simulation with a bar of molecules connecting the two blocks, Avondre 
described the process of transfer in the following manner: 
Avondre:  The energy gonna- the heat is gonna transfer to the handle part - 
what's the top part called again? (I: The top? Just the end, I guess.) 
Yeah, the end of - the bowl of spoon will get up, go travel through 
the bar of the spoon to heat up the end of the spoon and the heat, it 
gonna level out. 
Interviewer: Ok and how does that happen? How does the, you know, when the 
molecules in the bowl of the spoon, they start wiggling fast, how 
does that make the molecules in the end of the spoon wiggle fast? 
Avondre: 'Cause it, the heat makes the molecules bump into each other and the 
bumping transfers over to the other end of the spoon. 
  
This is the segment for which Avondre was given a full score in the explanation coding. It also 
confirms that he mapped the causal-mechanism from the magnified model onto the main model. 
Later, when they move into the post-question phase of the interview, Avondre repeated a similar 
response but reinforced that heat is an initiating agent that caused the chain reaction, that led to a 
score reduced by one point. These responses show clear gains in Avondre’s explanatory model. 
His final explanation involved the intended causal-mechanism of molecular collisions which 
gained him the full score. However, he also maintained that heat has some substantive properties 
that initiated molecular movement and subsequent transfer through the spoon which was always 
implicitly present in Avondre’s conception. In sum, Avondre’s explanatory modeling 
significantly developed from using the magnified model.  
 With this, I have described Avondre’s interaction with the simulation in detail and 
included the interchanges during which Avondre made significant conceptual progress toward 
causal-mechanisms. In the next section of his case study, I explore the interaction across the 
conceptual, framing, and representation dimensions in more depth to explore how they were 
involved in his sensemaking.  
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Patterns of sensemaking from cross dimensional analysis. Analyzing Avondre’s 
interaction with the simulation revealed that his process of sensemaking involved a complex 
interplay between the dimensions of framing and positioning, representational understanding, 
and explanatory modeling. While previous figures (e.g., Figure 4.6) have shown smaller snippets 
of the dimensions in action, Figure 4.9 shows Avondre’s talk-turns coded across all three 
dimensions during his time working with the simulation. As explanatory modeling is an 
interpretive analysis of Avondre’s conceptual modeling, the explanation score is plotted on the 
secondary axis and depicts the highest score Avondre achieved in each segment. While Figure 
4.9 may appear complex at first glance, it provides patterns of sensemaking that suggest how 




C1: Challenge 1 (wiggle left fist to make left block of molecules move) 
REP: Ask “What does your fist represent?” 
C2: Challenge 2 (wiggle right fist to make right block of molecules 
move) 
C3: Challenge 3 (make right block move by controlling left block) 
MM: Magnified model 
C4: Challenge 4 (Make spoon-handle molecules move by moving the 
spoon-bowl molecules) 
 
VU: Visual understanding 
GU: Gestural understanding 
PCU: Phenomenon connectional understanding 
GCU: Gesture connectional understanding 
MRU: Meta-representational understanding 
 
Figure 4.9. A timeline of Avondre’s talk-turns coded across the epistemological frames of the 
simulation, the gesture positions, and representational understanding. Each dot in the timeline 
represents one student talk-turn. The interview segments are named along the horizontal axis. 
The explanation score for each segment is plotted on the secondary axis.   
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First, on examining the representations dimension and comparing which codes have the 
highest proportion of talk-turns in each segment, a progression of representational talk becomes 
apparent. When Avondre was first viewing the simulation (NOT), he talked about his visual 
understanding (VU). Then when the first control gesture was introduced (C1&R), he talked about 
his gestural understanding (GU). When the interviewer briefly prompted him to express the 
representational meaning of his gesture, he exhibited his gestural connectional understanding 
(GCU). Then when the interviewer asked him to predict how the left block of molecules affected 
the right block (C3), Avondre suggested a representation of a bar of molecules in the middle that 
depicts the metarepresentational work he was doing (MRU). Next, when the magnified model 
was introduced (MM), Avondre described his visual understanding, gestural understanding, and 
gestural connectional understanding in a single talk-turn. Finally, when they returned to the main 
model to observe conduction through a bar of molecules, Avondre described conduction through 
the spoon and depicted his phenomenon connectional understanding (PCU) of the simulation. 
Putting the representation codes together, a progression of representational understanding 
becomes apparent through Avondre’s talk. It is VU → GU → GCU → MRU →  
(VU+GU+GCU) → PCU. This progression reveals that subsequent talk was based on the 
previous one. For instance, GU occurred after VU was established, and GCU talk occurred after 
GU was established. This suggests that a sequence of representational understanding 
facilitated Avondre’s conceptual development through the simulation. However, the 
trajectory is not only a product of Avondre’s talk; rather it was cued by interviewer questioning. 
When the trajectory of representational understanding is compared with the main idea of each 
interview segment, the role of the interviewer’s guidance becomes apparent (Figure 4.10). 
Avondre established VU during the segment about noticing elements in the simulations (NOT), 
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and he established GU when the interviewer introduced the first control gesture (C1). Thus, the 
trajectory of representational work involved both speakers and has implications for instructors 
guiding students through the simulation. Instructors may have to design their guidance along 
a trajectory of representational understanding to facilitate their conceptual development 








    
 
    
 
  
   
    
    
 
   
 
    
 
 
   
 
Figure 4.10. This diagram shows a sequence of interviewer questioning and Avondre’s 
response within each interview segment. The arrows begin with the name of the interview 
segment, and the question asked in this segment. The following response from Avondre is 
included, and the relevant code in terms of the representational dimension is included. Some 
boxes are red because Avondre’s responses do not match the question the interviewer asked. 
They indicate moments where the sequence of guidance designed into the protocol might need 
revising to better support the student. 
NOT: Noticing 
“This is a 
simulation, 
what do you see 
there?” 
“I see a 
temperature…mol
ecules twitching 




“So follow what 
it says on the 
screen…” 
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the molecules to 
move? 
“Shake your fist 










“A molecule” GCU 
82 
 














   





























“How can you 




“…ain’t the left 
side the water?” PCU 
“Well no, let 
me show 
you…this is 
meant to be the 
spoon…” 
“Oh okay” PCU 




“It is was some 







“Why are you 




bump my fist 
together…creat
es a chain 
reaction of 






4 “How does the 
molecules in 
the end of the 
spoon wiggle 
fast?” 
“…so you can 
see this is the 
spoon…” 








Next, looking at the positioning dimension, Figure 4.9 shows that Avondre spoke of his 
gestures depictively for most of the simulation except for one interaction during his use of the 
magnified model. When Avondre enactively positioned his hands as molecules in the model, 
there was a flurry of conceptual development toward molecular collision, which suggests that 
enactive positioning supported his conceptual development. This moment points to the 
importance of supporting students to position their hands enactively with the gesture-augmented 
simulation so that students can draw on their embodied experiences as a conceptual resource. 
Avondre also shows that moments of enactive positioning can be brief. Avondre only needed one 
moment when he necessarily drew on embodied experiences to identify the causal-mechanism 
visible in the magnified model. He appeared to draw on other conceptual resources to make 
sense of the rest of the simulation. This moment suggests that instructors and instructional 
designers need not necessitate enactive positioning for a complete gesture-augmented simulation, 
they must identify moments of simulation use where enactiveness is necessary and then build 
guidance up to those moments of enactive positioning.  
Third, when looking at Avondre’s epistemological framing of the simulation and his 
explanation score together, Avondre’s score started to rise after he began framing the simulation 
explanatorily. In other words, when Avondre started to see the simulation as linked to the spoon 
and he drew on conceptual ideas developed before viewing the simulation to make sense of it, 
Avondre’s explanation development progressed considerably. Given the nature of talk coded as 
explanatory talk, framing coincides with PCU in the representational dimension. In fact, Figure 
4.9 shows that PCU codes appear after framing codes shifted to the explanatory, but PCU did not 
always occur when Avondre framed the simulation explanatorily suggesting that PCU is 
independent of framing. For instance, during C3 in Figure 4.9 Avondre spoke of the simulation 
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explanatorily but also expressed his metarepresentational understanding. The analysis related to 
this section was discussed previously when Avondre confronted his conceptual gap in which he 
knew that molecules on the right would shake if the molecules on the left shook. But, he did not 
know how the molecules affected such change. By this point, Avondre framed the simulation 
explanatorily but did not express its connection to the spoon until the end. To summarize, 
Avondre underwent conceptual growth on framing the simulation explanatorily, and the 
frame-shift manifested in his representational talk that shifted towards PCU for the 
remaining time with the simulation. This underscores the need for scaffolds that frame the 
simulation explanatorily for students with a potential solution being to develop scaffolds 
that target students’ phenomenon connectional understanding. For instance, during case 
description, I described the interviewer attempting to reframe the simulation for Avondre in two 
ways. He asked a conceptually oriented question, “Why does shaking your fist make the 
temperature rise?” three times, and then altered the question to “What is it about the molecules 
that make the temperature high or low?”. While the first question may have cued Avondre to 
think of the simulation explanatorily, the second question may have cued Avondre to wonder 
how the simulation was linked to the anchoring phenomenon. This suggests that there might be a 
new set of scaffolds needed that explicitly support students to shift their thinking explanatorily. 
While I do not cover the range of such scaffolds, Avondre’s case suggests that some of those 
scaffolds can target phenomenon connectional understanding.  
And finally, the magnified model was the moment it all came together for Avondre. I 
have previously explained how the magnified model filled a conceptual gap that Avondre faced. 
The codes across the other two dimensions further explain why this moment was such a critical 
moment in Avondre’s conceptual development. The epistemological framing dimension shows 
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that Avondre continued to be in an explanatory frame when this magnified model was 
introduced, which is important here as the interviewer changed webpages during this segment 
and also trained Avondre to use the second control gesture. This could have disrupted Avondre’s 
framing and further development, but the explanatory frame indicates that Avondre continued to 
draw on conceptual resources he developed before this. Second, this was the moment he 
positioned his hands enactively, which was important as he drew on embodied experiences to 
verbalize the chain reaction he saw in the simulation. This positioning tied to his explanatory 
frame meant that Avondre drew on embodied experiences and linked it to his existing 
explanatory model of the spoon at this moment. Were he to position his hands enactively but not 
be framing the simulation explanatorily, it is possible to assume that this conceptual mapping of 
ideas would not have happened. Finally, on the representational dimension, the explicit talk 
around GCU lends support to claim that he drew on his embodied experience to view the 
explanation. And VU lends support to the kinds of visuals he verbally stated. In summary, the 
combination of explanatory framing, enactive positioning, and GCU seem to indicate 
moments where rich conceptual development occurs. This combination of dimensions 
might be the end goal of a trajectory of conceptual development of ideas. It is possible that 
other cases where these dimensions coincide are moments to explore for rich conceptual 
development. Other case studies may shed more light on whether this is the case.  
Summary. Avondre was selected as the first case study to represent a trajectory of 
productive sensemaking with the simulation. The analysis in the representational dimensions 
reveals a potential trajectory of sensemaking work that was productive for Avondre. His case 
shows how gesturing with the simulation can facilitate the development of a core causal-
mechanism underlying an everyday phenomenon like thermal conduction. The analysis also 
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shows how framing the simulation from an explanatory perspective was required to help Avondre 
draw on useful conceptual resources. The analysis also revealed unique patterns across the 
dimensions that suggest moments where significant conceptual development occurred. Whether 
these patterns hold true or not will depend on the following case analysis.  
Janine: Gesture-Control Offers a Moment for Negotiating Epistemological Frames  
In the previous case study, I briefly described how Avondre shifted toward an explanatory 
frame to construct a causal-mechanistic explanation of thermal conduction from the simulation. 
The case analysis suggested that epistemologically framing the simulation is an important 
dimension that helped Avondre orient himself toward a causal-mechanistic explanation while 
using the gesture-augmented simulation.  
In the current case study, I take a closer look at the issues of epistemological framing and 
explore how it impacts a student’s sensemaking. In this case, I explore Janine’s interaction with 
the simulation. Case analysis revealed that a non-explanatory framing of the gesture-
augmentation disrupted her productive sensemaking activity, despite her explanatory framing of 
the simulation just prior to using the control-gesture. The introduction of gesture-control was 
found to shift Janine’s epistemological framing of the simulation. When the first gesture control 
was introduced, Janine shifted from an explanatory to a non-explanatory frame. When the second 
gesture control was introduced, Janine shifted back into an explanatory frame. With each shift in 
frame, there was a distinct change in how Janine made sense of the simulation and consequently 
drew on it for constructing her explanation. In what follows, I include excerpts from her 
interview and deconstruct her responses in terms of framing. As the previous case study provided 
a chronological overview of the interview, I now focus on specific issues that emerged from 
analyzing Janine’s case.  
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Student background. Janine sat upright with her body turned towards the laptop that lay 
open on the desk between the interviewer and her. The desktop was just a little too high for her, 
and when she needed to see the simulation, she leaned forward, almost lying across the desk to 
see the screen. During the interview, Janine tended to cut her sentences short and often gestured 
while speaking. While most of her gestures were deictic in nature, she gestured 
representationally in a few key moments that revealed sophistications in her explanatory 
modeling. Janine looked directly at the interviewer when listening to his instructions and turned 
toward him when she provided longer responses. When she did not follow along, she requested 
to repeat tasks in the simulation. While soft-spoken, she spoke clearly and appeared comfortable 
during the interview.  
At the time of the interview, Janine was a 13-year-old female in the eighth grade from a 
public middle school in the midwestern region of the United States. She is Hispanic, and the 
race/ethnicity composition of students at her school was 36% Black, 35% White, 11% have two 
or more races, and 10 % students are Hispanic. Approximately 59% students were identified as 
low income at her school. Janine represented the group of students who were early achievers 
with scores greater than 3 before they reached the simulation’s challenges (Figure 4.11). This 
relatively high score achieved before going through the simulation suggests that this group of 
students had constructed partial causal-mechanistic explanations of thermal conduction. 
However, working with the simulation appeared to disrupt their explanation construction for 
some time. Janine was selected to provide insight on why early achievers’ scores drop at the start 





Figure 4.11. Janine’s chart showing her explanation scores evolving by interview segment. 
 
Epistemological framing compared with explanation scores. Figure 4.12 is a timeline 
plot depicting Janine’s talk-turns that were coded for evidence of epistemological framing. The 
explanation score is plotted on the secondary vertical axis on the right side of the figure. The 
limited data points in the figure may make it appear as though little talk occurred between Janine 
and the interviewer, so I have included talk-turns above the dotted line to show that more talk 






































































Figure 4.12. A timeline plot depicting Janine’s talk-turns that were coded as explanatory or 
non-explanatory during her time spent with the simulation. Each point below the dotted line is 
one student talk-turn. The points above the dotted line represent other talk-turns unrelated to 
framing. The grey points are the interviewer’s turns while the green points are Janine’s turns. 
The secondary vertical axis reveals her score per segment of the interview.   
 
Figure 4.12 shows that a non-explanatory framing of the simulation tends to occur with a 
low explanation score, and vice-versa, an explanatory framing of the simulation tends to occur 
with a higher score. This pattern matches my expectation of how explanatorily framing the 
simulation will coincide with a higher explanation score. And yet, some exceptions are circled in 
Figure 4.12. The two circled areas in the figure (refer to C2&R and MM in the figure above) has 
a low score of 2 despite explanatory framing. To gain insight into what happened during these 
interviews, I will take a closer look at the segments where frames shifted. The moments where 
frames shifted were when Janine used the first control-gesture to make the temperature of the 
molecules change, then at the end of using the magnified model, and then again at the end of her 
time with the main model. In what follows, I examine these interactions in more detail.  
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Initial framing of the simulation.To set a precedent for Janine’s talk that constitutes 
explanatory framing, I begin by describing Janine’s framing of the simulation when she first 
viewed it. Janine’s explanation from this segment was scored highly. In fact, Janine was grouped 
with the early achievers due to her scores in this segment. This segment occurred after she 
viewed the simulation and interpreted what it represented (refer to MOL in Figure 4.12). During 
the MOL segment, the interviewer helped her visual understanding by explaining that the blocks 
in the simulation represented molecules.   
Figure 4.13 is another timeline plot that contains the excerpt from this segment. It 
includes Janine’s explanation at the end of the segment that achieved a score above 3. In 
addition, Figure 4.13 is a zoomed-in version of Figure 4.12. It takes a closer look at the 
interaction during this segment (MOL), showing Janine’s talk that was epistemologically framed 





Figure 4.13. A timeline plot depicting Janine’s explanatory framing of the simulation. The 
related transcript is attached below the timeline plot. Janine’s talk-turns are in orange boxes to 
depict her explanatory framing during this interaction.  
 
Janine’s talk was coded as explanatory in this segment because of the connections she 
made between the simulation and the spoon and the new interpretations she added about 
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molecular movement. For instance, when the interviewer asked her what she thought about the 
blocks representing molecules of the spoon, she accepted the idea and then added that each block 
represented a different event of the spoon. The right block represented the spoon outside the 
water and the left block represented the spoon immersed in hot water. This response suggests that 
she was starting to create a narrative around the simulation that could be applied to the spoon. 
Had she been thinking non-explanatorily, she would have merely agreed or restated her previous 
observations by adding that “molecules” covary with their adjacent temperature gauges rather 
than pointing to the blocks as she had done before. 
The excerpt also shows how the interviewer conveyed that heat is more molecular 
motion. By opening his statement with “scientists think that…,” he alluded to the authority of the 
scientific community to direct her attention toward molecular movement. By foregrounding the 
motion of molecules in his talk, he implicitly guided her to attend to their causal agency.  
 With the interviewer’s guidance, Janine appeared to attend to the causality of molecular 
motion by first following the interviewer talk, stating “you are making more motion” (emphasis 
added to indicate causal reasoning), and then by suggesting that molecules push other molecules 
while spontaneously gesturing a pushing motion with her left hand (Figure 4.14). The excerpt in 
Figure 4.13 shows that the interviewer did not suggest that molecules interact with other 
molecules. Yet, Janine drew on the information in the simulation and the guidance to construct 
her answer. I see this as a consequence of framing the simulation explanatorily. When 
explanatorily framed, Janine saw the simulation as representing the anchoring phenomenon, and 
so, drew on conceptual resources available in the simulation to develop her explanation. 
Conversely, a non-explanatory framing of the simulation would mean that Janine did not see the 
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simulation as relevant to her explanation, and this would have hindered her capability to use the 
simulation effectively.  
The analysis along the conceptual dimension adds to this claim. In the video, Janine 
spontaneously used a representational gesture showing how the molecules may have pushed one 
another to make the handle molecules wiggle. In Figure 4.14 below, snippets of the video are 
included that depict her gesturing. The transcript of her explanation is included below the 
screenshots.  
 
   
“Well the bowl was in the 
water so the molecules [left 





…”let’s say, pushed each 
other in some way  [left 
hand moves toward the 







“And they all started moving 
[left hand is open and 
wiggling] So that’s what 
caused the handle to be 
warmer. Maybe not as hot as 
the actual bowl, but warmer” 
 
Figure 4.14. Janine’s spontaneous gesturing and her accompanying speech. The words 
underline in her speech coincide with when she gestured. The white arrows in the 
screenshots depict how her hand moved.  
 
Figure 4.14 shows that her left hand was shaped in a fist as she began to speak, and then she 
moved her fist forward towards her right while opening her hand as though she had pushed 
molecules and transferred energy to the rest of the molecules. The gesture appears to represent a 
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domino effect that was initiated by the spoon molecules pushing the nearby molecules and 
extending to the rest of the molecules in the handle. Then her open hand wiggled to show that the 
molecules wiggled.  
 The gesture is evidence that Janine developed an imagistic explanatory model of the 
spoon that included molecules pushing other molecules to make them wiggle and thus be hot. 
The answer also shows that she associated causal agency with molecular movement, indicating 
that the core causal-mechanism was related to molecular collisions. From a conceptual level, 
Janine exhibited signs of constructing the targeted causal-mechanistic model of heat transfer to 
the spoon. However, this answer came before she used the gesture controls. The following 
segment shows how Janine’s framing of the simulation changed while using gesture-controls.  
Introducing the first control-gesture. To introduce the first control gesture, the 
interviewer asked Janine to read the simulation instructions and then tasked her with using the 
control gesture to make the temperature of the right block of molecules rise in the simulation. 
The simulation instructions include statements such as “Close your fist to become a block of 
molecules,” and “move your fist to show molecules moving” including an animation of hands 
depicting the control gesture in action. The nature of these instructions is such that they turn a 
student’s attention towards procedural aspects of the simulation to ensure that the student 
understands how to use the controls correctly. Janine’s understanding of the control-gesture is 
captured in the representational understanding dimension as gestural understanding (GU). Either 
way, to counter the effect of training, the interviewer asked the conceptually oriented question 
“Why does shaking your fist make the temperature rise?” to help reframe the simulation for 
Janine. However, the framing dimension shows that this question had a mixed impact on Janine. 
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 Figure 4.15 shows epistemological frame coding and gesture positional coding during the 
portion of simulation use when Janine was tasked with changing the temperature of each block 
of molecule by wiggling her fist. This segment corresponds with C2&R and C1 in Figure 4.12. 
The figure below shows that there were two interchanges when Janine expressed her framing 




Figure 4.15. A timeline plot depicting Janine’s interchange with after the first control gesture 
was introduced. Epistemological framing of the simulation and gesture positioning are plotted 
along parallel lines. The plot depicts that Janine initially framed the simulation explanatorily 
and from an enactive position and then later framed it non-explanatorily and with depictive 




 On comparing the two interchanges, the interviewer asked Janine the same question with 
different results. While the question “why do you think shaking your fist makes the temperature 
go up?” was the same, the difference was that Janine used her right hand to control the right 
block of molecules in the first interchange and she explained that her movement caused the 
molecules to move and the temperature to rise, and then she used her left hand to control the left 
block of molecules and explained that she could better control the gesture with her left hand.  
When looking at coding across the dimensions, her explanation scores remained steady at 
2. Codes for representational understanding did not change as well (see Figure 4.18 below to see 
that her score was 2, and she was establishing her gestural understanding in both cases). 
However, her framing and positioning codes changed across the interchanges. While she spoke 
explanatorily and appeared to position her hand enactively in the first interchange, she switched 
to speaking non-explanatorily and positioning her hand depictively in the second interchange. 
These changes in framing and positioning indicate that Janine shifted away from the explanatory 
frame towards a non-explanatory frame while also stepping away from the simulation into a 
depictive position. To understand what may have triggered this shift, I analyze these 
interpretations further below.  
On taking a closer look at Janine’s first answer, “Um, 'cause I'm making more movement, 
like those molecules, so it's making it go higher,” the response appears to be rather teleological in 
that Janine merely stated that her movement made the temperature rise. This response may 
appear non-explanatorily phrased as she did not provide a rationale connecting “more 
movement” to more temperature. Yet, by adding that she is “making” more movement and “it’s 
making” the temperature rise, Janine created a causal sequence between her gesture and the 
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simulation, thus framing the simulation somewhat explanatorily. By somewhat explanatorily, I 
mean that her answer is causal but not causal-mechanistic.  
On the other hand, Janine’s answer before using the control-gesture was causal-
mechanistic, indicating that she was capable of stating a causal-mechanistic answer in the current 
segment. But here, she merely identified the cause that is her gesture. She did not draw on the 
conceptual background developed before this segment to rationalize why the cause (wiggling 
fist) has the given effect (temperature rise). In other words, the lack of an underlying rationale 
demonstrates that Janine did not have an explanatory model constructed to respond to the 
interviewer’s question. My interpretation is that the introduction of control-gesture led her away 
from the causal-mechanistic explanatory model she had previously constructed towards a 
conceptual space where she was without an explanatory model. In other words, the transition 
from a causal-mechanistic answer before this segment to a causal answer in the current 
interchange suggests that this is a moment where Janine’s explanatory framing of the simulation 
was shifting.   
Frame codes around the second interchange show that Janine’s responses were non-
explanatorily framed because she explained that gesture control impacted temperature instead of 
drawing on the conceptual knowledge of heat-is-more-motion. Her answer suggests that she was 
drawing on a different conceptual base to make sense of the simulation. This conceptual base 
may be the way the computer interface worked. This is further evidence to reason that Janine was 
drawing on a different conceptual base during this segment. The consequences of the frame-shift 
are enacted in the following interchange with the interviewer. Instead of moving on to the next 
challenge in the interview, the interviewer reverted to questions that checked for her gestural 
understanding. For example, by asking, “why don’t you try doing it again over on the right?” the 
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interviewer guided Janine to see that her reasoning about gesture-control was incorrect. He 
helped her establish that gesture-control worked the same with both hands, which eventually 
helped her abandon this line of reasoning. However, this interaction shows that the interviewer 
had to shift his guidance away from the explanatory framing for some time to help Janine resolve 
her understanding of gesture-control.  
In sum, this interchange shows how a frame-shift toward a non-explanatory frame may 
have disrupted the productive model-building that Janine was doing, taking her away from her 
explanatory model to focus on the computer interface.   
Second control-gesture and a new opportunity for a frame-shift. The interactions 
following the challenges could have presented opportunities for Janine to shift her framing, but 
as Figure 4.12 shows, the next interchange that showed evidence of a change in frame occurred 
during the time with the magnified model of the simulation. The following interchange shows 





Figure 4.16. A timeline plot depicting Janine’s framing of the magnified model of the 
simulation. The accompanying excerpt is orange to show her explanatory framing.  
 
Janine’s response in the above excerpt was coded explanatorily because she had returned 
to describing a causal-mechanistic sequence of events linking the action of her hands to the 
yellow molecule in the simulation. Had her framing been non-explanatory, one could expect a 
hypothetical response such as “I’m using a lot of force on my hands and the device detects my 
motion and makes the yellow molecule move.” But, in Janine’s real answer, she projected the 
bumping of her hands through the bar of molecules in the simulation and that she had reframed 
the simulation explanatorily and positioned her hands enactively.  
The consequence of shifting back to an explanatory frame is that Janine was once again 
accessing conceptual resources that helped her construct a causal-mechanistic answer. However, 
my analysis of the conceptual modeling in this segment suggests that the explanatory model 
developed during this segment might not yet be linked to the explanatory model Janine described 
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before using gesture-control. While the idea of hitting molecules may overlap in meaning with 
pushing molecules, Janine’s current explanatory model was constructed without contextual 
background about the spoon. For Janine to successfully incorporate this model into her model of 
the spoon, she would need to conceptually connect this model to her model of the spoon.   
And so, the question we are left to explore is whether Janine successfully mapped her 
model to the spoon. The following excerpt from the final segment with the simulation suggests 
that Janine was indeed starting to draw on her previous conceptual resources on returning to an 
explanatory frame.  
Mapping mechanisms from the magnified to the main model. In the final segment of the 
interview, Janine saw the blocks of molecules linked with a bar of molecules between them and 
observed how raising the temperature of the left block of molecules raised the temperature of the 
right block of molecules. She also noticed that the temperature of both blocks reached an 
equilibrium temperature when she was not controlling the simulation.  
Figure 4.17 shows that Janine framed the simulation explanatorily at the end of the 
segment, but there is no evidence in prior talk that reveals her framing from before. My 
interpretation is that Janine framed the simulation explanatorily all along this segment. If there 
was a case of frame-shifting then I expect to see some verbal exchange occurring from either the 
interviewer or Janine. However, since the conversation in this segment did not show changes in 
framing, I assume that Janine framed the simulation explanatorily throughout this segment.  
The discussion prior to the interchange shown below involved Janine’s observations 
about the connected block of molecules and the temperatures reaching an equilibrium. This talk 
is not included below as it did not include evidence of framing. The interviewer’s requests for 
explanations using how and why questions typically prompted responses with evidence of 
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framing, and as this dimension is the focus of the current case study, excerpts with relevant 




Figure 4.17. A timeplot depicting Janine’s explanatory framing and answer on observing the 




In Figure 4.17, Janine’s first response was explanatorily framed because she stated a 
causal sequence linking the two blocks of molecules. In addition, this answer indicates that she 
drew on conceptual resources she had developed before using gesture control. By stating that 
molecules are “all reacting and pushing” the other molecules, Janine drew on the same linguistic 
forms she used in her initial explanation. At the conceptual level, this is evidence that Janine may 
have mapped the current explanatory model depicted in the simulation to her initial explanatory 
model. Then, her second response was also coded explanatorily because she correctly stated that 
the temperature went up as the molecules were “moving faster than it originally was as first.” 
In summary, Janine’s case depicts how epistemologically framing the simulation impacts 
a student’s sensemaking activity. Shifting towards an explanatory frame indicated that when 
Janine framed the simulation explanatorily, she drew on conceptual resources that supported 
explanatory model building. New information from the simulation became useful for her when 
she framed the simulation explanatorily. In the moments her framing was non-explanatory, 
Janine’s responses were disconnected and needed more instructor guidance to help her reframe 
her thinking. In the section, I examine Janine’s coding across the dimensions and explore 
implications for her sensemaking. 
Looking across the dimensions. Figure 4.18 shows Janine’s talk-turns coded along the 
representational understanding dimension and the framing and positioning dimension. While I 
have used considerable space to describe the impact of framing and positioning on Janine’s 
explanation construction, the representational dimension was also used to contribute to the above 
interpretations. Here I share specific issues that arise from the overlap of the representational 






C1: Challenge 1 (wiggle left fist to make left block of molecules move) 
REP: Ask “What does your fist represent?” 
C2: Challenge 2 (wiggle right fist to make right block of molecules 
move) 
C3: Challenge 3 (make right block move by controlling left block) 
MM: Magnified model 
C4: Challenge 4 (Make spoon-handle molecules move by moving the 
spoon-bowl molecules) 
 
VU: Visual understanding 
GU: Gestural understanding 
PCU: Phenomenon connectional understanding 
GCU: Gesture connectional understanding 
MRU: Meta-representational understanding 
 
Figure 4.18. A timeline of Janine’s talk-turns coded across the epistemological frames of the 
simulation, the gesture position, and representational understanding. Each dot in the timeline 
represents one student talk-turn. The interview segments are named along the horizontal axis. 
The explanation score for each segment is plotted on the secondary axis.   
 
The codes along the representational dimension depict a pattern that was observed in 
Avondre’s case. As was done in the previous case, I identified the representational elements that 
have codes with the highest proportion of talk-turns in each segment and charted them in Figure 
4.19. As the interviewer’s questions directed the nature of representational talk in the interview 
in the same way as in Avondre’s case (refer to 4.10), I have removed the transcript blocks from 
the figure and used the interview segment names with codes to show the trajectory of 
representational understanding Janine followed. One of the blocks below is shaded a different 
color and will be discussed in more depth below.  
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C1: Challenge 1 (wiggle left fist to make left block of 
molecules move) 
REP: Ask “What does your fist represent?” 
C2: Challenge 2 (wiggle right fist to make right block of 
molecules move) 
C3: Challenge 3 (make right block move by controlling 
left block) 
MM: Magnified model 
C4: Challenge 4 (Make spoon-handle molecules move by 
moving the spoon-bowl molecules) 
 
VU: Visual understanding 
GU: Gestural understanding 
PCU: Phenomenon connectional understanding 
GCU: Gesture connectional understanding 
MRU: Meta-representational understanding 
Figure 4.19. A depiction of Janine’s representational understanding based on the main question 
asked in each interview segment. The downward arrows between each block show the 
sequence in which each event occurred. The horizontal arrows linking interview question to 
the representational understanding depicts how talk in one block led to a response in the other 
block. The red block indicates talk that was not prompted by the interviewer.  
 
On examining the Figure 4.19, most of Janine’s representational talk is aligned with the 

















in the simulation (NOT), she talked about the elements she saw in the simulation like the 
thermometer and the blocks moving (VU). So, in one way, most of Janine’s representational talk 
was prompted for by the interviewer and contributed to interpretations about a trajectory of 
representational sensemaking that will be discussed in the cross-case analysis later.  
However, there is one interview segment (MOL) in which the interviewer’s prompt was 
different from the type of representational work Janine did. I explore this segment in more depth 
here, and I shall call Janine’s talk-turns in this segment the unprompted for talk-turns.  
The transcript for the MOL segment is available in Figure 4.13. In the previous section, I 
described the nature of Janine’s framing and her explanatory model. Here, I explore the nature of 
the interviewer’s prompt followed by Janine’s representational talk. The interviewer’s prompt for 
the MOL segment was to suggest that the blocks in the simulation are molecules. The expected 
response is that a student will agree and restate that the simulation depicts molecules. This kind 
of talk would have been coded as visual understanding (VU). However, Janine responded not by 
repeating the interviewer’s suggestion, but by linking the block to the spoon. In other words, she 
attended to the simulation’s representation of the spoon, which is evidence of her connectional 
understanding or PCU, and she also directed their interchange to move towards connecting the 
simulation to the anchoring phenomenon. The interviewer naturally responded to this shift and 
addressed further connections between the spoon and the simulation by adding, “if we were 
imagining that this is what the metal was made of, if these were like the molecules that made up 
the metal of the spoon, that when the spoon is hot, um, it's hot because the molecules are moving 
around more like that.” This additional information seemed to be help Janine as she followed up 
with causal-mechanistic explanation of the spoon. In terms of representational talk, the presence 
of PCU talk early in the use of the simulation seemed to help Janine move toward a causal-
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mechanistic explanation early. In fact, PCU talk here overlaps with the explanatory framing 
dimension adding evidence that addressing PCU might facilitate movement towards a causal-
mechanistic explanation.  
But note that PCU and explanatory framing were discussed in Avondre’s case as well, 
and I considered it to be an important marker of conceptual development. The presence of PCU 
here suggests that Janine mapped the anchoring phenomenon to the simulation. With this 
mapping, the explanatory subtext of the anchoring phenomenon was mapped to the simulation. 
This alignment of dimensions may have contributed to the causal-mechanistic explanation she 
developed, and so, this pattern might be worth investigating with other cases leading one to ask 
the questions: When do students begin to talk about the simulation as a representation of the 
spoon? When they start to talk about PCU with explanatory framing, do their explanation scores 
improve? and what kinds of interviewer-student interchanges direct students toward PCU? 
Moving on to the second unprompted talk-turn which shows evidence of 
metarepresentational understanding (MRU) when Janine explained that molecules push each 
other to make other molecules move. Janine’s answer was coded as having metarepresentational 
understanding because she gestured how molecules push each other in the spoon without visual 
prompts in the simulation. Janine’s ability to draw on imagistic ideas beyond the visuals in the 
spoon was coded as MRU. However, the presence of MRU has potential implications for the 
conceptual dimension. It is an indication of the presence of an imagistic mental model. In 
Janine’s case, her spontaneous gesturing was used as evidence for the presence of an imagistic 
explanatory model, however, we can see now that unprompted talk with MRU indicates that 
students may be drawing on imagistic explanatory models during their sensemaking with the 
simulation. This leads to a potential pattern for other case studies. When do students show 
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evidence of MRU without interviewer prompts? Do these MRU talk-turns reveal imagistic 
thinking at a conceptual dimension? If yes, what kinds of scaffolds prompt students to engage in 
more MRU talk? 
Finally, when looking at the positioning dimension, Janine had two instances where she 
appeared to frame her hands enactively. Both instances co-occur with explanatory framing, 
indicating that she was drawing on productive conceptual resources during these moments. And 
yet, I have described both instances in the main body of her case analysis and noted that both 
instances were moments when Janine’s frames shifted. This might underscore the role of 
gesturing in reframing learning contexts for students. It appears that by enactively 
positioning her hands in the simulation, Janine was able to draw on her embodied intuitions of 
motion, but this did not always mean that it supported her conceptual development. In the first 
instance of enactive positioning she stated, “the motion I am doing is making them really warm 
perhaps,” after which her frame shifted to a non-explanatory one. Then in the second instance, 
she stated, “I’m using a lot of force on my hands so they are both reacting and going the opposite 
ways…” during which her frame shifted to an explanatory one. Janine’s case raises questions 
about whether enactively positioning one’s hands in the simulation is always productive. There 
might be conditions under which enactive positioning is particularly productive and other 
conditions during which it is not supportive. A cross-case analysis of this issue will help provide 
further insights into this question.   
Summary. Janine was selected for a case study to help explain how some students 
achieved scores above 3 before control-gesture was introduced in the simulation and why their 
explanation scores reduced once gesture augmentation was introduced. The case analysis 
revealed that Janine’s explanatory framing of the simulation promoted conceptual development 
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toward a causal-mechanistic answer, but the first control-gesture appeared to turn her attention 
away from conceptual development leading to a drop in her explanation score, and then the 
second control-gesture redirected her attention towards the important elements in the simulation 
leading to a rise in her explanation score. Her case analysis also introduced complexities about 
when and how enactive positioning is productive, and when phenomenon connectional 
understanding (PCU) should be established. More of these issues will be discussed in the next 
case and the cross-case studies.   
Wade: The Role of Gesturing in Intuitive Thinking 
In the previous two cases, we saw how a shift towards the explanatory frame instigated 
students to move toward a causal-mechanistic account of thermal conduction. These cases 
suggest that students have productive sensemaking interactions when they frame the simulation 
explanatorily. However, in this next case, I go beyond the dynamics of framing to explore the 
influence of implicit causal attributions on a student’s articulated explanation. In the past, 
conceptual change research has shown that students’ intuitive ideas in the form of conceptual 
metaphors, image schemas (diSessa, Sherin, et al., 2016), and core intuitions (Brown, 1993; 
Cheng & Brown, 2010) influence their conceptual development. The following case study 
reveals how Wade underwent a dynamic interplay between gesture-augmentation and intuitive 
causal reasoning that impacted how he made sense of the simulation.  
Wade was found to frame the simulation explanatorily throughout his time using it. My 
analysis of his evolving explanatory model revealed that there was minimal change in how he 
articulated the mechanism of thermal conduction. In fact, the way he positioned his hand in the 
simulation impacted the kind of explanation he developed. In one instance, Wade’s enactive 
positioning that did not have a conscious representation for the gesture (or GCU) led him to 
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attribute molecular friction as the mechanism for conduction. In the second instance, enactive 
positioning that aligned with the intended gesture representation led him to attribute molecular 
bumping as the mechanism for conduction. And yet, despite having richly articulated the 
canonical causal-mechanism during the simulation, Wade did not restate this mechanism in his 
final explanation. My analysis of these events suggests that Wade’s outward sensemaking of the 
simulation did not alter his intuitive sense of the mechanism. One reason this may have happened 
is that he did not embody the second control-gesture from an enactive perspective as intended. In 
the following subsections, I break down key moments from this interview and share evidence for 
this assertion.  
Student background. Wade was 13 years old and in the eighth grade when this interview 
was conducted. He is African-American and attended a public middle school that had a 
race/ethnicity composition of 40% White, 29% Black, 17% Hispanic, and 8% of students with 
two or more races. Approximately 57% students at his school were identified as low income. 
During the interview, Wade sat upright facing the laptop screen that was situated between the 
interviewer and himself. He was soft-spoken but highly articulate when speaking to the 
interviewer. When communicating, he held the bulk of semantic content in his speech and rarely 
used representational gestures. But, he occasionally used his hands to make deictic references to 
the spoon.  
As a choice for case study, Wade was selected to shed light on how some students did not 
interact with the simulation productively. He had a partially causal-mechanistic explanation 
before using the simulation, and his score did not seem to improve by the end of the interview 
(Figure 4.20). He would have been considered an early achiever were it not for the unchanged 
final score. However, on examining his explanation codes, I found that he did not consistently 
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express codes 4, 5, and 6 from the explanation coding scheme during his interview, suggesting 
that he did not adopt the causal-mechanism depicted in the simulation. In addition, while 
developing the dimensions through grounded coding, the dimension of gesture positioning 
emerged from my analysis of Wade’s interaction with the simulation. I surmised that while he 
was similar to Janine as an early-achiever, their sensemaking may have taken different 
trajectories due to the way they positioned their hands with the simulation. As the impact of 
gesturing is not captured in the explanation chart (Figure 4.20), this warranted a closer study of 
Wade’s interview.  
 
Figure 4.20. Wade’s chart showing his explanation scores evolving by interview segment. 
 
Wade’s patterns of framing and representational understanding. Before I describe 
key moments of interaction with the simulation, I provide evidence that Wade was in an 
explanatory frame of mind during the simulation and that issues relevant to his sensemaking 
occur in the conceptual dimension. Figure 4.21 represents Wade’s talk-turns in terms of how he 
framed the simulation and how he positioned his hands. Figure 4.21 is a simplified timeline plot 
of the overall dimensional coding available at the end of this case study. This figure is limited to 


































































evidence of these frames. The epistemological frame is divided into its two codes: explanatory 
and non-explanatory, while the positioning frame is separated into its two codes: depictive and 
enactive. Data points above the dotted line represent other talk that occurred but that did not 





C1: Challenge 1 (wiggle left fist to make left block of molecules move) 
REP: Ask “What does your fist represent?” 
C2: Challenge 2 (wiggle right fist to make right block of molecules move) 
C3: Challenge 3 (make right block move by controlling left block) 
MM: Magnified model 
C4: Challenge 4 (Make spoon-handle molecules move by moving the spoon-bowl molecules) 
 
Figure 4.21. A timeline depicting Wade’s talk in terms of framing. Each data point represents 
one talk turn by Wade. The blue line on the secondary axis represents his explanation score 
given for each segment in the interview. The data points above the dotted line represent the 
other talk that occurred but were not coded under the framing dimensions. The red dots 




Figure 4.21 shows that out of all talk-turns during which Wade expressed his 
epistemological framing of the simulation, all of them were coded explanatorily. This means that 
he attempted to make sense of the simulation by drawing on prior knowledge and experiences 
that helped him rationalize the events occurring in the simulation. For instance, if we look at the 
first datapoint in the segment C3 (circled in grey in Figure 4.21), when asked to predict why one 
disconnected block of molecules would not impact the other disconnected block of molecules, 
Wade rationalized that “there's nothing to conduct the heat between the two objects and the 
friction, and heat doesn't carry along.” By introducing prior knowledge to rationalize the events 
occurring in the simulation, Wade exhibited his explanatory framing of the simulation. Thus, 
unlike the previous two cases where changes in epistemological framing provided insight into 
student sensemaking, the unwavering state of this frame suggests that Wade was in a productive 
frame for working on his conceptual model of thermal conduction. 
 In terms of gesture positioning, the segments in which Wade’s enactive positioning codes 
occur coincide with a rise in explanation score (Figure 4.21). There are two segments within 
which Wade talked of his hands enactively. The first segment (see C1&R in Figure 4.21) is when 
the first control gesture was introduced to Wade, and the second segment is when Wade worked 
with the magnified model (see MM in Figure 4.21). The presence of enactive positioning codes 
in student talk indicates that these were moments when Wade may have drawn on his embodied 
intuitions while developing his explanatory models. Previous case studies have shown that these 
were moments where rich conceptual development occurred. Thus, the two moments circled in 
green are prime areas for a more in-depth investigation about Wade’s conceptual dimension.  
At the same time, there is a peculiar pattern in both instances of enactive coding. 
Depictive codes very closely follow the enactive codes, suggesting that Wade must have 
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positioned his gestures enactively for a brief moment before switching to a depictive positioning 
(see codes circled in green in Figure 4.21). This raises questions about the nature of the enactive 
positioning and whether the length of enactive talk indicates the strength of conceptual 
association to gesture representation. Given these patterns in Wade’s explanation scores and 
positioning, I zoom in on these two moments to explore his conceptual development in depth. 
And yet, to interpret these moments, Wade’s initial and final explanations are required as 
comparisons to interpret how gesturing contributed to his evolving explanation of thermal 
conduction. In sum, I will unpack his talk from four moments in the interview: his pre-simulation 
explanation, the two moments when he enactively positioned his hands, and the post-simulation 
explanation.  
Pre-simulation explanation. I start by exploring Wade’s explanation prior to using the 
simulation. The answer below was stated around the time Wade felt the handle of the spoon 
getting hot when it was immersed in hot water. 
Wade: Um, I think the heat like bounces off of particles that are in the 
spoon causing them to like, get hot, I guess…but it doesn't do 
that all the way through, like there's not a heat source all the 
way through, I guess. 
Interviewer: So, you talked about the heat and it sounded like - you talked  
about particles or something? What do you mean by that? 
Wade: Like, molecules, and how I think if they vibrate quickly, they 
cause heat. So, I think the heat outside causes the molecules 
inside the spoon to vibrate quickly with the hot water. 
 
After feeling the spoon handle become warm when the bowl was immersed in 
the hot water. 
 
Interviewer: Does it feel warm? [Wade nods.] Okay so it did get warm. 
Okay. Why do you think that is? 
Wade: I guess sort of what I said earlier but they didn't stop. The 
molecules down here are bouncing a lot and they are still 




The above answer is complex and involves a mechanism of heat moving from the water to the 
spoon and then the bowl to the handle. To unpack this answer, I have deconstructed it along 
conscious and implicit conceptual levels using the interpretive conceptual modeling framework 




Figure 4.22. An interpretive diagram of Wade’s conceptual model from feeling the handle of 
the spoon getting warm. The diagram shows that Wade’s conscious explanatory model 
involved heat particles in water bouncing off the spoon particles and transferring heat to them, 
but there is no mechanism stated for how heat transfers through the spoon’s molecules. The 
diagram shows the mechanism of heat transfer at the implicit level in which one molecule 
transfers its heat onto the other molecule. In terms of causal attributes, heat particles are the 
initiating agent, the affected responder seems to be the heat that goes into a molecule. But the 
spoon molecules are merely initiated to move due to getting heat. They do not impart agency 
to other molecules.   
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Figure 4.22 is divided into three main compartments. At the top, I have briefly stated the main 
idea of the interchange between Wade and the interviewer. The middle section depicts a 
breakdown of Wade’s explanation in terms of his conscious model. I have further divided it into 
verbal-symbolic knowledge and imagistic thinking. Much of Wade’s articulated explanation can 
be interpreted to depict the presence of a conscious imagistic model of heat transferring to the 
spoon. By saying the heat “bounces off the particles in the spoon,” Wade conveyed an image of 
heat in the water bouncing off the spoon’s particles, causing them to vibrate. When the spoon 
particles are vibrating, their movement causes the spoon to warm up. When heat bounces into the 
spoon’s molecules to make them vibrate, it also transfers heat to the molecules. The third 
compartment of Figure 4.22 depicts how his explanation might involve implicit models and 
intuitions. At Wade’s intuition of heat-as-a-substance appears to be active as evidenced by the 
outward talk about “heat particles.” This suggests that Wade has a strong intuition that heat is a 
substance that can be passed along from one molecule to the other. The core mechanism of heat 
transfer appears to be that heat bounces off molecules and transfers heat to them. This constitutes 
his conception of heat transfer from the water to the spoon.  
On examining Wade’s answer about thermal conduction through the spoon’s molecules, 
his answer seems less articulate. On a conscious level, he described the spoon’s molecules as 
moving and bouncing around closer to the spoon-bowl (or the heat-source), the strength of which 
reduces the farther away molecules are from the source of heat. However, there is no conscious 
articulation of the mechanism causing the molecules in the handle to move. At the intuitive level, 
Wade’s answer might be interpreted from an embodied perspective in which he may be drawing 
on the experience of feeling less heat the farther away one is positioned from a heat source. 
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However, this suggests that Wade has no intuitive mechanism that might describe how heat 
transfers to the rest of the molecules in the spoon.   
Now that we have this explanation and its breakdown across multiple conceptual levels, 
we can now explore how the simulation introduced new ideas to Wade. The next two segments in 
the interview reveal changes in Wade’s model while also showing how long he enactively 
positioned his hands in the simulation.  
Challenge 1: The first moment of enactive positioning. Challenge 1 (C1&R in Figure 
4.21) occurred after Wade learned to use the first control-gesture of wiggling his left fist to make 
the temperature of the left block of molecules to rise. The following excerpt starts with the 
interviewer checking for Wade’s gestural understanding (GU), asking a conceptually-oriented 
question, and followed by a check for gesture connectional understanding (GCU). This is the 
same sequence of questions used with Avondre and with Janine. Wade’s responses to the 
interviewer’s questions reveal his enactive and explanatory framing of the simulation but also 
show a lack of GCU.  
Interviewer: So, what are you doing to, to make it warm up?  
Wade: Um, shaking. 
Interviewer: Shaking. Okay. Why do you think that's making them warm up? 
Wade: Uh, the friction between one another of them just like naturally 
makes heat. So, the more, like molecules and friction you have, the 
more heat there is. 
Interviewer: So, what do you think your hand represents? Your fist? 
Wade: I don't really know  
Interviewer: Okay. It's supposed to represent the molecules. So, when you're 
going like that fast, it sort of represents the molecules shaking fast 
[Wade starts using the first control-gesture] and you know, when 
you're going slowly then it represents the molecules not shaking 
very much.  
Wade: [uses the first control gesture to make molecules shake while the 




Wade’s talk-turns were coded as explanatory as he drew on prior knowledge about friction to 
make sense of the simulation, which suggests that he was accessing conceptual resources that 
would help him build an explanation. In addition, Wade’s first talk-turn in the above excerpt is a 
single word “Shaking”, which does not convey much about how he positioned his hands. 
However, when accounting for the interviewer’s question “What are you doing to make it warm 
up,” one may interpret that Wade’s complete response might have been “I am …shaking,” which 
is phrased enactively. While this interpretation of positioning may seem like a stretch, it can 
explain why Wade involved the notion of friction between the molecules while justifying the 
relationship between temperature and molecules. However, before I delve into its conceptual 
implications, I will add that the subsequent talk-turn about friction was coded to have depictive 
positioning because he talked about friction between the molecules as though he was observing 
them happening. In other words, these talk-turns are the moment when Wade was coded as 
having a small moment of enactive positioning followed by depictive positioning.  
Returning to the brief moment of enactive positioning tied with explanatory framing. I 
find that this moment might be a significant moment of productive sensemaking as enactive 
positioning may have enabled Wade to draw on overlapping sets of conceptual resources to 
suggest molecular friction. Explanatory framing suggests that he drew on conceptual resources 
that would help him explain why temperature and gesturing were linked. In this case, Wade had 
started to construct an explanation before seeing the simulation, and so, under an explanatory 
frame, he may have accessed his pre-simulation ideas that involve an implicit notion that heat is 
a substance (see Figure 4.22). However, enactive positioning suggests that he also drew on his 
embodied intuitions of temperature and movement. Wade could have drawn on the everyday 
physical experience of rubbing one’s hands together to generate heat while gesturing, but as this 
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idea complements the heat-is-a-substance conception, it may have bolstered his implicit 
conceptualization of heat.  
Another piece of evidence that complements this interpretation of events is the coding 
along the representations dimension which shows that Wade did not connect the gesture’s 
representation (or GCU) until the interviewer asked him about it. An inaccurate GCU tied with 
explanatorily framing and enactively positioning the hands suggest that the form of gesture-
control did not trigger a conscious representational connection in Wade, making space for him to 
draw on ideas that have no parallel imagistic representation in the simulation (like heat and 
friction). It seems that while Wade did not conceptually model his hand as a molecule, he 
subconsciously drew on the movement that primed the notion of friction because it is a concept 
with no visual depiction in the simulation.  
 Drawing on these interpretations for Wade’s evolving explanatory model, I have 
unpacked these ideas in the following Figure 4.23. In the diagram, I show that the interchange 
did not seem to impact Wade’s conscious explanatory model constructed before viewing the 
simulation, partly due to the context changing from the physical spoon to the simulation, and 
partly because these ideas complement Wade’s prior explanatory model. Yet, he appears to have 
developed an imagistic model of molecules interacting with one another. In addition, there 
appears to be some shift in his implicit understanding of molecular motion. Rather than talking 
of heat making molecules move, Wade ascribed causal agency to the molecules and flipped 
causal attributions from heat to the molecules. While he previously talked of heat from the water 
causing molecules to move. Here, he talked about molecular motion causing heat to form. In 
Figure 4,23, a molecule that has heat is the initiating agent that rubs against the molecule next to 
making it move. The initiated agent starts to move to generate heat. In other words, the 
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simulation refocused Wade’s causal attribution away from heat and towards the spoon’s 
molecules, and while friction is a non-canonical mechanism, Wade’s overall explanation has 
evolved to include a mechanism of transfer. 
 
 
Figure 4.23. An interpretive diagram depicting Wade’s conceptual modeling after using the 
first control-gesture. The uppermost compartment is a brief description of the overt talk. The 
middle compartment shows Wade’s conscious imagistic model, that I have drawn in a similar 
manner as the external representation of the simulation. The large X is used to depict that he 
did not map the gesture representation to his imagistic model, but he mapped the motion of his 
hand to the intuitive model of heat. Causal agency is now associated with the spoon molecules 
which start to move then initiated by friction between them. The implicit notion of heat as a 
substance in the molecules is depicted with the red color. When molecules move, it appears 




Magnified model: Solidifying the causal agency of molecules. The following segment 
around the magnified model is brief and the dimensional coding for this segment reveals that 
Wade had explanatorily framed the interaction while briefly positioning his hands enactively and 
then depictively. Having established the gestural representation of his hands in the previous 
segment, I assume that Wade understood his hands represented molecules in this segment. In 
addition, the simulation’s instructions for the second control gesture restate gesture connectional 
understanding (GCU) and there is no counterevidence in the remaining part of the interview to 
suggest that Wade may have an alternate representation of the control gesture. Thus, I assume 
that his GCU was accurate when he encountered the magnified model.  
Yet, on watching the video recording of this interview, it is also important to state that 
Wade did not have a smooth experience using the second control-gesture. He happened to sit at 
an angle to the device detecting his hands and so technical glitches occurred many times as he 
bumped his fists together. But this does not mean that he did not understand what his gesture 
represented or how he was supposed to control it. Instead, the issue here might be that he did not 
get to use the second control-gesture for long. 
 There were about 6 seconds when Wade’s bumping led to molecules moving in the 
simulation before the device stopped detecting his hands again, and instructions reappeared on 
the screen. His total time attempting to use the gesture is 1 minute and 11 seconds. For reference, 
Avondre used the gesture accurately for 55 seconds out of a 1 minute and 10 second-long 
interaction, while Janine used the gesture for 36 seconds out of a 1 minute and 50-second long 
interaction. Just when the instructions reappeared on the screen, the interview moved their 




Interviewer: Are you able to get the gold molecule to wiggle? 
Wade: Yes 
Interviewer: Okay. Okay. How did that happen? 
Wade: If you bump this one [uses right hand to point to the green molecule on 
the screen], it bumps those and it's sort of like a ripple effect, if I bump 
- if this one collides into one, it bumps the ones around it which bump 
the ones around those and it just, like if this one bumped, it bumps 
these four then these two bump these three then these three then these 
three and it just keeps going until it can't. 
 
Wade responded to the magnified model by developing a detailed causal-mechanistic description 
of how molecules bump into each other. By stating, “If you bump this one…” he opened his 
response by briefly positioning his hand enactively and talking about his bumping initiating the 
ripple effect. This suggests that gesturing with the simulation helped him attribute causal agency 
to the green molecule in the simulation. However, the rest of his talk was marked as depictive 
because he described molecules interacting with another, as if he were watching it happen rather 
than experiencing the interaction of the molecules. This might have been because technical 
problems with gesture-control prevented him from bumping his fists any longer. But it raises the 
question about whether he embodied the bumping of his fists enough to experience the active 
and interactive forces the way Avondre did. Note that the word “bumping” was stated a few 
times verbally before the interchange above occurred. The interviewer told Wade to bump his 
fists when he introduced the magnified model, and then the simulation instructions also told 
Wade to bump his fists, suggesting that Wade could have been conscious of the word while using 
the simulation. And yet, while he talked about molecules bumping into one another, he did not 
bump his fists very successfully to observe the impact of his gestures on the simulation. This was 
the reason my notes from before the case study mentioned that he spoke of the simulation 
depictively. It may be that he briefly embodied molecular movement through his hands, but the 
short time frame of his use might suggest that he did get time to reflect on the active and reactive 
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impact that bumping had on both his fists. Further recall that Janine pointed out that her fists 
moved the opposite ways when they were bumped. It is possible that Wade internalized bumping 
to show how molecular movement transferred forward, but he did not reflect on the backward 
impact that a bumped molecule will cause on the molecule that is doing the bumping.  
In addition, Wade introduced a new term to describe the motion of molecular movement 
spreading through the bar of molecules in the simulation. Wade introduced the term “ripple 
effect” to describe how the movement of one molecule impacted the other molecules. The impact 
that this may have had on his conceptual development is that the causal-mechanism may have 
been converted into a verbal-symbolic representation called the “ripple effect” (Figure 4.24). 
Meanwhile, at an intuitive level, the causal agency of the molecules was reinforced in this 
interaction as Wade articulated how his bumping made the green molecule bump into other 





Figure 4.24. An interpretive diagram depicting Wade’s conceptual model while using the 
magnified model of the simulation. The middle compartment shows Wade’s conscious verbal-
symbolic and imagistic mental model. “Ripple effect” appeared to become Wade’s terminology 
for representing molecular bumping through the simulation. Meanwhile, the causal attributions 




 In sum, Wade framed the magnified model explanatorily, he positioned his hands 
enactively, and his GCU was accurate when he used the magnified model of the simulation. The 
interaction appeared to facilitate Wade’s causal-mechanistic sensemaking in two ways. Gesturing 
helped him attribute causality to the green molecule in the model, and then the visual dynamics 
of the model helped him articulate a “ripple effect” of molecular bumping along the bar of 
molecules.  
Wade’s continued explanatory framing across the simulation makes one wonder why 
concepts around heat did not emerge during the magnified model. This might be because the 
magnified model does not make any reference to heat, and the interviewer did not ask about heat 
during this segment of the interview. Thus, Wade did not have a chance to establish connections 
with heat in this segment. However, this also means that Wade would be establishing these 
connections in the final segment, and below we see how this altered his explanatory model.  
Final explanations: Converging explanatory models. With the causal-mechanism firmly 
constructed in the previous segment, Wade merely needed to map his ideas to the spoon. In the 
final challenge, the interviewer displayed the spoon above the simulation and reenacted heating 
the spoon-bowl by heating the corresponding block of molecules below it, which helped Wade 
map the simulation to the spoon. Coding for phenomenon connectional understanding (PCU) 
along the representations dimension showed that Wade established a link between the simulation 
and the spoon and talked of the handle as the bar of molecules in the simulation. PCU means that 
connectional understanding facilitated Wade’s explanatory modeling, and he could draw on his 
model developed in the previous segment. The following excerpt shows that Wade made the 




Interviewer: Yeah. So, if I warm up this one [raises the temperature of the left 
block of molecules in the simulation], making it nice and warm and 
you can see that the, the end of the spoon is getting warmer and 
warmer. So how does that happen again? You were talking about… 
Wade: Like, I said the ripple effect. If that single one starts moving, it 
moves those two which moves these four then those five then those 
six, wait seven, and it just keeps going and going all the way to the 
end. 
 
Wade’s answer included many foundational elements of the canonical causal-mechanistic 
explanation of heat transfer. The spoon is composed of wiggling molecules, hotter molecules 
wiggle faster, and the hotter molecules make the neighboring molecules move. However, Wade 
excluded that molecules bump into each other from his answer, thereby skipping the interaction 
between molecules.  In Wade’s previous explanation, the causal-mechanism was represented 
linguistically through the phrase “ripple effect.” It appears that Wade foregrounded this verbal-
symbolic representation over an imagistic representation when he constructed his explanation in 
this segment. The little time spent using the second control gesture productively with the 
magnified model may also be showing its impact here. Perhaps gesturing did not contribute a 
significant conceptual idea to Wade when he used the magnified model and thus, it did not tip the 
balance in favor of the mechanism of bumping in his explanatory model compared to his 
intuitive idea of heat transferring by moving through the molecules. Epistemological framing 
codes shows that Wade framed the main model explanatorily, which means that he accessed 
conceptual models he developed prior to the magnified model. These models involve the 
intuitive notion that heat-is-a-substance (see Figures 4.20 and 4.23). Wade’s subsequent 





Interviewer: I'm going to minimize this and so I wanted to ask you once again if 
you could explain, sort of go back to the original question, why is it 
when you put the, uh the bowl of the spoon in the hot water, why 
does the end of it get warm? 
Wade: Molecules in the bowl, they start shaking and then that shaking 
makes other molecules all the way through the spoon shake. And it 
just, like crawls up to the spoon and so it reaches the end, making it 
hot  
  
When you compare the above explanation to his pre-simulation explanation which is, “The 
molecules down here are bouncing a lot and they are still bouncing all the way through the spoon 
but not as much,” the main idea is the same. In both explanations, molecules are shaking in the 
bowl of the spoon, and then the rest of the molecules begin to shake. However, Wade clearly 
attributed causal agency to the molecules in the spoon-bowl in his post explanation while he 
attributed causal agency to heat in his pre explanation.  
Wade’s final explanation excluded the ripple effect and focused on the molecules shaking 
and that they cause other molecules to shake. While articulating this explanation, Wade used 
deictic gestures to point from the bowl to the handle as he stated, “and it just crawls up to the 
spoon.” His use of the pronoun “it” is ambiguous. Perhaps Wade was referring to “it” as 
molecular shaking crawling up the spoon. However, on an intuitive level, the notion that heat-is-
a-substance that can go from molecule to molecule as they shake, complements Wade’s stated 
response. Thus, in my final interpretation of Wade’s evolving conceptual model, I have depicted 
his implicit model of the spoon, showing that heat is a substance that emerges from molecular 
shaking. Heat crawls up the spoon as each molecule makes their adjacent molecules shake and 





Figure 4.25. An interpretive diagram depicting Wade’s conceptual model of heat transfer 
through the spoon after using the simulation. In the middle compartment, it appears that he 
converted the mechanism of molecular collisions into a verbal-symbolic term called “ripple 
effect.” Meanwhile, his intuition about heat as a substance moving from molecule to molecule 
is and continued to influence his conscious explanatory model of the spoon.  
 
  In summary, Wade’s final explanation of thermal conduction involved his intuitive ideas 
of heat as well as knowledge gained from interacting with the simulation. While his pre and post 
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explanations have more similarities than differences, he shifted his stance on the causal agent 
initiating heat transfer from heat particles in the water to the spoon’s molecules. He also became 
more articulate about the causality of molecules, and a molecule’s causal role in transferring heat 
to other molecules in the bar of the spoon. However, he neither specified that molecules bump 
nor restated the chain reaction of molecular bumping occurring through the spoon, thereby 
excluding the mechanism in his stated explanation and losing points in his final explanation 
score.  
Patterns of sensemaking from cross dimensional analysis. Analyzing Wade’s 
interaction with the simulation revealed that his process of sensemaking involved a complex 
interplay between conscious models of thermal conduction and intuitive notions about heat. 
While the main body of the case study was used to explore his conceptual dimension, Figure 
4.26 shows Wade’s talk-turns coded across all three dimensions during his time working with the 
simulation. The explanation score is plotted along the secondary axis to depict Wade’s 
conceptual development. Like the previous cases, I looked across the dimension coding to 








C1: Challenge 1 (wiggle left fist to make left block of molecules move) 
REP: Ask “What does your fist represent?” 
C2: Challenge 2 (wiggle right fist to make right block of molecules 
move) 
C3: Challenge 3 (make right block move by controlling left block) 
MM: Magnified model 
C4: Challenge 4 (Make spoon-handle molecules move by moving the 
spoon-bowl molecules) 
 
VU: Visual understanding 
GU: Gestural understanding 
PCU: Phenomenon connectional understanding 
GCU: Gesture connectional understanding 
MRU: Meta-representational understanding 
 
Figure 4.26. A timeline of Wade’s talk-turns coded across the epistemological frames of the 
simulation, the gesture positions, and representational understanding. Each dot in the timeline 
represents one student talk-turn. The interview segments are named along the horizontal axis. 
The explanation score for each segment is plotted on the secondary axis.   
 
 First, on examining the representations dimensions and comparing which codes have the 
highest proportion of talk-turns in each segment, Wade’s trajectory of talk reveals patterns that 
seem to match the previous cases, but his talk appears to be more scattered across the types of 
representational understanding compared with the previous two cases. For instance, Wade 
established his visual understanding, then his gestural understanding, and then gestural 
connectional understanding in sequence of the interviewer’s prompts. However, when the third 
challenge was introduced which involves the interviewer asking Wade to make the right block of 
molecules move by controlling the left block of molecules when the blocks are disconnected 
while asking for a way to change the simulation to enable the challenge, Wade used more talk-
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turns to establish his gestural understanding compared to metarepresentational understanding. In 
a similar manner, Wade’s talk was coded as involving visual and gestural understanding in the 
next two interview segments while lacking any gestural connectional understanding during the 
magnified model, and having a few instances of phenomenon connectional understanding when 
they returned to the main model. To summarize, the return to gestural understanding towards the 
second half of simulation-use is atypical when considering the prompts that were used in the 
interview protocol. Figure 4.27 shows Wade’s trajectory of representational talk using and the 
main prompts used by the interviewer just below them. 
Based on the questions shown in Figure 4.27, the interviewer’s questions prompted Wade 
to discuss his metarepresentational understanding in C3, his visual understanding and gesture 
connectional understanding in MM, and his visual and phenomena connectional understanding in 
C4. During these three segments, Wade was not prompted to discuss his gestural understanding, 
that is, how his gestures controlled the simulation. And yet, there are five talk-turns coded for 
gestural understanding during the C3 segment and then two talk-turns each in the following two 
segments. This suggests that Wade was still talking about how the control-gesture functioned in 
the simulation until the end of the interview. To understand what Wade said during these 
moments, the excerpt below shows the interchange between the interviewer and Wade during C3. 
This was the time Wade talked about his gestural understanding the most when he was expected 
to suggest new representations in the simulation. The following excerpt provides some insights 
into what Wade was discussing instead of MRU. 
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Trajectory of interview protocol by 
segment 





C1: Challenge 1 (wiggle left fist to make left block 
of molecules move) 
REP: Ask “What does your fist represent?” 
C2: Challenge 2 (wiggle right fist to make right 
block of molecules move) 
C3: Challenge 3 (make right block move by 
controlling left block) 
MM: Magnified model 
C4: Challenge 4 (Make spoon-handle molecules 
move by moving the spoon-bowl molecules) 
 
 
VU: Visual understanding 
GU: Gestural understanding 
PCU: Phenomenon connectional understanding 
GCU: Gesture connectional understanding 
MRU: Meta-representational understanding 
Figure 4.27. A depiction of Wade’s representational understanding based on main question 
asked in each interview segment. The downward arrows between each block show the 
sequence in which each event occurred. The horizontal arrows linking interview question to 
the representational understanding depicts how talk in one block led to a response in the 

















Interviewer: Do you think that if you control this block of molecules to warm it 
up, do you think you'd be able to get this block of molecules to be 
warmer? 
Wade: If they were touching, yes. But if they’re not touching, I don't think 
so 
Interviewer: Ok. Why - why don't you try it? They're not touching, yeah, 
but ....maybe... there you go. Ok. Oops. They're not green so that 
means...sometimes it loses focus. Yeah, there you go. Ok, then make 
the fist. Ooh. 
Wade: Should I try my right hand again? 
Interviewer: Put it over on the left, yeah. That's good. For some reason, now it 
thinks you're controlling your right. Well, try controlling the right. 
See if you can make the temperature on the left change.  
Wade: I think I need to make this one...[places left hand over the Leap and 
moves it around until his hand is detected] 
Interviewer: Oh, yeah, make it uh, the temperature down. Ok. Ok. Yeah, now 
control the one on the right, see if you can make the one on the left 
get hotter. 
Wade: I don't think it's getting hotter. 
Interviewer: It's not? Ok. Which I think is what you predicted - actually you were 
controlling the left-hand one. (Wade: Oh, ok.) But that's kind of 
what you predicted. Why, why do you think that, you know, if 
there’s nothing in the middle there, why do you think you're not able 
to - 
Wade: Well, there's nothing to conduct the heat between the two objects 
and the friction, and heat doesn't carry along. 
  
The above excerpt shows that the interviewer was correcting Wade’s use of the control-gesture to 
help him use it accurately. This means that Wade experienced some technical difficulties while 
trying to use the control-gesture and spent more time attempting to use the control-gesture 
accurately rather than discussing the simulation’s representations. Yet, the few talk-turns he used 
to discuss the simulation were explanatorily framed. This excerpt suggests that the presence of 
GU in the latter half of the interview means that Wade was still working through gestural 
understanding as he was getting interrupted by technical errors with the simulation.  
In Wade’s case, technical issues with gesture control may have impacted his conceptual 
development. I have previously pointed out that Wade struggled to use the second control-
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gesture with the magnified model, and this may have impacted how he drew on the gesture for 
his explanatory model. Now, the presence of gestural understanding over the latter half of the 
interview appears to be indicative of these gestural issues. In sum, the examination of Wade’s 
representations coding shows gestural understanding in the latter half of the simulation 
might mean that a student is undergoing issues with their gesture-control, leading to 
potential problems connecting the gesture to the simulation (or GCU) and positioning their 
hands enactively. This is an aspect of the representations trajectory that needs to be 
explored further when coding other student interviews.  
Next, Wade’s case brought out issues that were primarily conceptual and so it brings one 
to question: what scaffolds could have encouraged Wade to reflect on the representational 
gesture? One potential answer is not conceptual at all. Instead, it is a technical one. Wade was 
sitting at an angle to the Leap device and placed his hands at an angle to the Leap rather than 
directly above it. He also started out by placing his hands too close to the device while the 
simulation was created to read hands that are between 4 to 6 inches above the device. While the 
simulation includes an instruction that tells Wade how to shape his hand, it did not tell Wade how 
he can correct it. The interviewer stepped in to correct his gesture, and even then, he did not 
correct for the angle Wade was sitting in. This suggests that the simulation might need more 
adaptive supports that correct students when their hands are angled incorrectly over the device. 
Thus, future designs of the simulation could account for technical issues of positioning one’s 
hands accurately over the device by including adaptive instructions that help students correct 
their positioning with the simulation. 
The second potential scaffold is conceptually oriented and directed towards more explicit 
reflection about gesture connectional understanding. Wade’s case showed that when he used the 
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control-gesture without conscious GCU, he drew on his intuitive thinking rather than the 
simulation to construct his explanation. After the interviewer explicitly prompted for GCU, Wade 
started to use the simulation to construct a mechanistic response more than he used his intuitive 
ideas. This suggests that explicit instruction about GCU helped him map his sensemaking onto 
the simulation rather than his intuitive thinking. We currently do not know what kinds of 
questions will support students to balance their sensemaking of the simulation with their intuitive 
thinking. Further exploration across the cases might suggest ways for prompting explicit 
reflection of the control gestures. Thus, I look to the cross-case analysis to see how this issue 
may be addressed.  
Summary. In the opening of this case, I claimed that Wade always framed the simulation 
explanatorily and his sensemaking was mainly an issue of the conceptual dimension. The case 
analysis conducted has shown how gesturing impacted his explanatory modeling by helping him 
draw on his embodied intuitions. But the analysis also showed how issues with gestural 
understanding and gesture connectional understanding impacted the overall strength of 
conceptual associations Wade made. These issues point to new scaffolds that can be designed 
into the simulation. The development of these scaffolds can be done in more depth through the 
following cross-case analysis.  
Cross Case Analysis 
With some ideas established in each case analysis, I now look across the cases to look for 
patterns to understand more about the phenomenon of sensemaking with a gesture-augmented 
simulation. In each case study, a cognitive, epistemological, and representational dimension was 
used to describe how each student made sense of the simulation to move toward a causal-
mechanistic explanation of thermal conduction. Below, I explore patterns emerging within each 
136 
 
dimension from the looking across the three cases. This exercise will allow me to explicate the 
ways that each dimension contributed to sensemaking.  
The Representational Understanding Dimension  
The representational understanding dimension refers to discourse in which students 
expressed their knowledge about how visual and gestural representations in the gesture-
augmented simulation depict the concept of thermal conduction. Drawing on types of 
representational competencies that students utilize with science-based simulations (Rau, 2017), 
this dimension captured the types of representational understanding that students articulated 
while working with the simulation. There were three main types of representational 
understanding expressed in the case studies. The first type was content understanding in which 
students connected a visual or gestural representation to the content. When it was visual, e.g., the 
wiggling circle in the simulation is a molecule, then it was called visual understanding (VU), and 
when it was gestural, e.g., my fist makes the molecules shake, then it was called gestural 
understanding (GU).  Then the second type was called connectional understanding in which 
students connected the simulation to the spoon (phenomenon connectional understanding or 
PCU), or they connected their gesture to the simulation (gesture connectional understanding or 
GCU). The third type was called metarepresentational understanding (MRU) captured talk in 
which students suggested new representations or critiqued existing representations in the 
simulation. This was primarily used to mark when students predicted that the blocks of 
molecules in the simulation needed to be bridged with more molecules. By coding each student’s 
talk-turns for the presence of these representational types, I looked to see when, and in what 
sequence, did each case study express their understanding. I further explored how that type of 
representational understanding contributed to the student’s conceptual model development.  
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Now, on looking at this dimension across the three cases, it appears that each student 
underwent a standard progression of representational understanding through the simulation. In 
each study, I have shown that the sequence occurs due to the interviewer’s questions, but despite 
the standard sequence, students sometimes provided different answers than they were prompted 
for which diverted the interchange to different aspects of the simulation and altered the sequence 
set by the interviewer. I illustrate these similarities and differences here.  
From Avondre’s case, I noticed the presence of a progression of representational 
understanding that appeared to help him move toward a causal-mechanistic explanation. He 
followed the interviewer’s questions until he was asked to predict how he could make the right 
block of molecules move by controlling the left block. He then started connecting the simulation 
to the spoon and turned the conversation toward understanding the simulation’s connection to the 
spoon (PCU), leading the interviewer to alter his question routine. Similarly, Janine discussed the 
simulation’s connections to the spoon before gesture-control was used, but this seemed to help 
her with her explanation construction. In contrast, Wade’s case study showed that when gesture 
understanding occurred after other representations were established, it indicated that he was 
dealing with some technical issues with gesture-control.  
These ideas suggest that each student followed a standard progression of representational 
understanding, and then each student deviated away from the progression set by the interviewer 
to support their personal sensemaking. These diversions from the sequence set by the interviewer 
can be mapped in a figure to examine how we can adapt scaffolding to guide students’ use of the 
simulation better.  
As a complete picture of the interviewer’s scaffolds followed by the student’s response 
from each case will be too large to fit into this thesis, instead, in Table 4.1 below, I extracted the 
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sequence of representational understanding that was prompted for by the interviewer, and I used 
the trajectories of representational understanding described in each case (Figures 4.10, 4.19, and 
4.27) to construct the figure below. The direction from left to right represents a progression that a 
student was expected to take based on each prompt in the interview protocol. Each case study is 
a row, and the check mark (✓) shows that the student’s response matched the prompt. When the 
student did not respond as prompted, the type of representational understanding they talked about 
is included below. For example, during the noticing segment, the interviewer prompted students 
to describe the simulation. The expected representational understanding to be expressed is visual 
understanding. Yet, Janine responded differently by connecting the simulation to the spoon 
(PCU) and then suggesting that molecules pushed one another (MRU) after the interviewer 
followed up on her PCU. Thus, table 4.1 shows when each case deviated from the intended 
representational trajectory to support their personal sensemaking of the simulation.  
Let us look at each case by itself. Avondre’s explanation steadily became causal-
mechanistic over the course of his time with the simulation. But while using the simulation, his 
explanation construction was facilitated by connections he made to the spoon (PCU) before he 
used the magnified model. Similarly, Janine made connections to the spoon before she fully 
understood the visual representations of the simulation. She was even able to predict that 
molecules could push one another just from using the visual representations in the simulation, 
showcasing her metarepresentational understanding. Janine developed a partially causal-
mechanistic response before she used the control-gestures. Because both cases were students 
whose explanation scores increased over the course of the simulation, this suggests that 
introducing the instructional scaffolds targeting PCU sooner than the final segment of the 





A Progression of Representational Understanding as set by the Interviewer and then as enacted 




























































C1: Challenge 1 (wiggle left fist to make left block of molecules move) 
REP: Ask “What does your fist represent?” 
C2: Challenge 2 (wiggle right fist to make right block of molecules 
move) 
C3: Challenge 3 (make right block move by controlling left block) 
MM: Magnified model 
C4: Challenge 4 (Make spoon-handle molecules move by moving the 
spoon-bowl molecules) 
 
VU: Visual understanding 
GU: Gestural understanding 
PCU: Phenomenon connectional understanding 
GCU: Gesture connectional understanding 
MRU: Meta-representational understanding 
Note. Checkmarks indicate that the student’s response matched the expected response. The 
representational understanding is stated where the student deviated from the expected response 
 
  In individual case studies, the presence of PCU meant that a student was in an 
explanatory frame. Thus, if we think of the above trajectories as a progression about 
representational understanding with the simulation, then prompts for PCU might be worth 
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introducing earlier in the simulation to instigate students to build conceptual connections that 
support their explanatory models.  
 Aside from this, there are a few gesture-based differences in each case’s progression 
based on specific interactions. For instance, Wade had more gesture understanding in the second 
half of the interview, but this is partly due to technical issues with the simulation. Avondre 
verbalized his gesture connectional understanding with the magnified model of the simulation. 
Janine did not repeat PCU at the end of the simulation, but it did not seem to impact her 
explanation development which was already constructed with the spoon in mind. These 
differences from the broad progression were important in each student’s case as they show the 
different ways students interacted and made sense of the simulation. Future analysis can look at 
representational understanding patterns of more students to see whether they cluster into groups 
that can be further analyzed to enhance our understanding about representational progressions 
with gesture-augmented simulations.  
Epistemological Framing of the Simulation and Gesture Positioning across Cases 
Framing in learning contexts refers to the way a student perceives her role in an activity 
and her function within it. Greeno (2009) considered framing from an epistemological and 
positional perspective. Epistemological framing refers to a student’s “perception of judgment 
(unconscious or conscious) as to what class of tools and skills is appropriate to bring to bear in a 
particular context or situation” (Bing & Redish, 2009, p. 020108–1), while positional framing 
“refers to the way in which participants positions themselves (an each other, when more than one 
person are in the activity) in their interaction” (Greeno, 2009, p. 269). In this study, I adapted 
these ideas to investigate how students epistemologically framed the simulation and how they 
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chose to position their gestures in the simulation. By exploring their framing with the simulation, 
I wanted to explore whether framing mediated their process of sensemaking with the simulation. 
While developing this dimension with each case study, I used grounded theory methods 
(Charmaz, 2006) to uncover how these students were framing the simulation. I found that they 
were either framing the simulation explanatorily or not. When they framed the simulation 
explanatorily, they tried to construct an explanation with the simulation and drew on conceptual 
resources that helped them create causal narratives of events occurring in the simulation. One 
part of seeing the simulation from an explanatory frame is that students would see the simulation 
as a model of the spoon. In contrast, when students saw the simulation from a non-explanatory 
perspective, they did not think that the simulation functioned with an underlying rationale 
involving general science laws. Instead, they spoke of the teleological functions of their control-
gestures and diverted explanations to the inner workings of the gesture interface i.e., Leap 
motion device.  
On the other hand, on using grounded theory methods to explore their positioning, I 
found it useful to depict how students opted to position the control-gestures with respect to the 
simulation. When they positioned their control-gestures enactively, they positioned their hands as 
immersed in the simulation and tended to speak of their actions as though it was a part of the 
simulation. An indication of enactive positioning was the use of first-person language in their 
talk such as “I am making the molecules move” or “My hands are bumping.” Positioning the 
control-gestures enactively indicated that students could draw on action of their hands to make 
sense of the simulation. In contrast, when students positioned their gestures depictively with 
respect to the simulation, they positioned their hands as though it was outside the simulation and 
triggering events in the simulation. As observers of the simulation, they tended to talk about their 
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gestures from a second-person perspective such as “You shake your fist and the molecules, they 
shake,” or third-person perspective such as “They are moving, wiggling around…”. Capturing 
how the students showcased in the case studies opted to position their hands could potentially tell 
me if they were using their embodied intuitions to make sense of the simulation, and also provide 
clues into the gestural congruency (Segal, 2011) of each gesture of the simulation. Thus, it was 
used for each case study to explore how both types of framing facilitated students’ conceptual 
development.  
On looking across the cases, there were some interesting patterns in framing and gesture 
positioning. While the time spent on each task with the simulation varied by student, Figure 4.28 
below shows how each students’ epistemological framing of the simulation compared with their 
gesture positioning. Below I circled the moments when each student positioned their gestures 
enactively as it occurred infrequently. As the individual case studies have shown, the enactive 





Figure 4.28. A timeline plot depicting each students’ epistemological framing of the simulation 
(either grey or green) and their gesture positioning (either blue or red) over the time they used 
the simulation. All three students spent between 13 to 15 minutes on the simulation. Note that 
Wade’s gesture position shows a red dot inside a blue dot. This is to show that he was very 
briefly enactive in this talk. Without this visual modification, Wade’s enactive positioning was 
engulfed in this plot. 
 
 The figure above shows that when students positioned their gestures enactively with the 
simulation, they also framed their talk explanatorily. This combination was found to have a 
powerful consequence in each case study, as these were the moments when students articulated 
more mechanistic descriptions.  
 Figure 4.28 shows that the moments of enactive positioning are few, even though 
students spent most of their time with the simulation talking about actions that were initiated by 
their gesturing. As stated before, enactively positioning one’s hands in the simulation was 
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important as it seemed to enable each student to project their physical movement onto visual 
representations in the simulation. For example, when Avondre bumped his fists during the 
magnified model, he clearly stated, “when I bump my fists together, it represents the green 
molecule right there, and its bumping into those molecules…” This statement shows that on 
using the control-gesture from an enactive position (as evidenced by the use of “I bump…”), 
Avondre immersed his actions into the simulation, which appeared to help him perceive the 
extended reactions that emerged out of his action. In other words, enactively positioning the 
control-gestures seemed to facilitate students’ conceptual development. When looking across the 
cases, these moments occurred very briefly in all three cases. In fact, in Figure 4.28, Wade’s (the 
bottommost case) coding for gesture positioning depicts one small red dot embedded in a blue 
dot. This was done to depict that his enactive positioning existed for just three words in his 
sentence. For example, he stated, “…if I bump this one, if this one collides into this one, it bumps 
the ones around it…” The case analysis shows that positioning his hands enactively for a mere 
three words was still an important contributor to the causal-mechanism he articulated. The main 
takeaway from looking across these cases is that students do not seem to need to position their 
gestures enactively in the simulation for its entire use. There appears to be a few key 
moments when they are framing the simulation explanatorily, and gesture representations 
match concepts when enactive positioning enables rich conceptual development.  
 This brings me to my second point. It appears that these moments of enactive positioning 
occurred twice in two out of three cases, and once in all three cases. The first moment was when 
Janine and Wade used the first control gesture of wiggling their fist. I coded their moments as 
enactively positioned, but I argued for the presence of this code in both cases. Meanwhile, the 
second moment was when all three cases used the magnified model and the bumping fists 
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gesture to control it. Coding this moment as enactive matched the description of the code 
developed and was uncontroversial. This suggests that there is something about the nature of the 
second control-gesture that enabled the students to position themselves enactively compared to 
the first control-gesture. If enactive positioning can facilitate mechanistic reasoning in the way 
individual case studies have shown, this brings me to question why did enactiveness occur 
regularly during the magnified model and not with the main model? 
I suggest two reasons for what may have happened. However, both reasons are assertions 
that must be investigated in the future. The first reason is that it might be due to the level of 
gestural congruency achieved in each model. Gestural congruency refers to the mapping 
between gesture and the content to be learned (Johnson-Glenberg et al., 2014), which should be 
concurrent in order to facilitate content learning (c.f. Segal, 2011). Johnson-Glenberg et al. 
(2014) suggest that when mapping gestures to content, the gesture must be central to the content, 
otherwise it would fall on the lower end of a gestural congruency scale that does not facilitate 
embodied learning as much. The first control-gesture, which involves wiggling the fist to show 
molecules wiggling can be mapped to a single molecule or a block of molecules. This dual 
connection was intentionally included by the research team so that students had more chances of 
connecting their hands to the simulation. But the ambivalent nature of the gesture’s 
representation also means that it fell lower on the gestural congruency scale (Johnson-Glenberg 
et al., 2014). In addition, the visuals for the main model are smaller and fall to the sides of the 
simulation. The center of the simulation depicts empty space meaning that the block of 
molecules controlled by the gesture is not perceptually centered in the simulation, further 
reducing the congruency between gesture and simulation.  
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On the other hand, the magnified model is an enlarged version of the bar of molecules, 
and by this point, students were aware that their gesture represented the green molecule in the 
model. Thus, the gesture had a concrete representation and was perceptually in the center of the 
simulation to match the students’ actions. Therefore, the magnified model is on the higher end of 
being conceptually congruent. Although Glenberg et al. (2014) have proposed a taxonomy of 
embodied learning in which gestural congruency is a necessary condition toward embodied 
learning, they did not specify the preconditions for achieving a high level of gestural congruency. 
Through these case studies, I suggest that the perceptual salience of the visual entity also matters. 
Also, the gesture’s representational meaning should be distinct so that it does not get confused 
with a different representation.  
The second assertion explaining why enactive positioning occurred consistently for the 
magnified model is related to the nature of the second control-gesture involving two fists versus 
one fist. The interactive experience of bumping fists may have provided more salient information 
than a single hand could. To elaborate, bumping allowed each student to experience the active 
force of the agent initiating the bump and simultaneously the reactive force from the agent that 
received the bump. This ties in with Newton’s third law that every action has an equal and 
opposite reaction. While wiggling one fist may not convey the reactive force of a fist hitting the 
other fist, the bumping gesture conveyed this information to the students. There is some evidence 
to suggest that the interactive nature of gesture impacted student positioning. For example, 
Janine’s response to using the bumping gesture indicates that she noticed the impact of the 
bumping. She stated, “Well, I’m using a lot of force on my hands so they are both reacting and 
going the opposite ways…” Similarly, recall Avondre’s closing response when the interviewer 
asked him why the magnified model was more helpful than the main model. Avondre replied, 
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“cause I got to do more with my other hand than I got to do with this hand, and I got to do more 
with it and I got to see why it started shaking…”. This is some evidence that suggests the 
interactive nature of the second control gesture conveyed more salient information that helped 
these students attend to the causal-mechanism depicted in the simulation with greater 
understanding. But this might also be a condition for achieving high gestural congruency with 
mechanistic concepts: using both hands to embody an interaction for a gesture-control might 
improve the perceptual salience of the mechanism compared to one hand. Yet, the issue of 
using one hand compared to two hands is an empirical question. Further research is needed to 
understand the nature of gestures that are congruent with different science concepts.  
In sum, a cross-case analysis of the framing and positioning dimension revealed the 
following insights. First, when the students positioned the control gesture enactively, they were 
also framing the simulation explanatorily. This suggests that instruction that aims for enactive 
positioning can enable students to frame the simulation explanatorily. Second, students did not 
need to position their gestures enactively throughout the use of the simulation. Instead, there 
were a few key moments where enactive positioning facilitated students’ conceptual processing. 
This suggests that instruction should aim for fewer moments of enactive positioning rather than 
merely creating immersive learning environments. Third, the control-gesture of the magnified 
model was more congruent than the control-gesture of the main model. The nature of the 
magnified model better facilitated students to position their gestures enactively with respect to 
the simulation. This suggests that interactive-control gestures may facilitate enactive positioning 




The evolution of each student’s conceptual model was unique, but on analyzing each 
student’s conceptual modeling of thermal conduction, the case studies reveal that the control 
gestures supported student modeling in similar ways.  
The case studies show that using the control gestures with the simulation primed 
students to draw on their sensorimotor experiences of motion and that knowledge 
supported their perception of the intended causal-mechanisms represented in the 
simulation. To illustrate, I start with the first control-gesture in which students wiggled their fist 
to make a block of molecules shake, and the corresponding temperature increased and vice versa, 
slow their wiggling to cause the temperature to drop. When Avondre used the first control- 
gesture and was asked how he made the temperature of a block of molecules go up, he promptly 
responded that he had to shake his fist to make the temperature move. The same response came 
from Janine and Wade, despite their different paths of sensemaking. This makes it seem like the 
use of the first control-gesture and its corresponding action is uncontroversial for them, but their 
responses cannot be taken for granted. In a simulation with many dynamic visual representations 
moving simultaneously, Lowe (2003) found that students selectively processed dynamic 
information, and they tended to focus on the most perceptually salient elements over the 
conceptually salient ones. Considering this study, the first control-gesture has an ambivalent 
representation in the simulation, and yet, all three students correctly perceived the changes in the 
simulation based on their gestures. Moreover, the second control-gesture was even more 
powerful than the first control gesture, owing to its decisive representation in the magnified 
model. All three students stated that molecules bumped into one another and expressed some 
form of chain reaction occurring through the simulation. Once again, it was possible that these 
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students perceived a different event going through the red dots in the simulation. In fact, while 
conducting the grounded coding, one student from group was named Faruq and he perceived the 
magnified model differently. Below I have included his description of the magnified model to 
show that it is possible for a student to perceive the magnified model differently.  
Interviewer: So, are you able to make the get the gold one to wiggle? How 
were you able to do that? 
Faruq: Because, uh, because one molecule was heated up, so the rest 
would eventually heat up. It's like one molecule, it's like, it's 
like fire and then ice. It's like if you, it's like fire and oil, like 
gasoline, (I: Mhm.) so if there's one fire, then it's eventually 
going to spread to the gasoline and then the gasoline's gonna 
spread to the rest and then it's gonna heat on fire. 
Interviewer: Okay. What do you think those little red dots are? 
Faruq: Like the heat coming together or how they're connected. 
 
As I have not described Faruq’s interview in-depth like the other cases, I cannot provide a 
detailed explanation for why Faruq described the magnified model in this way. But it is 
important to know that he was the only student who gave this description out of the 21 students 
interviewed. Despite these issues, this excerpt is important to include here because it shows that 
it is possible to perceive the simulation in a way that the designers did not intend. This adds more 
weight to the suggestion that using the control-gestures helped most students to perceive the 
intended causal-mechanisms in the simulation.  
Improving student perception of the causal-mechanism has further issues. The reason 
student perception was important is because using the control gestures helped them draw out 
the intended causal-mechanisms, but a successful perception was contingent on whether 
they knew what the gesture represented and whether they had positioned their hands 
enactively. Although previous research has addressed how gesturing is an important aspect of 
student sensemaking and shows that gesturing contributes to interactions between teachers and 
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students (e.g., Clement, 2009c; Kapon, 2017; Singer, 2017), these case studies began to elaborate 
how gesturing contributes to students’ conceptual development. In particular, it showed how 
gesturing impacted student conceptual development across conscious and implicit levels 
depending on how students positioned the control-gesture. For instance, I bring up Wade’s case 
here as his case was not complicated with how he framed the simulation. When he used the first 
control-gesture to make a block of molecules wiggle, and the interviewer asked what he did to 
warm the molecules up, he said, “shaking.” At this point, I argued that he had positioned the 
gesture enactively due to the nature of the interchange. In the following segment of his case 
study, I also showed that he did not know what the gesture represented. The interviewer 
established gesture connectional understanding (GCU) with him. This means that when Wade 
explained that “the friction between one another of them just naturally makes heat”, he did not 
consciously know that his gesture represented a molecule but he expressed his action enactively. 
I suggested that Wade was drawing on an intuitive understanding of heat and motion. It seems 
that gesturing may have triggered him to think of how his hands are warmed when they are 
rubbed together, and he applied this experiential knowledge to respond to the interviewer. What I 
want to underscore from this interchange is the contingencies for drawing on actions from the 
first control-gesture intuitively. It appears that a lack of GCU but enactive positioning enabled 
Wade to draw on intuitive notions of heat. Janine was the other case who initially positioned her 
hands enactively when using the first control gesture and she had a questionable understanding 
of her gesture representation (GCU). When she was asked why shaking makes the temperature 
go higher, she responded, “maybe the motion that I am doing is making them really warm 
perhaps.” She clearly had some sense of the causal nature of her gesture, however, her response 
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suggests that she was using more intuitive experiences of movement helping to respond to the 
simulation. 
In contrast, when the students used the magnified model and the second control-gesture 
of bumping their fists, they were all conscious of the representation of their hands and all of them 
were enactively positioned. Bumping their fists not only helped them perceive the bumping 
occurring in the simulation, but all of them were able to extend the action of their fists onto the 
bar of molecules all the way to the end. Recall how Avondre explained the events of the 
magnified model, “because when I bump my fists together, it represents the green molecule right 
there and it bumps into all of them which creates a chain reaction of bumping into the gold-
yellow one.”  This extension of the mechanism of bumping beyond the green molecule that 
Avondre controlled shows us that when he understood GCU, and he enactively positioned his 
hands in the model, he could clearly articulate the intended causal-mechanism depicted in the 
simulation. In other words, a good understanding of GCU and enactive positioning enabled these 
students to articulate the causal-mechanism on a conscious conceptual level rather than an 
intuitive level.  To briefly restate the point I am trying to make, these case studies showed that 
using the control-gestures enabled students to use conceptual knowledge in different ways. 
When they were enactively positioned, but not aware of the intended representation of their 
gestures, the students tended to use intuitive knowledge about heat and motion which was 
different for each student. When they were enactively positioned, but aware of the intended 
representation of their gestures, they drew on the intended causal-mechanism from the 
simulation and used it consciously as part of their explanatory model.  
The third and final point I want to make about their conceptual modeling is that 
gesturing helped students’ shift causal attributions from heat to the molecules. For most of 
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this discussion, I have focused on how gesturing supports the development of causal-
mechanisms, but another valuable contribution of gesturing was that each time students gestured 
with the simulation, they attributed causal agency to the molecules in the simulation. I bring up 
Wade’s case as an example as I have included my interpretations of his conceptual models in his 
case study. Figure 4.22 showed Wade’s conceptual model before using the simulation. In it, I 
represented his causal attributions in the bottom half of the figure, which shows that he thought 
that heat particles in the water caused heat to transfer in the spoon. However, after using the first 
control gesture in the simulation, he associated agency to molecules in the simulation which he 
maintained in his final explanation (see Figure 4.25). Such a shift happened in the other two 
cases as well, although I have not detailed that shift as clearly for them during their case 
descriptions. But in sum, the control gestures had another important role to play with students’ 
core causal attributions. Gesturing helped these students to reattribute causal agency to from heat 
to molecules.  
In sum, this cross-case analysis of gesturing revealed three contributions of using control-
gesture. First, gesturing helped these students perceive the intended causal-mechanisms depicted 
in the simulation. Second, gesturing with enactive positioning and accurate gesture connectional 
understanding helped students consciously articulate the intended causal-mechanism. Without a 
clear gesture connectional understanding, students tended to draw on intuitive understandings 
without a clear description of how they functioned in the current context. Third, gesturing helped 
students to shift their core causal attributions towards the canonical agents in the simulation i.e., 
the molecules.  
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Next, I move onto consolidating cross-case analysis across the three dimensions of 
representational understanding, framing and positioning, and explanatory modeling to describe 
how I see these dimensions interacting with one another from this analysis.  
Sensemaking with a Gesture-Augmented Computer Simulation 
Having analyzed students’ explanation construction through statistical analysis and case 
study analysis, I am now in a position to address what I have learned about student sensemaking 
with a gesture-augmented simulation.  
When I conducted the case studies, I discussed each student’s evolving explanation 
through their conceptual development across conscious and implicit conceptual levels. Through 
that analysis, I showed how each student’s prior knowledge mediated how they worked with the 
information from the simulation and how they synthesized the information to construct their 
explanation. Then when I explored how each case study worked with the visual and gesture-
based representations of the simulation, a progression of representational understanding emerged 
for each student. This trajectory represents a progression of ideas that students drew from the 
simulation. Third, when I explored how students framed the simulation as explanatory and 
positioned their hands in the simulation, these issues appeared to mediate how students drew on 
the simulation to develop their own explanations- framing the simulation impacted which 
conceptual resources students drew on to construct their explanation- positioning their hands 
with the simulation impacted how they drew on their embodied intuitions of movement in the 
development of their explanatory model. In other words, framing and positioning did not directly 
contribute new knowledge to a student’s explanatory model, but they mediated how each student 
interacted with the simulation. Together, the dimensions of representational understanding, 
framing and positioning the simulation, and conceptual modeling captured how each student 
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made sense of the simulation. Drawing on the three case studies and the cross-case analysis, I 
describe how I think these dimensions are interacting with one another to support student 
sensemaking.  
The central idea here is that sensemaking involves the student dynamically integrating 
conceptual knowledge across their conceptual model and the gesture-augmented simulation. 
Meanwhile, epistemologically framing the simulation and positioning the hands with the 
simulation mediates how students interact with, and eventually use, knowledge gained from the 
simulation in the development of their explanatory model.  
From a student’s perspective, sensemaking with a gesture-augmented computer 
simulation is a process of dynamically integrating conceptual resources between the simulation’s 
external representations and the student’s internal model. Prior literature discussed that students’ 
conceptions have many embedded layers (e.g., Amin, 2018), but in the context of a gesture-
augmented simulation, the conceptual resources about imagistic thinking were the most 
important for understanding student’s sensemaking. In this study, I used Brown’s (1993, 2018) 
interpretive framework to document students’ imagistic thinking systematically. The author’s 
framework does not specify a space for gesturing in conceptual reasoning. However. through my 
analysis, I found that specifying a new layer was not required because gesturing directly 
contributed to students’ imagistic thinking. As a three-dimensional representation of the 
molecules, the simulation’s control-gestures appeared to add dynamic elements to a static 
explanatory mental model. Also, as a resource for drawing on one’s intuitions, I could link a 
student’s embodied intuitions to the gestures by making connections to the implicit levels of the 
framework. In other words, the conceptual framework developed by Brown (1993) helped me 
examine how students made sense of the imagistic elements of the simulation. It also 
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underscored that the conceptual dimensions involved with making sense of a gesture-
augmented simulation are primarily imagistic. Researchers who are investigating student 
sensemaking related to gestures and or simulations can use the current framework or develop 
new frameworks that underscore the mental manipulation of imagistic elements within 
conceptual modeling.  
Framing and positioning, and representational understanding are additional dimensions 
that contribute to this dynamic evolution of the student’s conceptual model. The case studies, and 
Janine in particular, showed that epistemological framing of the simulation mediates the 
sensemaking process. When students perceived the simulation from an explanatory frame, then 
they saw the simulation as depicting a model of the spoon. From this frame, they drew on 
knowledge relevant to heat transfer and the anchoring phenomenon, using both simulation and 
prior knowledge to construct an explanatory model of the spoon. In contrast, the case studies 
showed that when students did not frame the simulation explanatorily, they stopped talking about 
the anchoring phenomenon and suggested ideas not linked to heat transfer. They appeared to be 
drawing on a different set of conceptual resources not related to the spoon, which meant that 
their sensemaking from a non-explanatory frame did not directly contribute to their explanation 
construction.  
Gesture positioning also mediated the process of sensemaking through the way 
students opted to position their gestures with the simulation. When students from each case study 
positioned their hands enactively, gesturing helped their conceptual development in three 
different ways that were described in the previous section. But when they positioned their hands 
depictively and described the simulation, their gesturing did not support their explanation 
construction.   
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The representational understanding dimension depicted the kinds of representational 
competencies students enacted with the simulation. I used this dimension to describe how visual 
and gestural external representations were taken up in a student’s conceptual models. For 
instance, visual understanding was coded when a student took a visual element in the simulation 
(e.g., a series of spheres in a close-knit arrangement) and associated it to a concept (e.g., 
molecules of a solid). In other words, the representational understanding dimension 
described the processes of using external representations in the student’s conceptual 
modeling.   
Moreover, while developing this dimension, I added new forms of representational 
understanding specific to gesture-augmentation. I introduced gesture understanding (GU) and 
gesture connectional understanding (GCU) as new forms of representations relevant to a gesture-
augmented simulation. By doing so, I have added new processes that are involved in student 
sensemaking. In sum, the representational understanding dimension contributes knowledge 
about processes of imagistic thinking in a student’s sensemaking.   
To summarize my insights on student sensemaking with the gesture-augmented 
simulation, it seems that sensemaking with a gesture-augmented simulation is about integrating 
conceptual knowledge from external 2D and 3D representations of the simulation with one’s 
intuitive sense of physical mechanism (diSessa, 1993) with the goal of developing a causal-
mechanistic explanatory model. The context that I studied reifies imagistic thinking in the 
conceptual dimension, and so processes that capture how the student thinks about external 
representations become important. The representational dimension supported how external 
representations are converted into internal ones. Finally, epistemological framing and gesture 
positioning mediate the sensemaking process in different ways. They mediate how external 
157 
 
representations are used in a student’s conceptual modeling, and they also mediate how 
embodied intuitions are used productively. However, the interactions with the interviewer caused 
changes in student sensemaking, showing that the process of change is socially-mediated.  
These ideas constitute my current understanding of sensemaking with a gesture-
augmented simulation. They have added some new ideas about how sensemaking occurs in 
gesture-augmented contexts. However, this research is in its early stages, and further empirical 
research is needed to extend our understanding of how students make sense of science in gesture-
augmented contexts.  
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CHAPTER 5: DISCUSSION AND CONCLUSION 
The goal of this study was to explore how middle school students made sense of a 
gesture-augmented simulation to move toward a causal-mechanistic explanation of thermal 
conduction. In other words, I wanted to explore the interactional and conceptual processes 
involved when students interacted with the visual and gestural components of the simulation. 
The motivation for conducting this study was to explore how the gesture-augmented simulation 
contributed to student scientific sensemaking. Also, I wanted to investigate what sensemaking 
dimensions are involved when students engage in sensemaking with a gesture-augmented 
simulation.  
When this study was conducted, the gesture-augmented simulation was a novel type of 
Mixed-Reality (MR) learning environment that utilizes the user’s hand gestures to interact with a 
molecular model of the spoon. The two gestures used with the simulation came out of a prior 
study on middle school students’ natural ways of gesturing about thermal conduction (e.g., 
Lindgren, et al., 2016; Mathayas et al., 2019). Now when these gestures were prescribed to 
students to use with the simulation, the question about how it was taken up by students while 
they developed an explanation for heat conducting through a spoon remained to be addressed.  
Summary of Work Done 
In the current study, 21 middle school students in either the seventh or eighth grade from 
public schools around a large Midwestern university were video recorded using the simulation 
with their and their guardians’ consent. An interviewer guided the interaction using an interview 
protocol (Appendix A) that was developed and tested with students during prior years of 
simulation development and testing. The simulation was a dynamic molecular visualization 
depicting thermal conduction through a spoon. Two control-gestures augmented the simulation 
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and allowed students to interact with the simulation through their hand movements. Students first 
experienced heat transferring through a silver spoon that was partly immersed in a cup of hot 
water and were then asked to explain how the handle of the spoon got hot when its bowl part was 
immersed in hot water. Students were then given opportunities before, during, and after using the 
simulation to construct an explanation of thermal conduction.  
To analyze the data for sensemaking, I used statistical methods and case study methods to 
examine what was learned and then how it was learned, respectively. From the quantitative 
perspective, I coded students’ talk-turns for the presence of a causal-mechanistic explanation of 
the spoon. Using a Wilcoxon’s signed ranks test to compare students’ post-simulation scores to 
their pre-simulation scores, I found that explanation scores were higher after they used the 
simulation (T = 1.5, n = 21, p < 0.001) indicating that the interaction with the simulation 
supported student construction of a causal-mechanistic explanation of thermal conduction. In 
addition, I compared students’ scores when they used the main model of the simulation and the 
magnified model and found that while the main model helped students develop more 
foundational codes of the explanation, the magnified model helped them construct the core 
causal-mechanisms. These statistical tests revealed that students were productively making sense 
of the simulation, but the characteristics of the magnified model seemed to encourage students to 
articulate the core causal-mechanisms more than the main model.  
To explore what each part of the simulation afforded, I conducted a multiple case study to 
explore social and conceptual interactions between the student, interviewer, and the simulation. A 
multiple case analysis allowed me to take a microgenetic look at a few interviews and explore 
how verbal and non-verbal interchanges contributed to a student’s sensemaking. In addition, this 
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method allowed me to richly describe the interactions and identify the interactional and 
conceptual dimensions that supported their sensemaking.  
To conduct a multiple case study, I used grounded methods (Charmaz, 2006) to identify 
dimensions that provided insight into student sensemaking. By coding in cycles and using 
constant-comparison methods (Creswell, 2013) to explore five student interviews in detail, I 
found that students’ sensemaking could be described in three main categories: conceptual 
modeling, representational understanding, and framing the simulation both epistemologically 
and through positioning.  
Finally, with each dimension identified, I coded the first three case studies by drawing on 
knowledge that each dimension revealed, and I constructed a case for how each student made 
sense of the simulation in their particular way. Avondre’s case showed how gesturing filled 
conceptual gaps in his sensemaking. Janine’s case showed how gesturing mediated her 
epistemological framing of the simulation. Wade’s case showed how intuitive understandings of 
heat interacted with conscious explanatory modeling of heat.  
With these case studies described, I then looked across the cases to explore the 
phenomenon of sensemaking with a gesture augmented simulation. This cross-case analysis 
helped me to gain more insight into the contribution of each dimension toward sensemaking 
across the students and led to final insights about how these dimensions served each student. In 




Discussion of Results 
 By conducting the study in the above manner, several insights were gained into the 
process of student sensemaking with a gesture-augmented simulation. These are discussed below 
by the order of the research questions.  
RQ1. From a quantitative perspective, to what extent did students’ explanations move toward a 
causal-mechanistic explanation? Specifically, 
a. Did students develop a causal-mechanistic explanation of thermal conduction through 
the spoon after using the gesture-augmented simulation?  
 The instructional purpose of the simulation was to help students move toward a causal-
mechanistic explanation of thermal conduction. Causal-mechanistic explanations link causes to 
effects through underlying mechanisms that show how the causes produce the effects (Ahn et al., 
1995; Alameh & Abd-El-Khalick, 2018; Hung & Jonassen, 2006). A Wilcoxon’s signed-ranks 
test showed that students’ explanation scores after using the simulation were significantly higher 
than before they used it, indicating that students articulated more causal-mechanisms in their 
final explanations. This result lends credibility to the use of computer simulations for learning 
science. However, this result not only shows that gesture-augmentation supports student science 
learning, it shows that students progressed toward achieving a specific epistemic goal: a causal-
mechanistic account of thermal conduction. Future work can draw on the designed features of 
the current simulation to develop new augmented simulations for science instruction. 
b. What patterns of explanation development emerged as a result of their interaction with 
the simulation?  
The explanation score charts constructed for each student showed different trajectories 
that students took toward building causal-mechanistic explanations of thermal conduction. 
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Through my analysis I found that students could be grouped into three types based on their 
patterns of explanation development through their interview. One group of students were 
achievers who appeared to add a new aspect of a causal-mechanism with each task they 
performed. Another group of students were early achievers who appeared to develop causal-
mechanistic explanations before they used the gesture-augmented simulation. This group of 
students’ scores fell when they started using gesture-augmentation, but most appeared to add new 
aspects of the causal-mechanism to their explanations as they progressed through the simulation. 
All the early achievers had higher scores by the end of the simulation. Finally, the third group of 
students was the low achievers whose scores did not increase beyond 2 score points after 
working through the simulation. This group of students appeared to use some elements of the 
simulation in their explanation construction, but their final explanations did not include most of 
the elements they worked on while using the simulation.  
While the goal of instruction was to create learning experiences for students that 
resemble the explanation score pattern of the achievers, it is interesting to discuss the patterns 
that differ from the achievers’ pattern as this can lead to suggestions for new designs. For 
example, the pattern for early achievers suggests that some students constructed causal-
mechanistic explanatory models by using their prior knowledge of molecular models and by 
drawing on the visuals in the simulation. Most of these students merely needed the suggestion of 
a molecular model of the spoon to construct their explanation. The main model of the simulation 
seemed to provide just enough information about a block of molecules at different temperatures 
that was productive for these groups of students. Thus, when these students were introduced to 
LeapmotionTM and trained to use the control-gestures, they were forced to figure out how the 
control-gestures represented entities in the simulation. Considering that this simulation is a novel 
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learning environment and students had no prior experience working with gesture-augmented 
science simulations, they did not have gesture representational competencies to help them 
navigate the simulation. Hence, when gesture-augmentation was introduced to them, their 
explanation scores dropped. They discussed gesture representational understanding with the 
interviewer until they had the correct understanding of the simulation and began incorporating 
ideas from the simulation in their explanation toward the end of its use. The low score after the 
control-gesture was introduced, and the following increase in score toward the end of simulation-
use is indicative of this shifting discourse. In this study, Janine was a case study that showed the 
discourse shifting away from an explanatory framing when the control-gesture was introduced. 
On looking through the interviews of other early achievers, I found similar shifts in discourse for 
these students. Hence, gesture-augmentation in a science simulation can cause a break in 
students’ explanation-building activity, shifting them towards working on developing their 
representational understanding of the control-gesture. Instruction that supports their 
representational understanding is important to incorporate during this time, followed by 
continued scaffolding that rebuilds the connection to the explanatory context of the simulation. 
In Janine’s case, the interviewer supported her gestural understanding and asked her conceptually 
oriented questions while moving along the interview challenges that included connections to the 
spoon toward the end of simulation-use. This instruction seemed to help Janine move toward a 
causal-mechanistic explanation but, due to the exploratory nature of this study, the instruction 
was kept flexible to enable the research team to explore different ways of supporting students. In 
the future, instructional scaffolds need to be formalized so we can investigate how instruction 
must be carried out in various contexts. Thus, future designs can investigate how we support 
students’ gesture representational competencies while they are constructing explanations.  
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There are additional insights from examining the pattern for low achievers. In all cases, 
the students in this group appeared to have some productive sensemaking moments while 
working with the simulation but, in sum, their scores did not increase by the end of the interview. 
Although I discussed Wade’s case in depth due to the unique insights that his case study 
contributed to framing, I also explored another student named Rochelle during first-cycle coding. 
Her case study provides a better explanation for the low achiever pattern, and so, I will briefly 
summarize her case below. 
Rochelle’s case study showed that most of the discourse with the simulation involved her 
understanding that the spoon is composed of molecules and how the visual representations of the 
simulation depict this molecular model. In other words, Rochelle did not seem to have a 
conceptual foundation about the particle model of matter. During her interview, she did not bring 
this model up on her own and was introduced to the molecules of the spoon through the 
simulation. However, unlike Janine who ran with the molecular model once she viewed it in the 
simulation, Rochelle continued to struggle with the molecular representation of the spoon. 
Without a clear conceptual foundation, Rochelle appeared to make sense of the gesture-
augmented simulation independently of the spoon, building on ideas from within the simulation 
rather than seeing connections to the spoon in the hot water. Thus, by the end of the interview 
when the interviewer asked her to explain heat transfer through the spoon, Rochelle reverted to 
her pre-simulation answer about steam heating the spoon. In sum, it seems that a weak 
conceptual foundation seemed to hinder Rochelle from connecting her explanation to the 
simulation. This tension manifested in her explanation score that depicts some score growth for 
certain tasks with the simulation, but no overall score growth. As the simulation was designed 
assuming that students had prior knowledge about the particle model of matter, it seemed to be 
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above Rochelle’s conceptual reach during this interview. This points to a constraint of the 
simulation as an instructional tool. The simulation should not be considered a one-stop shop to 
teach students all explanations of thermal conduction. As an instructional tool, instructors and 
curriculum designers will need to consider the appropriate time to introduce the simulation 
within a larger unit involving particle models of matter. As part of a science unit, teachers may 
need to plan for addressing students’ molecular models of matter in initial class periods so that 
students have a solid conceptual foundation of explaining observable phenomena with molecular 
models. The simulation might be more effective after students have undergone some of this prior 
instruction wherein the simulation helps reify the causal-mechanism of thermal conduction 
through gesture-augmentation.  
Overall, about two-thirds of the students in the sample had improved explanation scores 
from using the simulation, while a third of students appear to have minimal changes in their 
scores. These patterns show that the simulation’s impact differed by student, despite an 
interviewer being present to guide students. The patterns are indicative of the differential 
learning that may be expected if this simulation were implemented in a science classroom. These 
patterns suggest a need for developing instructional supports, either set or adaptive, that support 
students sensemaking with the simulation. I have suggested a few ways that science instruction 
can support student sensemaking with the simulation. By exploring more cases of high, early, 
and low achievers from the sample, supports can be designed to target the challenges the low 
achievers experienced.  
RQ2. From a qualitative perspective, in what ways did students’ explanations move towards a 
causal-mechanistic explanation? Specifically, 
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a. What dimensions of sensemaking emerge as important contributors to their interaction 
with the simulation? 
 After considering several relevant categories to describe students’ sensemaking with the 
simulation, I developed three dimensions that helped me describe and explain events occurring in 
each case study. I give a brief description of each here and discuss their contributions in the 
extant literature.  
Representational Understanding 
This dimension captured discourse about students’ understanding of the visual and 
gestural representations in the simulation. There is a large body of work about content learning 
gains from students using external visualizations (e.g., Gilbert, 2008; Hegarty, 2004a; R.K. 
Lowe, 2003; Mayer, 2003), but students’ process of taking up and learning from visualizations is 
understudied (M. Cook et al., 2008; Gravel & Wilkerson, 2017). Further, mixed-reality 
environments create new opportunities to represent abstract science ideas in novel ways. More 
research is needed to develop frameworks describing the characteristics of mixed-reality 
representations in science, so that we can describe, at a broader level, how mixed-reality 
representations are involved in science learning.  
Although there are many researchers who have explored students working with 
visualizations (e.g., Kozma, 2003), I drew from Rau’s (2017)  framework to specify the role of 
the control-gestures in the simulation. The prescribed gestures had specific conceptual goals that 
could be divided into two categories: gesture understanding (GU) which depicts talk about how 
the control-gesture functions in the simulation, and gesture connectional understanding (GCU) 
that depicts talk about how the control-gesture represents a molecule. By drawing on Rau’s 
(2017) framework as a starting point for my grounded coding, I was able to develop two new 
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constructs for students using gestures in simulations, and specify the representational function of 
gestures within the simulation.  
These gesture-based representational competencies are a novel contribution to the field. 
In earlier work, Gilbert (2008) argued that gesturing is a form of three-dimensional 
representation in science that can potentially extend students’ ability to manipulate 
representations. One study in science classrooms show that gesturing facilitates student 
sensemaking of visual representations in computer simulations (Roth, 2000). But the study 
explored how students naturally used gestures to represent 2D representations from the 
simulation and communicate those representations to fellow students. Through this thesis, I have 
shown how prescribed gestures from the computer simulation stand alone as unique 
representations. Further, these gestural representations have their own representational 
competencies that students had to develop prior to developing complete causal-mechanistic 
explanations of the spoon. Introducing gesture-based representational competencies for mixed-
reality learning environments paves the way to explore more affordances of gesture-augmented 
contexts. For instance, once students have gained gestural competency in the current context, 
these skills are potentially transferrable to other gesture-augmented environments. Students 
might be able to make sense of other gesture-augmented simulations quicker and perform better 
at gesture connectional understanding. An even more powerful suggestion is that once students 
have developed gestural competency in one context, they might use gestures as part of their 
sensemaking more broadly. Gesturing might become an epistemic tool for future use. These are 
assertions that need to be explored in the future.  
Moving onto the other categories of representational competencies such as visual 
understanding (VU) and phenomenon connectional understanding (PCU) with the case studies. 
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Analyses revealed new insights that add to findings from the extant literature. First, studies have 
pointed to the importance of students connecting concepts across multiple representations 
(Ainsworth, 2008; M. Cook et al., 2008; Kozma, 2003; O’Keefe et al., 2014). While some have 
argued that connectional understanding across multiple representations in simulations is essential 
for learning (Kozma, 2003; O’Keefe et al., 2014), others added that students with lower prior 
knowledge tended to focus on perceptually-salient features of the simulation rather than 
conceptually-salient features when compared with students with higher prior knowledge (M. 
Cook et al., 2008). In my study, the cross-case analysis revealed that connectional understanding 
impacted students’ conceptual development in different ways. When Avondre and Janine 
connected the simulation to the spoon, their answers were framed explanatorily, and they 
incorporated their prior knowledge of the spoon to their conceptual modeling. I pointed out that 
students may benefit from engaging in phenomenon connectional understanding (PCU) earlier 
when using the simulation rather than towards the end of the simulation, as it helps them connect 
their conceptual model of the spoon to the simulation. This aligns with the findings from 
previous studies (Kozma, 2003; O’Keefe et al., 2014), and underscores the importance of 
developing instruction that scaffolds for a trajectory of representational understanding. 
Prior literature found that students selectively process visualizations and the most salient 
visuals depended upon prior knowledge (M. Cook et al., 2008), perceptual salience (Lowe, 
2003), and the nature of the instructional task (Furberg et al., 2013; Kozma, 1999; López & 
Pintó, 2017). Based on the data from this thesis suggesting a progression of representational 
understanding discussed by students, instruction can draw on this trajectory and consider 
developing a progression of scaffolds that may be designed into the simulation but be used 
flexibly so that students can shift between different representational understandings depending 
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upon their needs. To speak to prior knowledge, Avondre and Wade could be considered as having 
higher prior knowledge compared to Janine owing to their sophisticated models of the spoon 
molecules developed prior to using the simulation. While both students did not engage in 
connectional understanding early in the simulation, Janine connected the simulation to the spoon 
on seeing the simulation. Given her prior knowledge appeared to be lower than the other 
students, her engaging in PCU corroborates prior connections between low prior knowledge and 
PCU (M. Cook et al., 2008), but M. Cook et al (2008) explained this event as students attending 
to the surface features of the simulations. In my case study, Janine did not appear to merely 
attend to the surface features of the simulation. She made connections to the spoon and tried to 
explain the simulation in terms of the different states of the spoon. This cannot be considered 
superficial connection of surface features. Based on my data, I side against stating that students 
with lower prior knowledge attend to surface features of the simulation. Third, Lowe (1999) 
warned that students attended to perceptually salient features rather than conceptually relevant 
features from dynamic simulations. This issue is important, but my data shows that its role 
shifted to the control-gestures in the simulation that I will discuss in more depth in the following 
section. Thus, I will continue this discussion in the following section.  
Epistemological Framing of the Simulation and Gesture Positioning 
 Framing was the second dimension of sensemaking that emerged from grounded coding. 
In the extant literature, epistemological framing refers to the kind of intellectual activity that a 
learner thinks they are involved in, positional framing refers to the way students position 
themselves as either insiders or outsiders to the learning interaction. In this study, I was 
interested in exploring how students epistemologically framed the simulation and how they 
positioned themselves with respect to the simulation because prior research had shown that 
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students’ frames impacted their learning experiences. I share my insights about these dimensions 
below.  
Epistemologically framing the simulation. 
This dimension refers to a student’s framing of the simulation as explanatory or non-
explanatory. As an epistemological dimension of sensemaking with the simulation, this 
dimension represented a student’s process of figuring out what knowledge they should bring to 
bear on the simulation. The dimension emerged from the data when I found that Avondre, Janine, 
and Wade talked about the simulation in distinctly different ways while controlling the 
simulation. I found that these students either talked about the simulation with more mechanistic 
discourse, or they talked about the simulation’s interface, such as how the device detected their 
hands. The nature of their talk appeared to be framed from different perspectives towards the 
simulation. Eventually, grounded coding led me to capture this distinction through students’ 
epistemological framing of the simulation.  
On examining the case studies from this dimension, I found that when students framed 
the simulation from an explanatory frame, they also made connections between the simulation 
and the spoon, and their explanation scores were greater than 3. In other words, the actions that 
students took toward constructing causal-mechanistic explanations changed to include 
connectional understanding and metarepresentational understanding when the students were 
framing the simulation explanatorily. These findings suggest that helping students frame the 
simulation explanatory can support their productive sensemaking with the simulation.  
One reason that framing the simulation explanatorily contributed to their productive 
sensemaking is because the explanatory framing may have matched the epistemological function 
of the simulation itself. The simulation depicted a dynamic molecular model of thermal 
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conduction and was developed using physics equations to determine the movement of molecules 
(Xie, Online publication). In the professional world, scientists use similar computational models 
in their work to visualize dynamic and emergent processes (Winsberg, 1999) and to describe, 
explain, and predict phenomena using the models. On the other hand, simulations in science 
classrooms are typically used as instructional tools to help students learn about existing science 
content (Honey & Hilton, 2011; Smetana & Bell, 2012). They are not taken to be a form of 
scientific model by themselves (Greca et al., 2014). Using simulations as an instructional tool 
implicitly conveys to students that simulations support their learning of existing knowledge, and 
simulations are not a form of scientific modeling on their own. Greca et al. (2014) pointed to a 
gap in the research about students’ epistemological understandings of simulations. With 
increasing access to sophisticated technology for viewing and building their own computational 
models, the authors argued that simulations are a “new form of scientific production” (Greca et 
al., 2014, p. 912). If students are expected to engage in scientific practices while learning, then it 
is imperative that they engage with simulations from a model-building perspective. Thus, 
instructors need to investigate students’ epistemological understanding of simulation and develop 
instruction that supports students’ epistemological understanding of simulations. By introducing 
epistemology through the dimension of framing, my study suggested one way to investigate 
student’s epistemological framing. But the current method was limited as the interview did not 
include explicit guidance for the epistemology of explanatory models. In future work, explicit 
supports can be designed into simulations, and then framing can be used to examine how 
students understand the epistemological function of simulations.  
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Gesture positioning.  
 This aspect of framing refers to how a student positioned their hand with respect to the 
simulation. I previously mentioned that I drew on Greeno’s (2009) notion of positioning to think 
about the stances that the students took toward the simulation. This dimension emerged I added 
Wade to the case studies. My notes suggested that he tended to position his hands depictively 
when using the control-gestures. The distinct difference in the way Wade positioned his hands in 
the simulation compared with Avondre and Janine was an important feature to capture because it 
overlapped with discussions about the immersive nature of mixed reality environments. On 
reviewing the literature for the effectiveness of simulations, Rutten et al. (2012) found that the 
function of immersion needed further investigation in science education as it was not found to 
support learning. More recent research on embodied learning addresses this issue. Johnson-
Glenberg et al. (2014) outlined a taxonomy for designing mixed-reality environments. In it, they 
proposed that increasing students’ perception of immersion, gestural congruency within the 
learning environment, and the level of the user’s sensorimotor engagement as three areas to 
pursue when designing effective embodied learning environments. By designing simulations 
with these goals, students can hypothetically “activate multiple afferent and efferent neuronal 
pathways in the learner’s motor system, and these movements should be gesturally congruent to 
the content to be learned” (Johnson-Glenberg et al., 2014, p. 91).  
In my data, it seemed that the way a student positioned their gesture as inside (enactively) 
or outside (depictively) the simulation indicated their perception of immersion. On using this 
dimension on each case study, I found that when students positioned their hands enactively, they 
were also framing the simulation explanatorily, which means that they started speaking more 
mechanistically and included more conceptual connections to the spoon. The dimension of 
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enactive positioning might indicate moments when students feel immersed in the simulation 
through their hands. Thus, the gesture positioning dimension conveys how gesturing supported 
students to feel immersed in the simulation.  
Distinguishing the function of gesture-augmentation in sensemaking is a novel 
contribution to the field of mixed-reality learning environments. By introducing this dimension, I 
proposed a new way to investigate students’ perceptions of immersion in other mixed-reality 
learning environments. In the cross-case analysis, I plotted each student’s framing of the 
simulation compared with their gesture positioning across the course of the interview (refer to 
Figure 4.28). I showed that students positioned their hands depictively for most of the time they 
used the control-gestures with the simulation. However, there was at least one key moment for 
each student when they positioned their hand enactively and made considerable progress toward 
articulating a causal mechanism of molecular collisions. This analysis suggested that these 
students’ perception of immersion was not continuous through the interview. Rather it was 
momentary and occurred in a key moment of alignment with other dimensions of sensemaking. 
This insight has potentially powerful implications for designing other mixed-reality learning 
environments. Johnson-Glenberg et al. (2014) suggest that students’ opportunities for learning 
are enhanced with more immersive experiences that engage the whole body. However, here I 
have shown that this immersion need not be as all-encompassing as previously suggested. It was 
more important that students feel immersed in critical moments of learning. Future work should 





Examining students’ explanatory modeling was the foundation of this study. As the goal 
of the simulation was to help students build causal-mechanistic explanations of thermal 
conduction, an explanatory model (Cheng & Brown, 2010; Clement, 2008) depicts the 
underlying molecular mechanism behind thermal conduction. I consider sensemaking to involve 
interactional and conceptual processes that facilitate explanatory modeling in students, but to 
explore these different processes, I started with a model of conceptions as dynamically emerging 
(Brown, 2014), and I modeled conceptual change as part of a complex system. In prior literature, 
researchers described multiple layers in students’ conceptual ecologies (Posner et al., 1982) with 
some layers involving contextual primitives (diSessa, Sherin, et al., 2016), other layers including 
robust conceptions (Chi & Slotta, 1993; Vosniadou et al., 2008), and others involving 
epistemological resources (Hammer et al., 2005). I began this study by drawing on Brown’s 
(1993, 2018) characterization of a conception because it specified the function of an explanatory 
model within a conceptual ecology. It also distinguished between a student’s imagistic thoughts 
and their linguistic thoughts, which helped with distinguishing when and where the control-
gestures contributed to a student’s conception. Analyzing student cases from this dimension 
revealed the following insights about gesturing.  
First, the case studies showed that using the control-gestures with the simulation helped 
students to perceive the intended causal-mechanisms represented in the simulation. This 
corroborates Lindgren’s (2014) argument that the benefits of visual cueing on learning can 
extend to the body and that certain body movements can cue students’ attention toward the 
concepts when those movements are aligned with the concept. Gesture scientists show that using 
representational hand gestures promotes the use of spatio-motoric information (Kita et al., 2017). 
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In this study, the causal-mechanism of thermal conduction is rich in spatio-motoric information, 
and so the control-gestures activated the relevant information. Each control-gesture represented 
some amount of spatio-motoric information relevant to the causal-mechanism, and this alignment 
may have enabled the three students to attend to the mechanism of collisions. This current study 
is one of the first to show how body cueing impacts student sensemaking. Here I have stated that 
the control- gestures cued students’ spatio-motoric knowledge about causal-mechanisms, but 
below I share more details about conditions when the control-gestures appeared to be effective.  
Second, gesturing with enactive positioning and accurate gesture connectional 
understanding helped students consciously articulate the intended causal-mechanism. Without 
accurate gesture connectional understanding, students tended to draw on intuitive understandings 
without a clear description of how they functioned in the current context. In other words, there 
are some conditions for making the control-gestures helpful for students. Helping students reflect 
on the control-gesture’s representation alleviates confusion about it that then helps students to 
focus on the conceptual meaning of the movement instead. Following this, any supports that 
move students toward critical moments where they can perceive their gestures as immersed in 
the simulation activates sensorimotor information that aids their sensemaking of the simulation. 
This insight lends support to gesture research showing that the act of gesturing reinforces the 
spatio-motoric information in the mind of the speaker (Hostetter & Boncoddo, 2017) and it leads 
students to “express more spatio-motoric content in speech” (Kita et al., 2017, p. 247).  
Some gesture scientists pointed to another effect of representational gesturing that can 
support students’ conceptual development. They found that the act of gesturing can lighten 
cognitive load (Goldin-Meadow et al., 2001), but only when the gestures are meaningful (S. W. 
Cook et al., 2012). The current study does not provide evidence about cognitive load, but it 
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points to areas for future research. My analysis showed that the form of control-gesture and GCU 
made gesturing more meaningful for students. This means that the gesture-augmented simulation 
may have reduced cognitive load for students compared to a non-augmented version of the 
simulation. A recent study shows that the results are inconclusive on the ability of augmented 
contexts for reducing cognitive overload (Akçayır & Akçayır, 2017). More research is needed to 
explore the bounds of cognitive overload. My study has not provided much support toward this 
issue, but it points to future studies that control for the choice of control-gesture and that support 
prescribing conceptually-congruent gestures to explore cognitive overload with gesture-
augmented simulations.  
Up till this point, I have described the contributions of gesturing in learning. However, 
the third insight from this study contributes to conceptual change research by proposing how 
gestures influence conceptions. Science educators have explored how gesturing supports 
communication and learning in various ways (e.g., Kang et al., 2015; Padalkar & Ramadas, 
2011; Roth, 2001; Singer, 2017; Singer et al., 2008), however a key question often left 
unaddressed is how gesturing modifies students’ conceptions. When exploring student 
sensemaking, some researchers took strides toward this goal. For example, Pozzer-Ardenghi and 
Roth (2007) proposed that conceptions are “distributed among the various different resources 
used, which at times may include speech, gestures, body orientation, gaze orientation, and 
material artifacts” (p. 111). Kapon (2017) explored student gesturing as part of the framing 
dimension of sensemaking. Clement (2009c) showed that representational gesturing indicated the 
presence of animated mental imagery. However, more work needs to be done to show how 
gesturing is part of a student’s conceptual ecology and significantly influences the conceptual 
ecology using evidence found in gesture research (Goldin-Meadow, 2011). In this study, I have 
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elaborated on the function of gesture within a student’s conception and showed when and where 
gesturing contributed to a student’s explanatory model and also their causal intuitions. For 
example, when examining Avondre’s case, I showed how gesturing seemed to help him modify 
his imagistic mental model to include molecular bumping into his conception. In addition, using 
gestures to represent a molecule in the spoon seemed to help him shift causal attribution toward 
the molecules in the bowl of the spoon. In other words, gesturing about the molecules in the 
simulation may have helped Avondre immerse into the model as an agent. Further research on 
conceptual change can consider how prescribing gestures in different learning contexts can 
influence students’ causal reasoning.  
RQ2b. How did students make sense of the gesture-augmented simulation?  
In this study, each student’s sensemaking was described in terms of the interplay between 
the dimensions of representational understanding, framing, and conceptual modeling. As each 
case study involved a thick description of how each student made sense of the simulation, I will 
not elaborate on them here. Instead, I reiterate that the three dimensions helped me to describe 
and explain how each student made sense of the simulation. Further, these descriptions aided my 
understanding of the dimensions and their implications for future research, which I have 
described while addressing research question 2a. What I find interesting about each case is that 
while each student was grappling along the same three dimensions of sensemaking, the main 
source of their tension could be reduced to one of the dimensions. For instance, Avondre’s case 
study was primarily conceptual. His case study revealed how external representations in the 
simulation are incorporated into an imagistic explanatory model and further, how gesturing adds 
to explanatory modeling. His case study showed that gesturing helped him attend to the causal 
mechanism of molecular collisions in the simulation when he used the magnified model. It also 
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showed that gesturing helped him attribute causal agency to the molecules of the spoon as he 
noticed how his actions, when immersed in the simulation, caused the connection bar of 
molecules to move.   
The next case study, Janine, revealed tensions in framing the control-gesture in an 
explanatory way. Her case showed that gesturing can create complications when its 
representation is ambiguous to the student and when it is not framed as part of the explanation. 
Thirdly, Wade’s case study revealed how implicit levels of a students’ conceptual ecology 
impacts, and is impacted by, the simulation. Wade’s conceptual dimension showed that he 
entertained a causal-mechanistic account of conduction at a conscious level as well as a heat 
flow account at an intuitive level. His final explanation appeared to combine aspects of both 
accounts, which impacted a complete articulation of both accounts. In addition, the 
representation dimension indicated that Wade experienced technical difficulties while working 
with the simulation leading to lesser time using the control-gestures productively. While he was 
able to perceive the intended information from the simulation, his case study raises new 
questions about the impact of gesturing on a student’s intuitive thinking. In what other ways does 
gesturing induce conceptual change? For example, does the length of time using the control-
gesture influence a student’s subsequent use of its content? Gesture researchers have explained 
that gesturing activates spatio-motoric information and helps students to maintain the 
information in working memory (Kita et al., 2017). Future studies can explore whether there is a 
relationship between the length of time spent on a prescribed gesture and its subsequent impact 
on learning.  
These case studies provide some insight on what a student sensemaking activity will 
involve when gesture-augmented simulations are implemented in everyday formal learning 
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environments such as classroom environments or informal environments such as in science 
centers. The above cases of sensemaking show how the dimensions inform each case study and 
help identify interactions that supported students’ conceptual development. They point to several 
areas for future research and I explore the implications of this study in the following section.  
Implications 
In this dissertation, I have shown how students made sense of a gesture-augmented 
computer simulation through three dimensions: representational understanding, framing the 
simulation, and conceptual modeling. Within each dimension, I also distinguished between 
different ways that gestures supported students to move toward a causal-mechanistic explanation. 
But this study was limited to one simulation and one physical science content area. While this 
study helped with identifying and providing evidence for these three dimensions, more research 
is needed to extend these ideas into other areas to help us understand how sensemaking happens 
in the context of a science-based mixed reality learning environment. The constraints of the 
current case study are also avenues for more research. Here I describe the implications for 
research and instruction in three areas: education technologies, learning sciences, and science 
education. 
Implications for Education Technology 
In this study, I showed that the simulation is a type of mixed-reality learning environment 
with potential to enhance student science learning. In terms of developing technologies for 
education, the following are some insights that point to new areas of research.  
First, the current study was a novel learning environment in science education in which 
students gestured to control a computer simulation. LeapmotionTM was used to track the users’ 
hands and it used infrared sensors to detect the user’s hands. While it was relatively accurate 
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when students placed their hands directly above the device at about four to six inches above the 
table, the technology was not robust enough to detect small variations in hand location. This 
issue emerged in Wade’s case when he placed his hands at a small angle above the device, 
leading to his hand switching around in the simulation. This technical issue caused Wade to 
spend more time troubleshooting the problem, and less time conceptually reflecting on his 
actions. Yet, the brief moments that he used the control-gestures effectively were found to 
contribute to his explanatory modeling. These insights suggest that gesture-augmented 
technologies are a promising agenda for learning technologists, but more work is needed to 
develop robust gesture-tracking technologies that can account for the variability of individual 
gesture enactment.  
Second, designing troubleshooting scaffolds should be a goal for technology designers. 
The study showed that the interviewer scaffolded for both conceptual connections and the use of 
gesture. Human computer interface (HCI) experts should examine the design of the simulation 
and explore ways to support the use of the simulation so that students learn to use the technology 
accurately and efficiently. This issue may be considered separate from designing scaffolds for 
science learning. Future work should consider research methods of HCI researchers to explore 
how we scaffold the mixed-reality technology.  
Third, one of the more powerful insights of this study was that the user’s perception of 
immersion in the simulation was momentary rather than all encompassing, and this momentary 
perception of immersion was enough to help students construct a causal-mechanism of thermal 
conduction. This insight suggests that a taxonomy for embodied learning environments need not 
aim for full-body immersion. Rather, designing environments that can lead students toward 
critical moments of immersion can be effective as well. In this study, that critical moment of 
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immersion occurred when students viewed the magnified model of the simulation and talked 
about how their hands bumped into the neighboring molecules to cause a chain reaction of 
collisions through the bar of molecules. This moment was critical as this was when students’ 
perception of immersion aligned with their framing of the simulation as explanatory and aligned 
with the correct representational understandings. Thus, there was conceptual congruence 
between students’ gestures and interactions in the simulation.  
This insight suggests that embodied learning environments do not need to be large full-
body environments in which all the user’s senses are engaged within the environment. Instead 
momentary perceptions of immersion that engages some of the user’s senses may also be 
effective for learning. Johnson-Glenberg et al. (2014) suggested full body engagement based on a 
view of embodied learning that activated multiple neuronal pathways in the leaner’s perceptual 
and motor system. But the insights from this thesis suggest that an environment with lesser body 
engagement can also be effective when the learner’s perceptual and motor systems are engaged 
within a system aiming for a specific epistemic goal, and where all dimensions of sensemaking 
converge to meet that goal. Theoretically, this means that the field may need to expand on our 
definition of immersion to include additional conceptual characteristics of immersion. In terms 
implementation, LeapmotionTM was a relatively small and affordable device that could be 
implemented at a larger scale in classrooms. The implication of aiming for smaller units of 
immersion means that developing smaller, and more accessible embodied learning environments 
are a promising research agenda for the future that can support a large scale move towards 
embodied learning.  
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Implications for the Learning Sciences 
There are two main areas with implications for the learning sciences. First, I introduced a 
dimension of representational understanding that included specific categories for hand gestures. 
Representational understanding of gesture directly drew from students’ representational 
competencies (Rau, 2017). As the prescribed gesture represents the phenomenon in this 
simulation, students needed to have competencies regarding gesture as a three-dimensional 
representation (Gilbert, 2008). Through this study, I showed that this environment involved 
gestural competencies. In particular, when students became competent with the gesture 
representation in the simulation, they attended to the causal-mechanism of thermal conduction 
depicted in the simulation compared to when they did not understand the gesture representation. 
This was exemplified by comparing Avondre to Wade. Avondre understood that his fist 
represented a molecule in the simulation from the start and his explanation was built on prior 
ideas. On the other hand, Wade initially did not understand his hand’s representation and drew on 
the idea of friction to make sense of the simulation. Gesture connectional understanding or GCU 
was able to capture this difference in their thinking. In sum, representational competencies for 
gestures can aid others developing embodied learning environments specify the role of the 
augmented technology as representing an entity in the environment. Future research can draw on 
this dimension as a resource when investigating other augmented contexts. By exploring how 
students understand representations in more mixed-reality science environments, we can get a 
better sense of the augmented categories of representational understanding.  
 Next, this study has implications for the role of gesturing in learning. Throughout this 
study, I have shown that representational gesturing within an explanatory context functioned in 
many ways to facilitate student sensemaking. There were many ways in which students gestured 
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during the interview. Some gestures were spontaneously produced while others were elicited by 
the interviewer. While I acknowledged these kinds of gesturing while interpreting student 
thinking, my research question was focused on the role of the control-gestures in student 
sensemaking. The control-gestures were actions that were prescribed to students through the 
simulation and designed to prime student’s embodied thinking. Throughout this study, I was 
guided by the premise that offline cognition is embodied (Wilson, 2002). From this perspective, 
embodied cognition can have an online component and an offline component. Online cognition 
involves activity that unfolds within a specific situation and in which motor activity engaged 
during this situation is involved in the development of sensorimotor simulations in the brain. 
However, in offline cognition, the same sensorimotor simulations may be involved, but no overt 
movement accompanies it. Offline embodied cognition may be active when the situation is no 
longer available for use, or when abstract reasoning occurs, such as in scientific contexts. As 
Wilson (2002) explains, “the function of these sensorimotor resources is to run a simulation of 
some aspect of the physical world, as a means of representing information of drawing 
inferences” (p. 633). In this study, I saw the role of the prescribed gestures as helping students 
develop a sensorimotor simulation of collisions in the context of the computer simulation that 
would later be available for use when students returned to the context of heat transfer through the 
silver spoon. In other words, the simulation was designed to support online cognition that would 
later be available as offline cognition. I drew on this perspective when analyzing the function of 
prescribed gestures in student sensemaking. The following three points show how gesturing 
contributed to learning.  
1. When certain conceptually congruent gestures were prescribed for use in the simulation, the 
gestures primed students to activate sensorimotor simulations in the brain that they could 
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draw on while constructing imagistic explanatory models. This was evident in how students’ 
explanation scores improved for the magnified model, and the how Avondre’s and Wade’s 
explanatory modeling evolved across the interview.  
2. Such priming seemed to help students perceive the intended mechanism of molecular 
bumping. The prescribed gestures seemed to activate sensorimotor simulations that depicted 
a similar enough mechanism as the visual input from the simulation. The gestural and visual 
congruence seemed to help students to attend to the causal mechanism and verbally articulate 
it. This happened in all three case studies when they used the magnified model of the 
simulation.  
3. The prescribed gestures facilitated conceptual sensemaking in different ways based on 
whether a student was conscious or unconscious of its representational meaning.   
a. When a student was not conscious of the control-gesture’s representation, it 
appeared to induce a sensorimotor simulation that functioned at the student’s 
implicit conceptual level. In other words, a student made unconscious 
sensorimotor associations about heat transfer that facilitated their explanation 
construction. For instance, Wade suggested molecular friction when he did not 
know what the control-gestures represented, and he described a heat-flow model 
of thermal conduction. Janine similarly talked about her movement making 
molecules move during the first challenge with the simulation without knowing 
how her movement was represented in the simulation.  
b. On the flip side, when a student was conscious of the control-gesture’s 
representation, it appeared to induce a sensorimotor simulation that aligned with 
the visual representation in the computer simulation making it more likely that a 
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student articulated it as part of their conscious conceptual modeling. For example, 
all three students mentioned molecular bumping when they used the magnified 
model of the simulation.  
c. Interviewer questioning that asked students about gesture representation helped 
students to move from unconscious to conscious use of gesture as part of 
explanation development.  
Each point above shows how gesturing was involved in the development of sensorimotor 
simulations. Specifically, this study pointed to the role of prescribed gestures in activating 
sensorimotor simulations, in supporting student perception and articulation of it. Based on the 
above assertions, many more questions may be asked about how these sensorimotor simulations 
support learning. For instance, one may ask whether the above stated mechanism for offline 
cognition supports transfer of learning to novel contexts. Another question may involve how the 
prescribed gestures support student use of symbolic representations in science. Further, I 
distinguished between conscious and unconscious activation of simulations that seem to 
influence how students made sense of the simulation. Nathan (2017) showed that conscious 
awareness of gesturing seemed to facilitate students’ mathematical verbal insight, but that the 
degree of success was task dependent. This suggests that conscious awareness of gesturing has a 
different function than unconscious awareness. Researchers can further explore these ideas to 
construct an understanding of how gestures support learning, especially in everyday settings and 
with novel technologies.  
Implications for Science Research and Teaching 
Given that this simulation was designed for a middle school science classroom, there are 
many implications for science instruction and research.  
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First, the current study was limited to one physical science topic about thermal 
conduction, and the simulation was created to target this concept. Future studies can draw on the 
sensemaking dimensions to explore how gesture-augmentation supports students in other science 
topics. This will bring visibility to domain-specific challenges of designing gesture-augmented 
simulations, and raise new issues related to how gestures achieve conceptual congruency and 
perceptions of immersion.  
Second, this simulation was designed to support a causal-mechanistic explanation of 
thermal conduction, and it was found to move students toward a causal-mechanistic explanation 
because of gestural congruency with the causal-mechanism. Causal-mechanistic explanations are 
one kind of scientific explanation that exists in science (Alameh & Abd-El-Khalick, 2018; 
Braaten & Windschitl, 2011), and there are other disciplinary areas that include causal-
mechanisms across grades. Future studies can explore how gesturing supports causal-
mechanistic sensemaking and further distinguish its functions for primary, middle, and high 
school students.  
Third, the study showed that gesture-augmentation helped students reattribute causal 
agency towards the intended causal agents. Studies have shown that students tend to have 
simplistic understandings of causality in science (Perkins & Grotzer, 2005). Future work can 
explore how gestures facilitate causal reasoning in order to move students toward complex 
models of causality in science.  
Fourth, in this study, my goal was to explore how individual students make sense of the 
simulation, and to understand how sensemaking impacted their conceptual development. This 
means that the dimensions of sensemaking pertain to the individual learner. However, when 
students use simulations in science classrooms, they often use it in groups or with the teacher. 
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Using the simulation collaboratively will add more dimensions to a student’s sensemaking and 
involve shared meaning-making with gesturing. Prior research on gestures in science classrooms 
have pointed toward the communicative value of gesturing in groups (Roth & Lawless, 2002; 
Singer, 2017) while having an advantage for classrooms with English learners (Ünsal et al., 
2018). Thus, group activity with the simulation adds many new dimensions to sensemaking. The 
current set of dimensions laid a groundwork for sensemaking. Future studies can expand the 
framework into collaborative settings and explore new dimensions to sensemaking with gesture-
augmented simulation.  
Moving toward implications for instruction. The study shows that instructors may need to 
support students’ use of simulation along the various dimensions. Teachers cannot assume that 
students understand the function and epistemic goal of a simulation on their own. Teachers may 
have to scaffold students’ interaction with the simulation by helping them establish the visual 
understanding first before getting to connectional and meta-representational understanding. The 
progression of representational understanding can be used as a basic framework that helps 
teachers diagnose issues with students and develop scaffolds to be used with the simulation. For 
instance, if a student is like Janine, who did not initially know that blocks in the simulation 
represent molecules, then the instructor needs to support them on their visual understanding. In 
Janine’s case, the interviewer asked Janine, “What do you think those are that are moving?” and 
diagnosed that she did not have the correct visual understanding based on her response. What 
questions targeted functional and visual understanding, while how and why questions targeted 
conceptual understanding. Designing questions related to each dimension is another way that 
instructors can support student sensemaking. For instance, instructors may ask students what 
their hand represents to help establish gesture connectional understanding. Or they may 
188 
 
explicitly discuss the goal of the simulation as an explanatory model to help students establish an 
explanatory frame.  
Finally, the conceptual dimension showed how using prescribed gestures led to 
conceptual change. It showed how the control-gestures helped students attend to causal-
mechanisms. Explicitly addressing the function of the control-gesture supported students’ 
retention of those mechanisms. Instructors can use these ideas to support students’ sensemaking 
in classrooms. Teachers can reflect on the representational gesture with their students and 
encourage students to articulate their thinking while gesturing. This will not only help students 
attend to important mechanisms, it can lead to better retention of those mechanisms.  
Conclusion 
The goal of the study was to explore how students moved toward a causal-mechanistic 
explanation of thermal conduction by making sense of a gesture-augmented simulation of 
thermal conduction. Prior research on sensemaking described it as a complex process in which 
students work and rework their explanations until they reach a satisfying conclusion (Odden & 
Russ, 2019). However, the field has not moved toward an agreement of what processes are 
involved in sensemaking. Prior research has shown that gestures contribute to science learning 
(Singer, 2017; Singer et al., 2008), simulations support student conceptual modeling (Ibáñez & 
Delgado-Kloos, 2018; Smetana & Bell, 2012), and developing scientific models that have 
explanatory power is a goal of science instruction (NGSS Lead States, 2013; Schwarz et al., 
2009). Yet we knew little about how these processes interact with one another while a student is 
constructing and reconstructing their explanation in any particular context. This dissertation has 
brought these ideas together to show that there are multiple dimensions involved in student 
sensemaking. In particular, while we know that gestures contribute to learning, and we know that 
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framing mediates learning, we have not understood how gestures contribute to students’ 
conceptual ecology, and we do not know how framing simulations impacts student learning. In 
this study, I have constructed a theoretical bridge from the mechanisms of gestures in cognitive 
science toward conceptual change research and taken us forward towards using gestures 
effectively in science instruction.  
In addition, I have also taken us forward in understanding how embodied learning 
supports science learning. I have specified this through the role that simulations play in science 
learning, and I contributed new ways of thinking about student sensemaking with gesture-
augmented contexts by providing specific functions of gestures across the dimensions of 
representational understanding, framing, and conceptual modeling.  
Ultimately, a goal of science instruction is to help students construct their own 
explanations of natural phenomena. This study has contributed towards that goal by explicating 
the role of gesture-augmented simulations in moving students towards developing their own 
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APPENDIX A: INTERVIEW PROTOCOL 
Before the Interview 
 Something like: Today we’re going to explore some ideas in science. Along the way I’ll 
be asking you some questions, and some of them you might not be sure about. This is fine. 
Please feel free to express any ideas you have, even if they’re “I’m drawing a blank” or “I’m 
thinking of what I had for breakfast this morning.” We’re really, really interested in your ideas, 
since we’re trying to find ways of making ideas in science connect with students’ ideas. So 
please don’t be shy about expressing your ideas, even if you’re not sure whether they’re the 
scientific ideas.  
 
Pre-simulation 
□ Show participant a metal spoon (Define bowl and handle) 
o How does the spoon feel in terms of how hot or cold it is? 
o Is one end of the spoon much hotter/colder than the other end? 
□ Ask for a prediction: What do you think will happen if I put the bowl end of the spoon in 
hot water? (Don’t put the spoon in hot water, just ask.) 
o If they do not mention the bowl, ask, “What do you think will happen to the 
bowl?” 
o If they do not mention the handle, ask, “What do you think will happen to the 
handle?” 
o Why do you think so? (Repeat what they say.) 
□ Show phenomenon: Interviewer puts the spoon into the hot water. After a few seconds, 
the interviewer takes the spoon out and asks the student to quickly feel the bowl and the 
handle of the spoon.  
o Now put it back in the water for a few moments and then feel the handle end and 
tell me what you notice.  
▪ If the student predicted that the handle would not warm up: Ask them if 
this is what they predicted? 
o Have the student describe the situation. (Lead them to notice how the handle is 
warm.) 
□ Ask for explanation (Remove props, pencil from student’s reach.): “So why do you think 
that the handle of the spoon gets warm when only the bowl end is put in hot water?” 
o If the student says steam, point out that the handle is not directly above the steam. 
o Can you show me how you think that works? 
▪ If student does not gesture, ask, “Can you show me with your hands?” 
▪ If they don’t explicitly say, ask them what their hands are showing. 
□ Probe for understanding: How do you think that happens? 
□ Check for (but do not introduce) molecular view. 
o Ask, “What do you think the spoon is made of?” 
o If the student says metal, ask, “What do you think the metal is made of?” 
o If the student does not mention molecules, then ask 
□ If student brings up molecules, then ask them to explain again. 
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o “Given what you’ve just told me, let me ask again: why do you think that the 
handle of the spoon gets warm when only the bowl end is put in hot water?” 
 
Simulation 
□ Open Lab-Heat-Transfer (http://models-resources.concord.org/leap-
motion/index.html?simulation=labheattransfer&lang=en_us) 
“Now let’s view a simulation and you can follow the instructions on the screen”  
o What are you noticing on the screen? What do you think the simulation is about?  
o If they don’t mention molecules, say, “Another student who I spoke with told me 
that it is showing molecules. What do you think about that?” 
o If student doesn’t mention temperature, “What do you notice about the 
thermometers?”  
o If student doesn’t mention molecular motion, “What do you notice about how the 
molecules on the hot side are moving compared to the molecules on the cold 
side?” 
o Tell the student that scientists think about temperature as hot when the molecules 
are wiggling a lot and cold when the molecules are not wiggling much. 
o Direct the student to connect the simulation with showing molecules on one side 
of the spoon. You can think of this side (point to hot side) as showing the spoon 
when it is hot, and this side (point to cold side) as showing the spoon when it is 
cold. 
o Ask again, “Using what you have seen thus far, why do you think that the handle 
of the spoon got warm when only the bowl end was put in hot water?” 
 
□ Introduce challenges to try to make something happen in the simulation AND to explain why 
it does or does not happen. 
□ First challenge: Can you make the thermometer on the left side go up as much as possible? 
And then can you make it go all the way back down? 
o Why do you think that shaking your fist makes the thermometer go up? Why do 
you think that stopping makes the thermometer go down? 
o If the student does not connect to molecular motion to the motion of their fist, 
then point that out. 
□ Second challenge: Do the same thing on the right and ask to explain their ideas again. 
□ Third challenge: By only making the molecules on the left move, can you make the 
thermometer on the right go up? 
o After students find that they cannot do this, ask why they think they weren’t able 
to do it? What would you need to make this happen?  
o Introduce the Micro view: http://models-resources.concord.org/leap-
motion/index.html?simulation=labheattransferlong&lang=en_us 
o Tell student that these are the same molecules but an even smaller section.  
o Ask student to read the instructions on the screen and bump their fists together. 
o Highlight a molecule on the top (or right) and ask: By moving the molecules 
marked green, can you make the yellow molecule move? 
▪ How is the movement of the green molecule making the yellow molecule move? 
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▪ Why do you think bumping (your fists) is making the yellow molecule move? 
How does this idea apply to the previous simulation? 
□ Fourth challenge: (Return to the main simulation and connect the sides with a bar) By only 
moving the molecules on the left, can you make the temperature of the right end go up? 
o “Why do you think you can make it this happen this time?” Remind them of 
bumping and ask them to use the gesture to explain how it works. 
□ Ask them if they have any questions about the simulation.   
 
Post simulation 
□ So, now that you have seen this, I would like to go back to the spoon.  
o Using what you experienced with the simulation, can you explain why you think 
the handle of the spoon gets warm when I put the bowl end in hot water? 
o Can you use your hands to show me how you think that works? 
▪ If they don’t explicitly say, ask them what their hands are showing. 
□ If simulation gestures have not been used already then ask:  
o Using the moving fist gesture (show them the gesture), can you say what happens 
to bowl end of the spoon as it heats up? 
o Using the bumping gesture (show them the gesture), can you say how does the 
heat travel from the bowl to the handle end of the spoon? 
o Can you use these gestures to explain again why you think the handle of the 
spoon gets warm when I put the bowl end in hot water? 
□ Do you have any feedback about the simulation for us? 
 
Great! That was really helpful. Thanks a lot for your help. Before we close, do you have 
any questions for me? Let them ask.  
 




APPENDIX B: INTERVIEW SEGMENTS 
The main segment of the interview with the main task described in each segment 
Interview Segment Abbreviation 
Initial prediction IP 
Trying the spoon in hot water TRY 
Imagining the spoon with magic glasses MG 
Suggesting spoon molecules MOL 
Noticing visuals in the simulation SIM:NOT 
Training to use device SIM:T 
Performing Challenge 1: Make the left temperature rise by controlling the 
left block of molecules 
SIM:C1 
Understanding representation of control-gesture SIM:REP 
Performing Challenge 2: Make the right temperature rise by controlling the 
right block of molecules 
SIM:C2 
Performing Challenge 3: Make the temperature of the right block rise by 
controlling the left block of molecules 
SIM:C3 
Magnified Model: Make the yellow molecule move by bumping the green 
molecule into other molecules 
MM 
Performing Challenge 4: With the blocks connected with a bar of molecules, 
make the temperature of the right block rise by controlling the left block of 
molecules 
SIM:C4 
Post question PQ 
Use the control-gesture to explain why the spoon handle got warm SHOW 
 
