Abstract. Lattice reduction is a hard problem of interest to both publickey cryptography and cryptanalysis. Despite its importance, extremely few algorithms are known. The best algorithm known in high dimension is due to Schnorr, proposed in 1987 as a block generalization of the famous LLL algorithm. This paper deals with Schnorr's algorithm and potential improvements. We prove that Schnorr's algorithm outputs better bases than what was previously known: namely, we decrease all former bounds on Schnorr's approximation factors to their (ln 2)-th power. On the other hand, we also show that the output quality may have intrinsic limitations, even if an improved reduction strategy was used for each block, thereby strengthening recent results by Ajtai. This is done by making a connection between Schnorr's algorithm and a mathematical constant introduced by Rankin more than 50 years ago as a generalization of Hermite's constant. Rankin's constant leads us to introduce the so-called smallest volume problem, a new lattice problem which generalizes the shortest vector problem, and which has applications to blockwise lattice reduction generalizing LLL and Schnorr's algorithm, possibly improving their output quality. Schnorr's algorithm is actually based on an approximation algorithm for the smallest volume problem in low dimension. We obtain a slight improvement over Schnorr's algorithm by presenting a cheaper approximation algorithm for the smallest volume problem, which we call transference reduction.
Introduction
Lattices are discrete subgroups of R m . A lattice L can be represented by a basis, that is, a set of n ≤ m linearly independent vectors b 1 , . . . , b n in R m such that L is equal to the set L(b 1 , . . . , b n ) = { n i=1 x i b i , x i ∈ Z} of all integer linear combinations of the b i 's. The integer n is the dimension of the lattice L. A lattice has infinitely many bases (except in trivial dimension ≤ 1), but some are more useful than others. The goal of lattice reduction is to find interesting lattice bases, such as bases consisting of reasonably short and almost orthogonal vectors: it can intuitively be viewed as a vectorial generalisation of gcd computations. Finding good reduced bases has proved invaluable in many fields of computer science and mathematics (see [10, 7] ), particularly in cryptology (see [17, 21] ).
Lattice reduction is one of the few potentially hard problems currently in use in public-key cryptography (see [21, 17] for surveys on lattice-based cryptosystems). But the problem is perhaps more well-known in cryptology for its major applications in public-key cryptanalysis (see [21] ): knapsack cryptosystems [22] , RSA in special settings [9, 5, 4] , DSA signatures in special settings [12, 19] , etc. Nevertheless, there are very few lattice reduction algorithms, and most of the (recent) theoretical results focus on complexity aspects (see [17] ).
The first lattice reduction algorithm in arbitrary dimension is due to Hermite [11] , and is based on Lagrange's two-dimensional algorithm [13] (often wrongly attributed to Gauss). It was introduced to show the existence of Hermite's constant (which guarantees the existence of short lattice vectors), as well as proving the existence of lattice bases with bounded orthogonality defect. The celebrated Lenstra-Lenstra-Lovász algorithm [14] (LLL) can be viewed as a relaxed variant of Hermite's algorithm, in order to guarantee a polynomial-time complexity. There are faster variants of LLL based on floating-point arithmetic (see [20, 25] ), but none improves the output quality of LLL, which is tightly connected to Hermite's historical (exponential) upper bound on his constant. The only (high-dimensional) polynomial-time reduction algorithm known with better output quality than LLL is due to Schnorr [24] . From a theoretical point of view, only one improvement to Schnorr's block-reduction algorithm has been found since [24] : by plugging the probabilistic AKS sieving algorithm [2] , one may increase the blocksize k = log n/ log log n to k = log n and keep polynomial-time complexity, which leads to (slightly) better output quality. Curiously, in practice, one does not use Schnorr's algorithm when LLL turns out to be insufficient: rather, one applies the so-called BKZ variants [26, 27 ] of Schnorr's algorithm, whose complexity is unknown.
Our Results. We focus on the best high-dimensional lattice reduction algorithm known (Schnorr's semi block-2k algorithm [24] ) and potential improvements. Despite its importance, Schnorr's algorithm is not described in any survey or textbook, perhaps due to the technicality of the subject. We first revisit Schnorr's algorithm by rewriting it as a natural generalization of LLL. This enables to analyze both the running time and the output quality of Schnorr's algorithm in much the same way as with LLL. It also leads us to reconsider a certain constant β k introduced by Schnorr [24] , which is tightly related to the output quality of his semi block-2k algorithm. Roughly speaking, β k plays a role similar to Hermite's constant γ 2 = 4/3 in LLL.
We improve the best upper bound known for β k : we show that essentially, β k 0.38 × k 2 ln 2 ≈ 0.38 × k 1.39 , while the former upper bound [24] was 4k 2 . This leads to better bounds on the output quality of Schnorr's algorithm: for instance, the approximation factor (6k) n/k given in [24] can be decreased to its (ln 2)-th power (note that ln 2 ≈ 0.69). On the other hand, Ajtai [1] recently proved that there exists ε > 0 such that β k ≥ k ε , but no explicit value of ε was known. We establish the lower bound β k ≥ k/12, and our method is completely different from Ajtai's. Indeed, we use a connection between β k and a mathematical constant introduced by Rankin [23] more than 50 years ago as a generalization of Hermite's constant.
Besides, Rankin's constant is naturally related to a potential improvement of Schnorr's algorithm, which we call block-Rankin reduction, and which may lead to better approximation factors. Roughly speaking, the new algorithm would still follow the LLL framework like Schnorr's algorithm, but instead of using HermiteKorkine-Zolotarev (HKZ) reduction of 2k-blocks, it would try to solve the socalled smallest volume problem in 2k-blocks, which is a novel generalization of the shortest vector problem. Here, Rankin's constant plays a role similar to β k in Schnorr's algorithm. But our lower bound on β k actually follows from a lower bound on Rankin's constant, which suggests that there are intrinsic limitations to the quality of block-Rankin reduction. However, while Ajtai presented in [1] "worst cases" of Schnorr's algorithm which essentially matched the bounds on the output quality, this is an open question for block-Rankin reduction: perhaps the algorithm may perform significantly better than what is proved, even in the worst case. Finally, we make a preliminary study of the smallest volume problem. In particular, we show that HKZ-reduction does not necessarily solve the problem, which suggests that block-Rankin reduction might be stronger than Schnorr's semi block reduction. We also present an exact solution of the smallest volume problem in dimension 4, as well as an approximation algorithm for the smallest volume problem in dimension 2k, which we call transference reduction. Because transference reduction is cheaper than the 2k-dimensional HKZ-reduction used by Schnorr's algorithm, we obtain a slight improvement over Schnorr's algorithm: for a similar cost, we can increase the blocksize and therefore obtain better quality.
Road map. The paper is organized as follows. In Section 2, we provide necessary background on lattice reduction. In Section 3, we revisit Schnorr's algorithm and explain its main ideas. Section 4 deals with Rankin's constant and its connection with Schnorr's algorithm. In Section 5, we study the smallest volume problem, discuss its application to the so-called block-Rankin reduction, and present transference reduction. 
Background
Let . and ., . be the Euclidean norm and inner product of R m . Vectors will be written in bold, and we will use row-representation for matrices. For a matrix M whose name is a capital letter, we will usually denote its coefficients by m i,j :
if the name is a Greek letter like µ, we will keep the same symbol for both the matrix and its coefficients. The notation x denotes a closest integer to x.
Lattices
We refer to the survey [21] for a bibliography on lattices. In this paper, by the term lattice, we mean a discrete subgroup of some R m . The simplest lattice is Z n , and for any linearly independent vectors 
Hermite's constant. The Hermite invariant of the lattice is defined by
Hermite's constant γ n is the maximal value of γ(L) over all n-dimensional lattices. Its exact value is known for 1 ≤ n ≤ 8 and n = 24, and we have [16] : γ n ≤ 1 + n 4 . Asymptotically, the best bounds known are: (1)) (see [8, 18] ). The lower bound follows from the so-called Minkowski-Hlawka theorem.
lattice. These projections are stable by composition:
Lattice reduction
We will consider two quantities to measure the quality of a basis [b 1 , . . . , b n ]: the first one is the usual approximation factor b 1 /λ 1 (L), and the second one is b 1 /vol(L) 1/n , which we call the Hermite factor. The smaller these quantities, the shorter the first basis vector. Lovász showed in [15] that any algorithm achieving a Hermite factor ≤ q can be used to efficiently find a basis with approximation factor ≤ q 2 using n calls to the algorithm.
Orthogonalization. Given a basis
there exists a unique lower-triangular matrix µ with unit diagonal and an orthogonal family
They can be computed using Gram-Schmidt orthogonalization, and will be denoted the GSO of B. Note that vol(B) = n i=1 b * i , which will often be used. It is well-known [14, 17] 
Size reduction usually refers to η = 1/2, and is typically achieved by successively size-reducing individual vectors. Size reduction was introduced by Hermite. [14] with factor (δ, η) for 1/4 < δ ≤ 1 and 1/2 ≤ η < √ δ if the basis is size-reduced with factor η and if its GSO family satisfies the (n − 1) Lovász
LLL-reduction usually refers to the factor (3/4, 1/2) because this was the choice considered in the original LLL paper [14] . But the closer δ and η are respectively to 1 and 1/2, the more reduced the basis. Reduction with a factor (1,1/2) is closely related to a reduction notion introduced by Hermite [11] . When the reduction factor is close to (1,1/2), Lovász conditions and sizereduction imply the Siegel conditions [6] : 2 . Hence, the Hermite factor of an LLL-reduced basis is bounded by:
and (1) implies that the approximation factor is bounded by:
The LLL algorithm is an iterative algorithm. At the start of each loop iteration, the first i vectors are already LLL-reduced, then the (i + 1)-th vector is size-reduced; if it does not satisfy Lovász condition, the consecutive vectors b i+1 and b i are swapped and the counter i is decremented, otherwise i is incremented. The loop goes on until i eventually reaches the value n. If L is a full-rank integer lattice of dimension n and B is an upper bound on the b i 's, then the complexity of the LLL algorithm described (using integral Gram-Schmidt) without fast integer arithmetic is O(n 6 log 3 B). The main reason is that the integer n k=1 b * k 2(n−k) decreases by at least the geometric factor δ at every swap: thus, the number of swaps is O(n 2 log B). The recent L 2 algorithm [20] by Nguyen and Stehlé achieves a factor of (δ, ν) arbitrarily close to (1,1/2) in faster polynomial time: the complexity is O(n 5 (n + log B) log B) which is essentially O(n 5 log 2 B) for large entries. This is the fastest LLL-type reduction algorithm known for large entries. 
which we rewrite more geometrically as,
2 , and Ajtai recently proved in [1] that there exists ε > 0 such that β k ≥ k ε , but this is an existential lower bound: no explicit value of ε is known. The value of β k is very important to bound the output quality of Schnorr's algorithm. One can achieve an n-dimensional HKZ reduction in essentially the same time as finding the shortest vector of an n-dimensional lattice: the deterministic algorithm [24] needs n O(n) polynomial operations, and the probabilistic algorithm [2] needs 2 O(n) polynomial operations.
Revisiting Schnorr's Algorithm
In this section, we give an intuitive description of Schnorr's semi block-2k-reduction algorithm and show that it is very similar to LLL. The analogy between LLL and Schnorr's algorithm is summarized in Tables 2 and 1 . We explain the relationship between the constant β k and the quality of Schnorr reduced basis, and we give the main ideas for its complexity analysis. Here, we assume that the lattice dimension n is a multiple of k.
From LLL to Schnorr
In the LLL algorithm, vectors are considered two by two. At each loop iteration, the 2-dimensional lattice Schnorr's semi block-2k-reduction is a polynomial-time block generalization of the LLL algorithm, where the vectors b *
The link between the small blocks S 1 , . . . , S n/k and the large blocks • by swap of (bi, bi+1)
3: B ←copy of B 4: Try to decrease vol(S i ) in B : 4a:
• by HKZ reducing L i 5: if b * i can lose a factor δ then 6:
• perform the changes on B 7:
• i ← max(i − 1, 1) 8: else i ← i + 1 9: endwhile 9: endwhile Formally, a basis is semi-block-2k-reduced if the following three conditions hold for some small ε > 0:
Like in LLL, the large block L i is reduced at each loop iteration in order to decrease vol(S i ) by a geometric factor 1/(1 + ε). Note that vol(S i )/vol(S i+1 ) decreases by 1/ (1 + ε) 2 . By definition of β k , this ratio can be made smaller than
if L i is HKZ-reduced. For this reason, condition (4) is a block generalization of Siegel's condition which can be fulfilled by an HKZ-reduction of L i . 
Reduce L i by size-reduction and swap
Complexity analysis
Each time a large block L i is reduced, vol(S i ) decreases by a geometric factor 1/(1 + ε) and since vol(L i ) = vol(S i ) × vol(S i+1 ) remains constant, vol(S i+1 ) increases by the same factor. So the integer quantity
2 . This can occur at most a polynomial number of times: hence the complexity of the reduction is Poly(size of basis)*HKZ(2k) where HKZ(2k) is the complexity of a 2k-dimensional HKZ reduction as seen in Section 2.2. In order to ensure a polynomial complexity, it is necessary to keep k ≤ log n/ log log n or k ≤ log n if we use the probabilistic AKS algorithm.
The Hermite factor of Schnorr's reduction
The Hermite factor of a semi block-2k-reduced basis depends mostly on Condition (4), which implies that vol(
. If the first vector b 1 is the shortest vector of S 1 (which is implied by (3)), then
1 k by definition of Hermite's constant, and therefore:
The approximation factor of Schnorr's reduction
If only condition (4) holds, even if b 1 is the shortest vector of S 1 , its norm can be arbitrarily far from the first minimum of L. Indeed, consider for instance the 6-dimensional lattice generated by Diag(1, 1, 1, 1, ε, 1 ε ), and a blocksize k = 3. Then the first block S 1 is the identity and is therefore HKZ-reduced. The volume of the two blocks S 1 and S 2 is 1, thus condition (4) Compared to Hermite's factor, we require additionally that every block S k is reduced (which follows from condition (2)) to bound the approximation factor.
Using (1), there exists an index p such that
k , so the approximation factor is bounded by:
Note however that Schnorr proved in [24] that Condition (3) allows to decrease the term (4/3) (3k−1)/4 to O k 2+ln k .
Rankin's constant and Schnorr's algorithm

Rankin's constant
If L is a n-dimensional lattice and 1 ≤ m ≤ n, the Rankin invariant γ n,m (L) is defined as (cf. [23] ):
which can be rewritten as:
Rankin's constant is the maximum γ n,m = max γ n,m (L) over all n-dimensional lattices. Clearly, γ n,n (L) = 1 and γ n,1 (L) = γ n (L), so γ n,n = 1 and γ n,1 = γ n . Rankin's constants satisfy the following three relations, which are proved in [16, 23] :
The only known values of Rankin's constants are γ 4,2 = 
Relation between Rankin's constant and Schnorr's constant
Theorem 1. For all k ≥ 1, (γ 2k,k ) 2/k ≤ β k . Proof. Let B = [b 1 , .
. . , b 2k ] be a HKZ-reduced basis of a lattice L, and let h(B)
and therefore:
2/k ≤ β k , which completes the proof.
Improving the upper bound on Schnorr's Constant
The key result of this section is:
Without any change to Schnorr's algorithm, we deduce a much better quality for the output basis than with the former bound β k ≤ 4k 2 , because both the exponent 2 ln 2 ≈ 1.386 is much lower than 2, and the coefficient 1/2 2 ln 2 is about 10 times lower than 4. The bounds on the approximation factor and Hermite's factor of Schnorr's algorithm can be raised to the power ln 2 ≈ 0.69. The proof uses an easy bound mentioned by Schnorr in [24] :
Numerically, it can be verified that the product (8) is ≤ k 1.1 for all k ≤ 100 (see Figure 2) . The bound γ j ≤ 1 + j 4 combined with an upper bound of the total exponents prove Theorem 2 for all k (see Section A in the appendix).
Surprisingly, we do not know a better upper bound on (γ 2k,k ) 2/k than that of Theorem 2. The inequality (7) leads exactly to the same bound for Rankin's constant.
A lower bound on Rankin's constant
In [1] , Ajtai showed that β k ≥ k ε for small size of blocks and for some ε > 0, and presented worst cases for Schnorr's algorithm, which implies that the reduction power of semi block 2k-reduction is limited. The following result proves an explicit lower bound on Rankin's constant, which suggests (but does not prove) that the approximation factor of any block-reduction algorithm (including Schnorr's semi block 2k-reduction) based on the LLL strategy is limited.
This lower bound also applies to Schnorr's constant β k because of Theorem 1. Theorem 3 is mainly based on the following lower bound for Rankin's constant proved in [28, 3] as a generalization of Minkowski-Hlawka's theorem:
As an application, for k < 100, it can be verified
More generally, we first bound ln Z(j), and we compare it to an integral to get the expected lower bound. The full proof of Theorem 3 is given in Section B of the Appendix.
Improving Schnorr's algorithm
The main subroutine in Schnorr's algorithm tries to solve the following problem:
where vol(L) does not change. In Schnorr's algorithm, the quality of the output basis (which was expressed as a function of β k in Sections 3.3 and 3.4) essentially depends on the upper bound that can be achieved on the ratio vol(S 1 )/vol(S 2 ).
The smallest volume problem
Rankin's constant and Schnorr's algorithm suggest the smallest volume problem: given a n-dimensional lattice L and an integer m such that 1 ≤ m ≤ n,
. If m = 1, the problem is simply the shortest vector problem (SVP). If m = n−1, the problem is equivalent to the shortest vector problem in the dual lattice. When (n, m) = (2k, k), we call this problem the half-volume problem. For any m ≤ n, the minimality of the volume implies that any solution to this problem is a pure sublattice of L, so one way to solve this problem is to find a basis (L(b 1 , . . . , b m ) ) is minimal.
We say that a basis of a n-dimensional lattice L is m-Rankin reduced if its first m vectors solve the smallest volume problem. Note that this is not exactly a basis reduction problem, as any notion of reduction of the basis of S is irrelevant. The only thing that matters is to minimize the volume of S. If we apply the LLL algorithm on a Rankin-reduced basis, the volume of the first m vectors can never increase: this means that LLL swaps never involve the pair (m, m + 1), and therefore the output basis is both LLL-reduced and Rankin-reduced. We thus have proved the following lemma: Lemma 1. Let L be a n-dimensional sublattice and 1 ≤ m ≤ n. There exists an LLL-reduced basis of L which is m-Rankin-reduced.
Since the number of LLL reduced bases can be bounded independently of the lattice (see [6] because LLL-reduction implies Siegel reduction), the smallest volume problem can be solved by a gigantic exhaustive search (which is constant in fixed dimension though).
Block-Rankin reduction
A basis is 2k-Block-Rankin reduced with factor δ ∈ [ 
Compared to Schnorr's semi block-2k reduction, this reduction notion enables to replace β k in the bounds of the approximation factor and Hermite's factor by γ 2/k 2k,k . Assume that an algorithm to k-Rankin-reduce a 2k-dimensional basis is available. Then it is easy to see that Algorithm 1, inspired from LLL and Schnorr's semi block-2k reduction, achieves block-Rankin reduction using a polynomial number of calls to the Rankin subroutine.
The 4-dimensional case
Here, we study Rankin-reduction for (n, m) = (4, 2). We first notice that HKZ reduction does not necessarily solve the half-volume problem. 
find the shortest vector c 2 in the lattice projected over c ⊥ 1 (We can limit the enumeration to c 2 lower than the cost of Algorithm 2 is at most a constant times more expensive than a HKZ reduction of a 4-dimensional lattice.
If we plug Algorithm 2 into Algorithm 1, we obtain a polynomial-time reduction algorithm whose provable quality is a bit better than Schnorr's semi block-4 reduction: namely, the constant β 2 ≤ γ 2/3 4 γ 3 = 2 2/3 ≈ 1.587 in the approximation factor and the Hermite factor is replaced by the potentially smaller constant γ 4,2 = 3/2. On the other hand, both algorithms only apply exhaustive search in dimension 4.
Higher blocksizes
The 4-dimensional case suggests two potential improvements over Schnorr's semi block 2k-algorithm:
-If the half-volume problem can be solved in roughly the same time (or less) than a full 2k-HKZ reduction, then Algorithm 1 would give potentially better approximation factors at the same cost. -If one can approximate the half-volume problem in much less time than a full 2k-HKZ reduction, we may still obtain good approximation factors in much less time than semi block 2k-reduction, by plugging the approximation algorithm in place of Rankin reduction in Algorithm 1.
However, we do not know how to solve the half-volume problem exactly in dimension higher than 4, without using a gigantic exhaustive search. Perhaps a good approximation can be found in reasonable blocksize, by sampling short (but not necessarily shortest) lattice vectors, and testing random combinations of such vectors. We now present an approximation algorithm for the half volume problem, which we call transference reduction. Transference reduction achieves a volume ratio lower than 1 95 k 2 in a 2k-dimensional lattice by making only O(k) calls to a k-dimensional exhaustive search, which is thus cheaper than a full 2k-HKZ reduction. Note that 2k-HKZ reduction achieves a smaller volume ratio using a 2k-dimensional exhaustive search. Let (b 1 , . . . , b 2k ) be a basis of a 2k-dimensional lattice. The idea of the algorithm is to perform exhaustive searches in the two halves of the basis in order to find a pair of vectors which can be highly reduced. The reduction of this pair of vectors happens in the middle of the basis so that the first half-volume decreases.
As in the previous sections, we call
Using an exhaustive search, a shortest vector of S 2 is brought on the k + 1-th position in order to make b * k+1 After maximizing b * k , Hermite's inequality in the reversed dual of
does not satisfy Lovász condition, then it is fully reduced and the algorithm starts over from the beginning. The only step which can change the ratio vol(S 1 )/vol(S 2 ) is the middle-vectors reduction, in which case it drops by a geometric factor. Hence the number of swaps in the middle is at most linear in the dimension and the size of the basis. In the end, the ratio (vol(S 1 )/vol(S 2 )) 2/k is lower than 
the widened blocks of S 1 , S 2 and δ : 2 approximates the maximized solution by the factor δ. If this condition does not hold, b k+1 is replaced by the maximized solution and the algorithm starts over from the beginning. Each of these two reduction steps decrease vol(S 1 ) 2 by the factor δ, therefore the number of steps is still bounded by O(k). In case both conditions hold the algorithm stops. For these new conditions we can again apply Hermite's inequality result-
Because of vol(
2 obtained after the first two exhaustive searches, the ratio ( 
