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Let M be a CR generic analytic (C ω ) manifold in C n , dim CR M = m, codim C n M = d, dim R M = 2m + d and let p ∈ M.
In 1996, Baouendi, Ebenfelt and Rothschild provided the following criterion for M to be minimal at p in the sense of Tumanov ( [BER1] , Section 2 ; see also [BER4] Remark. In [BER1] , it is implicitely asserted that S ν 0
p contains an open set V in C n with p ∈ Clos(V ). That S 2ν 0 p ⊃ V C n (p) was observed by Zaitsev in [Z1] .
Their original proof was to set up normal forms for generic C ω manifolds as follows from the known work of Bloom-Graham [BG] , to discuss then the homogeneous algebraic Taylor approximation M app , to show that S(M app )
2ν 0 p contains a neighborhood of p in C n and to conclude by a perturbation argument (see [BER4] , Chapter X, 235-258). Basically, the Segre sets are unions of Segre varieties : S 1 p = S p (S p here like Segre, instead of Q p ) is the Segre variety through p ∈ M, S 2 p is the union of Segre varieties S q as q ranges over S 1 p , S 3 p is the union of Segre varieties S q as q ranges over S 2 p , etc. The S j p are better viewed via the iterated complexifications M j of M as projections to V C n (p) of certain complex manifolds, called Segre manifolds in [BER4] , as was pointed out by Zaitsev [Z1] .
Our aim in this article is to use a classical technique devised by Sussmann from which all the fundamental properties of Segre sets can be reconstructed in a systematic way. We observe two canonical facts : The complexification M comes equipped with two projections π t : M → C n t and π τ : M → C We refer the interested reader to Sections 2 and 3 for precisions.
Our theorems 1 and 2 are purely local. Of course, it is well-known that Segre varieties do not foliate a neighborhood V C n (p) (St p in our notation is the usual Q p ), think of the simplest quadric z 2 =z 2 + iz 1z1 in C 2 but when we pass to the complexification, we blow-up q∈V C n (p) St q and q∈V C n (p) S tq in a double foliation of M by complex m-dimensional Segre surfaces.
Finally, we recall that the notion of S-orbits on a complex manifold X equipped with a set S of vector fields (defined over X) is classical in CR geometry. Indeed, the importance of orbits in CR geometry has been pointed out by Treves in the early eighties and was pursued by Sjöstrand, Baouendi, Trépreau, Tumanov, Jöricke and others.
A vector field interpretation of Segre sets will enables us to introduce a formalism offering a geometric picture of the theory. Theorems 1 and 2 have been evoked in a manuscript [ME1] in an algebraic context.
Orbits of systems of holomorphic vector fields.
This preliminary section exhibits the central notion of orbits of bundles of holomorphic vector fields and we will postpone to Sections 2 and 3 the exposition of the links of orbits with Segre varieties.
The notion of orbits of families of vector fields goes back to a well written paper of Sussmann [Su] , so we will refer the reader to it for background and further information. Sussmann considered only the C ∞ case, but his construction works as well in C 2 , C k , C ω or in the complex analytic category. We will in this section give a proof of Nagano's theorem about integral submanifolds of bundles of holomorphic vector fields in the spirit of [Su] , but with a supplementary simplification due to the principle of analytic continuation. Our interest is purely local, so we set-up a context in polydiscs and make assumptions directly applicable to the Segre foliation for Section 2.
1.1. Vector fields. Let ∆ be the unit disc in C and r∆ = {|z| < r}. Let
, be a finite system of nonzero m-vectorial holomorphic vector fields over ∆ n . By m-vectorial, we mean that each L α is a collection (L α1 , ..., L αm ) of m commuting linearly independent over ∆ n vector fields. Hence, considering the multiple flow mapping
n (on a certain domain), one has : for every permutation
(1.1)
We simply denote this multiple flow map by (s, z) → L αs (z) and we work with multiple vector fields formally as if they were usual vector fields, i.e. as if m = 1. But s will be called an m-time and s → L αs (z) an m-curve. We recall the defining properties of the flow map L α0 (z) = z and
(z) whenever the composition is defined. Anyway, after bounding k ≤ 3n, it is clear that there exists δ > 0 such that all maps (
(z) can be visualized as multiple, i.e. composed, L-integral m-curves with source the point z. Also, the point z
is the endpoint of a piecewise smooth m-curve with origin z : follow L 1 during m-time
We will be interested only in the S-orbit of 0.
Remark. It will be clear below that in fact for all r > 0, there exists an ε = ε(r) > 0 such that O S ((r∆) n , 0) contains (ε∆) n : in other words, S-minimality at 0 is a purely germic notion, but this is caused by holomorphicity and fails to be so in C ∞ (cf. Sussmann, p. 177, p. 185). Now, we propose a self-contained short proof which does not use Lie brackets of the following special case of Nagano's theorem (inspired by Sussmann's proof).
Theorem 1.5. There exists ε > 0 such that the S-orbit of 0 consists of a closed
We say that S-orbits enjoy the minimality property, because they are the minimal S-integral manifolds.
Remark. Then (r∆) n is S-minimal at 0 if and only if dim C O 0 = n.
Notation. V X (p) denotes a small neighborhood of the point p in the complex manifold X which is equivalent to a polydisc in a chart.
Proof. If a = 1, O 0 is just the m-curve through 0 of the single element of S, so we assume a ≥ 2.
We construct by induction a sequence
. Recall that given f : X → Y a holomorphic map of complex connected manifolds, there exists a proper complex subvariety Z ⊂ X with dim C Z < dim C X such that rk C,p (f ) = max q∈X rk C,q (f ) for all p ∈ X\Z. This integer, the generic rank of f , we denote by gen rk C (f ). Of course, gen rk C (f | U ) = gen rk C (f ) if U ⊂ X is open nonempty, because of the principle of analytic continuation.
By our assumption on S (shrinking δ if necessary),
If e 1 = 0, our construction stops. If e 1 > 0, let α with e 1 (α) = e 1 and L
If e k+1 = 0, our construction stops. If e k+1 > 0, let α with e k+1 (α) = e k+1 and
Although we will not use them in this proof, we set up two definitions. Definition 1.8. The integer µ 0 is a minimality type of S at 0. Remark. µ 0 depends on the choices of the α's.
Remark. Of course, e = dim R O S (∆ n , 0) = am + e {κ 0 } will not depend on the choices of the α's. µ 0 counts the number of steps necessary to cover an e-dimensional piece of O S (∆ n , 0).
We let e = am + e {κ 0 } . Definition 1.10. The µ 0 -tuple ( a times m, m, ..., m, e 1 , ..., e κ 0 ) ∈ N µ 0 will be called a minimality multitype of S at 0,
j . Therefore, if a = 2, there are exactly two minimality multitypes. Now, for each point t
(0) (rank theorem !). For instance, when applied to Segre sets in minimal case (e = n), we would be saying that S
. First, by the definition of µ 0 ,
n is an e-dimensional complex submanifold passing by p 0 . Convention : the tangent space to X at p ∈ X is denoted by Tan p (X) instead of T p X if p has a too long name. We consider a vector (
We have proved that
Proof. This again follows from (1.14) when considering Γ L * µ 0 L k Lα (the bound 3n on lengths of the L j 's is sufficient to insure that (δ∆
. ♦ Assertion 1.11 and Scholium 1.15 exhibit stabilization of generic rank.
. It is now clear that the generic rank of such χ is attained at some point (p
). ♦ Now, we finish the proof of Theorem 1.5. By assertion 1.16, there exists t
and the image by this map of
n is closed in (ε∆) n . By Assertion 1.11 and Scholium 1.15,
by Scholium 1.15 and Lemma 1.2, contradiction. ♦ Remark. In the litterature, S-orbits are defined to be the set of all points L k t (k) (z) without bound on k ∈ N * , but in fact k ≤ 2n covers already a smooth analytic piece of O S (∆ n , 0) passing by 0. We have in fact proved :
Theorem 1.17. Let S = {L α } 1≤α≤a be as above, n = am + d. Let µ 0 be a minimality type of S at 0, µ 0 ≤ a + d and let (m, ..., m, e 1 , ..., e κ 0 ) be the associated multitype,
Remark. Here appears 2µ 0 − 1. The interpretation is that there exists a coming back chain Γ L k of length k
Remark. Clearly, the constructions and the minimality types are stable under arbitrary shrinkings of ∆ n and of (δ∆) m . [Su] , pp.185-188, if we let S * = Lie(Vect O (S))) to be the Lie algebra generated by S over O(∆ n ), we have
Of course, the study S-orbits of other points of (r∆) n is similar.
Remark. Nevertheless, Lie brackets invariant have no link with the minimality types : if d = 1, the minimality types are (m, ..., m, 1) whenever ∆ n is S-minimal at 0, but vanishing order of Lie brackets at 0 can be arbitrary. Analogy 1.22. The S-orbits are kinds of irreducible components of ∆ n for the structure inherited from S, like irreducible components of a complex analytic set.
1.2. CR orbits. Now, we introduce the notion of CR orbits of a CR C ω manifold M. Let S CR be a C ω system of generators of T c M. M is a local piece, say in a polydisc. CR orbits O CR (M, p) of M are the S CR -orbits. It again follows from Sussmann or from our construction whose all steps are again valuable in the real analytic category, that CR orbits are embedded C ω CR submanifolds of M with the same CR dimension as M : that S CR | Op is tangent to O p means exactly that dim CR O p = dim CR M and they enjoy the minimality property : if Λ p ⊂ M is CR-integral and p ∈ Λ p , then Λ p contains O p at p. ♦ In this section, we detail some fundamentals concerning Segre varieties and the geometry of CR manifolds in a complete manner. Usually, it is superfluous to distinguish between Segre varieties and their conjugates in C n (i.e. Q p and Q p ). However, when passing to the complexification, we will observe that complexified Segre varieties and conjugate complexified Segre varieties are really distinct and that this difference is as well fundamental as the noncommutativity of CR vector fields on a non Leviflat CR manifold (see 2.6, see also Example 2.3.3). This is why we set-up from the beginning the theory of Segre varieties together with the theory of conjugate Segre varieties, before passing to complexification. Up to Section 2.5 (included), the material is well-known for the Q p = St p . We duplicate these properties for the conjugates S tp . Because ambiguity must be eliminated, we are forced to introduce some new and perharps inelegant notations, St p and S tp instead of Q p and Q p . Our choice is motivated in 2.3.
2.1. Real analytic CR manifolds. It is well-known that the local study of CR manifolds is reduced to generic manifolds. Let M be a piece through 0 of a
As a germ of a real analytic subset at 0, M is independent of the choice of the defining equation. Let ρ(t,t) = µ,ν∈N n ρ µν t µtν , ρ µν =ρ νµ ∈ C. The series converges uniformly in a small open polydisc U.
After dilatation of the coordinates, we can assume that ρ converges in a polydisc U = (C∆) n with C ≥ 4. Define the complexification ρ(t,t) c = ρ(t, τ ) = µ,ν∈N n ρ µν t µ τ ν , replacingt by an independent variable τ =t c in the series defining ρ andρ(t, τ ) = µ,ν∈N nρµν t µ τ ν , so
There are also complexifications of C ω vector fields, of C ω differential forms. We write : (χ(t,t)) c = χ(t, τ ), if χ is C ω and
and (
. The set Λ = {τ =t} is a maximally real plane in C 2n . One sees easily : 2.2. The extrinsic complexification of M. We now introduce the antiholomorphic involution σ on C n t × C n τ defined by σ(t, τ ) = (τ ,t), so σ 2 = id. To the complexification ρ(t, τ ) of ρ(t,t) is canonically associated an extrinsic complexifica-
as the totally real plane Λ = {(t, τ ) ∈ C 2n : τ =t}, i.e. as the graph of t →t. Hence M embeds in Λ ⊂ C n t × C n τ , M is generic in M and we will often apply the generic uniqueness principle to M (e.g. in 2.3.2, 2.7.5, etc.).
Note that σ(t,t) = (t,t), i.e. σ fixes Λ pointwisely, so
Remark. We could think that σ(M) = M as germs at 0, but we prefer explicit polydiscs. Of course, after dilatation, germs live in the unit polydisc. Now, we characterize complexifications of submanifolds. Lemma 2.2.3. There is a one-to-one correspondence between germs of real analytic subsets Σ ⊂ M at 0 and germs at 0 of complex analytic subvarieties Σ 1 of M satisfying σ(Σ 1 ) = Σ 1 given by
Furthermore, the correspondence holds between submanifolds as well.
Proof. Let Σ be given (after dilatation) by {t ∈ ∆ n : ρ(t,t) = 0, χ(t,t) = 0},
Conversely, suppose Σ 1 ⊂ M satisfies σ(Σ 1 ) = Σ 1 in ∆ n × ∆ n or as germs at 0. Let Σ 1 = {(t, τ ) ∈ ∆ n × ∆ n : ρ(t, τ ) = 0, χ(t, τ ) = 0}. We have ρ(τ ,t) = 0, χ(τ ,t) = 0 if ρ(t, τ ) = 0, χ(t, τ ) = 0, in particular χ(τ ,t) = 0 if ρ(t, τ ) = χ(t, τ ) = 0. (2.2.5) Define Σ := {t ∈ ∆ n : ρ(t,t) = 0, χ(t,t) = 0,χ(t, t) = 0}. Then Σ is a real analytic subset of M. Then Σ c = {(t, τ ) ∈ ∆ n × ∆ n : ρ(t, τ ) = 0, χ(t, τ ) = 0,χ(τ, t) = 0}. By 2.2.5, Σ c = {(t, τ ) ∈ ∆ n × ∆ n : ρ(t, τ ) = 0, χ(t, τ ) = 0} = Σ 1 . By 2.2.5 also, Σ = {t ∈ ∆ n : ρ(t,t) = 0, χ(t,t) = 0} = π t (Σ 1 ∩ Λ). Finally, Σ is smooth if and only if it is given by equations χ 1 (t,t) = · · · = χ k (t,t) with dρ
2.3. Segre varieties and conjugate Segre varieties. We will consider a point p as fixed, so that its coordinates t p are constants. The Segre variety, usually denoted by Q p or Q w , will be denoted here by St p = {t ∈ ∆ n : ρ(t,t p ) = 0}. We stress the notation St p and not S tp , nor S p . Here, t p is really fixed, we want no confusion between the variable t and the constants.
Also, there are the conjugate Segre varieties, given by S tp = {t ∈ ∆ n : ρ(t p ,t) = 0} = St p by 2.1.1 (c), if E denotes {t ∈ ∆ n : t ∈ E} for any set E ⊂ ∆ n . The relation St p = St p = S tp explains our notation (t ∈ S tp iff t ∈ St p ). Proof. We check : if ρ ′ (t,t) ≡ µ(t,t)ρ(t,t), µ a d × d matrix with det µ = 0, then ρ ′ (t,t p ) = 0 iff ρ(t,t p ) = 0, and ρ ′ (t p ,t) = 0 iff ρ(t p ,t) = 0. ♦ Segre and conjugate Segre varieties are, moreover, biholomorphically invariant. Lemma 2.3.2. Let Φ : U → C n , Φ(0) = 0, be a local biholomorphism. Let M ′ = Φ(M) and let S ′ and S ′ denote Segre and conjugate Segre varieties with respect to
t)ρ(t,t). Complexification and the generic uniqueness principle
As a motivation to introduce parallely Segre and conjugate Segre varieties, let us consider the question wether a C ω CR manifold all of whose Segre varieties are algebraic must be itself algebraic. We claim that consideration of both the St p and the S tp is natural. Of course, such M must be minimal, to avoid Levi-flat counterexamples like M : sin z = sin z. If M is minimal, the answer is positive, cf. [ME3] and cf. perharps a reference unknown to the author. Clearly, if each St p is algebraic, so does S tp , so that it could appear redundant. But let us consider the question for M : z =z + iΘ(w, w) rigid, t = (w, z), w ∈ C m , z ∈ C d , see 2.5. Then the harmonious assumptions should be to suppose that both St p and S tp are algebraic, because this means directly that z =z p + iΘ(w p , w) andz = z p + iΘ(w, w p ) are algebraic, i.e. w →Θ(w p , w) andw →Θ(w, w p ) are algebraic, from which follows at once by the separate algebraicity theorem proved in the book of Bochner and Martin that (w, ζ) →Θ(w, ζ) is algebraic. ♦ 2.4. Complexications of Segre varieties. We define :
which give rise to two families of invariant complexified Segre varieties contained in M. 
After dilatation, we can assume convergence in (C∆ m ) 2m+d , C ≥ 4 of h and ofΘ below too. Let us replace y = (z −z)/2i, x = (z+z)/2 and solve in z or inz using the algebraic or the analytic implicit function theorem, obtaining as new equivalent equations for M z =z + iΘ(w, w,z) orz = z − iΘ(w,w, z) (2.5.1) with Θ ∈ O 2n−d and two, also equivalent, equations for M
The fact that these pairs of equations define the same manifold M or that σ(M) = M is reflected by the following relations that are obtained by replacement of one equation of M into another Θ(w, ζ, z) ≡Θ(ζ, w, z − iΘ(w, ζ, z)) andΘ(ζ, w, ξ) ≡ Θ(w, ζ, ξ + iΘ(ζ, w, ξ)). 
(in vectorial notation) forming a system (a pair, a = 2) L = {L, L} of m-vector fields that are the complexifications of the (canonical) representatives for a basis of T 1,0 M and of T 0,1 M respectively, namely
., but we drop the indices, for elegance of notation and for the reason that the behaviour of these (obviously) commuting L j and commuting (too) L j is formally analogous to the behaviour of a single vector field (cf. the definition of m-vector fields in Section 1).
We will observe that the system {L,L} is orbit-minimal on M if and only if the system {L, L} is orbit-minimal on M and more generally that
Before, we observe first that the Segre varieties
and
admit (different) complexifications in M, S τp and S tp , here seen as 
Complexification of orbits of CR vector fields on
Proof. Apply σ to the representations (2.7.1) and (2.7.2). ♦
Proof. 
Proof. By definition, the orbit is the set of concatenations
, so that N = {ρ(t,t) = 0, χ(t,t) = 0}. Then Lρ = 0, Lρ = 0, Lχ = 0, Lχ = 0 on {ρ = χ = 0}, since N is an {L, L}-integral manifold. Therefore, after restriction to {τ =t} = Λ, Lρ = 0,Lρ = 0, Lχ = 0, Lχ = 0 on {ρ(t,t) = 0, χ(t,t) = 0} = N, so that N is an {L,L}-integral manifold. Thus by the minimality property 1.2 of CR-orbits, N ⊃ O as germs at p.
Finally, recall O c ⊃ N by the first step. Therefore
The remainder of the article is devoted to construct two families of Segre chains which are kinds of concatenations of complexified Segre varieties when applying Sussmann's construction to vector fields L and L.
There are two ways of defining Segre sets : the first one directly inside the ambient space C n of M ( [BER1] ) and the second one in the complexification M. In the complexification, we can use vector fields and apply Section 1.
When viewed in M, Segre k-th chains are defined to be k-th orbit chains, i.e. sets like {L
In this definition, Segre k-th chains arise naturally endowed with holomorphic maps Γ L k : this structure is essential.
3.1. Segre chains as k-th orbits chains of vector fields. In section 2, we saw that the Segre varieties of p = (t p , τ p ) = (w p , z p , ζ p , ξ p ) ∈ M could be defined by
Our preliminary approach to Segre chains in identity (2.7.7) was modeled on Sussmann's multiple m-curves. First, define :
Observation 3.1.3. When starting with the vector fields L, L on M, one observes that there must exist two conjugate families of Segre k-chains.
Indeed, only two starting actions L w 1 and L ζ 1 can make a difference. ♦ Since we are interested in germs, let us choose δ > 0 such that, if S = {L, L}, We recall that when a = 2, two minimality types and multitypes are defined without ambiguity and depend only on the choice of the first m-vector fields acting on a given point p.
Here furthermore, because σ(L w (q)) = Lw(σ(q)) and more generally, because (2.7.8) holds, these two multitypes in fact coincide. Therefore, there is the same type (a unique) µ 0 and the same (a unique) multitype (m, m, e 1 , ..., e κ 0 ), µ 0 = 2 + κ 0 .
Definition 3.2.1. 
(0), where [wζ] (2j) = (w 1 , ζ 1 , ..., w j , ζ j ) and [wζ] (2j+1) = (w 1 , ζ 1 , ..., w j , ζ j , w j+1 ). In these notations,
The point p is identified with the origin in ∆ n .
In these formal notations, we have σ(LL
(σ(q)), by (2.7.8).
From Section 1, Theorem 1.17, we obtain : 
We now define Segre sets in ambient space as projections of Segre chains. We make the notation
and more generally 
By the intrinsic complexification N ic of a real CR manifold N, we understand the least complex analytic manifold containing N in C n . Let O p denote a piece of O CR (M, p) through p. Definition 3.2.10. Define the Segre type of M at p ∈ M to be the least integer ν 0 satisfying
We can now prove that
Then there exist ν 0 ∈ N * , the Segre type of M at p and (m, e 1 , ..., e κ 0 ) the Segre multitype of M at p such that
Proof. 1) follows from gen rk C (ϑ 1 ) = m < gen rk C (ϑ 2 ) < · · · < gen rk C (ϑ ν 0 ) ≤ n and n = m + d. 2) follows from Lemma 3.2.5 and the definition of µ 0 . 4) follows from 2m 
Remark. It appears that Theorem 3.2.3 is simpler. Indeed, working out the theory of Segre chains is more elegant and harmonious in the complexification than in ambient space (cf. the cited bibliography).
In conclusion, Segre sets are constructed as orbits of the two complexified CR m-vector fields tangent to M whose two flow foliations coincide with the family of complexified Segre and conjugate Segre varieties.
3.3. Segre sets as unions of Segre varieties. The rest of this paper is devoted to show that our definition of Segre chains coincides with the definition of Segre sets given in [BER1] as certain unions of Segre manifolds. We also provide some formal relations between Segre sets and conjugate Segre sets (some of which are in [BER4] ).
(This part is an appendix, adding few to the previous considerations. The material is treated in [BER4] .) Let M be given as above by M = {t ∈ ∆ n : ρ(t,t) = 0} with ρ(t,t) converging in (C∆) n , C ≥ 4. For all t p ∈ ( 1 2 ∆) n , St p = {t ∈ ∆ n : ρ(t,t p ) = 0} is closed in ∆ n and connected. In the classical notations, Q p identifies with
. These are called Segre sets. In this formalism, some accuracy about sets upon which unions are taken is necessary. The union should be taken over q ∈ Q k p ∩ (δ∆) n , δ > 0 small, k ≤ 3n, to be equivalent with (3.1.4-7). For simplicity, we will take unions over Q k p ∩ ∆ n . Viewed only as unions, Segre sets (and chains) seem to have no analytic structure, but they have one from the maps Γ L k , L k ∈ {L, L} k . In this section, we set-up the set-theoretic formalism, to exhibit equivalence with previous definitions.
We recall that observation 3.1.3 suggests (see also (2.7.7)) to consider (for completeness) two such families of Segres sets which are conjugate to each other.
The formal game is realizable now. We define first (one can check then coincidence with Definition 3.1.9, modulo adjustment of domains) . Then (we use ∆ = ∆, t ∈ E ifft ∈ E and S t = St) : . ♦ Now, we complexify these definitions. Let p = (t p , τ p ) ∈ ∆ 2n . We write S τp and S tp in the following definition instead of S (tp,τp) and of S (tp,τp) . Modulo restrictions on ranges of these unions, one can check coincidence with definitions (3.1.4) (3.1.5) (exercise). However, definitions (3.3.8) (3.3.9) are less easy to handle than (3.1.4)(3.1.5), since holomorphic maps LL k are invisible. Write now formally these identities as (reminding the vector field interpretation) Proof. Similar to Lemma 3.3.5. ♦ As before, π t : ∆ 2n → ∆ n , (t, τ ) → t and π τ : ∆ 2n → ∆ n , (t, τ ) → τ . 
S
