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DERANGEMENTS, EHRHART THEORY, AND LOCAL
h-POLYNOMIALS
NILS GUSTAFSSON AND LIAM SOLUS
Abstract. The Eulerian polynomials and derangement polynomials are two
well-studied generating functions that frequently arise in combinatorics, al-
gebra, and geometry. When one makes an appearance, the other often does
so as well, and their corresponding generalizations are similarly linked. This
is this case in the theory of subdivisions of simplicial complexes, where the
Eulerian polynomial is an h-polynomial and the derangement polynomial is
its local h-polynomial. Separately, in Ehrhart theory the Eulerian polynomi-
als are generalized by the h∗-polynomials of s-lecture hall simplices. Here, we
show that derangement polynomials are analogously generalized by the box
polynomials, or local h∗-polynomials, of the s-lecture hall simplices, and that
these polynomials are all real-rooted. We then connect the two theories by
showing that the local h-polynomials of common subdivisions in algebra and
topology are realized as local h∗-polynomials of s-lecture hall simplices. We
use this connection to address some open questions on real-rootedness and
unimodality of generating polynomials, some from each side of the story.
1. Introduction
For a positive integer d, let [d] := {1, . . . , d} and [d]0 := {0, . . . , d}. Given a
discrete random variable X : X −→ [d]0, let pk := |X−1(k)| for all k ∈ [d]0. The
polynomial
p(X ; z) := p0 + p1z + · · ·+ pdz
d,
is called the generating polynomial for X , and its coefficients encode the dis-
crete probability distribution P[X = k]. A longstanding endeavor in combinatorics
is to understand the properties of the distribution encoded by p(X ; z) when the
state space X and X are combinatorially significant. Researchers are often inter-
ested in deciding when a specific generating polynomial encodes a distribution with
the statistically pleasing features of the binomial distribution B(d, 1/2). Conse-
quently, a polynomial p(z) = p0 + p1z + · · · + pdzd ∈ R[z] is called unimodal
if p0 ≤ p1 ≤ · · · ≤ pt ≥ · · · ≥ pd−1 ≥ pd, for some index t ∈ [d]. It is called
symmetric (with respect to degree d) if pk = pd−k for all k ∈ [d]0, and it is
called log-concave if p2k ≥ pk−1pk+1 for all k ∈ [d − 1]. The inequalities defining
these distributional properties are also useful in classification and equidistribution
problems for generating polynomials. When proving distributional properties for a
generating polynomial p(X ; z), we can make use of its factorizations, and specifi-
cally, its roots. The polynomial p(z) is called real-rooted if it only has real roots.
If p(z) is real-rooted with nonnegative coefficients then it is log-concave and uni-
modal [15, Theorem 1.2.1]. Consequently, it is particularly desirable if a generating
polynomial of combinatorial significance is both symmetric and real-rooted.
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Two fundamental, and closely related, symmetric and real-rooted generating
polynomials arise when X = Sn, the collection of all permutations of [n]. Given a
permutation π = π1π2 . . . πn ∈ Sn, we say that an index i ∈ [n − 1] is a descent
in π if πi > πi+1, and we let des(π) denote the number of descents in π. We say
that i is an excedance in π if πi > i, and similarly let exc(π) denote the number
of excedances in π. We also say π is a derangement if πi 6= i for all i, and we let
Dn denote the collection of all derangements in Sn. The polynomials
An(z) :=
∑
pi∈Sn
zdes(pi) and dn(z) :=
∑
pi∈Dn
zexc(pi)
are, respectively, known as the nth Eulerian polynomial and the nth derange-
ment polynomial. These two polynomials appear, and often together, in a wide
variety of settings throughout combinatorics, geometry, and algebra. When they
arise, researchers study how their distributional properties generalize within the
given context. In this paper we will compare how An(z) and dn(z) arise in the the-
ory of local h-polynomials for subdivisions of simplicial complexes with how they
appear in the theory of (Ehrhart) h∗-polynomials of simplices and their associated
box polynomials [6], sometimes called their local h∗-polynomials [28].
Within the theory of subdivisions of simplicial complexes, An(z) arises as the
h-polynomial of the barycentric subdivision of a simplex and dn(z) as its local h-
polynomial [44]. Generalizing this example, a variety of h-polynomials and their
local h-polynomials for well-studied subdivisions in algebra and topology relate
closely to generalizations of An(z) and dn(z) [3]. In Ehrhart theory, An(z) is
generalized by the s-Eulerian polynomials, which are the h∗-polynomials of the
s-lecture hall simplices [37]. We show here that the local h∗-polynomials of the s-
lecture hall simplices analogously generalize dn(z). We call these polynomials the s-
derangement polynomials, and show that they are both real-rooted and symmetric.
Local h-polynomials were introduced in [44] as to create a parallel to a useful the-
orem concerning local h∗-polynomials and their h∗-polynomials [9]. It is therefore
natural to ask when these two theories intersect, and when this intersection can be
used to answer questions in one context via methods in the other. One main con-
tribution of this paper is to show that many of the well-studied local h-polynomials
for subdivisions of simplices are realized as local h∗-polynomials of s-lecture hall
simplices; i.e. as s-derangement polynomials. In doing so, we also show that the
s-derangment polynomials generalize other well-studied derangement polynomials.
We apply these results to answer some open questions, some from each of the two
intersecting theories, on real-rootedness and unimodality of generating polynomials.
In Section 2 we recall the details of local h-polynomials, local h∗-polynomials,
their parallel story, and their applications. In Section 3, we prove that the local
h∗-polynomials of the s-lecture hall simplices (the s-derangement polynomials) are
always symmetric and real-rooted. In Section 4, we show that the s-derangement
polynomials generalize dn(z), as well as other derangement polynomials, and we
show that the key examples of local h-polynomials can be realized as s-derangement
polynomials. In Section 5, we use these results to settle some conjectures on the
real-rootedness of certain local h-polynomials and related generating polynomials.
We then prove that the family of s-lecture hall order polytopes [13], which generalize
the well-studied order polytopes [43], admit a box unimodal triangulation [40]. We
recover from this that all reflexive s-lecture hall order polytopes have unimodal
h∗-polynomials, and we use this fact to partially answer a conjecture posed in [13].
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2. Local h-polynomials and local h∗-polynomials
In this section, we summarize a portion of the theory of subdivisions and local h-
polynomials, and the analogous story for local h∗-polynomials, sometimes called box
polynomials, in Ehrhart theory. The connections outlined in this section motivate
results in the later sections of the paper where we explicitly relate families of local
h-polynomials to local h∗-polynomials.
2.1. Subdivisions and local h-polynomials. Let Ω be a (n−1)-dimensional (ab-
stract) simplicial complex, and let fi denote the number of faces of Ω of dimension
i. The f-polynomial of Ω is defined as
f(Ω; z) =
n−1∑
i=−1
fiz
i+1.
In algebraic combinatorics, researchers sometimes find it easier to work with the
h-polynomial of Ω, which is defined as
h(Ω; z) =
n∑
i=0
hiz
i := (1 − z)n−1f
(
Ω ;
z
1− z
)
.
The h-polynomial is known to have only nonnegative coefficients when Ω is Cohen-
Macaulay [45]; for example, when Ω is a homology ball or sphere. It is also sym-
metric with respect to degree n whenever Ω is a homology sphere. For a complete
discussion of this topic, and for all unknown definitions, we refer the reader to [45].
A topological subdivision of Ω is a simplicial complex Ω′ such that each
simplex ∆ ∈ Ω is subdivided into a ball by simplices in Ω′ so that the boundary
this ball is a subdivision of the boundary of ∆. It is further called geometric
if both Ω and Ω′ admit geometric realizations, Σ and Σ′, respectively, (i.e. with
each simplex realized as a convex simplex in real-Euclidean space) such that Σ
and Σ′ have the same underlying set of vertices, and each face of Σ′ is contained
in a face of Σ. In between geometric and topological subdivisions we also have
quasi-geometric subdivisions. These are the topological subdivisions Ω′ of Ω
such that no simplex in Ω′ has all of its vertices in a face of smaller dimension in
Ω. Given a subdivision Ω′ of Ω, we may often refer to the associated inclusion map
ϕ : Ω′ −→ Ω.
For polynomials p(z) = p0+p1z+ · · ·+pdzd and q(z) = q0+q1z+ · · ·+qmzm, we
write p(z) ≤ q(z) if pi ≤ qi for all i ≥ 0. The statement p(z) ≤ q(z) is referred to as
a monotonicity property. One natural question, asked by Kalai and Stanley, is
how does the h-polynomial of a Cohen-Macaulay simplicial complex change when
it is subdivided by another simplicial complex? In particular, Kalai and Stanley
asked the following: if Ω′ is a subdivision of a Cohen-Macaulay simplicial complex
Ω, does it follow that h(Ω; z) ≤ h(Ω′; z)?
To affirmatively answer this question in the case of quasi-geometric subdivi-
sions of Cohen-Macaulay complexes, Stanley introduced the notion of a local h-
polynomial in [44]. Let ∆ be a (n−1)-dimensional simplex, and let Ω be a subdivi-
sion of ∆ with associated map ϕ : Ω −→ ∆. For a face F ∈ ∆, we let ΩF := ϕ
−1(F ).
The local h-polynomial ℓ∆(Ω∆; z) of ∆ is then defined by the relation
h(Ω; z) =
∑
F∈∆
ℓF (ΩF ; z). (1)
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If ∆ ∈ Ω, we define the link of ∆ in Ω to be the collection of all simplices in Ω that
are disjoint from ∆ but are contained in a face of Ω that also contains ∆; i.e.,
linkΩ(∆) := {σ ∈ Ω : σ ∩∆ = ∅, and there exists ∆′ ∈ Ω such that ∆, σ ⊂ ∆′}.
To prove the desired monotonicity property, Stanley showed that ℓ∆(Ω∆; z) has
only nonnegative integer coefficients when Ω is a quasi-geometric subdivision of ∆,
and he proved the following theorem.
Theorem 2.1. [44, Theorem 3.2] Let Ω be a pure (n − 1)-dimensional simplicial
complex and let Ω′ be a simplicial subdivision of Ω. Then
h(Ω′; z) =
∑
∆∈Ω
h(linkΩ(∆); z)ℓ∆(Ω
′
∆; z).
Since the coefficients of ℓ∆(Ω∆; z) are nonnegative integers whenever Ω is a
quasi-geometric subdivision, researchers have since investigated combinatorial in-
terpretations of these coefficients for common subdivisions used in topology and
algebra. For example, if Ω is the barycentric subdivision of the (n− 1)-simplex
∆, then it turns out that h(Ω; z) = An(z), and ℓ∆(Ω∆; z) = dn(z) [44]. In the next
subsection, we see that the definition of a local h-polynomial finds its motivation
in an analogous construction for h∗-polyomials of lattice polytopes, called local
h∗-polynomials.
2.2. Some Ehrhart theory. Let P ⊂ Rn be a d-dimensional convex lattice poly-
tope; i.e. a convex polytope all of whose vertices lie in the lattice Zn such that the
points within P span a d-dimensional affine subspace in Rn. For t ∈ Z≥0 we call
tP := {tp : p ∈ P} the tth dilate of P , and we call the generating function
EhrP (z) :=
∑
t≥0
|tP ∩ Zn|zt =
h∗0 + h
∗
1z + · · ·+ h
∗
dz
d
(1− z)d+1
the Ehrhart Series of P . The polynomial h∗(P ; z) = h∗0 + h
∗
1z + · · ·+ h
∗
dz
d is the
(Ehrhart) h∗-polynomial of P , and in [42], it was shown that h∗0, . . . , h
∗
d ∈ Z≥0.
Since the coefficients of h∗(P ; z) are all nonnegative integers, it is currently popular
to investigate various combinatorial interpretations of these coefficients in terms of
the polytope P , and then study their associated distributional properties. In the
case that the lattice polytope P is a d-simplex, say
P = conv(v(0), . . . , v(d)) ⊂ Rn,
for d+ 1 affinely independent points v(0), . . . , v(d), then h∗(P ; z) has a well-known
combinatorial interpretation in terms of the lattice points in the half-open par-
allelpiped of P . This is the convex body
ΠP :=
{
d∑
i=0
λi(vi, 1) ∈ R
n+1 : 0 ≤ λi < 1, i ∈ [d]0
}
.
Notice here, that we embedded P into Rn+1 within the hyperplane defined by
xn+1 = 1. We then have the following well-known combinatorial interpretation of
h∗(P ; z), a proof of which can be found in [6, Chapter 3].
Lemma 2.2. [6, Corollary 3.11] Let P be a lattice d-simplex with half-open paral-
lelpiped ΠP . Then
h∗(P ; z) =
∑
(x1,...,xn+1)∈ΠP
zxn+1.
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When P is not a simplex, identifying useful interpretations of the coefficients of
its h∗-polynomial becomes more challenging. One way to better understand the
structure of the h∗-polynomial for an arbitrary polytope is to decompose it via a
triangulation. We call a geometric realization T of a simplicial complex a (lattice)
triangulation of a subset S ⊂ Rn if the union over all faces of T is S and all
0-dimensional faces of T are in Zn. Given a triangulation T of a lattice polytope
P ⊂ Rn, our goal is then to compute h∗(P ; z) by counting lattice points in the
relative interiors of the dilates of each simplex in T . To this end, for a lattice
d-simplex ∆ ⊂ Rn we define the open-parallelpiped
Π◦P :=
{
d∑
i=0
λi(vi, 1) ∈ R
n+1 : 0 < λi < 1, i ∈ [d]0
}
,
and the polynomial
ℓ∗(∆; z) :=
∑
(x1,...,xn+1)∈ΠP
zxn+1.
The polynomial ℓ∗(∆; z) is called the local h∗-polynomial of ∆ in [28] and the
box polynomial of ∆ in [6, 11, 40]. It allows us to decompose the h∗-polynomial
of a polytope as in the following theorem, from which we also see its close relation
to the local h-polynomial of a simplex.
Theorem 2.3. [9] Let P be a lattice polytope with lattice triangulation T . Then
h∗(P ; z) =
∑
∆∈T
h(linkT (∆); z)ℓ
∗(∆; z).
Since the polynomials h(linkT (∆); z) and ℓ
∗(∆; z) will always have nonnegative
coefficients, then one can use Theorem 2.3 to deduce the monotonicity property
h∗(Q; z) ≤ h∗(P ; z) whenever Q ⊂ P . In this way, we see that Theorem 2.1
was a natural approach for Stanley to prove the same monotonicity property for
h-polynomials in the setting of quasi-geometric subdivisions of Cohen-Macaulay
simplicial complexes [44].
Given the strong similarities between Theorems 2.1 and 2.3, it is natural to
ask how local h-polynomials and local h∗-polynomials can relate as combinatorial
generating functions, especially when their h- and h∗-polynomials are enumerating
similar combinatorial objects. In particular, we consider the following question:
Question 2.1. Suppose the h-polynomials of a family of topological subdivisions
F are enumerating similar combinatorial objects to the h∗-polynomials of a family
of lattice simplices S. Given a local h-polynomial ℓ∆(Ω∆; z) for Ω ∈ F can we find
a lattice simplex S ∈ S such that ℓ∗(S; z) = ℓ∆(Ω∆; z)?
One main contribution of this paper is to affirmatively answer Question 2.1
when the h- and h∗-polynomials are enumerating descents statistics for inversion
sequences, a family of combinatorial objects generalizing Sn. As we will see in
Section 5, a well chosen answer to Question 2.1 can help us settle conjectures about
the given local h-polynomial.
More recently, there has also been a strong interest as to when Theorem 2.3
can be used to prove unimodality for h∗-polynomials [11, 40]; specifically in the
case of reflexive polytopes. A d-dimensional lattice polytope P is reflexive (up
to unimodular transformation) if and only if h∗(P ; z) is symmetric with respect
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to degree d [25]. For a reflexive polytope P , Theorem 2.3 reduces to a statement
about a triangulation of the boundary of P , which we denote by ∂P .
Theorem 2.4. [9] Let P be a reflexive lattice polytope, and let T be a triangulation
of its boundary, ∂P . Then
h∗(P ; z) =
∑
∆∈T
h(linkT (∆); z)ℓ
∗(∆; z).
In the case when the lattice triangulation T of ∂P is a regular triangulation
[19, Definition 2.2.10], then the polynomials h(linkT (∆); z) are all symmetric and
unimodal of degree d−dim(∆)−1 (see for instance [47, Lemma 2.9]). It is an exercise
to check that ℓ∗(∆; z) is always symmetric with respect to degree dim(∆) + 1.
Thus, if a reflexive polytope P admits a boundary triangulation whose simplices
all have unimodal box polynomials then h∗(P ; z) is also unimodal. In [40], such a
triangulation is referred as a box unimodal triangulation.
Definition 2.1. A lattice triangulation of a subset S ⊂ Rn is called box unimodal
if it is regular and every ∆ ∈ T has a unimodal box polynomial.
In relation to unimodality conjectures for h∗-polynomials for reflexive polytopes,
[11, 40] asked which families of well-studied lattice polytopes do (or do not) admit
a box unimodal triangulation. A second main contribution of this paper is to prove
that the well-studied family of s-lecture hall simplices [7, 8, 13, 29, 36, 37, 38]
all have real-rooted, and thus unimodal, local h∗-polynomials (see Section 3). We
then apply this result to prove that a family of lattice polytopes simultaneously
generalizing s-lecture hall simplices and order polytopes [43], called the s-lecture
hall order polytopes [13], admit a box unimodal triangulation. As a consequence we
recover unimodality results that allow us to provide a partial answer to a conjecture
posed in [13] (see Section 5).
3. s-Derangement Polynomials
In this section, we prove that the local h∗-polynomials of the s-lecture hall sim-
plices are all real-rooted, analogous to their h∗-polynomials. Given a sequence of
positive integers s = (s1, . . . , sn), we define the set of s-inversion sequences of
length n to be
Isn := {(e1, . . . , en) ∈ Z
n : 0 ≤ ei < si, 0 ≤ i ≤ n}.
We also let
s˜ := (s0 := 1, s1, . . . , sn, sn+1 := 1),
and note that I s˜n+2 is isomorphic to I
s
n via projection along the first and last co-
ordinate. Thus, given an inversion sequence (e1, . . . , en) ∈ Isn, we may naturally
assume that e0 = en+1 = 0 and s0 = sn+1 = 1.
For an inversion sequence e = (e1, . . . , en) ∈ Isn, we say that an index i ∈ [n]0
is an ascent if eisi <
ei+1
si+1
, and we denote the number of ascents in e by asc(e).
Similarly, we say that an index i ∈ [n]0 is a descent if
ei
si
> ei+1si+1 , and we denote
the number of descents in e by des(e). The s-Eulerian polynomial is defined as
Esn(z) :=
∑
e∈Isn
zasc(e).
One important feature of Esn(z) that we will use in the following sections is that
ascents and descents are equidistributed over Isn.
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Theorem 3.1. For any sequence of positive integers s = (s1, . . . , sn) we have that
Esn(z) =
∑
e∈Isn
zasc(e) =
∑
e∈Isn
zdes(e).
Proof. Let f : Isn → I
s
n be the involution defined by f(e)i = −ei mod si. We
will now show that asc(e) = des(f(e)) and des(e) = asc(f(e)), which proves the
theorem. Let ae be the number of ascents i ∈ asc(e) such that ei > 0 and ei+1 > 0,
and let αe be the number of i ∈ asc(e) such that ei = 0 and ei+1 > 0. Similarly, we
let de denote the number of i ∈ des(e) with ei > 0 and ei+1 > 0, and δe denote the
number of i ∈ des(e) with ei > 0 and ei+1 = 0. Note that if ei > 0, then
f(e)i
si
= 1−
ei
si
.
From this it follows that ae = df(e) and de = af(e). For the ascents and descents
counted by αe and δe, respectively, note that since e0 = en+1 = 0, both αe and δe
are equal to the number of contiguous segments of non-zero elements in (0, e, 0). In
particular, αe = δe. Also, since f(e)i = 0 if and only if ei 6= 0 it follows that
αe = δe = αf(e) = δf(e).
Now we can conclude that
des(e) = de + δe = af(e) + αf(e) = asc(f(e)),
and
asc(e) = ae + αe = df(e) + δf(e) = des(f(e)),
which completes the proof. 
In the case when s = (1, 2, . . . , n), we have that Esn(z) = An(z), the n
th Eulerian
polynomial. In [38] the authors showed that, analogous to An(z), the s-Eulerian
polynomials are always real-rooted.
Theorem 3.2. [38, Theorem 1.1] The s-Eulerian polynomial Esn(z) is real-rooted
for any sequence of positive integers s.
It turns out that the s-Eulerian polynomial Esn(x) is actually the h
∗-polynomial
of a lattice n-simplex [37]. For a sequence of positive integers s = (s1, . . . , sn) the
s-lecture hall simplex is
P sn :=
{
(x1, . . . , xn) ∈ R
n : 0 ≤
x1
s1
≤
x2
s2
≤ · · · ≤
xn
sn
≤ 1
}
.
In [37] it was shown that h∗(P sn ; z) = E
s
n(z). Given this geometric interpretation, it
is natural to ask what can be said about the local h∗-polynomial of P sn . Analogous
to the generalization of An(z) to E
s
n(z), we shall see that ℓ
∗(P sn; z) generalizes the
derangement polynomials dn(z), and that these polynomials are also all real-rooted.
To see this, we must first derive a nice formula for ℓ∗(P sn ; z). To this end, we let
I˜sn :=
{
(e0, e1, . . . , en+1) ∈ Z
n+2 : 0 ≤ ei < si and
ei
si
6=
ei+1
si+1
for all i ∈ [n]0
}
.
Notice that I˜sn is isomorphic to a subset of I
s
n via the same map taking I
s˜
n+2 to
Isn. This subset is precisely the subset of inversion sequences whose descents are
enumerated by the local h∗-polynomial ℓ∗(P sn ; z).
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Proposition 3.3. Let s = (s1, . . . , sn) be a sequence of positive integers. Then the
local h∗-polynomial of the s-lecture hall simplex P sn is
ℓ∗(P sn ; z) =
∑
e∈I˜sn
zasc(e) =
∑
e∈I˜sn
zdes(e).
Proof. Let Πs denote the half-open parallelepiped of P
s
n, and Π
◦
s denote its open
parallelpiped. Recall that, by definition, ℓ∗(P sn ; z) enumerates the “heights” xn+1
of all (x1, . . . , xn+1) ∈ Πs ∩ Zn+1. Therefore, we would like to find a bijection
between Π◦s ∩ Z
n+1 and I˜sn that maps elements with last coordinate k to elements
with k descents (or ascents). Let REM: Πs ∩ Zn+1 → Isn be the map defined by
REM(x)i = xi mod si.
In [32], it was proven that this is a bijection such that xn+1 = des(REM(x)).
Therefore, it suffices to prove that REM(Π◦s ∩ Z
n+1) = I˜sn, and that ascents and
descents are equidistributed on I˜sn. It can be shown (see Lemma 3.5 in [32]) that
Πs can be written as the set of points in R
n+1 satisfying
(1) 0 ≤ x1s1 < 1,
(2) 0 ≤ xi+1si+1 −
xi
si
< 1 for i ∈ [n− 1], and
(3) 0 ≤ xn+1 −
xn
sn
< 1.
Since Π◦s is the interior of Πs, it can be described with the same relations as above,
but where all inequalities are made strict. Thus, Π◦s∩Z
n+1 is the subset of Πs∩Zn+1
whose elements also satisfy
(1) 0 < x1s1 ,
(2) 0 < xi+1si+1 −
xi
si
for i ∈ [n− 1], and
(3) 0 < xn+1 −
xn
sn
.
To find REM(Π◦s ∩ Z
n+1), we must see what restrictions the inequalities above
translate to under the REM-function. The first inequality, x1s1 > 0, holds if and
only if x1 ∈ [s1 − 1], which is true if and only if REM(x)1 6= 0. For the second
inequality, note that it can be written as
0 < ki+1 +
REM(x)i+1
si+1
− ki −
REM(x)i
si
< 1,
for some non-negative integers ki+1 and ki. This holds if and only if
REM(x)i
si
6=
REM(x)i+1
si+1,
.
The third inequality is equivalent to xn 6 |sn, which is equivalent to REM(x)n 6= 0.
Now we can conclude that REM(Π◦s ∩ Z
n+1) is the subset of Isn such that e1 6= 0,
ei
si
6= ei+1si+1 for i ∈ [n − 1], and en 6= 0. Moreover, this subset is equal to I˜
s
n.
Finally, to prove that descents and ascents are equidistributed on I˜sn we note that
the involution f from the proof of Theorem 3.1 restricts to I˜sn. This completes the
proof. 
Throughout the remainder of this paper, for a sequence of positive integers
s = (s1, . . . , sn) we will let d
s
n(z) := ℓ
∗(P sn; z). In [38], the authors referred to
the polynomials Asn(z) as s-Eulerian polynomials since they generalize the classical
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Eulerian polynomial An(z). Analogously, we will see in Section 4 that the polyno-
mials dsn(z) generalize the classical derangement polynomial dn(z). Thus, we will
refer to dsn(z) as the s-derangement polynomial.
Definition 3.1. Let s = (s1, . . . , sn) be a sequence of positive integers. The s-
derangement polynomial is
dsn(z) := ℓ
∗(P sn ; z).
3.1. Real-rootedness. The Eulerian polynomial An(z) is well-known to be sym-
metric, real-rooted, and thus log-concave and unimodal. In [38], it was shown
that the s-Eulerian polynomials also possess these desirable distributional prop-
erties, with the only (possible) exception being symmetry. In a similar fashion,
the derangement polynomial dn(z) is also known to be symmetric, real-rooted, and
thus log-concave and unimodal. Since s-derangement polynomials are local h∗-
polynomials of lattice simplices, then they are always symmetric. To show that
they also posses these other nice distributional properties of dn(z), we show they
are real-rooted via the theory of interlacing polynomials.
Let p(z) := p0 + p1z + · · · + pdzd ∈ R[z] be a real-rooted polynomial of degree
d and suppose that it has roots α1 ≥ α2 ≥ · · · ≥ αd. Suppose also that q(z) :=
q0 + q1z + · · ·+ qmzm ∈ R[z] is a second real-rooted polynomial of degree m with
roots β1 ≥ β2 ≥ · · · ≥ βm. We say that q interlaces p, denoted q  p, if the roots
of p and q are ordered such that
α1 ≥ β1 ≥ α2 ≥ β2 ≥ α3 ≥ β3 ≥ · · · .
Given a sequence of real-rooted polynomials F :=
(
f (i)
)n
i=0
, we say that F is an
interlacing sequence of polynomials if fi  fj for all 0 ≤ i ≤ j ≤ n. Notice
that if a polynomial p is a member of an interlacing sequence then it must be real-
rooted. Thus, to prove that a family of polynomials is real-rooted, it is typical to
try and show that the polynomials of interest satisfy a recursion that produces a
new interlacing sequence from an old one. We will use the following such recursion.
Lemma 3.4. [12, Corollary 8.7] Let
(
f (i)
)n
i=0
be a sequence of interlacing polyno-
mials. For m ∈ Z≥0 and a map ϕ : [m]0 −→ Z≥0 satisfying ϕ(i) ≤ ϕ(i + 1) for all
i ∈ [m− 1], define the polynomials
g(i) := z
∑
j<ϕ(i)
f (j) +
∑
j≥ϕ(i)
f (j).
Then
(
g(i)
)m
i=0
is also an interlacing sequence.
Lemma 3.4 allows us to prove the following theorem.
Theorem 3.5. Let s = (s1, . . . , sn) be a sequence of positive integers. Then the
s-derangement polynomial dsn(z) is real-rooted, and thus log-concave and unimodal.
Proof. Let s = (s1, s2, . . .) be an infinite sequence of positive integers, and for each
n ≥ 1 define the collection
J˜sn :=
{
(e1, . . . , en) ∈ Z
n : 0 ≤ ei < si for i ∈ [n],
ei
si
6=
ei+1
si+1
for i ∈ [n− 1]0
}
.
For n ≥ 1 and 0 ≤ k < sn, define the polynomials
psn,k(z) :=
∑
e∈J˜sn
χ(en = k)z
asc(e),
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where χ(S) is equal to 1 if S is a true statement and 0 otherwise. Notice that J˜sn
contains I˜sn, and in particular, e ∈ I˜
s
n if and only if e ∈ J˜
s
n and en 6= 0. Thus, it
follows that
ℓ∗(P sn ; z) =
sn−1∑
k=1
psn,k(z).
On the other hand, for n ≥ 1 and 0 ≤ k < sn, let tk :=
⌈
ksn−1
sn
⌉
, and notice that
psn,k(z) = z
tk−1∑
i=0
psn−1,i(z) + χ(sn 6
∣∣ ksn−1)psn−1,tk(z) + sn−1∑
i=tk+1
psn−1,i(z). (2)
This recursion holds since if e = (e1, . . . , en) ∈ J˜sn with en = k, then n − 1 is a
ascent in e if and only if en−1sn−1 <
k
sn
. Equivalently, n − 1 is an ascent in e if and
only if en−1 < tk. Since any subsequence of an interlacing sequence is also an
interlacing sequence, it follows that the recursion in equation (2) is of the form
given in Lemma 3.4. Moreover, for n = 1 we have the initial conditions
ps1,0(z) = 0 and p
s
1,k(z) = z for 1 ≤ k < sn.
Thus, (ps1,k)
sn−1
k=0 is an interlacing sequence. Lemma 3.4 then implies that (p
s
n,k)
sn−1
k=0
is an interlacing sequence for all n ≥ 1. Therefore, the subsequence ℓsn := (p
s
n,k+1)
sn−2
k=0
is also an interlacing sequence, and applying the recursion in Lemma 3.4 to ℓsn with
m = sn − 2 and ϕ(i) := i for all i ∈ [m]0 shows that
sn−2∑
k=0
psn,k+1(z) = ℓ
∗(P sn ; z)
is a real-rooted polynomial. This completes the proof. 
Remark 3.1. We remark that the recursion in Lemma 3.4, which we used in the
proof of Theorem 3.5, has recently been used to prove a variety of real-rootedness
results [13, 27, 38, 41]. In particular, in the proof of Theorem 3.5, we essentially
are showing that the recursion used by Savage and Visontai in [38] to prove real-
rootedness of Esn(z) successfully restricts to the subsets J˜
s
n of I
s
n and the associated
polynomials psn,k(z). Furthermore, in a recent paper [13], the authors generalized
the s-Eulerian polynomials to (P, s)-Eulerian polynomials for a given poset P . Us-
ing Proposition 3.3, it can be shown that the s-derangement polynomials are also
(P, s)-Eulerian polynomials. An alternative proof of Theorem 3.5 can then be de-
rived from [13, Theorem 5.2] which again uses the recursion in Lemma 3.4. Finally,
we note that a third proof of Theorem 3.5 that uses the theory of compatible poly-
nomials [38, Section 2.2] can be found in [23, Section 4.4], the masters thesis of the
first author (upon which this paper is based). At their heart, all of these proofs are
fundamentally a consequence of Lemma 3.4, a well-used recursion for recovering
real-rootedness of generating polynomials.
It turns out that the s-derangement polynomials provide an extensive and useful
generalization of the derangement polynomial dn(z), similar to how the s-Eulerian
polynomials provide such a generalization of the Eulerian polynomial An(z). The
remainder of this document is devoted to studying the nature and applications of
this generalization.
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4. Examples
In this section, we will observe that many of the well-studied families of derange-
ment polynomials can be realized as s-derangement polynomials, much in the same
fashion as how many of the well-studied generalizations of Eulerian polynomials
can be realized as s-Eulerian polynomials. At the same time, these examples are
also known to be local h-polynomials for well-studied subdivisions of a simplex in
topology and algebra. Thus, we also provide a positive answer to Question 2.1 by
showing that these local h-polynomials are all local h∗-polynomials for s-lecture
hall simplices.
4.1. Derangements. Since dn(z) is the local h-polynomial of the barycentric sub-
division of the (n− 1)–simplex [44, Proposition 2.4], whose h-polynomial is the nth
Eulerian polynomial, An(z), we would analogously like to see that some s-lecture
hall simplex with h∗-polynomial An(z) has local h
∗-polynomial dn(z). The first
natural candidate for P sn has s = (1, 2, . . . , n). However, one can see from the
inequalities defining the open parallelpiped Π◦s that d
s
n(z) = 0 since s1 = 0. On
the other hand, the reflexive s-lecture hall simplex with s = (2, 3, . . . , n) also has
h∗-polynomial An(z), and this turns out to be exactly the s-lecture hall simplex we
need.
Theorem 4.1. Let s = (2, 3, · · · , n). Then the s-derangement polynomial dsn(z) is
dsn−1(z) = dn(z),
the classical derangement polynomial. Moreover, the local h-polynomial of the
barycentric subdivision of the (n − 1)-simplex is the local h∗-polynomial of the s-
lecture hall simplex P sn−1.
Proof. Note that by Proposition 3.3, it suffices to prove that∑
e∈I˜sn
zdes(e) =
∑
pi∈Dn
zexc(pi).
This would follow if we could find a bijection f : I˜sn → Dn such that des(e) =
exc(f(e)). To do this, we will use the elements of I˜sn to build the cycles of per-
mutations. Let e ∈ I˜sn, and let f(e) be the permutation obtained in the following
way:
First, set A := [n], the set of available elements, and keep track of the current
cycle we are working on (at first, this cycle is empty). Go through the entries of e
in the order en+1, en, en−1, . . . , e1, e0. If ei = 0 and the current cycle is nonempty,
close off the current cycle, start a new cycle at min(A), the smallest element of A,
and set A := A \ min(A). If ei 6= 0, add α, the ethi smallest number of A, to the
current cycle and set A := A \ α. Note that the last element e0 is always zero, so
here we will always close off the last cycle and end the procedure. This process
yields a permutation, and the map can be inverted. To invert it, take the smallest
element from each cycle, sort the cycles according to these elements, and reverse
the operations above. What remains to prove is that f maps I˜sn to derangements,
and that it maps descents to excedances.
Recall that a descent in e ∈ Isn is a pair of adjacent elements in (e0, e1, . . . , en, en+1)
where eisi >
ei+1
si+1
. There are two ways this can happen. First, either both ei and ei+1
are non-zero and ei ≥ ei+1. This corresponds to adding the e
st
i+1 smallest number
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to a cycle and the ethi smallest number directly after. However, since ei ≥ ei+1,
the first number we add is smaller than the second. So this edge in the cycle de-
composition in f(e) will be an excedance. The second way a descent can happen
is if ei is non-zero and ei+1 is zero. This corresponds to starting a new cycle at
the smallest number, and then connecting it to some bigger number. Again, this
edge in the cycle decomposition is an excedance. Also, all excedances correspond to
these descents, so exc(f(e)) = des(e). Finally, the only way eisi =
ei+1
si+1
can happen is
if ei = ei+1 = 0. So I˜sn is the set of s-inversion sequences where no two adjacent el-
ements of (e0, e1, . . . , en, en+1) are zero. In f(e), two adjacent zeros corresponds to
starting a new cycle and then immediately closing it off. Therefore, I˜sn corresponds
to the set of permutations with no cycles of length 1 (i.e. fixed points), which is the
set of derangements.
Finally, the fact that the local h-polynomial of the barycentric subdivision of
the (n − 1)-simplex is dsn(z) follows immediately from [44, Proposition 2.4]. This
completes the proof. 
Example 4.1. As an example of the bijection in the proof of Theorem 4.1, suppose
that n = 5 and e˜ = (e0, e1, e2, e3, e4, e5) = (0, 1, 0, 3, 2, 0). We will now read through
e˜ from right to left in order to get f(e).
(1) e5 = 0, so we will start a cycle at the smallest element, which is 1.
(2) e4 = 2, so we will add the second smallest element, 3, to the cycle.
(3) e3 = 3, so we will add the third smallest element, 5, to the cycle.
(4) e2 = 0, so we will close off the current cycle and start a new one at the
smallest element, 2.
(5) e1 = 1, so we will add the smallest element, 4, to the cycle.
(6) e0 = 0, so we will close off the current cycle, and since there are no more
elements we are done.
Therefore, f(e) is given by the cycle decomposition (1, 3, 5)(2, 4), or equivalently,
f(e) = 34521.
Remark 4.1 (A Lack of a Geometric Proof). It follows from [28, Remark 7.18]
that if T is a lattice triangulation of an s-lecture hall simplex P sn then the local
h∗-polynomial ℓ∗(P sn ; z) of P
s
n and the local h-polynomial ℓP sn(TP sn ; z) satisfy the
monotonicity property
ℓ∗(P sn; z) ≥ ℓP sn(TP sn ; z).
Thus, a possible geometric proof of Theorem 4.1 would be to show that P sn for
s = (2, 3, . . . , n) admits a lattice triangulation T that is abstractly isomorphic
to the barycentric subdivision of a simplex. However, as can be seen already in
dimension two, P sn always has edges that contain no interior lattice points (see Fig-
ure 4.1). Thus, no lattice triangulation of P sn can be isomorphic to the barycentric
subdivision of a simplex. In this way we see that the connection between the local
h-polynomial and the local h∗-polynomial in Theorem 4.1 is fundamentally rooted
in the combinatorics of inversion sequences. Thus, an answer to Question 2.1 need
not be solely based on geometric realizations of subdivisions of the simplex, but can
arise purely from the combinatorics of the generating polynomials. On the other
hand, there do exist s-lecture hall simplices and local h-polynomials of subdivisions
of a simplex for which such a geometric proof does exist. We will see one such
example in the coming subsection.
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Figure 1. The s-lecture hall simplex P sn with s = (2, 3, . . . , n)
does not admit a lattice triangulation that is isomorphic (as an
abstract simplicial complex) to the barycentric subdivision of an
(n− 1)–simplex. This can be seen already for n = 3.
4.2. The rth Edgewise Subdivision. The rth edgewise subdivision is another
well-studied subdivision of a simplicial complex that arises in a variety of contexts
within algebra and topology [16, 17, 20, 24]. Within algebra, it is fundamentally
connected to the Veronese construction [16]. For r ≥ 1, the rth edgewise subdivision
of a simplex is defined as follows: Suppose that ∆ is an (n−1)-dimensional simplex
with 0-dimensional faces e(1), e(2), . . . , e(n) ∈ Rn, the standard basis vectors in Rn.
For x = (x1, . . . , xn) ∈ Zn, we let
supp(x) := {i ∈ [n] : xi 6= 0},
and we define
ϕ(x) := (x1, x1 + x2, . . . , x1 + · · ·+ xn) ∈ R
n.
The rth edgewise subdivision of ∆ is the simplicial complex ∆〈r〉 whose set of
0-dimensional faces are the lattice points r∆ ∩ Zn, and for which F ⊂ r∆ ∩ Zn is
a face of ∆〈r〉 if and only if ⋃
x∈F
{supp(x)} ∈ ∆,
and for all x, y ∈ F
ϕ(x) − ϕ(y) ∈ {0, 1}n or ϕ(y)− ϕ(x) ∈ {0, 1}n.
Let SW(n, r) denote the collection of all strings ω = ω0ω1 · · ·ωn where ωi ∈
[r−1]0, ω0 = ωn = 0, and ωi 6= ωi+1 for all i = 0, . . . , n. The collection SW(n, r) is
called the collection of all Smirnoff words in [3] and [31]. Given a Smirnoff word
ω ∈ SW(n, r), we say that an index i ∈ [n]0 is a descent if ωi > ωi+1, and we let
des(ω) denote the collection of all descents in ω. Similarly, we say that an index
i ∈ [n]0 is an ascent of ω if ωi < ωi+1, and we let asc(ω) denote the collection of
all descents in ω.
Theorem 4.2. For a positive integer r, let s = (r, r, . . . , r). Then the s-derangement
polynomial dsn(z) is
dsn(z) =
∑
ω∈SW(n+1,r)
zdes(ω).
Moreover, the local h-polynomial of the rth edgewise subdivision of the n-simplex is
the local h∗-polynomial of the s-lecture hall simplex P sn.
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Figure 2. From left-to-right, the geometric realization of the 3rd
edgewise subdivision of the 2-simplex, its unimodularly equivalent
projection into R2, and the equivalent triangulation of the s-lecture
hall simplex P sn with s = (r, r, . . . , r) for n = 2 and r = 3.
Proof. The fact that
dsn(z) =
∑
ω∈SW(n+1,r)
zdes(ω)
follows conveniently from the definition of SW(n + 1, r) and that of I˜sn. In [3,
Theorem 4.6], it is shown that the local h-polynomial of the rth edgewise subdivision
of the n-simplex is
ℓ[n+1]
((
2[n+1]
)〈r〉
; z
)
=
∑
ω∈SW(n+1,r)
zasc(ω).
However, it is quick to see that ascents and descents in Smirnoff words are equidis-
tributed via the involution
ω = ω0ω1 . . . ωnωn+1 7−→ rev(ω) := ωn+1ωn . . . ω1ω0.
This completes the proof. 
Remark 4.2 (A Strictly Geometric Proof). Unlike Theorem 4.1, Theorem 4.2 does
admit a geometric proof as detailed in Remark 4.1. In particular, note that, by
the definition given, the rth edgewise subdivision ∆〈r〉 of the n-simplex is a lattice
triangulation of the convex n–simplex r∆ := conv
(
re(1), . . . , re(n+1)
)
. Projecting
this triangulation along the last coordinate yields a lattice triangulation of the
simplex
π(r∆) := conv
(
0, re(1), . . . , re(n)
)
⊂ Rn.
Via the unimodular transformation that maps e(i) 7−→ e(1)+ · · ·+e(i) for all i ∈ [n],
we see that P sn is unimodularly equivalent to π(r∆), and therefore admits a lattice
triangulation that is abstractly isomorphic to ∆〈r〉. As described in Remark 4.1,
it then follows by [28, Remark 7.18] that dsn(z) is the local h-polynomial of the
rth edgewise subdivision of an n-simplex. An example of this geometric proof is
depicted in Figure 4.2.
4.3. Derangements of colored permutations. For integers n, r ≥ 1, we say
that a pair (π, c) for π ∈ Sn and c ∈ {0, . . . , r − 1}n is a r-colored permutation
(of length n). The value ci is called the color of πi for each i ∈ [n]. We denote
the collection of all r-colored permutations (of length n) by Zr ≀Sn. The r-colored
permutation (π, c) is typically denoted as πc11 π
c2
2 · · ·π
cn
n . We say that an index
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i ∈ [n] is a descent in (π, c) if either ci > ci+1 or ci = ci+1 and πi > πi+1, where
we assume that πn+1 = n+ 1 and cn+1 = 0. We also say that i is an excedance
of (π, c) if either πi > i or πi = i and ci > 0. We then denote the number of
descents and excedances in (π, c) by des(π, c) and exc(π, c), respectively. An r-
colored permutation (π, c) is called a derangement if it has no fixed points of
color 0, and we denote the collection of all derangements in Zr ≀Sn by Dn,r. Given
these definitions, we can define r-colored analogues of the Eulerian and derangement
polynomials. Specifically, we define the polynomials
An,r(z) :=
∑
(pi,c)∈Zr≀Sn
zdes(pi,c) and dn,r(z) :=
∑
(pi,c)∈Dn,r
zexc(pi,c).
Just like for regular permutations, descents and excedances are equidistributed
in Zr ≀Sn.
Theorem 4.3. [48, Theorem 3.15] For positive integers n and r,
An,r(z) =
∑
σ∈Zr≀Sn
zexc(σ).
A useful corollary to this is that we can express the derangement polynomial in
the following way.
Corollary 4.4. For positive integers n and r,
dn,r(z) =
n∑
k=0
(−1)n−k
(
n
k
)
Ak,r(z).
Proof. For some subset of indices T ⊆ [n], let Sn,r,T be the set of colored permu-
tations such that πi = i and ci = 0 for all i ∈ T . Using inclusion-exclusion, we can
write the derangement polynomial as
dn,r(z) =
∑
T⊆{1,2,3,...,n}
(−1)|T |
∑
σ∈Sn,r,T
zexc(σ).
Note that Sn,r,T is in bijection with Zr ≀Sn−|T | in a way that preserves the number
of excedances; namely, by removing the elements whose indices are in T . Therefore,
dn,r(z) =
∑
T⊆{1,2,3,...,n}
(−1)|T |
∑
σ∈Zr≀Sn−|T |
zexc(σ).
Combining this with Theorem 4.3 finishes the proof. 
In [38], it was shown that the colored Eulerian polynomials An,r(z) are also
realized as s-Eulerian polynomials:
Proposition 4.5. [38, Lemma 3.5] For positive integers n and r, An,r(z) is equal
to the s-Eulerian polynomial corresponding to s = (r, 2r, . . . , nr).
Given Proposition 4.5, we would then like to observe that the derangement
polynomials dn,r(z) can similarly be computed using s-derangment polynomials.
The s-derangement polynomial corresponding to s = (r, 2r, . . . , nr) will not be
equal to dn,r(z), but this is not surprising since dn,r(z) is not necessarily symmetric.
Instead, we will express dn,r(z) as two s-derangement polynomials. To do this, we
will also consider the sequence s = (2r, . . . , nr). This is in part motivated by
subsection 4.1, where the sequence s = (2, 3, . . . , n) gave the regular derangement
polynomials dn(z).
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Theorem 4.6. For positive integers n and r, let s = (2r, 3r, . . . , nr), and µ =
(r, 2r, . . . , nr). Then
dsn−1(z) + d
µ
n(z) = dn,r(z).
To prove this, we will show that the sum dsn−1(z) + d
µ
n(z) can also be expressed
as the right-hand-side of Corollary 4.4. This can be done by interpreting I˜sn−1
⋃
I˜µn
as a subset of the colored permutations, and using an inclusion-exclusion argument.
To formalize this argument, we will use the following definition.
Definition 4.1. For a colored permutation σ = (π, c) ∈ Zr ≀Sn, we will say that
a number i ∈ [n] is bad with respect to σ if for πj = i it holds that
(1) πj < πk for every k > j,
(2) πj−1 < πk for every k > j − 1, and
(3) πj and πj−1 have the same color.
Here the convention π0 = 0 and c0 = 0 is used, and we let Sσ be the set of bad
numbers in σ.
We then have the following lemma.
Lemma 4.7. For positive integers n and r, let s = (2r, 3r, . . . , nr), and µ =
(r, 2r, . . . , nr). Then
dsn−1(z) + d
µ
n(z) =
∑
σ∈Zr≀Sn : Sσ=∅
zdes(σ).
Proof. The claim can be proved by interpreting elements in I˜sn−1 and I˜
µ
n as col-
ored permutations using a map similar to Θ−1 from the proof of [38, Lemma 3.5].
Namely, for a permutation π ∈ Sn and i ∈ [n] we let
ti := |{j > i : πj < πi}|,
denote the number of inversions of π at i. The sequence t = (t1, . . . , tn) is called the
inversion sequence (or Lehmer code) of π and there exists a well-known bijection
taking t to π. We then define Ψ : Zr ≀Sn −→ Isn where
Ψ : πc11 · · ·π
cn
n 7−→ (cn + tn, 2cn−1 + tn−1, . . . , nc1 + t1).
The inverse mapping Ψ−1 is given by sending
Ψ−1 : (e1, . . . , en) 7−→ π
c1
1 · · ·π
cn
n ,
where π1 · · ·πn is the permutation with inversion sequence
t = (en − nc1, en−1 − (n− 1)c2, . . . , e1 − cn),
and ci =
⌊
en−i+1
n−i+1
⌋
for each i ∈ [n]. Next define p : I˜sn−1 → I
µ
n as p(e) = (0, e), and
note that
Ψ−1(I˜µn ) = {σ ∈ Zr ≀Sn : Sσ = ∅ and cn 6= 0},
and (
Ψ−1 ◦ p
)
(I˜sn−1) = {σ ∈ Zr ≀Sn : Sσ = ∅ and cn = 0}.
This follows from the definitions of I˜µn and p(I˜sn−1). To prove it, pick an index
j ∈ {1, 2, · · · , n}. Now it holds that en−j+1(n−j+1)r 6=
en−j+2
(n−j+2)r for inversion sequences in
both I˜µn and p(I˜sn−1). This is true if and only if it does not hold that cj = cj−1 and
tj = tj−1 = 0 in Ψ
−1(e), which is equivalent to πj not being bad. In I˜
µ
n , there is
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the additional constraint 0 6= e1r which is equivalent to cn 6= 0. On the other hand,
in p(I˜sn−1) we made sure that cn = 0 from the definition of p. This verifies the set
equalities given above. It then follows that
Ψ−1(I˜µn )
⊔
Ψ−1 ◦ p(I˜sn−1) = {σ ∈ Zr ≀Sn : Sσ = ∅}.
Note that Ψ has the property that asc(e) = des(Ψ−1(e)), similar to [38, Lemma
3.5]. It follows that asc(e) = des(Ψ−1(e)) for e ∈ I˜µn and asc(e) = asc(p(e)) =
des(Ψ−1(p(e))) for e ∈ I˜sn−1. Now we can conclude that
dsn−1(z) + d
µ
n(z) =
∑
e∈I˜s
n−1
zasc(e) +
∑
e∈I˜µn
zasc(e) =
∑
σ∈Zr≀Sn :Sσ=∅
zdes(σ).

With Lemma 4.7, we are now ready to prove Theorem 4.6.
Proof of Theorem 4.6. First, note that we can use Lemma 4.7 to write
dsn−1(z) + d
µ
n(z) =
∑
σ∈Zr≀Sn :Sσ=∅
zdes(σ) =
∑
T⊆[n]
(−1)|T |
∑
σ∈Zr≀Sn :T⊆Sσ
zdesσ.
The second equality follows from inclusion-exclusion. By Corollary 4.4, it now
suffices to prove that ∑
σ∈Zr ≀Sn :T⊆Sσ
zdesσ = An−|T |,r(z). (3)
Let Sn,r,T denote the set {σ ∈ Zr ≀ Sn : T ⊆ Sσ}. To prove (3), we will find a
bijection f : Zr ≀Sn−|T | → Sn,r,T such that des(σ) = des(f(σ)). Such a bijection
f is the following:
(1) Take an element σ = πc11 π
c2
2 ...π
cn−|T |
n−|T | ∈ Zr ≀Sn−|T |.
(2) Replace each element πi = j with the j
th smallest element of [n]\T . (Note
that this does not change the number of descents.)
(3) We will now insert the numbers in T into our half-finished permutation, in
such a way that they become bad. Pick each i ∈ T in order of size, starting
with the smallest. If i = 1, insert i at the front of σ and give it color 0.
Otherwise, find the rightmost element πj such that πj < i and πj < πk for
every k > j. Give i the same color as πj and insert it right after πj .
Notice first that f is a well-defined function that maps to Zr ≀Sn. This follows
if we can always find an index j for every number i 6= 1, so that we can insert i
after πj . Since we are inserting the numbers in order of size, when we insert i 6= 1,
1 will already be in our permutation. Since 1 satisfies the two conditions above,
the set of indices j where πj < i and πj < πk for every k > j is non-empty. Thus,
the rightmost one exists.
Second, notice that des(f(σ)) = des(σ). When we insert an element i 6= 1 after
πj , then no new descents are created since πj < i. Also, if (πj , πj+1) was a descent
earlier, then since i gets the same color as πj and is greater, the pair (i, πj+1) will
still be a descent. If i = 1, then inserting it at the start and giving it color 0 does
not affect the number of descents.
Third, all the numbers in T are bad in the resulting permutation. If 1 ∈ T ,
then we will insert it at the start and give it color 0, which makes it bad. After
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that, we will never insert anything in front of it, so it will always remain bad. For
i 6= 1 in T , i will be bad right after inserting it. The reason for this is that it will
have the same color as the preceding element πj , it will be greater than πj , and πj
will be smaller than all elements to the right of it. The only thing remaining to
show is that i is also smaller than everything to the right of it. Assuming that this
is not true, pick the rightmost element πk such that πk < i. This element must
be smaller than everything to the right of it, but πj was the rightmost element
satisfying this, which is a contradiction. Furthermore, the number i will stay bad
after the bijection is finished. This follows from the fact that we will never insert
anything between πj and i since all the elements inserted after i will be greater
than i. Also, inserting larger numbers into our permutation does not change the
fact that πj or i is smaller than everything to the right of it.
Finally, we can invert the function. To invert it, remove all numbers in T from
the permutation and undo step 2 from the description of the bijection. Thus, we
conclude that f : Zr ≀Sn−|T | → Sn,r,T is a bijection for which des(f(σ)) = des(σ).
By Corollary 4.4, this completes the proof. 
Example 4.2. As an example of the bijection in the proof of Theorem 4.6, suppose
that n = 6, r = 3, and T = {1, 3, 4}. Given an element σ = 221130 ∈ Z3 ≀ S3,
applying step (2) in the description will transform it to 522160. Now we will insert
the bad numbers T = {1, 3, 4} one at a time as in step (3). First, the 1 will end up
at the front and get color zero, so the permutation becomes 10522160. Next, the 3
will be inserted after 21 and get color 1, so the permutation becomes 1052213160.
Finally, the 4 will be inserted after 31 and get color 1, so the final permutation is
105221314160 ∈ Z3 ≀S6.
Theorem 4.6 demonstrates that the colored derangement polynomials dn,r(z) can
also be realized in terms of s-derangement polynomials, similar to dn(z). However,
since dn,r(z) is not symmetric in general, we needed to write it as a sum of two
s-derangement polynomials, both of which are symmetric. In fact, this type of
symmetric decomposition of a polynomial has recently been used both in the study
of local h-polynomials [2] and in the study of unimodality of Ehrhart h∗-polynomials
[14, 10, 41].
Given a polynomial p(z) ∈ R[z] of degree at most d, it is an exercise in linear
algebra to check that there exist unique polynomials a(z), b(z) ∈ R[z] such that
p(z) = a(z) + zb(z),
where a(z) is degree at most d, b(z) is degree at most d − 1, a(z) = zda(1/z), and
b(z) = zd−1b(1/z). We call the ordered pair of polynomials (a, b) the symmetric
decomposition of p (with respect to d). The pair of s-derangement polynomials
(dsn−1, d
µ
n) from Theorem 4.6 is indeed the symmetric decomposition of dn,r(z) with
respect to n.
Theorem 4.8. Let r be a positive integer and let
s = (2r, 3r, · · · , nr) and µ = (r, 2r, 3r, . . . , nr).
Then the ordered pair of s-derangement polynomials (dsn−1, d
µ
n) is the symmetric
decomposition of dn,r(z) with respect to n.
Proof. This result is an immediate consequence of the uniqueness of the symmetric
decomposition with respect to a given degree. In particular, if ∆ is a d-dimensional
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simplex then its local h∗-polynomial satisfies
ℓ∗(∆; z) = zd+1ℓ∗
(
∆;
1
z
)
.
In this case, since dsn−1(z) and d
µ
n(z) are the local h
∗-polynomials for the s-lecture
all simplices P sn−1 and P
µ
n , then they, respectively, satisfy
dsn−1(z) = z
ndsn−1
(
1
z
)
and dµn(z) = z
n+1dµn
(
1
z
)
.
It follows by the uniqueness of symmetric decompositions with respect to a fixed
degree and Theorem 4.6 that (dsn−1, d
µ
n) is the symmetric decomposition of dn,r(z)
with respect to n. 
Our second main goal in this section has been to demonstrate that the local
h-polynomials of well-studied subdivisions a simplex can be realized as local h∗-
polynomials of s-lecture hall simplices. In subsections 4.1 and 4.2 we, respectively,
saw that this is true for the barycentric and rth edgewise subdivision of a simplex.
Combining these two, one consequence of Theorem 4.8 is that the local h-polynomial
of the rth edgewise subdivision of the barycentric subdivision of the (n−1)-simplex
is the local h∗-polynomial of an s-lecture hall simplex.
Corollary 4.9. Let r be a positive integer and let s = (2r, 3r, · · · , nr). The local
h-polynomial of the rth edgewise subdivision of the barycentric subdivision of the
(n− 1)-simplex is the local h∗-polynomial of the s-lecture hall simplex P sn−1.
Proof. If (a, b) denotes the symmetric decomposition of dn,r(z) with respect to n,
then by [2, Theorem 1.2] with [2, Theorem 1.3], we can see that a is the local
h-polynomial of the rth edgewise subdivision of the barycentric subdivision of the
(n−1)-simplex. Combining this observation with Theorem 4.8 proves the result. 
5. Applications
In this section, we apply the results of Sections 3 and 4 to address some open
questions in the combinatorial literature. In subsection 5.1 we affirmatively answer
a conjecture posed in [3, Question 4.11], [4, Conjecture 2.30], and [39, Conjecture
3.7.10]. In subsection 5.2, we show that all s-lecture hall order polytopes have a
box unimodal triangulation, and use this result to provide a partial answer to a
conjecture posed in [13]. Similarly, in subsection 5.3 we observe that all s-lecture
hall order polytopes have unimodal local h∗-polynomials.
5.1. Colored derangement polynomials. Our first application pertains to the
symmetric decomposition of the colored derangement polynomial introduced in
subsection 4.3, and its relation to a well-studied conjecture on the h-vectors of flag
simplicial complexes. A simplicial complex is called flag if every minimal nonface
contains two elements of the ground set. A topological subdivision Ω′ of a flag
simplicial complex Ω is also called flag if for every face F ∈ Ω the complex Ω′F
is flag. A polynomial p(z) ∈ R[z] of degree at most d is called γ-positive (or
γ-nonnegative) [4] if when expressed in the basis
{
xi(x+ 1)d−2i
}⌊d/2⌋
i=0
as
p(z) =
⌊d/2⌋∑
i=0
γix
i(x+ 1)d−2i,
20 NILS GUSTAFSSON AND LIAM SOLUS
the coefficients γ0, . . . , γ⌊d/2⌋ are all nonnegative. If p(z) is the h-polynomial of
a simplicial complex Ω, then the vector of coefficients γ(Γ) := (γ1, . . . , γ⌊d/2⌋) is
called the γ-vector of ∆. Gal’s Conjecture [22, Conjecture 2.1.7] claims that the h-
polynomial of a flag homology sphere is always γ-nonnegative, and [34, Conjecture
14.2], [1, Conjecture 1.4] further claimed that γ(Ω) ≤ γ(Ω′) whenever Ω′ is a
flag vertex-induced subdivision of a flag homology sphere Ω. As seen from [1,
Proposition 5.3], one can hope to use the γ-nonnegativity of local h-polynomials
to prove the latter conjectures, and this idea was formalized in [1, Conjecture 5.4].
One way to prove that a polynomial is γ-nonnegative is to show that it is both
symmetric and real-rooted (see for instance [12, Remark 3.1]). It is therefore of
interest to know which local h-polynomials are real-rooted.
Using combinatorial methods, [1, Conjecture 5.4] has been verified for all sub-
divisions studied in Section 4 (see [3, Section 4]). However, [3, Question 4.11]
further asked if the γ-nonnegativity of each of these local h-polynomials follows
from real-rootedness. In [49] real-rootedness of dn(z), the local h-polynomial of
the barycentric subdivision of a simplex, is verified, and more recently in [30, 50]
the real-rootedness of the local h-polynomial of the rth edgewise subdivision of a
simplex was shown. The results in Sections 3 and 4 provide an alternative proof
for these results, and also allow us to verify [3, Question 4.11] for the final missing
example. Taking this one step further, [4, Conjecture 2.30] and [39, Conjecture
3.7.10], claim that both polynomials in the symmetric decomposition of dn,r(z)
with respect to n have only real-roots. The following theorem settles this collection
of questions.
Theorem 5.1. If (a, b) is the symmetric decomposition with respect to n of the
the colored derangement polynomial dn,r(z), then both a and b are real-rooted. In
particular, the local h-polynomial of the rth edgewise subdivision of the barycentric
subdivision of the (n− 1)-simplex is real-rooted.
Proof. The result follows by combining Theorem 3.5 with Theorem 4.8. The latter
statement is then seen by considering Corollary 4.9. 
Remark 5.1 (A second proof). The real-rootedness of the a and b polynomials in the
symmetric decomposition of dn,r(z) with respect to n was also recently observed,
independently, by the second author and P. Bra¨nde´n [14]. There, the authors
actually prove the stronger statement that the a and b polynomials alway interlace.
On the other hand, the proof given in Theorem 5.1 has the advantage that the same
proof of [3, Question 4.11] works for all local h-polynomials discussed above.
We end this subsection with one more note: Here we introduced the additional
distributional property of γ-nonnegativity. It is worthwhile to note that since any
symmetric and real-rooted polynomial is γ-nonnegative, then all s-derangement
polynomials are γ-nonnegative by Theorem 3.5.
Corollary 5.2. All s-derangement polynomials are γ-nonnegative.
5.2. Ehrhart h∗-polynomials of s-lecture hall order polytopes. In a recent
paper [13], the authors introduced a family of lattice polytopes that simultaneously
generalize two well-studied families of polytopes: the s-lecture hall simplices and
the order polytopes. Analogously, they refer to these polytopes as s-lecture hall
order polytopes. In this subsection, we will use the results of Section 3 to prove
that all s-lecture hall order polytopes have a box unimodal triangulation. Via
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Theorem 2.4, we then find that all reflexive s-lecture hall order polytopes have
unimodal h∗-polynomials. As a corollary to this result, we are able to provide a
partial answer to a conjecture posed in [13].
In the following we will let P = ([n];P ) denote a labeled poset on ground set
[n], and we use ≤ to denote the typical total order placed on Z. We say that P is
naturally labeled if i P j whenever i ≤ j. For a naturally labeled poset P the
order polytope of P is
O(P ) := {(x1, . . . , xn) ∈ R
n : 0 ≤ xi ≤ 1, i ∈ [n], and xi ≤ xj if i P j} .
Given a sequence of positive integers s = (s1, . . . , sn), the s-lecture hall order
polytope of the pair (P, s) is
O(P, s) :=
{
(x1, . . . , xn) ∈ R
n : 0 ≤ xi ≤ si, i ∈ [n], and
xi
si
≤
xj
sj
if i P j
}
.
A lattice triangulation T of a lattice polytope is called unimodular if the nor-
malized volume of each simplex ∆ ∈ T (i.e. the value h∗(∆; 1)) is equal to 1. It
is well-known that for any naturally labeled poset P , the order polytope O(P ) ad-
mits a regular and unimodular triangulation T (P ) known in the literature as the
canonical triangulation of O(P ) (see for instance [35]). In [13, Lemma 3.1] it is
shown that any s-lecture hall order polytope O(P, s) admits a triangulation T (P, s)
whose facets are all s-lecture hall simplices. Moreover, it can be seen that T (P, s)
is simply a scaling of T (P ) by si in each coordinate i ∈ [n], and therefore it is also
a regular triangulation. In the following, we will call the triangulation T (P, s) the
s-canonical triangulation of O(P, s).
Our first goal in this subsection is to prove that the s-canonical triangulation of
an s-lecture hall order polytope is alway box unimodal. To do this, we will need
the following lemma.
Lemma 5.3. Let s = (s1, . . . , sn) be a sequence of positive integers, set g :=
gcd(s1, . . . , sn), and let x = (x1, . . . , xn) be a sequence of nonnegative integers
satisfying
x1
s1
=
x2
s2
= · · · =
xn
sn
.
Then gxisi is an integer for all i ∈ [n].
Proof. By symmetry it suffices to prove that gx1s1 is an integer. We do so via an
inductive argument. Assume first that n = 2. Now
x2 =
s2x1
s1
=
s2
g x1
s1
g
is an integer. Since s2g and
s1
g are co-prime then x1 must be divisible by
s1
g , which
implies that
x1
s1
g
=
gx1
s1
is an integer. Now take n > 2, let g′ = gcd(s1, ..., sn−1), and assume that the
statement is true for s1, ..., sn−1. This implies that
g′x1
s1
is an integer. Thus,
g′x1
s1
g′
=
xn
sn
,
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and we can use the result for n = 2 on this new sequence to conclude that
gcd(g′, sn)
g′x1
s1
g′
=
gx1
s1
is an integer. 
Since the s-canonical triangulation of O(P, s) is always regular, then to prove it
is a box unimodal triangulation we need only show that each simplex in T (P, s) has
a unimodal local h∗-polynomial. To see this, we prove the following theorem.
Theorem 5.4. Let s = (s1, . . . , sn) be a sequence of positive integers and let F be a
face of the s-lecture hall simplex P sn. Then the ℓ
∗(F ; z) = dµn(z) for some sequence
of positive integers µ.
Proof. If F is a vertex, then ℓ∗(F ; z) = 0, so the theorem holds. Now assume that
F is not a vertex. Note that P sn can be written as
P sn = conv


s1
s2
...
sn
 ,

0
s2
...
sn
 , · · · ,

0
...
0
sn
 ,

0
0
...
0

 ,
and set vi := (0, 0, . . . , 0, si+1, . . . , sn)
T for i ∈ [n]0. Let
F = conv(vi0 , vi1 , · · · , vim),
where 0 ≤ i0 < i1 < · · · < im ≤ n be a face of P sn with m > 0. Let µ =
(µ1, µ2, · · · , µm) be the sequence of positive integers defined by
µj := gcd(sij−1+1, sij−1+2, · · · , sij ),
for j ∈ [m]. To prove the theorem is suffices to find a bijection
f : Π◦F ∩ Z
n+1 → Π◦Pµm ∩ Z
m+1
such that xn+1 = f(x)m+1. To do so, take a point x ∈ Π
◦
F ∩ Z
n+1, and note that
it can be written as
x =

x1
x2
...
xn+1
 = m∑
j=0
λjwij =

s1q1
s2q2
...
snqn∑m
j=0 λj
 ,
where wk := (vk, 1), λk ∈ (0, 1), and
qk :=
∑
ij<k
λj .
Let f(x) be the point in ΠPµm defined by
f(x) :=
m∑
j=0
λjw
∗
j ,
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where w∗j = (v
∗
j , 1) and v
∗
j is the j
th vertex of Pµm. This is an injective function,
and since f(x) can be written as
f(x) =

λ0µ1
(λ0 + λ1)µ2
...
(λ0 + ...+ λm−1)µm∑m
j=0 λj
 ,
its last coordinate is the same as the last coordinate of x. What remains to show is
that f is well-defined (maps to Π◦Pµm ∩Z
m+1) and surjective. For j ∈ [m], note that
qij−1+1 = qij−1+2 = ... = qij ,
and set qj := qij . Since x ∈ Z
n+1,
qjsij−1+k = xij−1+k ∈ Z,
for k ∈ [ij − ij−1]. Thus,
qj =
xij−1+1
sij−1+1
=
xij−1+2
sij−1+2
= ... =
xij
sij
.
Using Lemma 5.3 on this we see that µjqj is an integer. However, note that f(x)j =
µjqj for j ∈ [m]. Thus, f(x) is in Z
m+1. Also, since x ∈ Π◦F , the numbers λ0, ..., λm
are contained in (0, 1). Therefore, f(x) is in the interior of Π◦Pµm , which means that
it maps to Π◦Pµm ∩Z
m+1. Furthermore, for a particular integer f(x)j = µjqj , we can
let xij−1+k equal
xij−1+k = µjqj
sij−1+k
µj
,
for k ∈ [ij − ij−1], in order to map to f(x)j . The numbers xij−1+k will then be
integers thanks to the fact that µj is a divisor of sij−1+k. This proves that f is
surjective, thereby completing the proof. 
The real-rootedness of the local h∗-polynomial of each simplex in the s-canonical
triangulation of O(P, s) follows immediately by combining Theorem 5.4 and Theo-
rem 3.5.
Corollary 5.5. Let s = (s1, . . . , sn) be a sequence of positive integers and let F be
a face of the s-lecture hall simplex P sn. Then the local h
∗-polynomial ℓ∗(F ; z) of F
is real-rooted, and thus unimodal.
Proof. The result follows immediately by combining Theorem 3.5 with Theorem 5.4.

As an immediate consequence of Corollary 5.5 and our results in Section 3, we
recover our first two desired conclusions of this subsection.
Theorem 5.6. Let O(P, s) be an s-lecture hall order polytope. Then the s-canonical
triangulation of O(P, s) is box unimodal. Moreover, if O(P, s) is reflexive then its
h∗-polynomial h∗(O(P, s); z) is unimodal.
Proof. Suppose first that O(P, s) is any s-lecture hall order polytope. By Corol-
lary 5.5, we know that for each face F ∈ T (P, s), the s-canonical triangulation of
O(P, s), has a real-rooted, and therefore unimodal, local h∗-polynomial. Since the
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s-canonical triangulation of O(P, s) is always regular, it follows that it is box uni-
modal. In the special case that O(P, s) is reflexive, it then follows by Theorem 2.4,
and the regularity of T (P, s), that O(P, s) has a unimodal h∗-polynomial. 
Recently, there has been a growing interest in the identification of lattice poly-
topes with box unimodal triangulations [11, 33, 40], specifically because of its ap-
plications to unimodality questions for h∗-polynomials of reflexive polytopes. The-
orem 5.6 demonstrates that a large family of lattice polytopes containing other
well-studied polytopes admit this desirable property.
As an application of Theorem 5.6, we can additionally provide a partial answer to
a conjecture posed in [13]. To do so, we first recall some fundamental definitions for
posets. A chain is a poset in which any two elements are regarded as comparable.
If x1 ≺ x2 ≺ · · · ≺ xn is a chain then the rank of xi in the chain is i − 1 for all
i ∈ [n]. A subposet C of a poset P is called a chain in P if C is a chain when it is
regarded as a subposet of P . The chain C is called maximal if it is not contained
in a larger chain within P . The length of a chain C is the number of elements
in C minus one. A poset P is called graded if every maximal chain in P has the
same length. A poset P is called ranked if for every maximal element x in P the
subposet {y ∈ P : y P x} is graded. If P is a ranked poset, then the rank of any
x ∈ P is its rank in any maximal chain of P . In this case we let ρP : [n] −→ Z≥0
denote the function mapping each x ∈ P to its rank. In [13] the authors proved
the following.
Theorem 5.7. [13, Theorem 4.2] Let P = ([n],p) be a naturally-labeled ranked
poset and let s = (s1, . . . , sn) be the sequence of positive integers where
si := ρP (i) + 1.
Then h∗(O(P, s); z) is symmetric with respect to its degree, which is n− 1.
In [13, Section 5] they further ask if the h∗-polynomials in Theorem 5.7 are also
unimodal. Specifically, this is the motivating question behind the statement of [13,
Conjecture 5.4]. Using Theorem 5.6 we can provide the following partial answer
to this question, specifically in the case when the poset P has a unique minimal
element.
Corollary 5.8. Let P = ([n],P ) be a naturally-labeled ranked poset with rank
function ρP and let s = ρP+1. If P has a unique minimal element then h
∗(O(P, s); z)
is unimodal.
Proof. Let P = ({0} ∪ [n],P ) be a naturally-labeled ranked poset with a unique
minimal element 0 and rank function ρP : [n]0 −→ Z≥0. Since O(P, s) is always
n-dimensional for a poset on n elements, then by Theorem 5.6 it suffices to prove
that
h∗(O(P, s); z) = h∗(O(Q, s′); z),
where Q denotes the subposet of P on the elements [n] and s′ = (ρP + 1)
∣∣
[n]
.
However, this fact follows immediately from [13, Corollary 3.7], and so the result
holds. 
Remark 5.2. It is important to note that the conjectured unimodality of all the
h∗-polynomials considered in Theorem 5.7 cannot be recovered via Theorem 5.6
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alone. This is because some h∗-polynomials from Theorem 5.7 cannot be the h∗-
polynomial of a reflexive O(P, s). For example, consider the poset P = ([3],P ) in
which 1 ≺P 3 and 2 ≺P 3. Then P is naturally labeled with rank function ρ and
h∗(O(P, s); z) = 1 + 2z + z2,
where s = ρ + 1. If we want to realize 1 + 2z + z2 as the h∗-polynomial of some
reflexive 2-dimensional O(Q,µ) then we know that Q must be a naturally-labeled
poset with ground set [2] and that the normalized volume of O(Q,µ) must equal 4.
The only three possibilities for such an O(Q,µ) are
(1) Q has no relations with µ1 = 1 and µ2 = 2 (or µ1 = 2 and µ2 = 1),
(2) Q has the single relation 1 ≺Q 2 and µ1 = 1 and µ2 = 4 (or µ1 = 4 and
2 = 1), or
(3) Q has the single relation 1 ≺Q 2 and µ1 = µ2 = 2.
However, each of these O(Q,µ) have h∗-polynomial 1 + 3z. Thus, further work
beyond Theorem 5.6 is needed to fully answer the unimodality question posed in
[13] in relation to [13, Conjecture 5.4].
5.3. Local h∗-polynomials of s-lecture hall order polytopes. In [44, Exam-
ple 7.13], Stanley generalized the definition of a local h∗-polynomial of a lattice
simplex given by Betke and McMullen [9] to arbitrary lattice polytopes. Given a
d-dimensional lattice polytope P , we define the face poset of P , denoted F(P ),
to be the poset whose ground set is the collection of all faces of P (including the
empty set) with the partial order F(P ) being inclusion. In the following, we denote
the set of all faces of P by F (P ). Notice that F(P ) is a ranked poset with rank
function ρ(F ) = dim(F ) + 1 for all faces F of P . The g-polynomial of P [46] is
defined recursively in the following way: If P is the empty polytope, i.e. P = ∅,
then g(P ; z) = 1. If P is dimension d, then g(P ; z) is the unique polynomial of
degree strictly less than d2 satisfying
zdg
(
P ;
1
z
)
=
∑
F∈F (P )
g(F ; z)(t− 1)d−dim(F )−1.
Given a poset P = ([n];P ), we let P∨ := ([n];P∨) denote its dual poset; i.e. the
poset for which i P∨ j whenever j P i. The local h∗-polynomial of P is then
ℓ∗(P ; z) =
∑
F∈F (P )
(−1)dim(P )−dim(F )h∗(F ; z)g([F, P ]∨; z). (4)
Notice that if P is a simplex then g(P ; z) = 1 (see for instance [28, Example 3.9] or
[5, Remark 4.2]). Thus, for a simplex P the formula for ℓ∗(P ; z) given in equation (4)
reduces to that in equation (1) by applying the principle of inclusion-exclusion.
In subsection 5.2 we saw an example of how the symmetry and unimodality
of local h∗-polynomials in a regular lattice triangulation of a lattice polytope P
can be used to recover unimodality of the h∗-polynomial of P . Unfortunately, in
practice, we are typically restricted to assuming other sufficient conditions, such
as reflexivity of P , in order to prove that h∗(P ; z) is unimodal by way of a box
unimodal triangulation. On the other hand, it follows from [28, Remark 7.23] that
these additional assumptions are not required if we only wish to prove unimodality
of the local h∗-polynomial P . In particular, we have the following result.
Theorem 5.9. The local h∗-polynomial of an s-lecture hall order polytope is uni-
modal.
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Proof. The result follows immediately by combining Theorem 5.6 with [28, Lemma
7.12(4)] and [28, Theorem 6.1]. 
Remark 5.3. More generally speaking, the same proof shows that if P is a lattice
polytope with a box unimodal triangulation then its local h∗-polynomial is uni-
modal. This can be viewed as somewhat of a “local” analogue to the well-known
theorem of Bruns and Ro¨mer which states that if P is a Gorenstein polytope with
a regular and unimodular triangulation then its h∗-polynomial is unimodal [18,
Theorem 1].
6. Final Remarks
In this note, we observed that the local h∗-polynomials, or box polynomials,
of a family of lattice simplices known as the s-lecture hall simplices generalize
well-studied families of derangement polynomials in the combinatorial literature.
Moreover, this generalization preserves all of the desirable distributional properties
of the classical derangement polynomial; namely, symmetry, real-rootedness, log-
concavity, unimodality, and γ-nonnegativity. Using these results, we showed that
the local h-polynomials of a number of well-studied subdivisions of a simplex can be
realized as local h∗-polynomials of s-lecture hall simplices. Consequently, we were
able to answer some open questions pertaining to the real-rootedness of certain local
h-polynomials for flag geometric subdivisions of a simplex. In the context of convex
lattice polytopes, the real-rootedness of the s-derangement polynomials allowed us
to recover that all s-lecture hall order polytopes have a box unimodal triangula-
tion, that they all have unimodal local h∗-polynomials, and the h∗-polynomials
of reflexive s-lecture hall order polytopes are always unimodal. Additionally, we
could further use these results to provide a partial answer to a conjecture on the
unimodality of the h∗-polynomials of a family of s-lecture hall order polytopes.
In this way, it seems that the s-derangement polynomials provide a context in
which various questions pertaining to local h-polynomials of subdivisions of sim-
plicial complexes and h∗-polynomials of lattice polytopes can be simultaneously
addressed. To better understand possible future applications of these methods, it
could be useful to further analyze the family of s-derangement polynomials. In par-
ticular, considering the converse to Question 2.1, it would be interesting to know
if every s-derangement polynomial can be realized as the local h-polynomial of a
subdivision of a simplex. By [28, Example 7.19], one way this could be affirmed is to
show that all s-lecture hall simplices admit a regular and unimodular triangulation.
Such a triangulation has recently been identified for some s-lecture hall simplices
[8, 26], but not all. Since, here, we have shown that all s-derangement polynomials
are γ-nonnegative, a deeper understanding of the triangulations of s-lecture hall
simplices could thereby offer new insights on the theory of local h-polynomials and
questions of γ-nonnegativity for flag homology spheres and their subdivisions. Fur-
thermore, it would also be of general interest to see a strictly combinatorial proof
of the γ-nonnegativity of all s-derangement polynomials.
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