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Abstract
We consider the setting of prediction with expert advice; a learner makes predictions
by aggregating those of a group of experts. Under this setting, and for the right
choice of loss function and “mixing” algorithm, it is possible for the learner to
achieve a constant regret regardless of the number of prediction rounds. For
example, a constant regret can be achieved for mixable losses using the aggregating
algorithm. The Generalized Aggregating Algorithm (GAA) is a name for a family
of algorithms parameterized by convex functions on simplices (entropies), which
reduce to the aggregating algorithm when using the Shannon entropy S. For a given
entropy Φ, losses for which a constant regret is possible using the GAA are called
Φ-mixable. Which losses are Φ-mixable was previously left as an open question.
We fully characterize Φ-mixability and answer other open questions posed by [12].
We show that the Shannon entropy S is fundamental in nature when it comes to
mixability; any Φ-mixable loss is necessarily S-mixable, and the lowest worst-case
regret of the GAA is achieved using the Shannon entropy. Finally, by leveraging
the connection between the mirror descent algorithm and the update step of the
GAA, we suggest a new adaptive generalized aggregating algorithm and analyze
its performance in terms of the regret bound.
1 Introduction
Two fundamental problems in learning are how to aggregate information and under what circum-
stances can one learn fast. In this paper, we consider the problems jointly, extending the understanding
and characterization of exponential mixing due to [19], who showed that not only does the “aggregat-
ing algorithm” learn quickly when the loss is suitably chosen, but that it is in fact a generalization of
classical Bayesian updating, to which it reduces when the loss is log-loss [21]. We consider a general
class of aggregating schemes, going beyond Vovk’s exponential mixing, and provide a complete
characterization of the mixing behavior for general losses and general mixing schemes parameterized
by an arbitrary entropy function.
In the game of prediction with expert advice a learner predicts the outcome of a random variable
(outcome of the environment) by aggregating the predictions of a pool of experts. At the end of
each prediction round, the outcome of the environment is announced and the learner and experts
suffer losses based on their predictions. We are interested in algorithms that the learner can use to
“aggregate” the experts’ predictions and minimize the regret at the end of the game. In this case,
the regret is defined as the difference between the cumulative loss of the learner and that of the best
expert in hindsight after T rounds.
The Aggregating Algorithm (AA) [19] achieves a constant regret — a precise notion of fast learning
— for mixable losses; that is, the regret is bounded from above by a constant R` which depends only
on the loss function ` and not on the number of rounds T . It is worth mentioning that mixability
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is a weaker condition than exp-concavity, and contrary to the latter, mixability is an intrinsic,
parametrization-independent notion [9].
Reid et al. [12] introduced the Generalized Aggregating Algorithm (GAA), going beyond the AA. The
GAA is parameterized by the choice of a convex function Φ on the simplex (entropy) and reduces to
the AA when Φ is the Shannon entropy. The GAA can achieve a constant regret for losses satisfying
a certain condition called Φ-mixability (characterizing when losses are Φ-mixable was left as an open
problem). This regret depends jointly on the generalized mixability constant ηΦ` — essentially the
largest η such that ` is ( 1ηΦ)-mixable — and the divergence DΦ(eθ, q), where q ∈ ∆k is a prior
distribution over k experts and eθ is the θth standard basis element of Rk [12]. At each prediction
round, the GAA can be divided into two steps; a substitution step where the learner picks a prediction
from a set specified by the Φ-mixability condition; and an update step where a new distribution q
over experts is computed depending on their performance. Interestingly, this update step is exactly
the mirror descent algorithm [16, 11] which minimizes the weighted loss of experts.
Contributions. We introduce the notion of a support loss; given a loss ` defined on any action
space, there exists a proper loss ` which shares the same Bayes risk as `. When a loss is mixable,
one can essentially work with a proper (support) loss instead — this will be the first stepping stone
towards a characterization of (generalized) mixability.
The notion of Φ-mixable and the GAA were previously restricted to finite losses. We extend these to
allow for the use of losses which can take infinite values (such as the log-loss), and we show in this
case that under the Φ-mixability condition a constant regret is achievable using the GAA.
For an entropy Φ and a loss `, we derive a necessary and sufficient condition (Theorems 13 and
14) for ` to be Φ-mixable. In particular, if ` and Φ satisfy some regularity conditions, then ` is
Φ-mixable if and only if η`Φ− S is convex on the simplex, where S is the Shannon entropy and η`
is essentially the largest η such that ` is η-mixable [19, 18]. This implies that a loss ` is Φ-mixable
only if it is η-mixable for some η > 0. This, combined with the fact that η-mixability is equivalently
( 1η S)-mixability (Theorem 12), reflects one fundamental aspect of the Shannon entropy.
Then, we derive an explicit expression for the generalized mixability constant ηΦ` (Corollary 17), and
thus for the regret bound of the GAA. This allows us to compare the regret bound RΦ` of any entropy
Φ with that of the Shannon entropy S. In this case, we show (Theorem 18) that RS` ≤ RΦ` ; that is, the
GAA achieves the lowest worst-case regret when using the Shannon entropy — another result which
reflects the fundamental nature of the Shannon entropy.
Finally, by leveraging the connection between the GAA and the mirror descent algorithm, we present
a new algorithm — the Adaptive Generalized Aggregating Algorithm (AGAA). This algorithm
consists of changing the entropy function at each prediction round similar to the adaptive mirror
descent algorithm [16]. We analyze the performance of this algorithm in terms of its regret bound.
Layout. In §2, we give some background on loss functions and present new results (Theorem 4 and
5) based on the new notion of a proper support loss; we show that, as far as mixability is concerned,
one can always work with a proper (support) loss instead of the original loss (which can be defined on
an arbitrary action space). In §3, we introduce the notions of classical and generalized mixability and
derive a characterization of Φ-mixability (Theorems 13 and 14). We then introduce our new algorithm
— the AGAA — and analyze its performance. We conclude the paper by a general discussion and
direction for future work. All proofs, except for that of Theorem 16, are deferred to Appendix C.
Notation. Let m ∈ N. We denote [m] := {1, . . . ,m} and m˜ := m − 1. We write 〈·, ·〉 for the
standard inner product in Euclidean space. Let ∆m := {p ∈ [0,+∞[m : 〈p,1m〉 = 1} be the
probability simplex in Rm, and let ∆˜m := {p˜ ∈ [0,+∞[m˜ : 〈p˜,1m˜〉 ≤ 1}. We will extensively
make use of the affine map qm : Rm˜ → Rm defined by
qm(u) := [u1, . . . , um˜, 1− 〈u,1m˜〉]T. (1)
We denote int C, ri C, and rbd C the interior, relative interior, and relative boundary of a set C ∈ Rm,
respectively [7]. The sub-differential of a function f : Rm → R ∪ {+∞} at u ∈ Rm such that
f(u) < +∞ is defined by ([7])
∂f(u) := {s∗ ∈ Rm : f(v) ≥ f(u) + 〈s∗,v − u〉 ,∀v ∈ Rm}. (2)
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Table 1 on page 9 provides a list of the main symbols used in this paper.
2 Loss Functions
In general, a loss function is a map ` : X × A → [0,+∞] where X is an outcome set and A is an
action set. In this paper, we only consider the case X = [n], i.e. finite outcome space. Overloading
notation slightly, we define the mapping ` : A → [0,+∞]n by [`(a)]x = `(x,a),∀x ∈ [n] and
denote `x(·) := [`(·)]x. We further extend the new definition of ` to the set
⋃
k≥1Ak such that for
x ∈ [n] and A := [aθ]T1≤θ≤k ∈ Ak, `x(A) := [`x(aθ)]T1≤θ≤k ∈ [0,+∞]k. We define the effective
domain of ` by dom ` := {a ∈ A : `(a) ∈ [0,+∞[n}, and the loss surface by S` := {`(a) : a ∈
dom `}. We say that ` is closed if S` is closed in Rn. The superprediction set of ` is defined by
S∞` := {`(a) + d : (a,d) ∈ A× [0,+∞[n}. LetS` := S∞` ∩ [0,+∞[n be its finite part.
Let a0,a1 ∈ A. The prediction a0 is said to be better than a1 if the component-wise inequality
`(a0) ≤ `(a1) holds and there exists some x ∈ [n] such that `x(a0) < `x(a1) [23]. A loss ` is
admissible if for any a ∈ A there are no better predictions.
For the rest of this paper (except for Theorem 4), we make the following assumption on losses;
Assumption 1. ` is a closed, admissible loss such that dom ` 6= ∅.
It is clear that there is no loss of generality in considering only admissible losses. The condition that `
is closed is a weaker version of the more common assumption thatA is compact and that a 7→ `(x,a)
is continuous with respect to the extended topology of [0,+∞] for all x ∈ [n] [8, 5]. In fact, we do
not make any explicit topological assumptions on the set A (A is allowed to be open in our case).
Our condition simply says that if a sequence of points on the loss surface converges in [0,+∞[n,
then there exists an action in A whose image through the loss is equal to the limit. For example the
0-1 loss `0-1 is closed, yet the map p 7→ `0-1(x,p) is not continuous on ∆2, for x ∈ {0, 1}.
In this paragraph letA be the n-simplex, i.e. A = ∆n. We define the conditional risk L` : ∆n×∆n →
R by L`(p, q) = Ex∼p[`x(q)] = 〈p, `(q)〉 and the Bayes risk by L`(p) := infq∈∆n L`(p, q). In
this case, the loss ` is proper if L`(p) = 〈p, `(p)〉 ≤ 〈p, `(q)〉 for all p 6= q in ∆n (and strictly
proper if the inequality is strict). For example, the log-loss `log : ∆n → [0,+∞]n is defined by
`log(p) = − log p, where the ‘log’ of a vector applies component-wise. One can easily check that
`log is strictly proper. We denote Llog its Bayes risk.
The above definition of the Bayes risk is restricted to losses defined on the simplex. For a general
loss ` : A → [0,+∞]n, we use the following definition;
Definition 2 (Bayes Risk). Let ` : A → [0,+∞]n be a loss such that dom ` 6= ∅. The Bayes risk
L` : Rn → R ∪ {−∞} is defined by
∀u ∈ Rn, L`(u) := inf
z∈S`
〈u, z〉 . (3)
The support function of a set C ⊆ Rn is defined by σC(u) := supz∈C〈u, z〉, u ∈ Rn, and thus it is
easy to see that one can express the Bayes risk as L`(u) = −σS`(−u). Our definition of the Bayes
risk is slightly different from previous ones ([8, 18, 5]) in two ways; 1) the Bayes risk is defined on
all Rn instead of [0,+∞[n; and 2) the infimum is taken over the finite part of the superprediction set
S∞` . The first point is a mere mathematical convenience and makes no practical difference since
L`(p) = −∞ for all p /∈ [0,+∞[n. For the second point, swapping S` for S∞` in (3) does not
change the value of L` for mixable losses (see Appendix D). However, we chose to work withS` —
a subset of Rn — as it allows us to directly apply techniques from convex analysis.
Definition 3 (Support Loss). We call a map ` : ∆n → [0,+∞]n a support loss of ` if
∀p ∈ ri ∆n, `(p) ∈ ∂σS`(−p);
∀p ∈ rbd ∆n,∃(pm) ⊂ ri ∆n, pm m→∞→ p and `(pm) m→∞→ `(p) component-wise,
where ∂σS` (see (2)) is the sub-differential of the support function — σS` — of the setS`.
Theorem 4. Any loss ` : A → [0,+∞]n such that dom ` 6= ∅, has a proper support loss ` with the
same Bayes risk, L`, as `.
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Theorem 4 shows that regardless of the action space on which the loss is defined, there always exists
a proper loss whose Bayes risk coincides with that of the original loss. This fact is useful in situations
where the Bayes risk contains all the information one needs — such is the case for mixability. The
next Theorem shows a stronger relationship between a loss and its corresponding support loss.
Theorem 5. Let ` : A → [0,+∞]n be a loss and ` be a proper support loss of `. If the Bayes risk L`
is differentiable on ]0,+∞[n, then ` is uniquely defined on ri ∆n and
∀p ∈ dom `, ∃a∗ ∈ dom `, `(a∗) = `(p),
∀a ∈ dom `, ∃(pm) ⊂ ri ∆n, `(pm) m→∞→ `(a) component-wise.
Theorem 5 shows that when the Bayes risk is differentiable (a necessary condition for mixability —
Theorem 12), the support loss is almost a reparametrization of the original loss, and in practice, it is
enough to work with support losses instead. This will be crucial for characterizing Φ-mixability.
3 Mixability in the Game of Prediction with Expert Advice
We consider the setting of prediction with expert advice [19]; there a is pool of k experts, parame-
terized by θ ∈ [k], which make predictions atθ ∈ A at each round t. In the same round, the learner
predicts atM := M (a
t
1:k, (x
s,as1:k)1≤s<t) ∈ A, where a·1:k := [a·θ]1≤θ≤k, (xs) ⊂ [n] are outcomes
of the environment, and M : Ak × ([n] × Ak)∗ → A is a merging strategy [18]. At the end of
round t, xt is announced and each expert θ [resp. learner] suffers a loss `xt(aθ) [resp. `xt(atM)],
where ` : A → [0,+∞]n. After T > 0 rounds, the cumulative loss of each expert θ [resp. learner] is
given by Loss`θ(T ) :=
∑T
t=1 `xt(a
t
θ) [resp. Loss
`
M(T ) :=
∑T
t=1 `xt(a
t
M)]. We say that M achieves
a constant regret if ∃R > 0,∀T > 0,∀θ ∈ [k],Loss`M(T ) ≤ Loss`θ(T ) + R. In what follows, this
game setting will be referred to by Gn` (A, k) and we only consider the case where k ≥ 2.
3.1 The Aggregating Algorithm and η-mixability
Definition 6 (η-mixability). For η > 0, a loss ` : A → [0,+∞]n is said to be η-mixable, if ∀q ∈ ∆k,
∀a1:k ∈ Ak,∃a∗ ∈ A,∀x ∈ [n], `x(a∗) ≤ −η−1 log 〈q, exp(−η`x(a1:k))〉 , (4)
where the exp applies component-wise. Letting H` := {η > 0: ` is η-mixable}, we define the
mixability constant of ` by η` := supH` if H` 6= ∅; and 0 otherwise. ` is said to be mixable if
η` > 0.
If a loss ` is η-mixable for η > 0, the AA (Algorithm 1) achieves a constant regret in the Gn` (A, k)
game[19]. In Algorithm 1, the map S` : S∞` → A is a substitution function of the loss ` [19, 9];
that is, S` satisfies the component-wise inequality `(G`(s)) ≤ s, for all s ∈ S∞` .
It was shown by Chernov et al. [5] that the η-mixability condition (4) is equivalent to the convexity
of the η-exponentiated superprediction set of ` defined by exp(−ηS∞` ) := {exp(−ηs) : s ∈ S∞` }.
Using this fact, van Erven et al. [18] showed that the mixability constant η` of a strictly proper loss
` : ∆n → [0,+∞[n, whose Bayes risk is twice continuously differentiable on ]0,+∞[n, is equal to
η` := inf
p˜∈int ∆˜n
(λmax([HL˜log(p˜)]
−1HL˜`(p˜)))
−1, (5)
where H is the Hessian operator and L˜· := L· ◦qn (qn was defined in (1)). The next theorem extends
this result by showing that the mixability constant η` of any loss ` is lower bounded by η` in (5), as
long as ` satisfies Assumption 1 and its Bayes risk is twice differentiable.
Theorem 7. Let η > 0 and ` : A → [0,+∞]n be a loss. Suppose that dom ` = A and that L` is
twice differentiable on ]0,+∞[n. If η` > 0 then ` is η`-mixable. In particular, η` ≥ η`.
We later show that, under the same conditions as Theorem 7, we actually have η` = η` (Theorem 16)
which indicates that the Bayes risk contains all the information necessary to characterize mixability.
Remark 8. In practice, the requirement ‘dom ` = A’ is not necessarily a strict restriction to finite
losses; it is often the case that a loss ¯` : A¯ → [0,+∞]n only takes infinite values on the relative
boundary of A¯ (such is the case for the log-loss defined on the simplex), and thus the restriction
` := ¯`|A, where A = ri A¯, satisfies dom ` = A. It follows trivially from the definition of mixability
(4) that if ` is η-mixable and ¯` is continuous with respect to the extended topology of [0,+∞]n — a
condition often satisfied — then ¯` is also η-mixable.
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3.2 The Generalized Aggregating Algorithm and (η,Φ)−mixability
A function Φ: Rk → R∪{+∞} is an entropy if it is convex, its epigraph epi Φ := {(u, h) : Φ(u) ≤
h} is closed in Rk × R, and ∆k ⊆ dom Φ := {u ∈ Rk : Φ(u) < +∞}. For example, the Shannon
entropy is defined by S(q) = +∞ if q /∈ [0,+∞[k, and
∀q ∈ [0,+∞[k, S(q) =
∑
i∈[k] : qi 6=0
qi log qi, (6)
The divergence generated by an entropy Φ is the map DΦ : Rn × dom Φ→ [0,+∞] defined by
DΦ(v,u) :=
{
Φ(v)− Φ(u)− Φ′(u;v − u), if v ∈ dom Φ;
+∞, otherwise. (7)
where Φ′(u;v−u) := limλ↓0[Φ(u+λ(v−u))−Φ(u)]/λ (the limit exists since Φ is convex [14]).
Definition 9 (Φ-mixability). Let Φ: Rk → R ∪ {+∞} be an entropy. A loss ` : A → [0,+∞]n is
(η,Φ)-mixable for η > 0 if ∀q ∈ ∆k, ∀a1:k ∈ Ak, ∃a∗ ∈ A, such that
∀x ∈ [n], `x(a∗) ≤ MixηΦ(`x(a1:k), q) := inf
qˆ∈∆k
〈qˆ, `x(a1:k)〉+ η−1DΦ(qˆ, q). (8)
When η = 1, we simply say that ` is Φ-mixable and we denote MixΦ := Mix1Φ. Letting H
Φ
` := {η >
0: ` is (η,Φ)-mixable}, we define the generalized mixability constant of (`,Φ) by ηΦ` := supHΦ` , if
HΦ` 6= ∅; and 0 otherwise.
Reid et al. [12] introduced the GAA (see Algorithm 2) which uses an entropy function Φ: Rk →
R ∪ {+∞} and a substitution function S` (see previous section) to specify the learner’s merging
strategy M. It was shown that the GAA reduces to the AA when Φ is the Shannon entropy S. It was
also shown that under some regularity conditions on Φ, the GAA achieves a constant regret in the
Gn` (A, k) game for any finite, (η,Φ)-mixable loss.
Our definition of Φ-mixability differs slightly from that of Reid et al. [12] — we use directional
derivatives to define the divergenceDΦ. This distinction makes it possible to extend the GAA to losses
which can take infinite values (such as the log-loss defined on the simplex). We show, in this case,
that a constant regret is still achievable under the (η,Φ)-mixability condition. Before presenting this
result, we define the notion of ∆-differentiability; for l ⊆ [k], let ∆l := {q ∈ ∆k : qθ = 0,∀θ /∈ l}.
We say that an entropy Φ is ∆-differentiable if ∀l ⊆ [k], ∀u,u0 ∈ ri ∆l, the map z 7→ Φ′(u; z) is
linear on L0l := {λ(v − u0) : (λ,v) ∈ R×∆l}.
Theorem 10. Let Φ: Rk → R ∪ {+∞} be a ∆-differentiable entropy. Let ` : A → [0,+∞]n be a
loss (not necessarily finite) such that L` is twice differentiable on ]0,+∞[n. If ` is (η,Φ)-mixable
then the GAA achieves a constant regret in the Gn` (A, k) game; for any sequence (xt,at1:k)Tt=1,
Loss`GAA(T )− min
θ∈[k]
Loss`θ(T ) ≤ RΦ` := inf
q∈∆k
max
θ∈[k]
DΦ(eθ, q)/η
Φ
` , (9)
for initial distribution over experts q0 = argminq∈∆k maxθ∈[k]DΦ(eθ, q), where eθ is the θth basis
element of Rk, and any substitution function S`.
Looking at Algorithm 2, it is clear that the GAA is divided into two steps; 1) a substitution step which
consists of finding a prediction a∗ ∈ A satisfying the mixability condition (8) using a substitution
function S`; and 2) an update step where a new distribution over experts is computed. Except for the
case of the AA with the log-loss (which reduces to Bayesian updating [21]), there is not a unique
choice of substitution function in general. An example of substitution function S` is the inverse loss
[22]. Kamalaruban et al. [9] discuss other alternatives depending on the curvature of the Bayes risk.
Although the choice of S` can affect the performance of the algorithm to some extent [9], the regret
bound in (9) remains unchanged regardless of S`. On the other hand, the update step is well defined
and corresponds to a mirror descent step [12] (we later use this fact to suggest a new algorithm).
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Algorithm 1: Aggregating Algorithm
input :q0 ∈ ∆k; η > 0; A η-mixable loss
` : A → [0,+∞]n; A substitution
function S`.
output :Learner’s predictions (at∗)
for t = 1 to T do
Observe At = at1:k ∈ Ak;
at∗ ← S`
(
− 1η log
∑
θ∈[k] q
t−1
θ e
−η`(atθ)
)
;
Observe outcome xt ∈ [n];
qtθ ←
qt−1θ exp(−η`xt(atθ))
〈qt−1, exp(−η`xt(At))〉 ,∀θ ∈ [k];
end
Algorithm 2: Generalized Aggregating Algorithm
input :q0 ∈ ∆k; A ∆-differentiable entropy
Φ: Rk → R ∪ {+∞}; η > 0; A
(η,Φ)-mixable loss ` : A → [0,+∞]n; A
substitution function S`.
output :Learner’s predictions (at∗)
for t = 1 to T do
Observe At = at1:k ∈ Ak;
at∗ ← S`
([
MixηΦ(`x(A
t), qt−1)
]T
1≤x≤n
)
;
Observe outcome xt ∈ [n];
qt ← argmin
µ∈∆k
〈µ, `xt(At)〉+ 1ηDΦ(µ, qt−1);
end
We conclude this subsection with two new and important results which will lead to a characterization
of Φ-mixability. The first result shows that (η,S)-mixability is equivalent to η-mixability, and the
second rules out losses and entropies for which Φ-mixability is not possible.
Theorem 11. Let η > 0. A loss ` : A → [0,+∞]n is η-mixable if and only if ` is (η,S)-mixable.
Proposition 12. Let Φ: Rk → R ∪ {+∞} be an entropy and ` : A → [0,+∞]n. If ` is Φ-mixable,
then the Bayes risk satisfies L` ∈ C1(]0,+∞[n). If, additionally, L` is twice differentiable on
]0,+∞[n, then Φ must be strictly convex on ∆k.
It should be noted that since the Bayes risk of a loss ` must be differentiable for it to be Φ-mixable
for some entropy Φ, Theorem 5 says that we can essentially work with a proper support loss ` of `.
This will be crucial in the proof of the sufficient condition of Φ-mixability (Theorem 14).
3.3 A Characterization of Φ-Mixability
In this subsection, we first show that given an entropy Φ: Rk → R ∪ {+∞} and a loss ` : A →
[0,+∞]n satisfying certain regularity conditions, ` is Φ-mixable if and only if
η`Φ− S is convex on ∆k. (10)
Theorem 13. Let η > 0, ` : A → [0,+∞]n a η-mixable loss, and Φ: Rk → R ∪ {+∞} an entropy.
If ηΦ− S is convex on ∆k, then ` is Φ-mixable.
The converse of Theorem 13 also holds under additional smoothness conditions on Φ and `;
Theorem 14. Let ` : A → [0,+∞]n be a loss such that L` is twice differentiable on ]0,+∞[n, and
Φ: Rk → R ∪ {+∞} an entropy such that Φ˜ := Φ ◦ qk is twice differentiable on int ∆˜k. Then ` is
Φ-mixable only if η`Φ− S is convex on ∆k.
As consequence of Theorem 14, if a loss ` is not classically mixable, i.e. η` = 0, it cannot be
Φ-mixable for any entropy Φ. This is because η`Φ − S ∗= η`Φ − S = −S is not convex (where
equality ‘*’ is due to Theorem 7).
We need one more result before arriving at (10); Recall that the mixability constant η` is defined as
the supremum of the set H` := {η ≥ 0: ` is η-mixable}. The next lemma essentially gives a sufficient
condition for this supremum to be attained when H` is non-empty — in this case, ` is η`-mixable.
Lemma 15. Let ` : A → [0,+∞]n be a loss. If dom ` = A, then either H` = ∅ or η` ∈ H`.
Theorem 16. Let ` and Φ be as in Theorem 14 with dom ` = A. Then η` = η`. Furthermore, ` is
Φ-mixable if and only if η`Φ− S is convex on ∆k.
Proof. Suppose now that ` is mixable. By Lemma 15, it follows that ` is η`-mixable, and from
Theorem 11, ` is (η−1` S)-mixable. Substituting Φ for η
−1
` S in Theorem 14 implies that (η`/η`−1) S
is convex on ri ∆k. Thus, η` ≤ η`, and since from Theorem 7 η` ≤ η`, we conclude that η` = η`.
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From Theorem 14, if ` is Φ-mixable then η`Φ− S is convex on ∆k. Now suppose that η`Φ− S is
convex on ∆k. This implies that η` > 0, and thus from Theorem 7, ` is η`-mixable. Now since ` is
η`-mixable and η`Φ− S is convex on ∆k, Theorem 13 implies that ` is Φ-mixable.
Note that the condition ‘dom ` = A’ is in practice not a restriction to finite losses — see Remark
8. Theorem 16 implies that under the regularity conditions of Theorem 14, the Bayes risk L` [resp.
(L`,Φ)] contains all necessary information to characterize classical [resp. generalized] mixability.
Corollary 17 (The Generalized Mixability Constant). Let ` and Φ be as in Theorem 16. Then the
generalized mixability constant (see Definition 9) is given by
ηΦ` = η` inf
q˜∈int ∆˜k
λmin(HΦ˜(q˜)(HS˜(q˜))
−1), (11)
where Φ˜ := Φ ◦ qk, S˜ = S ◦qk, and qk is defined in (1).
Observe that when Φ = S, (11) reduces to ηS` = η` as expected from Theorem 11 and Theorem 16.
3.4 The (In)dependence Between ` and Φ and the Fundamental Nature of S
So far, we showed that the Φ-mixability of losses satisfying Assumption 1 is characterized by the
convexity of ηΦ−S, where η ∈]0, η`] (see Theorems 13 and 14). As a result, and contrary to what was
conjectured previously [12], the generalized mixability condition does not induce a correspondence
between losses and entropies; for a given loss `, there is no particular entropy Φ` — specific to the
choice of ` — which minimizes the regret of the GAA. Rather, the Shannon entropy S minimizes the
regret regardless of the choice of ` (see Theorem 18 below). This reflects one fundamental aspect of
the Shannon entropy.
Nevertheless, given a loss ` and entropy Φ, the curvature of the loss surface S` determines the
maximum ‘learning rate’ ηΦ` of the GAA; the curvature of S` is linked to η` through the Hessian of
the Bayes risk (see Theorem 49 in Appendix H.2), which is in turn linked to ηΦ` through (11).
Given a loss `, we now use the expression of ηΦ` in (11) to explicitly compare the regret bounds R
Φ
`
and RS` achieved with the GAA (see (9)) using entropy Φ and the Shannon entropy S, respectively.
Theorem 18. Let S,Φ: Rk → R ∪ {+∞}, where S is the Shannon entropy and Φ is an entropy
such that Φ˜ := Φ ◦ qk is twice differentiable on int ∆˜k. A loss ` : A → [0,+∞[n with L` twice
differentiable on ]0,+∞[n, is Φ-mixable only if RS` ≤ RΦ` .
Theorem 18 is consistent with Vovk’s result [19, §5] which essentially states that the regret bound
RS` = η
−1
` log k is in general tight for η-mixable losses.
4 Adaptive Generalized Aggregating Algorithm
In this section, we take advantage of the similarity between the GAA’s update step and the mirror
descent algorithm (see Appendix E) to devise a modification to the GAA leading to improved
regret bounds in certain cases. The GAA can be modified in (at least) two immediate ways; 1)
changing the learning rate at each time step to speed-up convergence; and 2) changing the entropy,
i.e. the regularizer Φ, at each time step — similar to the adaptive mirror descent algorithm [16, 11].
In the former case, one can use Corollary 17 to calculate the maximum ‘learning rate’ under the
Φ-mixability constraint. Here, we focus on the second method; changing the entropy at each round.
Algorithm 3 displays the modified GAA — which we call the Adaptive Generalized Aggregating
Algorithm (AGAA) — in its most general form. In Algorithm 3, Φ?(z) := supq∈∆k〈q, z〉 − Φ(q) is
the entropic dual of Φ.
Given a (η,Φ)-mixable loss `, we verify that Algorithm 3 is well defined; for simplicity, assume that
dom ` = A and L` is twice differentiable on ]0,+∞[n. From the definition of an entropy, |Φ| < +∞
on ∆k, and thus the entropic dual Φ?t is defined and finite on all Rk (in particular at θt). On the
other hand, from Proposition 12, Φ is strictly convex on ∆k which implies that Φ? (and thus Φ?t ) is
differentiable on Rk (see e.g. [7, Thm. E.4.1.1]). It remains to check that ` is (η,Φt)-mixable. Since
for η > 0, (η,Φt)-mixability is equivalent to ( 1ηΦt)-mixability (by definition), Theorem 16 implies
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Algorithm 3: Adaptive Generalized Aggregating Algorithm (AGAA)
input :θ1 = 0 ∈ Rk; A ∆-differentiable entropy Φ: Rk → R ∪ {+∞}; η > 0; A (η,Φ)-mixable
loss ` : A → [0,+∞[n; A substitution function S`; A protocol of choosing βt at round t.
output :Learner’s predictions (at∗)
for t = 1 to T do
Let Φt(w) := Φ(w)− 〈w,βt − θt〉; // New entropy
Observe At := at1:k ∈ Ak ; // Experts’ predictions
at∗ ← S`
([
MixηΦt(`x(A
t),∇Φ?t (θt))
]T
1≤x≤n
)
; // Learner’s prediction
Observe xt ∈ [n] and pick some vt ∈ Rk;
θt+1 ← θt − η`xt(At);
end
that ` is (η,Φt)-mixable if and only if η`η−1Φt − S is convex on ∆k. This is in fact the case since
Φt is an affine transformation of Φ, and we have assumed that ` is (η,Φ)-mixable.
In what follows, we focus on a particular instantiation of Algorithm 3 where we choose βt :=
−η∑t−1s=1(`xs(As)+vs), for some (arbitrary for now) (vs) ⊂ Rk. The (vt) vectors act as correction
terms in the update step of the AGAA. Using standard duality properties (see Appendix A), it is easy
to show that the AGAA reduces to the GAA except for the update step where the new distribution
over experts at round t ∈ [T ] is now given by
qt = ∇Φ?(∇Φ(qt−1)− η`xt(At)− ηvt).
Theorem 19. Let Φ: Rk → R ∪ {+∞} be a ∆-differentiable entropy. Let ` : A → [0,+∞]n
be a loss such that L` is twice differentiable on ]0,+∞[n. Let βt = −η
∑t−1
s=1(`xs(A
s) + vs),
where vs ∈ Rk and As := as1:k ∈ Ak. If ` is (η,Φ)-mixable then for initial distribution q0 =
argminq∈∆k maxθ∈[k]DΦ(eθ, q) and any sequence (x
t,at1:k)
T
t=1, the AGAA achieves the regret
∀θ ∈ [k], Loss`AGAA(T )− Loss`θ(T ) ≤ RΦ` + ∆Rθ(T ), (12)
where ∆Rθ(T ) :=
∑T−1
t=1 (v
t
θ − 〈vt, qt〉).
Theorem 19 implies that if the sequence (vt) is chosen such that ∆Rθ∗(T ) is negative for the best
expert θ∗ (in hindsight), then the regret bound ‘RΦ` + ∆Rθ∗(T )’ of the AGAA is lower than that of
the GAA (see (9)), and ultimately that of the AA (when Φ = S). Unfortunately, due to Vovk’s result
[19, §5] there is no “universal” choice of (vt) which guarantees that ∆Rθ∗(T ) is always negative.
However, there are cases where this term is expected to be negative.
Consider a dataset where it is typical for the best experts (i.e., the θ∗’s) to perform poorly at some
point during the game, as measured by their average loss, for example. Under such an assumption,
choosing the correction vectors vt to be negatively proportional to the average losses of experts, i.e.
vt := −αt
∑t
s=1 `xs(A
s) (for small enough α > 0), would be consistent with the idea of making
∆Rθ∗(T ) negative. To see this, suppose expert θ∗ is performing poorly during the game (say at
t < T ), as measured by its instantaneous and average loss. At that point the distribution qt would put
more weight on experts performing better than θ∗, i.e. having a lower average loss. And since vtθ is
negatively proportional to the average loss of expert θ, the quantity vtθ∗ − 〈vt, qt〉 would be negative
— consistent with making ∆Rθ∗(T ) < 0. On the other hand, if expert θ∗ performs well during the
game (say close to the best) then vtθ∗ −〈vt, qt〉 ' 0, since qt would put comparable weights between
θ∗ and other experts (if any) with similar performance.
Example 1. (A Negative Regret). One can construct an example that illustrates the idea above. Con-
sider the Brier game G2`Brier(∆2, 2); a probability game with 2 experts {θ1, θ2}, 2 outcomes {0, 1},
and where the loss `Brier is the Brier loss [20] (which is 1-mixable). Assume that; expert θ1 consis-
tently predicts Pr(x = 0) = 1/2; expert θ2 predicts Pr(x = 0) = 1/4 during the first 50 rounds, then
switches to predicting Pr(x = 0) = 3/4 thereafter; the outcome is always x = 0. A straightforward
simulation using the AGAA with the Shannon entropy, Vovk’s substitution function for the Brier loss
[20], βt as in Theorem 19 with vt := − 18t
∑t
s=1 `Brier(x
s, As), yields RΦ`Brier + ∆Rθ∗(T ) ' −5,
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∀T ≥ 150, where in this case θ∗ = θ2 is the best expert for T ≥ 150. The learner then does better than
the best expert. If we use the AA instead, the learner does worse than θ2 by ' RS`Brier = log 2.
In real data, the situation described above — where the best expert does not necessarily perform
optimally during the game — is typical, especially when the number of rounds T is large. We have
tested the aggregating algorithms on real data as studied by Vovk [20]. We compared the performance
of the AA with the AGAA, and found that the AGAA outperforms the AA, and in fact achieved a
negative regret on two data sets. Details of the experiments are in Appendix J.
As pointed out earlier, there are situations where ∆Rθ∗(T ) ≥ 0 even for the choice of (vt) in
Example 1, and this could potentially lead to a large positive regret for the AGAA. There is an easy
way to remove this risk at a small price; the outputs of the AGAA and the AA can themselves be
considered as expert predictions. These predictions can in turn be passed to a new instance of the
AA to yield a meta prediction. The resulting worst case regret is guaranteed not to exceed that of the
original AA instance by more than η−1 log 2 for an η-mixable loss. We test this idea in Appendix J.
5 Discussion and Future Work
In this work, we derived a characterization of Φ-mixability, which enables a better understanding of
when a constant regret is achievable in the game of prediction with expert advice. Then, borrowing
techniques from mirror descent, we proposed a new “adaptive” version of the generalized aggregating
algorithm. We derived a regret bound for a specific instantiation of this algorithm and discussed
certain situations where the algorithm is expected to perform well. We empirically demonstrated the
performance of this algorithm on football game predictions (see Appendix J).
Vovk [19, §5] essentially showed that given an η-mixable loss there is no algorithm that can achieve
a lower regret bound than η−1 log k on all sequences of outcomes. There is no contradiction in trying
to design algorithms which perform well in expectation (maybe better than the AA) on “typical” data
while keeping the worst case regret close to η−1 log k. This was the motivation behind the AGAA.
In future work, we will explore other choices for the correction vector vt with the goal of lowering
the (expected) bound in (12). In the present work, we did not study the possibility of varying the
learning rate η. One might obtain better regret bounds using an adaptive learning rate as is the case
with the mirror descent algorithm. Our Corollary 17 is useful in that it gives an upper bound on the
maximal learning rate under the Φ-mixability constraint. Finally, although our Theorem 18 states that
worst-case regret of the GAA is minimized when using the Shannon entropy, it would be interesting
to study the dynamics of the AGAA with other entropies.
Table 1: A short list of the main symbols used in the paper
Symbol Description
` A loss function defined on a set A and taking values in [0,+∞]n (see Sec. 2)
S` The finite part of the superprediction set of a loss ` (see Sec. 2)
` The support loss of a loss ` (see Def. 3)
L` The Bayes risk corresponding to a loss ` (see Definition 2)
L˜` The composition of the Bayes risk with an affine function; L˜` := L` ◦ qn (see (1))
S The Shannon Entropy (see (6))
η` The mixability constant of ` (see Def. 6) ; essentially the largest η s.t. ` is η-mixable.
η` Essentially the largest η such that ηL` − Llog is convex (see (5) and [18])
ηΦ` The generalized mixability constant (see Def. 9); the largest η s.t. ` is (η,Φ)-mixable.
S` A substitution function of a loss ` (see Sec. 3.1)
RΦ` The regret achieved by the GAA using entropy Φ (see (9) and Algorithm 2)
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A Notation and Preliminaries
For n ∈ N, we define n˜ = n− 1. We denote [n] := {1, . . . , n} the set of integers between 1 and n.
Let 〈·, ·〉 denote the standard inner product in Rn and ‖·‖ the corresponding norm. Let In and 1n
denote the n× n identity matrix and the vector of all ones in Rn. Let e1, . . . , en denote the standard
basis for Rn. For a set l ( N and r1, . . . , rn ∈ Rk, we denote [ri]i∈l := [ri1 , . . . , rik ] ∈ Rn×k,
where l = {i1, . . . , ik} and i1 < · · · < ik. We denote its transpose by [ri]Ti∈l ∈ Rk×n. For two
vectors p, q ∈ Rn, we write p ≤ q [resp. p < q], if ∀i ∈ [n], pi ≤ qi [resp. pi < qi]. We also
denote p  q = [piqi]T1≤i≤n ∈ Rn the Hadamard product of p and q. If (ck) is a sequence of
vectors in C ⊆ Rn, we simply write (ck) ⊂ C. For a sequence (vm) ⊂ Rn, we write vm m→∞→ v
or limm→∞ vm = v, if ∀i ∈ [n], limm→∞[vm]i = vi. For a square matrix A ∈ Rn×n, λmin(A)
[resp. λmax(A)] denotes its minimum [resp. maximum] eigenvalue. For k ≥ 1, u ∈ [0,+∞[k and
w ∈ Rk, we define logu := [log ui]T1≤i≤k ∈ Rk and expw := [expwi]T1≤i≤k ∈ Rk.
Let ∆n := {p ∈ [0, 1]n : 〈p,1n〉 = 1} be the probability simplex in Rn. We also define ∆˜n :=
{p˜ ∈ [0,+∞[n˜: 〈p˜,1n˜〉 ≤ 1}. We will use the notations ∆kn := (∆n)k and ∆˜kn := (∆˜n)k. For
l ⊆ [n], the set ∆l = {q ∈ ∆n : qi = 0,∀i ∈ [n] \ l} is a |l|-face of ∆n. We denote Πnl : Rn → R|l|
the linear projection operator satisfying Πnl u = [ui]
T
i∈l. If there is no ambiguity from the context,
we may simply write Πl instead of Πnl . It is easy to verify that ΠlΠ
T
l = I|l| and that q 7→ Πlq is
a bijection from ∆l ⊆ ∆n to ∆|l|. In the special case where l = [n˜], we write Πn := Πn[n˜] and we
define the affine operator qn : Rn˜ → Rn by qn(u) := [u1, . . . , un˜, 1 − 〈u,1n˜〉]T = Jnu + en,
where Jn :=
[
In˜
−1Tn˜
]
∈ Rn×n˜.
For u ∈ Rn and c ∈ R, we denote Hu,c := {y ∈ Rn : 〈y,u〉 ≤ c} and B(u, c) := {v ∈ Rn :
‖u− v‖ ≤ c}. Hu,c is a closed half space and B(u, c) is the c-ball in Rn centered at u. Let C ⊆ Rn
be a non-empty set. We denote int C, ri C, bd C, and rbd C the interior, relative interior, boundary,
and relative boundary of a set C ∈ Rn, respectively [7]. We denote the indicator function of C by ιC ,
where for u ∈ C, ιC(u) = 0, otherwise ιC(u) = +∞. The support function of C is defined by
σC(u) := sup
s∈C
〈u, s〉 , u ∈ Rn.
Let f : Rn → R ∪ {+∞}. We denote dom f := {u ∈ Rn : f(u) < +∞} the effective domain
of f . The function f is proper if dom f 6= ∅. The function f is convex if ∀(u,v) ∈ Rn and
λ ∈]0, 1[, f(λu + (1 − λ)v) ≤ λf(u) + (1 − λ)f(v). When the latter inequality is strict for
all u 6= v, f is strictly convex. When f is convex, it is closed if it is lower semi-continuous;
that is, for all u ∈ Rn, lim infv→u f(v) ≥ f(u). The function f is said to be 1-homogeneous
if ∀(u, α) ∈ Rn×]0,+∞[, f(αu) = αf(u), and it is said to be 1-coercive if f(u)‖u‖ → +∞ as
‖u‖ → ∞. Let f be proper. The sub-differential of f is defined by
∂f(u) := {s∗ ∈ Rn : f(v) ≥ f(u) + 〈s∗,v − u〉 ,∀v ∈ Rn}.
Any element s ∈ ∂f(u) is called a sub-gradient of f at u. We say that f is directionally differentiable
if for all (u,v) ∈ dom f × Rn the limit limt↓0 f(u+tv)−f(u)t exists in [−∞,+∞]. In this case, we
denote the limit by f ′(u;v). When f is convex, it is directionally differentiable [14]. Let f be proper
and directionally differentiable. The divergence generated by f is the map Df : Rn × dom f →
[0,+∞] defined by
Df (v,u) :=
{
f(v)− f(u)− f ′(u;v − u), if v ∈ dom f ;
+∞, otherwise.
For l ⊂ [n] and fl := f◦ΠTl , it is easy to verify that f ′l (Πlp; Πlq−Πlp) = f ′(p; q−p),∀(p, q) ∈ ∆l.
In this case, it holds thatDf (q,p) = Dfl(Πlq,Πlp). If f is differentiable [resp. twice differentiable]
at u ∈ int dom f , we denote∇f(u) ∈ Rn [resp. Hf(u) ∈ Rn×n] its gradient vector [resp. Hessian
matrix] at u. A vector-valued function g : Rn → Rm is differentiable at u if for all i ∈ [m], gi is
differentiable at u. In this case, the differential of g at u is the linear operator Dg(u) : Rn → Rm
defined by Dg(u) := [∇gi(u)]T1≤i≤m. If f has k continuous derivatives on a set Ω ⊂ Rk, we write
f ∈ Ck(Ω).
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We define f˜ : Rn˜ → R ∪ {+∞} by f˜ := f ◦ qn + ι∆˜n . That is,
f˜(u˜) :=
{
f(Jnu˜+ en), for u˜ ∈ ∆˜n;
+∞, for u˜ ∈ Rn−1 \ ∆˜n. (13)
If f˜ is directionally differentiable, then f ′(p, q − p) = f˜ ′(p˜, q˜ − p˜), for p, q ∈ ∆n. If f˜ is
differentiable at p˜ = Πn(p), then f˜ ′(p˜, q˜− p˜) = 〈∇f˜(p˜), q˜− p˜〉. If, additionally, f is differentiable
at p ∈ ri ∆k, the chain rule yields∇f˜(p˜) = JTn∇f(p). Since Jn(p˜− q˜) = qn(p˜− q˜) = p− q, it
also follows that 〈p˜− q˜,∇f˜(p˜)〉 = 〈p− q,∇f(p)〉.
The Fenchel dual of a (proper) function f is defined by f∗(v) := supu∈dom f 〈u,v〉 − f(u), and it
is a closed, convex function on Rn [7]. The following proposition gives some useful properties of the
Fenchel dual which will be used in several proofs.
Proposition 20 ([7]). Let f, h : Rn → R ∪ {+∞}. If f and h are proper and there are affine
functions minorizing them on Rn, then for all v0 ∈ Rn
(i) g(u) = f(u) + r, ∀u =⇒ g∗(v) = f∗(v)− r, ∀v
(ii) g(u) = f(u) + 〈v0,u〉, ∀u =⇒ g∗(v) = f∗(v − v0), ∀v
(iii) f ≤ h =⇒ f∗ ≥ h∗,
(iv) s ∈ ∂f∗(v),v ∈ Rn =⇒ f∗(v) = 〈v, s〉 − f(s),
(v) g(u) = f(tu), t > 0,∀u =⇒ g∗(v) = f∗(v/t),
A function Φ: Rk → R ∪ {+∞} is an entropy if it is closed, convex, and ∆k ⊆ dom Φ. Its entropic
dual Φ? : Rk → R ∪ {+∞} is defined by Φ?(z) := supq∈∆k〈q, z〉 − Φ(q), z ∈ Rk. For the
remainder of this paper, we consider entropies defined on Rk, where k ≥ 2.
Let Φ: Rk → R ∪ {+∞} be an entropy and Φ∆ := Φ + ι∆k . In this case, Φ? = Φ∗∆. It is clear that
Φ∆ is 1-coercive, and therefore, dom Φ? = dom Φ∗∆ = Rk [7, Prop. E.1.3.8]. The entropic dual of
Φ can also be expressed using the Fenchel dual of Φ˜ : Rk−1 → R ∪ {+∞} defined by (13) after
substituting f by Φ and n by k. In fact,
Φ?(z) = sup
q˜∈∆˜k
〈Jkq˜ + ek, z〉 − Φ(Jkq˜ + ek),
= 〈ek, z〉+ sup
q˜∈∆˜k
〈
q˜, JTk z
〉− Φ˜(q˜),
= 〈ek, z〉+ Φ˜∗(JTk z), (14)
where (14) follows from the fact that dom Φ˜ = ∆˜k. Note that when Φ is an entropy, Φ˜ is a closed
convex function on Rk−1. Hence, it holds that Φ˜∗∗ = Φ˜ [14].
The Shannon entropy by S(q) :=
∑
i∈[k]:qi 6=0 qi log qi,
1 if q ∈ [0,+∞[k; and +∞ otherwise.
We will also make use of the following lemma.
Lemma 21 ([3]). ∀m ≥ 1,∀A,B ∈ Rm×m, λmax(AB) = λmax(BA) and λmin(AB) =
λmin(BA).
B Technical Lemmas
This appendix presents technical lemmas which will be needed in various proofs of results from the
main body of the paper.
For an open convex set Ω in Rn and α > 0, a function φ : Ω→ R is said to be α-strongly convex if
u 7→ φ(u)− α ‖u‖2 is convex on Ω [10]. The next lemma is a characterization of a generalization
of α-strong convexity, where u 7→ ‖u‖2 is replaced by any strictly convex function.
Lemma 22. Let Ω ⊆ Rn be an open convex set. Let φ, ψ : Ω→ R be twice differentiable.
1The Shannon entropy is usually defined with a minus sign. However, it will be more convenient for us to
work without it.
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If ψ is strictly convex, then ∀u ∈ Ω, Hψ(u) is invertible, and for any α > 0
∀u ∈ Ω, λmin(Hφ(u)(Hψ(u))−1) ≥ α ⇐⇒ φ− αψ is convex, (15)
Furthermore, if α > 1, then the left hand side of (15) implies that φ− ψ is strictly convex.
Proof. Suppose that infu∈Ω λmin(Hφ(u)(Hψ(u))−1) ≥ α. Since g is strictly convex and twice
differentiable on Ω, Hψ(u) is symmetric positive definite, and thus invertible. Therefore, there exists
a symmetric positive definite matrix G ∈ Rn×n such that GG = Hψ(u). Lemma 21 implies
infu∈Ω λmin(Hφ(u)(Hψ(u))−1) ≥ α,
⇐⇒ infu∈Ω λmin(G−1Hφ(u)G−1) ≥ α,
⇐⇒ ∀u ∈ Ω,∀v ∈ Rn \ {0}, vTG−1(Hφ(u))G−1v
vTv
≥ α,
⇐⇒ ∀u ∈ Ω,∀w ∈ Rn \ {0},wT(Hφ(u))w ≥ αwTGGw = wT(αHψ(u))w,
⇐⇒ ∀u ∈ Ω,Hφ(u)  αHψ(u),
⇐⇒ ∀u ∈ Ω,H(φ− αψ)(u)  0,
where in the third and fifth lines we used the definition of minimum eigenvalue and performed the
change of variable w = G−1v, respectively. To conclude the proof of (15), note that the positive
semi-definiteness of H(φ− αψ) is equivalent to the convexity of φ− αψ [7, Thm B.4.3.1].
Finally, note that the equivalences established above still hold if we replace α, “≥”, and “ ” by 1,
“>”, and “” , respectively. The strict convexity of φ− ψ then follows from the positive definiteness
of H(φ− ψ) (ibid.).
The following result due to [5] will be crucial to prove the convexity of the superprediction set
(Theorem 48).
Lemma 23 ([5]). Let ∆(Ω) be the set of distributions over some set Ω ⊆ R. Let a function
Q : ∆(Ω)× Ω→ R be such that Q(·, ω) is continuous for all ω ∈ Ω. If for all pi ∈ ∆(Ω) it holds
that Eω∼piQ(pi, ω) ≤ r, where r ∈ R is some constant, then
∃pi ∈ ∆(Ω),∀ω ∈ Ω, Q(pi, ω) ≤ r.
Note that when Ω in the lemma above is [n], ∆([n]) ≡ ∆n.
The next crucial lemma is a slight modification of a result due to [5].
Lemma 24. Let f : ri ∆n × [n]→ R be a continuous function in the first argument and such that
∀(q, x) ∈ ri ∆n × [n],−∞ < f(q, x). Suppose that ∀p ∈ ri ∆n,Ex∼p[f(p, x)] ≤ 0, then
∀ > 0,∃p ∈ ri ∆n,∀x ∈ [n], f(p, x) ≤ .
Proof. Pick any δ > 0 such that δ(n − 1) < 1, and c0 < 0 such that ∀(q, x) ∈ ri ∆n × [n], c0 ≤
f(q, x). We define ∆δn := {p ∈ ∆n : ∀x ∈ [n], px ≥ δ} and g(q,p) := Ex∼q[f(p, x)]. For a fixed
q, p 7→ g(q,p) is continuous, since f is continuous in the first argument. For a fixed p, q 7→ g(q,p)
is linear, and thus concave. Since ∆δn is convex and compact, g satisfies Ky Fan’s minimax Theorem
[1, Thm. 11.4], and therefore, there exists pδ ∈ ∆δn such that
∀q ∈ ∆δn, Ex∼q[f(pδ, x)] = g(q,pδ) ≤ sup
µ∈∆δn
g(µ,µ) = sup
µ∈∆δn
Ex∼µ[f(µ, x)] ≤ 0. (16)
For x0 ∈ [n], let qˆ ∈ ∆δn be such that qˆx0 = 1− δ(n− 1) and qˆx = δ for x 6= x0 (this is a legitimate
distribution since δ(n− 1) < 1 by construction). Substituting qˆ for q in (16) gives
(1− δ(n− 1))f(pδ, x0) + δ
∑
x 6=x0 f(p
δ, x) ≤ 0,
=⇒ (1− δ(n− 1))f(pδ, x0) ≤ −c0δ(n− 1),
=⇒ f(pδ, x0) ≤ [−c0δ(n− 1)]/[1− δ(n− 1)].
Choosing δ∗ := /[(−c0 + )(n− 1)], and p := pδ∗ gives the desired result.
15
Lemma 25. Let f, g : I → Rn, where I ⊆ R is an open interval containing 0. Suppose g [resp. f]
is continuous [resp. differentiable] at 0. Then t 7→ 〈f(t), g(t)〉 is differentiable at 0 if and only if
t 7→ 〈f(0), g(t)〉 is differentiable at 0, and we have
d
dt
〈f(t), g(t)〉
∣∣∣∣
t=0
=
〈
d
dt
f(t)
∣∣∣∣
t=0
, g(0)
〉
+
d
dt
〈f(0), g(t)〉
∣∣∣∣
t=0
.
Proof. We have
〈f(t), g(t)〉 − 〈f(0), g(0)〉
t
=
〈f(t), g(t)〉 − 〈f(0), g(t)〉
t
+
〈f(0), g(t)〉 − 〈f(0), g(0)〉
t
,
=
〈
f(t)− f(0)
t
, g(t)
〉
+
〈f(0), g(t)〉 − 〈f(0), g(0)〉
t
.
But since g [resp. f ] is continuous [resp. differentiable] at 0, the first term on the right hand side of the
above equation converges to 〈 ddtf(t)
∣∣
t=0
, g(0)〉 as t→ 0. Therefore, 1t (〈f(0), g(t)〉 − 〈f(0), g(0)〉)
admits a limit when t→ 0 if and only if 1t (〈f(t), g(t)〉 − 〈f(0), g(0)〉) admits a limit when t→ 0.
This shows that t 7→ 〈f(0), g(t)〉 is differentiable at 0 if an only if t 7→ 〈f(t), g(t)〉 is differentiable
at 0, and in this case the above equation yields
d
dt
〈f(t), g(t)〉
∣∣∣∣
t=0
= lim
t→0
〈f(t), g(t)〉 − 〈f(0), g(0)〉
t
,
= lim
t→0
(〈
f(t)− f(0)
t
, g(t)
〉
+
〈f(0), g(t)〉 − 〈f(0), g(0)〉
t
)
,
=
〈
d
dt
f(t)
∣∣∣∣
t=0
, g(0)
〉
+
d
dt
〈f(0), g(t)〉
∣∣∣∣
t=0
.
Note that the differentiability of t 7→ 〈f(0), g(t)〉 at 0 does not necessarily imply the differentiability
of g at 0. Take for example n = 3, f(t) = 1/3 for t ∈]− 1, 1[, and
g(t) =
{ −te1 + t13 , if t ∈]− 1, 0[;−t13 + te2, if t ∈ [0, 1[.
Thus, the function t 7→ 〈f(0), g(t)〉 = 0 is differentiable at 0 but g is not. The preceding Lemma
will be particularly useful in settings where it is desired to compute the derivative ddt 〈f(0), g(t)〉|t=0
without any explicit assumptions on the differentiability of g(t) at 0. For example, this will come
up when computing ddt 〈p, D ˜`(α˜t)v〉|t=0, where v ∈ Rn−1 and t 7→ α˜t is smooth curve on int ∆˜n,
with the only assumption that L˜` is twice differentiable at α˜0 ∈ int ∆˜n.
Lemma 26. Let ` : ∆n → [0,+∞]n be a proper loss. For any p ∈ ri ∆n, it holds that
` is continuous at p
(i)⇐⇒ L` is differentiable at p
(ii)⇐⇒ ∂[−L`](p) = {∇L`(p)} = {`(p)}.
(i)⇐⇒ . This equivalence has been shown before by [23].
[
(ii)⇐⇒ ] Since L`(p) = −σS`(−p), for all p ∈ ri ∆n, it follows that L` is differentiable at p if
and only if ∂[−L`](p) = ∂σS`(−p) = {−∇σS`(−p)} = {∇L`(p)} [7, Cor. D.2.1.4]. It remains
to show that ∇L`(r) = `(r) when L` is differentiable at r ∈ ri ∆n. Let αtx = r + tex and
α˜tx = Πn(α
t
x), where (ex)x∈[n] is the standard basis of Rn. For x ∈ [n], the functions fx(t) := αtx
and gx(t) := ˜`(α˜tx) satisfy the conditions of Lemma 25. Therefore, hx(t) := 〈fx(0), gx(t)〉 =
〈r, ˜`(α˜tx)〉 is differentiable at 0 and
∇L˜(r)ex = d
dt
L˜(αtx)
∣∣∣∣
t=0
=
d
dt
〈fx(t), gx(t)〉
∣∣∣∣
t=0
,
=
〈
ex, ˜`(r˜)
〉
+
d
dt
hx(t)
∣∣∣∣
t=0
,
= ˜`x(r˜),
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where the last equality holds because hx attains a minimum at 0 due to the properness of `. The result
being true for all x ∈ [n] implies that∇L˜(r˜) = ˜`(r˜) = `(r).
The next Lemma is a restatement of earlier results due to [18]. Our proof is more concise due to our
definition of the Bayes risk in terms of the support function of the superprediction set.
Lemma 27 ([18]). Let ` : ∆n → [0,+∞]n be a proper loss whose Bayes risk is twice differentiable
on ]0,+∞[n and let Xp = In˜ − 1n˜p˜T. The following holds
(i) ∀p ∈ ri ∆n, 〈p,D˜`(p˜)〉 = 0Tn˜.
(ii) ∀p˜ ∈ int ∆˜n, D˜`(p˜) =
[
Xp
−p˜T
]
HL˜`(p˜).
(iii) ∀p˜ ∈ int ∆˜n, HL˜log(p˜) = −(Xp)−1(diag (p˜))−1.
We show (i) and (ii). Let p ∈ ri ∆n and f(q˜) := 〈p, ˜`(q˜)〉 = 〈p,∇L`(q)〉, where the equality is
due to Lemma 26. Since L` is twice differentiable ]0,+∞[n, f is differentiable on int ∆˜n and
we have Df(q˜) = 〈p,D˜`(p˜)〉. Since ` is proper, f reaches a minimum at p˜ ∈ int ∆n, and thus
〈p,D˜`(p˜)〉 = 0Tn˜ (this shows (i)). On the other hand, we have∇L˜`(p˜) = JTn∇L`(p) = JTn ˜`(p˜). By
differentiating and using the chain the rule, we get HL˜`(p˜) = [D˜`(p˜)]
TJn. This means that ∀i ∈ [n˜],
[HL˜`(p˜)]•,i = ∇˜`i(p˜)−∇˜`n(p˜), and thus
∑n˜
i=1 pi[HL˜`(p˜)]•,i =
∑n˜
i=1 pi∇˜`i(p˜)−(1−pn)∇˜`n(p˜).
On the other hand, it follows from point (i) of the lemma that
∑n
i=1 pi∇˜`i(p˜) = 0n˜. Therefore,
[HL˜`(p˜)]p˜ = −∇˜`n(p˜) and, as a result, ∀i ∈ [n˜], [HL˜`(p˜)]•,i − [HL˜`(p˜)]p˜ = ∇˜`i(p˜). The last two
equations can be combined as D˜`(p˜) =
[
Xp
−p˜T
]
HL˜`(p˜).
[We show (iii)] It follows from (ii), since ∀i ∈ [n˜],∇[˜`log]i(p˜) = 1pi ei, for p˜ ∈ int ∆˜n.
In the next lemma we state a new result for proper losses which will be crucial to prove a necessary
condition for Φ-mixability (Theorem 14) — one of the main results of the paper.
Lemma 28. Let ` : ∆n → [0,+∞]n be a proper loss whose Bayes risk is twice differentiable on
]0,+∞[n. For v ∈ Rn−1 and p˜ ∈ int ∆˜n,〈
p, (D˜`(p˜)v) (D˜`(p˜)v)
〉
= −vTHL˜`(p˜)[HL˜log(p˜)]−1HL˜`(p˜)v, (17)
where p = qn(p˜) and Llog is the Bayes risk of the log loss.
Furthermore, if t 7→ α˜t is a smooth curve in int ∆˜n and satisfies α˜0 = p˜ and ddt α˜t
∣∣
t=0
= v, then
t 7→ 〈p,D˜`(α˜t)v〉 is differentiable at 0 and we have
d
dt
〈
p,D˜`(α˜t)v
〉∣∣∣∣
t=0
= −vTHL˜`(p˜)v. (18)
Proof. We know from Lemma 27 that for p˜ ∈ int ∆˜n, we have D˜`(p˜) =
[
Xp
−p˜T
]
HL˜`(p˜), where
Xp = In−1 − 1n−1p˜T. Thus, we can write〈
p,D˜`(p˜)v  D˜`(p˜)v
〉
= vT(D˜`(p˜))T diag (p)D˜`(p˜)v,
= vT(HL˜`(p˜))
T[XTp , −p˜] diag (p)
[
Xp
−p˜T
]
HL˜`(p˜)v. (19)
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Observe that [XTp ,−p˜] diag (p) = [In−1 − p˜1Tn−1,−p˜] diag (p) = [diag (p˜)− p˜p˜T, −p˜pn]. Thus,
[XTp ,−p˜] diag (p)
[
Xp
−p˜T
]
= [diag (p˜)− p˜p˜T,−p˜pn]
[
In−1−1n−1p˜T
−p˜T
]
,
= diag (p˜)− p˜p˜T − p˜p˜T + p˜p˜T(1− pn) + pnp˜p˜T,
= diag (p˜)− p˜p˜T,
= diag (p˜)Xp,
= −(HL˜log(p˜))−1, (20)
where the last equality is due to Lemma 27. The desired result follows by combining (19) and (20).
[We show (18)] Let p˜ ∈ int ∆˜n, we define α˜t := p˜ + tv, αt := qn(α˜t) = p + tJnv, and
r(t) := αt/ ‖αt‖, where t ∈ {s : p˜ + sv ∈ int ∆˜n}. Since t 7→ r(t) is differentiable at 0 and
t 7→ D˜`(α˜t)v is continuous at 0, it follows from Lemma 22 that
d
dt
〈
r(0),D˜`(α˜t)v
〉∣∣∣∣
t=0
=
d
dt
〈
r(t),D˜`(α˜t)v
〉∣∣∣∣
t=0
−
〈
r˙(0),D˜`(p˜)v
〉
,
= −
〈
r˙(0),D˜`(p˜)v
〉
,
where the second equality holds since, according to Lemma 27, we have 〈αt,D˜`(α˜t)v〉 = 0. Since
r(0) = p/ ‖p‖, r˙(0) = ‖p‖−1 (In − r(0)[r(0)]T)Jnv, and Jn =
[
In−1
−1Tn−1
]
, we get
‖p˜‖ d
dt
〈
r(0),D˜`(α˜t)v
〉∣∣∣∣
t=0
= −
〈(
In − r(0)[r(0)]T
)
Jnv,D˜`(p˜)v
〉
,
= −
〈
Jnv,D˜`(p˜)v
〉
, (21)
= −
〈
Jnv,
[
Xp
−p˜T
]
HL˜`(p˜)v
〉
,
= −vTHL˜`(p˜)v,
where the passage to (21) is due to r(0) = p/ ‖p‖ ⊥ D˜`(p˜). In the last equality we used the fact that
JTn
[
Xp
−p˜T
]
= [In−1,−1n−1]
[
In−1−1n−1p˜
−p˜T
]
= In−1.
Proposition 29. Let Φ: Rk → R∪{+∞} be an entropy and ` : A → [0,+∞]n a closed admissible
loss. If ` is Φ-mixable, then ∀l ⊆ [k] with |l| > 1, ` is Φl-mixable and
∀q ∈ rbd ∆l,∀qˆ ∈ ri ∆l, Φ′(q; qˆ − q) = −∞. (22)
Given an entropy Φ: Rk → R ∪ {+∞} and a loss ` : A → [0,+∞], we define
mΦ(x,A,a, qˆ,µ) := 〈µ, `x(A)〉+DΦ(µ, qˆ)− `x(a),
where x ∈ [n], A ∈ Ak, a ∈ A, and q, qˆ ∈ ∆k. Reid et al. [12] showed that ` is Φ mixable if and
only if
m̂Φ := inf
A∈Ak,qˆ∈∆k
sup
a∗∈A
inf
µ∈∆k,x∈[n]
mΦ(x,A,a, qˆ,µ) ≥ 0.
Proof of Proposition 29. [We show that ` is Φl-mixable] Let l ⊆ [k], with |l| > 1, A ∈ Ak, and
q ∈ ∆l. Since ` is Φ-mixable, the following holds
∃a∗ ∈ ∆n,∀x ∈ [n], `x(a∗) ≤ inf
qˆ∈∆k
〈qˆ, `x(A)〉+DΦ(qˆ, q), (23)
≤ inf
qˆ∈∆l
〈qˆ, `x(A)〉+DΦ(qˆ, q), (24)
= inf
qˆ∈∆l
〈Πlqˆ,Πl`x(A)〉+DΦl(Πlqˆ,Πlq),
= inf
µˆ∈∆|l|
〈
µˆ, `x(AΠ
T
l )
〉
+DΦl(µˆ,Πlq), (25)
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where in (23) we used the fact that Φl(Πlq) = Φ(q),∀q ∈ ∆l. Given that A 7→ AΠTl [resp.
q 7→ Πlq] is onto from Ak to A|l| [resp. from ∆l to ∆|l|], (25) implies that ` is Φl-mixable.
[We show (22)] Suppose that there exists qˆ ∈ rbd ∆k and q ∈ ri ∆k such that |Φ′(qˆ; q− qˆ)| < +∞.
Let f : [0, ]→ R be defined by f(λ) := Φ(qˆ + λ(q − qˆ)), where  > 0 is such that qˆ + (q − qˆ) ∈
ri ∆k. The function f is closed and convex on dom f = [0, ] and limλ↓0
f(λ)−f(0)
λ = f
′(0; 1) =
Φ′(qˆ; q − qˆ) which is finite by assumption. Using this and the fact that λf ′(0; 1) = f ′(0;λ), we
have limλ↓0 λ−1(f(λ)− f(0)− f ′(0;λ)) = 0. Substituting f by its expression in terms of Φ in the
latter equality gives
lim
λ↓0
λ−1DΦ(qˆ + λ(q − qˆ), qˆ) = 0. (26)
Let η > 0 and θ∗ ∈ [k] be such that qˆθ∗ = 0. Suppose that ` is an admissible, Φ-mixable loss. The
fact that ` is admissible implies that there exists (x0, x1,a0,a1) ∈ [n]× [n]×A×A such that [12]
a1 ∈ argmin{`x0(a) : `x1(a) = inf
aˆ∈A
`x1(aˆ)} and inf
a∈A
`x0(a) = `x0(a0) < `x0(a1). (27)
In particular, it holds that `x0(a0) < `x0(a1). Fix A ∈ Ak, such that A•,θ∗ = a0 and A•,θ = a1 for
θ ∈ [k] \ {θ∗}. Let
a∗ := argmax
a∈∆n
inf
µ∈∆k,x∈[n]
mΦ(x,A,a, qˆ,µ),
with qˆ ∈ rbd ∆k as in (26). Note that a∗ exists since ` is closed.
If a∗ is such that `x1(a∗) > `x1(a1), then taking µ = qˆ puts all weights on experts predicting a1,
while DΦ(µ, qˆ) = 0. Therefore,
m̂Φ ≤ inf
µ∈∆k,x∈[n]
mΦ(x,A,a∗, qˆ,µ) ≤ mΦ(x1, A,a, qˆ, qˆ) < 0.
This contradicts the Φ-mixability of `. Therefore, `x1(a∗) = `x1(a1), which by (27) implies
`x0(a∗) ≥ `x0(a1). For qλ = qˆ + λ(q − qˆ), with q ∈ ri ∆k as in (23) and λ ∈ [0, ],
m̂Φ ≤ inf
µ∈∆k,x∈[n]
mΦ(x,A,a∗, qˆ,µ),
≤ mΦ(x0, A,a, qˆ, qλ),
= 〈qλ, `x0(A)〉+DΦ(qλ, qˆ)− `x0(a∗),
= (1− λqθ∗)`x0(a1) + λqθ∗`x0(a0) +DΦ(qλ, qˆ)− `x0(a∗),
≤ (1− λqθ∗)`x0(a∗) + λqθ∗`x0(a0) +DΦ(qλ, qˆ)− `x0(a∗),
= λqθ∗(`x0(a0)− `x0(a∗)) +DΦ(qˆ + λ(q − qˆ), qˆ).
Since qθ∗ > 0 (q ∈ ri ∆k) and `x0(a0) < `x0(a1) ≤ `x0(a∗), (23) implies that there exists λ∗ > 0
small enough such that λ∗qθ∗(`x0(a0)− `x0(a∗)) +DΦ(qˆ + λ∗(q − qˆ), qˆ) < 0. But this implies
that m̂Φ < 0 which contradicts the Φ-mixability of `. Therefore, Φ′(qˆ; q − qˆ) is either equal to +∞
or −∞. The former case is not possible. In fact, since Φ is convex, it must have non-decreasing
slopes; in particular, it holds that Φ′(qˆ; q − qˆ) ≤ Φ(q − qˆ) − Φ(qˆ). Since Φ is finite on ∆k (by
definition of an entropy), we have Φ′(qˆ; q − qˆ) < +∞. Therefore, we have just shown that
∀qˆ ∈ rbd ∆k,∀q ∈ ri ∆k, Φ′(qˆ; q − qˆ) = −∞. (28)
Now suppose that (qˆ, q) ∈ rbd ∆l × ri ∆l for l ⊆ [k], with |l| > 1. Note that in this case, we
have (Φl)′(Πlqˆ; Πl(q − qˆ)) = Φ′(qˆ; q − qˆ). We showed in the first step of this proof that under
the assumptions of the proposition, ` must be Φl-mixable. Therefore, repeating the steps above
that lead to (28) for Φ, qˆ, and q substituted by Φl, Πlq ∈ rbd ∆|l|, and Πlq ∈ ri ∆|l|, we obtain
Φ′(qˆ; q − qˆ) = Φ′l(Πlqˆ; Πl(q − qˆ)) = −∞. This shows (22).
Lemma 30. For η > 0, Sη := η−1 S satisfies (22) for all l ⊆ [k] such that |l| > 1, where S is the
Shannon entropy.
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Proof. Let l ⊆ [k] such that |l| > 1. Let (qˆ, q) ∈ rbd ∆l × ri ∆l and qλ := qˆ + λ(q − qˆ), for
λ ∈]0, 1[. Let I := {j ∈ l : qˆj 6= 0} and K := l \ I. We have
S(qˆ; q − qˆ) = lim
λ↓0
λ−1
[∑
θ∈l q
λ
θ log q
λ
θ −
∑
θ′∈I qˆθ
′ log qˆθ′
]
,
= lim
λ↓0
λ−1
[∑
θ∈I(q
λ
θ log q
λ
θ − qˆθ log qˆθ) +
∑
θ′∈K q
λ
θ′ log q
λ
θ′
]
. (29)
Observe that the limit of either summation term inside the bracket in (29) is equal to zero. Thus,
using l’Hopital’s rule we get
S(qˆ; q − qˆ) = lim
λ↓0
[∑
θ∈I[(qθ − qˆθ) log q
λ
θ + (qθ − qˆθ)] +
∑
θ′∈K[qθ
′ log qλθ′ + qθ′ ]
]
,
=
∑
θ∈I(qθ − qˆθ) log qˆθ +
∑
θ′∈K qθ
′
[
lim
λ↓0
log qλθ′
]
, (30)
where in (30) we used the fact that
∑
θ∈I(qθ − qˆθ) +
∑
θ′∈K qθ′ = 0. Since for all θ
′ ∈ K,
limλ↓0 qλθ′ = 0, the right hand side of (25) is equal to −∞. Therefore S satisfies (22). Since
Sη = η
−1 S, it is clear that Sη also satisfies (22).
Lemma 31. Let Φ : Rk → R ∪ {+∞} be an entropy satisfying (22) for all l ⊆ [k] such that |l| > 1.
Then for all such l, it holds that
∀q ∈ ∆l,∀µ ∈ ∆k \∆l, DΦ(µ, q) = +∞.
Proof. Let µ ∈ ∆k \∆l and I := {θ ∈ [k] : µθ 6= 0} ∪ l. In this case, we have q ∈ rbd ∆I and
q+2−1(µ−q) ∈ ri ∆I. Thus, since Φ satisfies (22) and Φ′(q; ·) is 1-homogeneous [7, Prop. D.1.1.2],
it follows that 2−1Φ′(q;µ− q) = Φ′(q; 2−1(µ− q)) = −∞. Hence DΦ(µ, q) = +∞.
Lemma 32. Let Φ: Rk → R ∪ {+∞} be an entropy satisfying (22) for all l ⊆ [k] such that |l| > 1.
If Φ satisfies (22), then ∂Φ˜(q˜) = ∅,∀q˜ ∈ bd ∆˜k. Furthermore, ∀l ⊆ [k] such that |l| > 1,
∀d ∈ Rk,∀q ∈ ri ∆l, MixΦ(d, q) = MixΦl(Πld,Πlq).
Proof. Let µ ∈ rbd ∆k. Since Φ satisfies (22), it follows that ∀q ∈ ri ∆k, Φ˜(µ˜; q˜− µ˜) = Φ′(µ; q−
µ) = −∞. Therefore, ∂Φ˜′(µ˜) = ∅ [14, Thm. 23.4].
Let d ∈ Rn, l ⊆ [k], with |l| > 1, and q ∈ ri ∆l. Then
MixΦl(Πld,Πlq) = inf
pi∈∆|l|
〈pi,Πld〉+DΦl(pi,Πlq),
= inf
µ∈∆l
〈µ,d〉+DΦ(µ, q),
≤ inf
µ∈∆k
〈µ,d〉+DΦ(µ, q), (31)
= MixΦ(d, q).
To complete the proof, we need to show that (31) holds with equality. For this, it suffices to prove
that ∀µ ∈ ∆k \∆l, DΦ(µ, q) = +∞. This follows from Corollary 31.
Lemma 33. Let Φ: Rk → R ∪ {+∞} be an entropy satisfying (22) for all l ⊆ [k] such that |l| > 1.
Let x ∈ [n],d ∈ Rk, and q ∈ ∆k. The infimum in
MixΦ(d, q) = inf
µ∈∆k
〈µ,d〉+DΦ(µ, q) (32)
is attained at some q∗ ∈ ∆k. Furthermore, if q ∈ ri ∆k and q∗ is the infimum of (32) then for any
s∗q ∈ argmax{〈s, q˜∗ − q˜〉 : s ∈ ∂Φ˜(q˜)}, we have
q˜∗ ∈ ∂Φ˜∗(s∗q − JTk d), (33)
MixΦ(d, q) = dk + Φ˜
∗(s∗q)− Φ˜∗(s∗q − JTk d). (34)
20
Proof. Let q ∈ ri ∆k. Since q˜ ∈ int dom Φ˜ = int ∆˜k, the function µ˜ 7→ −Φ˜′(q˜; µ˜ − q˜) is lower
semicontinuous [14, Cor. 24.5.1]. Given that µ˜ 7→ 〈qk(µ˜),d〉+ Φ˜(µ˜)− Φ˜(q˜) is a closed convex
function, it is also lower semi-continuous. Therefore, the function
µ˜ 7→ 〈qk(µ˜),d〉+ Φ˜(µ˜)− Φ˜(q˜)− Φ˜′(q˜; µ˜− q˜)
is lower semicontinuous, and thus attains its minimum on the compact set ∆˜k at some point q˜∗.
Using the fact that DΦ(µ, q) = DΦ˜(µ˜, q˜), we get that
q∗ := qk(q˜∗) = argmin
µ∈∆k
〈µ,d〉+DΦ(µ, q). (35)
If q ∈ rbd ∆k, then either q is a vertex of ∆k or there exists l ( [k] such that q ∈ ri ∆l. In the
former case, it follows from (22) that DΦ(µ, q) = +∞ for all µ ∈ ∆k \ {q}, and thus the infimum
of (32) is trivially attained at µ = q. Now consider the alternative — q ∈ ∆l with |l| > 1. Using
Corollary 31, we have DΦ(µ, q) = +∞ for all µ ∈ ∆k \∆l. Therefore,
MixΦ(d, q) = inf
µ∈∆l
〈µ,d〉+DΦ(µ, q),
= inf
µˆ∈∆|l|
〈µˆ,Πld〉+DΦl(µˆ,Πlq), (36)
where Φl := Φ ◦Πl. Since Πlq ∈ ri ∆|l|, we can use the same argument as the previous paragraph
with Φ and q replaced by Φl and Πlq, respectively, to show that the infimum in (36) is attained at
some qˆ∗ ∈ ∆|l|. Thus, q∗ := ΠTl qˆ ∈ ∆k attains the infimum in (32).
Now we show the second part of the lemma. Let q ∈ ri ∆k and q∗ be the infimum of (32). Since Φ˜
is convex and q˜ = Πk(q) ∈ int ∆˜k = int dom Φ˜, we have ∂Φ˜(q˜) 6= ∅ [14, Thm. 23.4]. This means
that there exists s∗q ∈ ∂Φ˜(q˜) such that 〈s∗q, q˜∗ − q˜〉 = Φ˜′(q˜; q˜∗ − q˜) [7, p.166]. We will now show
that s∗q − JTk d ∈ ∂Φ˜(q˜∗), which will imply that q˜∗ ∈ ∂Φ˜∗(s∗q − JTk d) (ibid., Cor. D.1.4.4). Let
q∗ = argminµ∈∆k〈µ,d〉+DΦ(µ, q). Thus, for all µ ∈ ∆k,
〈µ,d〉+ Φ˜(µ˜)− Φ˜(q˜)− Φ˜′(q˜; µ˜− q˜) ≥ 〈q∗,d〉+ Φ˜(q˜∗)− Φ˜(q˜)− 〈s∗q, q˜∗ − q˜〉,
=⇒ Φ˜(µ˜) ≥ Φ˜(q˜∗)− 〈µ˜− q˜∗, JTk d〉+ 〈s∗q, q˜ − q˜∗〉+ Φ′(q˜; µ˜− q˜),
=⇒ Φ˜(µ˜) ≥ Φ˜(q˜∗)− 〈µ˜− q˜∗, JTk d〉+ 〈s∗q, q˜ − q˜∗〉+ 〈s∗q, µ˜− q˜〉,
=⇒ Φ˜(µ˜) ≥ Φ˜(q˜∗) + 〈µ˜− q˜∗, s∗q − JTk d〉,
where in the second line we used the fact that ∀q ∈ ∆k, 〈q,d〉 = 〈q˜, JTk d〉 + dk, and in third
line we used the fact that ∀s ∈ ∂Φ˜(q˜), 〈s, µ˜ − q˜〉 ≤ Φ˜′(q˜; µ˜ − q˜) (ibid.). This shows that
s∗q − JTk d ∈ ∂Φ˜(q˜∗).
Substituting Φ˜′(q˜; q˜∗ − q˜) by 〈s∗q, q∗ − q〉 in the expression for MixΦ(d, q), we get
MixΦ(d, q) = dk + 〈q˜∗, JTk d〉+ Φ˜(q˜∗)− Φ˜(q˜)− 〈s∗q, q˜∗ − q˜〉,
= dk + 〈s∗q, q˜〉 − Φ˜(q˜)− [〈s∗q − JTk d, q˜∗〉 − Φ˜(q˜∗)],
= dk + Φ˜
∗(s∗q)− Φ˜∗(s∗q − JTk d),
where in the last line we used the fact that Φ˜ is a closed convex function, and thus ∀q˜ ∈ ∆˜k,
s ∈ ∂Φ˜(q˜) =⇒ Φ˜∗(s) = 〈s, q˜〉 − Φ˜(q˜) (ibid., Cor. E.1.4.4).
Lemma 34. Let q ∈ ∆k. For any sequence (dm) in [0,+∞[k converging to d ∈ [0,+∞]k
coordinate-wise and any entropy Φ: Rk → R ∪ {+∞} satisfying (22) for l ⊆ [k] such that |l| > 1,
lim
m→∞MixΦ(dm, q) = MixΦ(d, q). (37)
Proof of Lemma 34. Let q ∈ ∆k and Φ: Rk → R ∪ {+∞} be an entropy as in the statement of the
Lemma. Let (dm) ⊂ Rk such that dm m→∞→ d ∈ Rk. in [0,+∞[k. Let l := {θ ∈ [k] : dθ < +∞}.
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If l = ∅ then the result holds trivially since, on the one hand, MixΦ(d, q) = +∞ and on the other
hand MixΦ(dm, q) ≥ minθ∈[k] dm,θ m→∞→ +∞.
Assume now that l 6= ∅. Then
MixΦ(dm, q) = inf
µ∈∆k
〈µ,dm〉+DΦ(µ, q), (38)
≤ inf
µˆ∈∆l
〈µˆ,d〉+DΦ(µˆ, q), (39)
< +∞, (40)
where the last inequality stems from the fact that Πldm is a finite vector in R|l|. Therefore, (40)
implies that the sequence αm := MixΦ(dm, q) is bounded. We will show that (αm) converges in R
and that its limit is exactly MixΦ(d, q). Let (αˆm) be any convergent subsequence of (αm), and let
(dˆm) be the corresponding subsequence of (dm). Consider the infimum in (112) with dm is replaced
by dˆm. From Lemma 33, this infimum is attained at some qm ∈ ∆k. Since ∆k is compact, we may
assume without loss of generality that qm converges to some q¯ ∈ ∆k. Observe that q¯ must be ∆l;
suppose that ∃θ∗ ∈ l¯ such that q¯θ∗ > 0. Then
αˆm ≥ 〈qm, dˆm〉,
≥ qm,θ∗ dˆm,θ∗ m→∞→ +∞.
This would contradict the fact that αm is bounded, and thus q¯ ∈ ∆l. Using this, we get
MixΦ(dˆm, q) = 〈qm, dˆm〉+DΦ(qm, q),
≥ 〈Πlqm,Πldˆm〉+DΦ(qm, q),
m→∞→ 〈Πlq¯,Πld〉+DΦ(q¯, q),
= 〈q¯,d〉+DΦ(q¯, q), (41)
≥ inf
µˆ∈∆l
〈µˆ,d〉+DΦ(µˆ, q). (42)
where in (41) we use the fact that q¯ ∈ ∆l. Combining (42) with (39) shows that αˆm converges to
MixΦ(d, q) = infµˆ∈∆l〈µˆ,d〉 + DΦ(µˆ, q). Since (αˆm) was any convergent subsequence of (αm)
(which is bounded), the result follows.
C Proofs of Results in the Main Body
C.1 Proof of Theorem 4
Theorem 4 Any loss ` : A → [0,+∞]n such that dom ` 6= ∅, has a proper support loss ` with the
same Bayes risk, L`, as `.
Proof. We will construct a proper support loss ` of `.
Let p ∈ ri ∆n (−p ∈ int domσS`). Since the support function of a non-empty set is closed and
convex, we have σ∗∗S` = σS` [7, Prop. C.2.1.2]. Pick any v ∈ ∂σS`(−p) = ∂σ∗∗S`(−p) 6= ∅. Since
σ∗S` = ιS` [14], we can apply Proposition 20-(iv) with f replaced by σ
∗
S`
to obtain 〈−p,v〉 =
σS`(−p) + ιS`(v). The fact that 〈−p,v〉 and σS`(−p) are both finite implies that ιS`(v) = 0.
Therefore, v ∈ S` and 〈p,v〉 = −σS`(−p) = L`(p). Define `(p) := v ∈ S`.
Now let p ∈ rbd ∆n and q := 1n/n. Since theL` is a closed concave function and q ∈ int domL`, it
follows that L`(p+m
−1(q−p)) m→∞→ L`(p) [7, Prop. B.1.2.5]. Note that qm := p+m−1(q−p) ∈
ri ∆n,∀m ∈ N. Now let vx,m := `x(qm), where `(qm) is as constructed in the previous paragraph.
If (v1,m) is bounded [resp. unbounded], we can extract a subsequence (v1,ϕ1(m)) which converges
[resp. diverges to +∞], where ϕ1 : N → N is an increasing function. By repeating this process
for (v2,ϕ1(m)) and so on, we can construct an increasing function ϕ := ϕn ◦ · · · ◦ ϕ1 : N → N,
such that vm := [vx,ϕ(m)]Tx∈[n] has a well defined (coordinate-wise) limit in [0,+∞]n. Define
`(p) := limm→∞ vm. By continuity of the inner product, we have
〈p, `(p)〉 = lim
m→∞〈qϕ(m),vm〉 = limm→∞〈qϕ(m), `(qϕ(m))〉,
= lim
m→∞L`(qϕ(m)) = L`(p).
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By construction, ∀m ∈ N,pm := qϕ(m) ∈ ri ∆n and `(pm) = vm m→∞→ `(p). Therefore, ` is
support loss of `.
It remains to show that it is proper; that is ∀p ∈ ∆n,∀q ∈ ∆n, 〈p, `(p)〉 ≤ 〈p, `(q)〉. Let
q ∈ ri ∆n. We just showed that ∀p ∈ ∆n, 〈p, `(p)〉 = L`(p) and that `(q) ∈ S`. Using the fact
that L`(p) = infz∈S`〈p, z〉, we obtain 〈p, `(p)〉 ≤ 〈p, `(q)〉.
Now let q ∈ rbd ∆k. Since ` is a support loss, we know that there exists a sequence (qm) ⊂ ri ∆n
such that `(qm)
m→∞→ `(q). But as we established in the previous paragraph, 〈p, `(p)〉 ≤ 〈p, `(qm)〉.
By passing to the limit m→∞, we obtain 〈p, `(p)〉 ≤ 〈p, `(q)〉. Therefore ` is a proper loss with
Bayes risk L`.
C.2 Proofs of Theorem 5 and Proposition 12
For a set C, we denote co C and coC its convex hull and closed convex hull, respectively.
Definition 35 ([7]). Let C be non-empty convex set in Rn. We say that u ∈ C is an extreme point of
C if there are no two different points u1 and u2 in C and λ ∈]0, 1[ such that u = λu1 + (1− λ)u2.
We denote the set of extreme points of a set C by ext C.
Lemma 36. Let ` : A → [0,+∞]n be a closed loss. Then ext coS` ⊆ S`.
Proof. Since coS` ⊆ Rn is connected, coS` = {v +
∑n
k=1 αk`(ak): (ak∈[n],α,v) ∈ An ×
∆n × [0,+∞[n} [7, Prop. A.1.3.7].
We claim that coS` = coS`. Let (zm) := (vm +
∑n
k=1 αm,k`(am,k)) be a convergent sequence
in [0,+∞[n, where (αm), ([am,k]k∈[n]) and (vm) are sequences in ∆n, An, and [0,+∞[n, re-
spectively. Since ∆n is compact, we may assume, by extracting a subsequence if necessary, that
αm
m→∞→ α∗ ∈ ∆n. Let K := {k ∈ [n] : α∗k 6= 0}. Since zm converges, ([[`(am,k)]k∈K,vm]) is a
bounded sequence in [0,+∞[n|K|+n. Since ` is closed, we may assume, by extraction a subsequence
if necessary, that ∀k ∈ K, `(am,k) m→∞→ `(a∗k) and vm m→∞→ v∗, where [a∗k]k∈K ∈ A|K| and
v∗ ∈ [0,+∞[n. Consequently,
v∗ +
n∑
k=1
α∗k`(a
∗
k) = lim
m→∞
[
vm,k +
∑
k∈K
αm,k`(am,k)
]
,
≤ lim
m→∞ zm,
where the last inequality is coordinate-wise. Therefore, there exists v′ ∈ [0,+∞[n such that
limm→∞ zm = v′ + v∗ +
∑n
k=1 α
∗
k`(a
∗
k) ∈ coS`. This shows that coS` ⊂ coS`, and thus
coS` = coS` which proves our first claim.
By definition of an extreme point, ext coS` ⊆ coS`. Let e ∈ ext coS` and (ak∈[n],α,v) ∈
An×∆n× [0,+∞[n such that e =
∑n
k=1 αk`(ak)+v. If there exists i, j ∈ [n] such that αiαj 6= 0
or αivj 6= 0 then e would violate the definition of an extreme point. Therefore, the only possible
extreme points are of the form {`(a) : a ∈ dom `)} = S`.
Theorem 5 Let ` : A → [0,+∞]n be a loss and ` be a proper support loss of `. If the Bayes risk L`
is differentiable on ]0,+∞[n, then ` is uniquely defined on ri ∆n and
∀p ∈ dom `, ∃a∗ ∈ dom `, `(a∗) = `(p),
∀a ∈ dom `, ∃(pm) ⊂ ri ∆n, `(pm) m→∞→ `(a) coordinate-wise.
Proof. Let p ∈ ri ∆n and suppose that L` is differentiable at p. In this case, σS` is differentiable at−p, which implies [7, Cor. D.2.1.4]
F(p) := ∂σS`(−p) = {∇σS`(−p)}. (43)
On the other hand, the fact that σS` = σcoS` [7, Prop. C.2.2.1], implies F(p) = ∂σS`(−p) =
∂σcoS`(−p). The latter being an exposed face of coS` implies that every extreme point of F(p)
23
is also an extreme point of coS` [7, Prop. A.2.3.7, Prop. A.2.4.3]. Therefore, from (43), `(p) =
∇σS`(−p) is the only extreme point of F(p) ⊂ coS`. From Lemma 36, there exists a∗ ∈ A such
that `(a∗) = `(p). In this paragraph, we showed the following
∀p ∈ ri ∆n,∃a∗ ∈ dom `, `(a∗) = `(p). (44)
For the rest of this proof we will assume that L` is differentiable on ]0,+∞[n. Let p ∈ rbd ∆n ∩
dom `. Since ` is a support loss, there exists (pm) in ri ∆n such that (`(pm))m converges to `(p).
From (44) it holds that ∀pm ∈ ri ∆n,∃am ∈ A, `(am) = `(pm). Since (`(am))m converges and `
is closed, there exists a∗ ∈ A such that `(a∗) = limm→∞ `(am) = `(p).
Now let a ∈ dom ` and f(p, x) := `x(p)− `x(a). Since `(a) ∈ S` and ` is proper, we have for all
p ∈ ri ∆n,Ex∼p[f(p, x)] ≤ 0 and −∞ < f(p, x),∀x ∈ [n]. Therefore, Lemma 24 implies that for
all m ∈ N \ {0} there exists pm ∈ ri ∆n, such that ∀x ∈ [n], `x(pm) ≤ `x(a) + 1/m. On one hand,
since (`(pm)) is bounded (from the previous inequality), we may assume by extracting a subsequence
if necessary, that (`(pm))m converges. On the other hand, since pm ∈ ri ∆n, (44) implies that
there exists am ∈ dom ` such that `(pm) = `(am). Since ` is closed and (`(am))m converges,
there exists a∗ ∈ A, such that `(a∗) = limm→∞ `(am) = limm→∞ `(pm) ≤ `(a). But since ` is
admissible, the latter component-wise inequality implies that `(a∗) = `(a) = limm→∞ `(p).
Lemma 37. Let ` : A → [0,+∞]n be a loss satisfying Assumption 1. If L` is not differentiable at p
then there exist a0,a1 ∈ dom `, such that `(a0) 6= `(a1) and L`(p) = 〈p, `(a0)〉 = 〈p, `(a1)〉.
Proof. Suppose L` is not differentiable at p ∈ ri ∆n. Then from the definition of the Bayes risk,
σS` is not differentiable at −p. This implies that F(p) := ∂σS`(−p) has more than one element
[7, Cor. D.2.1.4]. Since σS` = σcoS` (ibid.. Prop. C.2.2.1), F(p) = ∂σcoS`(−p) is a subset
of coS` and every extreme point of F(p) is also an extreme point of coS` (ibid., Prop. A.2.3.7).
Thus, from Lemma 36, we have extF(p) ⊂ S`. On the other hand, since −p ∈ int domσS` ,F(p) is a compact, convex set [14, Thm. 23.4], and thus F(p) = co(extF(p)) [7, Thm. A.2.3.4].
Hence, the fact that F(p) has more than one element implies there exists a0,a1 ∈ A such that
`(a0), `(a1) ∈ extF(p) ⊆ F(p) and `(a0) 6= `(a1). Since F(p) = ∂σS`(−p), Proposition
20-(iv) and the fact that σ∗S` = ιS` imply that L`(p) = 〈p, `(a0)〉 = 〈p, `(a1)〉.
Proposition 12 Let Φ: Rk → R ∪ {+∞} be an entropy and ` : A → [0,+∞]n. If ` is Φ-mixable,
then the Bayes risk satisfies L` ∈ C1(]0,+∞[n). If, additionally, L` is twice differentiable on
]0,+∞[n, then Φ must be strictly convex on ∆k.
Proof. Let l = {1, 2}. Since ` is Φ-mixable, it must be Φl-mixable, where Φl := Φl ◦ ΠTl : R2 →
R ∪ {+∞} (Proposition 29). Let Ψ := Φl.
For w ∈]0,+∞[ and z ∈ int dom Ψ˜∗ = R (see appendix E), we define (Ψ˜∗)′∞(w) :=
limt→+∞[Ψ˜∗(z + tw) − Ψ˜∗(z)]/t. The value of (Ψ˜∗)′∞(w) does not depend on the choice of
z, and it holds that (Ψ˜∗)′∞(w) = σdom Ψ˜(w) and (Ψ˜
∗)′∞(−w) = σdom Ψ˜(−w) [7, Prop. C.1.2.2].
In our case, we have dom Ψ˜ = [0, 1] (by definition of Ψ˜), which implies that σdom Ψ˜(1) = 1 and
σdom Ψ˜(−1) = 0. Therefore, (Ψ˜∗)′∞(1) + (Ψ˜∗)′∞(−1) = 1. As a result Ψ˜∗ cannot be affine. For all
δ > 0, let gδ : R× {−1, 0,+1} → R be defined by
gδ(s, u) := [Ψ˜
∗(s+ δ(u+ 1)/2)− Ψ˜∗(s+ δ(u− 1)/2)]/δ.
Since Ψ˜∗ is convex it must have non-decreasing slopes (ibid., p.13). Combining this with the fact
that Ψ˜∗ is not affine implies that
∃s∗δ ∈ R, gδ(s∗δ ,−1) < gδ(s∗δ ,+1). (45)
The fact that Ψ˜∗ has non-decreasing slopes also implies that
gδ(s
∗
δ ,+1) = [Ψ˜
∗(s∗δ + δ)− Ψ˜∗(s∗δ)]/δ ≤ lim
t→∞[Ψ˜
∗(s∗δ + t)− Ψ˜∗(s∗δ)]/t = (Ψ˜∗)′∞(1) = 1.
Similarly, we have 0 = −(Ψ˜∗)′∞(−1) ≤ gδ(s∗δ ,−1). Let µ˜ ∈ ∂Ψ˜∗(s∗δ). Since Ψ˜ is a closed convex
function the following equivalence holds µ˜ ∈ ∂Ψ˜∗(s∗δ) ⇐⇒ s∗δ ∈ ∂Ψ˜(µ˜) (ibid., Cor. D.1.4.4).
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Thus, if µ˜ ∈ {0, 1} = bd ∆˜2, then ∂Ψ˜(µ˜) 6= ∅, which is not possible since ` is Ψ-mixable (Lemma
32).
[We showL` ∈ C1(]0,+∞[n)] We will now show thatL` is continuously differentiable on ]0,+∞[n.
Since L` is 1-homogeneous, it suffices to check the differentiability on ri ∆n. Suppose L` is not
differentiable at p ∈ ri ∆n. From Lemma 37, there exists a0,a1 ∈ A such that `(a0), `(a1) ∈
∂σS`(−p) and `(a0) 6= `(a1). Let A := [a0,a1] ∈ Rn×2, δ := min{|`x(a0) − `x(a1)| : x ∈
[n], |`x(a0) − `x(a1)| > 0}, and s∗δ ∈ R as in (45). We denote g− := gδ(s∗δ ,−1) and g+ :=
gδ(s
∗
δ ,+1) ∈]0, 1]. Let µ˜ ∈ ∂Ψ˜∗(s∗δ) ∈ int ∆˜2 and µ = q2(µ˜) ∈ ri ∆2. From the fact that ` is
Ψ-mixable, JT2 `x(A) = `x(a0)− `x(a1), and (8), there must exist a∗ ∈ A such that for all x ∈ [n],
`x(a∗) ≤ MixΨ(`x(A),µ),
= `x(a1) + Ψ˜
∗(s∗δ)− Ψ˜∗(s∗δ − `x(a0) + `x(a1)),
and by letting sgn be the sign function
≤ `x(a1) + gδ(s∗δ ,− sgn[`x(a0)− `x(a1)])[`x(a0)− `x(a1)], (46)
where in (46) we used the fact that Ψ˜∗ has non-decreasing slopes and the definition of δ. When
`x(a0) ≤ `x(a1), (46) becomes `x(a∗) ≤ (1 − g+)`x(a1) + g+`x(a0). Otherwise, we have
`x(a∗) ≤ (1 − g−)`x(a1) + g−`x(a0) < (1 − g+)`x(a1) + g+`x(a0). Since ` is admissible,
there must exist at least one x ∈ [n] such that `x(a0) > `x(a1). Combining this with the fact that
px > 0,∀x ∈ [n] (p ∈ ri ∆n), implies that 〈p, `(a∗)〉 < 〈p, (1 − g+)`(a1) + g+`(a0)〉 = L`(p).
This contradicts the fact that `(a∗) ∈ S`. Therefore, L` must be differentiable at p. As argued
earlier, this implies that L` must be differentiable on ]0,+∞[n. Combining this with the fact that
L` is concave on ]0,+∞[n, implies that L` is continuously differentiable on ]0,+∞[n (ibid., Rmk.
D.6.2.6).
[We show Φ˜∗ ∈ C1(Rk−1)] Suppose that Φ˜∗ is not differentiable at some s∗ ∈ Rk−1. Then
there exists d ∈ Rk−1 \ {0k˜} such that −(Φ˜∗)′(s∗;−d) < (Φ˜∗)′(s∗;d). Since s∗ ∈ int dom Φ˜∗,
(Φ˜∗)′(s∗, ·) is finite and convex [7, Prop. D.1.1.2], and thus it is continuous on dom Φ˜∗ = Rk−1
(ibid., Rmk. B.3.1.3). Consequently, there exists δ∗ > 0 such that
∀dˆ ∈ Rk−1, ‖dˆ− d‖ ≤ δ∗ =⇒ −(Φ˜∗)′(s∗;−dˆ) < (Φ˜∗)′(s∗; dˆ) (47)
Let g : {−1, 1} → R be such that
g(u) := sup
‖dˆ−d‖≤δ∗
u · (Φ˜∗)′(s∗;udˆ).
Note that since Φ˜∗ has increasing slopes (Φ˜∗ is convex), g(1) ≤ sup‖dˆ−d‖≤δ∗(Φ˜∗)′∞(dˆ) =
sup‖dˆ−d‖≤δ∗ σdom Φ˜(dˆ) ≤ 1, where the last inequality holds because ∆˜k ⊂ B(0k˜, 1), and thus
σdom Φ˜(dˆ) = σ∆˜k(dˆ) ≤ σB(0k˜,1)(dˆ) = 1. Let ∆g := g(1) − g(−1). From (47), it is clear that
∆g > 0.
Suppose that L` is twice differentiable on ]0,+∞[n and let ` be a support loss of `. By definition
of a support loss, ∀p ∈ ri ∆k, ˜`(p˜) = `(p) = ∇L`(p) (where ˜` := ` ◦ qn). Thus, since L` is
twice differentiable on ]0,+∞[n, ˜` is differentiable on int ∆˜n. Furthermore, ` is continuous on
ri ∆k given that L` ∈ C1(]0,+∞[n) as shown in the first part of this proof. We may assume
without loss of generality that ` is not a constant function. Thus, from Theorem 5, ` is not a
constant function either. Consequently, the mean value theorem applied to ` (see e.g. [15, Thm.
5.10]) between any two points in ri ∆n with distinct images under `, implies that there exists
(p˜∗,v∗) ∈ int ∆˜n ×Rn−1, such that D˜`(p˜∗)v∗ 6= 0n˜. For the rest of the proof let (p˜,v) := (p˜∗,v∗)
and define I := {x ∈ [n] : D˜`x(p˜)v 6= 0}. From Lemma 27, we have 〈p,D˜`(p˜)〉 = 0Tn˜, which
implies that there exists x ∈ I,D˜`x(p˜)v > 0. Thus, the set
K :=
{
x ∈ I : D˜`x(p˜)v > 0
}
(48)
is non-empty. From this and the fact that p ∈ ri ∆n, it follows that∑
x′∈K
px′D˜`x′(p˜)v > 0. (49)
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Let p˜t := p˜+ tv. From Taylor’s Theorem (see e.g. [? , §151]) applied to the function t 7→ ˜`(p˜t),
there exists ∗ > 0 and functions δx : [−∗, ∗]→ Rn, x ∈ [n], such that limt→0 t−1δx(t) = 0 and
∀|t| ≤ ∗, `x(pt) = `x(p) + tD˜`x(p)v + δx(t). (50)
For x ∈ [n], let dx ∈ Rk˜ and suppose that ‖dx − d‖ ≤ δ∗ (we will define dx explicitly later). By
shrinking ∗ if necessary, we may assume that
∀x ∈ I,∀θ ∈ [k],∀|t| ≤ ∗, dθt−1δx(t) ≤ δ
∗|D˜`x(p˜)v|√
n
, (51)
∀x 6∈ I, Φ˜∗(s∗)− Φ˜∗
(
s∗ −
[
δx
(
∗ dθ‖d‖
)]
θ∈[k˜]
)
≤ ∗ ∆g4‖d‖
∑
x′∈K
px′D˜`x′(p˜)v, (52)
∀x ∈ [n], Φ˜∗(s∗)− Φ˜∗
(
s∗ − ∗ D˜`x(p˜)v‖d‖ dx
)
≤ −(Φ˜∗)′
(
s∗;−∗ D˜`x(p˜)v‖d‖ dx
)
+ ∗ ∆g4‖d‖
∑
x′∈K
px′D˜`x′(p˜)v, (53)
where (53) is satisfied for small enough ∗ because of (49) and the fact that
1

(
Φ˜∗(s∗)− Φ˜∗(s∗ − D˜`x(p˜)v‖d‖ dx
)
→
→0
−(Φ˜∗)′
(
s∗;−D˜`x(p˜)v‖d‖ dx
)
,
and (52) is also satisfied for small enough ∗ because Φ˜∗(s∗) − Φ˜∗
(
s∗ −
[
δx
(
 dθ‖d‖
)]
θ∈[k˜]
)
=
O
(
max{θ∈[k˜]}
∣∣∣δx ( dθ‖d‖)∣∣∣) = o(), where the first equality is due to the fact that (λ, z) 7→
1
λ
(
Φ˜∗(s∗)− Φ˜∗(s∗ − λz
)
is uniformly bounded on compact subsets of R× Rk˜ (by continuity of
the directional derivative (Φ˜∗)′(s∗; ·)).
If D˜`x(p˜)v ≤ 0, then by the positive homogeneity of the directional derivative, the definition of the
function g, and (53), we get
Φ˜∗(s∗)− Φ˜∗
(
s∗ − ∗ D˜`x(p˜)v‖d‖ dx
)
≤ ∗ D˜`x(p˜)v‖d‖ g(1) + ∗ ∆g4‖d‖
∑
x′∈K
px′D˜`x′(p˜)v. (54)
On the other hand, if D˜`x(p˜)v > 0, then from the monotonicity of the slopes of Φ˜
∗, the positive
homogeneity of the directional derivative, and the definition of the function g, it follows that
1
∗
(
Φ˜∗(s∗)− Φ˜∗(s∗ − ∗ D˜`x(p˜)v‖d‖ dx
)
≤ −(Φ˜∗)′
(
s∗;−D˜`x(p˜)v‖d‖ dx
)
,
= −D˜`x(p˜)v‖d‖ (Φ˜∗)′ (s∗;−dx) ,
≤ D˜`x(p˜)v‖d‖ g(−1),
=
D˜`x(p˜)v
‖d‖ (−∆g + g(1)) . (55)
Let λθ := ∗ dθ‖d‖ , for θ ∈ [k˜]. From Theorem 5, there exists [aθ]θ∈[k] ∈ Ak, such that
`(ak) = `(p) and ∀θ ∈ [k˜], `(aθ) = `(pλθ ) = `(p) + ∗ dθ‖d‖D˜`(p˜)v + δ
(
∗ dθ‖d‖
)
, (56)
where [δ(·)]x := δx(·) for x ∈ [n].
From the fact that ` is Φ-mixable, it follows that there exists a∗ ∈ A such that for all x ∈ [n],
`x(a∗) ≤ MixΦ(`x(a1:k),µ) = `x(ak) + Φ˜∗(s∗)− Φ˜∗
(
s∗ − JTk `x(a1:k)
)
. (57)
For x ∈ [n], we now define dx ∈ Rk˜ explicitly as
∀θ ∈ [k˜], dx,θ :=
{
dθ +
‖d‖
∗[D˜`x(p˜)v]
δx
(
∗ dθ‖d‖
)
, if x ∈ I
dθ, otherwise.
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From (51), we have ‖dx − d‖ ≤ δ∗,∀x ∈ [n]. Furthermore, from (56) and the fact that for all
x ∈ [n], JTk `x(a1:k) = [`x(aθ)− `x(ak)]θ∈[k˜], we have
JTk `x(a1:k) =
 
∗ D˜`x(p˜)v
‖d‖ dx, if x ∈ I;[
δx
(
∗ dθ‖d‖
)]
θ∈[k˜]
, otherwise.
(58)
Using this, together with (54) and (55), we get ∀x ∈ I,
Φ˜∗(s∗)− Φ˜∗ (s∗ − JTk `x(a1:k)) = Φ˜∗(s∗)− Φ˜∗ (s∗ − ∗ D˜`x(p˜)v‖d‖ dx) ,
≤ ∗ D˜`x(p˜)v‖d‖ g(1)− ∗∆g
D˜`x(p˜)v
‖d‖ 1{D˜`x(p˜)v>0}
+ ∗ ∆g4‖d‖1{D˜`x(p˜)v≤0}
∑
x′∈K
px′D˜`x′(p˜)v. (59)
Combining (57), (58), and (59) yields
〈p, `(a∗)〉 ≤ 〈p, `(ak)〉+ ∗‖d‖ 〈p,D˜`(p˜)v〉g(1)− 3
∗∆g
4‖d‖
∑
x′∈K
px′D˜`x′(p˜)v
+
∑
x6∈I
px
(
Φ˜∗(s∗)− Φ˜∗
(
s∗ −
[
δx
(
∗ dθ‖d‖
)]
θ∈[k˜]
))
,
using (52) and the fact that 〈p,D˜`(p˜)〉 = 0Tn˜ (see Lemma 27), we get
≤ 〈p, `(ak)〉 − 
∗∆g
2‖d‖
∑
x′∈K
px′D˜`x′(p˜)v, (60)
< 〈p, `(p)〉, (61)
where in (61) we used (49) and the fact that `(p) = `(ak) (see (57)). Equation 61 shows that
`(a∗) 6∈ S`, which is a contradiction.
C.3 Proof of Theorem 7
Theorem 7 Let η > 0, and let ` : A → [0,+∞]n a loss. Suppose that dom ` = A and that L` is
twice differentiable on ]0,+∞[n. If η` > 0 then ` is η`-mixable. In particular, η` ≥ η`.
Proof. Let η := η`. We will show that exp(−ηS`) is convex, which will imply that ` is η-mixable
[5].
Since η` = inf p˜∈int ∆˜n(λmax([HL˜log(p˜)]
−1HL˜`(p˜)))
−1 > 0, ηL` − Llog is convex on ri ∆n [18,
Thm. 10]. Let p ∈ ri ∆n and define
Λ(r) := Llog(r) + 〈r, η`(p)− `log(p)〉, r ∈ ri ∆n.
Since Λ is equal to Llog plus an affine function, it follows that ηL`−Λ is also convex on ri ∆n. On the
one hand, since ` and `log are proper losses, we have 〈p, `(p)〉 = L`(p) and 〈p, `log(p)〉 = Llog(p)
which implies that
ηL`(p)− Λ(p) = 0. (62)
On the other hand, since L` and Llog are differentiable we have `(p) = ∇L`(p) and ∇Llog(p) =
`log(p), which yields η∇L`(p)−∇Λ(p) = 0n. This implies that ηL` − Λ attains a minimum at p
[7, Thm. D.2.2.1]. Combining this fact with (62) gives ηL`(r) ≥ Λ(r),∀r ∈ ri ∆n, or equivalently−ηL` ≤ −Λ. By Proposition 20-(iii), this implies
[−ηL`]∗ ≥ [−Λ]∗. (63)
Using Proposition 20-(ii), we get [−Λ]∗(s) = [−Llog]∗(s − `log(p) + η`(p)) for s ∈ Rn. Since
−ηL`(u) = −L`(ηu) = σS`(−ηu) and σ∗S` = ιS` , Proposition 20-(v) implies [−ηL`]∗(s) =
ιS`(−s/η). Similarly, we have [−Llog]∗(s) = ιSlog(−s). Therefore, (63) implies
∀s ∈ Rn, ιS`(−s/η) ≥ ιSlog(−s+ `log(p)− η`(p)).
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This inequality implies that if s ∈ −ηS`, then s ∈ −Slog + `log(p) − η`(p). In particular, if
u ∈ e−ηS` then
u ∈ e−Slog+`log(p)−η`(p) ⊆ Hτ(p),1 = {v ∈ Rn : 〈v,p eη`(p)〉 ≤ 1}. (64)
To see the set inclusion in (64), consider s ∈ −Slog + `log(p) − η`(p), then by definition of the
superprediction set Slog there exists r ∈ ∆n and v ∈ [0,+∞[n, such that s = log r − log p −
η`(p)− v. Thus,
〈es,p eη`(p)〉 = 〈r, e−v〉 ≤ 1, (65)
where the inequality is true because r ∈ ∆n and v ∈ [0,+∞[n. The above argument shows that
e−ηS` ⊆ Hτ(p),1, where τ(p) := p  eη`(p). Furthermore, e−ηS` ⊆ Hτ(p),1∩]0,+∞[n, since
all elements of e−ηS` have non-negative, finite components. The latter set inclusion still holds
for pˆ ∈ rbd ∆n. In fact, from the definition of a support loss, there exists a sequence (pm) in
ri ∆n converging to pˆ such that `(pm)
m→∞→ `(pˆ). Equation 65 implies that for u ∈ e−ηS` ,
〈u,pm  eη`(pm)〉 ≤ 1. Since the inner product is continuous, by passage to the limit, we obtain
〈u, pˆ eη`(pˆ)〉 ≤ 1. Therefore,
e−ηS` ⊆
⋂
p∈∆n
Hτ(p),1∩]0,+∞[n. (66)
Now suppose u ∈ ⋂p∈∆n Hτ(p),1∩]0,+∞[n; that is, for all p ∈ ∆n,
1 ≥
〈
u,p eη`(p)
〉
=
〈
p,u eη`(p)
〉
=
〈
p, eη`(p)+logu
〉
,
≥ e〈p,η`(p)〉+〈p,logu〉, (67)
where the first equality is obtained merely by expanding the expression of the inner product, and
the second inequality is simply Jensen’s Inequality. Since u 7→ eu is strictly convex, the Jensen’s
inequality in (67) is strict unless ∃(c,p) ∈ R×∆n, such that
η`(p) + logu = c1n. (68)
By substituting (68) into (67), we get 1 ≥ exp(c), and thus c ≤ 0. Furthermore, (68) together
with the fact that u ∈]0,+∞[n imply that p ∈ dom `, and thus there exists a ∈ dom ` such that
`(a) = `(p) (Theorem 5). Using this and rearranging (68), we get u = exp(−η`(a) + c1). Since
c ≤ 0, this means that u ∈ exp(−ηS`). Suppose now that (68) does not hold. In this case, (67) must
be a strict inequality for all p ∈ ∆n. By applying the log on both side of (67),
∀p ∈ ∆n, ηL`(p) + 〈p, logu〉 = 〈p, η`(p)〉+ 〈p, logu〉 < 0. (69)
Since p 7→ L`(p) = −σS`(−p) is a closed concave function, the map g : p 7→ ηL`(p) + 〈p, logu〉
is also closed and concave, and thus upper semi-continuous. Since ∆n is compact, the function g
must attain its maximum in ∆n. Due to (69) this maximum is negative; there exists c1 > 0 such that
∀p ∈ ∆k, 〈p, η`(p)〉 − 〈p,− logu〉 ≤ −c1. (70)
Let f(p, x) := η`x(p) + log ux + c1, for x ∈ [n]. It follows from (70) that for all p ∈ ∆n,
Ex∼pf(p, x) ≤ 0 and ∀x ∈ [n],−∞ < f(p, x). Thus, Lemma 25 applied to f with  = c1/2,
implies that there exists p∗ ∈ ri ∆n, such that η`(p∗) ≤ − logu − c1/2 ≤ − logu. From
this inequality, p∗ ∈ dom `, and therefore, there exists a∗ ∈ dom ` such that `(a∗) = `(p∗)
(Theorem 5). This shows that η`(a∗) ≤ − logu, which implies that u ∈ exp−ηS`. There-
fore,
⋂
p∈∆n Hτ(p),1∩]0,+∞[n⊆ e−ηS` . Combining this with (66) shows that e−ηS` =⋂
p∈∆n Hτ(p),1∩]0,+∞[n. Since e−ηS` is the intersection of convex set, it is a itself convex
set. Since dom ` = A by assumption, it follows thatS` = S∞` , and thus e−ηS
∞
` is convex. This
last fact implies that ` is η-mixable [5].
C.4 Proof of Theorem 10
We start by the following characterization of ∆-differentiability (this was defined on page 5 of the
main body of the paper).
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Lemma 38. Let Φ: Rk → R ∪ {+∞} be an entropy. Then Φ is ∆-differentiable if and only if
∀l ⊆ [k] such that |l| > 1, Φ˜l := Φ ◦ qk ◦ [Πk˜l ]T is differentiable on int ∆˜|l|.
Proof. This is a direct consequence of Proposition B.4.2.1 in [7], since 1) Φ˜l is convex; and 2)
Φ˜′l(u˜; v˜ − u˜) = Φ˜′([Πk˜l ]Tu˜; [Πk˜l ]T(v − u)),
= Φ′(qk[Πk˜l ]Tu˜;qk[Πk˜l ]T(v − u)),
for all u˜, v˜ ∈ int ∆˜|l| and Φ˜ := Φ ◦ qk.
Theorem 10 Let Φ : R → R ∪ {+∞} be a ∆-differentiable entropy. Let ` : A → [0,+∞]n be a
loss (not necessarily finite) such that L` is twice differentiable on ]0,+∞[n. If ` is (η,Φ)-mixable
then the GAA achieves a constant regret in the Gn` (A, k) game; for any sequence (xt,at1:k)Tt=1,
Loss`GAA(T )− min
θ∈[k]
Loss`θ(T ) ≤ RΦ` := inf
q∈∆k
max
θ∈[k]
DΦ(eθ, q)/η
Φ
` ,
where eθ is the θth basis element of Rk.
Proof. For all l ⊆ [k] such that |l| > 1, let Φ˜ := Φ ◦ qk and Φ˜l := Φ˜ ◦ [Πk˜l ]T. From Lemma 33 the
infimum involved in the definition of the expert distribution qt in Algorithm 2 is indeed attained. It
remains to verify that this minimum is unique. This will become clear in what follows.
Let l0 = [k] and It := {θ ∈ [k] : `xt(atθ) < +∞}, t ∈ [T ]. For t ∈ [T ], we define the non-increasing
sequence of subsets (lt) of [k] defined by lt := It ∩ lt−1. We show by induction that qt ∈ ∆lt and
∇Φ˜lt(Πk˜lt q˜t) = Πk˜lt
(
∇Φ˜(q˜0)−
t∑
s=1
JTk `xs(A
s)
)
, (71)
where As := [asθ] ∈ Ak, s ∈ N. Suppose that (71) holds true up to some t ≥ 1. We will now
show that it holds for t+ 1. To simplify expressions, we denote x˜l := Πk˜l x˜ ∈ Rl for x˜ ∈ Rk˜, and
zt := `xt(A
t), t ∈ [T ]. From the definition of qt in Algorithm 2, we have
qt+1 ∈M := Argmin
µ∈∆k
〈µ, zt+1〉+DΦ(µ, qt).
Using the definition of It+1,
M = Argmin
µ∈∆lt+1
〈µ, zt+1〉+DΦ(µ, qt),
= Argmin
µ∈∆lt+1
〈µ, zt+1〉+ Φ˜lt(µ˜lt)− Φ˜lt(q˜tl )− Φ˜′lt(q˜tlt ; µ˜lt − q˜tlt).
Now using the facts that qt ∈ ∆lt , µ ∈ ∆lt+1 ⊆ ∆lt , Φ is ∆-differentiable, and Lemma 38, we have
M = Argmin
µ∈∆lt+1
〈µ, zt+1〉+ Φ˜lt+1(µ˜lt+1)− Φ˜lt(q˜tlt)− 〈µ˜lt − q˜tlt ,∇Φ˜lt(q˜tlt)〉.
Using the facts that 〈µ, zt+1〉 = zt+1k + 〈µ˜lt+1 ,Πk˜lt+1JTk zt+1〉, for µ˜ ∈ ∆˜lt+1 , and
〈µ˜lt ,∇Φ˜lt(q˜tlt)〉M = 〈µ˜lt+1 ,Πl
t
lt+1∇Φ˜lt(q˜tlt)〉 (since µ ∈ ∆lt+1 )
M = Argmin
µ∈∆lt+1
〈µ˜lt+1 ,−Πl
t
lt+1∇Φ˜lt(q˜tlt) + Πk˜lt+1JTk zt+1〉+ Φ˜lt+1(µ˜lt+1)
+ 〈q˜tlt ,∇Φ˜lt(q˜tlt)〉 − Φ˜lt(q˜tlt),
and since the last two terms are independent of µ,
M = Argmin
µ∈∆lt+1
〈µ˜lt+1 ,−Πl
t
lt+1∇Φ˜lt(q˜tlt) + Πk˜lt+1JTk zt+1〉+ Φ˜lt+1(µ˜lt+1).
Now using Fenchel duality property in Proposition 20-(iv),
M = {µ ∈ ∆lt+1 : Πk˜lt+1 ◦Πk(µ) = µ˜lt+1 ∈ ∂Φ˜∗lt+1(Πl
t
lt+1∇Φ˜lt(q˜tlt)−Πk˜lt+1JTk zt+1)}.
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Finally, due to Lemma 29 and Proposition 12, Φ˜∗lt+1 is differentiable on R
|lt+1|−1, and thus
M = {qk ◦ [Πk˜lt+1 ]T ◦ ∇Φ˜∗lt+1(Πl
t
lt+1∇Φ˜lt(q˜tlt)−Πk˜lt+1JTk zt+1)}. (72)
From (72), we obtain
∇Φ˜lt+1(Πk˜lt+1 q˜t+1) = Πl
t
lt+1∇Φ˜lt(q˜tlt)−Πk˜lt+1JTk zt+1. (73)
Thus using the induction assumption and the fact that Πl
t
lt+1Π
k˜
lt = Π
k˜
lt+1 (since l
t+1 ⊆ lt), the result
follows, i.e. (71) is true for all t ∈ [T ]. Furthermore, qt+1 ∈ ∆lt+1 , since Πk˜lt+1 q˜t+1 ∈ dom Φ˜lt+1 ⊆
∆˜|lt+1|. Using the same arguments as above, one arrives at
MixΦ(q
t, zt+1) = zt+1k + infµ∈∆lt+1
〈µ˜lt+1 ,−Πl
t
lt+1∇Φ˜lt(q˜tlt) + Πk˜lt+1JTk zt+1〉+ Φ˜lt+1(µ˜lt+1)
+ 〈q˜tlt ,∇Φ˜lt(q˜tlt)〉 − Φ˜lt(q˜tlt).
Using the Fenchel duality property Proposition 20-(vi) and (72),
= zt+1k + Φ˜
∗
lt(∇Φ˜lt(q˜tlt))− Φ˜∗lt+1(Πl
t
lt+1∇Φ˜lt(q˜tlt)−Πk˜lt+1JTk zt+1). (74)
On the other hand, Φ-mixability implies that there exists at∗ ∈ At, such that for all xt ∈ [n],
∀t ∈ [T ], `xt(at∗) ≤ MixΦ(qt−1, zt),
Summing this inequality for t = 1, . . . , T yields,
T∑
t=1
`xt(a
t
∗) ≤
T∑
t=1
MixΦ(q
t−1, zt),
and thus using (74) and (73) yields
T∑
t=1
`xt(a
t
∗) ≤
T∑
t=1
`xt(a
t
k) + Φ˜
∗(∇Φ˜(q˜0))− Φ˜∗lT (Πl
T−1
lT ∇Φ˜lT−1(q˜T−1lT−1)−Πk˜lT JTk zT ).
Finally, using (71) together with the fact that Πl
T−1
lT Π
k˜
lT−1 = Π
k˜
lT
T∑
t=1
`xt(a
t
∗) ≤
T∑
t=1
`xt(a
t
k) + Φ˜
∗(∇Φ˜(q˜0))− Φ˜∗lT
(
Πk˜lT
(
∇Φ˜(q˜0)−
T∑
t=1
JTk `xt(A
t)
))
.
Using the definition of the Fenchel dual and Proposition 20-(vi) again, the above inequality becomes
T∑
t=1
`xt(a
t
∗) ≤
T∑
t=1
`xt(a
t
k) + 〈q˜0,∇Φ˜(q˜0))〉 − Φ˜(q˜0)
− sup
pi∈∆|lT |
[〈
p˜i,Πk˜lT
(
∇Φ˜(q˜0)−
T∑
t=1
JTk `xt(A
t)
)〉
− Φ˜lT (p˜i)
]
,
=
T∑
t=1
`xt(a
t
k) + 〈q˜0,∇Φ˜(q˜0))〉 − Φ˜(q˜0)
+ inf
µ∈∆lT
[〈
µ˜,
T∑
t=1
JTk `xt(A
t)−∇Φ˜(q˜0)
〉
+ Φ˜(µ˜)
]
. (75)
Using the fact that ∀θ ∈ [k] \ lT ,∑Tt=1 `xt(atθ) = +∞ (by definition of (lt)), the right hand side of
(75) becomes
T∑
t=1
`xt(a
t
k) + 〈q˜0,∇Φ˜(q˜0))〉 − Φ˜(q˜0) + inf
µ∈∆k
[〈
µ˜,
T∑
t=1
JTk `xt(A
t)−∇Φ˜(q˜0)
〉
+ Φ˜(µ˜)
]
.
Thus, we get
∀µ ∈ ∆k,
T∑
t=1
`xt(a
t
∗) ≤
T∑
t=1
`xt(a
t
k) +
〈
µ˜,
T∑
t=1
JTk `xt(A
t)
〉
+ Φ˜(µ˜)− Φ˜(q˜0)− 〈µ˜− q˜0,∇Φ˜(q˜0)〉.
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Using the facts that
∑T
t=1 `xt(a
t
k) +
〈
µ˜,
∑T
t=1 J
T
k `xt(A
t)
〉
=
〈
µ,
∑T
t=1 `xt(A
t)
〉
and the defini-
tion of the divergence,
∀µ ∈ ∆k,
T∑
t=1
`xt(a
t
∗) ≤
〈
µ,
T∑
t=1
`xt(A
t)
〉
+DΦ(µ, q
0),
which for µ = eθ implies
∀θ ∈ [k],
T∑
t=1
`xt(a
t
∗) ≤
T∑
t=1
`xt(a
t
θ) +DΦ(eθ, q
0). (76)
When instead of Φ-mixability, we have (η,Φ)-mixability, the last term in (76) becomes DΦ(eθ,q
0)
η
and the desired result follows.
C.5 Proof of Theorem 11
We require the following result:
Proposition 39. For the Shannon entropy S, it holds that S˜
∗
(v) = log(〈exp(v),1k˜〉+1),∀v ∈ Rk−1,
and S?(z) = log〈exp(z),1k〉,∀z ∈ Rk.
Proof. Given v ∈ Rk−1, we first derive the expression of the Fenchel dual S˜∗(v) :=
supq˜∈∆˜k〈q˜,v〉 − S˜(q˜). Setting the gradient of q˜ 7→ 〈q˜,v〉 − S˜(q˜) to 0k˜ gives v = ∇S˜(q˜). For
q ∈]0,+∞[k, we have∇ S(q) = log q+1k, and from appendix A we know that∇S˜(q˜) = JTk∇ S(q).
Therefore,
v = ∇S˜(q˜) =⇒ v = JTk∇ S(q) =⇒ v = log
q˜
qk
,
where the right most equality is equivalent to q˜/qk = exp(v). Since 〈q˜,1k˜〉 = 1 − qk, we get
qk = (〈exp(v),1k˜〉 + 1)−1. Therefore, the supremum in the definition of S˜
∗
(v) is attained at
q˜∗ = exp(v)(〈exp(v),1k˜〉+ 1)−1. Hence S˜
∗
(v) = 〈q˜∗,v〉− 〈q˜∗, log q˜∗〉 = log(〈exp(v),1k˜〉+ 1).
Finally, using (14) we get S?(z) = log〈exp(z),1k〉, for z ∈ Rk.
Theorem 11 Let η > 0. A loss ` : A → [0,+∞]n is η-mixable if and only if ` is (η,S)-mixable.
Proof.
Claim 1. For all q ∈ ∆k, A := a1:k ∈ Rk, and x ∈ [n]
−η−1 log 〈exp(−η`x(A)), q〉 = MixηS(`x(A), q). (77)
Let q ∈ ri ∆k. From Proposition 39, the Shannon entropy is such that S? is differentiable on Rk, and
thus it follows from Lemma 33 ((33)-(34)) that for any d ∈ [0,+∞[k
MixS(d, q) = S
?(∇S(q))− S?(∇S(q)− d). (78)
By definition of S,∇S(q) = log q+1k, and due to Proposition 39, S?(z) = log〈exp z,1k〉, z ∈ Rk.
Therefore,
∇ S(q)− ηd = log(exp(−ηd) q) + 1k. (79)
On the other hand, from [12] we also have
MixηS(d, q) = η
−1 MixS(ηd, q), η > 0. (80)
Combining (78)-(80), yields
−η−1 log 〈exp(−ηd, q〉 = MixηS(d, q). (81)
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Suppose now that q ∈ ri ∆l for l ⊆ [k] such that |l| > 1. By repeating the argument above for
Sl := S ◦ΠTl , we get
∀d ∈ [0,+∞[n, MixηSl(Πld,Πlq) = −η−1 log〈exp(−ηΠld),Πlq〉,
= −η−1 log〈exp(−ηd), q〉. (82)
Fix x ∈ [n] and let dˆ := `x(A) ∈ [0,+∞]k. Let (dˆm) ⊂ [0,+∞[k be any sequence converging to dˆ.
Lemma 34, MixηS(dˆm, q)
m→∞→ MixηS(dˆ, q). Using this with (82) gives
−η−1 log 〈exp(−η`x(A)), q〉 = lim
m→∞−η
−1 log〈exp(−ηdˆm), q〉,
= lim
m→∞Mix
η
S(dˆm, q),
= MixηS(dˆ, q) = Mix
η
S(`x(A), q). (83)
It remains to check the case where q is a vertex; Without loss of generality assume that q = e1 and
let µ ∈ ∆k \ {e1}. Then there exists l∗ ⊂ [k], such that (e1,µ) ∈ (rbd ∆l∗) × (ri ∆l∗) and by
Lemma 30, S′(e1;µ− e1) = −∞. Therefore, ∀q ∈ ∆k \ {e1}, DSη (q, e1) = +∞, which implies
∀x ∈ [n],MixηS(`x(A), e1) = inf
q∈∆k
〈q, `x(A)〉+DSη (q, e1),
= 〈e1, `x(A)〉+DSη (e1, e1),
= 〈e1, `x(A)〉,
= `x(a1) = −η−1 log 〈exp(−η`x(A)), e1〉 . (84)
Combining (84) and (83) proves the claim in (77). The desired equivalence follows trivially from the
definitions of η-mixability and (η,S)-mixability.
C.6 Proof of Theorem 13
We need the following lemma to show Theorem 13.
Lemma 40. Let Φ be as in Theorem 13. Then η`Φ− S is convex on ∆k only if Φ satisfies (22).
Proof. Let qˆ ∈ rbd ∆k. Suppose that there exists q ∈ ri ∆k such that Φ′(qˆ; q − qˆ) > −∞. Since Φ
is convex, it must have non-decreasing slopes; in particular, it holds that Φ′(qˆ; q− qˆ) ≤ Φ(q)−Φ(qˆ).
Therefore, since Φ is finite on ∆k (by definition of an entropy), we have Φ′(qˆ; q − qˆ) < +∞. Since
by assumption η`Φ− S is convex and finite on the simplex, we can use the same argument to show
that [η`Φ − S]′(qˆ; q − qˆ) = η`Φ′(qˆ; q − qˆ) − S′(qˆ; q − qˆ) < +∞. This is a contradiction since
S′(qˆ; q − qˆ) = −∞ (Lemma 30). Therefore, it must hold that Φ′(qˆ; q − qˆ) = −∞.
Suppose now that (qˆ, q) ∈ (rbd ∆l) × (ri ∆l) for l ⊆ [k], with |l| > 1. Let Φl := Φ ◦ ΠTl and
Sl := S ◦ΠTl . Since η`Φ − S is convex on ∆k and Πl is a linear function, η`Φl − Sl is convex
on ∆|l|. Repeating the steps above for Φ and S substituted by Φl and Sl, respectively, we get
that (Φl)′(Πlqˆ; Πlq − Πlqˆ) = −∞. Since (Φl)′(Πlqˆ; Πlq − Πlqˆ) = Φ′(qˆ; q − qˆ) the proof is
completed.
Theorem 13 Let η > 0, ` : A → [0,+∞]n a η-mixable loss, and Φ: Rk → R ∪ {+∞} an entropy.
If ηΦ− S is convex on ∆k, then ` is Φ-mixable.
Proof. Assume η`Φ− S is convex on ∆k. For this to hold, it is necessary that η` > 0 since −S is
strictly concave. Let η := η` and Sη := η−1 S. Then S˜η = η−1S˜ and Φ˜ − S˜η = (Φ − Sη) ◦ qk is
convex on ∆˜k, since Φ− Sη is convex on ∆k and qk is affine.
Let x ∈ [n], A := [aθ]θ∈[k], and q ∈ ∆k. Suppose that q ∈ ri ∆k and let s∗q ∈ ∂Φ˜(q˜) be
as in Proposition 33. Note that if `x(aθ) = +∞,∀θ ∈ [k], then the Φ-mixability condition
(8) is trivially satisfied. Suppose, without loss of generality, that `x(ak) < +∞. Let (dm) ⊂
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[0,+∞[k be any sequence such that dm m→∞→ d := `x(A) ∈ [0,+∞]k. From Lemmas 30 and 34,
MixΨ(dm, q)
m→∞→ MixΨ(d, q) for Ψ ∈ {Φ,Sη}.
Let Υ˜q : Rk−1 → R ∪ {+∞} be defined by
Υ˜q(µ˜) := S˜η(µ˜) + 〈µ˜, s∗q −∇S˜η(q˜)〉 − Φ˜∗(s∗q) + S˜
∗
η(∇S˜η(q˜)),
and it’s Fenchel dual follows from Proposition 20 (i+ii):
Υ˜∗q(v) = S˜
∗
η(v − s∗q +∇S˜η(q˜)) + Φ˜∗(s∗q)− S˜
∗
η(∇S˜η(q˜)),
After substituting v by s∗q − JTk d in the expression of Υ˜∗q and rearranging, we get
S˜
∗
η(∇S˜η(q˜))− S˜
∗
η(∇S˜η(q˜)− JTk dm) = Φ˜∗(s∗q)− Υ˜∗q(s∗q − JTk dm). (85)
Since s∗q ∈ ∂Φ˜(q˜) and Φ˜ is a closed convex function, combining Proposition 20-(iv) and the fact that
Φ˜∗∗ = Φ˜ [7, Cor. E.1.3.6] yields 〈q˜, s∗q〉 − Φ˜∗(s∗q) = Φ˜(q˜). Thus, after substituting µ˜ by q˜ in the
expression of Υ˜q , we get
Φ˜(q˜) = Υ˜q(q˜). (86)
On the other hand, Φ˜− Υ˜q is convex on ∆˜k, since Υ˜q is equal to S˜η plus an affine function. Thus,
∂[Φ˜ − Υ˜q](q˜) + ∂Υ˜q(q˜) = ∂Φ˜(q˜), since Φ˜ and Υ˜q are both convex (ibid., Thm. D.4.1.1). Since
Υ˜q is differentiable at q˜, we have ∂Υ˜q(q˜) = {∇Υ˜q(q˜)} = {s∗q}. Furthermore, since s∗q ∈ ∂Φ˜(q˜),
then 0k˜ ∈ ∂Φ˜(q)− ∂Υ˜q(q˜) = ∂[Φ˜− Υ˜q](q˜). Hence, Φ˜− Υ˜q attains a minimum at q˜ (ibid., Thm.
D.2.2.1). Due to this and (86), Φ˜ ≥ Υ˜q, which implies that Φ˜∗ ≤ Υ˜∗q (Proposition 20-(iii)). Using
this in (85) gives for all m ∈ N
S˜
∗
η(∇S˜η(q˜))− S˜
∗
η(∇S˜η(q˜)− JTk dm) ≤ Φ˜∗(s∗q)− Φ˜∗(s∗q − JTk dm),
=⇒ MixηS(dm, q) ≤ MixΦ(dm, q),
where the implication is obtained by adding [dm]k on both sides of the first inequality and using
Proposition 33.
Suppose now that q ∈ ri ∆l, with |l| > 1, and let Φl := Φ ◦ ΠTl and Sl := S ◦ΠTl . Note that since
η`Φ − S is convex on ∆k and Πl is a linear function, η`Φl − Sl is convex on ∆|l|. Repeating the
steps above for Φ, S, q, and A substituted by Φl, Sl, Πlq, and AΠ
T
l , respectively, yields
MixηSl(Πldm,Πlq) ≤ MixΦl(Πldm,Πlq),
=⇒ MixηS(dm, q) ≤ MixΦ(dm, q),
=⇒ MixηS(`x(A), q) ≤ MixΦ(`x(A), q), (87)
where the first implication follows from Lemma 32, since Sη and Φ both satisfy (22) (see Lemmas
30 and 40), and (87) is obtained by passage to the limit m→∞. Since η = η` > 0, ` is η-mixable,
which implies that ` is Sη-mixable (Theorem 11). Therefore, there exists a∗ ∈ A, such that
`x(a∗) ≤ MixηS(`x(A), q) ≤ MixΦ(`x(A), q). (88)
To complete the proof (that is, to show that ` is Φ-mixable), it remains to consider the case where q
is a vertex of ∆k. Without loss of generality assume that q = e1 and let µ ∈ ∆k \ {e1}. Thus, there
exists l∗ ⊆ [k], with |l∗| > 1, such that (e1,µ) ∈ (rbd ∆l∗)× (ri ∆l∗), and Lemma 40 implies that
Φ′(e1;µ− e1) = −∞. Therefore, ∀q ∈ ∆k \ {e1}, DΦ(q, e1) = +∞, which implies
∀x ∈ [n],MixΦ(`x(A), e1) = inf
q∈∆k
〈q, `x(A)〉+DΦ(q, e1),
= 〈e1, `x(A)〉+DΦ(e1, e1) = 〈e1, `x(A)〉,
= `x(a1). (89)
The Φ-mixability condition (8) is trivially satisfied in this case. Combining (88) and (89) shows that
` is Φ-mixable.
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C.7 Proof of Theorem 14
The following Lemma gives necessary regularity conditions on the entropy Φ under the assumptions
of Theorem 14.
Lemma 41. Let Φ and ` be as in Theorem 14. Then the following holds
(i) Φ˜ is strictly concave on int ∆˜k.
(ii) Φ˜∗ is be continuously differentiable on Rk−1.
(iii) Φ˜∗ is twice differentiable on Rk−1 and ∀q˜ ∈ int ∆˜k,HΦ˜∗(∇Φ˜(q˜)) = (HΦ˜(q˜))−1.
(iv) For the Shannon entropy, we have (HS˜(q˜))−1 = HS˜
∗
(∇S˜(q˜)) = diag q˜ − q˜q˜T.
Proof. Since ` is Φ-mixable and L` is twice differentiable on ]0,+∞[n, Φ˜∗ is continously differen-
tiable on Rn−1 (Proposition 12). Therefore, Φ˜ is strictly convex on ri ∆k [7, Thm. E.4.1.2].
The differentiability of Φ˜ and Φ˜∗ implies ∇Φ˜∗(∇Φ˜(q˜)) = q˜ (ibid.). Since Φ˜ is twice differentiable
on int ∆˜k (by assumption), the latter equation implies that Φ˜∗ is twice differentiable on∇Φ˜(int ∆˜k).
Using the chain rule, we get HΦ˜∗(∇Φ˜(u))HΦ˜(u) = Ik˜. Multiplying both sides of the equation by
(HΦ˜(u))−1 from the right gives the expression in (iii). Note that HΦ˜(·) is in fact invertible on int ∆˜k
since Φ˜ is strictly convex on int ∆˜k. It remains to show that∇Φ˜(int ∆˜k) = Rk−1. This set equality
follows from 1) [q˜ ∈ ∂Φ˜∗(s) ⇐⇒ s ∈ ∂Φ˜(q˜)] (ibid., Cor. E.1.4.4); 2) dom Φ˜∗ = Rk−1; and 3)
∀q˜ ∈ bd ∆˜k, ∂Φ˜(q˜) = ∅ (Lemma 32).
For the Shannon entropy, we have S˜
∗
(v) = log(〈exp(v),1k˜〉+ 1) (Proposition 39) and ∇S˜(q˜) =
log q˜qk , for (v, q˜) ∈ Rk−1 × ∆˜k. Thus (HS˜(q˜))−1 = HS˜
∗
(∇S˜(q˜)) = diag q˜ − q˜q˜T.
To show Theorem 14, we analyze a particular parameterized curve defined in the next lemma.
Lemma 42. Let ` : ∆n → [0,+∞]n be a proper loss whose Bayes risk L` is twice differentiable on
]0,+∞[n, and let Φ be an entropy such that Φ˜ and Φ˜∗ are twice differentiable on int ∆˜k and Rk−1,
respectively. For (p˜, q˜, V ) ∈ int ∆˜n × int ∆˜k × Rn˜×k˜, let β : R→ Rn be the curve defined by
∀x ∈ [n], βx(t) = ˜`x(p˜) + Φ˜∗(∇Φ˜(q˜))− Φ˜∗(∇Φ˜(q˜)− JTk ˜`x(P˜ t)), (90)
where P˜ t = [p˜1T
k˜
+ tV, p˜] ∈ Rn˜×k and t ∈ {s ∈ R : ∀j ∈ [k˜], p˜+ sV•,j ∈ int ∆˜n}. Then
β(0) = ˜`(p˜),
β˙(0) = D˜`(p˜)V q˜,
d
dt
〈
p, β˙(t)
〉∣∣∣∣
t=0
= −
k−1∑
j=1
qjV
T
•,jHL˜`(p˜)V•,j − tr(diag (p)D˜`(p˜)V (HΦ˜(q˜))−1(D˜`(p˜)V )T).
(91)
Proof. Since P˜ t = [p˜1T
k˜
+ tV, p˜] ∈ Rn˜×k, P˜ 0 = p˜1Tk and ˜`x(P˜ 0) = ˜`x(p˜)1k. As a result,
JTk
˜`
x(P˜
0) = 0k˜, and thus βx(0) = ˜`x(p˜) + Φ˜
∗(∇Φ˜(q˜))− Φ˜∗(∇Φ˜(q˜)− 0k˜) = ˜`x(p˜). This shows
that β(0) = ˜`(p˜). Let γx(t) := ∇Φ˜(q˜)− JTk ˜`x(P˜ t). For j ∈ [k − 1],
d
dt
[γx(t)]j =
d
dt
(
[∇Φ˜(q˜)]j − [JTk ˜`x(P˜ t)]j
)
,
= − d
dt
(
˜`
x(P˜
t
•,j)− ˜`x(P˜ t•,k)
)
,
= − d
dt
(
˜`
x(p˜+ tV•,j)− ˜`x(p˜)
)
,
(
since
d
dt
`x(P˜
t
•,k) =
d
dt
˜`
x(p˜) = 0
)
= −D˜`x(P˜ t•,j)V•,j .
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From the definition of P˜ t, P˜ 0•,j = p˜, ∀j ∈ [k˜], and therefore, γ˙x(0) = −(D˜`x(p˜)V )T. By differ-
entiating βx in (90) and using the chain rule, β˙x(t) = −(γ˙x(t))T∇Φ˜∗(γx(t)). By setting t = 0 ,
β˙x(0) = −(γ˙x(0))T∇Φ˜∗(∇Φ˜(q˜)) = D˜`x(p˜)V q˜. Thus, β˙(0) = D˜`(p˜)V q˜. Furthermore,
d
dt
〈
p, β˙(t)
〉∣∣∣∣
t=0
=
d
dt
n∑
x=1
px
k−1∑
j=1
D˜`x(P˜
t
•,j)V•,j [∇Φ˜∗(γx(t))]j
∣∣∣∣∣∣
t=0
,
=
k−1∑
j=1
d
dt
(
n∑
x=1
pxD˜`x(P˜
t
•,j)V•,j [∇Φ˜∗(γx(t))]j
)∣∣∣∣∣
t=0
,
=
k−1∑
j=1
(
d
dt
〈
p,D˜`(P˜ t•,j)V•,jqj
〉∣∣∣∣
t=0
+
n∑
x=1
pxD˜`x(p˜)V•,j
d
dt
[∇Φ˜∗(γx(t))]j
∣∣∣∣
t=0
)
,
= −
k−1∑
j=1
qjV
T
•,jHL˜`(p˜)V•,j −
n∑
x=1
k−1∑
i=1
j=1
pxD˜`x(p˜)V•,j [HΦ˜
∗(∇Φ˜(q˜))]j,iD˜`x(p˜)V•,i,
= −
k−1∑
j=1
qjV
T
•,jHL˜`(p˜)V•,j − tr(diag (p)D˜`(p˜)V HΦ˜∗(∇Φ˜(q˜))(D˜`(p˜)V )T),
= −
k−1∑
j=1
qjV
T
•,jHL˜`(p˜)V•,j − tr(diag (p)D˜`(p˜)V (HΦ˜(q˜))−1(D˜`(p˜)V )T),
where in the third equality we used Lemma 25, in the fourth equality we used Lemma 28, and in the
sixth equality we used Lemma 41-(iii).
In next lemma, we state a necessary condition for Φ-mixability in terms of the parameterized curve β
defined in Lemma 42.
Lemma 43. Let `, Φ, and β be as in Lemma 42. If ∃(p˜, q˜, V ) ∈ int ∆˜n × int ∆˜k × Rn˜×k˜ such that
the curve γ(t) := ˜`(p˜ + tV q˜) satisfies ddt 〈p, β˙(t)− γ˙(t)〉
∣∣∣
t=0
< 0, then ` is not Φ−mixable. In
particular, ∃P ∈ ri ∆kn, such that [MixΦ(`x(P ), q)]Tx∈[n] lies outsideS`.
Proof. First note that for any triplet (p˜, q˜, V ) ∈ int ∆˜n × int ∆˜k × Rn˜×k˜, the map t 7→〈
p, β˙(t)− γ˙(t)
〉
is differentiable at 0. This follows from Lemmas 25 and 42. Let r(t) :=
qn(p˜+ tV q˜) and δ(t) := 〈r(t), β(t)− γ(t)〉. Then
δ˙(t) =
〈
r(t), β˙(t)− γ˙(t)
〉
+ 〈V q˜, β(t)− γ(t)〉 .
Since t 7→ 〈p, β˙(t) − γ˙(t)〉 is differentiable at 0, it follows from Lemma 25 that t 7→ δ˙(t) is also
differentiable at 0, and thus
δ¨(0) =
d
dt
〈
r(t), β˙(t)− γ˙(t)
〉∣∣∣∣
t=0
+
〈
JnV q˜, β˙(0)− γ˙(0)
〉
,
=
〈
r˙(0), β˙(0)− γ˙(0)
〉
+
d
dt
〈
p, β˙(t)− γ˙(t)
〉∣∣∣∣
t=0
, (92)
=
〈
JnV q˜, β˙(0)− γ˙(0)
〉
+
d
dt
〈
p, β˙(t)− γ˙(t)
〉∣∣∣∣
t=0
,
=
d
dt
〈
p, β˙(t)− γ˙(t)
〉∣∣∣∣
t=0
< 0, (93)
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where (92) and (93) hold because β˙(0) = D˜`(p˜)V q˜ = γ˙(0) (see Lemma 42). According to Taylor’s
theorem (see e.g. [? , §151]), there exists  > 0 and h : [−, ]→ R such that
∀|t| ≤ , δ(t) = δ(0) + tδ˙(0) + t
2
2
δ¨(0) + h(t)t2, (94)
and limt→0 h(t) = 0. From Lemma 42, β(0) = γ(0) = 0 and β˙(0) = γ˙(0). Therefore, δ(0) =
δ˙(0) = 0 and (94) becomes δ(t) = t
2
2 δ¨(0) + h(t)t
2. Due to (93) and the fact that limt→0 h(t) = 0,
we can choose ∗ > 0 small enough such that δ(∗) =
2∗
2 δ¨(0) + h(∗)
2
∗ < 0. This means that
〈qn(p˜ + ∗V q˜), β(∗)〉 < 〈qn(p˜ + ∗V q˜), ˜`(p˜ + ∗V q˜)〉 = 〈qn(p˜ + ∗V q˜), `(qn(p˜ + ∗V q˜)〉.
Therefore, β(∗) must lie outside the superprediction set. Thus, the mixability condition (8) does not
hold for P ∗ = qn[p˜1Tk˜ + ∗V, p˜] ∈ ri ∆kn. This completes the proof.
Theorem 14 Let ` : A → [0,+∞]n be a loss such that L` is twice differentiable on ]0,+∞[n, and
Φ: Rk → R ∪ {+∞} an entropy such that Φ˜ := Φ ◦ qk is twice differentiable on int ∆˜k. Then ` is
Φ-mixable only if η`Φ− S is convex on ∆k.
Proof. We will prove the contrapositive; suppose that η`Φ − S is not convex on ∆k and we show
that ` cannot be Φ-mixable. Note first that from Lemma 41-(iii), Φ˜∗ is twice differentiable on Rk−1.
Thus Lemmas 42 and 43 apply. Let ` be a proper support loss of ` and suppose that η`Φ− S is not
convex on ∆k, This implies that η`Φ˜ − S˜ is not convex on int ∆˜k, and by Lemma 22 there exists
q˜∗ ∈ int ∆˜k, such that 1 > η`λmin(HΦ˜(q˜∗)(HS˜(q˜∗))−1). From this and the definition of η`, there
exists p˜∗ ∈ int ∆˜n such that
1 >
λmin(HΦ˜(q˜∗)(HS˜(q˜∗))−1)
λmax([HL˜log(p˜∗)]−1HL˜`(p˜∗))
=
λmin(HΦ˜(q˜∗)(diag (q˜∗)− q˜∗q˜T∗ ))
λmax([HL˜log(p˜∗)]−1HL˜`(p˜∗))
, (95)
where the equality is due to Lemma 41-(iv). For the rest of this proof let (p˜, q˜) = (p˜∗, q˜∗).
By assumption, L˜` twice differentiable and concave on int ∆˜n, and thus −HL˜`(p˜) is symmetric
positive semi-definite. Therefore, their exists a symmetric positive semi-definite matrix Λp such
that ΛpΛp = −HL˜`(p˜). From Lemma 41-(i), Φ˜ is strictly convex on int ∆˜k, and so there exists a
symmetric positive definite matrix Kq such that KqKq = HΦ˜(q˜). Let w ∈ Rn−1 be the unit norm
eigenvector of [HL˜log(p˜)]
−1HL˜`(p˜) associated with λ
`
∗ := λmax([HL˜log(p˜)]
−1HL˜`(p˜)). Suppose
that c` := wTHL˜`(p˜)w = 0. Since w
TΛpΛpw = −c` = 0, it follows from the positive semi-
definiteness of Λp that Λpw = 0n˜, and thus HL˜`(p˜)w = −ΛpΛpw = 0n˜. This implies that
λ`∗ = 0, which is not possible due to (95). Therefore, HL˜`(p˜)w 6= 0n˜. Furthermore, the negative
semi-definiteness of HL˜`(p˜) implies that
c` = w
THL˜`(p˜)w < 0. (96)
Let v ∈ Rk−1 be the unit norm eigenvector of Kq(diag (q˜) − q˜q˜T)Kq associated with λΦ∗ :=
λmin(Kq(diag (q˜) − q˜q˜T)Kq) = λmin(HΦ˜(q˜)(diag (q˜) − q˜q˜T)), where the equality is due to
Lemma 21. Let vˆ := Kqv.
We will show that for V = wvˆT, the parametrized curve β defined in Lemma 42 satisfies
d
dt 〈p, β˙(t)− γ˙(t)〉
∣∣∣
t=0
< 0, where γ(t) = ˜`(p˜ + tV q˜). According to Lemma 43 this would
imply that there exists P ∈ ri ∆kn, such that [MixΦ(`x(P ), q)]Tx∈[n] lies outside S`. From The-
orem 5, we know that there exists A∗ ∈ Ak, such that `x(A∗) = `x(P ),∀x ∈ [n]. Therefore,
[MixΦ(`x(A∗), q)]Tx∈[n] = [MixΦ(`x(P ), q)]
T
x∈[n] /∈ S`, and thus ` is not Φ-mixable.
From Lemma 42 (Equation 91) and the fact that V•,j = vˆjw, for j ∈ [k˜], we can write
d
dt
〈
p, β˙(t)
〉∣∣∣∣
t=0
= −
k−1∑
j=1
qj vˆ
2
jw
THL˜`(p˜)w − tr(diag (p)D˜`(p˜)V (HΦ˜(q˜))−1(D˜`(p˜)V )T),
= −〈q˜, vˆ  vˆ〉wTHL˜`(p˜)w − (vˆT(HΦ˜(q))−1vˆ)〈p, [D˜`(p˜)w] [(D˜`(p˜)w]〉,
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where the second equality is obtained by noting that 1) (vˆT(HΦ˜(q))−1vˆ) is a scalar quantity and can
be factorized out; and 2) tr(diag(p)D˜`(p˜)w(D˜`(p˜)w)T) = 〈p, (D˜`(p˜)w) (D˜`(p˜)w)〉.
On the other hand, from Lemma 28, ddt 〈p, γ˙(t)〉
∣∣
t=0
= −〈q˜, vˆ〉2wTHL˜`(q˜)w. Using (17) and the
definition of c`, we get
d
dt
〈
p, β˙(t)− γ˙(t)
〉∣∣∣∣
t=0
= [−〈q˜, vˆ  vˆ〉+ 〈q˜, vˆ〉2]c`+
(vˆT(HΦ˜(q))−1vˆ)(wT(HL˜`(p˜))(HL˜log(p˜))
−1HL˜`(p)w),
= −c`[〈q˜, vˆ  vˆ〉 − 〈q˜, vˆ〉2 − λ`∗(vˆT(HΦ˜(q))−1vˆ)],
= −c`[vˆT(diag (q˜)− q˜q˜T)vˆ − λ`∗(vˆT(HΦ˜(q))−1vˆ)],
= −c`[vˆT(diag (q˜)− q˜q˜T)vˆ − λ`∗(vTKq(KqKq)−1Kqv)],
= −c`[vTKq(diag (q˜)− q˜q˜T)Kqv − λ`∗], (97)
= −c`[λΦ∗ − λ`∗],
= −c`[λmin(HΦ˜(q)(diag (q˜)− q˜q˜T))− λmax(HL˜`(p˜)(HL˜log(p˜))−1)],
where in (97) we used the fact that vTv = 1. The last equality combined with (95) and (96) shows
that ddt 〈p, β˙(t)− γ˙(t)〉
∣∣∣
t=0
< 0, which completes the proof.
C.8 Proof of Lemma 15
Lemma 15 Let ` : A → [0,+∞]n be a loss. If dom ` = A, then either H` = ∅ or η` ∈ H`.
Proof. Suppose H` 6= ∅. Let q ∈ ∆k, A := a1:k ∈ Ak. By definition of η` there exists (ηm) ⊂
[0,+∞[ such that ` is ηm-mixable and ηm m→∞→ η`. Therefore, ∀m ∈ N, ∃am ∈ A such that
∀x ∈ [n], `x(am) ≤ −η−1m log〈q, exp(−ηm(`x(A))〉 < +∞, (98)
where the right-most inequality follows from the fact dom ` = A. Therefore, the sequence (`(am)) ⊂
[0,+∞[n is bounded, and thus admits a convergent subsequence. If we let s be the limit of this
subsequence, then from (98) it follows that
∀x ∈ [n], s ≤ −η−1` log〈q, exp(−η`(`x(A))〉, (99)
On the other hand, since ` is closed (by Assumption 1), it follows that there exists a∗ ∈ A such that
`(a∗) = s. Combining this with (99) implies that ` is η`-mixable, and thus η` ∈ H`.
C.9 Proof of Theorem 17
Theorem 17 Let ` and Φ be as in Theorem 16. Then
ηΦ` = η` inf
q˜∈int ∆˜k
λmin(HΦ˜(q˜)(HS˜(q˜))
−1),
Proof. From Theorem 16, ` is Φη-mixable if and only if η`Φη − S = η−1η`Φ− S is convex on ∆k.
When this is the case, Lemma 22 implies that
1 ≤ η−1η`( inf
q˜∈int ∆˜k
λmin[HΦ˜(q˜)[HS˜(q˜)]
−1]), (100)
where we used the facts that H(η−1η`Φ˜) = η−1η`HΦ˜, λmin(·) is linear, and η−1η` is independent
of q˜ ∈ int ∆˜k. Inequality 100 shows that the largest η such that ` is Φη-mixable is given by ηΦ` in
(11).
37
C.10 Proof of Theorem 18
Theorem 18 Let S,Φ: Rk → R ∪ {+∞}, where S is the Shannon entropy and Φ is an entropy
such that Φ˜ := Φ ◦ qk is twice differentiable on int ∆˜k. A loss ` : A → [0,+∞[n, with L` twice
differentiable on ]0,+∞[n, is Φ-mixable only if RS` ≤ RΦ` .
Proof. Suppose ` is Φ-mixable. Then from Theorem 16, η`Φ − S is convex on ∆k, and thus
η` = η
S
` > 0 (Corollary 17). Furthermore, η`Φ˜− S˜ = [η`Φ− S] ◦ qk is convex on int ∆˜k, since qk
is an affine function. It follows from Lemma 22 and Corollary 17 that
ηΦ` = η` inf
q˜∈int ∆˜k
λmin(HΦ˜(q˜)(HS˜(q˜))
−1) ≥ 1 > 0.
Let µ ∈ ri ∆k and θ∗ := argmaxθDS(eθ,µ). By definition of an entropy and the fact that
the directional derivatives Φ′(µ; ·) and S′(µ; ·) are finite on ∆k [7, Prop. D.1.1.2], it holds that
DΦ(eθ∗ ,µ), DS(eθ∗ ,µ) ∈]0,+∞[. Therefore, there exists α > 0 such that α−1DΦ(eθ∗ ,µ) =
DS(eθ∗ ,µ). If we let Ψ := α
−1Φ, we get
DΨ(eθ∗ ,µ) = DS(eθ∗ ,µ). (101)
Let dΨ(q˜) := Ψ˜(q˜)− Ψ˜(µ˜)− 〈q˜ − µ˜,∇Ψ˜(µ˜)〉. Observe that
dΨ(q˜) = Ψ(q)−Ψ(µ)− 〈q − µ,∇Ψ(µ)〉 = DΨ(q,µ).
We define dS similarly. Suppose that ηΨ` > η
S
` = η`. Then, from Corollary 17, ∀q˜ ∈ int ∆˜k,
λmin(HΨ˜(q˜)(HS˜(q˜))
−1) > 1. This implies that ∀q˜ ∈ int ∆˜k, λmin(HdΨ(q˜)(HdS(q˜))−1) > 1, and
from Lemma 22, dΨ − dS must be strictly convex on int ∆˜k. We also have ∇dΨ(µ˜)−∇dS(µ˜) = 0
and dΨ(µ˜)− dS(µ˜) = 0. Therefore, dΨ − dS attains a strict minimum at µ˜ (ibid., Thm. D.2.2.1);
that is, dΨ(q˜) > dS(q˜), ∀q˜ ∈ ∆˜k \ {µ˜}. In particular, for q˜ = Πk(eθ∗), we get DΨ(eθ∗ ,µ) =
dΨ(q˜) > dS(q˜) = DS(eθ∗ ,µ), which contradicts (101). Therefore, η
Ψ
` ≤ ηS` , and thus
RS` (µ) = maxθDS(eθ,µ)/η
S
` = DS(eθ∗ ,µ)/η
S
` ,
≤ DΨ(eθ∗ ,µ)/ηΨ` , (102)
≤ maxθDΨ(eθ,µ)/ηΨ` ,
= RΨ` (µ), (103)
where (102) is due to DΨ(eθ∗ ,µ) = DS(eθ∗ ,µ) and η
Ψ
` ≤ ηS` . Equation 103, implies that RS` (µ) ≤
RΦ` (µ), since R
Ψ
` (µ) = R
αΦ
` (µ) = R
Φ
` (µ) [12]. Therefore,
∀µ ∈ ri ∆k, RS` (µ) ≤ RΦ` (µ). (104)
It remains to consider the case where µ is in the relative boundary of ∆k. Let µ ∈ rbd ∆k. There
exists l0 ( [k] such that µ ∈ ∆l0 . Let θ∗ ∈ [k] \ l0 and l := l0 ∪ {θ∗}. It holds that µ ∈ rbd ∆l
and µ + 2−1(eθ∗ − µ) ∈ ri ∆l. Since ` is Φ-mixable, it follows from Proposition 29 and the
1-homogeneity of Φ′(µ; ·) [7, Prop. D.1.1.2] that
Φ′(µ; eθ∗ − µ) = 2Φ′(µ; [µ+ 2−1(eθ∗ − µ)]− µ) = −∞.
Hence,
RΦ` (µ) = maxθ∈[k]DΦ(eθ,µ),
≥ DΦ(eθ∗ ,µ) = Φ(eθ∗)− Φ(µ)− Φ′(µ; eθ∗ − µ) = +∞. (105)
Inequality 105 also applies to S, since ` is (η`−1 S)-mixable. From (105) and (104), we conclude that
∀µ ∈ ∆k, RS` (µ) ≤ RΦ` (µ).
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C.11 Proof of Theorem 19
Theorem 19 Let Φ : Rk → R ∪ {+∞} be a ∆-differentiable entropy. Let ` : A → [0,+∞]n
be a loss such that L` is twice differentiable on ]0,+∞[n. Let βt = −η
∑t−1
s=1(`xs(A
s) + vs),
where vs ∈ Rk and As := as1:k ∈ Ak. If ` is (η,Φ)-mixable then for initial distribution q0 =
argminq∈∆k maxθ∈[k]DΦ(eθ, q) and any sequence (x
t,at1:k)
T
t=1, the AGAA achieves the regret
∀θ ∈ [k], Loss`AGAA(T )− Loss`θ(T ) ≤ RΦ` +
T−1∑
t=1
(vtθ − 〈vt, qt〉).
Proof. Recall that Φt(w) := Φ(w)− 〈w,βt − θt〉, where θt = −η
∑t−1
s=1 `xs(A
s). From Theorem
16 and since Φt is equal to Φ plus an affine function, it is clear that if ` is (η,Φ)-mixable then ` is
(η,Φt)-mixable. Thus, for all (At, qt−1) ∈ Ak ×∆k, there exists at∗ ∈ A such that for any outcome
xt ∈ [n]
`xt(a
t
∗) ≤ η−1[Φ?t (∇Φt(qt−1))− Φ?t (∇Φt(qt−1)− η`xt(At))].
Summing over t from 1 to T , we get
T∑
t=1
`xt(a
t
∗) ≤ η−1[Φ?1(∇Φ1(q0))− Φ?T (∇ΦT (qT−1)− η`xT (AT ))] (106)
+ η−1
T−1∑
t=1
[
Φ?t+1(∇Φt+1(qt))− Φ?t (∇Φt(qt−1)− η`xt(At))
]
.
ODue to the properties of the entropic dual [12] and the definition of Φt, the following holds for all
t ∈ [T ] and z in Rk,
∇Φt(qt−1) = −η
t−1∑
s=1
`xs(A
s), (107)
Φ?t (z) = Φ
?(z +∇Φ(qt−1) + η
t−1∑
s=1
`xs(A
s)), (108)
∇Φ(qt) = ∇Φ(qt−1)− η`xt(At)− ηvt. (109)
Using (107)-(108), we get for all 0 ≤ t < T , Φ?t+1(∇Φt+1(qt)) = Φ?(∇Φ(qt)), and in particular
Φ?1(∇Φ1(q0)) = Φ?(∇Φ(q0)). Similarly, using (107)-(109), gives Φ?t (∇Φt(qt−1)− η`xt(At)) =
Φ?(∇Φ(qt) + ηvt) for all 1 ≤ t ≤ T . Substituting back into (106) yields∑T
t=1
`xt(a
t
∗) ≤ η−1[Φ?(∇Φ(q0))− Φ?(∇Φ(qT ) + ηvT )]
+ η−1
T−1∑
t=1
[
Φ?(∇Φ(qt))− Φ?(∇Φ(qt) + ηvt)] , (110)
To conclude the proof, we note that since Φ is convex it holds that
Φ?(∇Φ(qt))− Φ?(∇Φ(qt) + ηvt) ≤ −η〈vt,∇Φ?(∇Φ(qt))〉 = −η〈vt, qt〉, (111)
which allows us to bound the sum on the right hand side of 110. To bound the rest of the terms, we
use the fact that∇Φ(qT ) = ∇Φ(q0)− η∑Tt=1(`xt(At) + vt), and thus by letting Φη := η−1Φ,
η−1[Φ?(∇Φ(q0))− Φ?(∇Φ(qT ) + ηvT )] = Φ?η(∇Φη(q0))
− Φ?η
(
∇Φη(q0)−
T∑
t=1
`xt(A
t)−
T−1∑
t=1
vt
)
,
= inf
q∈∆k
〈
q,
T∑
t=1
`xt(A
t) +
T−1∑
t=1
vt
〉
+
DΦ(q, q
0)
η
,
≤
T∑
t=1
`xt(a
t
θ) +
T−1∑
t=1
vtθ +
DΦ(eθ, q
0)
η
,∀θ ∈ [k].
Substituting this last inequality and (111) back into (110) yields the desired bound.
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D Defining the Bayes Risk Using the Superprediction Set
In this section, we argue that when a loss ` : A → [0,+∞]n is mixable, in the classical or generalized
sense, it does not matter whether we define the Bayes risk L` using the full superprediction setS
∞
`
or its finite partS`. Recall the definition of the Bayes risk;
Definition 2 Let ` : A → [0,+∞]n be a loss such that dom ` 6= ∅. The Bayes risk L` : Rn →
R ∪ {−∞} is defined by
∀u ∈ Rn, L`(u) := inf
z∈S`
〈u, z〉 . (112)
Note that the right hand side of (112) does not change if we substituteS` for its closure —S` —
with respect to [0,+∞]n. Thus, it suffices to show thatS∞` ⊆ S` when the loss ` is mixable. We
show this in Theorem 45, but first we give a characterization of the (finite part) of the superprediction
set for a proper loss.
Proposition 44. Let ` : ∆n → [0,+∞]n be a proper loss. If L` is differentiable on ]0,+∞[n, then
S` ⊇ C` := {u ∈ [0,+∞]n : ∀p ∈ ∆n, L`(p) ≤ 〈p,u〉}. (113)
Proof. Let v ∈ C` ∩ [0,+∞[n. Let f : ri ∆n × [n] → R be defined by f(p, x) := `x(p) − vx.
By the choice of v, we have Ex∼pf(p, x) = 〈p, `(p)〉 − 〈p,v〉 ≤ 0 for all p ∈ ∆n. Since L` is
differentiable on ]0,+∞[n, by assumption, ` is continuous on ri ∆n, and thus f is continuous in the
first argument. Since v has finite components, the map f satisfies all the conditions of Lemma 24.
Therefore, there exists (pm) ⊂ ri ∆n such that
∀m ∈ N,∀x ∈ [n], `x(pm) ≤ vx + 1
m
. (114)
Without loss of generality, we can assume by extracting a subsequence if necessary that `(pm)
converges to s ∈ [0,+∞]n. By definition, we have s ∈ S`, and from (114) it follows that s ≤ v
coordinate-wise. Thus, v is inS`.
The above argument shows that C` ∩ [0,+∞[n⊆ S`, and sinceS` is closed in [0,+∞]n we have
C ⊆ S`, where C is the closure of C` ∩ [0,+∞[n in [0,+∞]n. Now it suffice to show that C` ⊆ C to
complete the proof.
Let u ∈ C` and l := {x ∈ [n] : ux < +∞}. Define (um) ⊂ [0,+∞[n by um,x = ux if x ∈ l; and
m otherwise. Let p ∈ ∆n. It follows that
〈p,um〉 =
∑
x′∈l
px′um,x′ +
∑
x/∈l
pxum,x,
=
∑
x′∈l
px′um,x′ +
∑
x/∈l
pxum,x, . (115)
Claim 2. ∀ > 0,∃m ≥ 1,∀p ∈ ∆k, L`(p) ≤ 〈p,um〉 − .
Suppose that Claim 2 is false. This means that there exists δ > 0 such that
∀m ≥ 1,∃pm ∈ ∆n, 〈pm,um〉 − δ < L`(pm). (116)
We may assume, by extracting a subsequence if necessary (∆n is compact), that (pm) converges to
p∗ ∈ ∆n. Taking the limit m → ∞ in (116) would lead to the contradiction ‘〈p∗,u〉 < L`(p∗)’,
since from (115) we have limm→∞〈pm,um〉 = 〈p∗,u〉. Therefore, Claim 2 is true. For  = 1k let
mk := m be as in Claim (2). The claim then implies that lim infk→∞〈p,umk〉 ≥ L`(p) uniformly
for p ∈ ∆k. By the claim we also have that umk ∈ C` ∩ [0,+∞[n for all k ∈ N, and by construction
of vm, we have limk→∞ umk = u. This shows that C` ⊆ C, which completes the proof.
Theorem 45. Let ` : A → [0,+∞]n be a loss. IfS∞` 6⊆ S`, then ` is not mixable.
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Proof. Suppose that ` is mixable and let ` be a proper support loss of `. From Proposition 12, L`
is differentiable on ]0,+∞[n, and thus Theorem 5 implies that S` = S`. Therefore, Lemma 44
implies that S` ⊇ {u ∈ [0,+∞]n : ∀p ∈ ∆n, L`(p) ≤ 〈p,u〉}. Thus, if S∞` 6⊆ S`, there exists
 > 0, p ∈ ∆k, and s ∈ S∞` \S` such that
〈p, s〉 < L`(p)− 2. (117)
Note that p cannot be in ri ∆n; otherwise, (117) would imply that s has all finite components, and
thus would be included in S`, which is a contradiction. Assume from now on that p ∈ rbd ∆n.
From the definition of the support loss, there exists a sequence (pm) ⊆ ri ∆n such that pm m→∞→ p
and `(pm)
m→∞→ `(p). Therefore, Theorem 5 implies that there exists a ∈ A such that
〈p, `(a)〉 < 〈p, `(p)〉+ . (118)
To see this, note that since (pm) ⊂ ri ∆n ⊆ dom `, Theorem 5 guarantees the existence of a sequence
(am) ⊂ A such that `(am) = `(pm). On the other hand, for any x ∈ [n] such that `x(p) = +∞,
we have p,x = 0 — otherwise, L`(p) would be infinite. It follows, by continuity of the inner
product that 〈p, `(am)〉 m→∞→ 〈p, `(pm)〉, and thus it suffices to pick a equal to am for m large
enough.
Now since ` is η-mixable, there exists η > 0 and a∗ ∈ A such that
`(a∗) ≤ −η−1 log
(
1
2
e−ηs +
1
2
e−η`(a)
)
,
and due to the convexity of − log,
≤ 1
2
s+
1
2
`(a).
Using (117) and (118) yields
〈p, `(a∗)〉 ≤ L`(p)− /2. (119)
On the other hand, by definition of a proper support loss, 〈p, `(p)〉 ≤ 〈p, `(a∗)〉. This combined
with (119), lead to the contradiction 〈p, `(p)〉 < L`(p).
E The Update Step of the GAA and the Mirror Descent Algorithm
In this section, we demonstrate that the update steps of the GAA and the Mirror Descent Algorithm
are essentially the same (at least for finite losses) according to the definition of the MDA given by
Beck and Teboulle [2];
Let ` : A → [0,+∞[n be a loss and Φ: Rk → R ∪ {+∞} an entropy such that Φ˜ is differentiable
on int ∆˜k. Let qt be the update distribution of the GAA at round t and q˜t = Πk(qt). It follows from
the definition of qt (see Algorithm 2) that
q˜t = argmin
q˜∈∆˜k
〈qk(q˜), `xt(At)〉+ η−1DΦ˜(q˜, q˜t−1),
= argmin
q˜∈∆˜k
〈
q˜, JTk `xt(A
t)
〉
+ η−1DΦ˜(q˜, q˜
t−1),
= argmin
q˜∈∆˜k
〈
q˜,∇lt(q˜t−1)
〉
+ η−1DΦ˜(q˜, q˜
t−1), (120)
where lt(µ˜) := 〈qk(µ˜), `xt(At)〉 = 〈µ, `xt(At)〉. Update (120) is, by definition [2], the MDA with
the sequence of losses lt on int ∆˜k, ‘distance’ function DΦ˜(·, ·), and learning rate η. Therefore, the
MDA is exactly the update step of the GAA.
F The Generalized Aggregating Algorithm Using the Shannon Entropy S
The purpose of this appendix is to show that the GAA reduces to the AA when the former uses the
Shannon entropy. In this case, generalized and classical mixability are equivalent. In what follows,
we make use of the following proposition which is proved in C.5.
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Proposition 39 For the Shannon entropy S, it holds that S˜
∗
(v) = log(〈exp(v),1k˜〉+1),∀v ∈ Rk−1,
and S?(z) = log〈exp(z),1k〉,∀z ∈ Rk.
Let ` : A → [0,+∞[n be a loss and Φ be as in Proposition 33 and suppose that Φ and Φ˜∗ are
differentiable on ri ∆k and Rk−1, respectively. It was shown in [12] that
∇Φ?(∇Φ(q)− `x(A)) = argmin
µ∈∆k
〈µ, `x(A)〉+DΦ(µ, q), (121)
MixΦ(`x(A), q) = Φ
?(∇Φ(q))− Φ?(∇Φ(q)− `x(A)). (122)
Let q ∈ ri ∆k. By definition of S, ∇S(q) = log q + 1k, and due to Proposition 39, S?(z) =
log〈exp z,1k〉, z ∈ Rk. Therefore, ∇ S(q) − η`x(A) = log(exp(−η`x(A))  q) + 1k and
∇ S?(z) = exp z〈exp z,1k〉 , ∀(x,A) ∈ [n]× (dom `)k. Thus,
∇S?(∇ S(q)− η`x(A)) = exp(−η`x(A)) q〈exp(−η`x(A)), q〉 . (123)
Let Sη := η−1 S. Then ∇ S = η∇ Sη and ∀z ∈ Rk,∇S?η(z) = ∇S?(ηz) [12].2 Then the left hand
side of (123) can be written as ∇ S?η(∇ Sη(q)− `x(A)). Using this fact, (121) and (123) show that
the update distribution qt of the GAA (Algorithm 2) coincides with that of the AA after substituting
q, x, and A by qt−1, xt, and At := [aθ]θ∈[k], respectively.
Now using the fact that MixηS(`x(A), q) = η
−1 MixS(η`x(A), q) [12] and (122), we get
MixηS(`x(A), q) = η
−1[S?(∇ S(q))− S?(∇S(q)− η`x(A))],
= −η−1 log〈exp(−η`x(A)), q〉. (124)
Equation 124 shows that the η-mixability condition is equivalent to the (η,S)-mixability condition
for a finite loss. This remains true for losses taking infinite values — see the proof of Theorem 11 in
Appendix C.5.
G Legendre Φ, but no Φ-mixable `
In this appendix, we construct a Legendre type entropy [14] for which there are no Φ-mixable losses
satisfying a weak condition (see below).
Let ` : A → [0,+∞]n be a loss satisfying condition 1. According to Alexandrov’s Theorem, a
concave function is twice differentiable almost everywhere (see e.g. [4, Thm. 6.7]). Now we give a
version of Theorem 14 which does not assume the twice differentiability of the Bayes risk. The proof
is almost identical to that of Theorem 14 with only minor modifications.
Theorem 46. Let Φ: Rk → R ∪ {+∞} be an entropy such that Φ˜ is twice differentiable on int ∆˜k,
and ` : A → [0,+∞]n a loss satisfying Condition 1 and such that ∃(p˜,v) ∈ D×Rn˜,HL˜`(p˜)v 6= 0n˜,
where D ⊂ int ∆˜n is a set of Lebesgue measure 1 where L˜` is twice differentiable, and define
η`
∗ := inf
p˜∈D
(λmax([HL˜log(p˜)]
−1HL˜`(p˜)))
−1. (125)
Then ` is Φ-mixable only if η`∗Φ− S is convex on ∆k.
The new condition on the Bayes risk is much weaker than requiring L` to be twice differentiable on
]0,+∞[n. In the next example, we will show that there exists a Legendre type entropy for which
there are no Φ-mixable losses satisfying the condition of Theorem 46.
Example 2. Let Φ : R2 → R ∪ {+∞} be an entropy such that
∀q ∈]0, 1[, Φ(q, 1− q) = Φ˜(q) =
∫ q
1/2
log
(
log(1− t)
log t
)
dt.
2Reid et al. [12] showed the equality ∇Φ?η(u) = ∇Φ?(ηu), ∀u ∈ dom Φ?, for any entropy differentiable
on ∆k - not just for the Shannon Entropy.
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Φ˜ is differentiable and strictly convex on the open set (0, 1). Furthermore, it satisfies (22) which
makes it a function of Legendre type [14, Lem. 26.2]. In fact, (22) is satisfied due to∣∣∣∣ ddq Φ˜(q)
∣∣∣∣ = ∣∣∣∣log( log(1− q)log q
)∣∣∣∣ q→b→ +∞, where b ∈ {0, 1},
d2
dq2
Φ˜(q) =
−1
q log q
+
−1
(1− q) log(1− q) > 0, ∀q ∈]0, 1[.
The Shannon entropy on ∆2 is defined by S(q, 1 − q) = S˜(q) = q log q + (1 − q) log(1 − q), for
q ∈]0, 1[. Thus, d2dq2 S˜(q) = 1q(1−q) .
Suppose now that there exists a Φ-mixable loss ` : A → [0,+∞]n satisfying condition 1 and such
that ∃(p˜,v) ∈ D × Rn˜,HL˜`(p˜)v 6= 0n˜. Let η`∗ be as in (125). By definition, we have η`∗ < +∞,
and thus
η`
∗
[
d2
dq2
Φ˜(q)
] [
d2
dq2
S˜(q)
]−1
= η`
∗
(
q − 1
log q
+
−q
log(1− q)
)
q→b→ 0, (126)
where b ∈ {0, 1}. From Lemma 22, (126) implies that η`∗Φ − S is not convex on ∆k, which is a
contradiction according to Theorem 46.
H Loss Surface and Superprediction Set
In this appendix, we derive an expression for the curvature of the image of a proper loss function. We
will need the following lemma.
Lemma 47. Let σ : [0,+∞[n→ R be a 1-homogeneous, twice differentiable function on ]0,+∞[n.
Then σ is concave on ]0,+∞[n if and only if σ˜ = σ ◦ qn is concave on int ∆˜n.
Proof. The forward implication is immediate; if σ is concave on ]0,+∞[n, then σ ◦ qk is concave
on int ∆˜k, since qk is an affine function.
Now assume that σ˜ is concave on int ∆˜k. Let λ ∈ [0, 1] and (p, q) ∈ [0,+∞[n×[0,+∞[n. We need
to show that
λσ(p) + (1− λ)σ(q) ≤ σ(λp+ (1− λ)q). (127)
Note that if p = 0 or q = 0, (127) is trivially with equality due to the 1-homogeneity of σ. Now
assume that p and q are non-zero and let c := λ ‖p‖1 + (1 − λ) ‖q‖1. For convenience, we also
denote p1 = p/ ‖p‖1 and q1 = q/ ‖q‖1 which are both in ∆n. It follows that
λσ(p) + (1− λ)σ(q) = cM
(
λ
‖p‖1
c
σ(p1) + (1− λ)‖q‖1
c
σ(q1)
)
,
= c
(
λ
‖p‖1
c
σ˜(p˜1) + (1− λ)‖q‖1
c
σ˜(q˜1)
)
,
≤ cσ˜
(
λ
‖p‖1
c
p˜1 + (1− λ)‖q‖1
c
q˜1
)
,
= cσ
(
λ
‖p‖1
c
p1 + (1− λ)‖q‖1
c
q1
)
,
= σ(λp+ (1− λ)q),
where the first and last equalities are due the 1-homogeneity of σ and the inequality is due to σ˜ being
concave on the int ∆˜n.
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H.1 Convexity of the Superprediction Set
In the literature, many theoretical results involving loss functions relied on the fact that the superpre-
diction set of a proper loss is convex [23, 6]. An earlier proof of this result by [23] was incomplete3.
In the next theorem we restate this result.
Theorem 48. If ` : ∆n → [0,+∞[n is a continuous proper loss, thenS` =
⋂
p∈∆n H−p,−L`(p). In
particular,S` is convex.
S` ⊆
⋂
p∈∆n H−p,−L`(p). : Let v ∈ S`, u ∈ [0,+∞[n, and q ∈ ∆n such that v = `(q) + u.
Since ` is proper then ∀p ∈ ∆n, L`(p) = 〈p, `(p)〉 ≤ 〈p, `(q)〉 ≤ 〈p, `(q)+u〉 = 〈p,v〉. Therefore,
v ∈ ⋂p∈∆n H−p,−L`(p).
[
⋂
p∈∆n H−p,−L`(p) ⊆ S`]: Let v ∈
⋂
p∈∆n H−p,−L`(p). Let Ω = [n], ∆(Ω) = ∆n, and
Q(p, x) = `x(p) − vx for all (p, x) ∈ ∆n × [n]. Since v ∈
⋂
p∈∆n H−p,−L`(p), Ex∼pQ(p, x) =
〈p, `(p)〉 − 〈p,v〉 ≤ 0 for all p ∈ ∆n. Lemma 23, implies that there exists p∗ ∈ ∆n such that
Q(p∗, x) = `x(p∗)− vx ≤ 0, for all x ∈ [n]. This shows that v ∈ S`.
H.2 Curvature of the Loss Surface
The normal curvature of a n˜-manifold S [17] at a point r ∈ S in the direction of w ∈ TrS, where
TrS is the tangent space of S at r ∈ S, is defined by
κ(r,w) =
〈
w,DNS(r)w
〉
〈w,w〉 , (128)
where NS(r) is the normal vector to the surface at r. The minimum principal curvature of S at r is
expressed as κ(r) := inf{κ(r,w) : w ∈ TrS ∩ B(r, 1)}.
In the next theorem, we establish a direct link between the curvature of a loss surface and the Hessian
of the loss’ Bayes risk.
Theorem 49. Let ` : ri ∆n → [0,+∞[n be a loss whose Bayes risk is twice differentiable and
strictly concave on ]0,+∞[n. Let p ∈ ri ∆n, Xp := In˜ − p˜1Tn˜, and w ∈ T˜`(p˜)S`. Then
1. ∃v ∈ Rn−1 such that D˜`(p˜)v = w.
2. S` is a n˜-manifold.
3. The normal curvature of S` at `(p) = ˜`(p˜) in the direction w is given by
κ`(`(p),w) =
∥∥∥∥[ Xp−p˜T
]
(−HL˜`(p˜))
1
2u
∥∥∥∥−1 , (129)
where u = (−HL˜`(p˜))
1
2v/‖(−HL˜`(p˜))
1
2v‖.
It becomes clear from (129) that smaller eigenvalues of −HL˜`(p˜) will tend to make the loss surface
more curved at `(p), and vice versa.
Before proving Theorem 49, we first define parameterizations on manifolds.
Definition 50 (Local and Global Parameterization). Let S ⊆ Rn be a n˜-manifold and U an open
set in Rn˜. The map ϕ : U → S is called a local parameterization of S if Dϕ(u) : Rn˜ → Tϕ(u)S is
injective for all u ∈ U , where Tϕ(u)S is the tangent space of S at ϕ(u) ∈ S. ϕ is called a global
parameterization of S if it is, additionally, onto.
Let ϕ be a global parameterization of S and Nϕ := NS ◦ ϕ. By a direct application of the chain rule,
(128) can be written as
κ(ϕ(u),w) =
〈w,DNϕ(u)v〉
〈w,w〉 , (130)
3It was claimed that ifS` is non-convex, there exists a point s0 on the loss surface S` such that no hyperplane
supportsS` at s0. The non-convexity of a set by itself is not sufficient to make such a claim; the continuity of
the loss ` is required.
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where v is such that Dϕ(u)v = w. The existence of such a v is guaranteed by the fact that Dϕ is
injective and dimRn˜ = dimTϕ(u)S = n˜.
Theorem 49. First we show that S` is a n˜-manifold. Consider the map ˜` : int ∆˜n → S` and note that
int ∆˜n is trivially a n˜-manifold. Due to the strict concavity of the Bayes risk, ˜` is injective [18] and
from Lemmas 27 and 47, D˜`(p˜) : Rn˜ → T˜`(p˜)S` is also injective. Therefore, ˜` is an immersion [13].
˜` is also proper in the sense that the preimage of every compact subset of S` is compact. Therefore, ˜`
is a proper injective immersion, and thus it is an embedding from the n˜-manifold int ∆˜n to S` (ibid.).
Hence, S` is a manifold.
Now we prove (129). The map ˜` is a global parameterization of S`. In fact, from Lemma 27, D˜`(p˜)
has rank n˜, for all p˜ ∈ int ∆˜n, which implies that D˜`(p˜) is onto from Rn˜ to T˜`(p˜)S`. Therefore,
given w ∈ T˜`(p˜)S`, there exists v ∈ Rn˜ such that w = D˜`(p˜)v. Furthermore, Lemma 27 implies
that N˜`(p˜) = p, since 〈p,D˜`(p˜)〉 = 0Tn˜. Substituting N˜` into (130) yields
κ`(˜`(p˜),w) =
vT(D˜`(p˜))T
[
In˜,
1n˜
]
v〈
D˜`(p˜)v,D˜`(p˜)v
〉 ,
=
vTHL˜`(p˜)
[
XTp , −p˜
] [In˜
1n˜
]
v〈
D˜`(p˜)v,D˜`(p˜)v
〉 ,
=
vTHL˜`(p˜)v
vTHL˜`(p˜)
[
XTp , −p˜
] [ Xp
−p˜T
]
HL˜`(p˜)v
. (131)
Setting u = (−HL˜`(p˜))
1
2v/‖(−HL˜`(p˜))
1
2v‖ in (131) gives the desired result.
I Classical Mixability Revisited
In this appendix, we provide a more concise proof of the necessary and sufficient conditions for the
convexity of the superprediction set [18].
Theorem 51. Let ` : ∆n → [0,+∞[n be a strictly proper loss whose Bayes risk is twice differentiable
on ]0,+∞[n. The following points are equivalent;
(i) ∀p˜ ∈ int ∆˜n, ηHL˜`(p˜)  HL˜log(p˜).
(ii) e−ηS` =
⋂
p∈∆n Hτ(p),1 ∩ [0,+∞[n, where τ(p) := p eη`(p).
(iii) e−ηS` is convex.
Proof. We already showed (i) =⇒ (ii) =⇒ (iii) in the proof of Theorem 7.
We now show (iii) =⇒ (i). Since e−ηS` is convex, any point s ∈ bd e−ηS` is supported by
a hyperplane [7, Lem. A.4.2.1]. Since u → e−ηu is a homeomorphism, it maps boundaries to
boundaries. From this and Lemma 36, bd e−ηS` = e−ηS` . Thus, for p ∈ ri ∆n, there exists a
unit-norm vector u ∈ Rn such that for all s ∈ S` it either holds that 〈u, e−η`(p)〉 ≤ 〈u, e−ηs〉;
or 〈u, e−η`(p)〉 ≥ 〈u, e−ηs〉. It is easy to see that it is the latter case that holds, since we can
choose s = `(r) + c1 ∈ S`, for r ∈ ∆n, and make 〈u, e−ηs〉 arbitrarily small by making c ∈ R
large. Therefore, ∀r ∈ ri ∆n, 〈u, e−η ˜`(p˜)〉 = 〈u, e−η`(p)〉 ≥ 〈u, e−η`(r)〉 = 〈u, e−η ˜`(r˜)〉 and p˜ is a
critical point of the function f(r˜) := 〈u, e−η ˜`(r˜)〉 on int ∆˜n. This implies that ∇f(p˜) = 0n˜; that
is, −η〈u,diag(e−η ˜`(p˜))D˜`(p˜)〉 = −η〈diag(e−η ˜`(p˜))u,D˜`(p˜)〉 = 0Tn˜. From Lemma 27, there exists
λ ∈ R such that diag(e−η ˜`(p˜))u = λp. Therefore, u = λp  eη ˜`(p˜), where λ = ‖p  eη ˜`(p˜)‖−1,
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since ‖u‖ = 1. For v ∈ Rn−1, let α˜t := p˜+ tv, where t ∈ {s : p˜+ sv ∈ int ∆˜n}. Since f is twice
differentiable and attains a maximum at p˜,
0 ≥ 1
λη
d2
dt2
f ◦ α˜t
∣∣∣∣
t=0
=
1
λ
d
dt
〈
u,diag e−η ˜`(α˜
t)D˜`(α˜t)v
〉∣∣∣∣
t=0
,
=
d
dt
〈
p eη ˜`(p˜),diag e−η ˜`(α˜t)D˜`(p˜)v
〉∣∣∣∣
t=0
+
d
dt
〈
p,D˜`(α˜t)v
〉∣∣∣∣
t=0
,
= ηvTHL˜`(p˜)(HL˜log(p˜))
−1HL˜`(p˜)v − vTHL˜`(p˜)v, (132)
where in the second equality we substituted u by λpeη ˜`(p˜) and in (132) we used (17) and (18) from
Lemma 28. Note that by the assumptions on ` it follows that the Bayes risk L˜` is strictly concave [18,
Lemma 6] and −HL˜`(p˜) is symmetric negative-definite. In particular, HL˜`(p˜) is invertible. Setting
vˆ := HL˜`(p˜)v in (132) yields
0 ≥ ηvˆ(HL˜log(p˜))−1vˆ − vˆ(HL˜`(p˜))−1vˆ.
Since v ∈ Rn−1 was chosen arbitrarily, (HL˜`(p˜))−1  η(HL˜log(p˜))−1,∀p˜ ∈ int ∆˜n. This is
equivalent to the condition ∀p˜ ∈ int ∆˜n, ηHL˜`(p˜)  HL˜log(p˜).
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Figure 1: The figure corresponds to the 2005/2006, 2006/2007, 2007/2008, and 2008/2009 seasons.
The solid lines represent, at each round t, the difference between the cumulative losses of the experts
and that of the learner who uses either the AA (left) or the AGAA (right); that is, Loss`Brierθ (t) −
Loss`BrierM (t), for M ∈ {AA,AGAA}. The red dashed lines represent the negative of the regret
bound in (12) with respect to the best expert θ∗; that is, −RS`Brier −∆Rθ∗(t) at each round t.
J.1 Testing the AGAA
To test the AGAA empirically, we used prediction data4 from the British football leagues, including
the Premier Leagues, Championships, Leagues 1-2, and Conferences. The first dataset contains
predictions for the 2005/2006, 2006/2007, 2007/2008, and 2008/2009 seasons, matching the dataset
used in [20]. The second dataset contains predictions for the 2009/2010, 2010/2011, 2011/2012, and
2012/2013 seasons. For this set, we considered predictions from 9 bookmakers; Bet365, Bet&Win,
Blue Square, Gamebookers, Interwetten, Ladbrokes, Stan James, VC Bet, and William Hill.
On each dataset, we compared the performance of the AGAA with that of the AA using the Brier
score (the Brier loss is 1-mixable). For the AGAA, we chose βt according to Theorem 19 with
vt := − 12t
∑t
s=1 `xs(A
s) and we set Φ = S, i.e. the Shannon entropy. The results in Figure 1 [resp.
Figure 2] correspond to the seasons from 2005 to 2009 [resp. 2009 to 2013]. For fair comparison
4The data was collected from http://www.football-data.co.uk/.
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Figure 2: The figure corresponds to the 2009/2010, 2010/2011, 2011/2012, and 2012/2013 seasons
The solid lines represent, at each round t, the difference between the cumulative losses of the experts
and that of the learner who uses either the AA (left) or the AGAA (right); that is, Loss`Brierθ (t) −
Loss`BrierM (t), for M ∈ {AA,AGAA}. The red dashed lines represent the negative of the regret
bound in (12) with respect to the best expert θ∗; that is, −RS`Brier −∆Rθ∗(t) at each round t.
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Figure 3: The figure on the left [resp. right] hand side corresponds to the football seasons from 2005
to 2009 [resp. 2009 to 2013]. The solid lines represent, at each round t, the difference between the
cumulative losses of the experts and that of the learner using the AA-AGAA meta algorithm (refer
to text); that is, Loss`Brierθ (t)− Loss`BrierAA-AGAA(t). The red dashed lines represent the negative of the
regret bound in (12) with respect to the best expert θ∗; that is, −RS`Brier −∆Rθ∗(t) at each round t.
with the results of Vovk [20], we 1) used the same substitution function as [20]; 2) used the same
method for converting odds to probabilities; and 3) sorted the data first by date then by league and
then by name of the host team (For more detail see [20]).
In all figures the solid lines represent, at each round t, the difference /between the cumulative losses
of the experts and that of the learners; that is, Loss`Brierθ (t) − Loss`BrierM (t), for M = AA,AGAA.
The red dashed lines represent the negative of the regret bound in (12) with respect to the best expert
θ∗; that is, −RS`Brier −∆Rθ∗(t) = −RS`Brier −
∑t−1
s=1(v
s
θ − 〈vs, qs〉) at each round t, where (qs) are
the distributions over experts.
From Figures 1 and 2 it can be seen that the learners using the AGAA perform better than the best
expert (and better than the AA) at the end of the games.
J.2 Testing a AA-AGAA Meta-Learner
Consider the algorithm (referred to as AA-AGAA) that takes the outputs of the AGAA and the AA as
in the previous section and aggregates them using the AA to yield a meta prediction. The worst case
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regret of this algorithm is guaranteed not to exceed that of the original AA and AGAA by more than
η−1 log 2 for an η-mixable loss. Figure 3 shows the results for this algorithm for the same datasets as
the previous section. The AA-AGAA still achieves a negative regret at the end of the game.
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