Do firm entry and exit improve the competitiveness of regions? If so, is this a universal mechanism or is it contingent on the type of industry or region in which creative destruction takes place? This paper analyses the effect of firm entry and exit on the competitiveness of regions, measured by total factor productivity (TFP) growth. Based on a study across 40 regions in the Netherlands over the period 1988-2002, we find that firm entry is related to productivity growth in services, but not in manufacturing. The positive impact found in services does not necessarily imply that new firms are more efficient than incumbent firms; high degrees of creative destruction may also improve the efficiency of incumbent firms. We also find that the impact of firm dynamics on regional productivity in services is higher in regions exhibiting diverse but related economic activities. JEL-classification: L10, M13, O18, R11
Introduction
In the last few decades, entrepreneurship has increasingly been linked with economic growth (Wennekers and Thurik 1999; Carree and Thurik 2003) . Rooted in Schumpeter's seminal work (Schumpeter, 1934) , there is now widespread agreement that entrepreneurship is important for the competitiveness of nations (Porter 1990) , particular with respect to productivity growth (Baumol 2004) . At the same time, many authors have argued that, in the current era of globalization, regions have become more important than countries in the creation of economic growth (Castells and Hall 1994; Storper 1997; Porter 2000; Camagni 2002 ) and competitiveness (Krugman 2005) . Entrepreneurship is also highly sensitive to regional conditions (Feldman 2001; Bosma and Schutjens 2007) . These findings suggest that, in establishing a link between entrepreneurship and economic growth, the region is a more appropriate unit of analysis than the nation. For entry, competition, and learning in particular, the regional level might be more relevant than the national level (Fritsch and Schmude 2006) . 1 In addition, Audretsch and Keilbach (2004a) , found that entrepreneurship stimulates labour productivity at the regional level.
In this paper, we seek to clarify the combined effects of entry and exit (as a measure of creative destruction) on competitiveness within a national policy setting (the Netherlands) that is characterized by a consistent emphasis on entrepreneurship, particularly on early-stage entrepreneurship. For the Netherlands, it can be said that, at the national level, there was a pronounced and stable policy program directed to stimulating entrepreneurship during [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] , the period we feature in this paper (Stevensson and Lundström 2001; Wennekers 2006 ). 2 Our study analyses the dynamics in firm entry and exit in two distinctive sectors at the regional level. This regional orientation results from the fact that most firm founders set up their businesses in the location where they were born (Michelacci and Silva 2007) or where they were previously employed (Stam 2007) . In addition, the market scope of these entrepreneurs is largely local or regional, since their knowledge of the specific business and market environment leads to a better exploitation of regional opportunities (Bosma et al. 2008a ). According to Schutjens and Stam (2003) , this regional focus on market and business relationships is quite persistent, since "…firms even tend to narrow their spatial scope in their first three years..." (Schutjens and Stam 2003, p. 115) . In addition, challenges by new competitors are better recognized if this entry occurs in close proximity to the incumbents.
This paper contributes to the existing literature in three ways. First, we acknowledge that entrepreneurship (as a determinant of productivity growth) includes both firm entry and exit. Second, we analyse firm entry and exit and their effect on productivity growth at the most relevant level of analysis, namely the region, and allow the effects of firm dynamics on regional growth to differ along some specific attributes of the region. Third, the effect of firm entry and exit is studied in both manufacturing and services. For the services sector in particular, new firms' orientation can be expected to be primarily local or regional.
The paper is organized as follows. First, we review the literature on (elements of) creative destruction and its effect on competitiveness. We then present the data, method, and outcomes of our empirical analyses. We report our analyses of the effect of entry and turbulence (defined as the sum of firm entry and exit) on regional competitiveness (measured as total-factor productivity growth) across 40 regions in the Netherlands over the period [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] . Our analyses suggest that firm entry and exit lead to productivity growth in services, but not in manufacturing. Finally, we discuss our findings and put forward our conclusions.
Creative destruction and regional competitiveness
Many studies on competitiveness are inspired by Schumpeter's (1934; 1942) work on the mechanisms of economic development, especially the role of entrepreneurship. These studies tend to equate entrepreneurship with new firm formation and disregard the firm exit mechanism. Schumpeter's (1942) theory of creative destruction involves both creation (new firm formation) and destruction (firm exit). Firm exit reflects the selection mechanism that is a crucial outcome of the competition process and one of the causes of territorial competitiveness (Porter 1990 ). The Schumpeterian argument on creative destruction (entrepreneurial regime) runs as follows (cf. Eliasson 1996) . Entrepreneurs introduce new combinations embodied in new firms. These innovative entrants enforce incumbents either to adapt to the new efficiency standard or to exit the industry. As a consequence, a new situation emerges in which the productivity of the industry has improved. This improvement is brought about by innovative entrants who are more productive than the average incumbent, and the exit of less productive incumbents via the competition process. These exits are important, because resources are released that can be reallocated to more productive activities. The productivity gains might be reinforced if incumbents are able to improve their productivity (cf. Aghion and Bessonova 2006) . The competitive threat of entrants in the same region and sector as the incumbent is likely to be much higher than that of entrants in other regions and sectors. Consequently, the productivity of incumbents is most likely to be spurred by entrants in the same sector and region. Eventually, creative destruction leads to improved total factor productivity, although not necessarily to higher employment levels: more output is realized with the same amount of labour and capital inputs.
`
However, if new entrants are less efficient than the incumbents, the efforts involved in the emergence of entrants may even waste valuable resources. In the latter situation entrepreneurship -measured as new firm formation -is not a driver of competitiveness at all. 3 This situation has been identified in the literature as a revolving door regime: entrants have to exit relatively soon after start-up owing to an insufficient level of efficiency (Audretsch and Fritsch 2002) . This revolving door regime reflects a situation with high entry rates, but with no subsequent improvement of either employment levels or productivity. There are several explanations for this phenomenon. For example, Jovanovic's (1982) A more structural view of economic change provides a different role for entrepreneurship. New entrants cause structural change when they introduce innovations that create completely new knowledge (Metcalfe 2002) and possibly new markets. In this respect, Audretsch and Keilbach (2004b) have argued that there is a gap between scientific and technological knowledge (developed in research and development activities) and economic knowledge. In their view, economic knowledge emerges from a selection process across the generally available body of knowledge. They suggest that entrepreneurship is an important mechanism in driving that selection process, thereby creating the diversity of knowledge that in turn serves as a mechanism facilitating its spillover. Audretsch and Keilbach (2004b) provide empirical evidence that regions with higher levels of entrepreneurship indeed exhibit stronger growth in labour productivity. This kind of entry does not necessarily drive out incumbents, but might do so when new markets substitute existing markets (such as personal computers driving out typewriters, and digital cameras driving out analogue film cameras).
The situation where incumbent firms are not affected might be called creative construction (Agarwal et al. 2007) , whereas the crowding out of incumbents reflects creative destruction.
This structural change might improve total factor productivity, and possibly employment, if the newly created market does not fully cannibalize existing markets.
Several studies have confirmed the effect of turbulence on total factor productivity growth in manufacturing; see for example Geroski (1989); Bailey et al. (1992) ; Liu (1993) ; Carlin et al. (2001) ; Callejón and Segarra (1999) ; and for a review Bartelsman and Doms (2000) . Recent studies by Braunerhjelm and Borgman (2004) and Dejardin (2009) have also analysed the services sector and found a positive effect of firm entry on labour productivity in regions, and of net entry rates on value added growth in Belgium.
Since we have adopted a regional approach in the present study, it is important to highlight some specific regional features that may have an impact on regional competitiveness. First, we have urbanization economies that reflect external economies available to all local firms, irrespective of sector and arising from population density. High population density might stimulate competitiveness, because of the high levels of competition between different suppliers (reducing input costs) and the possibilities of achieving economies of scale with relatively large demand. Possible negative effects of high population density on competitiveness arise when low entry barriers give room to too many inefficient entrants and when cost levels (housing, wages) increase along with population density. The latter could deter employment growth, but might also stimulate entrants to be more labour productive (cf. Kleinknecht 1998; Madsen and Damania 2001) .
Second, we have Jacobs externalities involving external economies available to all local firms stemming from a variety of sectors. The latter externalities are best captured with the notion of related variety (see Frenken et al. 2007 ). It reflects both sector diversity and the degree to which sectors are related. Related variety is assumed to have a positive effect on the probability of new combinations given the opportunities to combine ideas from different, but related sectors (Jacobs 1969; Frenken et al. 2007 ). High levels of related variety in a region are likely to have a catalyzing effect on variety creation; this has been regarded as a source of competitiveness (Jacobs 1969; Glaeser et al. 1992; Van Oort 2002) . In our analysis, we control for these regional features, but we also allow for a moderating effect when investigating the impact of firm dynamics on regional productivity growth. In accordance with the findings of Fritsch and Schroeter (2009) , who analyse several regional characteristics, we expect a positive impact of firm dynamics in particular for regions with higher population density and greater related variety. Schumpeter's work (1934; 1942) on the mechanisms of economic development, in which the role of entrepreneurship was central. Although these studies equate entrepreneurship with new firm formation, Schumpeter's (1942) original theory of creative destruction involved both creation (new firm formation) and destruction (firm exit). This latter aspect reflects the selection mechanism that is a crucial outcome of the competition process and a cause of competitiveness and economic growth. In this paper, we analyse entry rates, but also take into account the combined measure of entrepreneurship -that is, turbulence rates defined as the sum of entry and exit rates. 4 With regard to the measurement of firm dynamics, the sectors under consideration are situated in a certain territorial context. In this study, we have adopted the regional approach and specify firm dynamics (entry and turbulence) relative to the stock of firms in two different sectors.
Data and methodology

Measurement issues
Although regional competitiveness is a frequently-used term, it is hard to define (Kitson et al. 2004) . Even though employment growth is indeed an important element of economic development, productivity growth might be a better measure of competitiveness as it reflects increasing economic efficiency within firms and regions. 5 Authors like Porter (1990; and Krugman (1990) have made a plea for using productivity as the indicator of competitiveness. In the long run, a rising standard of living depends on the productivity with which resources are employed. An important empirical drawback of this indicator is that hardly any data is available at the sub-national scale (Kitson et al. 2004) , or from industries other than manufacturing (Van Ark et al. 1999; Bartelsman and Doms 2000) . Another possible drawback is that productivity might reveal perverse effects, when labour shedding (for example, with an extensive shakeout of workers and closure of plants) is the cause of improved (labour) productivity. Ideally, both employment growth and productivity growth should go together: a virtuous circle of increasing productivity causing improved competitiveness, which leads to higher demand for the goods and services produced, which then leads to an increased demand for labour inputs.
In addition to these measurement issues, there is also a need to improve our insight into the role of creative destruction in the service sector. Although this sector has become more dominant than manufacturing in capitalist economies, most studies on productivity growth are based on the manufacturing sector. 4 Turbulence rates are often also defined as firm turnover rates, see e.g. Caves (1998) . 5 Competitiveness is often measured as either employment growth or growth in total factor productivity (TFP). There are some notable differences between these measures. For example, during a recession, the efficiency measures by managers in incumbent firms might lead to employment loss and TFP growth in the short term. In the medium term, unemployment-push entrepreneurship might absorb the employment loss, and decrease TFP.
Dataset
We have specified two sectors: manufacturing (ISIC 15-37) and services 85, (90) (91) (92) (93) . The distinction between these two major sectors is primarily data-driven: that is, by the limited availability of TFP data in the Netherlands. As a result, we are unable to disaggregate the data into more specific industries. 6 We prefer a measure of TFP to labour productivity, because capital deepening may have a serious impact and labour productivity would therefore be biased. We have used the most suitable level of territorial aggregation for the Netherlands:
the The panel dataset on annual entry and exit and the total number of existing firms for 40 regions in the Netherlands is available for a 15-year period (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) . Registrations and 6 As a robustness check, we excluded five regions from the analysis in the manufacturing sector, because their regional growth rates were heavily determined by extraction (gas and electricity), which could possibly interfere with our model since regional output may primarily be caused by one or two large companies. There appears to be no significant change in the results if we exclude these five regions. 7 The derived depreciation rates were 5.8 percent for manufacturing and 4.7 percent for services. and an exit resulting from changes in ownership (mergers or acquisitions). Firm relocations within Corop regions are not counted as entry or exit. The dataset excludes inactive firms.
The sector structure varies over the regions. There are more firms in services than in manufacturing in every region, with even higher concentrations of service firms in urban regions. The ratio of service firms to manufacturing firms varies between 2 and 10. The importance of the services sector is clear if we examine the levels of gross value added. Fig. 1 shows the share of gross value added in services as a percentage of value added for manufacturing and services combined.
Two control variables reflect the nature of the region and the possible economic advantages stemming from this: urbanization economies and Jacobs externalities.
Urbanization economies are measured in terms of population density. This is defined as the percentage of people in the region living in urbanized or highly urbanized areas, in 2000.
Jacobs externalities are captured by the notion of related variety. This measure was introduced by Frenken et al.. (2007) and involves both sector diversity (variety) and the degree to which the sectors are related. Entropy statistics have been used to calculate this 8 We use a general measure of firm entry, and -apart from the distinction between manufacturing and services -do not concentrate on a specific type of entry. Aghion and Bossanova (2006) , for instance, focus on the entry of foreign firms. They argue that these are on average larger and more likely to enter at the technological frontier than domestic entrants are, and are thus more likely to be a threat to incumbents, triggering a process of creative destruction. Our data does not enable us to test the differential impact of foreign entries.
measure. Related variety is thus measured for each region as the weighted sum of industrial variety (over 5-digit classes) within each of two digit classes (for a detailed description and formal computation see Frenken et al. 2007 ).
Ideally, we would require variables capturing urbanization and Jacobs externalities to vary with time, but unfortunately we only have a single year at our disposal for population density (2000) and two years for related variety (1996 and 2002) . Including these determinants is still worthwhile, however, since their variation over time is limited. 9 They are useful for controlling for structural regional differences in explaining TFP growth without making inferences on causality over time. The geographical patterns of both measures are shown in Figs. 2 and 3. Table 1 shows descriptive statistics of our dependent and independent variables for services and manufacturing, while Table 2 shows the correlation coefficients for both sectors.
Averages over the 40 Dutch regions for TFP growth and firm dynamics are also depicted over five time frames. The average turbulence rates rose gradually in the period 1988-2002, in particular in services. Although the turbulence rates are somewhat lower than those Bartelsman et al. (2005) found for the 1989-1994 period, the rate in the service sector is still higher than in manufacturing. This difference is probably the result of the lower start-up costs in the service sector. There appears to be a substantial variation between these firm-dynamics measures across regions, especially where turbulence is concerned. 10 Figs.4 and 5 depict these regional differences in turbulence rates for manufacturing and services. Since the business 9 Indeed, the 1996 values for related variety appeared to be strongly correlated with the 2002 values. Because of the time frame explored in our study (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) , we chose to include only the 1996 level. 10 The F-statistics with respect to variance between regions for turbulence in services amounts to 20.7. In manufacturing, the corresponding F-value is 9.0; all significantly different from zero (p>0.95).
cycle may be affecting our analysis of productivity growth, we have accounted for business cycle effects in our regression model in order to minimize the possible effects of spurious correlations.
-
National and historical context
Since 1988, the annual number of new firms in the Netherlands has expanded enormously, as our data confirms. The increase in the annual number of new firms has been promoted by several institutional changes (see also Bosma et al. 2005) . 
Empirical Model
Following Geroski (1989) and Calléjon and Segarra (1999), we model firm dynamics as a component of the total productivity in region i and year t, controlling for the effects of labour and capital. For region i and year t, the quantity of output (value added)
is the result of the combination of capital and labour:
where output depends on the number of employees (L), the stock of physical capital (K), and a productivity index (A) that captures the variations in production that are not attributable to changes in the use of labour or capital. More specifically, we specify equation (1) in growth rates, and assume constant returns to scale in terms of output in labour and capital:
where the operator d reflects the growth rates and is expressed as first differences in logarithms. Suppose that the growth of the corrected productivity index (da) can be modelled by several components for region i and year t: percentage changes in industry productivity that are constant over time and region (θ ); improvements in productivity resulting from firm dynamics (FD); the degree of related variety in the region (RV); and population density (PD).
We minimize the danger of reversed causality by incorporating the lagged effects of firm dynamics on TFP growth. After subtracting
from both sides, this extension of equation (2) leads to an expression in which the dependent variable is Solow's residual :
In our empirical analysis, the values of α are based on cost components (for the argumentation, see e.g. Griliches and Lichtenberg (1984, p. 486-488) ). An advantage of this method is that weightings depend on region and sector. We have controlled for general business-cycle effects (affecting all regions) by including dummy variables representing each year of observation. Summarizing, equation (3) measures total factor productivity growth or Solow's residual for region i in year t as the sum of: (i) technical industrial progress in the strict sense (θ ), (ii) additional efficiency caused by firm dynamics (coefficient 1 β ), the degree of related variety (coefficient 2 β ), and population density effects (coefficient 3 β ). We also tested for spatial autocorrelation, that is, the possibility that benefits in one region spill over to neighbouring regions. To this end, we examined the residuals by region (for separate years and averaged over the years) and examined the Moran's-I values, using a spatial weight matrix identifying each neighbouring region. The Moran-I values indicated that spatial errors
were not a problem in our models 13 . This finding is different from those reported in studies investigating the impact of entry rates on employment growth (e.g. Van Stel and Storey 2004; Fritsch and Mueller 2004; Van Stel and Suddle 2008) . In our case with TFP as the dependent variable, the size and significance of the Moran-I increase dramatically if we exclude year dummies in the regression. 14 To prevent multicollinearity problems, we do not model entry and turbulence together in one single model, but use separate models for entry rates and the combined measure of turbulence. In line with the arguments put forward in the theoretical section, we have allowed a time lag for entry, but not for exit; the exit of inefficient firms should have a direct positive impact on regional productivity growth.
We estimated equation (3) using ordinary least squares while including the lagged dependent variable. In addition, and as a test for robustness, we discuss a dynamic panel data regression in the Appendix. The panel nature of our data combined with the temporal correlation of some of our variables (hinting at the probability of spurious correlations) calls for the dynamic panel-data estimation technique known as the GMM-sys estimator. GMMsys is appropriate to our model, because it takes care of endogeneity issues exploiting the panel data structure. However, the advantage comes at the cost of losing observations (degrees of freedom) and therefore we consider it as a check for the robustness of our results using ordinary least squares.
Results
Estimation results of equation (3) are depicted in Table 3 and Table 4 for manufacturing and services respectively. The first two columns in both tables (model A) present the results of a basic model, excluding moderating effects, for entry rates and turbulence rates respectively.
Our analyses thus suggest that, for the Netherlands, entry and turbulence rates are important drivers of productivity growth in services, but not in manufacturing.
We find some evidence of the moderating effects of urbanization economies and Jacobs externalities, in particular for the effect of firm dynamics on productivity growth in services. Firm dynamics have an additional positive effect on productivity growth in regions with relatively high population density or relatively high related-variety (see Table 2 , models B and C). The moderating effect with related variety seems to dominate the effect with population density as the outcomes in model D show.
We also tested for the presence of a curvilinear effect in the sense that, at a certain point, increases in entry or turbulence rates might deter rather than increase competitiveness.
In this case, optimal levels of entry and turbulence can be derived, as Fritsch and Schroeter (2009) found for German regions, but which other studies have been unable to identify (see Robinson et al. 2006) . The likelihood ratio test supports the relevance of the inclusion of a quadratic term (p<0.05) for services, but not for manufacturing. Fig. 6 describes the curvilinear effects for model C2 in services. The top of the curve (indicating maximum effect) occurs at turbulence rates around 15 percent, whereas observed regional turbulence rates range from 7 percent to 22 percent. The maximum effect for entry rates occurs between 10 percent and 11 percent. 15 Fig. 6 also displays the curve that would result from related variety of relatively high and low degrees (plus and minus one standard deviation from the mean), taking into account the estimated negative effect of related variety (single effect) on regional productivity growth in services. Thus, Fig. 6 gives the total picture of the combined effect of turbulence and related variety resulting from model C2, ceteris paribus.
The results of the GMM-sys approach are shown in the appendix and confirm the main findings. Productivity growth in manufacturing seems to be driven mainly by the restructuring of the incumbents. In manufacturing, the most spectacular improvements in TFP are shown to go hand in hand with a severe decline in employment, indicating labourshedding processes. We tested some further models. For instance, in accordance with the arguments on creative destruction in the theoretical section, we allowed exit rates to have a moderating effect on the impact of entry rates on TFP growth. We did not find any evidence of this relationship, but this may be the result of the high sectoral aggregation in our study.
We also specified models with longer time lags in manufacturing (3-9 years). These did not improve the model fit and the effects of entry and turbulence were still insignificant. 16 .
Allowing a one-year lag and a three-year lag for entry and turbulence to impact TFP growth in services yielded results very similar to those presented in Table 2 . 17 15 The estimated maximum effect by Fritsch and Schroeter (2009) , who also find an inverse U-shaped impact, occurs at a start-up rate of about 8 percent. However, the percentages are not directly comparable. First, their estimated curve is for manufacturing, while we only find such a curve in services. Second, their approach differs in that they use the workforce as a denominator when deriving entry rates, and use employment growth as the dependent variable. 16 Also, we did not find a polynomial lag impact structure that resembles the one discussed in Fritsch (2008) This lag structure is characterized by positive short-term employment effects (typically between 0-2 years) diminishing effects because of replacement effects that may even become negative (3-7 years) and positive long term (carrying capacity) effects surfacing only after that. 17 The results of these additional analyses are not reported, but are available on request.
Discussion
Despite a long tradition of productivity studies, it is still hard to explain productivity growth.
In this study, we have attempted to analyse the effects of firm entry and turbulence on competitiveness at the most relevant level of analysis, namely the region. We have used total factor productivity growth as a measure of competitiveness, and regressed firm entry and exit onto TFP growth in manufacturing and services in regions in the Netherlands over a 14 year period. Our results suggest that firm entry and exit are important for regional competitiveness in services, but not in manufacturing.
Why do firm entry and exit in manufacturing not have a positive effect on TFP growth? One reason might be that productivity growth in manufacturing in the Netherlands is driven by a few large players, and that new entrants and firm exits have only marginal effects on aggregate productivity growth. This intuition seems to be confirmed by the relatively low explained variance of the statistical models of TFP growth in manufacturing in comparison to the services models. In addition, most studies on the effect of entry on TFP growth in manufacturing are based on data from the 1970s and 1980s, while our study is based on data from a much more recent period. In recent decades, productivity growth in manufacturing has increasingly been driven by the incumbents (through industry restructuring, deindustrialization), while the contribution made by new entrants (and exits) has declined over time (see Baldwin and Gu 2006) . This might partly explain the different outcomes of our study in comparison with previous research on the role of entry in productivity growth in manufacturing.
One reason why entry and exit do have a positive effect on productivity growth in services may be the relatively low minimum efficient scale of service activities (see Audretsch et al. 2004) , which means that (often small) entrants in services contribute more easily to productivity improvements in the sector than entrants in manufacturing do.
However, we know that most new firms are relatively inefficient and do not contribute directly to productivity improvements in the sector (Bartelsman and Doms 2000) . This paradox can be explained by the difference in the level of analysis. While, relative to incumbent firms, entrants may not be more efficient in the initial phase, their potential pressure may provoke incumbents in the same region to stay alert and improve their efficiency; in an extreme case, established companies could even be induced to acquire new and promising firms or else to appropriate the new knowledge provided by the new firms, a process of creative construction. Such a spillover process, although well-documented in the literature, is not verified by directly comparing productivity rates at the firm level. The research design of our study enables the inclusion of potential spillover processes by analysing the effects of firm entry and exit at the regional level and allowing for time lags for the changes in firm dynamics to affect productivity growth. In comparison with the manufacturing sector, where the appropriability of new knowledge is easier (for example via patents), knowledge spillovers may take place quicker and more often in the service sector.
Of course, sectors are linked and it is conceivable that entry in services has an impact on regional productivity growth in manufacturing. We did not account for this in our model and future research might take a closer look at these interlinkages.
We should note that we did not control for the innovativeness of entrants, which is an important part of the creative destruction story; entrants should be innovative in order to destruct less innovative (or construct better) incumbents. Our approach basically assumes that an increase in regional entry rates goes together with an increase in regional innovative potential stemming from new firms. For innovative potential, the creative use of technology that has recently become available is just as relevant as the production of innovation. Inklaar et al. (2003) , for instance, show that productivity growth is particularly high in ICT-using sectors. This also links to the policy conclusion for the Netherlands by Bartelsman (2004) where, commenting on Baumol (2004) , he stresses that policy should not aim at entry or small businesses in general, but at "..the number of firms (…) that experiment with new methods to serve the market…" (Bartelsman 2004, p. 361) . Future research might take a closer look at this and make an attempt to separate new firm activity with innovative potential from new firm activity that has no innovative potential -regardless of sector classification (cf. Stam and Wennberg 2009) . Similarly, it will also be fruitful to explore different types of exit; in our study we were not able to distinguish between exits that recently entered the market and exits of firms that had been operational for several years. A distinction between voluntary and involuntary exit would also be highly relevant.
Policymakers increasingly aim to foster entrepreneurship to stimulate the competitiveness of regions. Previous studies have shown that entrepreneurship is an important vehicle for achieving employment growth in many settings. Our study for the Netherlands shows that entrepreneurship can be important for regional competitiveness. In order to increase the effectiveness of public policy in economies like the Netherlands, perhaps one
should not stimulate entry and possibly exit in general, but focus on lowering the entry and exit barriers in the service sector. Policymakers should also be aware that firm dynamics will have a greater impact on regional competitiveness in some regions, especially those with higher degrees of industrial relatedness and, to a lesser extent, higher population density.
Finally, one should know where to stop when stimulating entrepreneurship; our results also indicate that too much entry can lead to decreases in competitiveness. Dev 1990 Dev -1991 Dev 1992 Dev -1994 Dev 1995 Dev -1997 Dev 1998 Dev -2000 Dev 2001 : 1990-1991, 1992-1994, 1995-1997, 1998-2000, and 2001-2002 Note: all difference-in-Sargan tests of exogeneity of instrument subsets did not reject the Null hypothesis of exogenous instruments in the GMM-sys models. GMM-sys regressions were performed using Stata, xtabond2 procedure.. : 1990-1991, 1992-1994, 1995-1997, 1998-2000, and 2001-2002 Note: all difference-in-Sargan tests of exogeneity of instrument subsets did not reject the Null hypothesis of exogenous instruments in the GMM-sys models. GMM-sys regressions were performed using Stata, xtabond2 procedure.
