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Purpose: In this paper a new, easy-to-manufacture and easy-to-use ultrasound (US) probe calibra-
tion phantom for 3D freehand scanning is presented and evaluated, together with a new method for
achieving an accurate and user-robust calibration using virtual plane.
Methods: The phantom allows the optically tracked US probe to perform two rotations and two
translations while keeping the image of a tensioned wire in the image plane. This approach allows
obtaining a sharp image of the wire independently from the probe pose. The virtual plane allows
the calibration algorithm to converge minimizing the required number of US probe tracked poses.
The US image and position data are synchronized via a CORBA interface, created within the Image
Guided Surgery Toolkit (IGSTK) framework. The calibration algorithm and the calibration protocol
were evaluated in a set of experiments carried out by different test-users.
Results: The calibration method proved to be accurate and precise: 3D point reconstruction accu-
racy resulted 0.2 mm as mean value, while the precision was 0.4 mm as standard deviation.
Conclusions: The technique showed to be suitable for medical applications from morphological
diagnosis to intraoperative surgical planning adaption. VC 2011 American Association of Physicists
in Medicine. [DOI: 10.1118/1.3663674]
Key words: freehand 3D ultrasound, US probe calibration, surgical navigation, intraoperative
planning
I. INTRODUCTION
Three-dimensional (3D) Ultrasound (US) imaging is a nonin-
vasive medical diagnostic method. Although being generally
known for qualitative assessment of fetal morphology, its
importance for intraoperative imaging in surgical procedures,
where organs or soft tissues morphology varies with respect
to the preoperative situation, is rapidly increasing. In neuro-
surgery, for example, US images of the brain are registered
with preoperative magnetic resonance imaging (MRI) data to
detect the brain shift occurring during the operation.1–4 In
radiotherapy, 3D US imaging is used to update the radiation
dose delivery plan with respect to preoperative treatment plan-
ning, which is based on CT images.5,6 US imaging has also
been used for intraoperative registration of bone segments
during orthopedic surgery7 and for abdominal surgery.8,9
I.A. Spatial calibration
3D ultrasound imaging can be built from 2D images by
tracking the position of a probe in space, by a mechanical,
optical or electromagnetic localization system. 3D US based
on feature matching10 is also possible, but it is unsuitable for
intraoperative applications, due to poor accuracy. Spatial
localization systems measure the pose of a rigid body solid
with the ultrasound probe, hereafter referred to as the
“dynamic reference frame” (DRF). The probe calibration
process determines the transformation matrix between the
coordinate frame of the probe DRF and the B-scan plane.11
In this process, phantoms with known geometry are used in
order to identify features in both the US image and in the
physical phantom space and spatial relationship is therefore
established.11 Manual selection of the features and automatic
image segmentation techniques are used for identifying the
phantom features in the US images.11,12 Images are distorted
since the speed of sound of the coupling medium is different
and not constant (in depth and in time) from the one assumed
inside the ultrasound device (1540 m/s is considered as the
mean speed of US in human soft tissues). Calibrating the US
probe means estimating the unknown transformation matri-
ces involved in the spatial relationship between the US
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image space and the localization device space. A closed
form solution can be computed if the position of the phantom
features are known exactly in the US image and in the physi-
cal reference frames, otherwise an iterative approach is nec-
essary.11,13 Phantoms can be made of fiducial points,13–15
cross-wires,16,17 Z shaped wire,18 and planes (wall phan-
toms).12,19,20 Methods based on points features require the
alignment of the B-scan with the target point and the set of
the optimized calibration parameters can get stuck in local
minima.12 On the contrary, Z shaped phantoms do not
require any alignment of the image plane with the phantoms
geometrical feature, but they need an accurate mechanical
machining and an accurate phantom calibration to know the
exact position of the wires. The deformation of Z wires, due
to the wearing effect of time, is difficult to compensate for.
The accuracy of such calibration methods remain poorer
than other phantoms.15 In case of wall phantoms, the probe
calibration procedure estimates 11 unknown parameters: 6
for the transformation matrix from the probe DRF to the
reference frame solid with one corner of the B-scan image
plane, 3 for the definition of the plane (wall) and 2 parame-
ters for the horizontal and vertical scales (for converting
pixels to millimeter) in the B-scan image.
Prager et al.12 were the first to scan a planar surface
(“single-wall phantom”) instead of target points. Lango19
made the same by using a nylon membrane, while Rousseau
et al.20 used a Polymethylmethacrylate plate. A plane
appears as a set of straight lines in the US B-scans, one for
each data frame, thus using a flat surface immersed in a
water tank allows achieving more redundancy than a single-
point calibration, and more reliable, potentially automatic,
feature segmentation. However, when the US plane is not
normal to the wall, much of the US energy is reflected away
from the probe12 and the first echo that returns back to the
probe comes from the edge of the beam closest to the
wall.12,19,21 Therefore, the detected line thickness is not uni-
form with respect to different probe poses.
A further enhancement to the single-wall phantom, cir-
cumventing the latter problem, is the Cambridge phantom,12
which scans a bar that moves with wheels on a flat surface.
Nevertheless, it is not easy to manipulate and, at high depths,
the probe clamp reverberation reduces the quality of the
images.11 The scanning protocol demands for considerable
user expertise to ensure that the calibration optimization is
not under-determined.14 Incorrect calibration caused by
incomplete scanning of the phantom is thus by far the most
common source of error. Gee et al.22 proposed another cali-
bration phantom, where the position sensor is replaced by
mechanical guides, but it requires accurate machining and is
quite complex to be built. Hsu et al.23 demonstrated that
even if some movements (translation along the X and the Y
and rotation about the Z axis of the probe) are missing during
the calibration, the solution of the optimization process is
well-constrained. The same author provided indications for
the minimum set of scanning patterns required for a plane-
based calibration.24 Problems in the identification of the line
representing the intersection between the image and the wall
phantom were solved in Hartov et al.,25 where an adaptive
algorithm was used to eliminate data that would otherwise
prevent the convergence of the procedure. The algorithm
proved to be robust, but accuracy was unsatisfactory for
neurosurgical applications.
I.B. Synchronization
The DRF position and the ultrasound image data are
time-stamped by the computer with an unknown delay after
being detected by the hardware.26,27 Synchronization
requires finding the latency between the position sensor and
ultrasound image timestamps. Jacobs et al.28 showed that
the latency estimation is a crucial problem. In their work, the
measured latency was 220 ms for images gathered at 10 Hz.
Rousseau et al.20 proposed a new approach for temporal
calibration of 3D ultrasound systems which does not intro-
duce any constraints on probe motion. Latency estimation is
stated as a robust minimization problem. Experiments
showed that accurate latency estimation is preferably
conducted using “harmonic” data sets. Hsu et al.29 designed
a phantom based on overlaying membranes in order to cali-
brate the temporal offset relying on the segmentation reli-
ability, on the phantom construction tolerances and on
spatial calibration accuracy.
I.C. Innovation
The original Cambridge phantom12 and its subsequent
improvements15,22–24,29 allows the simultaneous movements
of the probe around a bar and translation on a flat surface on
wheels. The phantom displacement on the plane does not add
any information on the transformation between the probe
DRF reference frame and the US image plane reference
frame. Translating the probe parallel to the plane (2 degrees
of freedom, DoFs), the same US image is acquired. There-
fore, in this paper a simplified new plane-based phantom (the
“NearLab phantom”) is presented. The phantom is both easy
to manufacture and to manipulate in order to achieve an accu-
rate and precise calibration.24 The main innovation of our
calibration method is that a physical plane is not used for the
calibration. Translations of the phantom on the wall are simu-
lated (giving rise to a virtual displacement on a “virtual
plane”) in order to well condition the optimization
approach.12 Well conditioning of the, almost standard, opti-
mization approach, given by planar translations in the Cam-
bridge phantom, is therefore preserved. The imaged geometry
(a line, instead of a plane) is very thin and sharp and its image
does not change while moving the probe around the wire line
(4 DoFs). The imaged wire is easy to be tensioned in order to
prevent deformations due to machining and/or wearing that
affect other more complex phantom structures. Alignment of
the imaged wire in the image plane is also achieved easily
due to the adjustability of the supporting frame. No additional
measurement instruments are needed since the US image
qualitative inspection is already adequate to determine the
correct alignment of the wire in the image plane.
Synchronization is guaranteed by a client–server frame-
work using the CORBA communication protocol designed on
purpose.
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The paper is organized as follows: in the first part we
present the system framework, which is part of the ROBO-
CAST project.30 Then the spatial calibration formulation and
the optimization used by the new method are reported
together with the NearLab phantom design. A set of experi-
ments was designed in order to test spatial and temporal
calibration performances also under user variability. Results
are presented and discussed.
II. MATERIALS AND METHODS
II.A. The imaging framework
The 3D imaging architecture encompasses (as shown in
Fig. 1):
• An ultrasound console (ProSound Alpha 7, ALOKA Ltd,
Japan).
• An ultrasound burr-hole probe (ALOKA UST-52114P,
3–7.5 MHz with phased array transducer).
• An optical tracking system (Optotrack Certus NDI, Water-
loo, Ontario, Canada), with 0.15 mm accuracy.
• A custom built DRF with four active markers, attached to
the probe.
• A Sensor Manager framework (SM)31 running on a dual
Core laptop with 2 GB RAM, Windows XP platform.
• An S-video frame grabber (EZ Grabber, PAL, 720 576
px, 25Hz).
The calibration and visualization modules run on a com-
puter with Intel
VR
CoreTM2 Quad Processor Q9550 (12M
Cache, 2.83 GHz, 1333 MHz FSB), Windows XP platform.
The algorithms to solve the calibration optimization problem
were developed in Cþþ and MATLAB 2008a (Mathworks,
Inc., Natick, MA).
The US console and the optical tracking system are con-
nected to the SM via the Frame Grabber and via Ethernet
connection respectively. The ROBOCAST system architec-
ture is based on a client–server model, as shown in Fig. 2.
All the sensors are connected to the SM application, based
on the IGSTK and on the OpenCV libraries, which provide
sensor data to one or more dependent modules (clients). The
system can asynchronously provide images and tracking
data to clients connected via Ethernet. In the ROBOCAST
application, the calibration module runs on a client
connected to the SM via TAO-CORBA middle-ware.32,33 The
SM ensures temporal alignment among tracking sensor
systems by storing each position data in a transform object
which also provides a time stamp and a validity time
window. In this way it is possible to verify if data coming
from different tracking sensors were acquired at the same
time instant (within a user defined threshold).
The freehand 3D US systems indeed require a stream of
position data and images captured at the same instant, how-
ever when the client receives an image and a DRF position
after a request, they could have different time-stamp,
depending on the latencies of the two data streams:
• the latency of the tracking system;
• the latency of the US imaging system;
• the latency between the client request and the SM
response.
The first two latencies are due to the delay between the
sensor data sending and the SM data receiving. The latency
between the SM and the clients depends on the number of
clients requesting sensor data and on the rate of the
requests.
II.B. The NearLab calibration phantom
The calibration phantom designed in this work encom-
passes three aluminium bars and a U-shape probe support
with slides (Fig. 3). One bar lies at the bottom of the phan-
tom and two vertical bars, with sliding guides, are attached
FIG. 1. On the left, the imaging system and the sub-modules connections. Tp is the localisation matrix of the probe DRF provided by the tracking system, Tc
is the probe calibration matrix. The SM receives tracking data via Ethernet connection and images via a Frame Grabber. Client communication is assured by
Ethernet connection. On the right, the probe DRF. The DRF is attached to the probe through a holder.
6712 De Lorenzo et al.: Calibration object and method for freehand 3D ultrasonography 6712
Medical Physics, Vol. 38, No. 12, December 2011
to it. The vertical bars, rigidly connected together via the
probe support, can rotate with respect to the bottom bar
around a steel wire covered with nylon (0.45 mm in diame-
ter), and tensioned using two hollow screws (0.5 mm diame-
ter) (Front to Back Rotation around A axis, as shown in Fig.
3). The probe support also has two possible translations
along the two vertical bars (vertical translation, Z axis) and
along the horizontal bar (lateral translation, X axis). A DRF
is attached to the probe through a holder. The probe holder
has a concavity matching the probe handle. It adds two
further degrees of freedom to those of probe support (see
above), it can rotate around it, i.e., around the Y axis of
the probe (Side to Side Rotation), and can translate along the
U-shape bar (Y translation) during the phantom setup phase.
A screw driver is used to fix the position and the orientation
of the bar and of the probe support.
The bars and the probe holder were manufactured in the
workshop of ITIA CNR in Milan, Italy.
II.C. The calibration algorithm
The calibration problem can be stated as follows. Given
the spatial transformations relationship:11
PPlanex
PPlaney
PPlanez
1
2
664
3
775 ¼ T1W  TP  TC 
Sx  PIx
Sy  PIy
0
1
2
664
3
775 (1)
“calibrating” means finding the transformation TC between
the US-image plane and the probe DRF (Tp, as shown in Fig.
4), given:
— TP, i.e., the transformation between the probe DRF refer-
ence frame and the tracking system (global) reference
frame;
— TW, i.e., the transformation between the tracking refer-
ence system and the phantom (virtual plane) reference
system;
— PI, i.e., a point on the US image, belonging to the seg-
mented line;
— Sx and Sy, i.e., the image scale factors;
— PPlane, i.e., PI expressed in the plane reference frame.
The image scale factors (Sx and Sy) were both determined
using the distance measurement tool of the ultrasound
machine, as indicated in Hsu et al.23 Temperature correction
factor was applied to the features in the US images, as
FIG. 2. Position data are managed by the Sensor Manager. Each tracking system is connected to a separate thread (Tracker Thread) that acquires position data
at the tracking system maximum allowed frequency (6400=N for the Certus optical tracking system, with N equals to the number of active infrared markers).
The Main Thread in the SM block acquires the position data at 25 Hz (user-set frequency) from the Tracking Thread into a circular buffer and tags each data
with a timestamp representing the instant of capturing. When a Client requests a position data, the GetPosition module verifies that the newest data are still
valid and then sends it to the client. The Get Image data module captures a B-scan image via OpenCV. Each captured image is tagged with a timestamp.
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suggested in Hsu et al.23 in order to remove any error due
to the sound speed variations. Image segmentation was
performed in the user defined region of the ultrasound image
using the RANSAC line detection algorithm.24
The nine unknown parameters (6 parameters of the cali-
bration transformation, TC, and 3 parameters describing the
phantom plane, which are not used during the probe track-
ing) are determined minimizing the Euclidean distance (Di)
between the points lying on the segmented lines in the US
images (PI), transformed (P^Plane) using the actual estimated
calibration transformation (T^C), and the virtual phantom
plane (axþ byþ czþ d ¼ 0, and ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃa2 þ b2 þ c2p ¼ 1). The
transformed points in the virtual plane reference frame are:
P^Planex
P^Planey
P^Planez
1
2
664
3
775 ¼ T1W  TP  T^C 
Sx  PIx
Sy  PIy
0
1
2
664
3
775 (2)
The function to be minimized is:
f ¼ min
f
1
2
XN
i¼1
D2i (3)
where
Di ¼ axi þ byi þ czi þ d (4)
and [xi, yi, zi] are the 3D coordinates of the i-th transformed
point (P^Plane). N is the total number of measurements.
For the iterative optimization, the Levenberg-
Marquardt11,35 algorithm, which combines the characteris-
tics of both Gradient Descent and Gauss-Newton methods,
was used. The phantom plane, identified by Tw is any virtual
plane passing through the steel wire. A series of simulated
translations along the X and Y axis of the probe DRF were
also used to increase the calibration algorithm robustness,
virtually “painting” the plane (virtual) with a series of lines,
as done by the other approaches,12 although in this case no
physical movements are accomplished. In order to fix one of
the infinite number of planes passing through the steel wire,
the plane normal was chosen equal to the Z-axis versor of
the first acquired probe reference frame. Virtual translations
guarantee that the virtual plane will not change too much
(theoretically it should not change substantially, but the pres-
ence of noise gives raise to small variations) during the itera-
tions. Using this constraint, the optimization converges more
robustly to a global minimum, since the unknown plane
parameters are less sensitive to noise.
A user friendly graphical interface was designed in order
to facilitate the calibration steps (Fig. 5).
II.D. Experimental protocol
The experimental setup is shown in Fig. 6. In order to
assess the NearLab phantom (NP) performances in terms of
spatial calibration accuracy and precision,11 the following
protocol was followed (see Table I for details):
— Calibration method. All calibrations were performed
using the NearLab phantom
1. using the calibration method described in the follow-
ing “calibration protocol” paragraph (NP);
2. using temperature correction factor (NPþTC);
3. as 1 and 2, adding virtual translations: 4 lateral
translations in Y direction (5 cm spaced) and 4 transla-
tions (5 cm spaced) along X direction (Fig. 3)
(NPþTCþ S).
Each calibration was repeated 8 times.
— calibration protocol. Calibration was performed using
the NearLab phantom with the following probe move-
ments (Fig. 3):
1. 10 Front to Back Rotations of the probe (FBR);
2. As above plus 10 Side to Side Rotations of the probe
(FBRþSSR);
FIG. 4. The spatial transformations involved in the probe calibration prob-
lem. TP, is the transformation between the probe DRF reference frame and
the tracking system reference frame; TW, is the transformation between the
tracking reference system and the phantom (virtual plane) reference system;
TC, is the calibration transformation between the US-image plane and the
probe DRF.
FIG. 3. The NearLab phantom degrees of freedom. The tensioned wire is
also visible at the bottom. On the probe, the movement reference system is
shown: translation along the Y axis is used during the phantom setting proce-
dure, in order to align the probe image plane with the steel wire. Transla-
tions along the Z axis are referred as vertical translation (VT) and translation
along the X axis are referred as lateral translation (LT).
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3. As above plus 10 Vertical Translations (translations
along Z direction) (FBRþ SSRþVT);
4. As above plus 10 Lateral Translations (translations
along X direction) (FBRþ SSRþVTþLT).
Each calibration was repeated 5 times.
— Intersubject and intrasubject variability: In order to test
the calibration robustness, performances were compared
with the Classical Free-hand Calibration (CFC)
(“Membrane phantom”)19 asking 4 non experienced
users to perform 5 CFC and 5 NearLab phantom-assisted
(“NearLab phantom”) calibrations. CFC was performed
asking the users to change the probe position 40 times in
a water tank with a planar membrane in the bottom,
changing the configuration of a mechanical linkage that
held the probe still while the DRF poses were acquired
and averaged.36
In the experiments, the water temperature was monitored
constantly using a digital multimeter (IDM-62T, ISO-tech,
United Kingdom).
II.E. Evaluation metrics
For both the experiments, the accuracy and precision14
were evaluated using a Plexiglas
VR
(300 200 10 mm)
plane as the object test to be reconstructed. The plane was
immersed and fixed in the water tank and localized using an
optical pointer (NDI, Waterloo, Ontario, Canada). Equidis-
tant divots (42) with the same diameter of the pointer tool
(3 mm) were machined on the plane with 0.15 mm accuracy.
Given the 42 points 3D coordinates, the plane equation was
computed with a least square approach (MATLAB R2008a).
For each calibration performed, 5 testing datasets were
considered, each dataset composed of 40 images of 80 seg-
mented points each.
The following error measures were computed:
— Plane accuracy (Ai): Computed as the distance between
the plane, and the points reconstructed using the 3D US
system.
Ai ¼ kPPlanei  PplexPlanei k (4)
where PplexPlanei is the projection of P
Plane
i on the
Plexiglas
VR
plane.
— Plane precision (Pi): Computed as the distance between
the “mean plane” (i.e. the one minimizing the sum of the
squared distances from reconstructed points) and the
points reconstructed using the 3D US system.
Pi ¼ kPPlanei  PMPlanei k (5)
where PMPlanei is the projection of P
Plane
i on the mean
plane.
FIG. 5. The developed GUI for probe automatic cali-
bration: buttons on the left allow the user to set the cali-
bration parameters, the region of interest (ROI) on the
ultrasound image, the scale factors and the temperature
correction factor. Calibration performances are also dis-
played. In the central panel, segmented images are
shown and probe visibility is represented as a green
strip. On the right, the US screen is replicated.
FIG. 6. The experimental setup. On the back the optical tracking localiza-
tion system is visible, on the left the US images acquisition system is shown.
The calibration object and the probe are immersed in water.
TABLE I. Experimental protocol.
Number
of
calibrations
Tests dataset
for each
calibration
Number
of probe
poses
Calibration method 8 — 40
NP — 5 40
NPþTC
NPþTCþS
Calibration protocol 8 — 40
FBR — — 10
FBRþSSR — 5 20
FBRþSSRþVT — — 30
FBRþSSRþVTþLT — — 40
Inter=Intra subject variability 5 — —
Membrane phantom
NearLab phantom
— 5 40
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As stated by several authors,4,12,18,41 Ai is commonly
referred to as point reconstruction accuracy, while Pi as point
reconstruction precision.
Distance measures are signed, in order to differentiate
whether line points are estimated above or below the esti-
mated plane. Signed distances of points above the plane are
given a positive sign, those below a negative one. Data popu-
lation proved to be normally distributed (Lilliefors test for
normality with p< 0.05) and therefore the mean and the
standard deviation were computed as distribution parame-
ters. Statistical significant variance difference was assessed
using the Fisher test, with p< 0.05 (Statistica 7, Stat Soft).
II.F. Temporal offset
In order to estimate the temporal offset between the DRF
tracking data and the US image, the probe immersed in the
water tank was moved along the vertical direction (Z axis of
Fig. 4) using a 6 DoF serial robot (Pathfinder, Prosurgics,
United Kingdom) which was programmed to achieve three
repetitions of vertical motion (lasting 0.83 s at 30 mm/s max-
imum velocity).
Position data of a point in the US image (the line) and of
the probe DRF were acquired and normalized with respect to
the amplitude of the movement performed. Signal alignment
was done using the timestamps provided by the SM frame-
work and the time lag was estimated by computing the maxi-
mum of the cross correlation function of the two time series.
III. RESULTS
III.A. Spatial calibration
As shown in Fig. 7, both the temperature correction factor
(TC—during the acquisitions the water temperature varied
between 21 and 23 C) and the simulated (S) translation
allow decreasing the polarization above the actual plane
(from 1 to 0.2 mm as mean value). Adding simulated move-
ments allows also decreasing the error standard deviation:
68.2% of the data population is bounded below 0.6 mm.
When estimating the precision, the difference in the varian-
ces is not statistically significant.
Figure 8 shows the distance errors with respect to the
probe movements executed. Only in case of FBR the dis-
tance error is biased with respect the actual plane (mean
error is 1.581 mm). Adding the SSR reduces the mean error
to 0.226 mm and adding the VT further reduces the error to
0.106 mm.
In terms of standard deviation, each movement allows
reducing the standard deviation, apart from LT which did
not improve the calibration performance (in
FBRþSSRþVT the standard deviation is 0.39 mm while
in FBRþSSRþVTþLT the standard deviation is 0.41
mm). Adding the LT, does not change the standard deviation
when computing the calibration precision.
Figure 9 shows the distance errors (accuracy Ai and preci-
sion Pi) with respect to the calibration method and with
respect to the user. Using the Membrane phantom the aver-
age accuracy error is around 1 mm as mean value for User 3
(worst case), while using the NearLab phantom the polariza-
tion decreases to 0.2 mm as mean value for User 3. In terms
of standard deviation, the performances obtained with the
NearLab phantom are significantly different from those of
the Membrane phantom. Similar performances are obtained
when evaluating the precision of the calibration (0.4 mm).
III.B. Synchronization
As shown in Fig. 10, the time lag between the DRF data
and the US image resulted in a median value of 230 ms (223
and 240 ms the interquartile range).
IV. DISCUSSION
Intraoperative ultrasound images acquisition is becoming
a more and more widespread technique for updating the pre-
operative plan during the surgical interventions and repre-
sents a cost-effective alternative to intraoperative MR.37 In
particular, in neurosurgery, the intraoperative brain morphol-
ogy can be different with respect to the preoperative plan:
the more the skull is open, the more the brain shifts, due to
both deliquoration and pressure variation increase.38 US
images should be accurately registered on MR images to
quantify the brain shift amount and to accurately localize
deep brain structures.
Probe calibration must be repeated at long or short time
intervals if the DRF is not permanently attached. Adapter
cannot guarantee perfect repeatability, so calibration is
needed often. Therefore, the need for an easy to use and easy
to manufacture phantom for freehand 3D ultrasound arises.
In this paper, we presented and evaluated the performances
of the NearLab phantom, which is extremely easy-to-repli-
cate and easy-to-use, due to the limited number of pieces to
be assembled, to the probe movements allowed and to the
small size. The only difficulty that may be incurred in by the
users is aligning the US probe scanning plane with the steel
wire; however the user can use wedges22 in order to easily
carry out this step. After fixing the probe support to the han-
dles, only four degrees of freedom are left, those have been
shown to be sufficient to perform an accurate calibration.
The user can manipulate easily the handles and the probe
holder following a specific protocol. This phantom is a
“virtual plane”-based phantom where a tensioned steel wire
in the image plane gets rid of the beam thickness problem:
all the obtained images are of good quality at all angles and
positions allowed by the phantom. Good quality images
increase the reliability of the calibration method and the seg-
mentation method becomes robust because in all positions
the line is accurately segmented. In addition, the phantom
does not suffer from any oscillation problem during the cali-
bration since a well tensioned and firm steel wire is scanned.
In perfect vertical position the phantom suffered from reflec-
tions of the base plate, this was simply solved by covering
the plate by a rubber layer to eliminate them.
The optimization method minimized the squared distan-
ces of measured points from a plane passing through the
wire line. Since no physical translations were used, differ-
ently from Prager et al.,12 the plane could be any plane
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passing through the wire line. At each iteration, only two
plane parameters are constrained by the optimization, since
the rotation of the probe around an axis orthogonal to the
plane and applied in the center of the wire and the rotation
around the wire do not change the cost figure. We thought
that including more constraints could have improved the
noise rejection of the algorithm. For this reason, we fixed
the other plane parameters adding “virtual displacements” of
the probe DRF on a virtual plane. In this way, the plane pass-
ing through the wire line is constrained to be the virtual
plane. We achieved the same noise rejection as in Prager
et al.12 performing virtual displacements on a perfect plane,
without flatness issues. The results showed that this
constraint increased the accuracy of the estimate, although
the precision was not improved.
The time required for the calibration is drastically
decreased, since the physical translation of the probe along
the plane is removed. The NearLab phantom calibration time
is constrained by the probe-line alignment, and then the cali-
bration requires less than 4 min to be accomplished.
FIG. 7. Calibration method results. On the left, accuracy is shown and on the right, precision is reported. In the bottom tables, test results are shown, “X” indi-
cates significant variance difference, “o” indicates no significant difference.
FIG. 8. Calibration protocol results. On the left, accuracy is shown and on the right, precision is shown. In the bottom tables, test results are shown, “X” indi-
cates significant variance difference, “o” indicates no significant difference.
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The SW framework, which the US acquisition software is
part of, is a modular robotic-based system for neurosurgery
applications. In this scenario, sensor information redundancy
is necessary in order to assure the robotic system safety. In
order to assure components interfaceability and to manage
the US information by any client computer, the images are
processed by a server and then sent to clients through CORBA
protocol together with the DRF pose information. The SM is
able to simultaneously manage multimodal sensors (optical
tracking system, electromagnetic tracking system, US imag-
ing devices). Synchronisation is assured by the SM IGSTK-
based architecture, which associates position data and
images with timestamps (only 17 ms of interquartile range
shows the delay is approximately constant). Results show
that such architecture does not allow, at this stage, freehand
realtime or volume reconstruction, since post processing of
data are required for proper time alignment. Predictors based
on Kalman filtering theory can allow real-time applications.
Computing time issues are currently being solved taking
advantage of graphics processing units (GPU), as in Dai
et al.,39 but imaging prediction is not feasible without
segmentation, thus limiting the chances of a strict real-time
capability. Nevertheless a slow exploration (few mm per sec-
ond) is indeed possible.
FIG. 9. Intersubject and intrasubject variability results. On the left, accuracy is shown and on the right, precision is shown. At the bottom, test results are
shown, “X” indicates variance difference, “o” indicates the variance equality.
FIG. 10. Top panel, US Image data and position data of the probe DRF
versus time. Closer view of the time lag between the two data streams.
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While calibrating, translation movements can be simu-
lated in order to let the optimization algorithm converge
more robustly, since the possible plane orientations are fixed
already from the first iterations: the calibration algorithm
designed proved to decrease the point reconstruction accu-
racy to 0.2 mm, as mean signed distance value from the real
plane, with 0.4 mm as standard deviation, which is better
than the 0.76 0.6 mm reported by Hartov et al.25 Extensive
literature comparison is presented in Mercier et al.11 best
results in terms of mean point reconstruction precision and
accuracy are presented in Prager et al.12 (0.04 mm as mean
precision value, with standard deviation values not reported,
and 0.04 mm as mean accuracy value, with 1.12 mm of
standard deviation). Boctor et al.40 obtained 0.6 mm as mean
precision value with standard deviation comparable with our
approach, and 0.25 mm as mean accuracy value, with greater
standard deviation (1.78 mm). Results presented by Kowal
et al.41 are comparable with ours in terms of accuracy
performances, but worse (one order of magnitude) in terms
of precision. Recently, Mercier et al.4 reported 0.64 mm as
mean value for the point reconstruction accuracy. Chen
et al.,42 who performed beam thickness correction in the
calibration,21 reached a similar value (0.66 mm as mean
accuracy).
In our approach, calibration was performed detecting a
line in the calibration phantom to avoid the beam thickness
problem.12,19,21 Accuracy assessment was then performed
using a plane. Therefore, the determination of the points on
the line in the US image was biased, since the line thickness
was changing, according to the orientation of the probe with
respect to the plane. For this reason, error data distribution
appears to have a non zero bias. Considering the US images
resolution (0.3 mm) and the optical localization system accu-
racy (0.15 mm), our error, which satisfies the specification of
the surgical application, is mostly due to the measurement
systems rather than to the algorithm. Further developments
will modify the calibration cost function to minimize the
distance between US detected line and a calibration line,
getting rid of the “virtual plane”.
For accurately calibrating the probe, two rotational move-
ments (around the X and Y directions as shown in Fig. 4) and
at least one translational movement are required, confirming
what stated in Hsu et al.23 The NearLab phantom allows
performing such movements in an easy and reliable way.
Using the NearLab calibration phantom, besides allowing
better calibration performances in terms of mean and stand-
ard deviation of the errors, allows also a lower user depend-
ency of the result.
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