Description of compatible differential-geometric Poisson brackets of the
  first order by Pavlov, Maxim
ar
X
iv
:n
lin
/0
41
20
54
v1
  [
nli
n.S
I] 
 21
 D
ec
 20
04
Description of compatible differential-geometric
Poisson brackets of the first order
Maxim Pavlov
Contents
1 Introduction 1
2 Flat case 2
2.1 Particular case, ηi(r
i) = ci = const . . . . . . . . . . . . . . . . . . . . . . 6
2.2 General case, ηi(r
i) = ri . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3 Co-dimension 1 11
3.1 Particular case, ηi(r
i) = ci = const . . . . . . . . . . . . . . . . . . . . . . 13
3.2 General case, ηi(r
i) = ri . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4 Conclusion 15
1 Introduction
One of the most interesting questions of the classical differential geometry which has ap-
peared at studying of semi-Hamiltonian systems of hydrodynamical type is the description
of the surfaces admitting not trivial deformations with preservation of principal direc-
tions and principal curvatures. Then the number of essential parameters on which such
deformations depend, is actually equal to number various local Hamiltonian structures
of corresponding system of hydrodynamical type [6]. Such local Hamiltonian structures
are determined by differential-geometrical Poisson brackets of the first order (see [10]).
In the same paper a bi-Hamiltonian structure of the system of averaged one-phase so-
lutions of KdV have been considered. Later multi-Hamiltonian structures of systems of
hydrodynamical type were studied in [12], [13]. The given work is devoted to the de-
scription of bi-Hamiltonian structures in language of orthogonal curvilinear coordinate
nets. The alternative approach (by the method of an inverse scattering transform) has
been used in [16]. In [5] it has been shown, that the description of pairs compatible
differential-geometric Poisson brackets of the first order is equivalent to the solution of
the over-determined system on rotation coefficients βik of orthogonal curvilinear coordi-
1
nate nets
∂iβjk = βjiβik, i 6= j 6= k,
∂iβik + ∂kβki +
∑
m6=i,k βmiβmk = 0, i 6= k,
ηi∂iβik + ηk∂kβki +
1
2
η′iβik +
1
2
η′kβki +
∑
m6=i,k ηmβmiβmk = 0, i 6= k,
(1)
where ηi(r
i) are some functions, ∂k ≡ ∂/∂rk, k = 1, 2, ..., N . The general case ηi(ri) 6=
const and particular case ηi(r
i) = ci = const were described in [5], where it has been
shown, that (1) is an integrable system. In that specific case ηi(r
i) = ci = const the
system of equations
∂iβjk = βjiβik, i 6= j 6= k,
∂iβik + ∂kβki +
∑
m6=i,k βmiβmk = 0, i 6= k,
ci∂iβik + ck∂kβki +
∑
m6=i,k cmβmiβmk = 0, i 6= k,
(2)
when N = 3 was reduced to three pairwise commuting non-evolution equations (see [5])
qxt = ch q
√
1− q2x, qyt = sh q
√
1− q2y , qxy = −
√
(1− q2x)(1− q2y),
which are nothing but two modified Sin-Gordon equations and degenerated twice modified
Sin-Gordon equation, respectively. In this paper generalization of this system (i.e. ηi(r
i) 6=
const) is presented for bi-Hamiltonian structure where one metric is flat, and the second
one has curvature of co-dimension 1.
2 Flat case
Compatibility condition of the linear system in partial derivatives
∂iHk = βikHi, i 6= k (3)
is the same as compatibility condition for conjugated linear system
∂iψk = βkiψi, i 6= k. (4)
This yields the nonlinear multi-dimensional integrable N -wave system (see for instance,
[4], [9])
∂iβjk = βjiβik, i 6= j 6= k. (5)
Any pair of solutions of the first linear system H
(1)
i , H
(2)
i generates hydrodynamic type
system integrable by the generalized hodograph method [14]
rit =
H
(2)
i
H
(1)
i
rix, i = 1, 2, ..., N,
2
written in Riemann invariants ri. Particular solutions ψ
(k)
i of the second linear system (4)
determine densities ak and fluxes ck of conservation laws
akt = ∂xc
k(a),
where
dak =
N∑
m=1
ψ(k)m H
(1)
m dr
m, dck =
N∑
m=1
ψ(k)m H
(2)
m dr
m.
Existence of the linear differential operator of the first order connecting solutions of both
linear systems (see for instance, [13])
Hi = ∂iψi +
∑
m6=i
βmiψm (6)
is equivalent to existence of local Hamiltonian structure
ait = ∂x[g
ik ∂h
∂ak
],
where flat coordinates ak are determined by ”null” solutions of the second linear system
0 = ∂iψ
(k)
i +
∑
m6=i
βmiψ
(k)
m , k = 1, 2, ... , N,
and non-degenerate symmetric metric
ds2 =
N∑
m=1
(
H(1)m dr
m
)2
= gjkda
jdak,
which is constant in flat coordinates ak
gjk =
N∑
m=1
ψ(j)m ψ
(k)
m = const .
Existence of such operator (6) imposes the restriction on rotation coefficients of orthogonal
curvilinear coordinate nets βik
∂iβik + ∂kβki +
∑
m6=i,k
βmiβmk = 0, i 6= k, (7)
well-known in differential geometry as the Gauss equation, in above case it fixes the metric
of zero curvature.
It is easy to see that N -wave system is invariant under the transformation Ri = Ri(ri),
H¯
(1)
m = H
(1)
m µ
−1/2
i (r
i), where µi(r
i) and Ri(ri) are arbitrary functions of a single variable. If
Riemann invariants are fixed (Ri(ri) ≡ ri), then “flatness” condition (7) is no longer valid,
3
then solutions of the conjugate problem (4) transform in accordance with ψ¯i = ψiµ
1/2
i (r
i);
if µi(r
i) = Ri′
2
(ri), then a metric preserves “flatness”
ds2 =
N∑
m=1
(
H(1)m dr
m
)2
=
N∑
m=1
(
H¯(1)m dR
m
)2
,
and solutions of the conjugate problem (4) are the same
dak =
N∑
m=1
ψ(k)m H
(1)
m dr
m =
N∑
m=1
ψ¯
(k)
m H¯
(1)
m dR
m.
Thus, infinite number of metrics
ds2 =
N∑
m=1
µ−1m (r
m)
(
H(1)m dr
m
)2
, (8)
are connected to each system of hydrodynamic type and only for finite number of values
µi(r
i) (no more than N + 1, see [7]) the“flatness” condition is satisfied. In this paper
the case is considered, when just two distinct values µi(r
i) determine flat metrics. Since
coefficients of the diagonal metric H2i are determined up to multiplication on an arbitrary
function of corresponding Riemann invariant, then the first flat metric always can be cho-
sen so that one of values µi(r
i) can be fixed to 1. Compatible pairs of local Hamiltonian
structures determined by such metrics studied for instance in [16]. Such pairs are com-
patible if their arbitrary linear combination also is local Hamiltonian structure. Thus, the
integrable nonlinear system (see [5])
∂¯iβ¯jk = β¯jiβ¯ik, i 6= j 6= k, (9)
(λ+Ri)∂¯iβ¯ik + (λ+R
k)∂¯kβ¯ki +
1
2
(β¯ik + β¯ki) +
∑
m6=i,k
(λ+Rm)β¯miβ¯mk = 0, i 6= k.
is a compatibility condition of the linear system
∂¯iψ¯
(k)
j = β¯jiψ¯
(k)
i , i 6= j,
0 = (λ+Ri)∂¯iψ¯
(k)
i +
1
2
ψ¯
(k)
i +
∑
m6=i(λ+R
m)β¯miψ¯
(k)
m , k = 1, 2, ... , N,
(10)
where ∂¯ = ∂/∂Ri, β¯ik(R) = βik(r)/R
i′(ri), ψ¯
(k)
j = ψ
(k)
j , λ is an arbitrary constant of the
flat metric g˜ii(r) = (λ+Ri)gii.
Thus, we have proved following
Lemma: The reduction of the N -wave system (5)
∂iβik + ∂kβki +
∑
m6=i,k βmiβmk = 0, i 6= k,
ηi(r
i)∂iβik + ηk(r
k)∂kβki +
1
2
η′i(r
i)βik +
1
2
η′k(r
k)βik +
∑
m6=i,k ηm(r
m)βmiβmk = 0, i 6= k,
4
where ηi(r
i) is a second solution µi(r
i), is resulted in (9) by scaling Hi(r) = η
′
i(r
i)H˜i(R),
∂/∂ri = η′i(r
i)∂/∂Ri, ηi(r
i) = η˜i(R
i) ≡ Ri, if ηi(ri) 6= ci = const.
Thus, in general case bi-Hamiltonian structures of hydrodynamic type systems are
described by solutions of the integrable system
∂iβjk = βjiβik, i 6= j 6= k,
∂iβik + ∂kβki +
∑
m6=i,k βmiβmk = 0, i 6= k,
ri∂iβik + r
k∂kβki +
1
2
βik +
1
2
βki +
∑
m6=i,k r
mβmiβmk = 0, i 6= k.
Its spectral problem (10)
∂iψ
(k)
j = βjiψ
(k)
i , i 6= j,
0 = (λ+ ri)∂iψ
(k)
i +
1
2
ψ
(k)
i +
∑
m6=i(λ+ r
m)βmiψ
(k)
m , k = 1, 2, ..., N
is nothing but N commuting systems of ordinary differential equations with respect to
every independent variable (Riemann invariant ri).
Remark: This multi-dimensional spectral problem has a multi-dimensional analog of
Wronskian: N(N + 1)/2 “first integrals” are constraints
gsn =
N∑
m=1
(λ+ rm)ψ(s)m ψ
(n)
m = const, (11)
which are nothing but metric coefficients in flat coordinates of mixed local Hamiltonian
structure.
Following G. Darboux for further consideration we should determine “first integrals”
of the Gauss equation (see (7)).
Definition: A scalar potential of rotation coefficients of conjugate curvilinear coor-
dinate nets V is a such function, whose mixed second derivatives are
Vik = βikβki, i 6= k.
Definition: A vector potential of rotation coefficients of conjugate curvilinear coordinate
nets Sk is a such function, whose mixed first derivatives are
∂iSk = βik∂kβki, i 6= k.
G. Darboux have proved (see [3]), that the Gauss equation, written via rotation coefficients
of conjugate curvilinear coordinate nets (7), has N “first integrals”
Si +
1
2
∑
m6=i
β2mi = ni(r
i), (12)
where ni(r
i) are arbitrary functions (“integration factors”). Similar zero curvature con-
dition
ηi(r
i)∂iβik + ηk(r
k)∂kβki +
1
2
η′i(r
i)βik +
1
2
η′k(r
k)βik +
∑
m6=i,k
ηm(r
m)βmiβmk = 0, i 6= k
5
for metric ηi(r
i)gii has N “first integrals”
ηiSi +
1
2
η′iVi +
1
2
∑
m6=i
ηmβ
2
mi = ki(r
i), (13)
where ki(r
i) are another arbitrary functions.
2.1 Particular case, η
i
(ri) = ci = const
This particular case was considered in [5]. The spectral problem
∂iψ
(k)
j = βjiψ
(k)
i , i 6= j,
0 = (λ+ ci)∂iψ
(k)
i +
∑
m6=i(λ+ cm)βmiψ
(k)
m , k = 1, 2, ... , N,
determines the nonlinear system (2)
∂iβjk = βjiβik, i 6= j 6= k,
∂iβik = −
∑
m6=i,k
cm−ck
ci−ck
βmiβmk, i 6= k.
It easy to see that the consequences of (12) and (13)
Si +
1
2
∑
m6=i β
2
mi = ni(r
i),
ciSi +
1
2
∑
m6=i cmβ
2
mi = ki(r
i)
for particular case ηi(r
i) = ci = const are the constraints∑
m6=i
(cm − ci)β2mi = 2[ki(ri)− cini(ri)].
Thus, if N = 3, then above system
(c2 − c1)β221 + (c3 − c1)β231 = l1(r1),
(c1 − c2)β212 + (c3 − c2)β232 = l2(r2),
(c1 − c3)β213 + (c2 − c3)β223 = l3(r3),
can be parameterized
β21 =
√
l1(r1)
c2 − c1 cosh u, β31 =
√
l1(r1)
c1 − c3 sinh u,
β12 =
√
l2(r2)
c1 − c2 cosh υ, β32 =
√
l2(r2)
c2 − c3 sinh υ,
β13 =
√
l3(r3)
c1 − c3 coshw, β23 =
√
l3(r3)
c3 − c2 sinhw.
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Then the 3-wave system has the form
1√
l1(r1)
∂1w =
√
c2 − c3
(c1 − c2)(c1 − c3)
cosh u,
1√
l3(r3)
∂3u =
√
c1 − c2
(c1 − c3)(c2 − c3)
sinhw,
1√
l1(r1)
∂1υ =
√
c2 − c3
(c1 − c2)(c1 − c3) sinh u,
1√
l2(r2)
∂2u =
√
c1 − c3
(c2 − c1)(c2 − c3) sinh υ,
1√
l2(r2)
∂2w =
√
c1 − c3
(c1 − c2)(c3 − c2) cosh υ,
1√
l3(r3)
∂3υ =
√
c1 − c2
(c1 − c3)(c2 − c3) coshw.
Introducing new independent variables (scaling Riemann invariants)
p =
√
c2 − c3
(c1 − c2)(c1 − c3)
∫ √
l1(r1)dr
1,
q = i
√
c1 − c3
(c1 − c2)(c2 − c3)
∫ √
l2(r2)dr
2,
s =
√
c1 − c2
(c1 − c3)(c2 − c3)
∫ √
l3(r3)dr
3,
finally one can obtain the system (see [5])
∂pw = cosh u, ∂su = sinhw,
∂pυ = sinh u, ∂qu = sinh υ,
∂qw = cosh υ, ∂sυ = coshw.
For instance, eliminating field variables υ and w (υ = arcsinh uq, w = arcsinh us), one
can obtain two modified sinh-Gordon equations
upq = sinh u
√
u2q + 1, usp = cosh u
√
u2s + 1
and the degenerated twice modified sinh-Gordon equation ([1])
usq =
√
(u2q + 1)(u
2
s + 1).
Such equations can be obtained as well as with respect to other field υ and w
υpq = sinh υ
√
υ2p + 1, υsq = cosh υ
√
υ2s − 1, υsp =
√
(υ2p + 1)(υ
2
s − 1),
wsq = coshw
√
w2q − 1, wsp = sinhw
√
w2p − 1, wpq =
√
(w2p − 1)(w2q − 1).
The substitution
z = υ + w = w + ln[wq +
√
w2q − 1]
transforms these equations into
zsq = sinh z, zssp = zs
√
z2p + z
2
sp − zp. (14)
7
The first one is well-known Bonnet equation (the sinh-Gordon equation), the second one
is the next commuting flow from a hierarchy of the potential modified KdV equation (see
[15])
zτ = zsss − 1
2
z3s .
Thus, a spectral problem for a triple of the modified sinh-Gordon equations has a form
 ψψ¯
ψ˜


p
=

 0 (1− 1ζ ) cosh u 1ζ sinh ucosh u 0 0
sinh u 0 0



 ψψ¯
ψ˜

 ,

 ψψ¯
ψ˜


q
=

 0 cosh υ 0− ζ
1−ζ
cosh υ 0 1
1−ζ
sinh υ
0 sinh υ 0



 ψψ¯
ψ˜

 ,

 ψψ¯
ψ˜


s
=

 0 0 coshw0 0 sinhw
ζ coshw (1− ζ) sinhw 0



 ψψ¯
ψ˜

 ,
where ψ1 =
√
c2 − c3ψ, ψ2 =
√
c3 − c1ψ¯, ψ3 =
√
c1 − c2ψ˜, a spectral parameter is
ζ = −(λ+ c1)(c2 − c3)
(λ+ c3)(c1 − c2)
.
Remark: Each above linear system can be reduced to well-known spectral problem 2x2
for the modified sinh-Gordon equation (see [1]) by transformations described in [17].
This becomes obvious if take into account that all three above linear systems 3x3 have
constraint (see (11))
ζψ2 + (1− ζ)ψ¯2 − ψ˜2 = const .
It means that the functions ψ, ψ¯, ψ˜ are “squares of eigenfunctions” for corresponding
spectral transform 2x2 (see [17]). Also, every above linear system 3x3 can be written
as a scalar spectral problem of the third order. For instance, the third linear system is
equivalent to the third order linear equation
ψ˜sss−
wss
ws
ψ˜ss− (ζ +sinh2w+w2s)ψ˜s+ [(ζ +sinh2w)
wss
ws
− 3ws sinhw coshw]ψ˜ = 0. (15)
At the same time, the well-known fact is (see for instance, [8]) that the Yajima-Oikawa
hierarchy (the Yajima-Oikawa system also is known as the long-short resonance) is asso-
ciated with the spectral problem
Lˆψ˜ = ζψ˜, (16)
where
Lˆ = ∂2s − a0 + a1∂−1s a2. (17)
Substituting (17) in (16) and comparing with (15), one can obtain expressions for the
coefficients ak
a0 = sinh
2w + w2s , a1 = ws, a2 = wss − sinhw coshw.
8
That means, that the sinh-Gordon equation is embedded not only to the KdV hierarchy
but also to the Yajima-Oikawa hierarchy. In other words: the pseudo-differential Manin-
Sato operator
Lˆ = ∂s + A0∂
−1
s + A1∂
−2
s + ...
associated with the KP hierarchy has finite-component reductions [9]
Lˆn = ∂ns + A0,n∂
n−2
s + ... + An−2,n +
N∑
k=1
Bk,n∂
−1
s Ck,n,
where N is an arbitrary natural number. Thus the KP reduction determined by operator
Lˆ = ∂2s − (sinh2w + w2s) + ws∂−1s (wss − sinhw coshw),
describes three-component bi-Hamiltonian structures of hydrodynamic type systems.
Remark: One can introduce field variable c = zp, then re-scale independent variables
∂s → ε∂s, ∂p → ε−1∂p, then a second equation from (14) has a form
ε2∂sc = ∂p
c+ ε2css√
c2 + ε2c2s
.
A limit of this equation with respect to the parameter ε when ε→ 0 yields
∂sc = ∂p[
css
c
− c
2
s
2c2
],
which is nothing but again the sinh-Gordon equation
bsp = sinh b,
where ln c = b.
Remark: The substitutions
z1 = w ± υ, z2 = υ ± u, z3 = u± w
connect solutions of the sinh-Gordon equation
z1sq = sinh z
1, z2pq = sinh z
2, z3sp = cosh z
3.
2.2 General case, η
i
(ri) = ri
In general case ηi(r
i) = ri the spectral problem
∂iψ
(k)
j = βjiψ
(k)
i , i 6= j,
0 = (λ+ ri)∂iψ
(k)
i +
1
2
ψ
(k)
i +
∑
m6=i(λ+ r
m)βmiψ
(k)
m , k = 1, 2, ... , N,
9
determines the nonlinear system
∂iβjk = βjiβik, i 6= j 6= k,
∂iβik =
1
ri−rk
[−1
2
(βik + βki) +
∑
m6=i,k(r
k − rm)βmiβmk], i 6= k.
It is easy to see that consequences of (12) and (13) yield another “first integrals”∑
m6=i
(ri − rm)β2mi = Vi.
For instance, if N = 3, then above constraints
(r1 − r2)β221 + (r1 − r3)β231 = V1,
(r2 − r1)β212 + (r2 − r3)β232 = V2,
(r3 − r1)β213 + (r3 − r2)β223 = V3.
describe a bi-Hamiltonian structure determined by the flat metrics gii and rigii.
Using parametrization
β21 =
√
V1
r1 − r2 cosh u, β31 =
√
V1
r3 − r1 sinh u,
β32 =
√
V2
r2 − r3 cosh υ, β12 =
√
V2
r1 − r2 sinh υ,
β13 =
√
V3
r3 − r1 coshw, β23 =
√
V3
r2 − r3 sinhw,
the system (5) transforms into
∂1w = −
√
V1/V3
2(r3 − r1) sinh u sinhw +
√
r2 − r3
(r1 − r2)(r3 − r1)
√
V1 cosh u,
∂3u = −
√
V3/V1
2(r3 − r1) coshw cosh u+
√
r1 − r2
(r3 − r1)(r2 − r3)
√
V3 sinhw,
V13 =
√
V1V3
r3 − r1 coshw sinh u,
∂1υ = −
√
V1/V2
2(r1 − r2) cosh u cosh υ +
√
r2 − r3
(r1 − r2)(r3 − r1)
√
V1 sinh u,
∂2u = −
√
V2/V1
2(r1 − r2) sinh υ sinh u+
√
r3 − r1
(r1 − r2)(r2 − r3)
√
V2 cosh υ,
V12 =
√
V1V2
r1 − r2 sinh υ cosh u,
10
∂2w = −
√
V2/V3
2(r2 − r3) cosh υ coshw +
√
r3 − r1
(r1 − r2)(r2 − r3)
√
V2 sinh υ,
∂3υ = −
√
V3/V2
2(r2 − r3) sinhw sinh υ +
√
r1 − r2
(r3 − r1)(r2 − r3)
√
V3 coshw,
V23 =
√
V2V3
r2 − r3 cosh υ sinhw,
where Vik = βikβki. Each above triple of equation depends from third independent variable
as a parameter, which can be eliminated by shift along both other independent variables.
Thus, every above system can be written in form
∂xw =
√
Vx/Vy
2(x− y) sinh u sinhw +
√
y
x(x− y)
√
Vx cosh u,
∂yu =
√
Vy/Vx
2(x− y) coshw cosh u+
√
x
y(x− y)
√
Vy sinhw,
Vxy = −
√
VxVy
x− y coshw sinh u.
3 Co-dimension 1
In previous section a flat case is considered, where relationship between two conjugate
linear problems (3), (4) is determined by the linear differential operator of the first order
(6). In general case of arbitrary curvature matric (8) such relationship becomes nonlocal
(see for details [11])
Hi = ∂iψi +
∑
m6=i
βmiψm +
M∑
k=1
M∑
n=1
εknH
(k)
i a
(n), (18)
where ∂ia
(n) = ψiH
(n)
i , εkn are constant symmetric non-degenerate matrix, and a number
of particular solutions H
(n)
i of (3) is determined by the Gauss equation (see [11])
∂iβij + ∂jβji +
∑
m6=i,j
βmiβmj =
M∑
k=1
M∑
n=1
εknH
(k)
i H
(n)
j , i 6= j.
Thus, in general case the description of pairs of nonlocal differential operators (18) (similar
to the flat case) is equivalent to the system
∂iβjk = βjiβik, i 6= j 6= k,
∂iβij + ∂jβji +
∑
m6=i,j βmiβmj =
M∑
k=1
M∑
n=1εknH
(k)
i H
(n)
j , i 6= j,
ri∂iβij + r
j∂jβji +
1
2
βij +
1
2
βji +
∑
m6=i,j r
mβmiβmj =
M˜∑
k=1
M˜∑
n=1ε˜knH˜
(k)
i H˜
(n)
j , i 6= j.
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In case of non-flat metric ηi(r
i)gii the Gauss equation
ηi(r
i)∂iβij+ηj(r
j)∂jβji+
1
2
η′i(r
i)βij+
1
2
η′j(r
j)βij+
∑
m6=i,j
ηm(r
m)βmiβmj =
M∑
k=1
M∑
n=1
εknH
(k)
i H
(n)
j , i 6= k
has N “first integrals”
ηiSi +
1
2
η′iVi +
1
2
∑
m6=i
ηmβ
2
mi =
1
2
M∑
k=1
M∑
n=1
εknH
(k)
i H
(n)
i + ki(r
i),
where ki(r
i) are some functions.
In this section we restrict our consideration on two simplest cases: a flat metric gii
and a metric g˜ii of co-dimension 1, when g˜ii = cig
ii or g˜ii = rigii. In the first case the
system
∂iβjk = βjiβik, i 6= j 6= k,
∂iβij + ∂jβji +
∑
m6=i,j βmiβmj = 0, i 6= j,
ci∂iβij + cj∂jβji +
∑
m6=i,j cmβmiβmj = HiHj, i 6= j,
(19)
is a result of a compatibility condition of the linear system (see [16])
∂iψj = βjiψi, i 6= j,
0 = (λ+ ci)∂iψi +
∑
m6=i(λ+ cm)βmiψm +Hia,
∂ia = Hiψi.
In the second case the system
∂iβjk = βjiβik, i 6= j 6= k,
∂iβij + ∂jβji +
∑
m6=i,j βmiβmj = 0, i 6= j,
ri∂iβij + r
j∂jβji +
1
2
βij +
1
2
βji +
∑
m6=i,j r
mβmiβmj = HiHj, i 6= j,
(20)
is a result of a compatibility condition of the linear system (see [16])
∂iψj = βjiψi, i 6= j,
0 = (λ+ ri)∂iψi +
1
2
ψi +
∑
m6=i(λ+ r
m)βmiψm +Hia,
∂ia = Hiψi.
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3.1 Particular case, η
i
(ri) = ci = const
As well as in the flat case the nonlinear system (19)
∂iβjk = βjiβik, i 6= j 6= k,
∂iβik =
1
ci−ck
[HiHk +
∑
m6=i,k(ck − cm)βmiβmk], i 6= k
has the constraints
Si +
1
2
∑
m6=i β
2
mi = ni(r
i),
ciSi +
1
2
∑
m6=i cmβ
2
mi =
1
2
H2i + ki(r
i).
Thus, one has ∑
m6=i
(ci − cm)β2mi +H2i = 2[cini(ri)− ki(ri)].
When N = 3, then above system has a form
(c1 − c2)β221 + (c1 − c3)β231 +H21 = l1(r1),
(c2 − c1)β212 + (c2 − c3)β232 +H22 = l2(r2),
(c3 − c1)β213 + (c3 − c2)β223 +H23 = l3(r3).
Introducing new independent variables (re-scaling Riemann invariants)
p = i
√
c2 − c3
(c1 − c2)(c1 − c3)
∫ √
l1(r1)dr
1,
q =
√
c1 − c3
(c1 − c2)(c2 − c3)
∫ √
l2(r2)dr
2,
s =
√
c1 − c2
(c1 − c3)(c2 − c3)
∫ √
l3(r3)dr
3,
and new dependent functions
H1 =
√
l1R1, H2 =
√
l2S2, H3 =
√
l3P3,
β13 = i
√
l3
c1 − c3
P2, β31 =
√
l1
c1 − c3
R2, β21 =
√
l1
c1 − c2
R3,
β23 = −i
√
l3
c2 − c3P1, β12 = i
√
l2
c1 − c2S3, β32 =
√
l2
c2 − c3S1,
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the system (5) can be written in form pairwise commuting hyperbolic systems
∂pP1 = iR3P2, ∂sR1 =
∆√
1−∆2P3R2,
∂pP2 = −iP1R3 −
√
1−∆2
∆
P3R1, ∂sR2 = iR3P1 − ∆√
1−∆2R1P3,
∂pP3 =
√
1−∆2
∆
R1P2, ∂sR3 = −iP1R2,
∂pS1 = R2S3, ∂qR1 = ∆S2R3,
∂pS2 =
1
∆
R1S3, ∂qR2 = S1R3,
∂pS3 = −R2S1 − 1
∆
R1S2, ∂qR3 = −S1R2 −∆S2R1,
∂qP1 = iS3P2 + i
√
1−∆2P3S2, ∂sS1 = −S3P2 − 1√
1−∆2S2P3,
∂qP2 = −iS3P1, ∂sS2 = 1√
1−∆2P3S1,
∂qP3 = −i
√
1−∆2S2P1, ∂sS3 = P2S1.
where
∆2 =
c2 − c3
c1 − c3
, P 21 + P
2
2 + P
2
3 = 1, R
2
1 +R
2
2 +R
2
3 = 1, S
2
1 + S
2
2 + S
2
3 = 1.
Each above system is nothing but a some reduction of the famous Cherednik model of
chiral fields related with hierarchy of the Heisenberg magnet (see [2]).
3.2 General case, ηi(r
i) = ri
In general case the nonlinear system (20)
∂iβjk = βjiβik, i 6= j 6= k,
∂iβik =
1
ri−rk
[HiHk − 12(βik + βki) +
∑
m6=i,k(r
k − rm)βmiβmk], i 6= k.
(21)
has a set of “first integrals”
Si +
1
2
∑
m6=i β
2
mi = ni(r
i),
riSi +
1
2
Vi +
1
2
∑
m6=i r
mβ2mi =
1
2
H2i + ki(r
i).
Then we have
Vi +
∑
m6=i
(rm − ri)β2mi = H2i + 2[ki(ri)− cini(ri)].
14
Thus, if N = 3, then the system of 18 equations (21), written in form of three pairwise
commuting hyperbolic flows
∂1β23 = β21β13, ∂3β21 = β23β31,
∂1H3 = β13H1, ∂3H1 = β31H3,
∂1β13 =
H1H3
r1−r3
− β13+β31
2(r1−r3)
− r2−r3
r1−r3
β21β23, ∂3β31 = −H1H3r1−r3 + β13+β312(r1−r3) − r
1−r2
r1−r3
β21β23,
∂1β32 = β31β12, ∂2β31 = β32β21,
∂1H2 = β12H1, ∂2H1 = β21H2,
∂1β12 =
H1H2
r1−r2
− β12+β21
2(r1−r2)
+ r
2−r3
r1−r2
β31β32, ∂2β21 = −H1H2r1−r2 + β12+β212(r1−r2) − r
1−r3
r1−r2
β31β32,
∂2β13 = β12β23, ∂3β12 = β13β32,
∂2H3 = β23H2, ∂3H2 = β32H3,
∂2β23 =
H2H3
r2−r3
− β23+β32
2(r2−r3)
− r1−r3
r2−r3
β12β13, ∂3β32 = −H2H3r2−r3 + β23+β322(r2−r3) + r
1−r2
r2−r3
β12β13,
has three “first integrals”
(r1 − r2)β221 + (r1 − r3)β231 +H21 = V1,
(r2 − r1)β212 + (r2 − r3)β232 +H22 = V2,
(r3 − r1)β213 + (r3 − r2)β223 +H23 = V3.
Since this example and for higher dimensions and co-dimensions presence of “the first
integrals” any more does not lead to an essential reduction of number of the equations
in each of such hyperbolic systems. For example, at N = 3 from 18 equations in case of
two flat metrics where ratios of corresponding diagonal coefficients are various constants,
- there are 6 equations of the first order; if ratios of corresponding diagonal coefficients
are some functions of Riemann invariants, – there are 9 equations of the first order; if one
of metrics is flat, and the second one is of co-dimension 1, and ratios of corresponding
diagonal coefficients are various constants, - there are 12 equations of the first order; and
at last, if ratios of corresponding diagonal coefficients are some functions, - there are 15
equations of the first order (see explanation below), - in all other more complicated cases
(any dimension of space N and any co-dimension M) the number of equations in system
in involution will be more the of use of “first integrals”, than in initial system of the
equations. For example, in last above-stated example - the system has 18 equations. Use
of 3 constraints on a first step decreases number of the equations up to 12. However,
as constraints contain the first derivative of scalar potential V of rotation coefficients of
conjugate curvilinear coordinate nets, it is necessary to add 3 more equations expressing
second derivative from V through rotation coefficients of conjugate curvilinear coordinate
nets. Thus, actually already in this example it is visible, that above system contains the
same number of equations (as any equation of the second order is equivalent to a pair of
the first order equations).
4 Conclusion
In this paper it has been shown, that the problem of classification of semi-Hamiltonian sys-
tems of hydrodynamical type with such additional and important properties as a flatness
15
of the diagonal metrics or metric’s curvature of co-dimension 1 is reduced to the solu-
tion of such well-known integrable systems (by inverse scattering transform) as a negative
flow of the Landau-Lifshitz equation (i.e. the Cherednik model) and generalization of the
Ernst equation well known in Gravity and General Relativity (here a spectral problem
depends explicitly of independent variable).
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