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Abstract
The following Thesis consists of five chapters. The first three chapters come
from Metric Number theory. Chapter 1 discusses algorithms for calculating
the continued fraction of algebraic numbers, as well as presenting experi-
mental results on how well algebraic numbers fit well known conjectures on
the distribution of their partial quotients. Chapter 2 discusses the Singular
and Extremality theories of so called “well separated Dirichlet type systems”.
Chapter 3 presents an effective version of the Khintchine-Groshev theorem
for simultaneously small linear forms.
The last two chapters are mostly in the area of uniform distribution.
Chapter 4 proves a central limit theorem for the count of the fractional
parts of imaginary parts of the zeros of the Riemann zeta function within
an interval. Chapter 5 discusses the upper and lower distribution functions
mod 1 of sequences of the form (0.anan+1an+2 . . . )n∈N, where the sequence
(an)n∈N has polynomial growth.
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Preface
The thesis consists of five chapters which are self contained and therefore
stand alone.
Chapter 1: It is known that the continued fraction of quadratic irra-
tionals have periodic continued fraction expansion, however much
less is known about the continued fraction expansion of higher de-
gree algebraic numbers. In Chapter 1 we present a discussion of
conjectures on the continued fraction expansion of algebraic num-
bers of degree strictly larger than two. In particular whether they
obey the Gauss-Kuzmin distribution, have geometric mean which
tends to Khintchine’s constant and whether the mean has suitable
asymptotic growth.
We then overview the algorithms used to calculate the contin-
ued fraction expansion of higher degree algebraic numbers, as well
as provide some experimental evidence towards the conjectures. We
also investigate a link between the continued fraction expansion and
the height and degree of an algebraic number, by calculating the
continued fraction expansion of numbers d
√
k, for integers d > 2
and k > 1.
Chapter 2: In the recent paper [9], Beresnevich, Ghosh, Simmons
and Velani introduced the notion of singular and extremal points
associated with the limit sets of a Kleinian group. The goal of
Chapter 2 is to develop a general framework of “Dirichlet systems”
inspired by the ubiquity setups of [8] and [60], that naturally in-
corporate the Kleinian group results of [9]. The framework will
almost certainly allow us to prove the analogous statements for ra-
tional maps and indeed general hyperbolic dynamical systems - this
will be addressed in the near future. Before describing the general
framework, we provide a brief overview of singular and extremal
sets associated with the classical theory of Diophantine approxi-
mation. This will provide the context for the general framework.
Chapter 3: Chapter 3 is motivated by recent applications of Dio-
phantine approximation in electronics, in particular, in the rapidly
13
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developing area of Interference Alignment found in [71]. Some
remarkable advances in this area give substantial credit to the fun-
damental Khintchine-Groshev Theorem. Presented is a variant of
the Khitnchine-Groshev theorem for linear forms that are simulta-
neously small for infinitely many integer vectors; i.e. linear forms
which are close to the origin. We then present a simple example of
how percentages of “Bad” simultaneously small linear forms can be
calculated given a constant of approximation with a view towards
the aforementioned applications.
Chapter 4: The inspiration for Chapter 4 came from the fact that
the imaginary parts of the zeta zeros are uniformly distributed mod
1 (u.d. mod 1), which was first proved by Rademacher [77] assum-
ing the Riemann Hypothesis (RH). Subsequently Hlawka showed
that they are u.d. mod 1 without the RH [50]. Since then signifi-
cant improvements have been made on the discrepancy of the zeros
[40,41]. In this work we are interested in the more subtle question
of how independent the fractional parts of the zeta zeros are. In
particular, whether the count of the fractional parts of the zeta
zeros obey a central limit theorem. A large influence on this work
is Selberg’s [83] study on the remainder term in the counting func-
tion S(t). He proved that S(t) has Gaussian moments, essentially
showing that as T →∞,
1
T
∫ 2T
T
∣∣∣∣∣ S(t)√(log log T )/2pi2
∣∣∣∣∣
2k
dt→ (2k)!
k!2k .
Chapter 5 : Chapter 5 was influenced by Wall’s result in 1949 where
he showed that x = 0.d1d2d3 . . . is normal if and only if
(0.dndn+1dn+2 . . . )n∈N
is a uniformly distributed sequence. In this article, we consider
sequences which are slight variants on this. In particular, we find
the upper and lower distribution functions of sequences of certain
normal numbers of the form
(0.anan+1an+2 . . . )n∈N,
where (an)n∈N is a sequence of positive integers.
Motivated by a result of Davenport and Erdo˝s [34], we cal-
culate the upper and lower distribution functions of the sequence
(0.f(n)f(n+ 1)f(n+ 2) . . . )n∈N for a non-constant integer polyno-
mial f(x).
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CHAPTER 1
Computation of the continued fraction expansion
of algebraic numbers
1.1. Background of Metric Number theory
1.1.1. Classical Diophantine Approximation. Approximation of
real numbers is a classical problem leading back to the Ancient Greeks and
Diophantus himself. For example, it was known since the days of Archimedes
that 22/7 is a good approximation to pi, and 99/70 for
√
2. Indeed, due the
rationals being dense in the reals, we know that it is possible to arbitrarily
approximate any real number by rationals. However, classical Diophantine
approximation is about how “fast” we can do so. Explicitly, the object of
interest is, for x ∈ R the size of∣∣∣∣x− pq
∣∣∣∣ for p ∈ Z and q ∈ N, (1.1.1)
as a function of q.
A simple observation is that by the spread of a fraction 1/q, there is a
bound of 1/(2q) on (1.1.1). However, we will see that there are multiple
ways to improve on that bound. For some of the most up to date results,
V. Beresnevich, F. Ramı´rez and S. Velani [11] have written a substantial
overview of the area.
1.1.1.1. Dirichlet’s Theorem. The most fundamental result of Diophan-
tine approximation is Dirichlet’s Theorem, which can be found in the overview
[11].
Theorem 1.1.1 (Dirichlet’s Theorem 1842). For all x ∈ R \ Q and
N ∈ N there exists (p, q) ∈ Z× N such that∣∣∣∣x− pq
∣∣∣∣ ≤ 1qN and q < N.
Dirichlet first proved this result in 1842 using the “pigeonhole principle”.
The principle states that if n objects are placed in n− 1 boxes then at least
one box must contain at least two objects. Dirichlet’s Theorem shows that
the 1/(2q) can be significantly improved upon. In fact it also tells us about
the “speed” at which irrationals can be approximated by rationals.
19
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Corollary 1.1.2. For all x ∈ R\Q there exists infinitely many (i.m.) pairs
(p, q) ∈ Z× N such that ∣∣∣∣x− pq
∣∣∣∣ ≤ 1q2 . (1.1.2)
1.1.1.2. Continued Fractions. Given a real number x, we can find a se-
quence of natural numbers a0, a1, a2, . . . such that
x = a0 +
1
a1 +
1
a2 +
1
a3 + . . .
(1.1.3)
We call this sequence the continued fraction expansion of x, for simplicity
we write it as x = [a0; a1, a2, . . . ]. We call ak the kth partial quotient of x
and the rational pk/qk = [a0; a1, a2, . . . , ak] is called the kth convergent of
x. The pk/qk turn out to be the “best” approximations of x, in the sense
that they satisfy Dirichlet’s Theorem. For full details and the rest of the
statements in this subsection see Hardy and Wright [48].
The basic method for calculating the continued fraction expansion of a
real number is in essence the Euclidean algorithm for the computation of
the greatest common divisor of two integers. If x is a real number, then the
sequence of partial quotients (an) for x are found by the iteration
α0 = x, a0 = bxc, αn+1 = 1
αn − an , an+1 = bαn+1c, n = 0, 1, 2, . . . .
(1.1.4)
The process terminates if an = αn, which happens if and only if x is a
rational.
Some more useful properties include:
• The recursive formula
pn+1 = an+1pn + pn−1,
qn+1 = an+1qn + qn−1,
(1.1.5)
with initial values(
p−1 p−2
q−1 q−2
)
=
(
1 0
0 1
)
.
• The difference
pnqn−1 − pn−1qn = (−1)n+1. (1.1.6)
• The inequality ∣∣∣∣pnqn − pn−1qn−1
∣∣∣∣ > 1qn−1qn .
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• Let α be a real number. If α = [a0; a1, a2, . . . ] then∣∣∣∣α− pnqn
∣∣∣∣ < 1qnqn+1 < 1an+1q2n .
1.1.1.3. Bad and quadratic irrationals. An obvious question is whether
the constant 1 in Dirichlet’s Theorem can be improved upon. Hurwitz [53]
showed that it can, moreover there is a best possible constant.
Theorem 1.1.3 (Hurwitz 1891). Given x ∈ R \Q there exists infinitely
many pairs (p, q) ∈ N× Z, such that∣∣∣∣x− pq
∣∣∣∣ ≤ 1√5q2 ,
where 1/
√
5 is optimal.
The constant is the best possible in the sense that, there exists x ∈ R
such that there are finitely many solutions (p, q) ∈ Z× N to∣∣∣∣x− pq
∣∣∣∣ ≤ q2 , for  < 1/√5.
The immediate question is then, for what numbers x ∈ R \Q is there a best
possible constant? This leads to the following definition.
Definition 1.1.1. A real number x ∈ Bad if and only if there exists
c(x) > 0 such that∣∣∣∣x− pq
∣∣∣∣ ≥ c(x)q2 , for all (p, q) ∈ Z× N.
The complement set R \Bad will then be called the set of well approx-
imable numbers.
The Bad numbers in general have the interesting property that the
partial quotients are bounded. The golden ratio is the most famous member
of Bad, it has the elegant continued fraction expansion [1; 1, 1, . . . ]. In fact
all quadratic irrationals have a periodic continued fraction expansion, for
example
√
2 = [1; 2, 2, 2, . . . ]. The contrapositive statement also holds true:
if a real number x has a repeating continued fraction [a0; a1, a2, . . . , ak] then
it is a quadratic irrational and its polynomial can be constructed. Since
quadratic irrationals have periodic partial quotients, they are all members
of Bad.
In the case of roots of higher degree polynomials there are no explicit
continued fraction expansions known, and no known examples of members of
Bad. The roots of polynomials of degree strictly greater than 2 are predicted
to have unbounded partial quotients. However the following theorem of
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Roth [80] tells us that all algebraic numbers are not far from being badly
approximable.
Theorem 1.1.4 (Roth 1955). For any irrational algebraic number x and
any real τ > 1 there exist only finitely many pairs (p, q) ∈ Z× N such that∣∣∣∣x− pq
∣∣∣∣ ≤ 1qτ+1 . (1.1.7)
For proofs of the statements in this subsection and more recent results
see Bugeaud [22, Appendix E].
1.1.1.4. Very well approximable numbers. In contrast with badly ap-
proximable numbers we can consider irrationals which are very well ap-
proximated by rational numbers. For any τ ≥ 1, let W (τ) be the set of
real numbers x ∈ (0, 1) for which (1.1.7) is satisfied for infinitely many pairs
(p, q) ∈ Z × N. We refer to W (τ) as the set of τ -approximable numbers.
Note that from Dirichlet’s theorem W (1) = [0, 1).
An irrational number x ∈ R\Q is then said to be very well approximable
if there exists τ > 1 such that x ∈ W (τ). Given τ > 1, it is relatively
straightforward to construct numbers in W (τ) using the theory of continued
fractions. However, Liouville [66] was first to construct explicit examples of
numbers that lie in W (τ) for all τ > 1, and the set of such numbers now
bears his name. More precisely, we say an irrational x is a Liouville number
if for all τ ∈ N there exists (p, q) ∈ Z× N such that∣∣∣∣x− pq
∣∣∣∣ < 1qτ .
Liouville’s result was that these numbers are in fact transcendental, the first
establishment of the existence of transcendental numbers.
Liouville also showed the following explicit construction of such numbers.
Example 1.1.1. Let b ≥ 2. Let (ak)k∈N be a sequence of integers, such
that ak ∈ {0, 1, 2, . . . , b − 1} for all k ∈ N, and there are infinitely many k
with ak 6= 0. Define the numbers
x =
∞∑
k=1
ak
bk!
,
as Liouville numbers. In the special case of b = 10 and ak = 1 for all k, the
number x is called Liouville’s constant.
1.1.2. Metric Diophantine Approximation. Another way of look-
ing at possible improvements to Dirichlet’s theorem is to look at “almost
all” results. By almost all we mean that a statement is true for all but a
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set of Lebesgue measure zero. We will write |A|1 to represent the Lebesgue
measure of a measurable set A ⊆ R. We also introduce the notation of || · ||
to represent the distance to the nearest integer, equivalently
||x|| := min
p∈Z
|x− p| for all x ∈ R.
We can then change Dirichlet’s theorem to, for any real number x there
exists infinitely many q ∈ N satisfying the inequality
||qx|| ≤ 1
q
.
We can then start to consider more general approximation results. A
positive real function ψ : N → R+ is called an approximation function. We
call the set of real numbers x, such that there are infinitely many solutions
q ∈ N, to the equation
||qx|| ≤ ψ(q),
ψ-approximable numbers.
The set of ψ-approximable numbers are invariant under translation by
integers, so to reduce the discussion on “metrical” statements we shall re-
strict our attentions to numbers in the unit interval I := [0, 1). The set of
such numbers will be denoted by W (ψ), explicitly
W (ψ) := {x ∈ I : ||qx|| ≤ ψ(q) for i.m. q ∈ N}.
Not to be confused with W (τ) = W (r 7→ r−τ ) for τ > 0, it will be clear
which set we mean by context. Note that Dirichlet’s theorem implies that
W (ψ) = I if ψ(q) ≥ 1q for all q ∈ N.
A key aspect of metric number theory is then to measure the “size” of
W (ψ), we will be limited to Lebesgue measure statements in this work. We
start with noticing that W (ψ) is a lim-sup set of balls, for a fixed q ∈ N let
Aq(ψ) := {x ∈ I : ||qx|| < ψ(q)}, (1.1.8)
=
q⋃
p=0
B
(
p
q
,
ψ(q)
q
)
∩ I.
The set W (ψ) is simply the set of real numbers in I that lie in infinitely
many sets Aq(ψ) for q ∈ N, equivalently
W (ψ) = lim sup
q→∞
Aq(ψ) :=
∞⋂
t=1
∞⋃
q=t
Aq(ψ).
1.1.2.1. Borel-Cantelli. Let (Ω,A, µ) be measure space with µ(Ω) <∞
and let Eq, for q ∈ N be a family of measurable subsets in Ω. Borel-Cantelli
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[18,24] then tells us the measure of the lim sup of Eq satisfying a suitable
sum condition on µ(Eq).
Lemma 1.1.5 (Borel-Cantelli Convergence). If
∞∑
q=1
µ(Eq) <∞, then µ(lim sup
q→∞
Eq) = 0.
The contrapositive statement of: if
∞∑
q=1
µ(Eq) =∞ (1.1.9)
then the limsup set is of full measure. The statement is not true for all sets
of Eq, if the sets “overlap” too much then the limsup set can be of measure
0.
We are interested in how much overlap can we get away with, and still
get a full measure statement. If we have pairwise independence, i.e.
µ(Eq ∩ Ep) = µ(Eq)µ(Ep) for all p 6= q,
then under the sum condition (1.1.9) the limsup set is of full measure. How-
ever we can relax the condition to only consider quasi-independence.
A sequence of measurable sets Eq for q ∈ N are quasi-independent on
average if there exists a constant C > 0 such that
Q∑
p,q=1
µ(Eq ∩ Ep) ≤ C
 Q∑
s=1
µ(Es)
2 ,
for infinitely many Q ∈ N.
The full divergence statement under quasi-independence was first stated
by Erdo˝s and Chung [29]. A simpler proof can be found in [21].
Lemma 1.1.6 (Borell-Cantelli Divergence). Let (Eq)q∈N be a sequence of
measurable sets such that ∞∑
i=1
µ(Ei) =∞,
then
µ(lim sup
q→∞
Eq) ≥ lim sup
Q→∞
 ∑Qq=1 µ(Eq)2∑Q
p,q=1 µ(Eq ∩ Ep)
 .
1.1.2.2. Khintchine’s Theorem. Khintchine’s book [57] is a classic book
on the area of metric number theory, it introduces measure theoretical state-
ments relating to Diophantine approximation. The following groundbreak-
ing theorem [55] is fundamental to the metrical theory of Diophantine ap-
proximation and is discussed in the book as well as many other results.
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Theorem 1.1.7 (Khintchine’s Theorem 1924). Let ψ : N → [0,∞) be
an approximation function, then
|(W (ψ))|1 =

1 if ∑∞q=1 ψ(q) =∞ and ψ is monotonic,
0 if ∑∞q=1 ψ(q) <∞,
where | · |1 is the one-dimensional Lebesgue measure.
Note that Khintchine originally assumed that q 7→ qψ(q) is monotoni-
cally decreasing and Beresnevich [5,6] removed the condition.
In view of Cassels’ zero-full [25] law, we know that
|(W (ψ))|1 = 0 or 1, (1.1.10)
irregardless of whether or not ψ is monotonic. Therefore to prove Khint-
chine’s theorem we use the Borel-Cantelli Divergence Lemma 1.1.6 by show-
ing the sets Aq from 1.1.8 are quasi-independent on average.
Khintchine’s Theorem implies that
|W (ψ)|1 = 1 if ψ(q) = 1
q log q .
Thus for almost all x ∈ IDirichlet’s theorem can be improved by a logarithm.
By using Khintchine’s Theorem we can get a direct result on the measure
of the set of badly approximable numbers.
Corollary 1.1.8.
|Bad|1 = 0.
Proof. Consider the function ψ(q) = 1/(q log q) and observe that
Bad ∩ I ⊆ I \W (ψ).
By Khintchine’s Theorem, |W (ψ)|1 = 1. Thus |I \ W (ψ)|1 = 0 and so
|Bad ∩ I|1 = 0. 
This result show that the set Bad is small in the Lebesgue measure
sense. A similar result exists for very well approximable numbers in that
the set of τ > 1 approximable numbers W (τ) and subsequently Liouville
numbers are of Lebesgue measure zero.
1.2. Distribution and computation of partial quotients
1.2.1. Distribution and sum of partial quotients. There are some
specific examples of real numbers where we know more about the continued
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fraction expansion. For instance rationals will always have a finite contin-
ued fraction expansion, and the continued fraction expansion of quadratic
irrationals are periodic numbers. There are also some sets where we know
the properties of the partial quotients, but not specific examples. All Bad
numbers as mentioned earlier have their partial quotients bounded as such
quadratic irrationals are a subset. Here we discuss some results on almost all
numbers, it is predicted that all algebraic numbers of degree strictly greater
than 2 are not in the exceptional sets of these.
Historically the following was on of the first problems in the measure
theory of continued fractions. It was first posed by Gauss in a letter to La-
grange, however it was not solved until 1928 by Kuzmin [62]. For a discus-
sion of the problem in detail including a proof of the result, see Khintchine’s
book [57, Chapter 3].
Theorem 1.2.1 (Gauss-Kuzmin Distribution 1928). For almost all α ∈
R \ Q, with continued fraction expansion α = [a0; a1, a2, . . . ], the partial
quotients ai have the property:
lim
N→∞
#{an = k;n ≤ N}
N
→ − log2
(1 + k)
k(k + 1) . (1.2.1)
Khintchine [57, Chapter 3] extended Kuzmin’s result to consider the
average of a function on the partial quotients.
Theorem 1.2.2 (Khintchine 1935). Suppose that f : R → R : r 7→ f(r)
is a non-negative function and suppose that there exist positive constants C
and δ such that
f(r) < Cr1/2−δ r = 1, 2, 3, . . . .
then, for almost all numbers in the interval (0, 1),
lim
n→∞
1
n
n∑
k=1
f(ak) =
∞∑
r=1
f(r)
log
(
1 + 1r(r+2)
)
log 2 . (1.2.2)
Note that if we assign f(r) = 1 for all r ∈ R then Theorem 1.2.2 implies
Theorem 1.2.1.
Khintchine’s constant K, defined by
K :=
∞∏
k=1
(
1 + 1
k(k + 2)
)log k/ log 2
,
naturally arises from Theorem 1.2.2 by substituting the function f(r) =
log r into (1.2.2). Therefore, for almost all x ∈ R with continued fraction
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[a0; a1, a2, . . . ] the geometric mean tends to K, that is
lim
n→∞
(
n∏
k=1
ak
)1/n
= K.
As the functions f(r) in Theorem 1.2.2 must be increasing slowly, the
theorem does not apply to f(r) = r. However, Khintchine comments [57,
Chapter 3] that the average of the partial quotients is simply unbounded,
Theorem 1.2.3. For almost all real numbers α, with continued fraction
[0; a1, a2 . . . ] there exists infinitely many n such that
n∑
j=1
aj > n logn. (1.2.3)
Diamond and Vaaler [38] in 1986 built upon Theorem 1.2.2 to get a
much more refined result on the average of the partial quotients. Define
the sum DVn(α) for a real number α with continued fraction expansion
[a0, a1, a2, . . . ]
DVn(α) :=
∑n
j=1 aj
n logn −max{aj : j ≤ n}
Theorem 1.2.4 (Diamond, Vaaler 1986). For almost all real α (with
respect to the Lebesgue measure) with continued fraction [0; a1, a2 . . . ]
lim
n→∞DVn(α) =
1
log 2 . (1.2.4)
The following conjecture came from a recent work of Beresnevich, Haynes
and Velani [10].
Conjecture 1.2.5. For any algebraic number α ∈ R \ Q, there exists a
constant cα > 0 such that for all k ∈ N
k∑
n=1
an ≤ cαk2. (1.2.5)
The conjecture is in relation to investigations into the sums
SN (α, γ) :=
N∑
n=1
1
n||nα− γ|| and RN (α, γ) :=
N∑
n=1
1
||nα− γ|| .
The conjecture then implies the following bound on SN (α, 0), for any alge-
braic α ∈ R \Q
SN (α, 0)  (logN)2.
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1.2.1.1. Quadratic forms. Given rationals a, b and c, define a binary qua-
dratic form f(x, y) by
f(x, y) = ax2 + bxy + cy2.
We call the number D = b2 − 4ac the discriminant of f(x, y). Consider
another binary quadratic form with rational coefficients a′, b′ and c′ with
function g(u, v). If there exists rational numbers α, β, γ and δ such that
αδ−βγ = 1 and f(αu+βv, γu+δv) = g(u, v) then we say the two quadratic
forms (a, b, c) and (a′, b′, c′) are equivalent. Denote by h(D) the number of
quadratic forms equivalent to f(x, y), and call it the class number of the
discriminant D.
Of importance, are the numbers D such that h(D) = 1, Stark [87]
showed that the only such numbers are
−D = 3, 4, 7, 8, 11, 19, 43, 67, 163. (1.2.6)
Churchhouse and Muir [30] discussed the continued fractions of algebraic
numbers associated with such discriminants. They showed that the cubic
numbers epi
√
D are very close to rationals and therefore have very large par-
tial quotients early on in the numbers continued fraction expansion. One
such number in particular is epi
√
163, which has a partial quotient of size
1.6 × 107 at position 121. It is predicated that the number will not have
“large” partial quotients indefinitely throughout its continued fraction ex-
pansion.
1.2.2. Computational methods. There are 4 main methods for cal-
culating the continued fraction of algebraic numbers; basic, indirect, poly-
nomial, and the direct method. The basic method, as discussed earlier in
§1.1.1.2, finds a good approximation using traditional numerical methods.
The algorithm then follows the classical continued fraction algorithm based
on Euclid’s algorithm. Lehmer [65] improved upon this method with some
explicit checking to make sure we lose as little precision as possible, this is
referred to as the indirect method. Lang and Trotter [64] use the polynomial
method which only involves integer arithmetic, avoiding any possible error
encountered with floating point values. This paper uses the direct method
from [85] which will be discussed later. See the work of Brent, van der
Poorten and te Riele [19], for an extensive discussion of the methods.
1.2.2.1. The Indirect method. Let α¯i be a rational approximation of αi
with relative error bounded by δi. The indirect or basic method with safe
error control reads as follows
for i = 0, 1, . . .
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ai = bαic
i f (ai + 1)δi < α¯i − ai < 1− (ai + 1)δi then
α¯i+1 = 1/(α¯i − ai)
δi+1 = α¯iα¯i+1δi/(1− δi)
else stop
endif
The problem of course with this method is that we are using floating
point approximations with the (ai + 1)δi and δi, as well as when we wish
to calculate more partial quotients, we must first compute a more accurate
initial approximation in binary or decimal using other methods.
1.2.2.2. Polynomial method. The polynomial method [64] is probably
the simplest of them all. Assume that α is the zero of a polynomial f(x)
with rational coefficients ci for 0 ≤ i ≤ d,
f(x) = cdxd + cd−1xd−1 + · · ·+ c0.
The method is to find the sequence of polynomials
fh(x) = ch,dxd + ch,d−1xd−1 + · · ·+ ch,0, h = 0, 1, 2 . . .
with rational coefficients ch,i and ch,0 ≥ 0 such that the complete quotients
αh = [ah, ah+1, . . . ] are a zero of fh. Indeed we will have sequentially
fh+1(x) = ±xdfh(x−1 + ah).
A core observation is that we will eventually obtain a reduced polynomial
and the minus sign is always appropriate.
The advantages of this method is that we are only using the coefficients
of the polynomial and these are integers which means any rational or floating
point arithmetic is avoided. The disadvantage is that the coefficients of the
polynomial increase in size rapidly, greatly increasing the computation time
and memory storage required.
1.2.2.3. Direct method. The direct method comes from the ideas out-
lined in Shiu’s paper [85]. The main aim is to find a rational approximation
of the complete quotient αn+1 (essentially using Newton-Raphson) when the
previous partial quotients a1, . . . , an are known. From that approximation
more partial quotients of αn+1 can be computed.
Step 1 First calculate a few initial partial quotients, by some other method
of α say up to n.
Step 2 Check if pnqn−1 − pn−1qn 6= (−1)n+1 then stop.
30 1. CONTINUED FRACTION OF ALGEBRAIC NUMBERS
Step 3 Compute the next rational approximation α′ of αn+1 by
α′ = (−1)
n−1
q2n
f ′(pn/qn)
f(pn/qn)
− qn−1
qn
.
Step 4 Let B = bq2n for some suitable constant b = b(α). While n +
m ≤ N and qn+m < B. Compute the next partial quotients
an+1, an+2, . . . , an+m, . . . with the basic method.
Step 5 Put n = n+m; if n < N go back to step 3.
Remark 1.2.1. The number b = b(α) is some small real number which
relies only on the algebraic number α. It can be estimated by
b ∼ |f
′(α)|
|f ′′(α) .
The b is then used to define the control value B for the iterative process.
1.2.2.4. Our specific implementation. The algorithm is based on the di-
rect method, a few lines are altered to reduce the amount calls to the great-
est common divisor function. Let N be the number of partial quotients to
calculate and E/M an equivalent of B in the direct method.
find in i t i a l [a0; a1, a2, . . . , an] .
while n ≤ N
i f pnqn+1 − pn+1qn = (−1)n+1
halt
let f ′(pn/qn) = x′n/y′n and f(pn/qn) = xn/yn
l et x′ = x′nyn − qn−1qny′nxn y′ = q2ny′nxn
reduce α′ = x′/y′
l et E = max(q2n,M(qn + 1))
while qnM < E and n ≤ N
n = n+ 1
an = bα′c
write an
pn+1 = anpn + pn−1
qn+1 = anqn + qn+1
α′ = y′x′−any′
where β is between α and pn/qn and αn+1 = α′.
The algorithm was implemented in Java and computed on the YARCC
machine at the University of York. The code can be found on github [20].
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1.3. Results and Analysis
1.3.1. Analysis. Some specific example which we calculated the con-
tinued fraction expansion of are
• The cube roots
3√2, 3√3, 3√4, 3√5, 3√7. (1.3.1)
• Three roots from Lang’s paper [64]
f(x) = x3 + x2 − 2x− 1, f(2 cos(2pi/7)) = 0 x5 − x− 1,
g(x) = x6 − 9x4 − 4x3 + 27x2 − 36x− 23, g( 3√2 +√3) = 0.
(1.3.2)
• The roots of the polynomials mentioned in [30]
f(x) = x3−2x2−2, f(epi
√
43) = 0 g(x) = x3−8x−10, g(epi
√
163) = 0.
(1.3.3)
• An example from [19]
x4 + 6x3 + 7x2 − 6x− 9. (1.3.4)
The partial quotients in these examples were calculated using the polynomial
method, with 48 hours of computation time.
We then also calculated the continued fraction expansion of the numbers
• The roots of increasing height
3√
k, 3 ≤ k ≤ 49.
• The roots of increasing degree
d
√
2, 3 ≤ d ≤ 12.
• The roots of increasing height and degree
d
√
d, 3 ≤ k ≤ 12.
The partial quotients in these examples were calculated using our specific
implementation, with 24 hours of computation time.
The following tables and graphs show for a given root α of a polynomial
p(x) ∈ Z[x] with continued fraction [a0; a1, a2, . . . ] the following quantities
disc(p(x)), max
1≤i≤n
ai,
∣∣∣∣DVn(α)− 1log 2
∣∣∣∣ ,
∣∣∣∣∣∣K −
(
n∏
i=1
ai
)1/n∣∣∣∣∣∣ . (1.3.5)
Where disc(p(x)) is the discriminant of the polynomial p. To avoid illegiti-
mate comparisons, each of the quantities in (1.3.5) is found at the smallest
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Polynomial Discriminant Number of Partial
Quotients
Calculated
x3 − 2 -108 2904640
x3 − 3 -243 3341326
x3 − 4 -432 2895879
x3 − 5 -675 2896960
x3 − 7 -1323 2893707
x3 + x2 − 2x− 1 49 2895493
x5 − x− 1 2869 1353924
x6 − 9x4 − 4x3 +
27x2 − 36x− 23
67941730271232 1068556
x3 − 2x2 − 2 -172 2894041
x3 − 8x− 10 -652 2892209
x4 + 6x3 + 7x2− 6x− 9 14400 1826267
Table 1.1. Polynomials and their discriminant and the
number of partial quotients of the largest root calculated in
48 hours.
n, such that n partial quotients were calculated, within each type of alge-
braic numbers, as classified above. The analysis was done using Jupyter
notebooks with matplotlib, numpy and scipy. The notebooks can be found
in the git repository [20].
1.3.1.1. Some Specific examples. First we present some analysis of the
specific examples of algebraic numbers.
By looking at Table 1.1, there is an obvious link between the discriminant
of the polynomial and the complexity of calculating the continued fraction
of the root. Specifically for calculating the continued fraction of 3
√
2 +
√
3
root of polynomial with discriminant 6.7×1013, less than 1.1 million partial
quotients were calculated within 48 hours, whereas for the number 3
√
3 root
of polynomial with discriminant −243 over three million partial quotients
were calculated.
Figures 1.9 and 1.10 display the averaging function
λN (α) =
1
N
N∑
n=1
an
as N increases. The figures show that the partial quotients obey (1.2.5)
and (1.2.3), at least for those partial quotients calculated.
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Table 1.7 and Table 1.8 show the ten largest partial quotients of the al-
gebraic numbers from (1.3.2) and (1.3.3) (1.3.4) respectively. As mentioned
earlier, one of the interesting outliers is the root of x3 − 8x − 10 with the
two large partial quotients 1501790 and 16467250 in the first 200 partial
quotients. However, the maximum partial quotients after that initial large
value grow much slower, as expected.
Table 1.6 shows the first ten most common partial quotients amongst
different algebraic numbers. The partial quotients do not appear to deviate
from the expected Gauss-Kuzmin distribution.
1.3.1.2. Increasing height and degree. Let the height H(p) of a polyno-
mial p ∈ R[x] be the largest coefficient in the polynomial, i.e.
p(x) = cnxn + cn−1xn−1 + · · ·+ c0, H(p) = max{|c0|, |c1|, . . . , |cn|}.
A curious question is what is the relation to the speed of growth of
qn in the convergents of the approximation to the root of polynomials as
the height and degree of the polynomials change? Or, equivalently the
maximum partial quotient an? As the height and degree increase, so does
the discriminant, therefore the difficulty in finding the partial quotients also
increases. Hence, only few partial quotients of each algebraic number of the
form d
√
k, have been calculated.
Figure 1.1 shows the change in the maximum partial quotient at n =
433664 from the root 3
√
k as k increases. No discernible pattern can be seen,
there are just large fluctuations between each value. It also plots the two
quantities in (1.3.5) related to DVn and K, both of which seem to follow
the trend of the maximum partial quotient.
Figure 1.2 shows the change in the maximum partial quotient at n =
391836 from the root d
√
2 as d increases. The difference to K seems to be
following an opposite trend as the maximum value and the difference to
DVn.
Figure 1.3 shows the change in the maximum partial quotient at n =
418362 of the partial quotients of k
√
k as k increases. There appears to be a
slight upwards trend of the maximum partial quotient, a possible explana-
tion is the number k
√
k is rapidly closer and closer to 1 as k increases and
hence there are better rational approximations.
Figures 1.4, 1.5 seem to bear the same pattern as mentioned for Fig-
ure 1.3 in that the maximum partial quotient for the numbers k
√
k seems
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to be increasing in k, unlike the numbers d
√
2. However the outlying max-
imum partial quotient of 11
√
11 could be skewing the data to justify such a
hypothesis.
As in Figures 1.9 and 1.10, the mean of the partial quotients in Fig-
ures 1.7 and 1.8 obey (1.2.5) and (1.2.3), at least for those calculated.
1.3.1.3. Conclusion and Future work. All of the data collected so far
indicates that algebraic numbers are not in the exceptional sets of Theorems
1.2.1, 1.2.2 and 1.2.4. Of course this is only experimental evidence and does
not prove the theorems. However, the increase in height and degree of the
algebraic numbers did not make a noticeable difference in the distributions
in the long run.
In terms of improving the implementation, there are several steps that
could be taken to improve the speed of calculation and therefore calculate
more partial quotients. While programming the implementation, it was
found that the direct method applied to algebraic numbers of degree greater
than 13, produced erroneous data if b(α) was larger than 1/1000. However
choosing b(α) smaller than 1/1000 reduced the speed of calculation signifi-
cantly. More work could be done to find the “best” value of b(α).
It would also be advantageous to find the most suitable way to calculate
initial partial quotients for the direct method. In our implementation we
found at least 100. Since the polynomial method is rather slow for large
degree polynomials, in the case for large degree polynomials it may be more
useful to use the indirect method.
In [22, Appendix 8], Bugeaud presents for a fixed  > 0 an upper bound
on the number of solutions to (1.1.7) given the height and degree of a polyno-
mial. It would be interesting to study the convergents of algebraic numbers
and therefore see how “good” an upper bound it is experimentally.
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1.4. Results
Poly Discriminant Max DV Khintchine
x3 − 3 −243 7.384× 105 0.0852 0.004178
x5 − 5 1.953× 106 1.993× 106 0.02216 0.002637
x6 − 6 3.628× 108 8.292× 106 0.2195 0.001011
x7 − 7 −9.689×
1010
2.498× 105 0.05741 0.001098
x8 − 8 −3.518×
1013
1.745× 105 0.1752 0.003253
x9 − 9 1.668× 1016 6.418× 105 0.03964 0.0007948
x10 − 10 1× 1019 2.633× 106 0.3395 0.0007155
x11 − 11 −7.4× 1021 4.271× 107 0.1305 0.001437
x12 − 12 −6.625×
1024
4.681× 105 0.1201 0.004698
Table 1.2. Data of continued fraction of algebraic numbers
k
√
k for 3 ≤ k ≤ 12 at n = 441218.
Poly Discriminant Max DV Khintchine
x3 − 2 −108 5.337× 105 0.02689 0.001714
x4 − 2 −2048 9.57× 105 0.1297 0.001122
x5 − 2 5× 104 3.391× 106 0.5377 0.002888
x6 − 2 1.493× 106 1.117× 106 0.03908 0.002258
x7 − 2 −5.271× 107 1.971× 105 0.1458 0.005849
x8 − 2 −2.147× 109 6.88× 105 0.04176 0.004013
x9 − 2 9.918× 1010 6.725× 105 0.2118 0.004817
x10 − 2 5.12× 1012 2.125× 105 0.1904 0.002488
x11 − 2 −2.922×
1014
3.032× 105 0.1247 0.0006795
x12 − 2 −1.826×
1016
7.527× 105 0.01319 0.002483
Table 1.3. Data of continued fraction of algebraic numbers
d
√
2 for 3 ≤ d ≤ 12 at n = 441231
36 1. CONTINUED FRACTION OF ALGEBRAIC NUMBERS
Poly Discriminant Max DV Khintchine
x3 − 2 −108 4.887× 106 0.09139 0.001202
x3 − 3 −243 5.868× 106 0.07561 0.001176
x3 − 4 −432 8.313× 106 0.1405 0.003058
x3 − 5 −675 1.678× 107 0.06549 0.002921
x3 − 7 −1323 1.201× 107 0.02145 0.0008739
Table 1.4. Data of continued fraction of algebraic numbers
3√k with 2 ≤ k ≤ 7 at n = 2893707.
Poly Discriminant Max DV Khintchine
x3 + x2 −
2x− 1
49 5.799× 105 0.1733 0.003367
x5 − x− 1 2869 1.608× 107 0.1356 0.002458
x6 − 9x4 −
4x3 + 27x2 −
36x− 23
6.794× 1013 1.802× 106 0.00266 0.004648
Poly Discriminant Max DV Khintchine
x3 − 2x2 − 2 −172 4.395× 106 0.09173 0.00253
x3 − 8x− 10 −652 1.647× 107 0.3955 0.0004621
x4 + 6x3 +
7x2 − 6x− 9
1.44× 104 7.296× 106 0.1361 0.0004407
Table 1.5. Data of continued fraction of specific examples
of algebraic numbers, the first 3 examples from Lang at n =
1068556, the second 3 those with class number 1 at n =
1826267.
x3 − 2 x3 − 3 x3 − 4 x3 − 5 x3 − 7
0.41498 0.41511 0.41541 0.41543 0.41498
0.16994 0.17012 0.16984 0.16982 0.16979
0.09320 0.09294 0.09323 0.09324 0.09307
0.05880 0.05881 0.05901 0.05875 0.05885
0.04072 0.04080 0.04047 0.04079 0.04067
0.02976 0.02967 0.02971 0.02963 0.02986
0.02268 0.02261 0.02268 0.02274 0.02276
0.01798 0.01786 0.01789 0.01769 0.01805
0.01460 0.01438 0.01441 0.01449 0.01445
0.01190 0.01192 0.01192 0.01186 0.01196
Table 1.6. Percentage of most common partial quotients of
algebraic numbers 3
√
k for 3 ≤ k ≤ 7.
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Figure 1.1. Plot of the change of the maximum partial quo-
tient, difference to Khintchine’s constant, and difference to
1/ log 2 of Diamond-Vaaler sum of algebraic numbers 3
√
k for
3 ≤ k ≤ 49 at n = 433664.
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Figure 1.2. Plot of the change of the maximum partial quo-
tient, difference to Khintchine’s constant, and difference to
1/ log 2 of Diamond-Vaaler sum of algebraic numbers d
√
2 for
3 ≤ d ≤ 12 at n = 391836.
38 1. CONTINUED FRACTION OF ALGEBRAIC NUMBERS
0
1
2
3
4
×107
M
ax
3 4 5 6 7 8 9 10 11 12
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
D
ia
m
on
d
Va
al
er
0.001
0.002
0.003
0.004
0.005
K
hi
nt
ch
in
e
M
ax
Max
Diamond Vaaler
Khintchine
Figure 1.3. Plot of the change of the maximum partial quo-
tient, difference to Khintchine’s constant, and difference to
1/ log 2 of Diamond-Vaaler sum of algebraic numbers k
√
k for
3 ≤ k ≤ 12 at n = 418362.
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Figure 1.4. Plot of the change of the maximum partial quo-
tient of algebraic numbers d
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2 for 3 ≤ d ≤ 12.
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40 1. CONTINUED FRACTION OF ALGEBRAIC NUMBERS
0 100000 200000 300000 400000 500000 600000 700000 800000
0
20
40
60
80
100
120
x3 − 2
x4 − 2
x5 − 2
x6 − 2
x7 − 2
x8 − 2
x9 − 2
x10 − 2
x11 − 2
x12 − 2
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2 for 3 ≤ d ≤ 12.
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k for 3 ≤ k ≤ 12.
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x3 − 8x− 10 x3 − 2x2 − 2 x3 − 2x2 − 2x− 2
n an n an n an
133001 1017397 33 1501790 142839 7295890
343360 439547 121 16467250 200537 273863
529540 4394508 832979 2699885 216860 333158
710600 781932 968939 1758896 412227 400318
1360767 425531 970223 723895 951717 256244
1516087 630718 1290101 2319808 1125342 277275
1558423 1255067 1516898 7005770 1128424 2098560
1912564 645034 1775920 596178 1292228 481573
2306580 935373 2001985 1689240 1703812 410318
2845433 1627737 2216288 2084037 1722508 499576
Table 1.7. Largest 10 partial quotients of examples (1.3.3)
and (1.3.4) at n = 1826267.
2 cos(2pi/7) x5 − x− 1 3√2 +√3
n an n an n an
720371 579913 36377 3297074 52062 1075748
1563150 910774 169519 238865 84267 282368
1635477 3758763 260254 659182 179369 224193
1704847 609719 268941 559520 206496 716296
2108691 812891 418443 284809 315752 242099
2246320 1245916 634794 423878 551657 358103
2482959 588120 928061 16084222 602486 305699
2484071 952134 948168 518861 812259 1801591
2699190 880465 1141464 3508145 830638 224052
2817914 640703 1171445 420754 892765 229232
Table 1.8. Largest 10 partial quotients of examples (1.3.2)
at n = 1068556
CHAPTER 2
Singular and extremal sets associated with
Dirichlet systems
2.1. Introduction
In the recent paper [9], Beresnevich, Ghosh, Simmons and Velani intro-
duced the notion of singular and extremal points associated with the limit
sets of a Kleinian group. The goal of this work is to develop a general frame-
work of “Dirichlet systems” inspired by the ubiquity setups of [8] and [60],
that naturally incorporate the Kleinian group results of [9]. The framework
will almost certainly allow us to prove the analogous statements for ratio-
nal maps and indeed general hyperbolic dynamical systems - This will be
addressed in the near future. Before describing the general framework, we
provide a brief overview of singular and extremal sets associated with the
classical theory of Diophantine approximation. This will provide the context
for the general framework.
2.1.1. The classical singular theory. We start by recalling Dirich-
let’s fundamental theorem in the theory of simultaneous Diophantine ap-
proximation.
Theorem 2.1.1 (Dirichlet’s Theorem). For any x = (x1, x2, . . . , xm) ∈
Rm and N ∈ N, there exists p = (p1, . . . , pm) ∈ Zm, q ∈ N such that
max
1≤i≤m
∣∣∣xi − pi
q
∣∣∣ ≤ 1
qN1/m
and q < N.
An obvious question to ask is: can Dirichlet’s theorem be improved? In
particular, does there exist vectors x ∈ Rm such that the constant 1 can
be arbitrarily improved? With this is mind, a vector x ∈ Rm is said to be
singular if for every  > 0 there exists N0 with the following property: for
each N ≥ N0, there exist p ∈ Zm, q ∈ N so that
max
1≤i≤m
∣∣∣xi − pi
q
∣∣∣ < 
qN
1
m
and q < N . (2.1.1)
In short, x is singular if Dirichlet’s Theorem can be “improved” by an ar-
bitrarily small constant factor  > 0. It is not difficult to see that the set
Sing(m) of singular vectors contains every rational hyperplane in Rm and
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thus its Hausdorff dimension is between m − 1 and m. In the case m = 1,
a nifty argument (which we shall utilise) due to Khintchine [56] shows that
a real number is singular if and only if it is rational; that is, Sing(1) = Q.
Davenport & Schmidt [36] in the seventies showed that Sing(m) is a set of
m-dimensional Lebesgue measure zero. Recently, Cheung & Chevallier [28],
building on the pioneering m = 2 work of Cheung [27], have shown that
Sing(m) has Hausdorff dimension m2m+1 .
2.1.2. The classical extremal theory and beyond . Theorem 2.1.1
implies the following well known statement which is also referred to as
Dirichlet’s Theorem.
Theorem 2.1.2 (Dirichlet’s Theorem). For any x ∈ Rm and N ∈ N,
there exist infinity many (p, q) ∈ Zm × N such that
max
1≤i≤m
∣∣∣xi − pi
q
∣∣∣ ≤ q−m+1m . (2.1.2)
This statements describes to what extent irrational points in Rm may be
approximated by rational points; namely every irrational point x can be ap-
proximated by rational points (p1/q, . . . , pm/q) with “rate” of approximation
given by q−(m+1)/m – the right-hand side of (2.1.2) determines the “rate” or
“error” of approximation. It is natural to broaden the discussion to include
general approximating functions ψ. More precisely, let ψ : R+ → R+ be a
decreasing function and let
W (m,ψ) =
{
x ∈ Im : max
1≤i≤m
∣∣∣∣xi − piq
∣∣∣∣ ≤ ψ(q) for i.m. (p, q) ∈ Zm × N}
where ’i.m.’ means ’infinitely many’. This is the classical set of ψ-well
approximable points in the theory of Diophantine approximation. The fact
that we have restricted our attention to points x in the unit cube Im :=
[0, 1]m is purely for convenience – it makes statements less ambiguous and
easier to write. Indeed, it is readily verified that the set of ψ-approximable
points in Rm is invariant under translations by integer vectors.
In the case ψ : q → q−τ for some τ > 0, we write W (m, τ) for W (m,ψ).
The set W (m, τ) is usually referred to as the set of τ -well approximable
points and note that in view of Theorem 2.1.2 we have that
W (m, τ) = Im for τ ≤ m+ 1
m
.
On the other hand, a simple consequence of the Borel-Cantelli Lemma from
probability theory is that
|W (m, τ)|m = 0 for τ > m+ 1
m
.
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Here and throughout, |X|m denotes the m-dimensional Lebesgue measure
of a subset X ⊆ Rm. Concerning the set of ψ-well approximable points, we
have the following fundamental statement that provides an elegant criterion
for the size of W (m,ψ) expressed in terms of Lebesgue measure.
Theorem 2.1.3 (Khintchine). Let ψ be an approximating function. Then
|W (m,ψ)|m =

0 if ∑∞r=1 (ψ(r) r)m <∞ ,
1 if ∑∞r=1 (ψ(r) r)m =∞ .
We now turn our attention to the manifold theory. In short, Diophan-
tine approximation on manifolds is the study of the Diophantine properties
of points in Rm whose coordinates are constrained by (differentiable) func-
tional relations, or equivalently points which are known to be members of
a submanifold M ⊆ Rm. Actually, there is no harm in restricting our at-
tention to submanifolds M ⊆ Im, and the specific aspect of the manifold
theory that we will be concerned with is that of describing the measure of
M∩W (m,ψ) (with respect to the Lebesgue measure onM). The fact that
the points of interest x ∈ Im are constrained by functional relations, or in
other words that they are required to be members of a fixed manifold M,
introduces major difficulties in attempting to analyse the measure-theoretic
structure of M∩W (m,ψ). This is true even for seemingly simple curves
such as the unit circle or the parabola.
The goal is to obtain a Khintchine-type theorem that describes the
Lebesgue measure of the set of ψ–approximable points lying on any given
manifold. Notice that if the dimension k of the manifold M is strictly
less than m then |M ∩W (m,ψ)|m = 0 irrespective of the approximating
function ψ. Thus, in attempting to develop a general Lebesgue theory for
M∩W (m,ψ) it is natural to use the normalised k-dimensional Lebesgue
measure onM. This will be denoted by | · |M. In order to make any reason-
able progress with developing a general theory, we insist that the manifolds
M under consideration are nondegenerate manifolds. Essentially, these are
smooth submanifolds of Rm which are sufficiently curved so as to deviate
from any hyperplane. For a formal definition and indeed a more in-depth
overview of the manifold theory, we refer the reader to [11, Section 6] and
the references within. In terms of examples, any connected analytic mani-
fold not contained in any hyperplane of Rm is nondegenerate. Also, a planar
curve C is nondegenerate if the set of points on C at which the curvature
vanishes is a set of one-dimensional Lebesgue measure zero.
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The claim is that the notion of nondegeneracy is the right criterion for a
manifoldM to be “sufficiently” curved in order to obtain a Khintchine-type
theorem (both convergence and divergence cases) for M∩W (m,ψ).
Conjecture 2.1.4 (The Dream Theorem). Let M be a nondegenerate sub-
manifold of Rm. Then
|M ∩W (m,ψ)|M =

0 if ∑∞r=1 (ψ(r) r)m <∞ ,
1 if ∑∞r=1 (ψ(r) r)m =∞ .
(2.1.3)
We now describe various “general” contributions towards the Dream Theo-
rem.
• Extremal manifolds. A submanifold M of Rm is called extremal if
|M ∩W (m, τ)|M = 0 ∀ τ > m+1m .
Note that Dirichlet’s theorem implies that W (m, m+1m ) = Im and
so it trivially follows that M ∩ W (m, m+1m ) = M. In their pi-
oneering work [59], Kleinbock & Margulis proved that any non-
degenerate submanifold M of Rm is extremal. It is easy to see
that this implies the convergence case of the Dream Theorem for
functions ψ : r 7→ r−τ . It is worth mentioning that Kleinbock &
Margulis established a stronger (multiplicative) form of extremal-
ity that settled the Baker–Sprindzˇuk Conjecture from the eighties.
Establishing extremality has essentially been the catalyst for sub-
sequent work described below.
• Planar curves. The Dream Theorem is true when m = 2; that is,
whenM is a nondegenerate planar curve. The convergence case of
(2.1.3) for planar curves was established in [93] and subsequently
strengthened in [15]. The divergence case of (2.1.3) for planar
curves was established in [8].
• Beyond planar curves. The divergence case of the Dream Theo-
rem is true for analytic nondegenerate submanifolds of Rm [7]. In
current work [13] being written up, the divergence case of (2.1.3)
will be shown to be true for nondegenerate curves, as well as mani-
folds that can be “fibred” into such curves [13]. The latter includes
C∞ nondegenerate submanifolds of Rm which are not necessarily
analytic. The convergence case of the Dream Theorem is true for
a large class of nondegenerate submanifolds of Rm with dimension
k satisfying k(k + 3)/2 > m, and this class includes “most” man-
ifolds when k(k + 1)/2 ≥ m [86]. The work in [86] builds upon
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the approach taken in [12] in which the convergence case is shown
to be true for a large subclass of nondegenerate submanifolds with
k > (m+ 1)/2.
The upshot of the above is that the Dream Theorem actually holds for a
fairly generic class of nondegenerate submanifolds M of Rm apart from the
case of convergence when m ≥ 3 and k(k + 1)/2 < m.
Remark 2.1.1. In [58], Kleinbock, Lindenstrauss, & Weiss made a se-
rious generalisation of the “extremal” work of [59] to subsets K of Rm
supporting so-called friendly measures. Within the context of this work,
it suffices to say that friendly measures form a large and natural class of
measures on Rm which includes Riemannian measures supported on nonde-
generate manifolds, fractal measures supported on self-similar sets satisfy-
ing the open set condition (e.g. regular Cantor sets, the Koch snowflake,
the Sierpin´ski gasket), and conformal (Patterson) measures supported on
the limit sets of geometrically finite Kleinian groups, as long as they are
not contained in any hyperplane. These facts are proven in [58, Theorem
2.3] and [33, Theorem 1.9], respectively. Recently, the concept of friendly
measures has been generalised even further to the notion of quasi-decaying
measures, see [32,33].
2.2. The general framework: Dirichlet systems
Let (Ω, d) be a compact metric space equipped with a non-atomic, prob-
ability measure ν. Let R = {Rα ⊆ Ω : α ∈ J} be a family of points Rα of
Ω indexed by an infinite, countable set J . The points Rα will be referred
to as resonant points for reasons which will become apparent later. Next,
let β : J → R+ : α 7→ βα be a positive function on J . Thus, the function
β attaches a ‘weight’ βα to the resonant point Rα. To avoid pathological
situations, we shall assume that the number of α in J with βα bounded
above is always finite; i.e. for any T ≥ 1
# {α ∈ J : βα ≤ T} <∞ . (2.2.1)
Given a decreasing function ψ : R+ → R+ let
Λ(ψ) = {x ∈ Ω : d(x,Rα) ≤ ψ(βα)) for infinitely many α ∈ J} .
The set Λ(ψ) is a ‘lim sup’ set; it consists of points x in Ω which lie in
infinitely many of the balls B(Rα, ψ(βα)) centred at resonant points. In
general, B(c, r) := {x ∈ Ω : d(x, c) ≤ r} is the ball in Ω centred at c and
radius r. points. As in the classical setting, it is natural to refer to the
function ψ as the approximating function. It governs the ‘rate’ at which
48 2. SINGULAR AND EXTREMAL
points in Ω must be approximated by resonant sets in order to lie in Λ(ψ).
Let us rewrite Λ(ψ) in a fashion which brings its ‘lim sup’ nature to the
forefront – we shall make use of this later. For t ∈ N, let
∆(ψ, t) :=
⋃
α∈J : kt<βα≤kt+1
B(Rα, ψ(βα)) where k > 1 is fixed. (2.2.2)
By assumption, the number of α in J with kt−1 < βα ≤ kt is finite regardless
of the value of k. Thus, Λ(ψ) is precisely the set of points in Ω which lie in
infinitely many ∆(ψ, t); that is
Λ(ψ) = lim sup
t→∞
∆(ψ, t) :=
∞⋂
s=1
∞⋃
t=s
∆(ψ, t) . (2.2.3)
Observe that the classical set W (ψ) = W (ψ, 1) of ψ-well approximable
numbers can be expressed in the form Λ(ψ) with
Ω := [0, 1] , J := {(p, q) ∈ Z× N : 0 ≤ p ≤ q} , α := (p, q) ∈ J ,
βα := q , Rα := p/q and ∆(Rα, ψ(βα)) := B(p/q, ψ(q)) .
The metric d is of course the standard Euclidean metric; d(x, y) := |x− y| .
Thus in this basic example, the resonant points Rα are simply rational
points p/q. Furthermore,
∆(ψ, t) :=
⋃
kt<q≤kt+1
q⋃
p=0
B(p/q, ψ(q)) and W (ψ) = lim sup
t→∞
∆(ψ, t) .
With respect to the general setup, given a pair (R, β) the goal is to
develop a singular and extremal theory akin to the classical theory. Clearly,
in order to this we need the existence of a Dirichlet type theorem. This is
precisely the purpose of the following condition.
Condition D. There exist (i) decreasing functions g : R+ → R+ and
h : R+ → R+ with h(r) → 0 as r → ∞ and (ii) constants k > 1, C1 > 0
and t0 > 0 such that: for all x ∈ Ω and integers t > t0 there exists α ∈ J
such that
d(x,Rα) ≤ C1g(βα)h(kt) and βα ≤ kt.
Whenever Condition D is satisfied, we say that the pair (R, β) is a
Dirichlet system relative to (g, h, k). Observe that with respect to the basic
example, Condition D with g and h given by
g(r) = h(r) = r−1 (2.2.4)
naturally coincides with Dirichlet’s classical one dimensional statement; namely
Theorem 2.1.1 with m = 1.
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2.2.1. Dirichlet systems and Singular Points. Let (Ω, d) be a com-
pact metric space and suppose that (R, β) is a Dirichlet system relative to
(g, h, k). Motivated by the classical “singular” theory we say that a point
x in Ω is singular if Condition D can be “improved” by an arbitrary small
constant. We now state this formally.
Definition 2.2.1. Let (Ω, d) be a compact metric space and suppose
that (R, β) is a Dirichlet system relative to (g, h, k). A point x ∈ Ω is said
to be singular if for all  > 0 there exists t0 > 0 with the following property:
for each integer t > t0 there exists α ∈ J so that
d(x,Rα) < g(βα)h(kt) and βα < kt.
Clearly, with respect to the basic example and with g and h given by (2.2.4),
the above definition reduces to the classical one dimensional definition of
singular numbers.
In order for us to say anything sensible regarding the set of singular
points in Ω we impose the following separation condition on the set R of
resonant points. For convenience, given the functions h and g associated
with a Dirichlet system, let
f : R+ → R+ : x→ f(x) := g(x)h(x). (2.2.5)
Observe that f(r)→ 0 as r →∞ and that this together with (2.2.1) implies
that for any x ∈ Ω \ R, there exists infinitely many α ∈ J such that
d(x,Rα) ≤ C1f(βα) .
Condition S. There exist constants t0 > 0 and C2 > 0 with the fol-
lowing property: for any α, α′ ∈ J with Rα 6= Rα′ and βα, βα′ > t0 we have
that
d(Rα, Rα′) > C2 min{f(βα), f(βα′)}. (2.2.6)
Note that, with respect to the basic example and with h and g given by
(2.2.4), Condition S is trivially satisfied since for any two distinct rationals
p1/q1, p2/q2 we have that∣∣∣∣p1q1 − p2q2
∣∣∣∣ ≥ 1q1q2 > min
{ 1
q21
,
1
q22
}
.
However, it is worth pointing out that Condition S does not hold in higher
dimensions for the classical setup. Indeed, the higher dimension analogue
of the above rational separation property is given by the simplex lemma –
see [60, Lemma 4].
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Whenever both Conditions D and S are satisfied, we say that the pair
(R, β) is a well separated Dirichlet system relative to (g, h, k). For such
systems we are able to prove the following statement for singular points.
Theorem 2.2.1. Let (Ω, d) be a compact metric space. Suppose that
(R, β) is a well separated Dirichlet system relative to (g, h, k). Furthermore,
suppose there exist constants λ = λ(k) > 1 and t0 > 0 such that
g(x)
g(y) ≤
h(x)
h(y) ∀ y ≥ x > t0 (2.2.7)
and
h(kt) < λh(kt+1) ∀ t > t0 . (2.2.8)
Then a point x ∈ Ω is singular if and only if x ∈ R.
A decreasing function that satisfies (2.2.8) is usually said to be k-regular.
As indicated the associated constant λ is independent of t but may depend
on k. Clearly the functions h and g given by (2.2.4) satisfy conditions
(2.2.7) and (2.2.8) and thus the theorem implies the one dimensional classical
singular statement; i.e. Sing(1) = Q.
Proof of Theorem 2.2.1. Trivially, if x = Rα for some α ∈ J , then
x is singular. To prove the opposite implication, assume x is singular. Then
by definition, for any  > 0 and t > t0 there exists α ∈ J so that
d(x,Rα) < g(βα)h(kt) and βα < kt, (2.2.9)
and α′ ∈ J so that
d(x,Rα′) < g(βα′)h(kt+1) and βα′ < kt+1. (2.2.10)
If Rα = Rα′ for all t > t0 then since the right hand side of (2.2.9) tends to
zero as t → ∞, we have that x = Rα. In other words, x ∈ R and we are
done. Thus, assume that Rα 6= Rα′ . Furthermore, without loss of generality,
assume that t is large enough so that (2.2.6), (2.2.7) and (2.2.8) are all valid
and that
βα, βα′ > k
t0
in (2.2.9) and (2.2.10). Note that if the latter was not the case, then since
the right hand side of (2.2.9) tends to zero as t → ∞ we have that x ∈ R
and again we are done.
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It now follows by (2.2.9), (2.2.10) and the triangle inequality that
d(Rα, Rα′) ≤ d(x,Rα) + d(x,Rα′),
< g(βα)h(kt) + g(βα′)h(kt+1)
< g(βα)h(βα) + g(βα′)h(βα′). (2.2.11)
The last inequality makes use of the fact that h is decreasing. Assume for
the moment that
βα ≤ βα′ . (2.2.12)
Then, in view of (2.2.7) it follows that
g(βα) ≤ g(βα′) h(βα)
h(βα′)
(2.2.13)
which together with (2.2.11) implies that
d(Rα, Rα′) < 
(
g(βα′)
h2(βα)
h(βα′)
+ f(βα′)
)
. (2.2.14)
Now, on using (2.2.8) we find that
h(βα) < h(kt
∗) < λt+1−t∗h(kt+1) < ch(βα′)
where t∗ ≥ t0 is the largest integer such that kt∗ < βα and c := λt+1+t∗ .
This together with (2.2.14) implies that
d(Rα, Rα′) < f(βα′)(c2 + 1). (2.2.15)
On the other hand, in view of (2.2.6) and (2.2.12), we have that
d(Rα, Rα′) > C2 min{f(βα), f(βα′)} = C2f(βα′) . (2.2.16)
Thus, for any  > 0, on combining (2.2.15) and (2.2.16) we have that
C2f(βα′) < d(Rα, Rα′) < f(βα′)(c2 + 1) .
The upshot is that we obtain a contradiction by setting
 <
C2
c2 + 1 .
This completes the proof of Theorem 2.2.1 in the case (2.2.12). It is easily
verified, that an analogous argument works when βα > βα′ . 
2.2.2. Dirichlet systems and Extremal Points. Let (R, β) be a
Dirichlet system relative to (g, h, k). Then, as already mentioned, with f
given by (2.2.5) we have that for any x ∈ Ω \R, there exists infinitely many
α ∈ J such that
d(x,Rα) ≤ C1f(βα) . (2.2.17)
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In other words,
Λ(ψ) = Ω \ R with ψ(r) = C1f(r) . (2.2.18)
Clearly, with respect to the basic example with g and h given by (2.2.4) so
that f(r) = r−2, the above statement naturally coincides with the classical
statement given by Theorem 2.1.2 with m = 1 and x ∈ R \Q.
Now let K be a subset of the Ω which supports a nonatomic probability
measure µ. Then motivated by the classical extremal theory described in
§2.1.2, K will play the role of the manifold and µ the role of the Lebesgue
measure on the manifold. Indeed, in view of the statement associated with
(2.2.18) it is natural to introduce the following notion of extremality within
the framework of Dirichlet system. In keeping with the classical theory, in
the case ψ : r → C1f(r)τ for some τ > 0, we write Λ(τ) for Λ(ψ). Note that
in view of (2.2.18) and the fact that R is countable, we trivially have that
µ
(
K ∩ Λ(τ)) = 1 if τ ≤ 1 .
Definition 2.2.2. Let (Ω, d) be a compact metric space and suppose
that (R, β) is a Dirichlet system relative to (g, h, k). Let K be a subset of
the Ω equipped with a nonatomic probability measure µ. Then K is said to
be µ-extremal if
µ
(
K ∩ Λ(τ)) = 0 ∀ τ > 1 .
To have any hope of developing a general extremal theory for the subsets
K ⊆ Ω we impose the following “decaying” condition on the measure µ.
Given α > 0, the measure µ supported on K is said to be weakly absolutely
α-decaying if there exist strictly positive constants C, r0 such that for all
 > 0 we have
µ
(
B(x, r)
) ≤ C αµ(B(x, r)) ∀ x ∈ K ∀ r < r0 .
For sets supporting such measures, we are able to prove the following “ex-
tremality” result.
Theorem 2.2.2. Let (Ω, d) be a compact metric space. Suppose that
(R, β) is a well separated Dirichlet system relative to (g, h, k) and that K
is a subset of Ω equipped with a weakly absolutely α-decaying measure µ.
Furthermore, suppose there exist constants λ = λ(k) > 1 and t0 > 0 such
that
f(kt) < λf(kt+1) ∀ t > t0 . (2.2.19)
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Then
µ
(
K ∩ Λ(ψ)) = 0 if ∞∑
t=1
(ψ(kt)
f(kt)
)α
< ∞ . (2.2.20)
Remark 2.2.1. Note that since f is k-regular (i.e. satisfies (2.2.19))
and that ψ is monotonic, the convergence/divergence property of the sum
appearing in (2.2.20) is equivalent to that of the sum
∞∑
r=1
1
r
(ψ(r)
f(r)
)α
.
The following statement is a trivial consequence of Theorem 2.2.2 and
the definition of µ-extremal.
Corollary 2.2.3. Let (Ω, d) be a compact metric space. Suppose that (R, β)
is a well separated Dirichlet system relative to (g, h, k) and that K is a subset
of Ω equipped with a weakly absolutely α-decaying measure µ. Furthermore,
suppose that f satisfies (2.2.19) and that
∞∑
t=1
f(kt)α(τ−1) < ∞ ∀ τ > 1 .
Then K is µ-extremal.
Proof of Theorem 2.2.2. For t ∈ N, let
∆+(ψ, t) :=
⋃
α∈J : kt<βα≤kt+1
B(Rα, ψ(kt)). (2.2.21)
Then by definition (see (2.2.2)) and the fact that ψ is decreasing, it follows
that
∆(ψ, t) ⊆ ∆+(ψ, t)
and thus
Λ(ψ) ⊆ Λ+(ψ) := lim sup
t→∞
∆+(ψ, t) . (2.2.22)
The upshot of this is that
µ
(
K ∩ Λ+(ψ)) = 0 =⇒ µ(K ∩ Λ(ψ)) = 0 .
and by the Borel-Cantelli Lemma
µ
(
K ∩ Λ+(ψ)) = 0 if ∞∑
n=1
µ(∆+(ψ, t)) <∞ . (2.2.23)
Thus, to complete the proof of the theorem we need to show that the above
sum converges. With this in mind, we start making two simple observations.
Firstly, for any  > 0, we can assume that
ψ(kt) < f(kt) for all t sufficiently large. (2.2.24)
54 2. SINGULAR AND EXTREMAL
If this was not the case then ψ(kt)/f(kt) >  for infinitely many t and thus
violate the convergent sum condition associated with (2.2.20).
Secondly, the separation Condition S together with (2.2.19) implies that
for t sufficiently large: for any α, α′ ∈ J with Rα 6= Rα′ and βα, βα′ < kt+1
we have that
d(Rα, Rα′) > C2f(kt+1) >
C2
λ
f(kt) .
In turn this implies that
B
(
Rα, C3f(kt)
) ∩B(Rα′ , C3f(kt)) = ∅ (2.2.25)
where
C3 :=
C2
λ
.
In view of (2.2.24), for t sufficiently large we can assume that
ψ(kt) < C34 f(k
t)
and together with (2.2.25) this implies that the union of balls associated
with ∆+(ψ, t) is a disjoint union. Thus, for t sufficiently large
µ
(
∆+(ψ, t)
)
:=
∑
α∈J : kt<βα≤kt+1
µ
(
B(Rα, ψ(kt))
)
. (2.2.26)
The measure µ is supported on K and so the only balls that can poten-
tially make a positive contribution to the above sum are those that intersect
K. With this in mind, take such a ball B
(
Rα, ψ(kt)
)
and choose a point
R̂α ∈ K ∩B
(
Rα, ψ(kt)
)
.
It is easily verified that
B
(
Rα, ψ(kt))
)
⊆ B
(
R̂α, 2ψ(kt)
)
⊆ B
(
R̂α,
C3
2 f(kt)
)
⊆ B
(
Rα, C3f(kt)
)
.
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Since µ is weakly absolutely α-decaying, it follows that for t sufficiently large
µ
(
∆+(ψ, t)
) ≤ ∑
α∈J :
kt<βα≤kt+1
µ
(
B
(
R̂α, 2ψ(kt)
))
=
∑
α∈J :
kt<βα≤kt+1
µ
(
B
(
R˜α, 2ψ(kt)
2C3f(kt)
2C3f(kt)
))
≤
∑
α∈J :
kt<βα≤kt+1
C
( 4ψ(kt)
C3f(kt)
)α
µ
(
B
(
R̂α,
C3
2 f(kt)
))
≤ C
( 4ψ(kt)
C3f(kt)
)α ∑
α∈J :
kt<βα≤kt+1
µ
(
B
(
Rα, C3f(kt)
))
.(2.2.27)
The measure µ is a probability measure and by (2.2.25) the balls associated
with the above sum are disjoint. Hence∑
α∈J :
kt<βα≤kt+1
µ
(
B
(
Rα, C3f(kt)
)) ≤ 1
which together with (2.2.27) and the convergent sum hypothesis implies that
∞∑
t=1
µ
(
∆+(ψ, t)
)  ∞∑
t=1
(ψ(kt)
f(kt)
)α
< ∞ .
This establishes (2.2.23) and thereby completes the proof of Theorem 2.2.2.

Remark 2.2.2. Given an increasing function θ : R→ R, the measure µ
is called θ-decaying if there exists strictly positive constants C, r0 such that
for all  > 0
µ(B(x, r)) ≤ Cθ()µ(B(x, r)) ∀x ∈ K ∀r < r0 .
We can generalise Theorem 2.2.2 further to subsets K ⊆ Ω supporting a
θ-decaying measure µ.
2.3. Application to Kleinian groups
As an application of the Dirichlet systems framework introduced in the
§2.2 we consider the theory of Diophantine approximation on limit sets of
Kleinian groups. In particular, we obtain the singular and extremal results
obtained in [9] as a simple consequence of the general theorems associated
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with well separated Dirichlet systems. Naturally, we start by describing the
Kleinian group setup and the main results from [9].
The classical results of Diophantine approximation, in particular those
from the one-dimensional theory, have natural counterparts and extensions
in the hyperbolic space setting. In this setting, instead of approximating real
numbers by rationals, one approximates the limit points of a fixed Kleinian
group G by points in the orbit (under the group) of a distinguished limit
point y. Beardon & Maskit [4] have shown that the geometry of the group
is reflected in the approximation properties of points in the limit set.
Throughout, G is a nonelementary, geometrically finite Kleinian group
acting on the unit ball model (Bm+1, ρ) of (m+ 1)–dimensional hyperbolic
space with metric ρ derived from the differential dρ = |dx|/(1−|x|2). Thus,
G is a discrete subgroup of Mo¨b(Bm+1), the group of orientation-preserving
Mo¨bius transformations of the unit ball Bm+1. By assumption, there is some
finite-sided convex fundamental polyhedron for the action of G on Bm+1.
Since G is nonelementary, the limit set L(G) of G (the set of limit points in
the unit sphere Sm of any orbit of G in Bm+1) is uncountable. The group G
is said to be of the first kind1 if L(G) = Sm and of the second kind otherwise.
Let δ denote the Hausdorff dimension of L(G). Trivially, if G is of the first
kind then we have δ := dimL(G) = m. In general, it is well known that δ
is equal to the exponent of convergence of the group [74,92].
For each element g ∈ G we shall use the notation Lg := |g′(0)|−1, where
|g′(0)| = 1− |g(0)|2 is the (Euclidean) conformal dilation of g at the origin.
Note that by definition, Lg = eρ(0,g(0)). With this setup and notation in
mind, we are in the position to state two fundamental results originating
from Patterson’s pioneering paper [73]. In short, they represent natural
generalisations to the hyperbolic space setting of the classical theorems of
Dirichlet and Khintchine in the theory of Diophantine approximation.
2.3.1. A Dirichlet-type statement and singular sets. The follow-
ing two Dirichlet-type theorems were first established by Patterson [73, Sec-
tion 7: Theorems 1 & 2] for finitely generated Fuchsian groups, i.e. Kleinian
groups acting on the unit disc model of 2–dimensional hyperbolic space. Re-
call that in this m = 1 case, the class of finitely generated groups coincides
with the class of geometrically finite groups.
1A geometrically finite group of the first kind is also called a lattice.
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Theorem 2.3.1. Let G be a nonelementary, geometrically finite Kleinian
group containing parabolic elements and let P be a complete set of inequiv-
alent parabolic fixed points of G. Then there is a constant c > 0 with the
following property: for each ξ ∈ L(G), N > 1, there exist p ∈ P , g ∈ G so
that
|ξ − g(p)| ≤ c√
LgN
and Lg ≤ N .
As pointed out in [94], the m = 1 proof of Patterson can be easily gener-
alised to higher dimensions when the ranks2 of the parabolic fixed points
are all maximal; i.e. when rank(p) = m for all p ∈ P . Without this rank
assumption, the theorem is proved in [90, Theorem 1]. We now consider the
case where the geometrically finite group G has no parabolic elements; i.e.
where G is convex cocompact.
Theorem 2.3.2. Let G be a nonelementary, geometrically finite Kleinian
group without parabolic elements and let {η, η′} be the pair of fixed points of
a hyperbolic element of G. Then there is a constant c > 0 with the following
property: for all ξ ∈ L(G), N > 1, there exist y ∈ {η, η′}, g ∈ G so that
|ξ − g(y)| ≤ c
N
and Lg ≤ N .
Patterson’s m = 1 proof of the above theorem easily generalises to higher
dimensions.
When interpreted on the upper half-plane H2 and applied to the modular
group SL(2,Z), it is easily verified that Theorem 2.3.1 reduces to the m = 1
case of Dirichlet’s Theorem.
Motivated by the classical theory, the above Dirichlet-type theorems
naturally lead to the notion of singular limit points. Let G be a Kleinian
group and let Y be a complete set P of inequivalent parabolic fixed points
of G if the group has parabolic elements; otherwise let Y be the pair {η, η′}
of fixed points of a hyperbolic element of G. A point ξ ∈ L(G) is said to be
singular if for every  > 0 there exists N0 with the following property: for
each N ≥ N0, there exist y ∈ Y , g ∈ G so that
|ξ − g(y)| <

√
LgN
if Y = P

N if Y = {η, η′}
and Lg < N . (2.3.1)
2The stabiliser Gp = {g ∈ G : g(p) = p} of a parabolic fixed point p is an infinite group
which contains a free abelian subgroup of finite index. The rank of p is defined to be the
number k ∈ [1,m] such that this subgroup is isomorphic to Zk.
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The following statement is established in [9, Theorem 1].
Theorem 2.3.3. Let G be a nonelementary, geometrically finite Kleinian
group, and let Y be as above. Then a point ξ ∈ L(G) is singular if and only
if ξ ∈ G(Y ) := {g(y) : g ∈ G, y ∈ Y }.
Remark 2.3.1. In the case where G is convex cocompact, the set of
singular limit points is dependent on the choice of Y ; i.e. on the chosen pair
{η, η′} of hyperbolic fixed points of G. If G has parabolic elements, the set
of singular limit points is precisely the set of parabolic fixed points of G.
Dynamically, the set corresponds to geodesics on the associated hyperbolic
manifold H = Bm+1/G that travel straight into the cuspidal end.
Remark 2.3.2. The parabolic fixed points of the modular group are the
rationals together with the point at infinity. Thus, Theorem 2.3.3 when
interpreted on H and applied to SL(2,Z) precisely coincides with the m = 1
classical results; namely that Sing(1) = Q.
2.3.2. A Khintchine-type theorem and extremal sets. Let G be
a nonelementary, geometrically finite Kleinian group G and let y be a par-
abolic fixed point of G if the group has parabolic elements and a hyper-
bolic fixed point otherwise. The Dirichlet-type theorems of §2.3.1 together
with natural “decoupling” results (see for example [90, Proposition 2.3] and
[94, Proposition 2]) imply the following statement for any nonelementary,
geometrically finite Kleinian group G: for each point ξ ∈ L(G) which is not
a parabolic fixed point there exist infinitely many g ∈ G such that
|ξ − g(y)| < c
Lg
. (2.3.2)
Here, c is a positive group constant. It is easy to see that if G has only
one equivalence class of parabolic fixed points then we can take ξ to be
any limit point. In any case, the statement describes to what extent any
(non-parabolic) limit point ξ may be approximated by the orbit of the dis-
tinguished point y; namely that every non-parabolic limit point can be ap-
proximated by orbit points g(y) with “rate” of approximation given by c/Lg
– the right-hand side of inequality (2.3.2) determines the “rate” or “error”
of approximation. It is natural to broaden the discussion to include general
approximating functions. More precisely, let ψ : R+ → R+ be a decreasing
function and let
Wy(ψ) :=
{
ξ ∈ L(G) : |ξ − g(y)| < ψ(Lg) for i.m. g ∈ G
}
.
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This is the set of points in the limit set which are “close” to infinitely many
(“i.m.”) images of the “distinguished” point y. As above, y is taken to
be a parabolic fixed point of G if the group has parabolic elements and a
hyperbolic fixed point of G otherwise. A natural problem is to determine the
“size” of the set Wy(ψ) in terms of the Patterson measure ν – a nonatomic,
δ-conformal probability measure supported on L(G). For groups of the first
kind, since δ := dimL(G) = m, the Patterson measure is simply normalised
m-dimensional Lebesgue measure on the unit sphere Sm. The following
Khintchine-type theorem was first established by Patterson [73, Section 9]
for finitely generated Fuchsian groups of the first kind. For convenience, let
w(y) :=

2δ − rank(y) if y is parabolic,
δ if y is hyperbolic.
Theorem 2.3.4. Let G be a nonelementary, geometrically finite Kleinian
group and let y be a parabolic fixed point of G, if there are any, and a
hyperbolic fixed point otherwise. Then
ν(Wy(ψ)) =

0 if ∑∞r=1 ψ (r)w(y) rw(y)−1 <∞ ,
1 if ∑∞r=1 ψ (r)w(y) rw(y)−1 =∞ .
Remark 2.3.3. In terms of this note, there are two special cases of the
above theorem that are of particular interest to us.
(i) For  ≥ 0, let ψ : r 7→ r−1(log r)−
1+
w(y) . Then it follows that
ν(Wy(ψ)) =
 0 if  > 0 ,1 if  = 0 .
This statement has a well-known dynamical interpretation in terms
of the “rate” of excursions by geodesics into a cuspidal end of the
associated hyperbolic manifold H = Bm+1/G; namely Sullivan’s
logarithm law for geodesics [16,90,91].
(ii) For τ ≥ 1, consider the function ψ : r 7→ r−τ and write Wy(τ) for
Wy(ψ). Then it follows that
ν(Wy(τ)) = 0 if τ > 1 .
The fact that ν(Wy(τ)) = 1 for τ = 1 can be easily deduced from
the statement associated with inequality (2.3.2) and the fact the
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ν(Wy(cψ)) = ν(Wy(ψ)) for any constant c > 0 [90, Lemma 4.6] -
we do not need the full power of the divergence case of Theorem
2.3.4.
Without assuming that G is of the first kind, Theorem 2.3.4 is essentially
established in [89] if y is a hyperbolic fixed point of G and in [90] if y is a
parabolic fixed point of G. We say essentially, since in both [89] and [90]
an extra regularity condition on the approximating function ψ is assumed.
The theorem as stated above, without any regularity condition on ψ beyond
monotonicity, is established in [8, Section 10.3: Theorems 5 & 9] and is the
perfect Kleinian group analogue of Khintchine’s Theorem in the classical
theory of metric Diophantine approximation. Indeed, when interpreted on
the upper half-plane H2 and applied to the modular group SL(2,Z), it is
easily verified that Theorem 2.3.4 reduces to the m = 1 case of Khintchine’s
Theorem.
In view of the recent progress within the classical manifold theory, it
would be highly desirable to obtain an analogous theory within the hyper-
bolic space setup. With this in mind as the ultimate goal, let K be a subset
of the limit set L(G) which supports a nonatomic probability measure µ. In
view of (2.3.2) and the comments made in Remark 2.3.3(ii), it is natural to
say that a subset K ⊆ L(G) is µ-extremal if
µ(K ∩Wy(τ)) = 0 ∀ τ > 1 .
Note that L(G) is ν-extremal where ν is the Patterson measure — see Re-
mark 2.1.1. To have any hope of developing a general extremal theory for
the subsets K we impose the condition that the measure µ supported on
K is weakly absolutely α-decaying. For sets supporting such measures, the
following statement is established in [9, Theorem 2].
Theorem 2.3.5. Let G be a nonelementary, geometrically finite Kleinian
group and let y be a parabolic fixed point of G, if there are any, and a
hyperbolic fixed point otherwise. Fix α > 0, and let K be a compact subset
of L(G) equipped with a weakly absolutely α-decaying measure µ. Then
µ(K ∩Wy(ψ)) = 0 if
∞∑
r=1
rα−1ψ(r)α < ∞ . (2.3.3)
Remark 2.3.4. It is easily verified that if a measure µ is absolutely α-
decaying as defined in [75] then it is weakly absolutely α-decaying. Also
it is worth pointing out that although the Lebesgue measure | . |M on a
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nondegenerate manifold M is not necessarily absolutely α-decaying, it is
weakly absolutely α-decaying.
Observe that if we write ψτ (r) = r−τ , then
∞∑
r=1
rα−1ψτ (r)α =
∞∑
r=1
rα(1−τ)−1 < ∞ ∀ τ > 1 ∀ α > 0.
Hence the following statement is a trivial consequence of Theorem 2.3.5.
Corollary 2.3.6. Let G be a nonelementary, geometrically finite Kleinian
group and let y be a parabolic fixed point of G, if there are any, and a
hyperbolic fixed point otherwise. Let K be a compact subset of L(G) equipped
with a weakly absolutely decaying measure µ. Then K is µ-extremal.
2.3.3. Dirichlet systems: Proof of Theorems 2.3.3 & 2.3.5. Let
G be a nonelementary, geometrically finite Kleinian group and let Y be a
complete set P of inequivalent parabolic fixed points of G if the group has
parabolic elements; otherwise let Y be the pair {η, η′} of fixed points of a
hyperbolic element of G. We show that the Dirichlet systems framework
of §2.2 naturally incorporates the singular and extremal theory associated
with Kleinian groups as described in §2.3.1 and §2.3.2 . With this in mind,
given y ∈ Y let
Ω := L(G) , J := {g : g ∈ G} , α := g ∈ J , βα := Lg ,
Rα := g(y) and ∆(Rα, ψ(βα)) := B(g(y), ψ(Lg)) .
Thus, the family R of resonant sets Rα consists of orbit points g(y) with
g ∈ G. Furthermore,
∆(ψ, t) :=
⋃
g∈G :
kt<Lg≤kt+1
B (g(y), ψ(Lg))
and
Wy(ψ) = Λ(ψ) := lim sup
t→∞
∆(ψ, t) .
The metric d is of course the standard Euclidean metric in Rm and the
non-atomic, probability measure ν supported on Ω is the Patterson measure
supported on L(G).
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In view of Theorems 2.3.1 & 2.3.2, it follows that (R, β) is a Dirichlet
system relative to (g, h, k) for any k > 1 and with
g(r) = h(r) = r−
1
2 if Y = P (2.3.4)
g(r) = 1 and h(r) = r−1 if Y = {η, η′} . (2.3.5)
Now observe that in both cases (i.e. when Y = P and Y = {η, η′}) the
above functions g and f satisfy conditions (2.2.7) and (2.2.8) associated
with Theorem 2.2.1 and the corresponding function f : r → f(r) := g(r)h(r)
satisfies condition (2.2.19) associated with Theorem 2.2.2. Moreover, in both
cases, condition (2.2.6) associated with Condition S is satisfied courtesy of
the following two well know statements [9, Lemmas 1 & 2].
Lemma 2.3.7. Let Y = P . Then there is a constant c1 > 0 depending only
on G and P with the following property: for all p, q ∈ P and g, h ∈ G such
that g(p) 6= h(q), we have
|g(p)− h(q)| > c1√
LgLh
. (2.3.6)
Lemma 2.3.8. Let Y = {η, η′}. Then there is a constant c1 > 0 depending
only on G and η, η′ with the following property: for all u, v ∈ Y and g, h ∈ G
such that g(u) 6= h(v), we have
|g(u)− h(v)| > c1 min{L−1g , L−1h } .
Trivially, concerning the right hand side of (2.3.6), we have that
c1√
LgLh
≥ c1 min{L−1g , L−1h } = c1 min{f(Lg), f(Lh)} .
The upshot of the above discussion is that in both cases, (R, β) is a
well separated Dirichlet system relative to (g, h, k) for any k > 1. Thus,
Theorem 2.3.3 and Theorem 2.3.5 follow at once from Theorem 2.2.1 and
Theorem 2.2.2 respectively.
CHAPTER 3
Effective approximation of simultaneously small
linear forms
3.1. Introduction
Various publications utilise the theory of metric Diophantine approx-
imation to develop new approaches in interference alignment, a concept
in the field of wireless communication. The main tool is the fundamen-
tal Khintchine-Groshev Theorem and its variations. Adiceam, Beresnevich,
Levesley, Velani and Zorin [2] presented a quantitative version of Khintchine-
Groshev on sub-manifolds, for use in interference alignment. This statement
and others are discussed in a recent survey by Nazer and Ordentlich [71] of
results and applications from the conference in “Workshop on interactions
between number theory and wireless communication”.
In this work we consider the size of linear forms under the Euclidean
distance | · | to 0, so called small linear forms. In contrast to the distance
to linear forms under the nearest integer || · || called well approximable
linear forms as in classical Diophantine approximation. M. Hussain and
J. Levesley’s paper [54] finds a Hausdorf measure variant of Khintchine-
Groshev for simultaneously small linear forms. Here we find a quantitative
variation on the corresponding convergence part of the probability measure
statement. The result is based on methods in [2], however we use an explicit
formula for the volume of slabs through hypercubes from [68] to prove the
main result.
Firstly we present some notation and background results and describe
a non-effective version of the main result. The following section is on the
volume of slabs through hypercubes. Next is the proof of the non-effective
version of the result, where various constants and terms are defined. We can
then prove the effective statement, after which we give a Corollary for use
in applications. We then apply the Corollary to an explicit example where
the measure has density of the normal distribution.
3.1.1. Metric Number theory. Let m,n ∈ N, then define Mm,n(R)
to be the set of m × n matrices with real entries. Let ψ be a real positive
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decreasing function such that ψ(r) → 0 as r → ∞. Such a function will be
referred to as an approximation function. Given a subset S of Mm,n(R), we
will write |S|mn for its mn-dimensional Lebesgue measure. Given a function
Ψ : Zn → R+, a matrix X = (xi,j) ∈Mm,n(R) is Ψ-approximable if
||Xa|| := max
1≤i≤m
||xi,1a1 + xi,2a2 + · · ·+ xi,nan|| ≤ Ψ(a)
has infinitely many (i.m.) solutions a = (ai)ni=1 ∈ Zn \{0}, where ||x|| is the
distance to the nearest integer of x. In classical Diophantine approximation
you study set of Ψ-approximable points W (m,n; Ψ)
W (m,n; Ψ) = {X ∈Mm,n(R) : ||Xa|| ≤ Ψ(a) for i.m. a ∈ Zn \ {0}}.
One of the main results in classical Diophantine approximation Mm,n(R) is
the Khintchine-Groshev Theorem, which tells us about the Lebesgue mea-
sure of W (m,n; Ψ) when we replace Ψ(a) by an approximation function
ψ(|a|).
Theorem 3.1.1 (Khintchine-Groshev and others). Let m,n ∈ N with
nm > 1, ψ : N → R+ be an approximating function, let Ψ : Zn → R+ be
given by Ψ(a) := ψ(|a|) for a ∈ Zn \ {0}, where |a| = max1≤i≤n |ai|. Then
|W (m,n; Ψ)|mn =

0 if ∑∞q=1 qn−1ψ(q)m <∞,
Full if ∑∞q=1 qn−1ψ(q)m =∞.
Theorem 3.1.1 was first obtained by Groshev under the assumption that
qnψ(q)m is monotonic in the divergence case. The redundancy of the mono-
tonicity condition for n ≥ 3 follows from Schmidt’s paper [81] and for n = 1
from Gallagher’s paper [45]. The final case n = 2 of the statement was
finally shown by Beresnevich and Velani [14].
We now shift our attention to the notion of badly approximable points.
In particular, it does make sense to consider badly approximable points in
linear forms. The set of badly approximable linear forms in m variables is
defined by
Bad(n,m) = {x ∈ Imn : inf
a∈Zn\{0}
|a|m/n||Xa|| > 0}.
When m = n = 1 it is easily seen that Bad(m,n) reduces to Bad.
An immeditate consequence of Groshev’ thoerem is that Bad(m,n) is of
mn-dimensional Lebesgue measure zero.
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An immediate consequence of Theorem 3.1.1 is that for almost every
X ∈Mm,n(R) there exists a constant κ(X) > 0 dependent on X such that
||Xa|| > κ(X)ψ(|a|) for all a ∈ Zn \ {0}.
Estimating the value of κ(X), independent of X is an important ingredi-
ent in studying the achievable number of degrees of freedom in schemes of
Interference Alignment, for an example see [70].
The complement of W (m,n; Ψ) is called the set of Ψ-badly approximable
numbers Bad(m,n; Ψ). We define the more refined set Bad(m,n; Ψ, κ) of
(Ψ, κ)-badly approximable numbers for κ > 0 by
Bad(m,n; Ψ, κ) = {X ∈Mm,n(R) : ||Xa|| > κΨ(a) for all a ∈ Zn \ {0}}.
We are interested in finding the measure of Bad(m,n; Ψ, κ) for a large
set of measures. In particular, we are considering measures µ on Mm,n(R)
which are linked to the Lebesgue measure. A measure µ on Mm,n(R) is abso-
lutely continuous with respect to Lebesgue measure, if there exists a Lebesgue
integrable function f : Mm,n(R)→ R+ such that for every measurable sub-
set A ⊆Mm,n(R), one has that
µ(A) =
∫
A
f,
where
∫
A f is the Lebesgue integral of f over A. The function f is referred
to as the density of µ, as it describes where the measure is concentrated.
3.1.2. Simultaneously small linear forms. Here we are interested
in Ψ-simultaneously small linear forms, those X ∈Mm,n(R) for which
|Xa| := max
1≤i≤m
|xi,1a1 + xi,2a2 + · · ·+ xi,nan| ≤ Ψ(a) (3.1.1)
has i.m. solutions a ∈ Zn \ {0}. The set of such matrices will be defined as:
W0(m,n; Ψ) := {X ∈Mm,n(R) : |Xa| ≤ Ψ(a) for i.m. a ∈ Zn \ {0}}.
We will be concerned with the measure of W0(m,n; Ψ).
We mention here the corresponding convergence case of the Khintchine-
Groshev theorem for W0(m,n; Ψ) proved by Hussain and Levesley [54, The-
orem 4].
Theorem 3.1.2. Let m,n ∈ N, let ψ : N → R+ be an approximating
function and let Ψ : Zn → R+ be given by Ψ(a) := ψ(|a|) for a ∈ Zn \ {0}.
Then
|W0(m,n; Ψ)|mn = 0 if
∞∑
q=1
qn−1ψ(q)m <∞.
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For integersm,n ∈ N, an approximation function Ψ, probability measure
µ absolutely continuous with respect to Lebesgue measure and δ ∈ (0, 1),
the authors of [2] find a formula for κ = κ(µ,m,Ψ) such that
µ(Bad(m,n; Ψ, κ)) ≥ 1− δ.
We intend to find an analogue of their result over what we call the set
Bad0(m,n; Ψ, κ) of (Ψ, κ)-badly simultaneously small linear forms for κ > 0
Bad0(m,n; Ψ, κ) = {X ∈Mm,n(R) : |Xa| > κΨ(a) for all a ∈ Zn \ {0}}.
We are then interested in the relationship between κ and the measure of
Bad0(m,n; Ψ, κ).
3.1.3. A non-effective Khintchine-Groshev type theorem. Here
we combine the effective statement in [2] with the convergence result in [54]
for an effective Khintchine-Groshev type convergence theorem for simulta-
neously small linear forms. First, we state the non-effective version of the
main result, the effective version will be stated in Section 3.3.
Theorem 3.1.3. Let m,n ∈ N and let µ be a probability measure on
Mm,n(R) that is absolutely continuous with respect to Lebesgue measure on
Mm,n(R). Let Ψ : Zn → R+ be any function such that
ΣΨm :=
∑
a∈Zn\{0}
Ψ(a)m <∞. (3.1.2)
Then for any δ ∈ (0, 1) there is a constant κ > 0 depending only on µ,Ψ
and δ such that
µ(Bad0(m,n; Ψ, κ)) ≥ 1− δ.
3.2. Supporting results
3.2.1. Slabs of hypercubes. To prove Theorem 3.1.3 we will utilise
techniques from the work of Po´lya [76] and others [3, 68, 99] who have
found exact formulas for the intersection of hypercubes with slabs. A slab
for a ∈ Rn and  > 0 is defined as
S(a, ) := {x ∈ Rn : |a · x| ≤ }.
An n-dimensional hypercube Cn(α) with side length 1 and corner α =
(αi)ni=1 ∈ Rn is defined by
Cn(α) := {x ∈ Rn : αi ≤ xi < αi + 1}.
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In Po´lya’s thesis [76] he discovered the following exact formula, for any
0 ≤  ≤ 12 , let α =
(
−12
)n
i=1
and a = (a1, . . . , an) ∈ Rn then
Vol(S(a, ) ∩ Cn(α)) = 2
pi
∫ ∞
0
sin 2x
x
n∏
i=1
sin aix
aix
dx.
Marichal and Mossinghoff [68] found exact formulas involving polyno-
mials in terms of . To state their theorem we must first introduce some
notation. Let Vn be the set of vertices of the hypercube of side length 2
centred at the origin, so Vn = {−1, 1}n. For s = (s1, . . . , sn) ∈ Vn, let
ιs :=
∏n
i=1 si. Define rn+ := (max{r, 0})n, for r ∈ R. Marichal and Moss-
inghoff have shown
Theorem 3.2.1. Let a ∈ Rn be a vector with all nonzero components.
For any 0 <  < 1/2, let v = (a1, . . . , an, 2). Then
V ol(S(a, ) ∩ Cn((−1/2)ni=1) =
1
2nn!∏ni=1 ai
∑
s∈Vn+1
ιs(v · s)n+. (3.2.1)
We use Theorem 3.2.1 to establish that the volume of the intersection
of the unit cube with the slab S((1)ni=1, )) through the largest diagonal has
the following form.
Lemma 3.2.2. Let n ∈ N. There exists real numbers pj for 1 ≤ j ≤ n, with
p1 6= 0, such that for all 0 <  < 1/2,
V ol(S((1)ni=1, )) ∩ C((−1/2)ni=1)
=

∑(n−1)/2
j=0 p2j+1(2)2j+1 if n is odd,
∑n/2−1
j=0 p2j+1(2)2j+1 + pn(2)n if n is even.
Proof. Let v = (1, 1, . . . , 1, 2) ∈ Rn+1. Define the set
K := {k ≥ 1 : k = v · s± 2}.
Let s±(k) ∈ Vn+1 be those elements of Vn+1 such that
s±(k) := k ± 2.
Then ιs+(k) = (−1)ιs−(k), and so for each s±(k) addend in the sum (3.2.1)
will have an opposing term. Except if k = 0 when n is even. Note that there
are multiple s such that v · s = k ± 2 for any k ∈ K.
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Assume n is odd then∑
s∈Vn+1
ιs(v · s)n+ =
∑
k∈K
ιs+(k)((k + 2)
n − (k − 2)n)
=
∑
k∈K
ιs+(k)(k
n +
(
n
1
)
kn−1(2) + · · ·+ k0(2)n
− (kn +
(
n
1
)
kn−1(−2) + · · ·+ k0(−2)n))
=
∑
k∈K
ιs+(k)(2
(
n
1
)
kn−1(2) + 2
(
n
3
)
kn−3(2)3 + . . .
+ 2(2)n).
So for each j ∈ N the 2j coefficients have cancelled out.
If n is even then there is an extra term when k = 0, but since 0−  < 0
only the positive term (2)n exists. Therefore suitable pj exist. 
3.2.2. Proof of Theorem 3.1.3. We are now ready to prove Theorem
3.1.3.
Proof of Theorem 3.1.3. Given a ∈ Zn \ {0} and  > 0, define
S(a, ) := {X ∈Mm,n(R) : |Xa| ≤ }.
Let a mn-dimensional corner α in Mm,n(R) be written as
α = ((αi,j)ni=1)mj=1 ∈Mm,n(R).
Define an mn-dimensional hypercube C(α) ⊆Mm,n(R) for such a corner by
C(α) =
{
(xi,j) ∈Mm,n(R) : αi,j ≤ xi,j < αi,j + 1 for 1 ≤ i ≤ m,1 ≤ j ≤ n.
}
.
Fix a corner α0 ∈Mm,n(R), then let A = A(α0) 3 α0 be the set of cor-
ners such that the union of the associated mn-dimensional hypercubes form
a partition of Mm,n(R). That is, for any α,α′ ∈ A either C(α)∩C(α′) = ∅
or they only meet on the boundary (i.e. the measure of intersection is 0)
and
Mm,n(R) =
⋃
α∈A
C(α). (3.2.2)
Notice that
Mm,n(R) \Bad0(m,n; Ψ, κ) =
⋃
a∈Zn\{0}
S(a, κΨ(a)). (3.2.3)
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The set S(a, )∩C(α) is made up of n-dimensional slabs S(ai, ) through
the n-dimensional hypercubes Cn(αi) that make up the mn-dimensional
hypercube C(α). Where, αi is the ith row of α and ai is the ith row of a.
That is
C(α) = Cn(α1)× Cn(α2)× · · · × Cn(αm)
and
S(a, ) ∩ C(α) = ×mi=1S(ai, ) ∩ Cn(αi).
We need to find an upper bound for each |S(a, ) ∩ C(α)|mn for all
α ∈ A. Using Theorem 3.2.1 and noticing that for a,α ∈ Rn the volume
of S(a, ) ∩ Cn(α) is upper bounded when a runs through the diagonal of
Cn(α) and all n-dimensional hypercubes have the same volume. Explicitly
Vol(S(a, ) ∩ Cn(α)) ≤ Vol (S((1)ni=1, ) ∩ Cn ((−1/2)ni=1)) =: ν(, n),
implies
|S(a, ) ∩ C(α)|mn ≤ (ν(, n))m . (3.2.4)
By Lemma 3.2.2 there exists pj ∈ R such that we can write ν(, n) as a
polynomial
(ν(, n))m =
nm∑
j=m
pj(2)j .
Since ∑a∈Zn\{0}Ψ(a)m <∞ there must exist MΨ, such that
MΨ = sup{Ψ(a) : a ∈ Zn \ {0}} <∞. (3.2.5)
Choose κ sufficiently small that 2κMΨ ≤ 1. We can apply (3.2.4) with
 = κΨ(a).
Using (3.2.3) and (3.2.4), then for each α ∈ A,
|C(α) \Bad0(m,n; Ψ, κ)|mn ≤
∑
a∈Zn\{0}
|W(a, κΨ(a)) ∩ C(α)|mn,
≤
∑
a∈Zn\{0}
ν(κΨ(a), n)m,
=
∑
a∈Zn\{0}
nm∑
j=m
pj(2κΨ(a))j ,
=
nm∑
j=m
pj2jΣΨjκj =: v(n,m; Ψ, κ). (3.2.6)
Where v(n,m; Ψ, κ) is a polynomial in κ with coefficients pj2jΣΨj and ΣΨj
is from 3.1.2.
Since µ is a probability measure, it follows from ⋃α∈AC(α) being a
cover of Mm,n(R), that for any δ ∈ (0, 1) there exists a finite subset A∗ ⊆ A
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such that
µ
( ⋃
α∈A∗
C(α)
)
> 1− δ2 . (3.2.7)
Since µ is absolutely continuous with respect to the Lebesgue measure, for
every α ∈ A∗ and any 1 > 0, there exists 2 > 0 such that: For any
measurable subset X of C(α),
if |X|mn < 2 then µ(X) < 1.
Let N be the number of elements in A∗. Letting
X = C(α) \Bad0(m,n; Ψ, κ)
and 1 = δ/(2N) it follows that there exists some 2(α, δ,N) > 0 such that,
if
v(n,m; Ψ, κ) < 2(α, δ,N), (3.2.8)
then
µ(C(α) \Bad0(m,n; Ψ, κ)) < δ/(2N).
Note that there is only one root of inequality (3.2.8) to consider, since
the volume is increasing for 0 < MΨκ < 1/2. In particular, the inequality
(3.2.8) holds if κ is less than the root κα of the polynomial v(n,m; Ψ, κ)
from (3.2.6),
v(n,m; Ψ, κ)− 2(α, δ,N) = 0,
for all α ∈ A∗.
Since A∗ is finite, we can choose κ that satisfies
0 < κ ≤ min
α∈A∗
κα.
Clearly for such a choice of κ, the inequality (3.2.8) holds for any α ∈ A∗.
Hence, by additivity of µ,
µ(Mm,n(R) \Bad0(m,n,Ψ, κ)) ≤ δ/2 +
∑
α∈A∗
µ(C(α) \Bad0(m,n,Ψ, κ)),
≤ δ/2 +
∑
α∈A∗
δ/(2N),
= δ.
So
µ(Bad0(m,n; Ψ, κ)) = 1− µ(Mm,n(R) \Bad0(m,n; Ψ, κ))
≥ 1− δ.

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3.3. Effective version of the Khintchine-Groshev theorem on
simultaneously small linear forms
We now turn our attention to quantifying the dependence of κ on δ. To
this end we will make use of the Lp-norm of a Lebesgue measurable function.
Definition 3.3.1. Let f : Mm,n(R) → R+ be a Lebesgue measureable
function, let X be a measurable subset of Mm,n(R) and let p ≥ 1. We say
f ∈ Lp(X) if the Lebesgue integral∫
X
|f |p :=
∫
Mm,n(R)
|f |pχX
exists and is finite, where χX is the characteristic function of X. The Lp-
norm of f on X is then
||f ||p,X :=
(∫
X
|f |p
)1/p
.
In the case that p =∞, the L∞-norm on X is defined as
||f ||∞,X := inf{c ∈ R : |f(x)| ≤ c for almost all x ∈ X}.
If ||f ||∞,X <∞, then we say f ∈ L∞(X).
We then have the effective version of Theorem 3.1.3.
Theorem 3.3.1 (Effective Theorem). Let m,n ∈ N, µ, and Ψ be as in
Theorem 3.1.3, let MΨ be given by (3.2.5) and let f denote the density of µ.
Let A∗ be any finite subset of A from (3.2.2) that satisfies (3.2.7). Assume
there exists p > 1 such that f ∈ Lp(C(α)) for any α ∈ A∗ and define the
sum Σf by
Σf :=
∑
α∈A∗
||f ||p,C(α).
Let κ∗ be the root of
v(n,m; Ψ, x)−
(
δ
2Σf
) p
p−1
= 0, (3.3.1)
such that 0 < x < 1/2 where v is from (3.2.6). Then for any δ ∈ (0, 1)
µ(Bad0(m,n; Ψ, κ)) ≥ 1− δ
with
κ := 12 min
{ 1
MΨ
, κ∗
}
, (3.3.2)
where p/(p− 1) is taken to be 1 when p =∞.
Remark 3.3.1. Note that the polynomial (3.3.1) only has one real
positve root. To see this, notice it is of even degree and for an  > 0 it
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is of the form
p(x)−  = 0.
To prove Theorem 3.3.1 we need two Lemmas. The first one includes
two well known facts about the Lp-norm.
Lemma 3.3.2. (1) For any p ≥ 1 and measurable subsets X ⊆ Y ,
||f ||p,X ≤ ||f ||p,Y .
(2) Ho¨lder’s inequality: For any 1 ≤ p, q ≤ ∞ satisfying 1p + 1q = 1∣∣∣∣∫
X
fg
∣∣∣∣ ≤ ||f ||p,X ||g||q,X .
Lemma 3.3.2 implies the following bound on measures absolutely con-
tinuous to the Lebesgue measure, the details of which can be found in [2].
Lemma 3.3.3. Let p > 1 and let µ be a probability measure on Mm,n(R)
with density f . Let X be a Lebesgue measurable subset of Mm,n(R). If f ∈
Lp(X), then
µ(X) ≤ ||f ||p,X |X|1−1/pmn .
We are now in a position to prove the main Theorem 3.3.1.
Proof of Theorem 3.3.1. Let A∗ be the same as in the proof of The-
orem 3.1.3. Assume that there exists p > 1 such that for every α ∈ A∗, the
density f of µ has finite Lp norm on C(α). Let κ be as specified by (3.3.2).
Then, by Lemma 3.3.3,
µ(C(α) \Bad0(m,n; Ψ, κ)) ≤ ||f ||p,C(α)|C(α) \Bad0(m,n,Ψ, κ)|1−1/pmn .
Using (3.2.6) we obtain:
µ(C(α) \Bad0(m,n; Ψ, κ)) ≤ ||f ||p,C(α) (v(n,m; Ψ, κ))1−1/p .
It follows that
µ(Mm,n(R)\Bad0(m,n,Ψ, κ))
≤ δ/2 +
∑
α∈A∗
µ(C(α) \Bad0(m,n; Ψ, κ)),
≤ δ/2 + (v(m,n; Ψ, κ))1−1/p
∑
α∈A∗
||f ||p,C(α). (3.3.3)
If κ = κ∗, by the assumption (3.3.1)
(v(m,n; Ψ, κ))1−1/p
∑
α∈A∗
||f ||p,C(α) ≤
δ
2 .
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Therefore substituting into (3.3.3) gives
µ(Mm,n(R) \Bad0(m,n,Ψ, κ)) ≤ δ.

3.4. Examples
There are many variations of Theorem 3.3.1 when we know more about
the measure µ. The following is a corollary for probability measures µ with
bounded density f and mean value about the origin.
Corollary 3.4.1. Let m,n ∈ N, µ,Ψ, and MΨ be as in Theorem 3.1.3. Let
the density f of µ be bounded above by a constant K > 0. Furthermore, let
T be the smallest integer such that
µ([−T, T )mn) ≥ 1− δ/2.
Let κ∗ be the root of
v(n,m; Ψ, x)− δ2K(2T )mn = 0,
for 0 < x < 1/2 where v is from (3.2.6). Then for any δ ∈ (0, 1)
µ(Bad0(m,n; Ψ, κ)) ≥ 1− δ
with
κ := 12 min
{ 1
MΨ
, κ∗
}
.
Proof. Let p = ∞ and let A∗ be the smallest set of corners α such
that
[−T, T )mn ⊆
⋃
α∈A∗
C(α).
Then #A∗ = (2T )mn and thus Σf ≤ K(2T )mn. Substituting into (3.3.1),
with p =∞
v(n,m; Ψ, x)− δ2K(2T )mn = 0.

We now introduce an example based around the one found in Section
2.3 of [2], with an n-dimensional Gaussian measure.
Example 3.4.1. Take m = 1, and let µ be the n-dimensional Gauss-
ian measure with mean 0, variance 1 and pairwise mutual correlation 0.
Therefore the density function f : Rn → R is given by
f(x) = 1√
2pi
e−(x
2
1+x22···+x2n)/2,
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where x = (x1, x2, . . . , xn) ∈ Rn . Let Ψ(a) for a ∈ Zn \ {0} be the function
given by
Ψ(a) =

1
2|a|n log2 |a| if |a| ≥ 2,
1/2 if |a| = 1,
0 if |a| ≤ 0.
To see that Ψ satisfies the assumption of the Corollary 3.4.1, let 1 ≤ j ≤
n then
ΣΨj =
∑
a∈Zn\{0}
Ψ(a)j =
∞∑
r=1
∑
|a|=r
Ψ(a)j ,
= 12j +
∞∑
r=2
rn−1
1
2jrnj log2j r
= 12j +
∞∑
r=2
rn−nj−1
1
2j log2j r
<∞ as ΣΨ <∞. (3.4.1)
To calculate T , first define the n-dimensional Gaussian error function by
erf(x) := erf(x1) erf(x2) . . . erf(xn),
where erf(x) := 1√
2pi
∫ x
∞
e−t
2/2dt.
The function erf is continuous, strictly increasing and
lim
x→−∞ erf(x) = 0 and limx→∞ erf(x) = 1.
Define erf−1(y) to be the unique x ∈ R such that erf(x) = y, with erf−1(0) :=
−∞ and erf−1(1) :=∞. Now we can see that
µ(Rn \ [−T, T )n) = 1− µ([−T, T ))n,
= 1− (1− 2 erf(−T ))n.
Let r be the root of 1− (1− 2r)n − δ/2 = 0, then
T = derf−1(1− r)e. (3.4.2)
Here dxe is the ceiling of x ∈ R.
By (3.4.1) and (3.4.2), we have satisfied the assumptions of Corollary
3.4.1 therefore
µ(Bad(m,n; Ψ, κ)) ≥ 1− δ,
when κ is the root of
v(n, 1; Ψ, κ)− δ2(2T )n = 0,
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where v is from (3.2.6)
We can then find κ for different δ and n. Using Mathematica we calcu-
lated the following table:
δ
n 0.1 0.01 0.001 0.0001 0.00001
1 0.0027 0.0002 0.000016 1.3× 10−6 1.1× 10−7
2 0.0003 0.000019 1.3× 10−6 1.3× 10−7 9.8× 10−9
3 0.000055 2.8× 10−6 1.6× 10−7 1.× 10−8 1.× 10−9
4 8.2× 10−6 3.4× 10−7 1.6× 10−8 8.7×10−10 8.7×10−11
5 1.2× 10−6 3.8× 10−8 1.5× 10−9 7.1×10−11 7.1×10−12
6 1.6× 10−7 4.2× 10−9 1.4×10−10 5.6×10−12 5.6×10−13
7 2.2× 10−8 4.6×10−10 1.3×10−11 4.4×10−13 1.7×10−14
8 2.9× 10−9 4.9×10−11 1.1×10−12 3.3×10−14 1.1×10−15
Table 3.1. Percentage δ of “Bad” small linear forms for n
variables under approximation constant κ.
It follows for instance that for 99% of the values of the random variables
(x1, . . . , xn) = X ∈M1,n(R) with normal distribution one has that
|Xa| > 15000Ψ(a) for all a ∈ Z
n \ {0}.

CHAPTER 4
Central limit theorem for the fractional parts of
imaginary parts of the Riemann zeta zeros
4.1. Historical Background of Riemann Zeta Zeros
4.1.1. The Riemann zeta function. In his epoch-making paper [79]
Riemann in 1859 showed that there is a link between the distribution of
primes and the study of the Riemann zeta function ζ(s). More than thirty
years later the link was cemented with the proof of the prime number theo-
rem by Hadamard and de la Valle´e Poussin [37,47].
The Riemann zeta function for a complex number s ∈ C, is defined by
the sum
ζ(s) :=
∞∑
n=1
1
ns
.
A second representation was found by Euler and was subsequently named
Euler’s product formula.
ζ(s) =
∏
p prime
(
1− p−s)−1 .
In Riemann’s paper [79] he proved many results, here we mention only
two: One, the zeta function can be analytically continued over the whole
plane, and it is meromorhphic with one simple pole of residue 1 at s = 1.
Secondly, the zeta function satisfies the functional equation
pi−
1
2 sΓ
(1
2s
)
ζ(s) = pi−
1
2 (1−s)Γ
(1
2(1− s)
)
ζ(1− s).
The functional equation shows that the properties of ζ(σ+it) can be inferred
for σ < 0 from its properties for σ > 1. In particular, the only zeroes of ζ(s)
for σ < 0 are those at the poles of Γ(12s). The zeros are the negative even
integers s = −2,−4,−6, . . . and are called the trivial zeros. The rest of the
plane i.e. 0 ≤ σ ≤ 1, is called the critical strip.
Riemann made a number of remarkable conjectures in his paper [79],
most notably the Riemann hypothesis.
Conjecture 4.1.1 (Riemann hypothesis). The only zeros of the zeta func-
tion ζ(s) in the critical strip are those with real part 12 .
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The line of complex numbers s defined by <(s) = 12 is called the critical
line. Hardy [49] in 1914 made progress towards the conjecture by showing
infinitely many zeros lie on the line. Later in 1942, Selberg [82] showed that
a positive proportion of the zeros lie on the line. One of the more recent
results of Bui, Conrey and Young [23] in 2010, is that 41.05% lie on the
critical line. A more up to date result of Feng [39] is that 41.28% lie on the
critical line.
Label the non-trivial zeros (those within the critical strip) of the Rie-
mann zeta function by ρ = β + iγ, with γ ∈ R. Order the non-trivial zeros
by their height on the critical strip, that is
. . . γ−3 ≤ γ−2 ≤ γ−1 < 0 < γ1 ≤ γ2 ≤ γ3 . . .
Define N(T ) by
N(T ) := #{n ∈ N : 0 < γn ≤ T}.
Riemann found the following asymptotic of N(T ),
N(T ) = T2pi log
T
2pie +
7
8 +O(T
−1) + S(T ) (4.1.1)
We define the smooth part of the counting function N(T ) = N(T ) − S(T )
as the main term in the asymptotic formula. In 1895, von Mangoldt [95]
showed that the error term S(T ) has asymptotic S(T ) = O(log T ).
One of the main tools in the first proof of the prime number theorem is
the explicit formula. First, define the von Mangoldt function Λ : N→ R as
Λ(n) =

log p if n = pk, for k ∈ N, p prime,
0 otherwise.
Define the function ψ : R→ R by
ψ(x) =
∑
n≤x
Λ(n).
The explicit formula is then, for all real x > 2
ψ(x)− x = −
∑
ρ
xρ
ρ
− ζ
′(0)
ζ(0) −
1
2 log(1− x
−2). (4.1.2)
Where the∑ρ is counted over all non-trivial zeros with positive and negative
imaginary parts. Equation (4.1.2) was originally shown by von Mangoldt in
[95], and was used in later proofs of the prime number theorem.
Let pi(x) be the number of primes p < x. Let li(x) be defined by the
integral
li(x) :=
∫ x
2
1
log tdt.
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The prime number theorem states
Theorem 4.1.2. For a constant c ∈ (0, 1) as t→∞,
pi(t) = li(t) + E(t) with E(t) = O(te−c
√
log t). (4.1.3)
The statement does not assume RH, for a proof and discussion on the
current best error term assuming the RH see Davenport’s “Multiplicative
Number Theory” [35].
4.1.2. Distribution. Whereas a lot of work has gone into the real part
of the Riemann zeta zeros (due to RH) there are a lot of interesting open
problems related to the distribution of the imaginary parts. Littlewood [67],
showed that the gap between two consecutive zeros γn and γn+1 tends to
zero, as n→∞. In particular, he obtained that
γn+1 − γn  1log log log γn , as n→∞.
According to the asymptotic number of zeros at height T (4.1.1) the
mean spacing between consecutive zeros at height T is given by 2pi/ log T ,
as T →∞. The gap conjecture predicts that there appear arbitrarily small
and arbitrarily large deviations from the mean spacing: let
λs := lim sup
n→∞
(γn+1 − γn) log γn
2pi
λi := lim inf
n→∞
(γn+1 − γn) log γn
2pi ,
then, one expects λs = ∞ and λi = 0. Current methods are far from such
results, however Fujii [43] after a remark by Selberg [84], proved
Theorem 4.1.3 (Fujii 1975). For each r = 1, 2, 3, . . . , a positive propor-
tion of γn’s satisfy
γn+r − γn
r
log γN
2pi < 1−A,
and also a positive proportion of γn’s satisfy
γn+r − γn
r
log γN
2pi > 1 +A, ,
where A is a positive absolute constant less than 1 which may depend on r.
In his paper [69], Montgomery studied the pair correlation function. His
paper brought into light that there were strong statements to be made about
the Riemann zeta zeros without considering the Riemann hypothesis.
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Conjecture 4.1.4 (Montgomery’s pair correlation conjecture 1973). For
any fixed 0 < α < β,
lim
T→∞
#{γ, γ′ ∈ (0, T ] : α ≤ (γ−γ′) log T2pi ≤ β}
N(T ) =
∫ β
α
(
1−
(
sinpiu
piu
)2)
du.
Montgoemery’s conjecture implies that a positive proportion of zeros
are simple. Dyson famously pointed out to Montgomery that eigenvalues of
random Hermitian matrices have exactly the same pair correlation function.
The observation was the basis for the GUE hypothesis that states that
the re-scaled zeros have the distribution of the Gaussian unitary ensemble.
Odlyzko [72] showed for a large number of zeros, that experimentally and
heuristically this is true.
4.1.3. Uniform Distribution. The definition of uniformly distributed
mod 1 is as follows:
Definition 4.1.1. Given a sequence of real numbers (xn)n∈N, define the
counting function for an interval [a, b) ⊆ [0, 1)
A([a, b), N) = #{{xn} ∈ [a, b) : for all n ≤ N}.
Then (xn)n∈N is uniformly distributed mod 1 ( u.d. mod 1.) if and only if:
lim
N→∞
A([a, b);N)
N
= b− a ∀ [a, b) ⊆ [0, 1).
Weyl developed the theory of uniform distribution in his paper [98]
where he proved the following equivalent statement to uniformly distributed
mod 1.
Theorem 4.1.5 (Weyl’s Criterion 1916). A sequence of real numbers
(xn)n∈N is uniformly distributed mod 1 if and only if:
lim
N→∞
1
N
N∑
n=1
e2piihxn = 0, for all integers h 6= 0.
Rademacher [77] was the first to prove the following theorem, assuming
the Riemann Hypothesis (RH). Subsequently, Hlawka showed that they are
u.d. mod 1 without the need for RH [50].
Theorem 4.1.6 (Rademacher 1956 assuming RH, Hlawka 1975 with-
out RH). The imaginary parts of the non-trivial zeros of the Riemann zeta
function are uniformly distributed mod 1 (u.d. mod 1).
The main result required to prove Theorem 4.1.6 is Landau’s formula
[63].
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Theorem 4.1.7 (Landau’s formula 1912). Let ρ = β + iγ be the non-
trivial zeros of the Riemann zeta function, then for x > 1 as T →∞∑
0<γ<T
xρ = −Λ(x)T2pi +O(log T ).
Proof of Theorem 4.1.6 under RH. Assuming the Riemann hypoth-
esis, we apply Landau’s formula to exponential sums. Let x(h) = e2pih
1
N(T )
∑
0≤γ≤T
e2piihγ = 1
N(T )
∑
0≤γ≤T
x(h)ρ
x(h)1/2
,
 1
T log T
(Λ(x(h))T
x(h)1/2
+ log T
x(h)1/2
)
,
 log x(h)
x(h)1/2 log T
→ 0,
as N → ∞. By Weyl’s criterion Theorem 4.1.5 the sequence is then u.d.
mod 1. 
4.1.3.1. Discrepancy. We now describe a way of quantifying the differ-
ence between u.d. mod 1 sequences. The discrepancy tells you how “fast” a
u.d. mod 1 sequence tends towards being uniform in the unit interval.
Definition 4.1.2. The discrepancy DN , of a sequence of real numbers
(xn)n∈N is defined by
DN ((xn)n∈N) := sup
0<a≤b≤1
∣∣∣∣A([a, b);N)N − (b− a)
∣∣∣∣ .
An alternative related measure, is the star discrepancy D∗N defined by
D∗N ((xn)n∈N) := sup
0<a≤1
∣∣∣∣A([0, a);N)N − a
∣∣∣∣ .
There are some well known bounds on the Discrepancy which can be
found in Kuipers and Niederreiter [61].
(1) For any sequence of N numbers, we have
1
N
≤ DN ((xn)n∈N) ≤ 1. (4.1.4)
(2) There exists a constant C > 0 such that for all N > 1:
C logN < ND∗N ((xn)n∈N).
(3) Le Veque’s Inequality: For any finite sequence x1, x2, . . . , xN ,
DN ((xn)n∈N) ≤
 6
pi2
∞∑
h=1
1
h2
∣∣∣∣∣ 1N
N∑
n=1
e2piihxn
∣∣∣∣∣
21/3 .
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(4) Erdo˝s-Tura´n Inequality: For any finite sequence x1, x2, . . . , xN and
real positive integer m, we have
DN ((xn)n∈N) ≤ 6
m+ 1 +
4
pi
m∑
h=1
(1
h
− 1
m+ 1
) ∣∣∣∣∣ 1N
N∑
n=1
e2piihxn
∣∣∣∣∣ .
(5) The inequality is often referred to by the weaker statement:
DN ((xn)n∈N) = O
(
1
m
+
m∑
h=1
1
h
∣∣∣∣∣ 1N
N∑
n=1
e2piihxn
∣∣∣∣∣
)
.
Let γn be the imaginary parts of the Riemann zeta zeros with positive
imaginary part in order of height. For α ∈ R, define the discrepancy of the
sequence ({αγn})n∈N by
Dα(T ) := sup
[a,b)⊆[0,1)
∣∣∣∣ 1N(T )#{{αγ} ∈ [a, b) : 0 < γ ≤ T} − (b− a)
∣∣∣∣ .
Unconditionally, Fujii [44] proved that Dα(T )  log log Tlog T for every α. As-
suming RH, Hlawka [50] showed that Dα(T ) 1log T .
A stronger version of Landau’s formula was found by Ford and Zaharescu
[41] based on work of Gonek [46].
Lemma 4.1.8 (Ford and Zaharescu 2005). Let x, T > 1, then uniformly in
x, T ∑
0<γ≤T
xρ = −Λ(nx)2pi
eiT log(x/nx) − 1
i log(x/nx)
+O
(
x log2(2xT ) + log 2Tlog x
)
,
where nx is the nearest prime power to x and if x = nx and the first term
is −T Λ(nx)2pi .
In further work with Soundararajan [40], they used the formula to find
a lower bound of the Dα(T ).
Define the function gα on the torus T = R/Z to the complex numbers
C. When α is not a rational multiple of log p2pi for some prime p, let gα(t) = 0.
Otherwise, if α = a log pq2pi for some rational a/q where (a, q) = 1 define gα by:
gα(t) :=
− log p
pi
<
∞∑
k=1
e−2piiqhx
pak/2
.
Here we state Ford, Soundararajan and Zaharescu’s full conjecture in [40]
on the formula for the discrepeancy of the zeros of which they showed was
a lower bound for the discrepancy.
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Conjecture 4.1.9 (Ford, Soundararajan and Zaharescu 2009). For α ∈ R,
the discrepancy of the sequence ({αγn})n∈N is
Dα(T ) =
T
N(T ) supI
∣∣∣∣∫
I
gα(x)dx
∣∣∣∣+ o( 1log T
)
.
The authors showed in [40] that Conjecture 4.1.9 is true if the following
conjecture (which is an analogue to one of Gonek’s [46]) is true.
Conjecture 4.1.10. Let A > 1 be a fixed real number. Uniformly for all
T 2
(log T )5 ≤ x ≤ TA we have ∑
0≤γ≤T
xiγ = o(T ). (4.1.5)
Conjecture 4.1.10 can then again be implied by a stronger version of the
pair correlation Conjecture 4.1.4. First define the following pair correlation
function, which is different to the one Montgomery studied in [69].
F(x, T ) =
∑
0<γ,γ′≤T
4xi(γ−γ′)
4 + (γ − γ′)2 . (4.1.6)
Conjecture 4.1.11. Fix a real number A > 1. Uniformly for all T 2(log T )6 ≤
x ≤ TA we have
F(x, T ) = N(T ) + o
(
T
log T
)
.
Conjecture 4.1.11 implies the pair correlation function contains more
information than the sum (4.1.5).
Steuding’s survey paper [88], gives a comprehensive overview of results
regarding the distribution of fractional parts of imaginary parts of zeta zeros.
He also discusses his results on the distribution of the fractional parts of =(s)
such that ζ(s) = a for a fixed a ∈ C.
4.1.4. Central limit theorem. Selberg [83] has been the main inspi-
ration for a sequence of works studying the remainder term in the counting
function S(T ) as t varies between T and 2T . He proved that S(T ) has
Gaussian moments, essentially showing that when T →∞,
1
T
∫ 2T
T
∣∣∣∣∣ S(t)√(log log T )/2pi2
∣∣∣∣∣
2k
dt→ (2k)!
k!2k .
Fujii [42] built on Selberg’s work to look at the remainder term S(T, χ)
of the counting function of Dirichlet L-functions.
Later Hughes and Rudnick [51], looked at the linear statistics of the
normalised zeros. In particular, for a real-valued even function f , and real
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numbers τ and T > 1, set
Nf (τ) :=
∑
j=±1,±2,,...
f
( log T
2pi (γj − τ)
)
.
If f is the characteristic function of an interval [−1, 1] and if all the γj are
real, then Nf (τ) counts the number of zeros in the interval
[τ − 2pi/ log T, τ + 2pi/ log T ].
However, we will take f so that its Fourier transform,
fˆ(u) :=
∫ ∞
−∞
f(x)e−2piixudx,
is smooth and of compact support, and will not assume RH. Hughes and
Rudnick proved the following statement.
Theorem 4.1.12. Let H = T a with 0 < a ≤ 1, and let f ∈ C∞(R) be
such that the support of f ⊆ (−2a/m, 2a/m). Then the first m moments of
Nf converge as T →∞ to those of a Gaussian random variable with
E =
∫ ∞
−∞
f(x)dx and σ2 =
∫ ∞
−∞
min(|u|, 1)fˆ(u)2du.
4.2. Central limit theorem for the fractional parts of zeta zeros
We have already seen that the imaginary parts of the zeta zeros are u.
d. mod 1, with bounds on the discrepancy. Now we ask the question of how
like identically independent distributed (i.i.d) points are they? In particular
we ask do they obey a central limit theorem?
For 0 < x < 1, choose an integer t randomly in [T, T +H]. The number
of zeros between t+ 1 and t+M with fractional part less than or equal to
x is
M∑
n=1
N(t+ n+ x)−N(t+ n)
=
M∑
n=1
N(t+ n+ x)−N(t+ n) +
M∑
n=1
S(t+ n+ x)− S(t+ n).
We are interested in the sum
SM (x, t) :=
M∑
n=1
S(t+ n+ x)− S(t+ n), (4.2.1)
which has 0 mean, and whether or not it obeys a central limit theorem.
In other words, our result is that the zeros do not act like i.i.d points, but
rather when “layering” up the blocks of zeros from intervals [t+n, t+n+x)
for 1 ≤ n ≤ M and T ≤ t ≤ 2T , the blocks act like i.i.d points. In the
4.2. CENTRAL LIMIT THEOREM FOR FRACTIONAL ZEROS 85
sense that, the average of SM (x, t) converges in distribution to the Gaussian
distribution. We will average over all t ∈ [T, 2T ), since the continuous
average and the average over the integers is expected to be close.
Let | · |1 be the 1-dimensional Lebesgue measure. Our main result is then
Theorem 4.2.1. Let 0 < x < 1. For T ≥ 1 and an interval A ⊆ R, if
1 ≤M ≤ σ1− for  > 0 then
1
T
∣∣∣∣{t ∈ [T, 2T ] : SM (x, t)σM ∈ A
}∣∣∣∣
1
→ 1√
2pi
∫
A
e−u
2/2du (4.2.2)
weakly as T →∞, where
σ2 = 1
pi2
log(x log T ) +O(1)
is the variance of S(t+ x)− S(t).
Note that, we expect the limit 1 ≤M ≤ σ1− to not be optimal. In fact
we expect that M = T a for some a 1.
The local statistics of critically scaled zeros of the Riemann zeta function
around height T are believed [69,72] to behave like eigenvalues of a random
unitary matrix, when scaled by their mean density. A similar result to The-
orem 4.2.1 in random matrix theory, is Rains’ theorem [78]. Rains’ result
says that if U is a Haar-distributed N × N unitary matrix then the eigen-
values of Um are distributed as those of m independent Haar-distributed
unitary matrices of size bN/mc, so long as m ≤ N . For m ≥ N the eigen-
values of Um are distributed as N independent random variables uniformly
distributed on the unit circle (that is, N independent 1×1 Haar-distributed
unitary matrices’ eigenvalues). This replicates our effect of “layering” up
zeros by “layering” eigenvalues of a matrix instead.
4.2.1. Model of S(T ) and supporting statements. The structure
of the argument is as follows: For all t around height T we replace the
function S(t) by a truncated version
S(t,X) = 1
pi
=
∑
p≤X
1
p1/2+it
, (4.2.3)
with a parameter X dependent on the height T . To calculate the variance
and moments of the truncated version of SM (x, t), we use a smooth version
of Fujii’s Lemma [42], which finds asymptotics for integrals of the form
∫ T+H
T
∣∣∣∣∣∣=
∑
p<X
a(p)
p1/2+it
∣∣∣∣∣∣
2k
dt.
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Using another approximation of S(t) by Selberg, we then show the variance
between the moments of the truncated version SM (x, t,X) and SM (x, t) is
small. Finally, we use an approximation argument from [52] to pass from
smooth measures to the one dimensional Lebesgue measure used in Theorem
4.2.1.
The symbols  and  will be used to indicate an inequality with an
unspecified positive multiplicative constant. The symbol  means and
at the same time. We will use the notation f(x) = O(g(x)) to mean f  g,
also f(x) = o(g(x)) if for all  > 0, |f(x)| ≤ g(x) as x tends to a limit.
We are going to use two models of S(t) from Selberg in [83, Theorem
2], the truncated one S(t,X) has the nice property.
Lemma 4.2.2. Let k ∈ N and 0 < a ≤ 1. For T a ≤ H ≤ T 2 and T a/k ≤
X ≤ H1/k
1
H
∫ T+H
T
∣∣∣S(t)− S(t,X)∣∣∣2k dt = O(1),
as T →∞.
We also use an asymptotic approximation of S(t). Define the function
ΛX(n) : N→ R+ by
ΛX(n) :=
 Λ(n) 1 ≤ n ≤
√
X,
Λ(n) log
X
n
log
√
X
√
X ≤ n ≤ X. (4.2.4)
where Λ(n) is the Von-Mangoldt function
Λ(n) :=
{
log p if n = pk for some k ∈ N,
0 otherwise.
Selberg’s approximation S(t) from Theorem 1 of [83], states
Theorem 4.2.3. For t > 2, 2 ≤ X ≤ t, σ1 = 12 + 2logX we have that,
S(t) = − 1
pi
∑
n<X
ΛX(n)
nσ1
sin(t logn)
logn +O
(
1
log
√
X
∣∣∣∣∣∑
n<X
ΛX(n)
nσ1+it
∣∣∣∣∣
)
+O
(
log t
log
√
X
)
. (4.2.5)
We will make much use of the Feje´r kernel KM : R → R for M ∈ N,
defined as follows
KM (t) :=
M∑
k=−M
(M − |k|)
M
e−ikt. (4.2.6)
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It has several nice properties such as
KM (t) =
1
M
1− cos(Mt)
1− cos t =
1
M
sin2
(
Mt
2
)
sin2
(
t
2
) , (4.2.7)
also for all t ∈ R
KM (t) ≤ KM (0) = M. (4.2.8)
The Feje´r kernel is periodic with period 2pi and has the following integral
along its period ∫ 2pi
0
KM (t)dt = 2pi. (4.2.9)
4.2.2. Definition of the smooth average and related Lemmas.
We will use a smooth weight function 1Hw
(
t−T
H
)
for averaging. We choose
the weight function w ≥ 0 such that ∫∞−∞w(x)dx = 1, and the Fourier trans-
form wˆ(k) is compactly supported in (− 12pi , 12pi ), where the Fourier transform
of a complex function f : C→ C will be defined by:
fˆ(k) =
∫ ∞
−∞
f(x)e−2piikxdx. (4.2.10)
Note that the conditions on w imply that it is rapidly decaying in the sense
that for any A > 2
w(t) 1(1 + |t|)A ,
for all t.
The smooth average of a complex function W : C→ C is defined by
〈W 〉T,H =
1
H
∫ ∞
−∞
w
(
t− T
H
)
W (t)dt. (4.2.11)
Let f be a real function and A a measurable subset A ⊆ R. We define the
associated probability measure with an attached weight function w by
Pw,T,H {f ∈ A} = 1
H
∫ ∞
−∞
1A(f(t))w
(
t− T
H
)
dt. (4.2.12)
Where f ∈ A if there exists t ∈ R such that f(t) ∈ A.
We will then need the following claim:
Lemma 4.2.4. Let k ∈ N and 0 < a ≤ 1. Let T ≥ 1, T a ≤ H ≤ T 2 and
T a/k ≤ X ≤ H1/k. Let w be a weight function with a Fourier transform wˆ(k)
compactly supported in (− 12pi , 12pi ). For p = p1p2 . . . pm and q = q1q2 . . . qn
with pi and qj primes less than X for 1 ≤ i ≤ m and 1 ≤ j ≤ n with
m+ n = 2k, we have〈(p
q
)it〉
T,H
=
1 if p = q,0 otherwise.
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Proof. If p = q it is obvious. So consider p 6= q. First note that〈(p
q
)it〉
T,H
= 1
H
∫ ∞
−∞
w
(
t− T
H
)
e
it log pq dt, (4.2.13)
=
(p
q
)iT
wˆ
(
−H2pi log
p
q
)
. (4.2.14)
Since wˆ(t) is supported in (−1/2pi, 1/2pi), we are interested in how small∣∣∣ H2pi log pq ∣∣∣ is.
The smallest
∣∣∣log pq ∣∣∣ can be is when pq is close to 1. This happens when
k = n and pi, qi are as big as possible, but p and q are not equal. Therefore
we may bound it by
p
q ≤
Xk − 1
Xk
,
and since for 0 < y < 1 we have | log(1− y)| > y then∣∣∣∣H2pi log pq
∣∣∣∣ > H2pi 1Xk > 12pi
since by assumption Xk ≤ H. Due to the support condition on wˆ this means
wˆ(− H2pi log pq ) is equal to 0. 
Now we present a variation of Lemma 3 in [42]. Define Fα : R+ → R+
for α ∈ R+, by
Fα(X) =
∑
p<X
|a(p)|2α
pα
, (4.2.15)
where the sum is taken over primes less than X.
Lemma 4.2.5. Assume that
F1(X)→∞ as X →∞
and F2(X)  F1(X)2−δ for 0 < δ < 2. Let 0 < a ≤ 1 and k ∈ N. For
T ≥ 1, T a ≤ H ≤ T 2 and T a/k ≤ X ≤ H1/k,〈∣∣∣∣∣∣=
∑
p<X
a(p)
p1/2+it
∣∣∣∣∣∣
2k〉
T,H
= (2k)!22kk!F1(X)
k +O
(
F1(X)max(0,k−δ)
)
, (4.2.16)
as T →∞.
If we let mk be the Gaussian moments, i.e mk = (2k)!2kk! , then we can
rewrite equation (4.2.16) as〈∣∣∣∣∣∣=
∑
p<X
a(p)
p1/2+it
∣∣∣∣∣∣
2k〉
T,H
= mk
(1
2F1(X)
)k
+O
(
F1(X)max(0,k−δ)
)
.
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Proof. Let
r =
∑
p<X
a(p)
p1/2+it
, then =
∑
p<X
a(p)
p1/2+it
= r − r¯2i .
Substituting into the left hand side of (4.2.16) via (4.2.11)〈∣∣∣∣∣∣=
∑
p<X
a(p)
p1/2+it
∣∣∣∣∣∣
2k〉
T,H
(4.2.17)
= 1
H
∫ ∞
−∞
w
(
t− T
H
)(
r − r¯
2i
)2k
dt,
= 1
H
∫ ∞
−∞
w
(
t− T
H
) 1
22ki2k
2k∑
b=0
(−1)b
(
2k
b
)
rbr¯2k−bdt,
= (−1)
k
22k
2k∑
b=0
(
2k
b
)
(−1)b 1
H
∫ ∞
−∞
w
(
t− T
H
)
rbr¯2k−bdt. (4.2.18)
Expanding out the integrand gives
rbr¯2k−b =
∑
p1,...,p2k<X
a(p1) . . . a(pb)a(pb+1) . . . a(p2k)√
p1 . . . p2k
(
pb+1 . . . p2k
p1 . . . pb
)it
.
Substituting back into (4.2.18) we need to consider the integral
1
H
∫ ∞
−∞
w
(
t− T
H
)(
pb+1 . . . p2k
p1 . . . pb
)it
dt. (4.2.19)
Let p = pb+1 . . . p2k and q = p1 . . . pb. It then follows from Lemma 4.2.4
that, (4.2.19) is 0 unless b = k and p = q. Therefore,
〈∣∣∣∣∣∣=
∑
p<X
a(p)
p1/2+it
∣∣∣∣∣∣
2k〉
T,H
= 122k
(
2k
k
)∑∗
pi<X
|a(p1)|2 . . . |a(pk)|2
p1p2 . . . pk
, (4.2.20)
where
∑∗ is a sum over all primes p1, p2, . . . , p2k < X such that
p1p2 . . . pk = pk+1 . . . p2k. (4.2.21)
Since the pi are all prime, note that in the case when all the p1, . . . , pk are
distinct, there are k! ways of arranging the product (that is, there are k!
ways of pairing primes on the LHS of (4.2.21) with primes on the RHS).
Putting terms where at least two of the p1, . . . , pk are equal into an error
term we see that∑∗
pi<X
|a(p1)|2 . . . |a(pk)|2
p1p2 . . . pk
= k!
∑
p1,...,pk
pi<X
|a(p1)|2 . . . |a(pk)|2
p1p2 . . . pk
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+Ok
 ∑
p1,p3,...,pk
pi<X
|a(p1)|4|a(p3)|2 . . . |a(pk)|2
p21p3 . . . pk

= k!F1(X)k +Ok
(
F2(X)F1(X)max(0,k−2)
)
Note that the error term does not exist for k = 1.
Since F2(X) F1(X)2−δ by assumption, we have〈∣∣∣∣∣∣=
∑
p<X
a(p)
p1/2+it
∣∣∣∣∣∣
2k〉
T,H
= 122k
(
2k
k
)
k!F1(X)k +Ok
(
F1(X)max(0,k−δ)
)
.

Here we look at a similar result, proved in a non-smooth form by Selberg
[83, Lemma 3].
Lemma 4.2.6. Let 0 < a ≤ 1 and k ∈ N. Let T ≥ 1, T a ≤ H ≤ T 2,
T a/k ≤ X ≤ H1/k, A = A(T ) and |a(p)| < A log plogX for p < X; then〈∣∣∣∣∣∣
∑
p<X
a(p)
p1/2+it
∣∣∣∣∣∣
2k〉
T,H
= Ok(A2k) (4.2.22)
and if |a′(p)| < A for p < √X; then〈∣∣∣∣∣∣
∑
p<
√
X
a′(p)
p1+2it
∣∣∣∣∣∣
2k〉
T,H
= O(A2k). (4.2.23)
Proof. Let ∑
p<X
a(p)
ps
k = ∑
n<Xk
bn
ns
.
Using Lemma 4.2.4 again, we can easily see that〈∣∣∣∣∣∣
∑
p<X
a(p)
p1/2+it
∣∣∣∣∣∣
2k〉
T,H
=
∑
m<Xk
∑
n<Xk
bmb¯n√
mn
〈(
m
n
)it〉
T,H
,
=
∑
n<Xk
|bn|2
n
,
=
∑
p<X
|a(p)|2
p
k .
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By using the bound in the assumption of the statement,〈∣∣∣∣∣∣
∑
p<X
a(p)
p1/2+it
∣∣∣∣∣∣
2k〉
T,H
≤
A2 ∑
p<X
log p
p logX
k ,
A2k,
where we used the well known result ∑p<X log pp = O(logX).
To prove Equation (4.2.23), we follow a similar method, although to
apply Lemma 4.2.4 we need the primes to be restricted to be less than
√
X.〈∣∣∣∣∣∣
∑
p<
√
X
a′(p)
p1+2it
∣∣∣∣∣∣
2k〉
T,H
=
∑
m<Xk/2
∑
n<Xk/2
b′mb¯′n
mn
〈(
m
n
)2it〉
T,H
,
=
∑
n<Xk/2
|b′n|2
n2
,
=
 ∑
p<
√
X
|a′(p)|2
p2
k .
By using the bound in the assumption of the statement,〈∣∣∣∣∣∣
∑
p<
√
X
a′(p)
p1+2it
∣∣∣∣∣∣
2k〉
T,H
≤
A2 ∑
p<
√
X
1
p2
k ,
A2k.

4.2.3. Truncated average of smooth moments of SM (x, T ). We
define the truncated version of SM (x, t) for 0 < x < 1 by
SM (x, t,X) =
M∑
n=1
S(t+ n+ x,X)− S(t+ n,X).
We now calculate a truncated smooth version of the variance of S(t+ x)−
S(t), which we define by
σ2 :=
〈
|S(t+ x,X)− S(t,X)|2
〉
T,H
. (4.2.24)
Lemma 4.2.7. Let x > 0 and 0 < a ≤ 1. For T ≥ 1, T a ≤ H ≤ T 2 and
T a ≤ X ≤ H,
σ2 = 1
pi2
∫ x logX
x log 2
1− cosu
u
du+O(1),
as T →∞.
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As a corollary we have the following asymptotic expansion of σ2,
σ2 = 1
pi2
log(x logX) +O(1) = 1
pi2
log log T +O(1). (4.2.25)
Proof. We intend on applying Lemma 4.2.5. Let a(p) := 1pi (p−ix − 1),
we get that
σ2 =
〈∣∣∣∣∣∣=
∑
p<X
a(p)
p1/2+it
∣∣∣∣∣∣
2〉
T,H
.
Now taking the square of a(p) gives,
|a(p)|2 = 1
pi2
|1− pix|2 = 1
pi2
(2− 2 cos(x log p)). (4.2.26)
Therefore |a(p)|2 is bounded above and hence F2(X) is bounded. To apply
Lemma 4.2.5, we now need to study F1(X) as X →∞.
Substituting (4.2.26) into (4.2.15)
F1(X) =
1
pi2
∑
p<X
21− cos(x log p)
p
,
= 2
pi2
∫ X
2
1− cos(x log p)
p
d(pi(p)),
where pi(p) is the number of primes less than p. By applying the prime
number theorem (4.1.3) and making a change of variable y = x log p,
F1(X) =
2
pi2
∫ X
2
1− cos(x log p)
p
1
log pdp+
2
pi2
∫ X
2
1− cos(x log p)
p
dE(p),
= 2
pi2
∫ x logX
x log 2
1− cos(y)
y
dy + 2
pi2
1− cos(x log p)
p
E(p)
∣∣∣∣X
2
− 2
pi2
∫ X
2
x sin(x log p)− 1 + cos(x log p)
p2
E(p)dp,
= 2
pi2
∫ x logX
x log 2
1− cos(y)
y
dy + IE1 + IE2.
(4.2.27)
The first error integral has asymptotics
IE1 =
2
pi2
1− cos(x log p)
p
E(p)
∣∣∣∣X
2
,
 2
pi2
(1 + | cos(x logX)|)e−c
√
logX +O(1),
= O(1).
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The second error integral is
IE2 =
2
pi2
∫ X
2
x sin(x log p)− 1 + cos(x log p)
p2
E(p)dp,

∫ X
2
e−c
√
log p
p
dp,
= O(1).
By substituting IE1 and IE2 back into (4.2.27)
F1(X) =
2
pi2
∫ x logX
x log 2
1− cos(u)
u
du+O(1).
It is now obvious that F1(X)→∞ as X →∞, hence, by Lemma 4.2.5
σ2 = 2!22F1(X) +O (1) =
1
2F1(X) +O(1). (4.2.28)

The following Lemma is a pure analysis result that we use for our central
limit theorem.
Lemma 4.2.8. Let f : R→ R be a monotonically decreasing function such
that ∫ T
c
|f(t)|dt 1 as T →∞. (4.2.29)
Then ∫ T
c
f(t)K ′M (t)dtM as T →∞.
Proof. Using the sine representation of KM (t) at (4.2.7)
K ′M (t) =
1
M
(
sin2(Mt/2)
sin2(t/2)
)′
,
= 1
M
(
M
sin(Mt/2) cos(Mt/2)
sin2(t/2) −
cos(t/2) sin2(Mt/2)
sin3(t/2)
)
.
Using the known inequalities | sin(Mt/2)| ≤ CM |t| and | sin(t/2)| ≥ c|t| for
|t| < pi and constants c, C ∈ R+.∣∣∣∣M sin(Mt/2) cos(Mt/2)sin2(t/2)
∣∣∣∣ ≤M 1| sin2(t/2)| ,
≤M 1
c2|t|2 ,
and ∣∣∣∣∣cos(t/2) sin2(Mt/2)sin3(t/2)
∣∣∣∣∣ ≤ CM |t|
∣∣∣∣sin(Mt/2)sin3(t/2)
∣∣∣∣ ,
≤ MC
′|t|
|t|3 ≤
C ′M
|t|2 .
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This implies for some constant A ∈ R+ and |t| ≤ pi,
|K ′M (t)| ≤
A
t2
. (4.2.30)
However we can obtain a better bound when t is close to 0. Consider
 > 0 and t in the range [−/M, /M ]∫ /M
−/M
|K ′M (t)|dt
=
∫ /M
−/M
1
M
∣∣∣∣M sin(Mt/2)sin3(t/2) (cos(Mt/2) sin(t/2)− cos(t/2) sin(Mt/2)
∣∣∣∣ dt
= 2
M2
∫ 
−
∣∣∣∣M sin(x)(cos(x) sin(x/M)− cos(x/M) sin(x)sin3(x/M)
∣∣∣∣ dx
The Taylor expansion of the inside term is
M sin(x)(cos(x) sin(x/M)− cos(x/M) sin(x)
sin3(x/M) =
1
3(M −M
3)x+O(x3).
Therefore∫ /M
−/M
|K ′M (t)|dt =
2
3M (M
2 − 1)
∫ 
−
|x|dx+O
(∫ 
−
|x|3dx
)
, (4.2.31)
= 43M (M
2 − 1)2 +O(4). (4.2.32)
Since K ′M (t) is 2pi-periodic this is true around every integer multiple of
2pi. We can then rewrite the integral as∫ T
c
f(t)K ′M (t)dt =
T/(2pi)∑
k=1
(∫ 2kpi+/M
2kpi−/M
+
∫ 2kpi−/M
2kpi−1/2
+
∫ 2kpi+1/2
2kpi+/M
f(t)K ′M (t)dt
)
.
Using (4.2.30), (4.2.32), the assumption (4.2.29) and that f is monotonically
decreasing, then implies∫ T
c
f(t)K ′M (t)dt =
T/(2pi)∑
k=1
f(2kpi + 1/2)O(M2 +M/),
= O(M2 +M/)
∫ T
c
f(t)dt.
Which by the assumptions on f∫ T
c
f(t)K ′M (t)dtM,
and completes the proof. 
We are now ready to calculate the smooth truncated moments.
Lemma 4.2.9. Let k ∈ N, 0 < x < 1, 0 < δ < 2 and 0 < a ≤ 1. For T ≥ 1,
T a ≤ H ≤ T 2, T a/k ≤ X ≤ H1/k and 1 ≤M < σ2−δ,
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SM (x, t,X)
M
)2k〉
T,H
= (2k)!22kk! (2σ
2 +O(M))k
+O
(
(2σ2 +O(M))max(0,k−δ)
)
,
as T →∞.
Note we assume that x 6= 1. If x = 1 then SM (x, t,X) would be a
telescoping sum, i.e.
SM (1, t,X) =
M∑
n=1
S(t+ n+ 1, X)− S(t+ n,X) = S(x+M,X).
Proof. Again we intend on applying Lemma 4.2.5, let
a(p) := 1
piM
M∑
n=1
(p−i(n+x) − p−in)
=(p−ix − 1) 1
piM
M∑
n=1
p−in.
(4.2.33)
Therefore,
SM (x, t,X) = =
∑
p<X
a(p)
p1/2+it
.
Now taking the modulus and square of a(p) gives,
|a(p)|2 = 2
pi2
(1− cos(x log p)) 1
M
∑
1≤j,n≤M
pi(j−n),
= 2
pi2
(1− cos(x log p)) 1
M
M−1∑
j=−(M−1)
(M − |j|)p−ij ,
= 2
pi2
(1− cos(x log p))KM (log p),
where the kernel KM is defined in (4.2.6). We now consider F1(X) as X →
∞.
Using the technique from the proof of Lemma 4.2.7 and applying the
prime number theorem (4.2.27)
F1(X) =
2
pi2
∑
p<X
(1− cos(x log p))
p
KM (log p),
= 2
pi2
∫ X
2
(1− cos(x log p))
p
KM (log p)dpi(p),
= 2
pi2
∫ X
2
(1− cos(x log p))
p
KM (log p)
1
log pdp
+ 2
pi2
∫ X
2
(1− cos(x log p))
p
KM (log p)dE(p),
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=I1 + I2. (4.2.34)
Analysing the main integral I1 first
I1 =
2
pi2
∫ logX
log 2
1− cosxu
u
KM (u)du,
= 2
pi2
∫ logX
log 2
1− cosxu
u
du+ 2
pi2
M−1∑
j=1
M − j
M
∫ logX
log 2
1− cosxu
u
cos(ju)du,
= 2σ2 + 2
pi2
M−1∑
j=1
(
1− j
M
)
I(j,x). (4.2.35)
Expanding out each I(j,x)
I(j,x) =
∫ logX
log 2
1− cosxu
u
cos(ju)du,
=
∫ logX
log 2
1
u
(
cos(ju)− 12(cos(x+ j)u) + cos((j − x)u)
)
du.
The cosine integral has the following definition
Ci(t) := −
∫ ∞
t
cosu
u
du. (4.2.36)
Since x 6= k, we can make a change of variables and extend the sum to upper
bound I(k,x) by
I(j,x)  −Ci(j log 2) +
1
2 (Ci((j − x) log 2) + Ci((j + x) log 2)) .
Using the auxiliary functions representation of the cosine integral Ci(t),
there exists the following asymptotic expansion from [1],
Ci(t) =sin t
t
(
1− 2!
t2
+ 4!
t4
− . . .
)
− cos t
t
(1
t
− 3!
t3
+ 5!
t5
+ . . .
)
,
1
t
,
as t→∞. Therefore, applying to I(j,x) gives
I(j,x) 
1
j
+ 1
j − x +
1
j + x,
1
j
.
Substituting the above asymptotic of I(j,x) back into the sum (4.2.35)
M−1∑
j=1
(
1− j
M
)
I(j,x) 
M−1∑
j=1
(
1− j
M
) 1
j
,
 logM, (4.2.37)
as M →∞.
4.2. CENTRAL LIMIT THEOREM FOR FRACTIONAL ZEROS 97
Now we will deal with the error integral I2. Using the error function
from (4.1.3) and the upper bound for the Feje´r kernel (4.2.8)
I2 =
2
pi2
∫ X
2
(1− cos(x log p))
p
KM (log p)dE(p),

∫ X
2
1
p
KM (log p)dE(p) (4.2.38)
=
∫ logX
log 2
1
ey
KM (y)dE(ey). (4.2.39)
Starting with simple integration by parts
I2 = e−tKM (t)E(et)
∣∣∣logX
log 2
−
∫ logX
log 2
(e−tKM (t))′E(et)dt,
= e−tKM (t)E(et)
∣∣∣logX
log 2
−
∫ logX
log 2
−e−tKM (t)E(et)dt
−
∫ logX
log 2
e−tK ′M (t)E(et)dt,
=I2.1 − I2.2 − I2.3. (4.2.40)
We can now analyse each integral separately.
I2.1 = e−tKM (t)E(et)
∣∣∣logX
log 2
M(e− logX+logX−c
√
X +O(1))
M. (4.2.41)
as X →∞.
The second integral
I2.2 =
∫ logX
log 2
−e−tete−c
√
tKM (t)dt
M
∫ logX
log 2
e−c
√
tdt
M. (4.2.42)
Let f(y) = e−c
√
t, then ∫ logX
log 2
|f(y)|dy  1.
Therefore we can apply Lemma 4.2.8 to get
I2.3 M,
and subsequently due to (4.2.41) and (4.2.42)
I2 M.
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Putting together with (4.2.35) and (4.2.37), gives
F1(X) = 2σ2 +O(M).
Since σ2 →∞ as X →∞, F1(X)→∞ as X →∞.
Now, by the bound on the Feje´r kernel (4.2.8),
|a(p)|2 M,
and the assumptions in the Lemma,
F2(X)M2  (σ2)δ−2.
Therefore F2(X) is suitably bounded and, we can therefore apply Lemma
4.2.5 to get our result. 
4.2.4. Detruncation of smooth moments. We detruncate by using
the asymptotic expansion of S(t) from (4.2.5).
Lemma 4.2.10. Let 0 < x < 1 and 0 < a < 1. For T a ≤ H ≤ T 2,
T a/k < X < H1/k and 1 ≤M = M(T ),〈∣∣∣∣∣SM (x, t)− S(x, t,X)M
∣∣∣∣∣
2k〉
T,H
= O(M2k),
as T →∞.
As a Corollary we can say that the variance is the same asymptotically
to the truncated version
σ2 = σ2 +O(1). (4.2.43)
Proof. First note that by (4.2.5) and (4.2.1) we have
SM (x, t)
M
= 1
pi
=
∑
n<X
ΛX(n)
nσ1
∑M
k=1
(
n−i(t+k+x) − n−i(t+k)
)
M logn
+O
(
1
log
√
X
∣∣∣∣∣∑
n<X
ΛX(n)
nσ1
1
M
M∑
k=1
(
n−i(t+k+x) − n−i(t+k)
)∣∣∣∣∣
)
+O
(
1
M
∑M
k=1 (log(t+ k + x)− log(t+ k))
log
√
X
)
.
To make things a little easier let
GM (n, x) :=
1
M
(n−ix − 1)
M∑
k=1
n−ik. (4.2.44)
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We can then reduce to
SM (x, t)
M
= 1
pi
=
∑
n<X
ΛX(n)
nσ1+it
1
lognGM (n, x)
+O
(
1
log
√
X
∣∣∣∣∣∑
n<X
ΛX(n)
nσ1+it
GM (n, x)
∣∣∣∣∣
)
+O
(
1
log
√
X
log
M∏
k=1
(
1− x
t+ k
))
. (4.2.45)
By combining (4.2.45) and (4.2.3)∣∣∣∣∣SM (x, t)− SM (x, t,X)M
∣∣∣∣∣ =
O
∣∣∣∣∣∣
∑
p<X
Λ(p)− ΛX(p)p1/2−σ1√
p log p
GM (p, x)
pit
∣∣∣∣∣∣

+O
 1
log
√
X
∣∣∣∣∣∣
∑
p<X
ΛX(p)
pσ1
GM (p, x)
pit
∣∣∣∣∣∣

+O
∣∣∣∣∣∣
∑
p2<X
ΛX(p2)
p2σ1 log p
(
GM (p, x)
pit
)2∣∣∣∣∣∣

+O
 1
log
√
X
∣∣∣∣∣∣
∑
p2<X
Λ(p2)
p2σ1
(
GM (p, x)
pit
)2∣∣∣∣∣∣
+O(1).
Therefore〈∣∣∣∣∣SM (x, t)− SM (x, t,X)M
∣∣∣∣∣
2k〉
T,H
=
O
〈
∣∣∣∣∣∣
∑
p<X
Λ(p)− ΛX(p)p1/2−σ1√
p log p
GM (p, x)
pit
∣∣∣∣∣∣
2k〉
T,H

+O
〈 1
log
√
X
∣∣∣∣∣∣
∑
p<X
ΛX(p)
pσ1
GM (p, x)
pit
∣∣∣∣∣∣
2k〉
T,H

+O
〈
∣∣∣∣∣∣
∑
p2<X
ΛX(p2)
p2σ1 log p
(
GM (p, x)
pit
)2∣∣∣∣∣∣
2k〉
T,H

+O
〈 1
log
√
X
∣∣∣∣∣∣
∑
p2<X
ΛX(p2)
p2σ1
(
GM (p, x)
pit
)2∣∣∣∣∣∣
2k〉
T,H

+O(1).
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(4.2.46)
Define the terms in the sums a1(p), a2(p), a3(p), and a4(p) by〈∣∣∣∣∣SM (x, t)− SM (x, t,X)M
∣∣∣∣∣
2k〉
T,H
=
= O
〈
∣∣∣∣∣∣
∑
p<X
a1(p)
p1/2+it
∣∣∣∣∣∣
2k〉
T,H
+O
〈
∣∣∣∣∣∣
∑
p<X
a2(p)
p1/2+it
∣∣∣∣∣∣
2k〉
T,H

+O
〈
∣∣∣∣∣∣
∑
p2<X
a3(p)
p1+2it
∣∣∣∣∣∣
2k〉
T,H
+O
〈
∣∣∣∣∣∣
∑
p2<X
a4(p)
p1+2it
∣∣∣∣∣∣
2k〉
T,H
 . (4.2.47)
By the bound (4.2.8), |GM (p, x)| is bounded,
|GM (p, x)|2 = 2(1− cos log p)KM (log p),
< 4M,
(4.2.48)
where KM (t) is the Feje´r kernel from (4.2.6). Therefore
a1(p) <
√
M
(Λ(p)− ΛX(p))
p
2
logX log p
<
√
M
log p
log
√
X
,
a2(p) <
√
M
log
√
X
ΛX(p)
p
2
logX
<
√
M
log p
log
√
X
.
And the second two a(p)
a3(p) < M
ΛX(p2)
p
4
logX log p
< M,
a4(p) < M
ΛX(p2)
log
√
Xp
4
logX
< M.
We can see that the functions a1, a2, a3 and a4 satisfy the conditions of
Lemma 4.2.6. It follows that〈∣∣∣∣∣SM (x, t)− S(x, t,X)M
∣∣∣∣∣
2k〉
T,H
= O(M2k).

Theorem 4.2.11. Let 0 < x < 1 and 0 < a < 1. For T a ≤ H ≤ T 2,
T a/k < X < H1/k and 1 ≤M ≤ σ1− for some  > 0,〈∣∣∣∣SM (x, t)M
∣∣∣∣2k
〉
T,H
= (2k)!22kk! (2σ
2 +O(M))k +O
(
M(2σ2 +O(M))k−
1
2
)
,
as T →∞.
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Proof. First note that∣∣∣∣SM (x, t)M
∣∣∣∣2k =
∣∣∣∣∣SM (x, t,X) + SM (x, t)− SM (x, t,X)M
∣∣∣∣∣
2k
,
=
∣∣∣∣∣SM (x, t,X)M
∣∣∣∣∣
2k
− 2k
(
SM (x, t)− SM (x, t,X)
M
)(
SM (x, t,X)
M
)2k−1
+O
∣∣∣∣∣SM (x, t)− S(x, t,X)M
∣∣∣∣∣
2k

+O
(SM (x, t)− SM (x, t,X)
M
)2(
SM (x, t,X)
M
)2k−2 ,
= B1 −B2 +B3 +B4.
By using the well known Ho¨lder’s inequality, Lemma 4.2.10 and Theorem
4.2.9
〈B2〉T,H
 2k
〈∣∣∣∣∣SM (x, t)− SM (x, t,X)M
∣∣∣∣∣
2k〉 12k
T,H
〈∣∣∣∣∣SM (x, t,X)M
∣∣∣∣∣
2k〉1− 12k
T,H
,
M(2σ2 +O(M))k− 12 .
(4.2.49)
By using Ho¨lder’s inequality, Lemma 4.2.10 and Theorem 4.2.9
〈B4〉T,H

〈∣∣∣∣∣SM (x, t)− SM (x, t,X)M
∣∣∣∣∣
2k〉 1k
T,H
〈∣∣∣∣∣SM (x, t,X)M
∣∣∣∣∣
2k〉1− 1k
T,H
,
M2(2σ2 +O(M))k−1.
By using Lemma 4.2.10
〈B3〉T,H M2k.
Combining the asymptotic bounds of B1, B2, B3 and B4 gives you the re-
quired result. 
4.2.5. Central limit theorem of SM (x, T ).
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Lemma 4.2.12. Let 0 ≤ a ≤ 1. For T a ≤ H ≤ T 2, 1 ≤ M ≤ σ1− for
 > 0 and any interval A,
Pω,T,H
{
SM (x, t)
σM
∈ A
}
→ 1√
2pi
∫
A
e−x
2/2dx,
as T →∞, where
σ2 = 1
pi2
log log T +O(1).
Proof. We need to calculate the mean, variance and moments of SM (x, t)/(σM).
Firstly the mean, from Lemma 4.2.4〈 1
nit
〉
T,H
= 0,
for all n 6= 1. We can then apply to (4.2.45)〈
SM (x, t)
σM
〉
T,H
= 0 +O
(
1
log
√
X
M∑
k=1
〈
log
(
1− x
t+ k
)〉
T,H
)
.
Using the Taylor expansion of log(1− x) again, we get〈
log
(
1− x
t+ k
)〉
T,H
 x
k + T .
Therefore 〈
SM (x, t)
σM
〉
T,H
→ 0 (4.2.50)
as T →∞.
Lemma 4.2.10 tells us the variance. Theorem 4.2.9 tells us the even
moments of SM (x, t)/(σM) are those of the standard normal distribution.
The odd moments are〈∣∣∣∣SM (x, t)σM
∣∣∣∣2k+1
〉
T,H

〈∣∣∣∣SM (x, t)σM
∣∣∣∣2k
〉
T,H
〈
SM (x, t)
σM
〉
T,H
 1 · x
k + T → 0.
as T →∞ by Theorem 4.2.9 and (4.2.50).
We see this is sufficient to prove that the distribution of SM (x, t)/(σM)
weakly converges as T → ∞ to a Gaussian with mean zero and variance
1. 
Finally we use an argument from [52] to prove our main Theorem.
Proof of Theorem 4.2.1. Fix  > 0, and approximate the indicator
function 1[0,1] above and below by smooth functions χ± ≥ 0 so that χ− ≤
1[0,1] ≤ χ+, where both χ± and their Fourier transforms are smooth and of
rapid decay, and so their total masses are within  of unity: | ∫ χ±(x)dx−1| <
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. Now set ω± := χ±/
∫
χ±. Then ω± are “admissable” and for all t,
(1− )ω−(t) ≤ 1[0,1](t) ≤ (1 + )ω+(t) (4.2.51)
for all t.
Now
1
H
∣∣∣∣{t ∈ [T, T +H] : SM (x, t)σM ∈ A
}∣∣∣∣
1
= 1
H
∫ ∞
−∞
1A
(
SM (x, t)
σM
)
1[0,1]
(
t− T
H
)
dt
since (4.2.51) holds we find
(1− )Pω−,T,H
{
SM (x, t)
σM
∈ A
}
≤ 1
H
∣∣∣∣{t ∈ [T, T +H] : SM (x, t)σM ∈ A
}∣∣∣∣
1
≤ (1 + )Pω+,T,H
{
SM (x, t)
σM
∈ A
}
.
By Lemma 4.2.12 the two extreme sides of the inequality have a limit as
T →∞, of
(1± ) 1√
2pi
∫
A
e−x
2/2dx
and so
(1− ) 1√
2pi
∫
A
e−x
2/2dx ≤ lim inf
T→∞
1
H
∣∣∣∣{t ∈ [T, T +H] : SM (x, t)σM ∈ A
}∣∣∣∣
1
with a similar statement for lim sup, since  is arbituary this shows that the
limit exists and is as required. 

CHAPTER 5
Distribution of sequences inspired by
Champernowne’s number
5.1. Background of Uniform Distribution and Normal numbers
5.1.1. Uniform Distribution mod 1. Let bxc denote the greatest
integer less than or equal to a real number x. Let {x} denote the fractional
part of x, that is {x} = x − bxc. In 1914-16 Weyl produced some of the
founding papers [97,98] of the theory of uniform distribution.
Definition 5.1.1. Given a sequence of real numbers (xn)n∈N, define the
associated counting function for an interval [a, b) ⊆ [0, 1) by
A([a, b), N ; (xn)n∈N) = #{xn : {xn} ∈ [a, b) and n ≤ N}.
The sequence (xn)n∈N is uniformly distributed mod 1 ( u.d. mod 1.) if and
only if for all intervals [a, b) ⊆ [0, 1)
lim
N→∞
A([a, b), N ; (xn)n∈N)
N
= b− a.
Note that some authors use the term equidistributed instead of uniformly
distributed.
In 1916 [98], Weyl introduced the following equivalent statement to u.d.
mod 1, which is a fundamental result in the area.
Theorem 5.1.1 (Weyl’s Criterion 1916). A sequence of real numbers
(xn)n∈N is u.d. mod 1 if and only if
lim
N→∞
1
N
N∑
n=1
e2piihxn = 0, for all integers h 6= 0.
Here, we display a simple example of the use of Weyl’s criterion.
Example 5.1.1. Weyl’s criterion can be used to show that for any irra-
tional α the sequence ({nα})n∈N is u.d. mod 1.
For each N ∈ N and integer h 6= 0, we have∣∣∣∣∣
N∑
n=1
e2piihnα
∣∣∣∣∣ ≤
∣∣∣∣∣e2piihNα − 1e2piihα − 1
∣∣∣∣∣ ≤
∣∣∣∣ 2e2piihα − 1
∣∣∣∣ . (5.1.1)
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Note that the denominator of the right hand side of (5.1.1) is a non zero
constant for any h 6= 0 as long as α is a irrational. Thus,
lim
N→∞
1
N
N∑
n=1
e2piihnα = 0.
So, by Weyl’s criterion the sequence ({nα})n∈N is u.d. mod 1.
In his paper [98], Weyl proved a much stronger statement for all poly-
nomials of nα.
Theorem 5.1.2 (Weyl 1916). Let f : R → R be a polynomial with
expansion
f(x) = cdxd + · · ·+ c0.
If at least one the coefficients ci is irrational then the sequence (f(n))n∈N is
uniformly distributed mod 1.
It is an obvious consequence from the definition, that any u.d. mod
1 sequence of real numbers (xn)n∈N is dense in the unit interval I. As an
illustrating example see the following sequence which consists of all of the
positive rationals in the interval (0, 1].
Example 5.1.2. Let (xn)n∈N be the sequence defined by
(xn)n∈N =
1
2 , 1,
1
3 ,
2
3 , 1,
1
4 ,
2
4 ,
3
4 , . . .
To see that the sequence is u.d. mod 1, first note that for any  > 0 there
exists N ∈ N and Q ∈ N such that
N∑
n=1
e2piihxn =
Q∑
q=1
q∑
p=1
e
2piih p
q +O(Q) =
Q∑
q=1
0 +O(Q),
and Q/N < . Therefore,
1
N
N∑
n=1
e2piihxn → 0
for all h 6= 0. By Weyl’s criterion it follows that the sequence is u.d. mod 1.
Note that, although all u.d. mod 1 sequences are dense, the opposite
implication does not hold, as we will see in a later section.
5.1.2. Normal Numbers. The concept of normal numbers was in-
troduced by Borel in 1909 in his substantial contribution to the field of
probability theory [18]. In essence, a real number α is said to be normal to
base b ≥ 2 if the frequencies of strings of digits in the b-ary expansion are
as would be expected if the digits were completely random.
5.1. BACKGROUND 107
More explicitly: For an integer b ≥ 2, the b-ary expansion of a real
number x is
x = bxc+
∞∑
k=1
ak
bk
= bxc+ 0.a1a2 . . .
where the digits a1, a2, . . . , are integers from {0, 1, . . . , b− 1} and infinitely
many of the ak are not equal to b− 1.
Definition 5.1.2. Let b ≥ 2 be an integer. The frequency of a digit d in
the b-ary expansion of a real number x is equal to the limit of the sequence(#{j : 1 ≤ j ≤ N, aj = d}
N
)
N∈N
,
if this sequence converges and does not exist otherwise. A real number x is
called simply normal to base b if every digit 0, 1, . . . , b−1 occurs in its b-ary
expansion with the same frequency 1b . That is, if
lim
N→∞
#{j : 1 ≤ j ≤ N, aj = d}
N
= 1
b
, for d = 0, 1, . . . , b− 1.
It is called normal to base b if for all k ∈ N, all sequences of k digits appear
with the frequency 1
bk
. That is, if
lim
N→∞
#{j : 1 ≤ j ≤ N, ajaj+1 . . . aj+k = d1d2 . . . dk}
N
= 1
bk
,
for d1d2 . . . dk ∈ {0, 1, . . . , b− 1}k.
Borel used the word “normal” to describe these numbers due the follow-
ing result from his paper [18].
Theorem 5.1.3 (Borel 1909). Almost all real numbers are normal to all
integer bases.
5.1.2.1. Constructed normal numbers. Despite that almost all numbers
are normal, no explicit examples were found until 1933 when Champernowne
presented his famous paper [26].
Theorem 5.1.4 (Champernowne 1933). The real number
xc := 0.1234567891011121314 . . . ,
whose decimal expansion is the increasing sequence of all positive integers,
is normal to base ten.
The number xc is often called Champernowne’s number. As well as
proving the normality of xc Champernowne, also highlights a few other very
natural constructions of decimals which turn out to be normal. For example
the number
0.46891012141516182021 . . . (5.1.2)
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formed by concatenating all of the composite numbers in ascending order.
For k ∈ N, the numbers
0 · bkcb2kcb3kcb4kcb5kc . . . , (5.1.3)
are normal to the base ten. We remark that Champernowne does not provide
an explicit proof of the normality of (5.1.3) (or indeed of the normality of
(5.1.2)) in [26]. He also conjectured that the number
0.3571113171923 . . . (5.1.4)
composed of the digits of the increasing sequence of prime numbers is normal
to the base ten.
It was not until much later that the numbers (5.1.2), (5.1.3) and (5.1.4)
were shown to be normal by Copeland and Erdo˝s [31]. In fact, they proved
the following much more general result.
Theorem 5.1.5 (Copeland and Erdo˝s 1945). If a1, a2, . . . is an increas-
ing sequence of integers such that for every θ > 1
#{ai : ai ≤ N} > N θ
provided N is sufficiently large, then the infinite decimal
0.a1a2a3 . . .
is normal with respect to the base b in which these integers ai are expressed.
Copeland and Erdo˝s’ result is based on the more general concept of
normality introduced by Besicovitch [17] in 1935.
Definition 5.1.3. A number x expressed in base b is said to be (, k)-
normal if any combination of k digits appears consecutively among the digits
of x with a relative frequency between b−k −  and b−k + .
Besicovitch [17], used this definition to show that the number
0.149162536496481 . . .
consisting of the concatenation of all the integer squares is normal. Erdo˝s
also worked with Davenport [34] to build upon Besicovistch’s work to a
general polynomial.
Theorem 5.1.6 (Davenport and Erdo˝s 1951). For a polynomial f : N→
N that produces natural numbers, the number
0.f(1)f(2)f(3) . . .
is normal to base ten.
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In Wall’s thesis [96], he showed that there is an direct link between
normal numbers and u.d. mod 1 sequences.
Theorem 5.1.7 (Wall 1949). Let b ≥ 2 be an integer. A real number x is
a normal number to base b if and only if the sequence (bnx)n∈N is uniformly
distributed mod 1.
Wall’s result can then be used to contstruct the more general definition
of normality found in Bugeaud’s book [22].
Definition 5.1.4. Let β be a real number with |β| > 1. The real number
x is said to be normal to base β if the sequence (βnx)n∈N is uniformly
distributed mod 1.
This definition leads to the following extension of Theorem 5.1.3, which
can be found in Bugeaud’s book [22].
Theorem 5.1.8. Let β be a real number with |β| > 1. Then almost all
real numbers x are normal to base β.
5.2. Distribution mod 1 over a subinterval
Motivated by Walls’ Theorem 5.1.7, we ask the following questions:
Is the sequence
xn = 0.(n)(n+ 1)(n+ 2)(n+ 3) . . . for n ∈ N (5.2.1)
u.d. mod 1? Note that this sequence differs from ({10nxc})n∈N, for exam-
ple the 20th term of the sequence ({10nxc})n∈N would be 0.516171819 . . .
whereas the 20th term of (xn)n∈N is
x20 = 0.202122232425 . . . .
Since the sequence only contains numbers in the interval [0.1, 1), the se-
quence is not u.d. mod 1. Therefore we ask, is this sequence u.d. mod 1
over a suitable subinterval? This idea will be made precise in the following
subsection.
More generally, given an increasing sequence of integers (an)n∈N, we
attempt to answer the question of what is the distribution of sequences of
the following form?
xn = 0.anan+1an+2 . . . for n ∈ N
For instance, for a real number k, we consider how is the following sequence
distributed?
xn = 0.(kn)(k(n+ 1))(k(n+ 2)) . . . for n ∈ N (5.2.2)
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Inspired by Theorem 5.1.6, we consider, for a given polynomial f with
real coefficients. How is the following sequence distributed?
xn = 0.bf(n)cbf(n+ 1)cbf(n+ 2)c . . . for n ∈ N (5.2.3)
5.2.1. Notation and Definitions. Before stating our first result, we
introduce some necessary terminology and notation which will be used through-
out.
Returning to the sequence (xn)n∈N from (5.2.1), we note that although
{xn : n ∈ N} ∩ [0, 0.1) = ∅
it is dense in the interval [0.1, 1). So, we consider u.d. mod 1 over such a
subinterval of [0, 1) using the following definition.
Definition 5.2.1. Let (xn)n∈N be a sequence of real numbers. If for
any pair of real numbers α ≤ a < b ≤ β
lim
N→∞
A([a, b), N ; (xn)n∈N)
N
= b− a
β − α. (5.2.4)
then we define the sequence to be uniformly distributed mod 1 over [α, β) ⊆
[0, 1) (u.d. mod 1 over [α, β)),
It follows directly from this definition that a sequence (xn)n∈N of real
numbers, is u.d. mod 1 over [α, β) if and only if
lim
N→∞
A([α, c), N ; (xn)n∈N)
N
= c− α
β − α, for each α ≤ c ≤ β.
We will also be interested in the weaker notion of being almost uniformly
distributed mod 1. Thus, inspired by [61, Definition 7.2] we make the
following definition.
Definition 5.2.2. Let (xn)n∈N be a sequence of real numbers. If there
exists an increasing sequence of natural number N1, N2, . . . such that
lim
i→∞
A([α, x), Ni; (xn)n∈N)
Ni
= x− α
β − α for α ≤ x ≤ β, (5.2.5)
then define the sequence (xn)n∈N to be almost uniformly distributed mod 1
over [α, β) (we shall abbreviate this as a.u.d. mod 1 over [α, β)).
Remark 5.2.1. It is easily seen from definition 5.2.1, that if (xn)n∈N is
u.d. mod 1 over [α, β) then it is a.u.d. mod 1 over [α, β).
More generally we will be interested in the distribution mod 1 of a se-
quence. To this end we introduce the analogues of upper and lower distri-
bution functions mod 1 given by [61, Definition 7.1].
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Definition 5.2.3. The upper and lower distribution functions (u.d.f and
l.d.f ) over [α, β), Φ : [α, β) 7→ [α, β) and φ : [α, β) 7→ [α, β) respectively of
a sequence of real numbers (xn)n∈N are defined by
φ(x) := lim inf
N→∞
A([α, x), N ; (xn)n∈N)
N
for α ≤ x ≤ β,
Φ(x) := lim sup
N→∞
A([α, x), N ; (xn)n∈N)
N
for α ≤ x ≤ β.
Note that the functions φ and Φ are non-decreasing, with φ(α) = Φ(α) =
0 and φ(β) = Φ(β) = 1, while 0 ≤ φ(x) ≤ Φ(x) ≤ 1 for α ≤ x ≤ β.
Remark 5.2.2. A sequence (xn)n∈N is u.d. mod 1 over [α, β) if and only
if φ(x) = Φ(x) = (x− α)/(β − α).
5.2.2. The distribution of sequences inspired by Champernowne’s
number. Our first result is inspired by the normality of Champernowne’s
number and Wall’s Theorem 5.1.7.
Theorem 5.2.1. The sequence (xn)n∈N of real numbers from (5.2.1), is
not u.d. mod 1 over [0.1, 1).
One can prove this quite easily by observing that, for any natural number
J , upon reaching the term x10J the next 10J terms in the sequence will begin
with a 1 immediately after the decimal point. That is; for each J ∈ N at
least half of the terms up to the term x2×10J begin with a first decimal digit
1. More precisely, for J ∈ N;
A([0.1, 0.2), 2× 10J ; (xn)n∈N)
2× 10J =
#{xn ∈ [0.1, 0.2) : n ≤ 2× 10J}
2× 10J
≥ 12 .
Comparing this with Definition 5.2.1 the result of Theorem 5.2.1 follows.
The point is that there are too many terms of the sequence defined at (5.2.1)
in the interval [0.1, 0.2) infinitely often.
Despite the fact that this sequence is not u.d. mod 1 over [0.1, 1), it
turns out that it is still a.u.d. mod 1 over [0.1, 1). This and Theorem 5.2.1
are easy corollaries of our next result.
Theorem 5.2.2. Consider a fixed real number k. The sequence (5.2.2)
when expressed in base b > 2 is a.u.d. mod 1 over [b−1, 1), but is not u.d.
mod 1 over [b−1, 1).
In fact Theorems 5.2.1 and 5.2.2 are the corollaries of the following more
general result.
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Theorem 5.2.3. Let f : N → R+ be a polynomial of degree d ≥ 1 with
real coefficients, then the sequence (5.2.3) expressed in base b > 2 is not u.d.
mod 1 over [b−1, 1) and is a.u.d. mod 1 over [b−1, 1) if and only if d = 1.
The methods used to prove such a theorem additionally provides the
u.d.f and l.d.f mod 1 over [b−1, 1).
Theorem 5.2.4. Let f : N → R+ be a polynomial of degree d ≥ 1 with
real coefficients, the l.d.f. and u.d.f. mod 1 over [b−1, 1) of the sequence
(5.2.3) expressed in base b > 2, are respectively
φ(t) = t
1/d − b−1/d
1− b−1/d , Φ(t) =
t1/d − b−1/d
t1/d(1− b−1/d) , for b
−1 ≤ t ≤ 1.
5.2.3. Supporting Statements. In this section we gather some aux-
iliary statements which we will require for the proof of Theorem 5.2.4. First
of all we require the following observation on the asymptotic size of the
inverse function of polynomials.
Lemma 5.2.5. Let f : R→ R+ be a polynomial with real coefficients given
by
f(n) = cdnd + cd−1nd−1 + · · ·+ c1n+ c0. (5.2.6)
Let g(m) be the inverse of f (i.e. f(g(m)) = m). Then g(m) = m1/dc−1/dd +
O(1) as m→∞.
Proof. First, substitute n = m1/dc−1/dd + ε into (5.2.6) to get
f(m1/dc−1/dd + ε) = cd(m
1/dc
−1/d
d + ε)
d + cd−1(m1/dc−1/dd + ε)
d−1 + · · ·+ c0.
Then, a combination of the Binomial theorem and Taylor expansions estab-
lishes that
ε = − cd−1
dc
1−2/d
d
+O(m−2/d).

The following Lemma is the count of numbers xn in the interval [b−1, t)
from the sequence (5.2.3).
Lemma 5.2.6. Let f : R→ R+ be a polynomial
f(n) = cdnd + cd−1nd−1 + · · ·+ c1n+ c0,
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let (xn)n∈N be the sequence (5.2.3) expressed in base b > 2. For all α, t ∈
[b−1, 1),
A([b−1, t), bf−1(αbJ)c; (xn)n∈N)
=

1
c
1/d
d
(
(α1/d − b−1/d)bJ/d + (t1/d − b−1/d)
J−1∑
i=1
bi/d +O(J)
)
if α < t,
1
c
1/d
d
(
(t1/d − b−1/d)
J∑
i=1
bi/d +O(J)
)
if α ≥ t,
as J →∞.
The principal idea of the argument is that the leading digits of the α are
the leading digits of the terms of the sequence xbf−1(αbJ )c.
Proof. First note that xn ∈ [b−1, t) whenever bK ≤ f(n) < tbK+1 for
some K sufficiently large. By Lemma 5.2.5 we have f−1(n) = c−1/dd n1/d +
O(1). Also note that, for sufficiently large n, f(n) is increasing.
We will consider the cases α < t and α ≥ t separately. In the case that
α < t,
A([b−1, t), bf−1(αbJ)c; (xn)n∈N)
=(f−1(αbJ)− f−1(bJ−1) +O(1)) + (f−1(tbJ−1)− f−1(bJ−2) +O(1)) + . . .
+ (f−1(tb)− f−1(b0) +O(1))
=(f−1(αbJ)− f−1(bJ−1)) +
J−1∑
i=1
(f−1(tbi)− f−1(bi−1)) +O(J).
Where the O(1) terms and subsequently the O(J) terms come from the error
in approximation of the floor function.
Using Lemma 5.2.5.
A([b−1, t), bf−1(αbJ)c; (xn)n∈N)
=α
1/dbJ/d
c
1/d
d
− b
(J−1)/d
c
1/d
d
+
J−1∑
i=1
( tbi
cd
)1/d
+O(1)−
(
bi−1
cd
)1/d
−O(1)
+O(J),
= 1
c
1/d
d
(
(α1/d − b−1/d)bJ/d + (t1/d − b−1/d)
J−1∑
i=1
bi/d
)
+O(J),
as required.
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Consider the case of α ≥ t. When α > t, xn ∈ [t, 1) for all n such that
tbJ ≤ f(n) < bJ and x /∈ [b−1, t) for all n such that tbJ ≤ f(n) < αbJ .
Therefore, if we let α = t and substitute into the case of α < t, the result
follows. 
We can then use Lemma 5.2.6 to prove the following Lemma on the
frequency of elements xn ∈ [b−1, t) of subsequences (xbf−1(αbJ )c)J∈N.
Lemma 5.2.7. Let f : N → R+ be a polynomial of degree d ≥ 1 with real
coefficients, let (xn)n∈N be the sequence (5.2.3) expressed in base b > 2. For
all α, t ∈ [b−1, 1),
lim
J→∞
A([b−1, t), bf−1(αbJ)c; (xn)n∈N)
bf−1(αbJ)c
=

α1/d+b−1/d(t1/d−α1/d−1)
α1/d(1−b−1/d) if α < t,
t1/d−b−1/d
α1/d(1−b−1/d) if α ≥ t.
Proof. Let cd be the coefficient of nd in the polynomial f(n). Using
Lemma 5.2.6 for J ∈ N and α < t,
lim
J→∞
A([b−1, t), bf−1(αbJ)c, (xn)n∈N)
bf−1(αbJ)c
= lim
J→∞
bJ/d
(
α1/d−b−1/d
c
1/d
d
)
+
(
t1/d−b−1/d
c
1/d
d
)∑J−1
i=1 (bi/d) +O(J)(
αbJ
cd
)1/d
+O(1)
. (5.2.7)
By dividing through by the bJ/d and taking the limit of terms that tend to
0.
lim
J→∞
A([b−1, t), bf−1(αbJ)c; (xn)n∈N)
bf−1(αbJ)c
= lim
J→∞
(
α1/d − b−1/d
α1/d
+ (t
1/d − b−1/d)(∑J−1i=1 b−i/d) +O(J/bJ/d)
α1/d
)
.
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Using the formula for an infinite geometric series, and again taking the
limit of terms that tend to 0.
lim
J→∞
A([b−1, t), bf−1(αbJ)c, (xn)n∈N)
bf−1(αbJ)c
=α
1/d − b−1/d
α1/d
+ t
1/d − b−1/d
α1/d
( 1
1− b−1/d − 1
)
,
= 1
α1/d
(
α1/d − b−1/d + (t1/d − b−1/d) b
−1/d
(1− b−1/d)
)
,
= 1
α1/d(1− b−1/d)
(
(α1/d − b−1/d)(1− b−1/d) + (t1/d − b−1/d)b−1/d
)
.
After some more rearranging we have the result.
By a similar argument, using Lemma 5.2.6, for α ≥ t it follows that:
lim
J→∞
A([b−1, t), bf−1(αbJ)c, (xn)n∈N)
bf−1(αbJ)c
= lim
J→∞
(
t1/d − b−1/d
)∑J−1
i=0 (b−i/d) +O(J/bJ/d)
α1/d
,
= t
1/d − b−1/d
α1/d(1− b−1/d) . (5.2.8)

5.3. Proof of Main Theorems
Using the previous Lemma 5.2.7, we can calculate the u.d.f and l.d.f mod
1 over [b−1, 1) for sequences (5.2.3) to prove Theorem 5.2.4.
Proof of Theorem 5.2.4. Let XJ(α, t) be defined by
XJ(α, t) :=
A([b−1, t), bf−1(αbJ)c, (xn)n∈N)
bf−1(αbJ)c , (5.3.1)
We will, find
inf
α∈[b−1,1)
lim
J→∞
XJ(α, t) and sup
α∈[b−1,1)
lim
J→∞
XJ(α, t),
then we show that they are the relevant u.d.f and l.d.f.
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Suppose α < t. Let α1/d = t1/d −  for 0 ≤  < t1/d − b−1/d. Substitute
into Lemma 5.2.7
lim
J→∞
XJ(α, t) =
(t1/d − + b−1/d(− 1))
(t1/d − )(1− b−1/d) , (5.3.2)
= (t
1/d − (1− b−1/d)− b−1/d)
(t1/d − )(1− b−1/d) ,
= 1
1− b−1/d −
b−1/d
1− b−1/d
1− 
t1/d −  .
Let ψ() = 1−
t1/d− , since
dψ
d
= 1− t
1/d
(t1/d − )2 > 0
The function ψ() is increasing over  ∈ [0, t1/d − b−1/d], so has its min-
imum when  = 0, and maximum when  = t1/d − b−1/d. Equivalently,
the maximum of the limit (5.3.2) is reached at α = t and minimum when
α = b−1.
Now consider α ≥ t. Let α1/d = t1/d +  again for 0 < ,
lim
J→∞
XJ(α, t) =
t1/d − b−1/d
(t1/d + )(1− b−1/d) .
This has its maximum when  = 0, and minimum when  = b−1/d − t1/d.
Equivalently, maximum is reached at α = t and minimum when α = 1.
Therefore
sup
α∈[b−1,1)
lim
J→∞
XJ(α, t) = lim
J→∞
XJ(t, t) (5.3.3)
= t
1/d − b−1/d
t1/d(1− b−1/d) ,
and
inf
α∈[b−1,1)
lim
J→∞
XJ(α, t) = lim
J→∞
XJ(b−1, t), (5.3.4)
= t
1/d − b−1/d
1− b−1/d .
To show that the quantities (5.3.4) and (5.3.3) are the upper and lower
distribution functions, first let
XN (t) :=
A([b−1, t), N, (xn)n∈N)
N
. (5.3.5)
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It then follows that φ(t) = lim inf
N→∞
XN (t) and Xbf−1(αbJ )c(t) = X(α, t).
Therefore
φ(t) = lim inf
N→∞
XN (t) = lim
N→∞
{
inf
m≥N
Xm(t)
}
,
= lim
N→∞
{
inf
α∈[b−1,1)
inf
J≥J(N)
XJ(α, t)
}
,
where J(N) is the biggest integer such that N ≥ bJ−1. We have already
found the infimum over α, so
φ(t) = lim
N→∞
{
inf
J≥J(N)
XJ(b−1, t)
}
,
= lim
J→∞
XJ(b−1, t).
A similar argument can be used for the limsup of (5.3.5). 
Proof of Theorem 5.2.3. By Lemma 5.2.7 if we let α = b−1 and
d = 1 then
lim
J→∞
A([b−1, t), bf−1(bJ)c, (xn)n∈N)
bf−1(bJ)c =
t− b−1
1− b−1 .
Therefore the subsequence with index NJ = bf−1(bJ)c satisfies 5.2.5 and
the sequence is a.u.d. mod 1.
Note that φ(x) 6= Φ(x) for any d, therefore we can apply Remark 5.2.2
to show the seqeunces are not u.d. mod 1 over [b−1, 1).
Now for the opposite part of the implication, notice that for all subse-
quences Ni the u.d.f and l.d.f bound the limit
φ(t) ≤ lim
i→∞
A([α, t), Ni; (xn)n∈N)
Ni
≤ Φ(t).
Therefore, by Theorem 5.2.4
t1/d − b−1/d
1− b−1/d ≤ limi→∞
A([α, t), Ni; (xn)n∈N)
Ni
≤ t
1/d − b−1/d
t1/d(1− b−1/d) .
We claim for all d ≥ 1 the l.d.f. is greater than or equal to the LHS of
(5.2.5) for all t ∈ [b−1, 1), with equality being reached when d = 1. That is:
φ(t) = t
1/d − b−1/d
1− b−1/d ≥
t− b−1
1− b−1 .
To prove the claim, first consider for a fixed t ∈ [b−1, 1) and b > 2 the
function
ψ(x) = t
x − b−x
1− b−x .
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The claim is equivalent to ψ(x) is increasing as x → 0. That is again
equivalent to ψ(x) is decreasing as x→∞. Since tx− b−x is decreasing to 0
as x→∞ and 1− b−x is increasing to 1, ψ(x) is decreasing as x→∞ and
the claim is true.
Therefore, no subsequence exists to satisfy (5.2.5) and the result is
proven. 
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