Abstract. Three different reformulations of a free surface problem as shape optimization problems are considered. These give rise to three different cost functionals which apparently have not been exploited in literature. The shape derivatives of the cost functionals are explicitly determined. The gradient information is combined with the boundary variation method in a steepest descent algorithm to solve the shape optimization problems. Numerical results which compare the performance of the proposed cost functionals are presented.
Introduction
The numerical solution of flows which are partially bounded by a freely moving boundary is of great practical importance, e.g., in coating flows [25] , thin film manufacturing processes [38] , ship hydrodynamics [1] , and continuous casting of steel [31] . Such problems have an inherent difficulty in that the flow domain as well as the flow variables need to be determined simultaneously, which implies that a numerical solution has to be carried out iteratively [18] . In recent years several techniques were developed for the solution of free surface flow problems. These techniques are roughly classified by [39, et al] as Eulerian, Lagrangian or mixed Eulerian-Lagrangian.
In Eulerian-like (volume-tracking) approaches, the mesh remains stationary and the free surface is not explicitly tracked. Rather, it is reconstructed from other field properties such as the fluid fractions, which can be determined as the fluid moves in/out of the computational flow domain. Methods that fall into this category include the finite-difference-based marker-and-cell methods [28] , level-set methods [30, 27] , and volume-of-fluid methods [5, 15] .
In Lagrangian-like approaches, the grid points move with the local fluid particles, so the free surface is sharply defined. However, mesh refinement or remeshing is usually necessary for large deformations, e.g., see [22] . Solution strategies that fall into the second category described above are of particular interest in this work. These strategies include fixed point methods [20, 32, 37] , total linearization methods (continuous or discrete) [7] , and shape optimization methods [36, 19, 35] .
The fixed point method assigns a shape to the free boundary and the PDE is solved for this shape after either the kinematic or the dynamic boundary condition on the free boundary is disregarded. Next, a new shape of the free boundary is computed such that the error in the extra boundary condition is minimized. This procedure is repeated until convergence is attained. The approach does not require gradient information, however, as pointed out in [35] , the convergence of this type of scheme depends sensitively on parameters in the problem.
A method that counters the deficiencies of the aforementioned approach is the total linearization method. This method is a form of Newton-type iteration on a full set of equations, i.e., the location of the free boundary and as well as the flow variables. Since all unknowns are treated at once in a single iteration, this method is infeasible for problems with many unknowns [36, 35] .
Next, we turn to the shape optimization approach that we follow in this work. Since free surface problems have an over determined number of boundary conditions on the free-boundary, they can be reformulated into an equivalent shape optimization problem. The problem now consists in finding the boundary that minimizes a norm of the residual of one of the free-surface conditions, subject to the boundary value problem with the remaining free-surface conditions imposed. In most of the previous work, for instance, [36, 19, 35] , it is assumed that the flow is inviscid and irrotational. Consequently, this reduces the Navier-Stokes equations to free-surface potential flow equations which is much simpler to handle. This assumption is not considered in this work but rather we consider a steady free surface problem governed by the Stokes equations. We reformulate this problem into equivalent shape optimization problems by introducing three different cost functionals, namely, a least-squares energy variational functional (which is the analogue of the Kohn-Vogelius functional for the Laplacian [23] ), a Dirichlet data tracking functional, and a Neumann data tracking functional.
We now turn to the discussion of the choice of cost functionals. We begin with the least-squares energy cost functional. This functional was first proposed by Kohn and Vogelius [23] in the context of the inverse conductivity problem. Recently, the authors in [4] reconstructed the shape of an obstacle immersed in a Stokes flow by utilizing the tools of shape optimization and minimizing the Kohn-Vogelius type least-squares energy functional. In [11] and recently in [3] , the authors utilized this cost functional for the numerical solution of the Bernoulli free boundary problem on star-like and general shapes, respectively. In the present work, we utilize the functional to solve vector-valued free surface problems defined not only on star-like shapes but also on general shapes. We believe that reformulating free-surface problem in terms of PDE-constrained shape optimization problem where the cost is the least-squares energy cost functional penalizing the L 2 -distance of the gradients of pure Dirichlet and Neumann data is novel in our work. The present reformulation seems to be advantageous in the sense that it leads to the tracking boundary data in their natural norms [11] .
As an alternative to the above cost, one can utilize an L 2 -Dirichlet and Neumann data tracking functional. Although it seems natural to utilize such cost functionals, we are not aware of a paper that employs shape calculus on these functionals to solve the free surface problem under consideration. A comparison among the three cost functionals is made using two test problems.
For the numerical solution of the resultant shape optimization problems, we apply a steepest descent type method, which requires the shape gradient of the cost functionals. The technique we employ to compute these gradients requires the use of the implicit function theorem and some of the ideas suggested in [16] .
The continuous formulations are discretized and numerical algorithms for solving the discrete shape optimization problems are developed and implemented.
The remainder of the paper is organized as follows: In Section 2 the equations governing the steady free-surface flow and the associated shape optimization problem are stated. Section 3 describes the weak formulation and solvability of the state equations. Section 4 examines the sensitivity of the cost functionals with respect to the domain. Numerical experiments and results are presented in Section 5. Section 6 contains concluding remarks.
2. Problem set up 2.1. Notations. Here we collect some notations and definitions that we need in our subsequent work. Throughout the paper we restrict ourselves to the two dimensional case. We use bold fonts for vectors and vector-valued functions are also indicated by bold letters. Two notations for the inner product in R 2 shall be used, namely (x, y) and x · y, respectively, the latter in case of nested inner products. The unit outward normal and tangential vectors to a domain Ω shall be denoted by n = (n 1 , n 2 ) and τ = (−n 2 , n 1 ), respectively. For a given matrix A, we denote by A t its transpose and by A −t the transpose of its inverse. For a vector valued function u, the gradient of u, denoted by ∇u, is a second order tensor defined as ∇u
, where [∇u] ij is the entry at the intersection of the i th row and j th column, while the Jacobian of u, denoted by Du, is the transpose of the gradient. Furthermore, we define the tensor scalar product denoted by ∇u : ∇ψ as
We denote by H m (S), m ∈ R, the standard Sobolev space of order m defined by
where D α is the weak (or distributional) partial derivative, and α is a multi-index. Here S, which is either the flow domain Ω, or its boundary Γ , or part of its boundary. The norm || · || H m (S) associated with H m (S) is given by
For vector valued functions, we define the Sobolev space
and its associated norm
The tangential gradient ∇ Γ v of a vector v ∈ C 1 (R 2 , R 2 ) is defined as
and the tangential divergence div Γ (v) is defined as
State problem.
Let Ω be a connected bounded domain in R 2 with a sufficiently regular (Figure 1 (a) ) or piecewise regular (Figure 1 (b) ) boundary ∂Ω = Γ .
(a) Problem 1 (b) Problem 2 Figure 1 . Domains for test problems Suppose that an incompressible viscous flow occupies Ω, and that the state equation for the flow is given by the following system of Stokes equations in non-dimensional form:
Here u = (u 1 , u 2 ) is the velocity field, p the pressure, α := 1 Re > 0, where Re is the Reynolds number of the flow, and f the density of external forces.
In order to make (3) well-posed, we have to impose appropriate boundary conditions. In this work, different boundary conditions posed on the domains shown in Figure (1(a)-(b) ) are considered, giving rise to 2 different test problems.
In the first test case ( Fig.1 (a) ), a gravity like force f, keeps the fluid on top of the circular domain and the motion of the fluid is triggered by an initial velocity [6] . We impose the inhomogenous Dirichlet boundary conditions on the fixed boundary Γ D :
while on Γ f , which is the free surface in this case, we assume zero ambient pressure and negligible surface tension effects. Consequently, the boundary conditions corresponding to the kinematic, normal and tangential stress balances can be expressed as
We next turn to the second test example. For this case, we consider a two dimensional cavity with fixed vertical side walls, a driven floor, and a free surface at the upper boundary, the geometry being shown in Figure 1 (b) . On Γ D := Γ w ∪ Γ b , we impose the following boundary conditions:
and on Γ f , boundary conditions analogous to the ones in (5) are imposed. Note that a slip boundary condition is imposed on Γ b to avoid a stress singularity that would result at contact points where the boundaries Γ b and Γ f , meet.
Optimization problem.
The over-specification of boundary conditions on Γ f naturally suggests to formulate the two test problems ( (3), (4), (5)) and ( (3), (5), (6)) as optimization problems; this approach has been used for potential free surface flows in e.g., [36, 35] .
Here and in what follows, we shall consider for the sake of simplicity of presentation, the first test problem. The free boundary problem now consists in finding a domain Ω and an associated flow field (u, p) such that the following overdetermined problem is satisfied
There are several ways to transform the free surface problem (7) into a shape optimization problem. In this work, we will consider the following three formulations, where the infimum has always to be taken over all sufficiently smooth domains.
(i) A variational least-squares cost functional,
where the auxiliary functions u D and u N , satisfy
is considered as the first formulation.
(ii) One can also consider the solution u N of the Neumann problem (10) and track the Dirichlet data in a least-squares sense relative to
(iii) Correspondingly, if the pure Dirichlet data is assumed to be prescribed, then we can track the Neumann boundary condition at Γ f in the L 2 (Γ f ) least square sense, i.e.,
Note that this cost functional requires more regularity for p D and u D to be well-defined. Therefore, it may be impractical to use this functional in numerical experiments where high regularity of the state variables is not guaranteed. We shall turn to this issue in Section 5. 
Compared to J 1 , its shape gradient would be numerically expensive to evaluate. In the case of the Bernoulli free boundary problem, it is found in [24] that one needs to solve 5 PDES, namely, i) two state equations, ii) two adjoint equations and iii) evaluate the mean curvature κ of the free boundary, which is infeasible in the case where (9) and (10) are the PDE constraints.
Weak formulation and solvability of the state equations
In this section we analyze the solvability of the state equations (9) and (10) . For both PDEs, the analysis is presented based on homogenous Dirichlet boundary conditions on Γ D . Extension to non-homogeneous Dirichlet boundary conditions can be accomplished by standard techniques. In order to present the weak formulation of problems (9) and (10), we introduce the functional spaces:
:
We assume that the data f ∈ L 2 (Ω) and that the domain Ω is of class C 1,1 .
The weak formulation of (9) can be expressed as:
Analogously, the weak form of (10) can be expressed as:
It is known (see, e.g., [26] ) that (14) possesses a unique solutionx:=(u D , p D ) ∈ X. Furthermore, following [4] , it can be shown that (15) possesses a unique solutionȳ:=(u N , p N ) ∈ Y . Moreover since Ω is of class C 1,1 , we have thatx
Sensitivity with respect to the domain
Let us consider a domain D such that D ⊃Ω and let
be the space of deformation fields. Then the fields V ∈ T ad define for t > 0, a perturbation of Ω by means of
For each V ∈ T ad and t sufficiently small, it can be shown that {T t } is a family of C 1,1 diffeomorphims [34] . Since V vanishes on Γ D for V ∈ T ad , it follows that Γ D is a part of Ω t for all t.
On the perturbed domain Ω t , the solutions (
respectively, where (n t , τ t ) are the unit outward normal and tangent vectors to Γ f t . We say that the function u(Ω) has a material derivativeu at zero in the direction V if the limiṫ
The function u(Ω) is said to have a shape derivative u at zero in the direction V if the limit
exists. Moreover, it can be shown that the material and shape derivatives of u(Ω) are related bẏ
provided that Du · V exists in some appropriate function space [9, 34] . (20) 
provided that the limit exists. If dJ(Ω, V) exists for all V ∈ T ad and the mapping V → dJ(Ω, V is linear and continuous on T ad , then we say that J(Ω) is shape differentiable at Ω and dJ(Ω, ·) is called the shape derivative of J(Ω) at Ω.
In order to prove the existence of (18), (19) , and consequently (20) , some useful transformation and differentiation results that are subsequently needed are listed below. 
, where here and in what follows, the following notation is utilized
and the limits defining the derivatives at t = 0 exist uniformly in x ∈D.
Lemma 4.2. [17]
(1) Let g ∈ C(J , W 1,1 (D)), and assume that
, and assume that
where κ stands for the mean curvature of Γ .
For the transformation of domain and boundary integrals, the following well known facts will be used repeatedly. 
with respect to the domain and the shape derivative
is the only solution to the boundary value problem
Next, we turn to the differentiability of (u D , p D ) with respect to Ω. First, observe that on Ω t , the weak formulation in (14) becomes:
. Mapping (23) back to Ω we obtain the variational formulation:
for all Θ ∈ X.
Proof. Observe that since f ∈ H 1 (Ω), and that the coefficients A(t) and B(t) are C 1 by (21),Ẽ 1 (x t , t) is a C 1 -function in a neighborhood of (x, 0). Moreover,Ẽ 1 (x, 0)=E 1 (x, Ω) by construction. 
where
has a unique solution (v, π) ∈ X, provided that (14) admits a unique solutionx.
Proof. The operator E 1x (x, Ω) is linear and bounded from X into X * . Hence we have to check whether, for each f ∈ H 1 (Ω) and φ ∈ L 2 0 (Ω), there exist a unique solution (v, π) to the system (25)
that depends continuously on the data. Since Ω is a domain of class C 1,1 and φ ∈ L 2 0 (Ω), Corollary 2.4 in [12] implies that there exist
where F = f + α∆µ. Following [26] , it easily follows that system (26) possesses a unique solution depending continuously on the data. Hence the operatorẼ 1x (x, 0) is an isomorphism from X onto X * .
Lemma 4.5. If Theorems 4.2 and 4.3 hold, then the mapping
Proof. The unique solutionx of E 1 (x, Ω) satisfies E 1 (x, Ω) =Ẽ 1 (x, 0) = 0 and
Since E 1x (x, Ω) is bijective by Theorem 4.3,Ẽ 1x (x, 0) is also bijective. We now have three Banach spaces X, X * and R, an open set X × (−τ,τ) of X × R, a continuously differentiable functionẼ 1 : X × (−τ,τ) → X * and an element (x, 0) ∈ X × (−τ,τ) such thatẼ 1 (x, 0) = 0 andẼ 1x (x, 0) ∈ L(X, X * ) is an isomorphism between X and X * . Hence the generalized implicit function theorem can be applied and one finds that there exist neighborhoods U ⊂ X and (−τ 0 , τ 0 ) ⊂ (−τ,τ) ofx and 0, respectively, and a differentiable function g : (−τ 0 , τ 0 ) → U such that
for all t ∈ (−τ 0 , τ 0 ) and moreover, g(t) is the only solution to (24) 
and the chain rule leads to (27) . 
and
(ii) lim
are solutions of (24) and (14) , respectively.
Proof. The first statement follows from the linearity of E 1 . Let us now verify the second statement.
and the estimate
holds. Utilizing Remark 4.1 and (21), we obtain the desired result.
The following lemmas are needed in what follows.
Lemma 4.7.
[10] Let n be an outward norm vector to Γ f and V ∈ T ad . Then the shape derivative of n denoted as n satisfies
Lemma 4.8. Let n be an outward norm vector to Γ . Then
Proof. Since n 2 = 1, we take the derivatives on both side of this equation to obtain Dn · n = 0. Utilizing this result, and taking derivatives on both sides of (31), gives the desired result.
Lemma 4.9.
[10] The shape derivative of the slip boundary condition u · n = 0 on Γ f is given by
Proof. Note thatψ
Lemma 5.1 in [10] implies that
Since ψ ∈ W (Ω) and that (D Γ n) T = (D Γ n) [10] , we have that
The last term in (36) vanishes for perturbation fields V in the normal direction, and replacing − Dψ · n, n V · n by (div Γ ψ − div ψ)V · n, we obtain the desired result. 
with respect to the domain and its shape derivative
(Ω) is the only solution to the boundary value problem
Following [17] , we can express Ẽ 1x (x, 0)(
Utilizing Lemma 4.6, we find that
where Ẽ 1 (x, t), Θ X * ×X can expressed as
Sinceẋ =x + ∇x · V, it follows from (27) and (40) that
Integrating by parts the first two terms on the right hand side of (42) and utilizing (9), we find
Choosing ψ ∈ D(Ω) 2 and ξ ∈ D(Ω) shows that
is satisfied in the distributional sense. Since V ∈ T ad , the boundary condition satisfied by u D on Γ D easily follows. On the other-hand, the boundary condition satisfied by u D · n on Γ f follows from Lemma 4.9. Next, we verify (4.1).
Applying Greens theorem on both terms on the left hand side of (43), one finds
Since ψ ∈ W , utilizing Lemma 4.10 in (47) gives the desired result.
In the rest of the paper, in order to simplify the expressions, we use the following notations 
) and ∇w ∈ L 2 (Ω; R 2×2 ), we infer that |∇w| 2 ∈ W 1,1 (Ω) and Lemma 4.2 implies that
Applying Green's formula on the first integral in (52), we obtain
Utilizing (48) in the first term on the right hand side of (53) and integrating by parts, we obtain
Using system (37) and (51), we find
Since u D · n = 0 on Γ f , applying the tangential Green's formula (see Section 5.5 in [9] ) in (54) gives
Analogously, we obtain for the second integral in (37)
Utilizing (49) and (22), we obtain
Summarizing, we find
Shape derivative of J 2 .
To obtain an expression for the shape derivative of J 2 , the adjoint state corresponding equations associated to (10) are needed. To this end we have the following proposition.
Proof. The proof follows from the definition of a directional derivative of a functional. 
The existence of a unique solution to (57) is established for instance in [4] .
As a consequence of Lemma 4.11, there exists a unique adjoint stateλ N := (v N , q N ) ∈ Y satisfying
which upon integration by parts amounts to
Proposition 4.4. Let f ∈ H 1 (Ω) and V ∈ T ad . Then the shape functional J 2 is shape differentiable with
where all expressions are evaluated on Γ f and the adjoint state v N satisfies (59).
Proof. Since J 2 (Ω) is differentiable with respect to u, by Lemma 4.2 we obtain the Eulerian derivative of J 2 (Ω) with respect to Ω:
where V := u · n and V = u · n + u · n . Utilizing Lemma 4.7 and Lemma 4.8, we find that
Testing system (22) with the adjoint variable (v N , q N ) and utilizing the adjoint system (59), we obtain
Applying Greens formula to equation (62) gives
Since (v N , q N ) and (u N , p N ) satisfy (59) and (22) , respectively, we have
But from (22) and (59), we have that
and hence
Utilizing (65) in (61), we find
Applying the tangential Greens formula on the second integral in (66), we obtain
Utilizing the result in (67) in (66), we find
as desired. 3 . In order to obtain the shape derivative of the cost functional under consideration, more regularity of the state (u D , p D ) is needed. Moreover, we need the following preliminary results to obtain this expression.
Shape derivative of J
hold. Upon integration by parts, this amounts to
Proposition 4.6. For V ∈ T ad , the shape functional J 3 is shape differentiable with 
Multiplying the adjoint system (72) with u D , we obtain
On the other hand, multiplying the sensitivity equation in (37) with the adjoint vector field v D , we find
From (74) and (75), we obtain
Splitting the left and right hand sides of (76) in component wise form, we arrive at
where R n := R ·n, R τ := R ·τ. Observe that the second term on the left hand side of (77) vanishes since
Substituting the boundary conditions satisfied by u D · n on Γ f into the first integral in (78), one obtains
The integral on the right hand side of (79) can be further simplified by utilizing the tangential Green's formula, such that
Let us now turn the second integral on the right hand side of (78) and observe that R = σ (u D , p D )· n. Hence, utilizing Proposition 4.1 and Remark 4.2 with ψ = v D , we can express the second integral in (78) as
Utilizing the tangential Green's formula, we can express the first addend on the right hand side of (81) as
Observe that since R · τ = 0, we have that
Applying the tangential Green's formula on the second integral in (82) gives
Combining (82) and (83) gives the desired results. 
, and (86)
are well defined functions of Γ . Note that the computation of G 2 and G 3 involve not only the computation of the respective states and adjoint equations, but also the evaluation of the mean curvature κ of Γ f . This may be evaluated as
where n ε ∈ H 1 (Γ ) is the smoothed normal vector field on the free boundary Γ f satisfying
and ε is some fixed small parameter.
Numerical algorithm and examples
The numerical solution of (7) consists in adopting an iterative procedure that decreases the value of the cost functional J i , i = 1, 2, 3 at each iteration. Let us denote by Γ k f , the free boundary at the kth iteration. Then at the (k + 1)th iterative step, the free boundary
where t ≥ 0 is a sufficiently small step size parameter and V is chosen such that it provides a decent direction for the cost J i . If such a V exists, then it should satisfy the equation
for all ϕ chosen from some appropriately chosen functional space X . If we choose X := L 2 (Γ f ), then V| Γ f = −G i n and for this choice, dJ i (Ω, V) < 0. However, this choice of V may lead to subsequent loss of regularity of Γ f hence creating oscillations of Γ f [33, 21] . In this work, we chose X := H 1 (Ω) and utilize (91) to compute V. The resulting vector field V (also known in some literature as Sobolev gradient [29] ) provides an extension of G i n over the entire domain which may as well be shown to have a regularizing effect on the boundary Γ f (c.f., [33, 21, 14] ).
To numerically implement (90), one has to find a suitable parametrization of the admissible shapes using a finite number of parameters. Here, we utilize the positioning of boundary nodes of a partition into finite elements as design parameters. 
with 
Numerical example 1.
In this example, we consider a gravity like force f=(−10x, −10y) which keeps the fluid on top of the circular domain (radius 0.4) (c.f., Figure 1 (a) ). The motion of the fluid is triggered by an initial velocity. We expect that as the fluid comes to rest, a free surface position, which is concentric with the circular domain, is attained [6] .
Homogenous Dirichlet boundary conditions are imposed on the fixed boundary Γ D and we set the value of α to 0.01. The location of the initial fluid free boundary location Γ 0 f is set as
The resulting computational domain in Figure 1 (a) is discretized by triangular elements generated by the bi-dimensional anisotropic mesh generator [13] . The Navier-Stokes equations (9) and (10) are then discretized using the Galerkin finite-element method. We use Taylor-Hood elements for the approximation velocity and pressure. This results in a set of linear algebraic equations that may be represented in matrix form as
where K is the global system matrix,ū is the global vector of unknowns (velocities and pressures), and F is a vector that includes the effects of body forces and boundary conditions. This linear system is solved by a multi-frontal Gauss LU factorization implemented in the package UMFPACK [8] . The flow field patterns in Figures 2(a) and 2(b) are obtained. In Figure 2 (b), the flow field lines for u N point out of Γ f and therefore, do not satisfy u N · n = 0 on Γ f . Moreover, the magnitude of u N is seen to be dominating that of the flow field u D (Figure 2(a) ). Hence, the vector field w ≈ −u N (Figure 2(c) ) and clearly, these two flow fields do not match, see Figure 2 (c). In Figures 3 (a-b) , we observe that both vector fields u D and u N vanish at the solution of the free surface problem (7) . Moreover, as expected, the free surface position is concentric with the circular domain and the final velocity field u = 0.
A plot of the three costs vs iteration results in graphs depicted in Figures 4(a) . The graphs in Figures 4(a) are obtained by evaluating J i , 1 = 1, 2, 3 , along the iterates of minimizing J 1 . From Figure 4 (a), we observe that as the iteration count increases, all the cost functionals decrease as expected. We also observe that after 11 iterations, cost functional J 2 goes down faster than J 1 while cost J 3 slows down. In order to investigate the convergence of the three functionals, the histories of the gradient norms of the three functionals are plotted in Figure 4 (b) . The values of the gradient norm for cost functional J 2 are scaled by a factor 10 −3 . From this figure, we observe that both J 1 and J 2 converge with the same rate with J 2 decreasing faster than J 1 after 11 iterations. The convergence of cost J 3 slows down after 9 iterations which possibly indicates that it is algebraically ill-posed. This implies that it may be insensitive with respect to geometric perturbation in this example. We shall investigate this aspect in the following sub-subsection.
5.2.2.
Optimization with J 2 and J 3 . In order to validate the findings of the previous sub-subsection as well as to check whether the computed shape gradients for J 2 and J 3 in (86) and (87), respectively, actually produce descent directions for their respective costs, Algorithm 1 is modified according to Remark 5.2. We run Algorithm 1 until max(||V|| H 1 , ||V|| C(Γ f ) ) is less than 10 −4 , 10 −6 for cost functionals J 2 and J 3 , respectively. These stopping criteria are met after 30 and 65 iterations, for cost functionals J 2 and J 3 , respectively. The final value of J 2 is found to be 2.25 × 10 −5 while that of J 3 is 4.06 × 10 −6 . The final boundaries Γ implies that the final boundaries Γ f corresponding to the minimization of each of the three cost functionals coincide (see Figure 5 ). The high number of iterations required for the minimization of J 3 suggests that it is insensitive with respect to geometric perturbations in this example. Since the number of iterations for J 2 is less than that for J 1 and J 3 , we can conclude that J 2 is more sensitive than J 1 and J 3 , which agrees with the findings from the previous sub-subsection. However, the higher convergence of J 2 is achieved at the expense of the higher computation cost involved in evaluating its shape gradient (See Remark 4.3 ).
5.3. Numerical example 2. In this example, we determine the location of the free surface at the upper boundary, for a two dimensional cavity with fixed vertical side walls and a driven floor (Figure 1 (b) ). The flow in the cavity is subjected to a body force f = (−1.2, 0) and the parameter α is set to 0.0125.
The dimensions of the cavity are chosen as Ω := (0, 1) × (0, 1). The floor Γ b := {(x, y) ∈ Ω : y = 0} of the cavity is driven by the velocity field u = (4x(x − 1), 0). On the fixed vertical walls Γ w := {(x, y) ∈ Ω : (x = 0) ∪ (x = 1)}, we impose the slip boundary condition u · n = 0, α ∂u ∂n · τ = 0, and on Γ f := {(x, y) ∈ Ω : y = 1}, boundary conditions analogous to the ones in (5) are imposed. The resulting computational domain is discretized by triangular elements generated by the bi-dimensional anisotropic mesh generator. The discretization of the continuous flow equations and the numerical solution of the resultant linear systems proceeds as explained in the previous section. The flow field patterns in Figures 6(a) and 6(b) are obtained.
In Figure 6 (a), the velocity field lines are tangential to Γ f . Evidently, the flow field satisfy u D · n = 0 on Γ f , although the normal component of the normal stress is non-zero at this boundary. On the other hand, in Figure 6 (b), the flow field lines for u N point out of Γ f and therefore, do not satisfy u N · n = 0 on Γ f . Indeed, initially these two flow fields do not match, see Figure 6 . From these figures, we observe that as the iteration count increases, both J 1 and J 2 decrease while J 3 oscillates possibly due to lack of regularity. We also observe that after 11 iterations, cost functional J 2 decreases faster than In order to investigate the convergence of the three functionals, the histories of the gradient norms of the three functionals are plotted in Figure 8 (b) . The values of the gradient norm for cost functional J 2 are scaled by a factor 10 −3 . From this figure, we observe that both J 1 and J 2 converge with the same rate with J 2 decreasing faster than J 1 after 11 iterations. The gradient norm for J 3 is found to be of order 10 −5 . This implies that it may be insensitive with respect to geometric perturbation in this example. This phenomenon is actually observed when the computations are performed with cost functional J 3 .
Conclusions
We proposed different cost functionals to reformulate free surface problems into shape optimization problems. Shape gradients of the cost functionals were derived and a steepest descent algorithm was implemented. The numerical results show the convergence of the proposed algorithm to an approximate solution of the free surface problem. It is found that the normal stress cost functional is insensitive with respect to geometric perturbations while the normal velocity converge slightly faster than the energy gap functional at the expense of computing the mean curvature of the free surface, to evaluate its shape gradient. It remains to investigate analytically the algebraic well-posedness or ill-posedness of the proposed cost functionals as well as extending the proposed optimization approaches to flows where surface tension is incorporated into the free surface model.
