We consider the topological and geometric reconstruction of a geodesic subspace of R N both from theČech and Vietoris-Rips filtrations on a finite, Hausdorff-close, Euclidean sample. Our reconstruction technique leverages the intrinsic length metric induced by the geodesics on the subspace. We consider the distortion and convexity radius as our sampling parameters for a successful reconstruction. For a geodesic subspace with finite distortion and positive convexity radius, we guarantee a correct computation of its homotopy and homology groups from the sample. For geodesic subspaces of R 2 , we also devise an algorithm to output a homotopy equivalent geometric complex that has a very small Hausdorff distance to the unknown shape of interest.
Introduction
With the advent of modern sampling technologies, such as GPS, sensors, medical imaging, etc., Euclidean point-clouds are becoming widely available for analysis. In the last decade, the problem of reconstructing an (unknown) Euclidean shape, from a (noisy) sample around it, has received a far and wide attention both in theoretical and applied literature; see [5, 15, 25, 11, 12, 9] . The nature of such a reconstruction attempt can commonly by classified as being topological or geometric. A topological reconstruction is usually attributed to inferring the significant topological features-homology and homotopy groups-of the hidden shape of interest. A much stronger paradigm is geometric reconstruction, where one is also interested in computing, from the sample, a homotopy equivalent shape that is geometrically "close" to the ground truth.
The nature of the problem and the techniques of the solution change depending on the type of the shape X and the sample S considered, as well as how their "closeness" is measured. The most natural distance measure between two abstract metric spaces is the Gromov-Hausdorff distance, it measures how much two metric spaces are "metrically close". The reconstruction of a geodesic metric space X from another metric space S, that is Gromov-Hausdorff close to X, is considered both in [19, 21] . For a Euclidean shape X and a Euclidean sample S, however, the sample density is usually quantified by their Hausdorff distance. For the Hausdorff-type reconstruction of Euclidean shapes, see [25, 12, 9, 11] . These results fall short when considering shapes beyond the class of Euclidean submanifolds and shapes that do not have a positive weak feature size (wfs).
In many applications, a point-cloud approximates a geodesic subspace (see Definition 2.1) of Euclidean space. Examples include GPS trajectory data sampled around a road-network, which can be thought of as a graph in R 2 , earthquake data sampled around an embedded graph inside the earth, or 3D scans of a simplicial complex. The spaces of interest in such applications do not always enjoy a manifold structure or have a desired positive wfs. However, the intrinsic geodesics of such shapes enjoy a rich geometric structure. The length metric d L (defined formally in Section 2) turns them into geodesic subspaces of R N . In this work, we consider both topological and geometric reconstruction of a geodesic subspace (X, d L ) of R N from a Hausdorff-dense, finite, noisy Euclidean sample (S, · ).
In shape reconstruction, the use of various simplicial complexes built on the point-clouds is becoming increasingly popular; see for example [14, 6, 3] . The most common of them are Vietoris-Rips andČech complexes. In this work, we use filtrations of both of them, and we recognize the distortion and convexity radius of X to be the most natural sampling parameters when geodesic subspaces of R N are considered; see Section 2 for their formal definitions. The distortion quantifies the maximal ratio of the length metric to the standard Euclidean metric. Our reconstruction results apply to spaces that have a finite distortion and positive convexity radius. The class of such spaces includes smooth submanifolds of R N , finite embedded graphs, higher dimensional simplicial complexes, etc.
1.1Čech and Vietoris-Rips Complex-based Reconstruction
Consider a (compact) subset X of R N and a finite Euclidean sample S around it. In the most desirable scenario, we aim to compute a geometric complex X that is homotopy equivalent to X. If such a strong reconstruction goal is elusive, we resort to computing only the homotopy and homology groups of X from S. In such a pursuit, we ask the most fundamental question: for what scale ε and under what density condition on S are theČech or Vietoris-Rips complexes of S homotopy equivalent to X? In [25] , the authors provide a very satisfying answer when X is a smooth sub-manifold. For sufficiently small scale ε > 0 and sufficiently dense sample S, the authors show that the union of Euclidean balls around the sample points has a deformation retraction onto X. As a consequence, theČech complex C ε (S) of S is homotopy equivalent to X. When X is a planar circle, the result is demonstrated in Figure 1 . The Vietoris-Rips complex also behaves similarly in the manifold case; see [3] . These results can also be extended, under some restrictions, to spaces with positive reach; see [6] . Figure 1 : On the left, a sample (shown in gray) around a planar circle (thick blue) is considered. For a small scale, the Vietoris-Rips complex, whose shadow is shown in red, correctly reflects the homotopy type of the circle. On the right, a reasonably dense sample around a planar lemniscate is considered. However, the Vietoris-Rips complex in this case fails to capture the correct 1-Betti number. We see an extra 1-cycle introduced just above the four-way intersection. The pictures were generated using the shape reconstruction library available on www.smajhi.com/shape-reconstruction.
Although much success has been made for Euclidean shapes with positive reach, the homotopy type reconstruction of spaces beyond this regime is not well-understood. As shown in Figure 1 for a (nonmanifold) space with branching, the existence of such a small scale ε is not always guaranteed for neither the Vietoris-Rips complex nor theČech complex. A very small ε may introduce anomalous features, whereas a large ε may potentially destroy a significant feature. However, we consider a persistence-based approach with filtrations of these combinatorial complexes of S, and use it to compute the homology and homotopy groups of X. The idea is to start with a scale ε so that the Vietoris-Rips complex (orČech complex) contains all the homological features of X, along with some unwanted features or "noise", as shown in Figure 1 . A bigger scale ε is then carefully conjured up so that the noise features of the former complex become trivial in the (larger) complex at this scale. Such an idea of looking at two different scales ε and ε in order to rule a homological feature significant pervades most of this work.
Related Work
Manifolds. The most well-behaved spaces are smooth Euclidean sub-manifolds. In [25] , the authors apply geometric and topological tools to reconstruct a smooth sub-manifold by the union of Euclidean balls of sufficiently small radius around a dense subset. The work uses the normal injectivity radius τ of the embedded sub-manifold as the sampling parameter.
The space X is a compact Euclidean subspace with wfs(X) = 0. The critical points of the distance function are shown in blue; they accumulate at (0, 0). However, X has a finite distortion and a positive convexity radius.
(b) The blue dots show the critical points of the distance function. The small bump on the boundary introduces an additional critical point, hence the wfs drops drastically under such a small noise. However, the convexity radius and distortion remain almost the same. Weak Feature Size. A sampling theory for general compact sets was developed in [11, 12] . The authors introduced the notion of weak feature size (wfs) for a compact subset of R N as its distance from the set of critical points of the distance function. The authors consider the wfs of the compact shape as their sampling condition. In order to compute the homology groups of the unknown shape, a persistencebased treatment ( [12] ) on filtrations of the point cloud is used. Although the results encompass spaces beyond smooth submanifolds of R N , they do not apply to a large class of compact sets that have a zero wfs or spaces whose wfs is not defined. Embedded trees, i.e., acyclic graphs are examples of spaces whose wfs is undefined, for their complements do not have any bounded component. For an example of a space with zero wfs, consider the space X in Figure 2a . The top part of the space X is the graph of a rectifiable curve γ : [0, 1] → R 2 such that, when restricted to the segment 1 n+1 , 1 n , it is a half-circle with the segment as its diameter. For this space, the set of critical points of the distance function is an infinite set with an accumulation point at (0, 0). Consequently, wfs(X) = 0. However, X has a finite distortion and a positive convexity radius. So, our approaches presented in Section 3 encompass such a case.
Among the non-pathological shapes that frequently interest topological data analysts, are embedded graphs and simplicial complexes. The wfs vanishes for most cases. In order to overcome such limitations of wfs, the authors of [9] define the parametric notion of µ-reach. However, even for simple spaces, we do not know how to choose a suitable µ to have a positive µ-reach. Among the other shortcomings of wfs, we point out the difficulty of computing it. Even for simple compact shapes, computation of wfs is non-trivial. We also note that a small Hausdorff perturbation may inflict a big fluctuation on the wfs. In Figure 2b , the small bump on the circle introduces a new critical point, hence reducing the wfs of the circle significantly.
In comparison, the reconstruction results in [11, 12, 9] compute the homology groups of a small offset X α of X, rather than of X itself. In Figure 3 , we see a compact set X, where any small thickening is not homotopy equivalent to X. In our setting, however, we reconstruct the space X itself. Figure 3 : The compact set X has a positive wfs, but X and X α do not have the same homotopy type for any α > 0. The space X is contractible whereas X α has the homotopy type of a circle.
Metric Graph Reconstruction.
In the last decade, both abstract and embedded metric graphs are considered for reconstruction; see [1, 22, 13] . In [1] , the authors consider an abstract metric graph and a sample that is close to it in Gromov-Hausdorff metric, and reconstruct the structure of the metric graph along with the metric on it. In a more recent work [22] , the authors show a statistical treatment of metric graph reconstruction. They consider an embedded metric graph and a Euclidean sample around it. The Gromov-Hausdorff proximity used in [1] is replaced by the density assumption. Their algorithm only reconstructs the connectivity of the vertices of the underlying metric graph and outputs an isomorphic pseudo-graph. And lastly, we mention Lemma 6.1 in [13] , where the first Betti number of an abstract metric graph is computed by considering the persistent cycles in the Vietoris-Rips complexes of a sample that is very close to it, with respect to the Gromov-Hausdorff distance. In Gromov-Hausdorff type reconstruction schemes, a small Gromov-Hausdorff distance between the graph and the sample guarantees a successful reconstruction. These methods are not a good choice when embedded graphs in R N are considered. For an embedded graph with the induced length metric and a Euclidean sample around it, the Gromov-Hausdorff distance is not guaranteed to be made infinitely small, even if a dense enough sample is taken. Also, none of the above mentioned works give a geometrically close embedding for the reconstruction. Whereas our technique, presented in Section 4, can successfully be used to reconstruct embedded graphs from such Hausdorff-type noise.
Our Contribution
One of the main contributions of this work is to be able to successfully reconstruct geodesic subspaces of R N , both topologically and geometrically. In our pursuit, we recognize distortion and convexity radius as new sampling parameters. These sampling parameters are very natural properties of geodesic spaces, and they are not very difficult to estimate. Unlike wfs, distortion is less susceptible to big changes when a small noise is administered. In Section 2, along with the other important notions of metric geometry and algebraic topology that we use throughout this paper, we define convexity radius and distortion of a geodesic space.
In Section 3, our main topological reconstruction results for a geodesic subspace X of R N are presented. If the distortion is finite and the convexity radius is positive, the persistent homology of both theČech and Vietoris-Rips filtration of the sample are shown to successfully compute the homology and homotopy groups of X (Theorem 3.11 and Theorem 3.6). Theorem 3.6 (Reconstruction via Rips Filtration). Let X be a geodesic subset of R N with a positive convexity radius ρ and finite distortion δ. Let S be a finite subset of R N , and let ε be a positive number such that
.
Then, for any non-negative integer k, the homology group H k (X) is isomorphic to the image of the homomorphism induced by the simplicial inclusion Then, for any non-negative integer k, the homology group H k (X) is isomorphic to the image of the homomorphism induced by the simplicial inclusion
In Section 4, we consider geometric reconstruction of geodesic subspaces. We construct a complex on the sample as our geometric reconstruction of the space of interst. In Theorem 4.3, we establish the isomorphism of their fundamental groups. As an interesting application of our reconstruction technique, we consider the geometric reconstruction of embedded graphs (Definition 4.4) of R 2 in Subsection 4.2. In Theorem 4.7, we compute a homotopy equivalent geometric complex in the same ambient space that is also Hausdorff-close to X. Since the sample S can be taken to be finite, our result gives rise to an efficient algorithm (Algorithm 1) for the geometric reconstruction of planar embedded graphs. 
Notations and Background
In this section, we provide some useful notations and classical results from metric geometry and algebraic topology. We give a brief overview here; for more detailed and complete treatment, we refer the readers to standard textbooks such as [7, 16, 20, 23, 26 ].
Geodesic Subspaces, Distortion, Convexity Radius
We first present some of the very important definitions from metric geometry that are used throughout this paper; see [7, 16] for more details.
Geodesic Subspaces (of R N ). For a subset X ⊆ R N , we call the restriction of the standard Euclidean metric · to X the induced metric on X. For any two points x, y ∈ X, we define the length metric, sometimes called the geodesic metric, on X by
where the infimum is taken over all (continuous) paths γ : I → X from x to y, and L(γ) denotes the Euclidean length of a path γ. Note that for a continuous path γ :
where the supremum is taken over all partitions
Definition 2.1 (Geodesic Subspace). We call X ⊆ R N a geodesic subspace if between any pair of points x, y ∈ X there always exists a rectifiable path on X whose length is d L (x, y).
For a compact subset X of R N with a finite distortion, that we define now, is in fact a geodesic subspace.
Figure 4:
The union X of the falling segments in the figure is known as the infinite broom. The topology of (X, · ) is strictly finer than the length metric topology of (X, d L ). In the latter topology, it is locally path-connected, however it is not in the former.
Distortion. The concept of distortion was first introduced by M. Gromov in the context of knots on Riemannian manifolds in [17, 18, 16] . Since then, various questions regarding bounds on distortion, both lower and upper, of embedded spaces interest researchers in the field of geometry and topology. We follow the book ( [16] ) by Gromov to define distortion here. For an X ⊆ R N , let us consider the identity map f : (X, · ) → (X, d L ). The distortion of X is defined by the best Lipschitz constant of f. More formally, we have the following definition.
The "niceness" of an embedding is usually quantified by its distortion. Not all embedding are nice. In general, the distortion is bounded below by 1 and above by +∞, and both the bounds can be achieved. If X is a straight line segment, one can see that δ = 1. On the other extreme, if X is a planar cusp, i.e., the union of points (x, y) ∈ R 2 such that x 2 = y 3 , we have δ = +∞. For more on distortion, see [16, 27] . Remarks 2.3 (Equivalence of Topologies). We actually reconstruct the length metric space (X, d L ) in Section 3 and Section 4. Under the finite distortion condition, however, we note that this topology is equivalent to the induced metric topology (X, · ). The equivalence of the two topologies is a direct consequence of the following inequalities:
where x, y ∈ X.
We also note that the equivalence of the topologies does not generally hold if the distortion of X is not finite. For an example, let X ⊂ R 2 to be the union of planar line segments (0, 0), cos π 2i , sin π 2i i∈N , as shown in Figure 4 . Such a space is also known as infinite broom. We see that the distortion of the space is infinite by considering the sequence a i = cos π 2i , sin π 2i of points on the open end of the spokes of the broom:
The Euclidean metric topology, in this case, is strictly finer than the length metric topology, as (X, d L ) is locally path-connected, but (X, · ) is not.
Convexity Radius.
In our reconstruction technique, convexity radius of the underlying geodesic subspace plays an important role. We start with its formal definition from [7] . Although the concept is defined for general length spaces, here we restrict ourselves to only geodesic subspaces.
Definition 2.4 (Convexity Radius). We define the convexity radius, denoted ρ, of a geodesic subspace X ⊆ R N to be the supremum of all r > 0 with the following two properties: for any x ∈ X and y, y ∈ B L (x, r), (i) there exists a unique length-minimizing geodesic path joining y and y , and this path lies entirely inside B L (x, r).
(ii) this unique geodesic is continuous with respect to its endpoints.
Here, B L (x, r) denotes the ball of radius r around x ∈ X in the d L metric. It follows from the definition that convexity radius of a sphere of radius R is R 4 . Also, The convexity radius of an embedded graph is b 4 , where b is the length of it's smallest simple cycle. It is well-known that the convexity radius of a compact Riemannian manifold is positive. The convexity radius of a geodesic space is an intrinsic property. In [10] , the authors also used convexity radius in the context of reconstruction of maps. The definition of convexity radius immediately implies the following fact, which we use later for our reconstruction results. Lemma 2.5. Let X ⊆ R N be a geodesic subspace with a positive convexity radius ρ, and A be an ε-dense cover of X (in the d L metric), where 0 < ε < ρ. Then, C L ε (A) is homotopy equivalent to X.
Proof. Since ε < ρ, the definition of ρ implies that an ε-radius metric ball is contractible, also so is any finite intersection of ε-balls. Because, we can define a homotopy along the unique length-minimizing path joining any point of the ball to its center. Now, the density assumption implies that the collection of ε-balls around A is a cover of (X, d L ). Hence, it is a good cover. By the Nerve Lemma (Lemma 2.6), we conclude that C L ε (A) is homotopy equivalent to X.
Simplicial Complexes, Nerve Lemma
We finally conclude this section by outlining a few important notions from algebraic topology. Readers are referred to [20, 23, 26] for more details.
Abstract Simplicial Complex. The combinatorial analogue of a topological space, often used in algebraic and combinatorial topology, is an abstract simplicial complex. An abstract simplicial complex K consists of a non-empty set V(K) and a non-empty collection F (K) of its finite non-empty subsets such that (i) each singleton subset of V(K) belongs to F (K), and (ii) if σ is an element of F (K), then so are all its non-empty subsets.
The set V(K) contains the vertices of K and F (K) contains the simplices of K. If a simplex σ ∈ F (K) has cardinality (q + 1), it is called a q-simplex (or the dimension of σ is q or dim(σ) = q). If σ ⊆ σ, then σ is called a face of σ.
Simplicial Maps and Contiguity. Let K 1 and K 2 be abstract simplicial complexes. A map φ from V(K 1 ) to V(K 2 ), also called a vertex map, is said to induce a simplicial map φ :
. A simplicial map between abstract simplicial complexes is the combinatorial analogue of a continuous map between topological spaces, likewise contiguous simplicial maps play the role of homotopic maps in the combinatorial world. Two simplicial maps φ 1 , φ 2 :
Geometric Complex. Although, abstract simplicial complexes have enough combinatorial structure to define simplicial homology and homotopy, they are not topological spaces. For an abstract simplicial complex K, one can define its underlying topological space or geometric complex, denoted K , to be the union of the formal convex-hulls of its simplices. As a set, K is the space of all functions α : V(K) → [0, 1], also called barycentric coordinates, satisfying the following two properties:
The details on the topologies on K and their relations can be found in [23, 26] . In this work, we use the standard metric topology on |K|. Naturally, a simplicial map φ :
As one expects, the contiguous simplicial maps induce homotopic continuous maps between their respective underlying topological spaces; see [26] for a proof.
Nerve Lemma. Most of the proofs in this work dependent on the Nerve Lemma or a modification thereof, therefore it is important to discuss the concept here. An open cover U = {U i } i∈Λ of a topological space X is called a good cover if all finite intersections of its elements are contractible. The nerve of U , denoted N (U ), is defined to be the simplicial complex having Λ as its vertex set, and for each nonempty k-way intersection U i 1 ∩ U i 2 ∩ . . . ∩ U i k , the subset {i 1 , i 2 , . . . , i k } is a simplex of N (U ). Under the right assumptions, the nerve preserves the homotopy type of the union X, as stated by the following fundamental result. [20] ). Specifically,
where v i denote the vertex of N (U ) corresponding to the cover element U i . By definition, each ϕ i : X −→ [0, 1] is a continuous function satisfying the following two requirements: (i) supp(ϕ i ) ⊆ U i , for all i ∈ Λ, and (ii) i∈Λ ϕ i (x) = 1, for all x ∈ X.
Č ech and Vietoris Rips Complexes. Consider a subspace A of a metric space (M, d) and a positive scale α.
The nerve of the collection of open α-balls around the points of A is known as theČech Complex of A at a scale α. For X ⊆ R N under the standard Euclidean metric, we denote it simply by C α (X). In the case when A ⊆ X under the length metric (X, d L ), we denote theČech complex by C L α (A). The Vietoris-Rips Complex is an abstract simplicial complex having a k-simplex for every set of (k+1) points in A of diameter less than α. It is clear from the definition that explicit knowledge about the entire metric space (M, d) is not needed to compute the complex. Unlike theČech complex, the Vietoris-Rips complex is completely determined by the restriction of the metric to the subset A. For X ⊆ R N under the standard Euclidean metric, we denote it simply by R α (X). In the case when A ⊆ X under the length metric (X, d L ), we denote theČech complex by R L α (A).
Topological Reconstruction
In this section, we consider the problem of topological reconstruction of a geodesic subspace X of R N from a noisy sample S. From now on, unless otherwise stated, we assume that the underlying shape X has a positive convexity radius and a finite distortion, also the sample S is a finite subset of R N . We show that bothČech and Vietoris-Rips filtrations of S can be used to compute the homology and homotopy groups of X. Before we treat each type of complex separately, we show how theČech and Vietoris-Rips complexes behave under Hausdorff perturbation. Let σ = {a 0 , a 1 , . . . , a k } be a k-simplex of C α (A). By definition, there exists a z ∈ R N such that a i − z < α for all i ∈ {0, 1, . . . , k}. From the triangle inequality we then have, ξ(a i ) − z ≤ ξ(a i ) − a i + a i − z < ε + α. So, {ξ(a 0 ), · · · , ξ(a k )} is a simplex of C α+ε (B). Hence, ξ extends to a simplicial map between theČech complexes. To argue for the uniqueness of the simplicial map, let us assume that η is another simplicial map with the property that for every vertex a ∈ A, we have a − η(a) < ε. Again from the triangle inequality, we have η(a i ) − z < ε + α. So, ξ(σ) ∪ η(σ) is a simplex of C α+ε (B). Hence, ξ and η are contiguous.
For the Vietoris-Rips complex part, we follow a similar argument. Let σ = {a 0 , a 1 , . . . , a k } be a ksimplex of R α (A). By definition, the diameter of σ is less than α. From the triangle inequality, we have ξ(a i ) − ξ(a j ) ≤ ξ(a i ) − a i + a i − a j + ξ(a j ) − a j < 2ε + α. So, {ξ(a 0 ), · · · , ξ(a k )} is a simplex of R α+2ε (A). Hence, ξ extends to a simplicial map also between Vietoris-Rips complexes.
As an immediate corollary, we have the following analogous result for the intrinsic complexes. 
Homology Groups via Vietoris-Rips Filtration
We use the following fundamental result from [19] to compute the homology groups of X from a filtration of Vietoris-Rips complexes on a finite sample. Theorem 3.3 (Homotopy Equivalence). Let X be a geodesic subspace with a positive convexity radius ρ. For 0 < ε < ρ, then there exists a homotopy equivalence T : R L ε (X) −→ X.
Note that R L ε (X) is usually an infinite Vietoris-Rips complex on the entire space X. As a quick corollary of this result, we conclude the following: Proof. Note the following commutative diagram:
The maps T and T are homotopy equivalences from Theorem 3.3, and T is the restriction of T . Hence, i induces isomorphism on the homology and homotopy groups.
The (hidden) space X is equipped with both the Euclidean metric · and the geodesic metric d L ; whereas, the sample S only has the Euclidean metric, as geodesics do not exist in a discrete set. In order to achieve our result, we use certain simplicial maps to compare R L * (X), R * (X), and R * (S).
Lemma 3.5 (Euclidean and Intrinsic Rips Complexes)
. Let X a geodesic subspace of R N with a finite distortion δ. Then for A ⊆ X and any positive number α, we have the following simplicial inclusions Then, for any non-negative integer k, the homology group H k (X) is isomorphic to the image of the homomorphism induced by the simplicial inclusion
Proof. We derive the following chain of simplicial maps:
The first map φ 1 is the composition of the simplicial inclusion R L ε 2 (X) − −− → R ε 2 (X) from Lemma 3.5 and the simplicial map R ε 2 (X) −−−→ R ε (S) from Lemma 3.1, due to the assumption d H (S, X) < ε 4 . Similarly, starting with R ε (S) and composing maps from Lemma 3.1 and Lemma 3.5, respectively, we get the second simplicial map φ 2 . The other two maps φ 3 and φ 4 are obtained repeating the exact same argument for a different scale.
From the choice of the simplicial map in Lemma 3.1, we first note that the composition φ 3 • φ 2 is contiguous to the inclusion:
. Therefore, they induce homotopic maps on the respective underlying topological spaces. Consequently, we have (φ 3 • φ 2 ) * = j * . We first argue that φ 2 * is surjective and φ 3 * is injective.
By the choice of the simplicial maps in Lemma 3.5 and Lemma 3.1, we observe that φ 2 • φ 1 is contiguous to the inclusion
By Corollary 3.4, the inclusion induces isomorphism on homology, hence so does
which induces an isomorphism on homologies. Therefore, φ 3 * induces an injective homomorphism.
Since we have j * = φ 3 * • φ 2 * and φ 2 * is surjective, the image of j * is the image of φ 3 * . On the other hand, we know that Im(φ 3 * ) is isomorphic to R L 3ε 2 δ (X)/Ker(φ 3 * ). As we have already shown φ 3 * is injective, its kernel is trivial. Therefore, the image of j * is isomorphic to R L 3ε 2 δ (X). Since 3ε 2 δ < ρ, Theorem 3.3 implies that R L 3ε 2 δ (X) is, in fact, homotopy equivalent to X. This completes the proof. The Rips reconstruction result works also for an infinite sample S. In applications, however, we are computationally constrained to use only finite samples.
Homology Groups viaČech Filtration
The reconstruction of homology groups via the Vietoris-Rips filtration, in the last subsection, was due to the homotopy equivalence theorem by Hausmann (Theorem 3.3 ). In this subsection, we useČech filtration to obtain similar reconstruction results. The Nerve Lemma (Lemma 2.6) is resorted to as thě Cech alternative to the Hausmann's theorem. Like the Vietoris-Rips case, we still use different simplicial maps to compare C L * (X), C * (X), and C * (S). Unfortunately due to the technical assumption on the locally-finiteness of the open cover in the Nerve Lemma, the (infinite)Čech complex C L * (X) is no longer guaranteed to be homotopy equivalent to X. In order to elude such a technical difficulty in theČech case, a different technique of proof is adapted. The approach involves a (controlled) variant of the partition of unity; see Lemma 3.9.
Lemma 3.7 (Euclidean and IntrinsicČech Complexes)
. Let X a geodesic subspace of R N with a finite distortion δ. Then for A ⊆ X and any positive number α, we have the following simplicial inclusions
Proof. The fact that x − y ≤ d L (x, y) implies the first inclusion. On the other hand, for any x, y ∈ X we have d L (x, y) ≤ δ x − y . Let σ = {x 0 , ..., x k } be a simplex of C α (A). Then x i − x j < 2α, consequently d L (x i , x j ) < 2δα for all 1 ≤ i, j ≤ k. This implies
where B L (x i , r) denotes the r-ball centered at x in the metric (X, d L ). Therefore σ ∈ C L 2δα (A), and this verifies the second inclusion.
We begin with a lemma that is analogue to Corollary 3.4 in theČech regime; the result will find its use in the proof of Theorem 3.11. Proof. We note the following diagram:
where the map h = ϕ i u i is obtained from an arbitrary partition of unity {ϕ i } subordinate to U . By the Nerve Lemma (Lemma 2.6), h is a homotopy equivalence. Since U i ⊆ U i , the partition of unity is also subordinate to U . We can then choose the homotopy equivalence h to be h. Therefore, the diagram commutes. Since the maps h and h are homotopy equivalences, we conclude that i induces an isomorphism on homology and homotopy groups.
We now prove the following extension of the partition of unity. 
Proof. First note that X is normal, as it is a paracompact, Hausdorff space (see [24] ). Since X is normal and V i ⊆ U i for each i, there exists open subset W i such that V i ⊆ W i and W i ⊆ U i . Note that {W i } is also a locally finite cover of X. Now, (X − W i ) and V i are closed, disjoint subsets of X. Using Urysohn's Lemma (see [24] ), for each i, we choose a continuous function ψ i : X → [0, 1] such that
Because the collection {W i } is a locally finite cover of X, the formal sum Ψ = i ψ i is well-defined, and also Ψ is nowhere zero. We can then normalize to get our desired partition of unity.
We now use the controlled partition of unity to prove the following important lemma. 
Then, the following diagram commutes, up to homotopy:
where h X , h Y are homotopy equivalences from the Nerve Lemma (Lemma 2.6).
Proof. We make use of the controlled partition of unity lemma to prove our result. Let us choose a partition of unity {φ i } subordinate to {V i }. Without loss of generality, one can choose h Y so that for each
is an open cover of X with f −1 (V i ) ⊆ U i for each i, by Lemma 3.9 we can choose a partition of unity {ψ i } subordinate to {U i } such that for each i
where u i is the vertex of N (U ) corresponding to U i .
To see that the diagram commutes, up to homotopy, it suffices to show that (j • h Y • f) is homotopic to h X . We start with a point x 0 ∈ X
On the other hand, h X (x 0 ) = i ψ i (x 0 )u i . Now if φ i (f(x 0 )) is non-zero for some i, then f(x 0 ) ∈ V i , and consequently x 0 ∈ f −1 (V i ) ⊆ U i . From our choice of the support of ψ i , ψ i (x 0 ) has to be non-zero. This shows that both (j • h Y • f)(x 0 ) and h X (x 0 ) lie in an (open) simplex of N (V). Using the convexity of simplices, the we can devise the following (straight-line) homotopy
Now we are in a position to prove our main reconstruction result of this subsection. Theorem 3.11 (Reconstruction viaČech Filtration). Let X be a geodesic subset of R N with a positive convexity radius ρ and finite distortion δ. Let S be a finite subset of R N , and let ε be a positive number such that d H (X, S) < ε < ρ 2δ(4δ + 1) .
Then, for any non-negative integer k, the homology group H k (X) is isomorphic to the image of the homomorphism induced by the simplicial inclusion
Proof. We first note, from the assumption d H (X, S) < ε, that there is a (possibly non-continuous) map ξ : S → X such that for each s ∈ X, s − ξ(s) < ε.
Let X = ξ(S). If S is locally-finite, so is X . Also, d H (S, X ) < ε, and d L (X, X ) < 2ε by the triangle inequality.
We now derive the following chain of simplicial maps:
The first map φ 1 is the composition of the simplicial map C ε (S) − −− → C 2ε (X ) from Lemma 3.1 (due to d H (S, X ) < ε) and the simplicial inclusion C 2ε (X ) − −− → C L 4δε (X ) from Lemma 3.7. Similarly, starting with C L 4δε (X ) and composing maps from Lemma 3.7 and Lemma 3.1, respectively, we get the second simplicial map φ 2 . The other map φ 3 is also obtained repeating the exact same argument for a different scale.
We first observe that the choice of simplicial maps in Lemma 3.7 and Lemma 3.1 makes (φ 2 • φ 1 ) contiguous to the given natural inclusion j of C ε (S) into C 2δ(4δ+1)ε (S). We now consider the following diagram:
to show the diagram commutes, up to homotopy. We first explain the horizontal maps in the bottom row of (3). Since d H (X, S) < ε, we get the first inclusion X ⊆ S ε . The three vertical maps are homotopy equivalences that come from the Nerve Lemma (Lemma 2.6) for various good open covers. The first vertical map h 1 is obtained for the open cover U 1 = {B(x, ε)} x∈S of S ε by Euclidean balls. The other two vertical maps, h 2 and h 3 , are corresponding to the (intrinsic) covers U 2 and U 3 of (X, d L ) by the intrinsic balls of radii 2δε and 4δ(2δ + 1)ε respectively. The assumption 4δ(2δ + 1)ε < ρ implies that they are indeed good (intrinsic) cover of X. Therefore, by Lemma 2.5 we get the homotopy equivalences h 2 and h 3 . Now, we apply Lemma 3.10 to each of the rectangles in (3) to show that our diagram commutes. The commutativity would then imply that φ 1 induces a surjective homomorphism and φ 2 induces an injective homomorphism between the homology (homotopy) groups, implying Im(φ 2 * • φ 1 * ) = Im(φ 2 * ) = H k (X) on the k-th homology group. Also, we note that φ 2 • φ 1 is homotopic to the given simplicial inclusion j.
To see that the first rectangle commutes, we consider the covers U 1 and U 2 of S ε and (X, d L ). Note that for any x ∈ S, the choice of ξ(x) implies that i −1 (B(x, ε) 4δε) . A similar argument also applies to other rectangle. Therefore by Lemma 3.10, the diagram (3) commutes.
Remarks 3.12. We remark that Theorem 3.6 and Theorem 3.11 of this section can be formulated in terms of any natural functor F : Top −→ Grp.
In particular, the results extend immediately to homology groups H * ( · ; G) with coefficients in any abelian group G, or homotopy groups π * ( · ).
Geometric Reconstruction
In Section 3, we used filtrations of both theČech and the Vietoris-Rips complexes to compute the homology and homotopy groups of our hidden geodesic subspace X from a noisy sample S around it. The results fail, however, to produce a topological space that faithfully carries the topology of X. In this section, we consider the problem of geometric reconstruction of geodesic subspaces. In Subsection 4.1, we introduce a new metric d ε on S. We then show in Theorem 4.3 that the Vietoris-Rips complex of (S, d ε ) and X have isomorphic fundamental groups. Finally in Subsection 4.2, we further use this complex for the geometric reconstruction of embedded graphs.
Recovery of the Fundamental Group
For any fix ε > 0, we first consider the Euclidean Vietoris-Rips complex R ε (S) on the sample S. However dense the sample S be, R ε (S) is not guaranteed to be homotopy equivalent to X in general; as shown in Figure 6 . This is not surprising, because the Euclidean metric on S, used to compute the complex, can be very different from the length metric d L on X. Our goal is to approximate d L by the shortest path metric, denoted d ε , on the one-skeleton of R ε (S). Let us denote the one-skeleton of R ε (S) by G ε . Since R ε (S) is an abstract simplicial complex, G ε inherits the structure of an abstract graph. However, we turn its geometric complex G ε into a metric graph (possibly not embedded in R N ) by defining the metric d ε on it in the following way: the metric, when restricted to an edge (s, t), is isometric to an real interval of length s − t . We show in Lemma 4.1 that d ε nicely approximates the metric d L , which the Euclidean sample is oblivious to. For any positive scale α, we denote the Vietoris-Rips complex of S in the d L metric by R ε α (S). It is worth pointing out that the metric d ε can be computed in O(k 3 )-time from a sample (S, · ) of size k. In the following lemma, we compare the metric d ε with the standard Euclidean metric · and the length metric d L .
Lemma 4.1 (Minimal Covering of Paths)
. Let X be a geodesic subspace of R N . Let S ⊆ R N and ε > 0 such that d H (X, S) < ε 3 . For any path γ joining any two points x, y ∈ X, we can find a sequence
Moreover, a 0 and a k can be chosen to be any points with x − a 0 < ε 3 and y − a K < ε 3 .
Proof. Since d H (X, S) < ε 3 , there exists a 0 ∈ S such that x − a 0 < ε 3 . We now iteratively define the sequence {a i } ⊆ S, along with a sequence {t i } k 0 ⊂ [0, 1] that defines a partition of [0, 1]. We set t 0 = 0. Assuming both a i and t i is defined, we define t i+1 ∈ [0, 1] in the following way: if
(a i ) = ∅, set t i+1 = 1. Since d H (S, X) < ε 3 , we set a i+1 ∈ S be a point in S such that γ(t i+1 ) − a i+1 < ε 3 . The procedure forces t i+1 to be strictly smaller than t i , hence {t i } defines a partition of [0, 1]. Therefore,
We also note that
As a result, we get the following useful simplicial maps. (ii) there exists a simplicial map ξ : R L α (X) −−−→ R ε 3α (S) induced by the vertex map ξ that sends a vertex x ∈ X to s ∈ S such that x − s < ε 3 . Proof. (i) follows immediately from the definition of the metric d ε .
(ii) As observed before in Lemma 3.1, the assumption d H (X, S) < ε 3 ensures that there is a vertex map ξ : X → S such that for each x ∈ X we have x − ξ(x) < ε 3 . We show that the map extends to a simplicial map. Let σ = {x 0 , x 1 , · · · , x k } be a k-simplex of R L α (X). Then, d L (x i , x j ) < α ∀i, j. Now by Lemma 4.1, there exists a path joining ξ(x i ) and ξ(x j ) in G ε , moreover d ε (ξ(x i ), ξ(x j )) < 3α. So, ξ(σ) is a simplex of R ε 3α (S). Hence, the vertex map extends to a simplicial map.
We now show that the fundamental group of the Vietoris-Rips complex on S under the metric d ε is isomorphic to that of X. For this theorem, we assume that the geodesic space X is connected. Also, we tolerate the sloppiness from ignoring the basepoint. 
Also, Lemma 3.5 gives us the following simplicial inclusion:
Composing the maps from (4) and (5), we get the simplicial map φ 1 :
From Lemma 4.2 we get the following simplicial map:
Also from Lemma 4.2, we get the following simplicial inclusion:
Following the same argument, we get another simplicial map
Combining (6), (7) , and (8), we have the following chain of simplicial maps:
We argue that φ 2 induces the desired isomorphism on the fundamental groups. Since ε < ρ δ(15δ+2) , we have already seen in Theorem 3.6 that the simplicial map φ 4 • φ 3 • φ 2 induces an isomorphism on all homotopy groups. Therefore, φ 2 induces an injective homomorphism on the homotopy groups, particularly the fundamental group of X.
We now show that the induced homomorphism is also surjective on the fundamental groups by showing that φ 2 • φ 1 induces a surjection. As observed Theorem 3.6, it suffices to show the surjection for the the natural inclusion of R ε (S) − −− → R ε 5δε (S), because it is contiguous to φ 2 • φ 1 . We start with a loop η in R ε 5δε . We can assume that η is made up of 1-simplices of R ε 5δε . Let us consider a 1-simplex σ = {a, b} on η, then we have d ε (a, b) < 5δε. By the definition of d ε , there must be a sequence of points a = x 0 , x 1 , · · · , x k = b such that for each i, the segment [x i , x i+1 ] is a 1-simplex of R ε (S). Moreover, we observe for later that the diameter of the whole set {x 0 , · · · , x k } in the d ε metric is less than 5εδ. a = x 0 Figure 5 : The red 1-simplex [a, b] of R ε 5δε (S) is shown to be pushed off to a path a = x 0 , x 1 , · · · , x k = b in R ε . All the nodes form a simplex (shown in green) in R ε 5δε (S).
Now, we define a loop η in R ε (S) by replacing each constituent edge [a, b] of η by the path joining the points in the sequence a = x 0 , x 1 , · · · , x k = b consecutively, as shown in Figure 5 . We note that η is indeed a loop in R ε (S). We now show that (φ 2 • φ 1 )(η ) is homotopic to the loop η in R ε 5δε (S). As observed before, {a = x 0 , · · · , x k = b} is a simplex of R ε 5δε (S). We can then use a (piece-wise) straight line homotopy that maps each edge [a, b] of η to the segment [a = x 0 , x 1 ] ∪ · · · ∪ [x k−1 , x k = b] of η . Hence, [η ] is, in fact, a preimage of [η]. This shows, in turn, that φ 2 induces a surjective homomorphism on the fundamental groups. This completes the proof.
Reconstruction of Embedded Graphs
We finally turn our attention to the geometric reconstruction of embedded graphs. We start with the formal definition of an embedded graph. Definition 4.4 (Embedded Metric Graph). An embedded metric graph G is a subset of R N that is homeomorphic to a 1-dimensional simplicial complex, where the length metric d L is the shortest path distance on G.
We simply call them embedded graphs. We also note that if G has finitely many vertices and b is the length of its shortest simple cycle, then the convexity radius ρ is b 4 . In this paper, we always assume that G is a planar graph, i.e., N = 2 and it has finitely many vertices. We consider the shadow of the Vietoris-Rips complex R ε • (S) considered in Subsection 4.1.
Definition 4.5 (Shadow of a Complex). Let A be a subset of R N , and let K be a simplicial complex whose vertex set is A. For each simplex σ = {x 1 , x 2 , . . . , x k } ∈ K, we define its shadow, denoted Sh(σ), as the convex-hull of the Euclidean point set {x 1 , x 2 , . . . , x k }. The shadow of K, denoted by Sh(K), is the union of the shadows of all its simplices, i.e., Sh(K) := σ∈K Sh(σ).
We, therefore, have the following natural projection map p : K → Sh(K). In general, Sh(K) may not have the same homotopy type as |K|. However, as proved in [8] , the fundamental group of the Vietoris-Rips complex of a planar point set is isomorphic to the fundamental group of its shadow. In [2] , the authors further the understanding of shadows of Euclidean Rips complexes. In the case of planar graphs and K = R ε • (S), we prove a similar result now. Figure 6 : We implement Algorithm 1 on a Lissajous G with β 1 (G) = 8. On the left, the Vietoris-Rips complex (red) at a scale ε = 65px on a dense sample of size 150 fails to capture the homotopy type, as its β 1 = 9. On the right, the shadow G (green) is shown to correctly reconstruct G. The pictures were generated using the shape reconstruction library available on www.smajhi.com/shape-reconstruction. Proof. From Theorem 4.3, we have the following chain of simplicial maps:
We have shown that φ 2 induces an isomorphism on π 1 . As we have also noted that (φ 4 •φ 3 •φ 2 ) induces an isomorphism on all homotopy groups. So, we conclude first that φ 3 induces an injective homomorphism on π 1 . Now, we consider the following commutative diagram:
Sh(R ε 5δε (S)) Sh(R 5δε (S)) i φ 3 j 2 p p (11) where i is contiguous to the composition (φ 2 • φ 1 ), and p, p are the natural (shadow) projections. We show that the induced map p * is an isomorphism on the fundamental groups. From the commutativity of the diagram (11), we note that p * is an injection on π 1 , since φ 3 * is injective and p * is also injective on π 1 by [8] . For surjectivity, we follow the same lifting argument presented in [8] .
As a consequence of Lemma 4.6, we finally present our main geometric reconstruction result. Proof. As noted before, the convexity radius of G is b 4 . Therefore by Lemma 4.6, the shadow G and G have isomorphic fundamental groups. Since the higher homotopy groups are trivial, we conclude that they are homotopy equivalent.
For the Hausdorff distance, we note that σ ⊆ Sh(σ) for any σ ⊆ S. So, d H (σ, Sh(σ)) ≤ diam(σ). As a consequence, d H ( G, S) ≤ 5δε. By the triangle inequality, we then conclude the result.
Based on Theorem 4.7, we devise the following algorithm for the geometric reconstruction of (planar) embedded graphs. For a demonstration, see Figure 6 . 
Discussion
In this work, we successfully reconstruct the topology of general geodesic spaces. We also reconstruct the geometry of an embedded graph. Currently, the output of such geometric reconstruction is a thick region around the hidden graph; see Figure 6 . One can consider a post-processing step to prune the output shadow G in order to output an embedded graph that is isomorphic to the hidden graph G. A natural extension of our work is to consider the geometric reconstruction of higher-dimensional simplicial complexes. Unlike the graphs, such a space may have non-trivial homotopy groups. We have seen that the output of Algorithm 1 computes the fundamental group correctly. However, it is not clear whether the higher homotopy groups of the output are also isomorphic to the respective homotopy groups of the underlying space.
