We develop new theoretical tools for proving lower-bounds on the (amortized) complexity of certain functions in models of parallel computation. We apply the tools to construct a class of functions with high amortized memory complexity in the parallel Random Oracle Model (pROM); a variant of the standard ROM allowing for batches of simultaneous queries. In particular we obtain a new, more robust, type of Memory-Hard Functions (MHF); a security primitive which has recently been gaining acceptance in practice as an effective means of countering brute-force attacks on security relevant functions. Along the way we also demonstrate an important shortcoming of previous definitions of MHFs and give a new definition addressing the problem.
INTRODUCTION
Since being introduced by Hewitt and Paterson [HP70] and Cook [Coo73] the standard (black) pebbling game and its derivatives has proven to be extremely useful abstractions in computer science. For example the black pebbling game underlies the proof of Hopcraft, Paul and Valiant [HPV77] showing that a multitape TM with deterministic time t(n) can be simulated on a (standard) TM in deterministic space t(n)/log(t(n)). In the context of code optimization, the game was used by Sethi [Set75] to show that determining if a given program can be executed using k registers is NP-complete.
Put simply, the standard pebbling game over a directed acyclic graph (DAG) can be thought of as a game in which pebbles are placed on and removed from the nodes of a given DAG G in a sequence of steps according to the following simple rules. A node may contain at most one pebble at a time and the ultimate goal is to having placed a pebble, at least once, on each node from a set of target nodes (for example all sink nodes of G 1 ).
1. A pebble can be placed on a node only if all of it's parents already contain a pebble at the end of the previous step. In particular a pebble may always be placed on nodes with indegree 0. 2. A pebble can be removed from G at any time.
A given execution of the game (called a pebbling of G) is assigned a cost and so the complexity of G is the minimal cost of any legal and complete pebbling of G. A common cost measure is the S-cost where S is the maximum number of simultaneous pebbles on G during any step of the pebbling. Alternatively the ST-cost is the product of the maximum number of simultaneously used pebbles and the number of steps needed to complete the pebbling. More generally, one can consider the trade-off between the values S and T say by describing the minimal value of T as a function of S.
With this in mind, the pebbling paradigm can now be described in terms of three steps.
1. Initially a "real world" computational model M is fixed 2 and the associated cost of a given computation in M is defined. 2. Next an idealized computational model is formalized by specifying the rules governing a pebbling game over DAGs and an associated cost is fixed. In particular this gives rise to a precise notion of the complexity of a DAG.
3. Finally, for a function fG, related to some DAG G, 4 a reduction is given showing that fG can computed at no less cost in M than (some function of) the complexity of G.
The power of this approach is that, analysing the computational complexity of such functions in M is reduced to the (presumably significantly easier) task of analysing the pebbling complexity of DAGs.
Memory-Hardness..
A memory-hard function (ensemble) (MHF) is a ensemble F = {fn : n ∈ N} of families of hard to compute functions fn = {gn,i} equipped with a hardness parameter n. The precise notion of computational hardness is motivated by exploiting the realworld asymmetry between the large (monetary) cost of working memory for circuits and the (comparatively) low cost for general purpose computers. More formally this asymmetry can be viewed as the difference between measuring Turing machine efficiency in terms of runtime (assuming polynomially bounded memory usage) while VLSI efficiency is commonly measured in terms of ATcomplexity [Tho79] ; i.e. the product of runtime and area of the circuit. The concept was first introduced by Percival [Per09] with the application of password hashing in mind. In order to mitigate the cost of an attacker breaking into a login server and stealing the credential files, Percival suggests instead of storing a user's password p, an MHF can be used by a login server to store (n, i, z) where i is a fresh random index and z := gn,i(p). That way, when an adversary learns (n, i, z), the cost of brute-forcing gn,i to recover p from z could be scaled according to n as chosen by the login server.
5
Starting from the observation that, in practice, while login servers are usually implemented using general purpose computers, the most effective computational environments used to mount brute-force attacks (FPGAs, ASICs [Fou98] and GPUs [Gos12] ) are highly parallel circuits, Percival proposes the following notion of hardness for an MHF. A ensemble F is an MHF if for any n ∈ N and any parallel algorithm 6 computing gn,i (on any input and random i) using memory M and work (time) W it holds that M * W ∈ Ω(n 2 ) and moreover gn,i can always be computed with work W ∈ O(n) even by a sequential algorithm. The (somewhat implicit) reasoning for this is that repetitively evaluating functions in the ensemble, even with a massively parallel circuit (but in a bounded amount time) still requires a large amount of (expensive) memory making circuit based brute-force attacks less economical. More formally while the runtime of a TM evaluating gn,i is O(n) the AT-complexity of a circuit-based brute-force attack scales in O(n 2 ) per password attempt.
The candidate function proposed in [Per09] has since seen a some success in practice. For example it has been used as a core building block to construct Proofs-of-Effort (PoE); that is an interactive proof systems where a prover can only convince a verifier to accept if the prover has exerted a certain amount of computational effort during the protocol execution. Indeed such a construction (where the effort takes the form of repeatedly evaluating the underlying MHF) underlies both of the crypto-currencies Lite-coin [Cha11] and Dogecoin [Pal13] and the more general P2P secure public ledger [BDLHA13] . 7 . Unfortunately it turns out that formalization of memory hardness used in [Per09] is inadequate for both password storage and PoE. In particular the notion does not, in general, scale well with repeated evaluations of gn,i on distinct inputs (which is precisely the task of the adversary in a brute-force attack and the PoE constructions). Intuitively the shortcoming can be understood via the following example. Suppose computing gn,i initially (but briefly) requires O(n) memory followed by a phase requiring O(n) sequential work but very little memory. The result is that fn is memory-hard according to the formalization of [Per09] . However in a parallel environment once the memory intensive phase of a first evaluation has been completed a second evaluation of gn,i (on new input) can begin using the now available space long before the first computation is actually complete. Using such a pipelining approach we see that the amortized hardness gn,i may actually be much less then the hardness of a single copy of gn,i. Never the less the motivation (of forcing large amortized AT-complexity relative to sequential runtime) remains of interest.
Our Contribution
An important property of (most variants of) the standard pebbling game is that they require that at most one pebble be touched per step. Intuitively this restricts the applications of such games to sequential computational models. However motivated the ever increasing prevalence of parallelism in modern computational systems (e.g. GPUs, custom circuits, multi-core CPUs, cloud computers, etc.) the goals of this work are two fold. First, we provide simple and intuitive but powerful tools for applying the pebbling paradigm to parallel settings, especially when concerned with repeated or composed computation. Second, we demonstrate these tools by realizing a new ensemble of provably secure (and formally robust) MHF functions.
We begin by modifying the rules of the standard pebbling game to obtain a very natural parallelised generalization. In particular we allow the rules to be applied batch-wise removing the restriction on the number of pebbles touched per step. Next we we introduce a new more fine-grained cost measure called the cumulative complexity (CC) of a graph. Put simply the CC of a given execution in the (parallel) pebbling game for graph G is the sum of the number of pebbles lying on G when summed across all steps in the execution.
To motivate the new definition in the parallel setting we show that, in contrast to both S-complexity and ST-complexity, the CC of a graph consisting of several disconnected components is equal to the sum of the CC of each of it's components. In particular, as we show later, this makes CC a much more useful tool for analysing the cost of evaluating several hard functions in parallel. This takes on special importance when considering the amortized cost of repeated function evaluation in parallel models. In contrast for any m ≥ 1 we give a DAG Gm of size Θ(m 2 ) for which the parallel ST-complexity of Θ(m) copies of G is essentially the same as the parallel ST-complexity of a single copy of G Next we provide some upper and lower bounds for the CC of specific classes of DAGs. A trivial algorithm shows that no DAG of size n can have parallel CC (nor ST-complexity) greater than n 2 . Moreover if no restrictions are place on the in-degree of nodes then a trivial construction essentially matches this bound. However many interesting past applications of the pebbling paradigm required graphs to have low (usually constant) in-degree. 8 Indeed, also in our case, for our construction of an MHF it is very desirable that the underlying graph have constant in-degree. For these reasons, henceforth we restrict ourselves to constant in-degree graphs.
To further motivate our new construction we look at some known constructions with extreme time/memory requirements in the sequential setting. We start with a family of DAGs consisting of stacks of superconcentrators which, in the sequential setting, exhibit an extreme trade-off between S and T [LT82] . That is even if just a few less than n pebbles are used the required (sequential) time grows exponentially. However a simple observation about the limits of the CC of a depth d graph combined with the linearsuperconcentrator construction of [Pip77] show that in the parallel setting these stacks can have CC as low as O(n log 2 (n)). In a similar spirit we look at bit-reversal graphs which are known to enjoy optimally high sequential ST-complexity of O(n 2 ) [LT82] . We demonstrate a parallel pebbling algorithm with a CC of O(n 1.5 ) for a class of graphs that include bit-reversal.
In light of these results, for any size n ∈ N we construct a DAG of in-degree 2 and show (via a novel and somewhat involved analysis) that its CC isΩ(n 2 ). In particular for any constant > 0 the CC grows faster than Ω(n 2− ). The construction consists of O(log(n)) layers of depth-robust graphs [EGS75, MMV13] which are graphs that still contain a long path even after some constant fraction of nodes is removed. Edges are then added to connect all layers into a single path spanning the entire graph. Finally, the nodes of neighbouring layers are connected using a new bit-mixing structure which, intuitively, ensures that if a set of nodes are close in one layer then their bit-mixed neighbours are widely dispersed across the next layer. The proof proceeds in three steps. The first (requiring most of the work) constructs a graph family with logarithmic in-degree and only for a subset of all sizes but with high CC. The second and third steps remove these relaxations. At its core, the proof (of step 1) eventually boils down to a case distinction reflecting an intuitive choice available to any pebbling of the graph. On the one hand, few pebbles could be used but (hopefully) resulting in many steps. Alternatively, much fewer steps may be needed but at the cost of using more pebbles. Of course an complete pebbling may alternate between or even mix these strategies at different times and/or different parts of the graph so formalizing this intuition requires defining some finely tuned properties of a pebbling and careful analysis.
An Application to Memory-Hard Functions
As an application of these tools we use the pebbling paradigm to define and construct a new MHF. In particular we put forth the first (formal) notion of a memory hard functions which enjoy parametrized amortized hardness in a parallel setting. For this we use the parallel random oracle model (pROM) in which algorithms can make batches of oracle queries in a single step. To motivate the new notion we show how it can be used to estimate the dollar cost of brute-forcing such a function either by building a custom circuit (e.g. an FPGA or ASIC) or by renting computational resources for the task. We provide a construction in the pROM of an MHF which can be computed sequentially with both work and memory at most n. In contrast, even when attempting to leverage parallelism and repeated evaluations of the MHF, the AT-complexity of a brute- 8 For example when analysing bounded fan-in circuits, register allocation for programs with instruction sets having a limited number of arguments, or Turing machines with a bounded number of tapes.
forcing circuit still grows inΩ(n 2 ) per evaluation. 9 Due to our graph construction above having constant in-degree, we need assume only an ideal compression function rather than an arbitrary input-length RO. An added practical benefit of our construction (compared to that of [Per09] ) is that the memory access pattern when sequentially evaluating the MHF (as done by say the login server) is independent of the input to gn,i which greatly reduces (if not eliminates) the potential for mounting successful cache-timing attacks [BM06] .
The security proof makes use of the pebbling paradigm with the tools described above. Using the notion of hash graphs [DNW05, DKW11] we show how to obtain a family of functions fG from (single source and sink) DAGs G in the pROM. The main technical contribution of this section is a theorem lower-bounding the amortized hardness fG in the pROM using the CC of G in the parallel pebbling game. The reduction is given in terms of exact security and elucidates the effect of choices such as RO output length, the hardness parameter of the MHF and the success probability of an algorithm at computing the function. In contrast to past results on (sequential) amortized hardness [DGN03, DNW05, FLW13] it also makes precise the effect of finding collisions in the RO as the number of copies being computed grows.
Incidentally another consequence of this theorem and the algorithm for pebbling bit-reversal graphs is to give rise to a new parallel brute-force attack against the MHF of [FLW13] for one of the suggested practical parameter settings. In particular the new attack reduces the AT-complexity of special purpose brute-forcing hardware to O(n 3/2 ) compared to the cost of O(n 2 ) in when bruteforcing on a sequential machine.
Related Work
The black pebbling game has a rich history and a full exposition of its application is beyond the scope of this work. Some notable examples though are its use in modelling register allocation [Set75] , Turing machine resources [Coo73, HPV77] and flowcharts [HP70, Pip80] . Moreover it has been used to explore space / time trade-offs for many important algorithmic tasks such as matrix multiplication [Tom78] , the FFT [SS78, Tom78] , integer multiplication [SS79a] and solving linear recursions [Cha73, SS79b] . More recently in the field of cryptography (a two colour variant of) the game has been used to prove lower-bounds on the number of cache misses [DNW05] or space required [DFKP13, ABFG13, FLW13] to compute certain functions by a sequential random access machine in the ROM. Finally an application of similar flavour demonstrated in [DKW11] shows how to ensure a function can be computed no more than once on memory-restricted secure hardware.
Another line of work uses novel pebbling games to study various classic parallel complexity classes. One important example is the two-player game of Dymond and Tompa [DT85] whose round complexity models runtime of an alternating Turing machine or, equivalently [Ruz79] , circuit depth. A variation of that game [VT89] was also used to characterize two parallel complexity classes; notably AC 1 . Raz and KcKenzie [RM99] used a different two-player pebbling game to separate the monotone N C hierarchy. Quite recently, in [Cha13] it was shown that for any DAG with a single sink the minimal runtimes of [DT85] and [RM99] (as well as the S-complexity of a variant of the black pebble game used to study reversible computation [Ben89] ) are all equivalent.
For the (sequential) black pebbling game several hard-to-pebble graphs have been explored. In [LT82] it was shown that bit-reversal graphs of size n have an ST-cost of Ω(n 2 ) which is optimal for graphs of equal size. Further they show that a graph consisting of a stack of superconcentrators not only has similar ST-cost but also exhibits an extreme space/time trade-off. That is if s pebbles are used then the time required grows exponentially in n − s. In [PTC76] a family of graphs is given that have S-cost Θ(n/ log(n)) which is optimal for any graph of equal size [HPV77] .
We use the depth-robust graphs construction of [MMV13] which is based on that of [EGS75] . While in the past they have been used to lower-bound circuit complexity and Turing machine time [EGS75, Val77, Sch83] , more recently they have been used in a positive context in the constructions of [MMV13, DFKP13] .
Memory-hard functions were first introduced in by Percival in [Per09] . Although they have been well received in the security community they have received far less attention in the cryptographic community, with the notable exception of [FLW13] which focuses on the sequential case and provides security proofs using the pebbling paradigm based on ST-complexity in the black pebbling game.
Proofs-of-work have found a wide range of application such as countering spam email [DN93] , web-site metering [FM98] , countering denial-of-service attacks [JB99, Ada02] and many more [JJ99] . Especially round efficient variants have recently enjoyed an explosion of interest in the security community due to their use in maintaining a secure fully decentralized public transaction log. In this form they are being used to maintain various electronic cash systems [Nak09, Cha11], a distributed micro-blogging network [Mig13] , a private messaging system [Nam11] , and secure domain name system [BDLHA13] for example.
Another body of work, motivated by combating DoS attacks, focuses on proofs-of-sequential-work, known as client puzzles. These are 2-party protocols which aim to capture the intuition that the prover must perform a certain number of sequential computations (even given parallel computational resources) in order to convince the verifier. Most constructions [RSW96, Kv10, TBFN07, JM11] rely on assumptions about the parallel hardness of non-standard structured problems with the exception of [MMV11, MMV13] which are information theoretically secure in the random oracle model. Another common trait of these works is that they only exhibit a linear gap in the runtime of the (honest) prover and verifier except for those of [RSW96, MMV13] which enjoy a polylogarithmic gap.
Overview
In Section 2 we fix our notation. In Section 3 we introduce the parallel pebbling game and the cumulative complexity measure. In Section 4 prove a central theorem of this work demonstrating a family of high CC graphs. Turning to the main application, in Section 5 we introduce the pROM, a notion of amortized memory hardness for functions over strings and our notion of an MHF. Finally in Section 5.1 we give the reduction lower-bounding the hardness of our memory-hard functions in terms of the CC of their underlying DAG.
TOOLS AND NOTATION
We denote by N the set of non-negative integers and for some condition C we write NC to denote the subset of N satisfying C. For example N ≤3 = {0, 1, 2, 3}. For integers a ≥ b we write [a] := {1, . . . , a} and [a, b] := {a, a + 1, . . . , b}. For a set H we write H←H to denote sampling a fixed uniform random value H from H. We call a DAG simple if it has a single source and sink and in-degree 2. If for i ∈ [2], Gi = (Vi, Ei) are a pair of node disjoint DAGs then write G1 + G2 := (V1 ∪ V2, E1 ∪ E2) to denote the DAG obtained by combining the two into a single graph. In particular graphs can be self-composed. For DAG G = (V, E) and m ∈ N we write m * G to denote the DAG obtained by viewing m independent copies of G as a single graph. In other words m * G has m * |V | nodes partitioned into m subsets each with the same edge structure as G.
PARALLEL GRAPH PEBBLING
We formalize an intuitive computational model of parallel graph pebbling and motivate a new complexity notion for graphs in this model.
Put simply we define a variant of the black pebbling game where pebbles can be placed according to the usual rules but in batches of moves performed in parallel rather than one at a time sequentially. DEFINITION 3.1 (PEBBLING A GRAPH). Let G = (V, E) be a DAG and T, S ⊆ V be node sets. Then a (legal) parallel pebbling of G (with starting configuration S and target T ) is a sequence P = (P0, . . . , Pt) of subsets of V such that:
2. Pebbles are added only when their predecessors already have a pebble at the end of the previous step.
∀i ∈ [t] ∀(x, y) ∈ E ∀y ∈ Pi \ Pi−1 x ∈ Pi−1.
At some point every target node is pebbled (though not necessarily simultaneously).
∀x ∈ T ∃z ≤ t x ∈ Pz.
We call a parallel pebbling of G complete if S = ∅ and T is the set of sink nodes of G.
In particular pebbles can be placed on a source node or removed from any node at any time.
We can now ready to define a our complexity notions for DAGs.
DEFINITION 3.2 (CUMULATIVE PEBBLING COMPLEXITY).
Let G be a DAG, P = (P0, . . . , Pt) be an arbitrary parallel pebbling of G and Π be the set of all complete (and legal) parallel pebblings of G. Then the (cumulative) cost of P and then cumulative complexity (CC) of G are defined respectively to be:
Moreover the space complexity (SC) and space/time complexity (STC) are defined as follows:
sc(G) := min {s-cost(P ) : P ∈ Π} stc(G) := min {st-cost(P ) : P ∈ Π} An important difference between cc compared to sc and stc is that cc behaves well with respect to parallel graph composition. Informally for any pair of node disjoint graphs G1 and G2 we have that cc(G1 + G2) = cc(G1) + cc(G2). In the full version we give an elementary proof of this fact ([AS14], Lemma 2) and also show a DAG B on Θ(m 2 ) nodes such that even for n = Θ(m) self composed copies we still get that stc(n * B) = O(stc(B).
THE COMPLEXITY OF GRAPHS
By pebbling the nodes of a graph one at a time in lexicographic order without ever removing a pebble it is clear that any DAG with n nodes has CC at most n(n + 1)/2 = O(n 2 ).
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In the full version we show some lower and upper-bounds for the CC of some interesting families of DAGs ([AS14], Section 4.1). First we show that several potential candidates for achieving this bound actually fall well short of it. This is despite the fact that some of them are known to have almost maximal sequential SC and STC.
Constant In-degree.
We remark that if we allow arbitrary in-degree then it is easy to build a graph with CC n(n + 1)/2.
11 However, as mentioned above, in general when using such graphs, it is often desirable that they have constant in-degree. Jumping ahead for a moment this is also the case when using a graph G to construct an MHF f in the pROM. This stems from the fact that the inputs to the RO used to define (and evaluate) f have bit-length linear in the in-degree of the nodes of G. A key assumption in the (parallel) random oracle model is that in order to make a RO call Q all bits of Q must first be computed. However, in practice, depending on the concrete implementation of the RO and the structure of G this may not actually be the case. 12 To avoid (or at least reduce) this disparity between the RO and real world implementations we ensure that the inputs to any relevant RO call are short which we do by ensuring that the in-degree of G is short.
We now state the main technical result of this section, which we sketch bellow, is a constant in-degree construction for any number n of nodes such that the resulting graph has CC ofΩ(n 2 ).
THEOREM 4.1. For any n ∈ N large enough there is a simple (efficiently and explictely constructable) DAG Gn such that:
The proof is rather involved and so the details have been relegated to the full version ([AS14], Section 4.2). However we do provide a sketch thereof bellow.
On the highest level the proof is broken down into the following steps.
1. Prove a relaxation of the theorem. The graphs may have indegree up to log 3 n. Moreover they need exist only for a (not too) sparse sub-sequence of possible sizes n ∈ N.
2. Remove the relaxation on the in-degree.
3. Fill in graphs for the missing sizes to obtain a sequence covering every (large enough) size n ∈ N.
10 During any step at most n pebbles can be on the graph and after i ∈ [n] steps at least the first i nodes have already been pebbled so the graph is fully pebbled in at most n steps. 11 For example of n nodes such that each node i ∈ [n] has an incoming edge from all nodes in [i − 1]. 12 For a simple example consider a graph consisting of a set of nodes [n − 1] each with an edge to an output node n and a hash function using the Merkle-Damgρ ard construction. In the RO we assume the label of nodes [n − 1] (c.f. Section 5.1) must first be computed and stored before the label of n can be evaluated. However in practice it suffices to maintain a small state of the hash function which is updated as the labels of [n − 1] are computed one at a time.
To prove the second step we simply replace any node v in with in-degree d > 2 by a chain of nodes of length d. The incoming edge of v are then distributed along the chain and all outgoing edges are connected to the end of the chain. The proof then consists mainly of a relatively straightforward calculation lowerbouding the CC of the resulting graph. The third step is even simpler. Any missing sizes are constructed by takeing the next smallest graph and appending a chain of appropriate length to it. Another simple calculation shows that as long as the original sequence of graphs was not too sparse the assymptotic behaviour of the CC of the resulting sequence remains unchanged. The real challenge lies in proving the first step which we discuss now.
Proving the Relaxed Case
Our goal in this part of the proof to show the following relaxation of Theorem 4.1. The first difference is that instead of constant indegree it requires only that the in-degree be polylogarithmic in the size. The second difference is that we don't need a graph for every possible size. Finally we need the edge count to stay low because when reducing in-degree to constant many edges will be replaced by intermediary nodes and we want to ensure that the sizes of the resulting graph sequence are not to sparse so that we can finally build a sequence containing a graph of every size.
LEMMA 4.2 (POLY-LOGARITHMIC IN-DEGREE).
There exists an infinite sequence of (efficiently and explictely constructable) DAGs (H1, H2, . . .) with sizes n1, n2, . . ., in-degrees δ1, δ2, . . . and a single source and sink such that for all i ∈ N:
To prove the lemma we first give a construction of a graph G ω,φ,i with three parameters. Next we show how they affect the in-degree and complexity of the graph. Finally we show how to set two of the parameters in terms of the third such that the properties of Lemma 4.2 is satisfied.
The construction of G ω,φ,i depends fixed choice of φ ∈ N, 0 < ω ≤ 4 −φ /6 and a large enough i > i ω,φ . 13 It makes use of depth-robust graphs such as those of [MMV13] . An ω-depthrobust graph Dω,I on I nodes is such that after removing any ω fraction of nodes there remains a path of length (at least) ωI. Intuitively the construction can be described as follows. CONSTRUCTION 4.3.
1. The graph consists of φ+1 layers. Layer j ∈ N ≤φ is a copy of an (4 φ−j ω)-depth-robust graph on 2 i nodes.
2. We add a global path in an arbitrary topological order to ensure a single source and sink.
3. We add a logarithmic number of incoming edges to each node in each layer j ∈ [1, φ] originating from a widely dispersed set of of nodes in layer j−1. Moreover any pair of such edges terminating in nodes close to each other in layer j also have widely dispersed origins.
To prove that this construction has the properties we need we first fix some legal parallel pebbling of G ω,φ,i . Intuitively the idea show that making progress at layer j requires one of two strategies. At the moment one starts to pebble layer j either many pebbles lie on layer j − 1 or few do.
Many Initial Pebbles: For this case, a large pebbling cost is incurred because many of the initial pebbles (or decendents thereof) must be kept on the graph until most of layer j has been completed. To show that we define a particular notion of dependence between pebbles. Intuitively these capture a sequence of pebbles lying on layer j − 1 which tie some initial pebble to a pebble on the origin of a particular despairer edge leading to a node v in layer j. We call such a dependency chain a track for node v and dispersal edge e and we say it is complete (at time t) if a pebble is placed at origin of e for the first time at time t. First we show that many tracks are actually pebble disjoint. Next we fix any pebbling step Pt just before some node v in layer j is pebbled. We observe that only tracks for node v can become complete at time t.
That is all tracks for nodes further along in layer j are not complete yet. But there are at least as many pebbles still on layer j − 1 at time t as there are pebble disjoint incomplete tracks. A careful formalization of these concepts allows us to lower-bound just how many such tracks remain at any time t. Thus summing over the time steps it takes to pebble layer j we obtain a lower-bound incurred pebbling cost.
Few Initial Pebbles: Intuitively, for this case we obtain a large pebbling cost because most of layer j − 1 must be repebbled to make progress on layer j. In particular, the depthrobustness of layer j − 1 ensures in that, having only a few initial pebbles on layer j − 1, there is a long path somewhere in that layer with no initial pebbles on it. Yet because of the dispersal edges originating from it going to layer j, it must be fully pebbled by the time layer j is complete. In other words such a pebbling of layer j contains an (almost) complete pebbling of the previous layer. We use this property to prove the statement inductively on the number of layers in the graph.
One caveat with the above reasoning is that a pebbling of layer j may actually switch between the two types of strategies, sometimes using few pebbles layer j − 1 and sometimes using many. Therefor in the proof we first divide up layer j into groups of nodes located contiguously on a path. On the one hand, the groups must be pebbled in sequence as they lie on a single path and so we can sum their individual pebbling costs to obtain a lower-bound on the pebbling cost of the entire layer. On the other hand, they are short enough that any pebbling must really use one of the two strategies while pebbling the entire group. Thus by the above reasoning each one of these groups will require a large pebbling cost in it's own right.
For reasons of space we have relegated the proof to the full version [AS14] .
MEMORY HARDNESS IN THE PARAL-LEL RANDOM ORACLE MODEL
We describe the Parallel Random Oracle Model (pROM) together with a notion of computational amortized cumulative memory hardness. We also state our definition of an MHF. Next we describe a transformation mapping a simple DAG G to a function fG over strings and finally we the main result of this section. That is we give a "pebbling reduction" lower-bounding the hardness of fG in terms of the CC of G in the parallel pebbling game. We finish with a corollary sumarizing how to use our results to construct a provably secure MHF. A formal exposition of all concepts, the motivation behind our notion of hardness, theorem statements and proofs can be found in Sections 5 and 6 of [AS14] .
In the pROM we consider some probabilistic algorithm 14 T given access to a (stateless) oracle H selected uniformly from the set of oracles H. Algorithm T is called iteratively with input the state (bitstring) σ i−1 which it output at the end of the last iteration i − 1. It can then make a batch of queries to H. Upon receiving the batch of responses T can perform arbitrary computation and then output a new state σ i . The initial state encodes the input to the computation and eventually a special final state is output which contains the output of the computation. In this model we define the following notion of computational complexity. DEFINITION 5.1 (AMORTIZED COST (SKETCH)). The cost of running algorithm T on input x is the expected cumulative sum of its memory usage.
where the expectation is over the coins of T and choice of a uniform random H←H.
Moreover for any q ∈ N and ≥ 0 the complexity of a function f (that may depend on the choice of H) is the lowest cost for which some input can be evaluated correctly with at least probability .
The minimum is taken over all inputs x and algorithms T making at mostueries and computing fH(x) with probability at least .
Finally for m ∈ N the amortized complexity of f is: Equipped with this notion of amortized hardness we can now describe our notion of an MHF. Roughly speaking this is a function equipped with a hardness parameter n ∈ N such that fn can be computed in time and space at most n with a sequential pROM machine (i.e an algorithm making batches of queries of size at most 1). Moreover fn has amortized complexity 15Ω (n 2 ).
From Graphs to Hard Functions
To prove our pebbling reduction we first give a transformation from simple DAGs (and RO) to an associated graph function (family) similar to those used in [DKW11, DNW05] and other works. Fix a DAG G (for simplicity with a single source and sink) and some oracle H ∈ H. Intuitively f H G is defined using a sequence of labels (strings) which are computed one from another using H. The exact structure of there interdependence is given by the graph G. More precisely each node of G is associated with a label. The source node is associated with the input x. Each internal node v is assigned the label computed by applying H to all the labels of v's parent nodes (and adding the prefix v). The output of the function is the label of the associated with the sink of G. Thus each choice 14 The exact computational model (say Turing machines or RAMs) is not important. 15 under realistic restrictions on the relationship between the output size of the RO and the values of q, m, and .
of G and H gives rise to a particular function while fixing just G defines a family of functions f G H = {f G H : H ∈ H}. We summarize the main theorem of this section which is the aforementioned pebbling reduction. In the full version we also give a sanitized corollary under some very realistic assumptions about the relationship between bit-length of the RO's output and the quantities q, m and . THEOREM 5.2 (BOUNDING THE COST). Let G be a DAG with n := |V |, L be a label set of size w := log(|L|), H = {H : V × L * → L} be the set of all such functions and f = f G H be the associated graph functions family. Then for any q ∈ N>0, m ∈ N and > q2 −w it holds that: a-comp m,q, (f ) ≥ β cc(G)(w − log q) + 1
where := − log( − q2 −w ) and β := max{0, 1 − mn2 −(w+1) }.
Before sketching the proof we first state a corollary of the theorem which shows that for practically relevant settings of the variables the intuition that the cost should be at least wcc(G) is essentially correct. In particular we only consider algorithms which can make up to the birthday bound number of RO calls. The proof of the corollary is straightforward (albeit somewhat tedious) and can be found in [AS14] .
COROLLARY 5.3. Let G, n, w, m, q > 0, and f be as in Theorem 5.2 with the added constraint that the RO range size w is large enough that w > 13 and:
• Not too many copies of f are computed. That is mn ≤ 2 w−2 .
• Not too many oracle queries are made. That is q ≤ 2 w/2 .
• The probability of computing f is reasonably large. That is ≥ 2 −w/2 .
