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Abstract
Multi-algebras allow for the modelling of nondeterminism in an algebraic framework by inter-
preting operators as functions from individual arguments to sets of possible results. We propose
a functorial presentation of various categories of multi-algebras and partial algebras, analogous
to the classical presentation of algebras over a signature  as cartesian functors from the alge-
braic theory over  to Set. We introduce two di-erent notions of theory over a signature, both
having a structure weaker than cartesian, and we consider functors from them to Rel or Pfn,
the categories of sets and relations or partial functions, respectively.
Next we discuss how the functorial presentation provides guidelines when choosing syntactical
notions for a class of algebras, and as an application we argue that the natural generalization of
usual terms are “conditioned terms” for partial algebras, and “term graphs” for multi-algebras.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Nondeterminism is a fundamental concept in Computer Science. It arises not only
from the study of intrinsically nondeterministic computational models, such as various
kinds of automata, but also in the study of the behaviour of deterministic systems when
one desires to abstract away from some irrelevant implementation or physical details.
As an example, concurrent systems are often presented as nondeterministic, essentially
because one intends to abstract away from timing considerations. In the 6eld of alge-
braic speci6cation, nondeterminism sometimes arises because of underspeci cation, for
example, when the expected output of a module is not speci6ed for inputs outside of
a range of interest.
 Research partly supported by the EC TMR Network GETGRATS (General Theory of Graph
Transformation Systems), and by the ESPRIT WG APPLIGRAPH (Applications of Graph Transformation).
Research partly carried out during the stay of the second author at the Division of Informatics, University
of Edinburgh, Scotland, sponsored by the British EPSRC Grant No. R29375.
∗ Corresponding author.
E-mail addresses: andrea@di.unipi.it (A. Corradini), gadducci@di.unipi.it (F. Gadducci).
0304-3975/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0304 -3975(01)00319 -X
294 A. Corradini, F. Gadducci / Theoretical Computer Science 286 (2002) 293–322
Among the great variety of formal models that have been proposed in the litera-
ture to deal with nondeterminism, we consider in this paper multi-algebras, which is
certainly the most common among the approaches to nondeterminism in the algebraic
speci6cation or Universal Algebra framework (see [41] for an overview of the various
algebraic approaches). The basic idea is that an operator of a multi-algebra is inter-
preted as a function from individual arguments to sets of possible results, as opposed
to the usual interpretation in algebras as a function from individuals to individuals.
In the works on algebraic semantics one recognises two main streams of develop-
ment: the classical, set-theoretical one, based on Universal Algebra; and the categorical
one based on algebraic theories and on a functorial view of algebras. In the latter, an
algebra over a given signature  is regarded as a functor from a cartesian category
“freely generated” by  to the category of sets, and -homomorphisms are viewed as
natural transformations, yielding a category that is equivalent to the standard category
of -algebras and -homomorphisms. It is argued, for example in [37], that algebraic
theories are a much richer framework than Universal Algebra. Indeed, they provide
a context where both the syntax and the semantics of a variety of programming lan-
guages can be handled in a uniform way, including those involving variables of higher
type (functions, functionals, etc.). Also, by replacing the category of sets with another
universe, they give a precise meaning to the notion of algebra with a carrier equipped
with an additional structure (e.g., continuous algebras, where the carrier is a CPO).
In this paper, we have a rather straightforward aim: to show that, like algebras, also
multi-algebras (and partial algebras, which are just a special case) have a functorial
presentation. More precisely, we show that the category of multi-algebras and (tight,
point-to-point) homomorphisms is equivalent to a suitable category of functors and
natural transformations from the gs-monoidal theory over  to the category Rel of
sets and relations. Actually, many de6nitions of homomorphism are possible for multi-
algebras: we show that for all of them a functorial presentation is possible, by resorting
to simple variations of the notion of natural transformation. Similar results are presented
for partial algebras as well, by slightly changing the structure of the theory and by
considering functors to Pfn, the category of sets and partial functions: we will discuss
how this functorial presentation of partial algebras compares to others in the literature.
In the second half of the paper we elaborate on the relationship between the functorial
presentation and the syntax for a given class of algebras. We argue that the former
provides precise guidelines for the latter, and we exemplify by recalling that in the
well-known case of total algebras the arrows of an algebraic theory can be considered
as an “abstract syntax” for derived operations, that (tuples of) terms (which are in one-
to-one correspondence with arrows) are a corresponding “concrete syntax”, and that
equations are pairs of parallel arrows of the theory. By analysing the corresponding
notions in the case of partial algebras, we 6nd out that “conditioned terms” [5, 33]
are the natural notion of term in the framework of functorial semantics, and that,
correspondingly, “conditioned” or “generalized Kleene (strong) equations” [6] are the
natural notion of equation, among the many existing ones. Finally, for multi-algebras
we show that a concrete syntax for derived relations is given by “term graphs”, thanks
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to the main result of [8] which shows that they are in one-to-one correspondence with
arrows of the gs-monoidal theory.
After a short summary on multi-algebras, in Section 3 we discuss why a functorial
semantics of multi-algebras could not be based on the standard notion of algebraic
theory. Simple counterexamples will show indeed that neither multi-algebras nor partial
algebras enjoy the categorical product structure which characterizes those theories. This
motivates the presentation in Section 4 of weaker notions of theory for a signature,
and these will be used in Section 5 for our characterization results. Next, in Section 6
we discuss the relationship between the functorial semantics and the syntax of total
algebras, and in Sections 7 and 8 we revisit this relationship for partial algebras and
multi-algebras. A shorter version of this paper, not including the discussion on the
application of the functorial semantics to syntax, appeared as [9].
2. A short recap on multi-algebras
By interpreting the operators of a signature as relations, instead of as functions, one
easily models in an algebraic framework some sort of nondeterministic behaviour [41].
For multi-algebras, the relation associated with an operator is regarded as a function
mapping each input value to a set of (possible) output values. Quite obviously, this
is just an alternative de6nition of relation, equivalent to the standard one as subset of
the direct product.
Denition 1 (Relations). Let A and B be two sets. A relation R :A↔B is a function
R :A→P(B), where P is the power-set operator. A relation is total if |R(a)|¿1 for
all a∈A; it is functional (univalent) if |R(a)|61 for all a∈A. Given two relations
P :A↔B; R :B↔C, their composition P;R :A↔C denotes the relation obtained by
composing P with the function P(R) :P(B)→P(C), the additive extension of R.
In other words, a total relation is a function R :A→P+(B); while a functional
relation is a partial function R :A*B. A functional and total relation is then just a
function R :A→B. In the following, we denote with Rel and Pfn the categories having
sets as objects, and relations or functional relations, respectively, as arrows; clearly,
there are obvious inclusion functors Set ,→Pfn and Pfn ,→Rel.
We assume the reader to be familiar with the usual de6nition of signature, (term)
algebra, and so on. For the sake of simplicity, throughout the paper we will restrict
our analysis to the one-sorted case: as usual, the generalization to the many-sorted
case would not present conceptual diNculties. Our starting points are [39, 41], and in
particular the taxonomy for multi-algebras proposed in the latter.
Denition 2 (Multi-algebras). Let  be a signature. A multi-algebra A over  is a
pair 〈|A|; A〉, where |A| is a set, called the carrier, and A = {fA |f∈} is a family of
relations such that, for every f∈n; fA : |A|n↔|A|. A partial algebra 〈|A|; A〉 over
 is a multi-algebra such that fA is a functional relation for all f∈.
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Unlike the case of algebras, for multi-algebras a few di-erent de6nitions of homo-
morphism are possible: we postpone their presentation to Section 5.
3. Why algebraic theories do not work for multi-algebras
We briePy recall the de6nition of algebraic theory over a signature, introduced in
Lawvere’s thesis [30], and its use in providing a functorial view of algebras. As Kock
and Reyes summarize, the right way of conceiving the totality of operations for an
equational theory was found by Lawvere, who realized that substitution should be
viewed as the composition of arrows on a certain kind of category [27].
Denition 3 (Algebraic theories). An algebraic theory C is a category whose objects
are (underlined) natural numbers, and where for each n there is an n-tuple of dis-
tinguished morphisms (or projections) {ni : n→ 1 | i= 1 : : : n}, making n the n-fold
categorical product of 1, that is, n= 1n.
Given a signature , the algebraic theory over ; Th(), is de6ned as follows. For
each pair of objects n and m, the hom-set Th()[n; m ] is the set of m-tuples of terms
over  with variables in {x1; : : : ; xn}; arrow composition is term substitution; and for
each n∈N; i∈{1; : : : ; n}, the distinguished morphism ni is 〈xi〉 : n→ 1.
Theorem 4 (Algebras as functors). Let  be a signature. The category [Th()→
Set]c of cartesian functors 1 from the algebraic theory over  to the category of
sets; having natural transformations as arrows; 2 is equivalent to Alg; the category
of -algebras and -homomorphisms.
It is worth recalling how the correspondence between algebras and functors works.
A -algebra A= 〈|A|; {fA |f∈}〉 induces a cartesian functor MA : Th()→Set
as follows. On objects, let MA(1) = |A|; this determines MA(n) for each n∈N, as
MA(n) =MA(1)n = |A|n. On arrows, for each f∈n let MA(〈f(x1; : : : ; xn)〉 : n→ 1) =
fA : |A|n→|A|; then MA is determined uniquely on all arrows of Th() by closing
under composition and tupling, and observing that the distinguished morphisms
have to be mapped to projections. Vice versa given a cartesian functor M :Th
()→Set, a -algebra AM is easily de6ned as AM = 〈M (1); {M (〈f(x1; : : : ; xn)〉)
|f∈}〉.
Evidently, in this functorial presentation of algebras every arrow of the algebraic
theory is mapped to an arrow of Set, i.e., to a function. In particular, arrows of the
form 〈f(x1; : : : ; xn)〉, which represent operators of , are interpreted as n-ary functions
1 We denote as cartesian those functors F that preserve the n-fold product of 1 on the nose, that is, such
that F(n) =F(1)n, and each distinguished morphism ni is mapped to the corresponding i-th projection of
F(n).
2 Given functors F; G :A→B, a transformation  : F⇒G :A→B is a family of arrows of B indexed by
objects of A; = {a :F(a)→G(a) | a∈ |A|}. A transformation  is natural if for every arrow f : a→ a′
in A; a;G(f) =F(f); a′ .
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on the carrier M (1). This fact suggests that if we want to interpret the operators as
relations, we should use Rel, instead of Set, as the target category of our functorial
representation, because relations are arrows of Rel. As a 6rst, naRSve attempt, we may
consider cartesian functors from Th() to Rel, trying to understand if they correspond
to multi-algebras. This is disproved by the fact reported below.
Fact 5 (Products in Rel). Let A and B be two sets. Their categorical product in Rel is
the disjoint union AunionmultiB; with projection A :AunionmultiB↔A de ned as A(x) = {x} if x∈A
and A(x) = ∅ if x∈B; and symmetrically for B. For; if f :C↔A and g :C↔B
are two relations; the only relation 〈f; g〉 :C↔AunionmultiB such that 〈f; g〉; A =f and
〈f; g〉; B = g is clearly 〈f; g〉(c) =f(c)unionmulti g(c) for all c∈C.
As a consequence, if  contains, say, a binary operator f, a cartesian functor
M :Th()→Rel would interpret it as a relation M (〈f(x1; x2)〉) :M (1)unionmultiM (1)→M (1).
This is in contrast with the intuition that binary operators, even if nondeterminis-
tic, should have as domain the direct product of the carrier with itself; more ex-
plicitly, this is inconsistent with the notion of multi-algebras as introduced in
De6nition 2.
Therefore, as a 6rst approximation, we 6nd convenient to insist interpreting in Rel
the product of the algebraic theory as the direct (Cartesian) product of sets, and the dis-
tinguished morphisms as projections, regarded as total and functional relations. Clearly,
the resulting functors from Th() to Rel would not be cartesian anymore (because the
direct product is not the categorical product in Rel). But at least we would be able
to recover the fact that “any algebra is also a multi-algebra”, simply post-composing
each functor from Th() to Set with the inclusion functor (preserving direct prod-
ucts) from Set to Rel. However, we have the following, perhaps a bit surprising,
result.
Theorem 6 (Models of Th() in Rel are algebras). Let M :Th()→Rel be a func-
tor such that M (n) is the n-fold direct product of M (1); and such that for each
n∈N; i∈{1; : : : ; n}; M (〈xi〉) :M (n)↔M (1) : 〈a1; : : : ; an〉 → {ai}. Then for each
arrow g of Th(); M (g) is a total function.
Proof. Firstly, notice that 0 is the terminal object of an algebraic theory (for example,
in Th() there is only one arrow from n to 0, namely the empty tuple). As in any
category with terminal object, if !n : n→ 0 denotes the unique arrow, it holds that
f; !n = !m for every f :m→ n, or, in other words, the transformation ! : Id⇒ 0 is
natural, where Id is the identity functor on Th() and 0 is the constant functor mapping
all objects to 0 and all arrows to its identity.
Secondly, for each object n of Th(), let ∇n : n→ n× n= n + n be the arrow 〈idn;
idn〉. Again, it is easy to check that for every arrow f :m→ n it holds ∇m; (f×f) =f;
∇n, i.e., that transformation ∇ : Id⇒ × ◦ D is natural, where D :Th()→Th()×
Th() is the diagonal functor.
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Since these equalities hold in Th(), they must also hold in Rel for every ar-
row in the image of a functor M as above. Then the statement follows by the next
proposition.
Proposition 7 (On naturality). For every set A; let !A :A↔{∗} be the only total re-
lation between A and {∗}; and let ∇A :A↔A×A : a → {〈a; a〉}. Now let f :A↔B be
a relation. Then f is total if and only if f; !B = !A. It is functional if and only if
∇A; (f×f) =f;∇B.
Since every relation in the image of Th() must be a total function, functors from
the algebraic theory to Rel determine algebras, and not multi-algebras, over . These
considerations suggest that in order to characterize multi-algebras, one should get rid
of the cartesian category structure of the algebraic theory over  in some way. One
possibility would be to consider, for example, suitable monoidal (instead of cartesian)
functors from the algebraic theory to Rel (such an approach is suggested for example
in [36] for partial algebras). In our opinion, even if this technique could work for
characterizing multi-algebras functorially, it would not be completely satisfactory in a
functorial semantic framework.
In fact, we think that in functorial semantics, the “theory” on which the collection
of functors corresponding to a category of models is based should be understood as an
“abstract syntax” for that class of models. Such an abstract syntax must contain only
the really necessary structure that one wants to interpret in all the models. Therefore,
the functors must preserve ALL such structure.
Consistently with this intuition, in the next section, we introduce a di-erent notion
of theory over a signature having a structure weaker than the cartesian one, and we
require that this structure is preserved completely by the functors we de6ne, that are
shown to correspond to multi-algebras. We will come back to the roˆle of the theory
as abstract syntax in Section 6.
4. GS-monoidal theories
From the discussion in the last section, it follows that the direct product in Rel fails
to be also the categorical product, since the naturality of the associated transforma-
tions ! and ∇ does not hold. The interesting fact is that among the rich structural
properties of cartesian categories, these naturality laws are the only ones which are
missing in Rel. Therefore we introduce here gs-monoidal theories, which essentially
enjoy all properties of algebraic ones, but for those naturality laws, and we will consider
gs-monoidal functors to Rel, i.e., functors preserving all the structure of the theories.
Denition 8 (Strict gs-monoidal categories). A strict gs-monoidal category C is a
six-tuple 〈C0;⊗; e; ;∇; !〉, where 〈C0;⊗; e; 〉 is a symmetric strict monoidal category
(see [32]) and ! : Id⇒ e :C0 →C0; ∇ : Id⇒⊗ ◦ D :C0 →C0 are two transformations
(D is the diagonal functor), such that !e =∇e = ide and they satisfy the coherence
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axioms
and the monoidality axioms
A strict gs-monoidal functor F :C→C′ is a symmetric strict monoidal functor (that
is, a functor F satisfying F(e) = e′; F(a⊗ b) =F(a)⊗′ F(b) and F(a; b) = ′F(a); F(b))
such that F(!a) = !′F(a) and F(∇a) =∇′F(a). The category of small strict gs-monoidal
categories and their strict functors is denoted by GSM-Cat.
Strict gs-monoidal categories have been introduced to provide an algebraic charac-
terization of term graphs as arrows of a suitable theory, in the same way as terms
over a signature are represented by arrows of its algebraic theory. The pre6x gs- stands
indeed for graph substitution, and it is justi6ed by the main characterization result of
[8]. The nonstrict version is recalled in the appendix, see De6nition A.5, and it is
based on nonstrict monoidal categories, where associativity and unit only hold up to
natural isomorphism.
The categories just introduced 6ll the gap between monoidal and cartesian categories:
it can be considered categorical folklore [16, 29] that equipping a monoidal category
with suitable natural transformations, one obtains a cartesian category: see for example
[8] for a recollection. Using our terminology, a cartesian category is just a gs-monoidal
category where transformations ∇ and ! are natural. We make this formal in the next
de6nition, which also introduces intermediate structures where ∇ is natural but ! still
is not.
Denition 9 (Strict g-monoidal and cartesian categories). A g-monoidal category is
a gs-monoidal category where transformation ∇ is natural. The full sub-category of
GSM-Cat containing all strict g-monoidal categories is denoted GM-Cat. Similarly,
C-Cat is the full sub-category of GSM-Cat containing all strict cartesian categories,
i.e., those where both ∇ and ! are natural.
The “g-” pre6x has been chosen both for its closeness to “gs-” and to remind the
word garbage. In fact, in [8] we discussed the fact that naturality of ! can be in-
terpreted as “automatic garbage collection” (and likewise, naturality of ∇ is “auto-
matic sharing=unsharing”). Categories equivalent or very similar to the g-monoidal
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ones have been introduced by many authors. For example, they are equivalent to the
partial cartesian categories (pCC) of Curien and Obtu lowitcz [13], and to the dt- or
pre-dht-symmetric monoidal categories introduced by HRonke in his pioneering works
[22, 23], while his dht-symmetric monoidal ones enrich them with a zero-object. The
p-categories by Robinson and Rosolini [36] are slightly more general, as they do not
necessarily include a “one-element object”: the transformation ! is replaced by two
binary projections, possibly non-natural in one of the arguments. A detailed analysis
of these kinds of categories, including many equivalent equational and non-equational
charaterizations, is presented in [13]. Also close to ours are the copy-categories of
[20], and the premonoidal categories of [35].
Fact 10 (From cartesian to gs-monoidal categories, and back). The inclusion functors
IC :C-Cat ,→GM-Cat and IG :GM-Cat ,→GSM-Cat have obvious left adjoints
FC :GM-Cat→C-Cat and FG :GSM-Cat→GM-Cat; respectively. Informally; FG
turns a (strict) gs-monoidal category into a g-monoidal one by imposing the natural-
ity of transformation ∇, i.e., ∇a; (f⊗f) =f;∇b for all arrows f : a→ b; similarly;
FC turns a g-monoidal category into a cartesian one by imposing the naturality of
transformation !, i.e.; !a =f; !b for all f : a→ b.
Having introduced gs- and g-monoidal categories, it is worth revisiting the relation-
ship between the categories Set, Pfn and Rel.
Fact 11 (On functors relating Set, Pfn and Rel). Let × denote the direct product
bifunctor on Rel; de ned as A×B= {〈a; b〉 | a∈A; b∈B} on objects; and such that if
Ri :Ai↔Bi for i= 1; 2; then R1 ×R2 :A1 ×A2 ↔B1 ×B2 is de ned as (R1 ×R2)〈a1; a2〉
=R1(a1)×R2(a2)∈P(B1 ×B2) for all a1 ∈A1; a2 ∈A2. It is easy to check that × re-
stricts to a bifunctor (denoted in the same way) on the sub-categories Set and Pfn
of Rel; because the product of two (partial) functions is again a (partial) function.
Then the following hold:
• 〈Set; ×〉 is a cartesian category. 3
• 〈Pfn; ×〉 is a g-monoidal category.
• 〈Rel; ×〉 is a gs-monoidal category.
As a consequence; the inclusion functor Set ,→Pfn is g-monoidal; while Pfn ,→Rel
is gs-monoidal; but neither is cartesian.
Let us explain how a free, strict gs-monoidal category is generated from a (one-
sorted) signature , obtaining its gs-monoidal theory. Every strict gs-monoidal category
C has an underlying graph having a monoid of nodes (the objects of C) and all the
3 Since all the structures we consider here are gs-monoidal categories, they should be presented as six-
tuples according to De6nition 8: we only indicate the relevant bifunctor because the rest of the structure can
be recovered easily. More importantly, note that the underlying monoidal structure of these categories is not
strict, thus suitable coherence isomorphisms should be taken into account, according to the presentation in
the Appendix (see in particular De6nition A.1).
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arrows of C as edges. This de6nes a forgetful functor from GSM-Cat to GenSig, a
category of generalized signatures that we are going to de6ne. This functor has an
obvious left adjoint that preserves the monoidal structure of the nodes, and generates
in a free way all the missing structure on arrows. We de6ne the gs-monoidal theory
of a signature  as the action of this left adjoint over .
Denition 12 (Generalized signatures). A generalized signature  is a four-tuple
〈M; T; s; t〉, where M is a monoid, T a set of operators, and s; t :T→U (M) are (the
source and target) functions, where U (M) is the underlying set of M . A morphism of
generalized signatures f :→′ is a pair 〈fM :M→M ′; fT :T→T ′〉, where fM is a
monoid homomorphism and fT a function preserving sources and targets. Generalized
signatures and their morphisms form a category, denoted GenSig.
A (standard) one-sorted signature is a generalized signature such that M is the free
monoid generated by a singleton set, and where each operator has the generator as tar-
get. Without loss of generality, in the rest of the paper we will assume that the monoid
of a one-sorted signature is 〈N;⊗; 0〉, with N the set of underlined natural numbers,
0 the unit, and the monoidal operation ⊗ de6ned as n⊗m= n + m. Furthermore, if
f : n→ 1 we will say that the operator f has arity n.
Clearly, the notion of standard, one-sorted signature coincides with the usual one of
a family of operators indexed by the arity.
Proposition 13 (Theories of a signature). Since every strict gs-monoidal category is
(symmetric) strict monoidal (De nition 8); its objects form a monoid. Therefore; there
is an obvious forgetful functor VGS :GSM-Cat→GenSig; mapping a strict gs-monoidal
category to the underlying generalized signature ( forgetting all the structure but the
monoidal structure on objects). Functor VGS restricts to similar forgetful functors VG
and VC from GM-Cat and C-Cat; respectively; to GenSig.
All these three functors admit left adjoints; that we will denote GS-Th :GenSig
→GSM-Cat; G-Th :GenSig→GM-Cat; and C-Th :GenSig→C-Cat; respectively.
Given a generalized signature ; we will call GS-Th() its gs-monoidal theory; G-Th
() its g-monoidal theory; and C-Th() its cartesian theory.
It is well known that the cartesian theory of a signature coincides with the algebraic
theory introduced in De6nition 3: this second de6nition based on a left adjoint functor
allows us to relate the structure of the various theories as in the following statement,
which will be exploited later.
Fact 14 (Relating theories). By uniqueness of left adjoints (up to natural isomor-
phisms) we have that for every signature ; FG(GS-Th()) ∼= G-Th() and FC(G-Th
()) ∼= Th(), where FG and FC are as in Fact 10. Therefore; the theories of  are
related by full functors %FG :GS-Th()→G-Th() and %FC :G-Th()→Th() (the
unit of the adjunctions) which impose the missing naturality laws on the hom-sets.
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We conclude this section by providing an explicit description via inference rules and
equations of the various theories of a one-sorted signature.
Example 15 (Theories as free constructions). Let  be a one-sorted signature. The
gs-monoidal theory of , GS-Th(), is the strict gs-monoidal category 〈C0;⊗; e; ;∇; !〉
described as follows. Category C0 has as objects the elements of the monoid of un-
derlined natural numbers, and as arrows the equivalence classes of terms generated by
the following rules:
n ∈ N
idn : n→ n ;
n; m ∈ N
n;m : n⊗m→ m⊗ n ;
t : n→ m; t′ : m→ k
t; t′ : n→ k ;
t : n→ m; t′ : n′ → m′
t⊗ t′ : n⊗ n′ → m⊗m′ ;
n ∈ N
!n : n→ 0 ;
n ∈ N
∇n : n→ n⊗ n ;
f ∈ n
f : n→ 1 :
with respect to the following equations:
(Categories)
idn; t = t = t; idm for t : n→m;
(t; t1); t2 = t; (t1; t2);
(Functoriality)
idn⊗m = idn ⊗ idm,
(t; t1)⊗ (t2; t3) = (t⊗ t2); (t1 ⊗ t3) whenever both sides are de6ned,
(Monoidality)
t⊗ id0 = t = id0 ⊗ t,
(t⊗ t1)⊗ t2 = t⊗ (t1 ⊗ t2),
∇n⊗m; (idn⊗ m;n⊗ idm) = ∇n⊗∇m;
!n⊗m = !n⊗ !m.
(Naturality)
n′ ; n; (t⊗ t) = (t⊗ t); m′ ; m for t : n→m; t : n′→m′;
(Symmetricity)
0;0 = id0;
n;m; m;n = idn⊗m,
k⊗n;m = (idk ⊗ n;m); (k;m⊗ idn);
(Coherence)
!0 =∇0 = id0,
∇n; (idn⊗∇n) =∇n; (∇n⊗ idn),
∇n; (idn⊗ !n) = idn,
∇n; n; n =∇n.
Similarly, the g-monoidal theory of , G-Th(), is the strict g-monoidal category
having the same objects as GS-Th(), and as arrows equivalence classes of terms
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generated by the above rules with respect to all the axioms listed above plus the
following:
(Naturality of duplicator)
∇n; (t⊗ t) = t;∇m for all t : n→m.
Finally, the algebraic theory of ; Th(), is the category having the same objects of
GS-Th(), and as arrows equivalence classes of terms generated by the above rules
with respect to all the axioms listed above plus the naturality of duplicator and the
following:
(Naturality of discharger)
t; !m = !n for all t : n→m.
5. Multi-algebras and partial algebras, functorially
In the previous section we have introduced all the technical machinery needed to
extend to partial and multi-algebras the functorial representation of algebras briePy
described in Theorem 4.
As mentioned in Section 2, unlike the case of algebras, for partial and multi-algebras
many alternative notions of homomorphism are possible [5, 41]. They depend on how
two orthogonal issues are handled. The 6rst issue is whether a homomorphism should
be a function, a partial function, or a relation over the underlying carriers. The second
is whether the set of possible values associated to an element by an operator of the
source multi-algebra should be strictly preserved by the homomorphism, or should be
allowed to shrink or to grow. In the case of partial algebras, for example, the most
widely accepted de6nitions of homomorphism are based on total functions [5].
Denition 16 (Homomorphism). Let A and B be multi-algebras over . A tight (weak,
or closed) point-to-point homomorphism ' :A→B is a total function ' : |A|→ |B| such
that 'n;fB =fA;' ('n;fB ⊇ fA;', or 'n;fB⊆fA;'; respectively) for all f∈n.
We will denote by MAlg (MAlg
⊇
 , or MAlg
⊆
 ) the category of multi-algebras
over  and tight (weak, or closed, respectively) point-to-point homomorphisms, and
similarly by PAlg (PAlg
⊇
 , or PAlg
⊆
 ) the category of partial algebras and tight
(weak, or closed, respectively) point-to-point homomorphisms.
Theorem 17 (Functorial representation, tight homomorphisms). Let  be a signature.
Then there exists an equivalence of categories between the category MAlg of multi-
algebras and tight homomorphisms and the category of gs-monoidal functors [GS-Th
()→〈Rel; ×〉]gs and symmetric monoidal natural transformations. 4
4 As for algebraic theories, we consider here only those non-strict, gs-monoidal functors that preserve the
n-fold direct product on the nose, i.e., such that F(n) =F(1)n; instead, symmetric monoidal transformations
are introduced in the appendix, see De6nition A.4. Note also that we indicate explicitly that the relevant gs-
monoidal structure of category Rel is the one based on the direct product because there is at least another,
di-erent gs-monoidal structure in Rel, namely the one induced by the categorical product structure (see
Fact 5). The same observation holds for the g-monoidal structure of Pfn.
304 A. Corradini, F. Gadducci / Theoretical Computer Science 286 (2002) 293–322
Similarly; there exists an equivalence between the category PAlg of partial alge-
bras and tight homomorphisms and the category of g-monoidal functors [G-Th()→
〈Pfn; ×〉]g and symmetric monoidal natural transformations.
Proof. The correspondence between functors and multi-algebras is analogous to the
equivalence between functors and algebras described after Theorem 4. In particular,
when showing that every multi-algebra can be represented as a functor one needs the
fact that the theory is a gs-monoidal category, because so is the monoidal category
induced by the direct product in Rel. A natural transformation obviously induces a
tight, point-to-set homomorphisms, because the arrows of Rel are relations. However,
since these transformations must be symmetric monoidal, and thus they also preserve
the ∇’s and the !’s, it turns out that the resulting homomorphisms are point-to-point,
too. Similar arguments hold for the second part of the statement concerning partial
algebras.
The observation that every algebra is a partial algebra and that every partial algebra
is a multi-algebra can now be recast easily in the functorial framework.
Proposition 18 (Algebras are multi-algebras). There are faithful functors [Th()→
Set]c → [G-Th()→〈Pfn; ×〉]g → [GS-Th()→〈Rel; ×〉]gs.
Proof. Given an algebra A :Th()→Set, the corresponding partial algebra is obtained
by pre-composing A with %FC (see Fact 14) and by post-composing it with the inclusion
Set ,→Pfn: the resulting functor is obviously g-monoidal. Similarly, from a partial
algebra B :G-Th()→Pfn we get the corresponding multi-algebra by post-composing
B ◦ %FG with Pfn ,→Rel. Faithfulness of such functors follows from the fact that the
functors relating the theories are isomorphisms on objects, and those relating the model
categories are faithful.
Let us consider now the categories of partial algebras and multi-algebras with weak
or closed homomorphisms. Since in the functorial presentation homomorphisms cor-
respond to natural transformations, we only need some variations of this categorical
notion for matching the looser commutativity requirement for weak or closed homo-
morphisms. The notion of lax and op-lax natural transformation for order-enriched
categories is exactly what we need. Lax and op-lax natural 2-transformations for
2-functors between 2-categories are presented in [26]: we tailor the de6nition according
to our limited needs.
Fact 19 (Rel and Pfn are order-enriched). An order-enriched category is a category
C where each hom-set is a preorder; and such that if ff′ ∈C[a; b] and g g′ ∈
C[b; c]; then f; gf′; g′. Category Rel has an order-enriched structure; where for
relations f; g :A↔B, f g i> for all a∈A it holds f(a)⊆ g(a). This ordering re-
stricts to partial functions in the expected way (f g :A * B i> for all a∈A; f(a)
is de ned implies f(a) = g(a)); making Pfn order-enriched as well.
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Denition 20 (lax and op-lax natural transformations). Let F;G :A→B be two func-
tors where B is an order-enriched category (with order ). A transformation  :F⇒G
is lax natural if for every arrow f : a→ a′ in A; a;G(f)F(f); a′ . It is op-lax
natural if for every arrow f : a→ a′ in A; a;G(f)F(f); a′ .
With this notion we immediately obtain the following.
Theorem 21 (More functorial representations). There is an equivalence between the
category MAlg⊇ and the category [GS-Th()→〈Rel; ×〉]gslax of gs-monoidal func-
tors and symmetric monoidal lax natural transformations. Similarly; there are equiv-
alences MAlg⊆ ∼= [GS-Th()→〈Rel; ×〉]gsop-lax, PAlg⊇ ∼=[G-Th()→〈Pfn;×〉]glax, and
PAlg⊆ ∼= [G-Th()→〈Pfn; ×〉]gop-lax.
To our knowledge, the functorial presentation of multi-algebras introduced in this
section is original. Related approaches can be found in some works on the semantic in-
terpretation of nondeterministic Pow diagrams. For example, using the observation that
multi-algebras (relational algebras in their terminology) can be considered as ordinary
algebras on the powerset of the carrier satisfying certain conditions [15], Goguen and
Meseguer show in [18] that a multi-algebra with carrier A can be regarded as a functor
F from the algebraic theory to Set such that F(1) =P(A), and each function in the im-
age of F is additive, i.e., for each operator (∈n, F(()(A1; : : : ; An) =
⋃{F(()({a1}; : : : ;
{an}) | (a1; : : : ; an)∈A1 × · · ·×An}. Not surprisingly (after the discussion in Section 3),
they show that this presentation cannot be lifted to a functor from the algebraic theory
to Rel, but just to a graph morphism between the underlying graphs.
Functors from certain algebraic theories (?owchart theories) to Rel (or, more in
general, to the category of abelian monoids Abm) have been considered by Lorentz
and Benson in [31], following quite a di-erent intuition. Products and coproducts in the
Powchart theory are interpreted as suitable operations on “wires” and as such they are
mapped to the disjoint union in Rel (which is both categorical product and coproduct).
As far as the functorial presentation of partial algebras is concerned, this topic has
been addressed already by many authors: we decided to spell it out anyway because
in the next sections, when reasoning about the way a functorial semantics provides
guidelines for the syntax, we shall consider partial algebras as well. In the rest of this
section we briePy discuss the main di-erences between our approach to the functorial
semantics of partial algebras and the others we are aware of.
The analysis of the categorical structure of classes of algebras of partial maps is
the main topic of the work by HRonke and other former East Germany algebraists
[4, 22, 23]. Their functorial presentation of partial algebras is based on a theory hav-
ing a dht-symmetric monoidal structure and on suitable functors from it to Pfn. As
remarked after De6nition 9, such theories extend the g-monoidal ones with a zero-
object. Compared to our approach, this presentation determines the same category of
partial algebras for a given signature, since the zero-object is mapped to the empty
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set by any model. Nevertheless, its presence forces certain arrows of the theory to be
mapped to partial functions. A relevant consequence of this fact is that the dht-theory
of the empty signature is equivalent to the category Pfn n (of  nite sets and partial
functions), analogously to what happens for algebraic theories, where Th(∅)∼=Set n.
On the contrary, in our approach it can be shown that G-Th(∅)∼=Set n (this follows
immediately from the fact that GS-Th(∅)∼=Set n, as proved in [8]). At a more con-
ceptual level, using non-free theories for specifying equational varieties (as sketched
in the following sections), the approach by Hoenke is able to enforce the partiality of
certain operators, while our approach can only enforce totality.
The main goal of Robinson and Rosolini in [36] is to survey the approaches that
try to answer the question of what is the extra structure we need on a category
for it to be a “well-behaved” category of partial maps, and in this perspective they
introduce p-categories, which are shown to provide a suNciently general framework in
which to analyse the other de6nitions. Only in the last section they informally sketch
a functorial presentation of partial algebras, proposing to base it on the usual algebraic
theory, but taking monoidal functors from it to the p-category Pfn. Consistently, they
aNrm that they are not interested in partiality at the level of syntax. Our point of
view is quite di-erent, as already discussed at the end of Section 3, as we insisted in
taking functors from a weaker theory. In Section 7, we will also argue that it is very
natural to deal with partiality already at the level of syntax.
Quite di-erent is the approach presented in [7], where ClaWen et al., working out an
idea sketched by PoignXe in [34], propose a functorial semantics based on Set instead
of Pfn. The basic idea is to consider a partial function as a total one from a subobject
of the source set, or, equivalently, as a suitable span. They show that the natural
notion of theory for a partial-algebraic speci6cation (given by a signature and a set of
conditional existence equations) is a category with all 6nite limits, where pullbacks
(actually, inverse images) are needed to compose spans, and equalizers to compute
solution sets of conditional equations. Finite limit preserving functors to Set are then
partial algebras of the speci6cation. The advantage of taking models in Set rather
than in Pfn is that standard techniques based on hom-functors can be used to prove
the completeness of the calculus for conditional existence equations induced by the
categorical structure. The price to pay is that the structure of the theory in this approach
is signi6cantly more complex than the one we propose.
6. From functorial semantics to syntax: total algebras
In this and in the following sections, we will try to address the following issue:
Why a functorial presentation for a class of algebras; with all the involved categorical
machinery; should be considered; rather than sticking to a traditional presentation in
terms of sets and mappings?
Since the categorical approach is semantical in nature, certainly good motivations
arise from model theory. The functorial presentation makes easy the de6nition of classes
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of algebras where the carrier has “more structure” than just a set, simply by considering
functors from the algebraic theory to a suitable cartesian category. As an example,
continuous -algebras, as introduced in [19], can be represented as functors from
Th() to CPO, the category of complete partial orders and continuous functions [11].
We prefer instead to concentrate here on syntax, and we will try to substantiate the
claim that the functorial semantics of a class of algebras provides precise guidelines
for the “right” syntactical notions for this class.
In the rest of this section we shall briePy summarize, for the case of total algebras,
the well-known relation between (components of) the algebraic theory of a signature
and standard syntactical notions of Universal Algebra. The reader should forgive us
for spelling out things which are obvious since after Lawvere’s work [30], but this
will allow us to set up a framework that we will adapt to partial and multi-algebras in
the next sections. The interesting fact is that for such algebras many variations of the
basic syntactical de6nition have been proposed in the literature. The next paragraphs
introduce the syntactical notions we are interested in, and they will make reference to
a 6xed one-sorted signature  and to its algebraic theory Th().
6.1. Abstract syntax for derived operations
Roughly, a derived operation in an algebra is a function obtained by composing
arbitrarily (using both functional application and pairing) the fundamental operations,
which are the functions providing the interpretation of the operators in . For a 6xed
algebra A : Th()→Set, every derived operation of A can be represented by an arrows
of the theory, essentially because the arrows are freely generated from the operators of
the signature closing with respect to pairing and composition (see Example 15), and
because A maps them to arrows of Set, which are indeed functions. Notice that, in
this context, it is meaningful to consider also derived operations which return a tuple
of values, corresponding to general arrows t : n→m of the theory. Summarizing, the
abstract syntax for a derived operation is just an arrow of the theory.
6.2. Concrete syntax
A concrete syntax for derived operations is readily obtained by the fact that arrows
of the algebraic theory from n to m are in one-to-one correspondence with m-tuples
of terms with at most n variables (chosen from a canonical set). Therefore, possibly
non-ground terms (in the standard sense) are a concrete syntax for derived operations.
Usually we denote by tA the derived operation denoted by term t in the algebra A.
6.3. Equations
In Universal Algebra an equation is a pair of terms t = s, and it is valid in an algebra
A if the derived operations tA and sA coincide as total functions. In the functorial
semantics, this means that A, regarded as a cartesian functor, maps both arrows t and
308 A. Corradini, F. Gadducci / Theoretical Computer Science 286 (2002) 293–322
s to the same function: this requires, by the way, that t and s have the same source
and target. Thus, an equation can be de6ned as a pair of parallel arrows in the theory.
6.4. Equational deduction
The functorial semantics allows for an easy characterization of the variety of
-algebras which satisfy a set of equations E, Alg;E . Simply, impose on Th() the
smallest congruence induced by E (regarded as a relation on arrows) with respect
to all categorical operations, obtaining the quotient Th(; E) def= Th()=≈E . Then the
equivalence Alg;E ∼= [Th(; E)→Set]c holds. The inference rules generating ≈E from
E are easily derived from the presentation of Th() via inference rules and equations
(Example 15), and they can be proved to be sound and complete. Thus the categorical
structure of the theory provides an inference system for equational deduction for which
soundness at least comes for free.
In the following sections we will discuss how the above considerations apply to the
functorial representation of partial algebras and multi-algebras.
7. Considerations on syntax for partial algebras
The syntactical notions mentioned in the last section for total algebras are standard,
and there is complete agreement on their de6nitions. For partial algebras the situation
is less clear, and thus, possibly, more interesting. As we will see later, in the literature
one can 6nd various de6nitions of “term” that extend the total algebra notion, and
even more de6nitions of “equation” [5]. The goal of this section is to show how the
functorial semantics for partial algebras introduced in Section 5 can provide guidelines
for the selection of one speci6c de6nition for those concepts among the many available.
Let us consider now the g-monoidal theory of a signature, G-Th(), and partial
-algebras regarded as g-monoidal functors from G-Th() to Pfn. A “derived oper-
ation” in a partial algebra is very reasonably de6ned as a possibly partial function
obtained as composition of the fundamental (partial) operations. Actually, if we accept
the fact that an abstract syntax for them is given by the arrows of the theory, we
must include among the derived operations also those returning tuples of values and
the total functions which are image via the functors of the “structural” arrows of the
category, like idAn ; 
A
n;m;∇An , and !An .
As far as the concrete syntax is concerned, we need the following.
Denition 22 (Conditioned terms). Let  be a one sorted signature. The category of
conditioned terms (or c-terms) over  is the category C-Term() having the elements
of the monoid of underlined natural number as objects, and where an arrow from n
to m is a conditioned term (or c-term), i.e., a pair Zt |D, with Zt = 〈t1; : : : ; tm〉 an m-tuple
of (standard) terms over  (with m¿0) and D a 6nite set of terms, all of them with
variables in {x1; : : : ; xn}, and satisfying the conditions
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• ti ∈D for all i= 1; : : : ; m;
• xj ∈ D for all j = 1; : : : ; n;
• D is closed with respect to sub-terms.
The set D is called the domain restriction. Arrow composition is de6ned as follows.
Given Zt |D : n→m and Zt ′ |D′ :m→p, let ( denote the substitution {x1=t1; : : : ; xm=tm}.
Then Zt |D; Zt ′ |D′ =Zt ′(|(D′(∪D). For identities, we have idn = 〈x1; : : : ; xn〉|{x1; : : : ; xn}.
For the sake of brevity, for c-terms we will sometimes use the notation Zt |[d1; : : : ; dk ],
where, by de6nition, [d1; : : : ; dk ] = {t′ | t′ is a subterm of one among Zt; d1; : : : ; dk}∪
{x1; x2; : : : ; xn} (n is usually known from the context). Therefore for a term t, t|[]
denotes the conditioned term t|{t′ | t′ is a subterm of t}∪ {x1; : : : ; xn}.
This de6nition of conditioned term is a variation of that introduced by Burmeister in
[5], where the domain restriction D is an arbitrary set of terms and Zt is a single term,
all over a common set of variables. Burmeister traces back this notion to Obtu lowicz
[33], where closure conditions on D similar to ours were required.
The next result shows that c-terms can be regarded as concrete representatives of
the arrows of the g-monoidal theory.
Theorem 23 (C-Term() is a g-monoidal theory). Let C-Term() be the category
of conditioned terms over , and let ∇n : n→ n + n, !n : n→ 0, and n;m : n + m→
m + n be the ( families of ) arrows of C-Term() de ned as follows:
• ∇n = 〈x1; : : : ; xn; x1; : : : ; xn〉|[ ];
• !n = ,|[ ], for , the empty tuple;
• n;m = 〈xn+1; : : : ; xn+m; x1; : : : ; xn〉|[ ].
Then the category 〈C-Term(); ⊗; 0; ;∇; !〉 is a strict g-monoidal category. Further-
more; it is free over  and therefore it is isomorphic to G-Th().
By routine checking it is easy to see that category 〈C-Term(); ⊗; 0; ;∇; !〉 satis6es
all the axioms of g-monoidal categories (one can use those listed in Example 15, since
the monoid of objects is the same). We defer a sketch of the proof of the isomorphism
between the two categories to the end of the next section, after the analogous result
for term graph and the gs-monoidal theory in Theorem 26.
By analogy to what we discussed in the previous section, we conclude that con-
ditioned terms are a suitable “concrete syntax” for derived operations in a partial
algebra. What is the operation denoted by a given c-term Zt |D in a partial algebra
A? Formally, this question can be answered by considering the arrow of G-Th()
which corresponds to Zt |D by the above isomorphism, and then the partial function
which is the image of this arrow via A, regarded as a g-monoidal functor. In this way
one recognizes that (Zt |D : n→m)A is the partial function from A(1)n to A(1)m such that
dom((Zt |D)A) =⋂d∈D dom(d), and (Zt |D)A(a1; : : : an) = 〈tA1 (a1; : : : an); : : : ; tAm(a1; : : : an)〉
for each 〈a1; : : : ; an〉 in the domain (hence the name of “domain restriction” for D).
Burmeister motivates the introduction of conditioned terms in [5] by the fact that the
set of derived operations induced on a partial algebra by the usual terms are not closed
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with respect to superposition, while the set of derived operations induced by conditioned
terms has this property and it is the smallest set having this property and containing all
usual term operations. The additional constraints that we impose to the domain restric-
tion D in De6nition 22 clearly do not change the set of derived operations denoted by
c-terms (simply because if d′ is a subterm of d, then dom(d′)∩ dom(d) = dom(d)), but
they are necessary to get the isomorphism result above, since it avoids the
occurrence of more c-terms denoting the same derived operator. Alternatively, we could
have de6ned c-terms Zt |D by requiring the inclusion in D only of the strictly necessary
terms (i.e., (d subterm of ti) ∨ (d strict subterm of d′ ∈D)⇒d =∈D), but this would
have made the operation of composition unnecessarily complicated.
Another important generalization of the notion of term, arising in partial algebra,
is due to Craig [12]. Essentially, he extends a given signature with “logical projec-
tions” which are forced to be interpreted as total functions in a partial algebra. Terms
over this extended signature are called generalized terms, and are shown by Burmeis-
ter to characterize the same class of derived operations as c-terms. Interestingly, the
g-monoidal theory of a signature already contains arrows which faithfully correspond
to logical projections (composed of identities and of !n).
Let us consider now equations in the partial algebra framework. Many alternative
notions have been de6ned in the literature, di-ering either for the way validity is de-
6ned, or for the kind of terms they involve. Among the proposals we list the following,
after [5]:
[weak] A weak equation s w= t is valid in a partial algebra A if for each Za∈ dom(sA)∩
dom(tA), sA( Za) = tA( Za).
[strong; Kleene] A strong or Kleene equation s K= t is valid in A if sA and tA are the
same partial function.
[existence] An existence equation s e= t is valid in A if both sA and tA are the same
total function. Thus t e= t is valid in A i- tA is total.
[ECE] An existentially conditioned equation has the form s1
e= s1 ∧ · · · sk e= sk ⇒ t e= t′.
It is valid in A if for all Za∈ dom(sA1 )∩ · · · ∩ dom(sAk ) it holds Za∈ dom(tA)∩ dom(t′A)
and tA( Za) = t′A( Za).
[generalized Kleene] A generalized Kleene equation s
gK
= t is a strong equation between
generalized terms s and t, thus they can contain logical projections. As for Kleene
equations, the equation is valid in A if sA and tA are the same partial function; the
di-erence is that the signature is extended and the interpretation of logical projections
is 6xed.
[conditioned Kleene] A conditioned Kleene equation Zs|Ds cK= Zt |Dt is a strong equation
between conditioned terms. It is valid in A if both terms denote the same partial func-
tion, namely, if
⋂
d∈Ds dom(d
A) =
⋂
d∈Dt dom(d
A), and ZtA(a1; : : : ; an) = ZsA(a1; : : : ; an)
for each 〈a1; : : : ; an〉 in the domain
⋂
d∈Ds dom(d
A).
Sticking to usual terms (the 6rst four kinds of equations), by analogy to total algebras
the strong equations may look the most natural. However, one easily recognizes that
they are not expressive enough, because they do not allow to force the de6nedness
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of an operator, which is a natural requirement. On the other hand, existence equations
look too restrictive, by requiring totality. Therefore many researchers converged to
ECE-equations, that subsume weak, strong and existence equations, and have the “right”
expressive power, allowing to speak about equality of partial functions, but on suitably
restricted domains. Also, even if ECE-equations are formally implications, the constraint
on the form of the premises make them easier to manage than arbitrary implications
of existence equations.
The interesting fact is that if we allow for generalizations of terms, then one can stick
to the most natural notion of validity, as in Kleene equations, still recovering almost all
of the expressive power of ECE-equations. This is not surprising, as using conditioned
terms (or the equivalent generalized terms) we can either constrain the de6nition of
an operation (adding something to the domain restriction: for example, (t|[s])A is the
partial function having dom(tA)∩ dom(sA) as domain, and such that (t|[s])A( Za) = tA( Za)
when de6ned), or enforce totality: for example, equation ,|[t] cK= ,|[ ] forces tA to be
total. In [6] it is shown formally that ECE-equations and generalized Kleene equations
are almost equivalent, but for the fact that ECE-equations can force non-emptiness of
the carrier, while the others cannot. Equivalence between generalized and conditioned
Kleene equations follows immediately by the equivalence of the corresponding notions
of terms involved.
Coming back to the functorial semantics, as discussed in the previous section the
natural notion of equation is that of a pair of parallel arrows of the theory, and validity
means that the two arrows are mapped to the same derived operation. Applying this
to partial algebras, we obtain that the natural notion of equation for partial algebras is
that of conditioned Kleene equation.
Quite interestingly, in a pure Universal Algebraic approach, BRorner [2] arrives to
an equivalent conclusion by generalizing to partial algebras the well-known connection
between (total algebra) varieties, clones, and equations. After de6ning “partial clones”
and varieties of partial algebras as natural generalizations of the corresponding notions
for total algebras, he shows that the “correct” de6nition of terms and equations for
characterizing these classes are the generalized terms by Craig and the corresponding
Kleene equations, which, as observed above, are equivalent to conditioned Kleene
equations.
For these equations the inductive de6nition of the g-monoidal theory of Example 15
provides a deduction system. With respect to the almost equivalent ECE-equations,
the conditioned Kleene equations have the advantage of being real equations (and not
implications): we leave as a future work the comparison between deduction systems
for ECE-equations (as in [5]) and for conditioned Kleene equations, respectively.
8. Towards a syntax for multi-algebras
Let us now move to multi-algebras. Since in this framework operations are in general
non-deterministic, the problem of de6ning a reasonable syntax is even harder than in
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the partial algebra case. We start with some considerations which arise naturally when
using standard terms as syntax for multi-algebras. As the interpretation of each operator
of the given signature  in a multi-algebra A is a relation, given a term t over , it
is natural to consider t as denoting a derived relation in A: such relation is obtained
by composing (as for De6nition 1) the fundamental relations corresponding to the
operators of  accordingly to the structure of t. This leaves open the choice about how
to interpret variables. In the singular interpretation they denote individuals, while in the
plural interpretation they denote arbitrary sets. As explained neatly in [40], the plural
interpretation of variables is consistent with the choice of power algebras as models,
while the singular interpretation is consistent with multi-algebras, and therefore we will
stick to the latter. This choice immediately brings us to face the problem of lack of
substitutivity, which we explain with the following example, borrowed from [28].
Example 24 (Lack of substitutivity). Let = {c; one; g} be a signature with constants
c and one, and g a binary operator. Furthermore, let A∈MAlg be as follows: |A|=
{0; 1}, cA = {0; 1}, oneA = {1}, gA(x; y) = {1} if x=y, and gA(x; y) = {0} otherwise.
Now consider the equation g(x; x) = one. For any valuation of the variable x the equa-
tion is satis6ed in A, because since x is a singular variable, the valuation associates a
single value to it, so that gA(x; x) always returns {1}. Let us substitute c for x in the
equation. It is easy to see that g(c; c) = one does not hold in A, since oneA = {1} which
is di-erent from gA(cA; cA) = g+A ({0; 1}; {0; 1}) = gA(0; 0)∪ gA(0; 1)∪ gA(1; 0)∪
gA(1; 1) = {0; 1}:
A closely related problem is put in evidence in [24], where it is shown that the
classical term rewriting calculus (in particular the substitutivity rule) is not sound in
the presence of nondeterministic operators.
Quite obviously, these phenomena, which arise only in the presence of nondeter-
minism, are due to the fact that a nondeterministic expression, if evaluated more than
once, can deliver di-erent results. Many authors have obtained handy techniques for
reasoning about nondeterminism by introducing some notion of sharing. For exam-
ple, Astesiano and Costa [1] extend the lambda-calculus with sharing, by modify-
ing the /-rule in such a way that the actual substitution is deferred until when the
term to be substituted is in normal form. Walicki [38] and Konikowska and Bia lasik
[28] use a binding operator let which realises sharing. The di-erence between the
term let x := c in g(x; x) ni and g(x; x)[c=x] can be explained by showing that in
the multi-algebra of Example 24 the former is evaluated to {1}, while the latter to
{0; 1}. This is a concrete example of the well-known fact that sharing constrains
nondeterminism.
Hesselink [21] introduces accumulated arrows as a generalisation of the term alge-
bra concept. An arrow is an operation of the signature which can return more than
one value, and accumulated arrows are built from arrows by partial composition and
rearrangements. Given a multi-algebra for the signature, each accumulated arrow is
associated inductively with a derived operation (such operations are used for example
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in the formal de6nition of the implementation equivalence between models and of
the extraction equivalence between values). Even if this point is not made explicit in
[21], it is easy to see that rearrangements can be used to introduce a form of sharing,
and indeed it can be shown that in the case of an ordinary signature, accumulated
arrows are essentially (a more concrete version of) the term graphs we are going to
introduce.
Let us mention also that, in di-erent research areas, some authors have elaborated
on the observation that (suitable kinds of) diagrams can be used to denote relations
and to calculate on them: see, among others, [3, 14, 25].
Therefore on the one hand the use of sharing when reasoning about nondeterministic
operations is quite well understood; on the other hand many other approaches stick to
standard terms and address the problems sketched above directly in the design of the
logical system. As a typical example, substitutivity is only admitted for deterministic
terms in the calculi proposed, e.g., in [28, 42] and in the variation of term rewriting
discussed in [24].
In the rest of this section we will sketch how the framework set up in Section 6 can
be applied to multi-algebras, showing that term graphs play for multi-algebras the same
role that standard terms play for total algebras. We think that this is a further, solid
argument in favour of the use of terms with sharing as a syntax for multi-algebras. As
a side remark, this also provides an interesting application of the main result of our
paper [8].
According to the discussion in Section 6, a “derived operation” of a multi-algebra
A is a relation which is in the image of A, regarded as a gs-monoidal functor from
GS-Th() to Rel. Thus derived relations will be obtained as arbitrary combinations
(using sequential composition and tensor product) of the fundamental relations of A
(those interpreting the operators in ) and the structural relations idAn ; 
A
n;m; ∇An , and
!An , which are total functions by the de6nition of gs-monoidal functor.
For the concrete syntax, let us summarize the main result of [8], showing that “term
graphs” are canonical representatives of the arrows of the gs-monoidal theory. We start
by introducing our notion of term graph.
Denition 25 (Term graph). A directed acyclic graph (dag) (over ) is a triple d=〈N
(d); ls; sd〉, where N (d) is a set of nodes, ld :N (d)* is a partial function called
the labeling function, and sd :N (d)*N (d)∗ is a partial function called the successor
function, such that the following conditions are satis6ed:
• dom(ld) = dom(sd); a node n∈N (d) is called empty if n ∈ dom(ld).
• for each node n∈ dom(ld), arity(ld(n)) = length(sd(n));
• d has no cycles (de6ned in the expected way).
An (i; j)-ranked dag is a triple g= 〈r; d; v〉, where d is a dag with exactly j empty
nodes, r : i→N (d) is a function 5 called the root mapping, and v : j→N (d) is a
bijection between j and the empty nodes of d, called the variable mapping.
5 When term graphs are of concern, for a natural number n we assume n= {1; : : : ; n}, thus 0 = ∅.
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Fig. 1. Two term graphs, their composition and their union.
A ranked (dag) morphism f : 〈r; d; v〉→ 〈r′; d′; v′〉 is a function f :N (d)→N (d′)
that preserves labeling and successors, and such that f ◦ r = r′ and f ◦ v= v′. An
(i; j)-ranked term graph G is an isomorphism class of (i; j)-ranked dag’s:
Fig. 1 shows four term graphs. Empty nodes are represented by the natural numbers
corresponding to their position in the list of variables, and are depicted as a vertical
sequence on the left; nonempty nodes are represented by their labels, from where
the edges pointing to the successors leave; the list of numbers on the right represent
pointers to the roots: a dashed arrow from j to a node indicates that it is the jth root.
For example, the 6rst term graph G1 has rank (4; 2), 6ve nodes (two empty, 1 and 2,
and three nonempty, f, g and k), the successors of g are the variables 2 and 1 (in this
order), the successors of f are g and 2, the successor of k is 2, and the four roots are
g, f, k, and f.
These graphical conventions make two basic operations on term graphs easy. The
composition of two term graphs is performed by matching the roots of the 6rst graph
with the variables of the second one, and then by eliminating them. For example, term
graph G3 =G1;G2 is the composition of G1 and of G2. Note that in this term graph
node k is not reachable from the root: as such it is called garbage. The union of
two graphs is essentially their disjoint union, where the lists of variables and roots
are concatenated. The last term graph G4 =G1 ⊕G2 is the union of G1 and G2, of
rank (5; 6).
The main results of [8] are summarized as follows.
Theorem 26 (Category of term graphs as gs-monoidal theory). For a given signature
; let TG denote the category having the elements of the monoid of underlined natu-
ral numbers as objects; and as arrows from j to i all (i; j)-ranked term graphs. Arrow
composition is de ned as in the example above. Then TG is gs-monoidal; where the
tensor product is the union of term graphs mentioned above. Furthermore; TG is
isomorphic to GS-Th():
Therefore also for the derived operations of a multi-algebra we have a concrete
syntax, given by the term graphs over . Given a multi-algebra A :GS-Th()→Rel,
it is not diNcult to present the set-valued function associated with a given term graph:
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Fig. 2. Three term graphs denoting the same term.
we show this by an example. Let us consider graph G3 of Fig. 1. Then GA3 is a function
from A(1)2 to P(A(1)), and it is de6ned as
a ∈ GA3 (a1; a2) ⇔


∃xg; xf; xh; xk ∈ A(1): xg ∈ gA(a2; a1);
∧xf ∈ fA(xg; a2) ∧ xh ∈ hA(xg; xf);
∧xk ∈ kA(a2) ∧ a = xh
where fA; gA; hA and kA are the fundamental relations corresponding to the op-
erators of the signature. Note that in the de6nition of the relation GA3 the variable
xk is not used elsewhere. In fact, the garbage of a term graph has for relations the
same role that the “domain restriction” component of conditioned terms has for partial
functions.
As a further example, consider the term graphs of Fig. 2, where c is a unary and
f a binary operator. F1; F2 and F3 correspond to the arrows 51 =∇1; (c⊗ c); f,
52 = c; ∇1;f, and 53 =∇1; ((c; ∇1;f)⊗ (c; !1)), respectively, all of them in GS-Th()
[1; 1]. Note that the 6rst two arrows are di-erent because ∇ is not natural, and the
second and the third because ! is not natural.
For a multi-algebra A, the three term graphs represent the relations:
a ∈ FA1 (a′) ⇔ ∃x1; x2:x1 ∈ cA(a′) ∧ x2 ∈ cA(a′) ∧ a ∈ fA(x1; x2);
a ∈ FA2 (a′) ⇔ ∃x1:x1 ∈ cA(a′) ∧ a ∈ fA(x1; x1); and
a ∈ FA3 (a′) ⇔ ∃x1; x2:x1 ∈ cA(a′) ∧ x2 ∈ cA(a′) ∧ a ∈ fA(x1; x1):
Clearly, the 6rst two relations are in general di-erent, because if cA(a′) has at least
two elements, then fA could be applied to two di-erent arguments in FA1 , but not in
FA2 . However, the second and third relations coincide for every possible multi-algebra,
because the domain restriction forced by the garbage node c in FA3 (∃x2: x2 ∈ cA(a′))
is already subsumed in FA2 . This shows that term graphs are redundant as far as one
is concerned in denoting the derived relations of a multi-algebra.
More precisely, as discussed in [10], two term graphs G and H denote the same
relation in all multi-algebras if and only if they are garbage equivalent, i.e., if between
any pair of representatives g∈G and h∈H there are ranked dag homomorphisms g→ h
and h→ g. 6 Furthermore, it can be shown that a garbage-equivalence class of term
6 The name chosen for this equivalence is justi6ed in [10] by showing that if G and H satisfy this condition,
then their sub-term-graphs obtained by removing all the garbage (i.e., their “skeletons”) are isomorphic.
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graphs has a canonical representative, which is the term graph having the minimum
number of nodes. On the one hand this suggests that such “minimal” term graphs are
more adequate to denote the derived relations of a multi-algebra. On the other hand, it
is still an open question whether there is a 6nite equational characterization of garbage
equivalence.
Finally, following the outline of the previous sections, one is naturally led to de6ne
an equation (for multi-algebras) as a pair of term graphs having the same rank, and to
de6ne validity as equality of the associated relations. This idea is elaborated further in
[10], where a deduction system for term graph equational logic is presented, which is
determined by the structure of the gs-monoidal theory. Even if this approach perfectly
6ts in the general framework sketched in Section 6, it has an intrinsic limit due to
the fact that all calculi for multi-algebras we are aware of, as well as the relational
calculi, are based on inequalities (interpreted as inclusions of relations) rather than on
equations. Interestingly, it turns out that the functorial presentation of multi-algebras
based on gs-monoidal theories allows for the speci6cation of the inclusion of derived
relations in a simple way.
The 6rst observation is that the category GS-Th() is actually order-enriched, by
letting GH if there is a ranked dag homomorphism from (a representative of) G
to (a representative of) H . Next it can be shown that every gs-monoidal functor M
from GS-Th() to Rel is order-enriched, namely, that if GH then M (G)M (H)
in Rel (see Fact 19). At this point, to characterize the multi-algebras where a given
inequality G≺H holds (where G and H are term graphs having the same rank, but
possibly not related by a homomorphism), one proceeds as follows. First add a cell
from G to H in GS-Th(); next generate freely all the cells needed to make the
resulting category order-enriched; and 6nally consider all order-enriched functors from
the resulting category to Rel: these are the multi-algebras which satisfy the inequality.
We leave as a topic for future work the formal de6nition of this calculus of inequal-
ities for multi-algebras, as well as the comparison between the expressive power of
term graph inequalities and other speci6cation techniques developed for multi-algebras
[41, 42].
Let us conclude this section with the sketch of the proof of Theorem 23, that we
are now able to present having introduced term graphs.
Proof outline of the last statement of Theorem 23. We have to show that category
C-Term() of conditioned terms is isomorphic to the g-monoidal theory
G-Th().
By the one-to-one correspondence between term graphs and arrows of the gs-mono-
idal theory (Theorem 26), and by the fact that arrows of G-Th() are equivalence
classes of arrows of GS-Th() modulo naturality of ∇ (see Fact 14), it follows that
we just have to show that conditioned terms are in one-to-one correspondence with
equivalence classes of term graphs modulo the naturality of ∇.
The proof proceeds as follows. First show that if a term graph is obtained from an-
other one via a single application of the axiom of naturality of ∇, then they are related
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by a surjective ranked graph morphism, and vice versa, that the existence of a surjec-
tive ranked graph morphism between two term graphs implies that the corresponding
arrows are equivalent up-to naturality of ∇ (by induction on the least level of a node
in the image which is image of more than one node, by 6niteness and acyclicity).
Then show that for each set of term graphs related by surjective morphisms there is a
6nal object, the “fully-collapsed” term graph; 6nally show that conditioned terms are
one-to-one with fully-collapsed term graphs. In particular, since a conditioned term can
itself be regarded as a term graphs, the existence of a surjective morphism to the 6nal
object shows that they represent the same partial function.
9. Conclusions and future work
The main contribution of this paper is a functorial presentation for various categories
of partial algebras and multi-algebras, analogous to the presentation for the category of
algebras using algebraic theories, by means of suitable free categories called g-monoidal
and gs-monoidal theories, respectively.
Our starting point was the observation that the cartesian structure of the algebraic
theory over a signature cannot be used as the source of functors to Rel intended to
represent multi-algebras, because the categorical product structure on Rel is not com-
patible with that of Set. Therefore we introduced two di-erent theories over a signature
with a somewhat weaker structure, namely the gs-monoidal and the g-monoidal theory,
respectively, showing that structure-preserving functors from the former to Rel model
multi-algebras, and from the latter theory to Pfn model partial algebras. Di-erent no-
tions of homomorphism for such structures are closely related to di-erent notions of
natural transformations in the corresponding functor categories.
Next we considered at quite an informal level the relationship between the vari-
ous components of a theory and a few syntactical notions in the class of algebras it
de6nes. The case of ordinary algebras has been presented as a reference framework,
which has been applied then to partial and multi-algebras. This analysis indicated quite
precisely some possible topics for future research. As an example, we intend to spell
out the inference system for equational deduction that is implicit in the structure of
the g-monoidal theory, in order to compare it to other systems proposed independently
for partial algebras. For multi-algebras, this program has been carried out to a certain
extent in [10], and we aim at completing it by designing a calculus for inequational
deduction along the lines sketched in Section 8.
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Appendix Monoidal categories
In this section we recall a few de6nitions from [17], most of them well-known from
the literature, presenting the non-strict version of gs-monoidal categories.
Denition A.1 (Monoidal categories). A monoidal category C is a 6-tuple 〈C0;⊗; e;
5; ,; %〉, where C0 is a category, ⊗ :C0 ×C0 →C0 a functor and e∈C0 an object, and
5 :−⊗ (=⊗+)⇒(−⊗=)⊗+, , : e⊗ − ⇒− and % : − ⊗ e⇒− are natural isomor-
phisms, satisfying the coherence axioms:
where; for the sake of readability, we denote the identity of an object with the object
itself.
Denition A.2 (Symmetric monoidal category). A symmetric monoidal category is a
7-tuple 〈C0;⊗; e; 5; ,; %; 〉 where 〈C0;⊗; e; 5; ,; %〉 is a monoidal category, and  :−⊗+
⇒+⊗− is a natural isomorphism satisfying the coherence axioms
Denition A.3 (Monoidal and symmetric monoidal functors). A monoidal functor
F :C→C′ is a triple 〈F0; 7; '〉 where F0 :C0 →C1 is a functor, and 7 :F0(e)⇒
e′ and ' :F0(− ⊗ +)⇒F0(−) ⊗′ F0(+) are natural isomorphisms, satisfying the
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axioms
where we omitted the subscript 0 for the sake of readability.
A monoidal functor is symmetric if moreover
Denition A.4 ((Symmetric) monoidal transformations). A (symmetric) monoidal
transformation / :F⇒G between (symmetric) monoidal functors F;G is a transfor-
mation satisfying
All the coherence properties required for the monoidal version of the de6nition of
functor and (natural) transformation can be summed up simply saying that, in the richer
context, all the underlying de6nitions must preserve also the new relevant structure. In
the following, a (symmetric) monoidal functor is usually indicated with the underly-
ing (symmetric) functor whenever the associated natural isomorphisms are identities.
Moreover, we will denote as strict monoidal all those monoidal categories such that
the associated natural isomorphisms 5; ,; % are identities; note that in this case most of
the coherence axioms collapse.
Denition A.5 (gs-monoidal categories). A gs-monoidal category is a 9-tuple 〈C0;
⊗; e; 5; ,; %; ;∇; !〉, where 〈C0;⊗; e; 5; ,; %; 〉 is a symmetric monoidal category, and
∇ : Id⇒〈−⊗+; id;−⊗ +;−⊗−〉 and ! : Id⇒ e are symmetric monoidal transforma-
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tions satisfying the coherence axioms
The monoidality of the transformations simply amounts to say that !a⊗b = !a⊗ !b and
∇a⊗b = (∇a⊗∇b); (a⊗ a; b⊗ b).
Denition A.6 (gs-monoidal functors and transformations). A gs-monoidal functor is
a symmetric monoidal functor such that the following diagram commutes
A gs-monoidal transformation between gs-monoidal functors is a symmetric monoidal
transformation.
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