Abstract. We consider maximal functions Mf (x, θ), singular integrals Hf (x, θ), and maximal singular integrals H * f (x, θ) on R n × S n−1 associated with homogeneous curves, for functions f on R n . We prove certain weighted mixed norm estimates for them. These results are applied to the theory of singular integrals with variable kernels via the method of rotations of Calderón-Zygmund.
Introduction
Let {A t } t>0 be a dilation group on R n defined by A t = t P = exp((log t)P ), where P is an n × n real matrix whose eigenvalues have positive real parts. We assume n ≥ 2. We can define a norm function r on R n from {A t } t>0 such that:
(1) r(x) ≥ 0, r(x) = r(−x) for all x ∈ R n , and r(x) = 0 if and only if x = 0; (2) r is continuous on R n and infinitely differentiable in R n \ {0}; (3) r(A t x) = tr(x) for all t > 0 and x ∈ R n ; (4) r(x + y) ≤ C(r(x) + r(y)) for some C > 0; (5) Σ = {θ ∈ R n : Bθ, θ = 1} for a positive symmetric matrix B, where Σ = {x ∈ R n : r(x) = 1} and ·, · denotes the Euclidean inner product in R n ; (6) dx = t γ−1 dμ dt, that is,
where ω is a strictly positive C ∞ function on Σ, dμ 0 is the Lebesgue surface measure on Σ and γ = trace P ; (7) there are positive constants c 1 , c 2 , c 3 , c 4 , α 1 , α 2 , β 1 and β 2 such that c 1 |x| α 1 < r(x) < c 2 |x|
For t < 0, define A t by A t = (sgn t)A |t| = −A |t| . Let S n−1 denote the unit sphere of R n . For (x, θ) ∈ R n × S n−1 , we define
Mf(x, θ) = sup Let w be a weight function. We recall that
, with usual modifications when q = ∞ or p = ∞, where dσ denotes the Lebesgue surface measure on S n−1 . Also, we write f L
, where we define q n (p) = ∞ when p ≥ n. Then the following result was proved in [8] (see [14] for earlier work).
This result for M, H was extended to the case of nonisotropic dilations by [1] as follows.
Theorem B.
Let M and H be as in (1.1) and (1.2). Then:
See [5, 6, 20] for previous results. To prove Theorem B, Bez [1] showed certain L 2 (S n−1 ) estimates for trigonometric integrals (see Lemma 2 below) by using the decay estimates for the Fourier transform of dσ. Further, to prove part (1) for p > 2, [1] found that a result of [15] (see also [16] ) can be applied; at the corresponding point in the isotropic case of [8] , a result for X-ray transforms of [7] was used.
In this note we shall prove an analogue of Theorem B (2) for the maximal singular integral operator H * . We assume that Σ = S n−1 , dμ = ω dσ and ω is even, where Σ, dμ, ω are as in statements (5), (6) above (see [2, 11, 18] for relevant results).
We recall the following result for H * shown by Chen [5] .
Theorem C. Suppose n = 2 and (2, 4) .
(1) of [1] ). This implies the same result for H * . Thus, in particular, we can see that Theorem 1 is a sharp result when n = 2 (we note that Δ (2,q 2 (2)) = Δ (2,∞) ).
If B is a subset of R n such that B = {x ∈ R n : r(x−a) < t} for some a ∈ R n and t > 0, then we call B an r-ball. Let w be a weight function on R n . For 1 ≤ p < ∞, we recall the Muckenhoupt class A p . We say w ∈ A p , 1 < p < ∞, if
where the supremum is taken over all r-balls B. The class A 1 is defined to be the set of weight functions w satisfying M HL w ≤ Cw a.e., where M HL is the HardyLittlewood maximal operator defined by
We note that
We shall prove the following weighted estimates.
The weight class A τ 1 is required by our methods using interpolation with a change of measure. By [22] we know that the operator H * is bounded from 
Using this and known estimates, we can obtain some other results not explicitly stated in Theorem 2. For example, we can prove some weighted estimates for M by interpolation with the (1) . At present we do not know whether we can get better results by applying in the weighted norm cases the arguments due to [1] 
estimates for M of Theorem 2. As in [8] , we apply the Plancherel theorem for functions with values in the Sobolev space L 2 α (S n−1 ) and the Littlewood-Paley theory. We prove certain orthogonality estimates (see Lemma 1 below), from which we deduce results for L q (S n−1 ) valued functions via the Sobolev embedding theorem (see (2.8) ). Also, we prove certain weighted estimates (see (2.7)). Interpolation with a change of measure between these estimates will readily imply the result of Theorem 2 for M .
In Sections 3 and
estimates of Theorem 2 will be proved for H and H * , respectively. We again need the Littlewood-Paley theory and orthogonality estimates for vector valued functions along with interpolation arguments. To handle H * , we apply a method of [10] designed to treat certain maximal operators, where the results for M, H obtained in Sections 2 and 3 will be used. We note that the maximal operator M cannot be used to control H, H * as in Lemma 4.1 of [8] ; a reason for this is that weighted inequalities which will be required in the arguments are not yet available in the case of nonisotropic dilations.
Finally, in Section 5, we consider singular integrals and maximal singular integrals with variable kernels and we shall prove certain L p and L p w boundedness of them (Theorems 3 and 4) by applying Theorems 1 and 2 via the Calderón-Zygmund method of rotations (see [3] ). Theorem 3 is an extension to the case of nonisotropic dilations of a result due to [9] for isotropic dilation.
In this section we prove
where S(R n ) denotes the Schwartz class, and q and w are related as in Theorem 2.
We denote byf the Fourier transform of f :
To apply the Littlewood-Paley theory, we define S k by
where Z denotes the set of integers. For k ∈ Z, let
To prove (2.1), we may assume f ≥ 0. We note that
Let 2 ≤ q < q n (2). Since q ≥ 2, (2.2) and the Hardy-Littlewood maximal theorem imply
for w ∈ A 2 . We prove the following result.
Proof. Let 0 < a < 1/2 − α. It suffices to prove
Therefore, to obtain (2.4), it suffices to show the pointwise inequality
If |ξ| ≤ 1, this is easily obtained, since Ψ(ξ, θ) is C ∞ and vanishes when ξ = 0. The estimate (2.5) for |ξ| > 1 follows from the following result of [1] and integration by parts, as in [8] .
for all δ > 0.
This follows from Lemma 8 of [1] and an argument including a change of variables.
We can easily see that
M HL (w)
. Therefore, if w ∈ A 1 , by the Littlewood-Paley inequality we have
If 2 ≤ q < q n (2), then by the Sobolev embedding theorem we have L
for some > 0. Interpolating between (2.7) and (2.8) with change of measure, we get
for some > 0, where q and τ are related as in Theorem 2. The estimate (2.1) follows from (2.9) and (2.3).
Remark 1. Let 0 < c 1 < c 2 and η, ζ ∈ R n \ {0}. Then, we have
for some positive constant C independent of η and ζ, where d is the degree of the minimal polynomial of P (see [21, Corollary in Section 4]). We note that this result implies Lemma 2 when d = 1, 2.
Let H be as in (1.2). Let 2 ≤ q < q n (2) . In this section we prove
where q and w are related as in Theorem 2. Decompose
where S j is as in Section 2. Let 0 ≤ α < 1/2. We prove
for some > 0. Then, arguing as in Section 2, from (3.2) we can get
We have an estimate similar to (2.5) forΨ(ξ, θ), and (
, where the operator H k is as in the previous paragraph. Therefore, by the Littlewood-Paley theory for vector valued functions,
where 0 < a < 1/2 − α. This implies
for some > 0, which proves (3.2).
If w ∈ A 1 , from an estimate similar to (2.6) and the Littlewood-Paley inequality, we have
Interpolation between (3.3) and (3.4) implies
The first term on the right hand side of (4.2) can be handled by (3.1) and Lemma 4 as follows:
Also, by inspection we see that
with the constant C independent of θ (see the proof of Theorem E in [10] ). Therefore, the second term on the right hand side of (4.2) can be handled by the weighted norm inequality for the Hardy-Littlewood maximal operator. It remains to estimate
Let 0 ≤ α < 1/2 and 0 < a < 1/2 − α. Then, as in the proof of (3.2), we have
Therefore,
and hence, if 2 ≤ q < q n (2), the Sobolev embedding theorem implies
for some > 0.
On the other hand, if w ∈ A 1 , as in (3.4), we see that
For w ∈ A 1 , choose b > 1 such that w b ∈ A 1 . Then, interpolating between (4.5) and (4.6) with w b in place of w, we get 
Interpolation between (4.4) and (4.8) implies (4.9)
for some > 0, where q, w are as in Theorem 2. Since
and q ≥ 2, by (4.3) and (4.9) we have
where q, w are as in Theorem 2. This completes the proof of Lemma 3.
Proof of (4.1). We can easily prove the pointwise inequality
Therefore, (4.1) follows from (2.1) and Lemma 3.
Applications
Let K(x, y) be a kernel on R n × R n such that K(x, A t y) = t −γ K(x, y) for all t > 0 and (x, y) ∈ R n × (R n \ {0}).
We assume that K(x, y) is locally integrable with respect to y in R n \ {0} and 
