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EXPLICIT APPROXIMATIONS OF OPTION PRICES VIA MALLIAVIN
CALCULUS FOR THE STOCHASTIC VERHULST VOLATILITY MODEL
KAUSTAV DAS† AND NICOLAS LANGRENE´‡
Abstract. We consider explicit approximations for European put option prices within the sto-
chastic Verhulst model with time-dependent parameters, where the volatility process follows the
dynamics dVt = κt(θt − Vt)Vtdt + λtVtdBt. Our methodology involves writing the put option
price as an expectation of a Black-Scholes formula, reparameterising the volatility process and
then performing a number of expansions. The difficulties faced are computing a number of ex-
pectations induced by the expansion procedure explicitly. We do this by appealing to techniques
from Malliavin calculus. Moreover, we deduce that our methodology extends to models with
more generic drift and diffusions for the volatility process. We obtain the explicit representa-
tion of the form of the error generated by the expansion procedure, and we provide sufficient
ingredients in order to obtain a meaningful bound. Under the assumption of piecewise-constant
parameters, our approximation formulas become closed-form, and moreover we are able to es-
tablish a fast calibration scheme. Furthermore, we perform a numerical sensitivity analysis to
investigate the quality of our approximation formula in the stochastic Verhulst model, and show
that the errors are well within the acceptable range for application purposes.
Keywords: Stochastic volatility model, Closed-form expansion, Closed-form approximation,
Malliavin calculus, Stochastic Verhulst, Stochastic Logistic, XGBM
1. Introduction
In this article, we consider the European put option pricing problem in the stochastic Ver-
hulst model with time-dependent parameters, namely, where the volatility process satisfies the
SDE dVt = κt(θt − Vt)Vtdt + λtVtdBt. The main contributions of this article are an explicit
second-order approximation for the price of a European put option, an explicit form for the
error induced in the approximation, as well as a fast calibration scheme. Furthermore, the ap-
proximation formulas are written in terms of certain iterated integral operators, which, under
the assumption of piecewise-constant parameters, are closed-form, yielding a closed-form ap-
proximation to the European put option price. Additionally, we notice that our methodology
easily extends to models where the volatility’s drift and diffusion coefficients have a general form
that satisfy some regularity properties. We provide the approximation formula in this general
case too, as well as a closed-form expression when parameters are piecewise-constant. We obtain
sufficient conditions needed in order to obtain a meaningful bound on the error term induced by
the approximation procedure, these ingredients essentially become moments involved with the
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2volatility process. Lastly, we perform a numerical sensitivity analysis in the stochastic Verhulst
model in order to assess our approximation procedure in practice. Our approximation method-
ology involves appealing to the mixing solution methodology (see Hull and White [15], Romano
and Touzi [26], Willard [33]), which reduces the dimensionality of the pricing problem, small vol-
of-vol expansion techniques, as well as Malliavin calculus machinery, in the lines of Benhamou
et al. [5], Langrene´ et al. [18].
It is well known that implied volatility is heavily dependent on the strike and maturity of Eu-
ropean option contracts. This phenomenon is called the volatility smile, a feature the seminal
Black-Scholes model fails to address, due to the assumption of a constant volatility [6]. In re-
sponse, a number of frameworks have been proposed with the intention of accurately modelling
the smile effect. In particular, stochastic volatility models are one of a number of classes of
models which were developed in order to achieve this. In a stochastic volatility model, the
volatility (or variance) process is modelled as a stochastic process itself, possibly correlated with
the spot. Empirical evidence has demonstrated that stochastic volatility models are significantly
more realistic than models with deterministic volatility. However, with this added complexity
comes a cost, as it is usually not possible to compute the prices of even the simplest contracts
in a closed-form manner.
Affine stochastic volatility models are a subclass of stochastic volatility models which possess a
certain amount of tractability. Specifically, affine models are those in which the characteristic
function of the log-spot can be computed explicitly1, see for example the Heston and Scho¨bel-
Zhu models [14, 27]. As a consequence, in such models, it can be shown that it is possible
to express European option prices in a quasi closed-form fashion. However, non-affine models
have been shown to be substantially more realistic than their affine counterparts. This empir-
ical evidence has been presented in a number of studies, see for example Christoffersen et al.
[8], Gander and Stephens [11], Kaeck and Alexander [16]. For this reason, recently there has
been a significant push in the industry towards favouring non-affine models. When one studies a
non-affine model, this usually means that prices cannot be represented in any sort of convenient
way. Consequently, numerical procedures such as PDE and Monte Carlo methods have been
substantially developed in the literature, see [2, 28].
Closed-form approximations are an alternative methodology for option pricing, where the op-
tion price is approximated by a closed-form expression. The purpose of obtaning a closed-form
approximation is to achieve a ‘best of both worlds’ scenario; one can utilise a realistic and sophis-
ticated model, yet still have a means to obtain prices of option prices rapidly. Moreover, since
transform methods are usually not utilised, time-dependent parameters can often be handled
well. One motivation for quick option pricing formulas is calibration, where the option price
must be computed several times within an optimisation procedure.
Over the past 20 years, closed-form approximation results have been extensively studied in the
1More precisely, an affine model is one where the log of the characteristic function of the log-spot is an affine
function.
3literature. For example, Lorig et al. [21] derive a general closed-form expression for the price of
an option via a PDE approach, as well as its corresponding implied volatility. Hagan et al. [13]
use singular perturbation techniques to obtain an explicit approximation for the option price
and implied volatility in their SABR model. Alo`s [1] show that from the mixing solution, one
can approximate the put option price by decomposing it into a sum of two terms, one being
completely correlation independent and the other dependent on correlation. However, neither
terms are explicit. Furthermore, Antonelli et al. [3], Antonelli and Scarlatti [4] show that under
the assumption of small correlation, an expansion can be performed with respect to the mixing
solution, where the resulting expectations can be computed using Malliavin calculus techniques.
Similarly, in the case of the time-dependent Heston model, Benhamou et al. [5] consider the
mixing solution and expand around vol-of-vol, performing a combination of Taylor expansions
and computing the resulting terms via Malliavin calculus techniques. Langrene´ et al. [18] adapts
the methodology of Benhamou et al. [5] to the Inverse-Gamma model.
Stochastic volatility models usually either model the volatility directly, or indirectly via the
variance process. A critical assumption is that volatility or variance has some sort of mean
reversion behaviour, and this is supported by empirical evidence, see for example Gatheral [12].
Specifically, for modelling the variance, a large class of one-factor stochastic volatility models is
given by
dSt = St((r
d
t − rft )dt+
√
VtdWt), S0,
dVt = κt(θtV
µˆ
t − V µ˜t )dt+ λtV µt dBt, V0 = v0,
d〈W,B〉t = ρtdt,
whereas for modelling the volatility, this class is of the form
dSt = St((r
d
t − rft )dt+ VtdWt), S0,
dVt = κt(θtV
µˆ
t − V µ˜t )dt+ λtV µt dBt, V0 = v0,
d〈W,B〉t = ρtdt,
for some µ˜, µˆ and µ ∈ R.2. Some popular models in the literature include:
Model Variance/Volatility Dynamics of V µˆ µ˜ µ
Heston [14] Variance dVt = κt(θt − Vt)dt+ λt
√
VtdBt 0 1 1/2
Scho¨bel and Zhu [27] Volatility dVt = κt(θt − Vt)dt+ λtdBt 0 1 0
GARCH [22, 33] Variance dVt = κt(θt − Vt)dt+ λtVtdBt 0 1 1
Inverse Gamma [18] Volatility dVt = κt(θt − Vt)dt+ λtVtdBt 0 1 1
3/2 Model [19] Variance dVt = κt(θtVt − V 2t )dt+ λtV 3/2t dBt 1 2 3/2
Verhulst [7, 20] Volatility dVt = κt(θtVt − V 2t )dt+ λtVtdBt 1 2 1
2There exist other classes of stochastic volatility models. For example, the exponential Ornstein-Uhlenbeck model
Wiggins [32] is not included in either of these classes.
4In this article, we study the stochastic Verhulst model with time-dependent parameters, here on
in referred to as the Verhulst model.3 Specifically, the dynamics of the spot S with volatility V
are given by4
dSt = (r
d
t − rft )Stdt+ VtStdWt, S0,
dVt = κt(θt − Vt)Vtdt+ λtVtdBt, V0 = v0,
d〈W,B〉t = ρtdt,
(1.1)
where W and B are Brownian motions with deterministic, time-dependent instantaneous cor-
relation (ρt)0≤t≤T , defined on the filtered probability space (Ω,F , (Ft)0≤t≤T ,Q). Here T is a
finite time horizon where (rdt )0≤t≤T and (r
f
t )0≤t≤T are the deterministic, time-dependent do-
mestic and foreign interest rates respectively. In addition, ρt ∈ [−1, 1] for any t ∈ [0, T ]. The
time-dependent parameters (κt)0≤t≤T , (θt)0≤t≤T and (λt)0≤t≤T are all assumed to be positive for
all t ∈ [0, T ] and bounded. Furthermore, (Ft)0≤t≤T is the filtration generated by (W,B) which
satisfies the usual assumptions.5 In the following, E(·) denotes the expectation under Q, where
Q is a domestic risk-neutral measure which we assume to be chosen.
Remark 1.1 (Stochastic Verhulst model heuristics). The process V occuring in the SDE for
the volatility we call the stochastic Verhulst process, here on in referred to as the Verhulst
process. This process is reminiscent of the deterministic Verhulst/Logistic model which most
famously arises in population growth models. The deterministic Verhulst/Logistic model was
first introduced by Verhulst in 1838 [29, 30, 31], then rediscovered and revived by Pearl and Reed
in 1920 [24, 25]. The process behaves intuitively in the following way. Focusing on the drift
term of the volatility V in eq. (1.1), specifically κ(θ − V )V , we notice that there is a quadratic
term. The interpretation here is that V mean reverts to level θ at a speed of κV . That is, the
mean reversion speed of V depends on V itself, and is thus stochastic. Contrasting this with the
regular linear type mean reversion drift coefficients, namely κ(θ − V ), we have that the mean
reversion level is still θ, however the mean reversion speed is κ, and is not directly influenced
by V . For an in depth discussion of the Verhulst model for option pricing, we refer the reader
to Lewis [20].
In what follows, we will successfully obtain an explicit second-order expression for the price of
a European put option in the Verhulst model eq. (1.1). Here, the price of a put option with
log-strike k is given by
PutVerhulst = e
−
∫ T
0 r
d
t dtE(ek − ST )+.
The methodology utilised in this article has been previously implemented for the subsequent
models:
3Commonly the stochastic Verhulst model also goes by the stochastic Logistic model, see Carr and Willems [7].
It is also referred to as the XGBM model, short for ‘extended Geometric Brownian motion’, see Lewis [20].
4Our formulation is for FX market purposes, but can be adapted to equity and fixed income markets easily.
5Meaning that (Ft)0≤t≤T is right continuous and augmented by Q null-sets.
5• For the Heston model
dSt = St((r
d
t − rft )dt+
√
VtdWt),
dVt = κt(θt − Vt)dt+ λt
√
VtdBt,
d〈W,B〉t = ρtdt,
this has been studied by Benhamou et al. [5].
• For the Inverse-Gamma (IGa) model
dSt = St((r
d
t − rft )dt+ VtdWt),
dVt = κt(θt − Vt)dt+ λtVtdBt,
d〈W,B〉t = ρtdt,
this has been tackled by Langrene´ et al. [18].
The purpose of this paper is to extend the methodology utilised in these aforementioned papers
to that of pricing under the Verhulst model, as well as developing an associated fast calibration
scheme. In fact, we will deduce that our expansion methodology can be easily adapted to volatil-
ity processes with arbitrary drifts and diffusions that satisfy some regularity conditions (given
in Assumption A and Assumption B). Additionally, we will present the explicit approximation
formula for the price of a put option in this general framework. The sections are organised as
follows:
• Section 2 details some preliminary calculations. First, we reparameterise the volatility process
in terms of a small perturbation parameter, obtaining the process
(
V
(ε)
t
)
. Then, we rewrite
the expression for the price of a put option by utilising the mixing solution.
• In Section 3 we implement our expansion procedure. Namely, we combine a Taylor expansion
of a Black-Scholes formula with a small vol-of-vol expansion of the function ε 7→ V (ε)t and its
variants. This gives a second-order approximation to the price of a put option.
• Section 4 is dedicated to the explicit calculation of terms induced by our expansion procedure
from Section 3. In particular, we utilise Malliavin calculus techniques in order to reduce the
corresponding terms down into expressions which are in terms of certain iterated integral
operators.
• In Section 5 we present the explicit form for the error in our expansion methodology. In
particular, we provide sufficient ingredients in order to obtain a meaningful bound on the
error term.
• Section 6 is dedicated to the study of the iterated integral operators in terms of which our
approximation formulas are expressed, albeit under the assumption of piecewise-constant pa-
rameters. We deduce that under this assumption, our approximation formulas are closed-form.
Moreover, this allows us to establish a fast calibration scheme.
6• Section 7 is dedicated to a numerical sensitivity analysis of our put option approximation
formula in the Verhulst model.
Remark 1.2. In this article, the phrase ‘explicit expression’ will be used to refer to expressions
that can be represented mathematically with an equation that does not involve the subject. The
word ‘closed-form’ will be used to describe an explicit expression which only involves elementary
functions, and does not involve complicated infinite sums or complicated integrals. For example,
let g be a function with no closed-form anti-derivative and let
f1(x) =
∫ x
0
g(u)du, (1.2)
f2(x) = e
sin(x), (1.3)
f3(x) =
∫ x
0
g(f3(u))du. (1.4)
Then eq. (1.2) is explicit, eq. (1.3) is closed-form and eq. (1.4) is neither.
2. Preliminaries
Although we are concerned with the pricing of a put option under the Verhulst model eq. (1.1),
we start by considering the following general model,
dSt = (r
d
t − rft )Stdt+ VtStdWt, S0,
dVt = α(t, Vt)dt+ β(t, Vt)dBt, V0 = v0,
d〈W,B〉t = ρtdt.
(2.1)
The details and assumptions for the general model eq. (2.1) are otherwise exactly the same as
the those for the Verhulst model eq. (1.1). Notice that in the general model eq. (2.1), when
we set α(t, x) = κt(θt − x)x and β(t, x) = λtx, we recover the Verhulst model eq. (1.1). The
reasoning for this change in framework is twofold. Firstly, this will make the notation cleaner
and more aesthetically pleasing, which will be important during the expansion procedure, as
the calculations become quite involved. Furthermore, we will deduce that our methodology of
obtaining an expression for the put option price will extend to more general drifts and diffusions.
Thus, we will only need to restrict the drift and diffusion if the expansion procedure demands
it. In anticipation of this, for the rest of this article, we will enforce the following assumptions
on the regularity of the drift and diffusion coefficients of V in eq. (2.1).
Assumption A. For t ∈ [0, T ]:
(A1) α is Lipschitz continuous in x, uniformly in t.
(A2) β is Ho¨lder continuous of order ≥ 1/2 in x, uniformly in t.
(A3) There exists a solution of V (weak or strong).
(A4) α and β satisfy the growth bounds xα(t, x) ≤ K(1 + |x|2) and |β(t, x)|2 ≤ K(1 + |x|2)
uniformly in t, where K is a positive constant.
7Assumption B. The following properties hold:
(B1) The second derivative αxx exists and is continuous a.e. in x and t ∈ [0, T ].
(B2) The first derivative βx exists and is continuous a.e. in x and t ∈ [0, T ].
The purpose of Assumption A is to guarantee the existence of a pathwise unique strong solution
to V in eq. (1.1), see the Yamada-Watanabe theorem [34], as well as to guarantee that solutions
do not explode in finite time. We will comment on the purpose of Assumption B in full detail
in Remark 3.2. Clearly item (B2) implies item (A1); nonetheless we include item (A1) for the
purpose of clarity. Notice that the Verhulst process from eq. (1.1) does not satisfy item (A1),
as its drift coefficient is only locally Lipschitz continuous. However, this is not a problem as the
diffusion coefficient is Lipschitz continuous. Hence, we can appeal to the usual Itoˆ style results
on existence and uniqueness for SDEs.
Proposition 2.1 (Explicit pathwise unique strong solution to the Verhulst process). Suppose
Y solves the SDE
dYt = at(bt − Yt)Ytdt+ ctYtdBt, Y0 = y0 > 0, (2.2)
where (at)0≤t≤T , (bt)0≤t≤T and (ct)0≤t≤T are strictly positive and bounded on [0, T ]. Then the
explicit pathwise unique strong solution is given by
Yt = Ft
(
y−10 +
∫ t
0
auFudu
)−1
,
Ft = exp
(∫ t
0
(
aubu − 1
2
c2u
)
du+
∫ t
0
cudBu
)
.
(2.3)
Proof. Both the drift and diffusion coefficients in the SDE eq. (2.2) are locally Lipschitz, uni-
formly in t ∈ [0, T ]. Clearly the diffusion coefficient obeys the linear growth condition, (ctx)2 ≤
K(1+ |x|2) uniformly in t, for some constant K > 0. In addition, we have that x[at(bt − x)x] ≤
K(1 + |x|2) uniformly in t ∈ [0, T ], and thus any potential of explosion in finite time is miti-
gated (this somewhat non-standard restriction on the growth of the drift is given in Kloeden
and Platen [17] Section 4.5, page 135). It remains to be seen that the solution is indeed given
by eq. (2.3). Utilising Itoˆ’s formula with f(x) = x−1 yields a linear SDE, which results in
the explicit solution, namely eq. (2.3). Clearly this solution remains strictly positive in finite
time. 
2.1. Mixing solution. Denote the price of a put option on S in the general model eq. (2.1) by
PutG. Namely,
PutG = e
−
∫ T
0 r
d
t dtE(ek − ST )+.
Let the process X be the log-spot. Specifically, Xt := lnSt. Now perturb X in the following
way: for ε ∈ [0, 1],
dX
(ε)
t =
(
rdt − rft −
1
2
(V
(ε)
t )
2
)
dt+ V
(ε)
t dWt, X
(ε)
0 = lnS0 =: x0,
dV
(ε)
t = α(t, V
(ε)
t )dt+ εβ(t, V
(ε)
t )dBt, V
(ε)
0 = v0,
d〈W,B〉t = ρtdt.
(2.4)
8We can recover the original diffusion from eq. (2.4) by noticing (S, V ) = (exp(X(1)), V (1)).
Denote the filtration generated by B as (FBt )0≤t≤T and let X˜(ε)t := X(ε)t −
∫ t
0 (r
d
u − rfu)du. By
writing Wt =
∫ t
0 ρudBu +
∫ t
0
√
1− ρ2udZu, where Z is a Brownian motion independent of B, it
can be seen that
X˜
(ε)
T |FBT
d
= N (µˆε(T ), σˆ2ε (T )),
with
µˆε(T ) := x0 −
∫ T
0
1
2
(V
(ε)
t )
2dt+
∫ T
0
ρtV
(ε)
t dBt,
σˆ2ε(T ) :=
∫ T
0
(1− ρ2t )(V (ε)t )2dt.
Let
g(ε) := e−
∫ T
0
rduduE(ek − eX(ε)T )+.
Then g(1) is the price of a put option in the general model eq. (2.1). That is, g(1) = PutG.
Proposition 2.2. The function g can be expressed as
g(ε) = E
{
e−
∫ T
0 r
d
uduE[(ek − eX(ε)T )+|FBT ]
}
= E
[
PBS
(
µˆε(T ) +
1
2
σˆ2ε(T ), σˆ
2
ε(T )
)]
,
where explicitly
µˆε(T ) +
1
2
σˆ2ε(T ) = x0 −
∫ T
0
1
2
ρ2t (V
(ε)
t )
2dt+
∫ T
0
ρtV
(ε)
t dBt,
σˆ2ε(T ) =
∫ T
0
(1− ρ2t )(V (ε)t )2dt,
and
PBS(x, y) := e
ke−
∫ T
0
rdt dtN (−dln−)− exe−
∫ T
0
rft dtN (−dln+),
dln± := d
ln
±(x, y) :=
x− k + ∫ T0 (rdt − rft )dt√
y
± 1
2
√
y,
(2.5)
where N (·) denotes the standard normal distribution function.
Proof. This result is a consequence of the mixing solution methodology. A derivation can be
found in Appendix A. 
3. Expansion procedure
In this section, we detail our expansion procedure. The notation is similar to that in Benhamou
et al. [5], however there are some differences. The expansion procedure can be briefly summarised
by two main steps.
(1) First, we expand the function PBS up to second-order. This step is given in Section 3.2.
9(2) Then, we expand the functions ε 7→ V (ε)t and ε 7→
(
V
(ε)
t
)2
up to second-order. This step is
given in Section 3.1 and Section 3.3.
We then combine both these expansions in order to obtain a second-order approximation for the
put option price, which is given in Theorem 3.1. However, this approximation is still in terms of
expectations. In Theorem 4.1, we will obtain the explicit second-order approximation in terms
of iterated integral operators (defined in Definition 4.1), which will be convenient for our fast
calibration scheme in Section 6.
Remark 3.1. Let (t, ε) 7→ ξ(ε)t be a C([0, T ] × [0, 1];R) function smooth in ε. Denote by
ξ
(ε)
i,t :=
∂iξ
∂εi
its i-th derivative in ε, and let ξi,t := ξ
(ε)
i,t |ε=0. Then by a second-order Taylor
expansion around ε = 0, we have the representation
ξ
(ε)
t = ξ0,t + ξ1,t +
1
2
ξ2,t +Θ
(ε)
2,t(ξ)
where Θ is the second-order error term given by Taylor’s theorem. Specifically, for i ≥ 0,
Θ
(ε)
i,t (ξ) :=
∫ ε
0
1
i!
(ε− u)iξ(u)i+1,tdu.
3.1. Expanding processes ε 7→ V (ε)t and ε 7→
(
V
(ε)
t
)2
. Using the notation from Remark 3.1,
we can now represent the functions ε 7→ V (ε)t and ε 7→
(
V
(ε)
t
)2
via a Taylor expansion around
ε = 0 to second-order.
V
(ε)
t = v0,t + εV1,t +
1
2
ε2V2,t +Θ
(ε)
2,t(V ),
(V
(ε)
t )
2 = v20,t + 2εv0,tV1,t + ε
2
(
V 21,t + v0,tV2,t
)
+Θ
(ε)
2,t (V
2),
(3.1)
where v0,t := V0,t.
Lemma 3.1. The processes (V1,t) and (V2,t) satisfy the SDEs
dV1,t = αx(t, v0,t)V1,tdt+ β(t, v0,t)dBt, V1,0 = 0, (3.2)
dV2,t =
(
αxx(t, v0,t)(V1,t)
2 + αx(t, v0,t)V2,t
)
dt+ 2βx(t, v0,t)V1,tdBt, V2,0 = 0, (3.3)
with explicit solutions
V1,t = e
∫ t
0 αx(z,v0,z)dz
∫ t
0
β(s, v0,s)e
−
∫ s
0 αx(z,v0,z)dzdBs, (3.4)
V2,t = e
∫ t
0 αx(z,v0,z)dz
{∫ t
0
αxx(s, v0,s)(V1,s)
2e−
∫ s
0 αx(z,v0,z)dzds+
∫ t
0
2βx(s, v0,s)V1,se
−
∫ s
0 αx(z,v0,z)dzdBs
}
.
(3.5)
Proof. We give a sketch of the proof for (V1,t). First, we write
dV
(ε)
1,t = d
(
∂εV
(ε)
t
)
= ∂ε(dV
(ε)
t ).
10
The SDE for V
(ε)
t is given in eq. (2.4). By differentiating, we obtain
dV
(ε)
1,t = αx(t, V
(ε)
t )V
(ε)
1,t dt+
[
εβx(t, V
(ε)
t )V
(ε)
1,t + β(t, V
(ε)
t )
]
dBt, V
(ε)
1,0 = 0.
Letting ε = 0 yields the SDE eq. (3.2). Since the SDE is linear, it can be solved explicitly. This
gives the result eq. (3.4). The calculations for (V2,t) are similar. 
Remark 3.2. We now comment on the purpose of Assumption B.
• As explained before, Assumption A guarantees a pathwise unique strong solution for V which
will not explode in finite time.
• For Lemma 3.1 to be valid, it is clear that we will require the existence of αxx and βx as well
as their continuity a.e. in x and t ∈ [0, T ]. This is assumed via item (B1) and item (B2)
respectively in Assumption B.
3.2. Expanding PBS. Let
P˜
(ε)
T := x0 −
∫ T
0
1
2
ρ2t
(
V
(ε)
t
)2
dt+
∫ T
0
ρtV
(ε)
t dBt,
Q˜
(ε)
T :=
∫ T
0
(1− ρ2t )
(
V
(ε)
t
)2
dt.
Immediately we have P˜
(ε)
T = µˆε(T ) +
1
2 σˆ
2
ε(T ) and Q˜
(ε)
T = σˆ
2
ε(T ). Hence from Proposition 2.2
g(ε) = E
(
PBS
(
P˜
(ε)
T , Q˜
(ε)
T
))
. (3.6)
As g(1) corresponds to the price of a put option, we are interested in approximating the function
PBS at
(
P˜
(1)
T , Q˜
(1)
T
)
. To do this we will expand PBS around the point(
P˜
(0)
T , Q˜
(0)
T
)
=
(
x0 −
∫ T
0
1
2
ρ2t v
2
0,tdt+
∫ T
0
ρtv0,tdBt,
∫ T
0
(1− ρ2t )v20,tdt
)
and evaluate at
(
P˜
(1)
T , Q˜
(1)
T
)
. Additionally, introduce the functions
P
(ε)
T := P˜
(ε)
T − P˜ (0)T
=
∫ T
0
ρt(V
(ε)
t − v0,t)dBt −
1
2
∫ T
0
ρ2t
((
V
(ε)
t
)2 − v20,t
)
dt,
Q
(ε)
T := Q˜
(ε)
T − Q˜(0)T
=
∫ T
0
(1− ρ2t )
((
V
(ε)
t
)2 − v20,t
)
dt.
and the short-hand
P˜BS := PBS
(
P˜
(0)
T , Q˜
(0)
T
)
,
∂i+jP˜BS
∂xi∂yj
:=
∂i+jPBS
(
P˜
(0)
T , Q˜
(0)
T
)
∂xi∂yj
.
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Proposition 3.1. By a second-order Taylor expansion, the expression PBS
(
P˜
(1)
T , Q˜
(1)
T
)
can be
approximated to second-order as
PBS
(
P˜
(1)
T , Q˜
(1)
T
)
≈ P˜BS +
(
∂xP˜BS
)
P
(1)
T +
(
∂yP˜BS
)
Q
(1)
T
+
1
2
(
∂xxP˜BS
)(
P
(1)
T
)2
+
1
2
(
∂yyP˜BS
)(
Q
(1)
T
)2
+
(
∂xyP˜BS
)
P
(1)
T Q
(1)
T .
3.3. Expanding functions ε 7→ P (ε)T , ε 7→ Q(ε)T and its variants. The next step in our
expansion procedure is to approximate the functions ε 7→ P (ε)T , ε 7→
(
P
(ε)
T
)2
, ε 7→ Q(ε)T , ε 7→(
Q
(ε)
T
)2
and ε 7→ P (ε)T Q(ε)T . By Remark 3.1 we can write
P
(ε)
T = P0,T + εP1,T +
1
2
ε2P2,T +Θ
(ε)
2,T (P ),
(P
(ε)
T )
2 = P 20,T + 2εP0,TP1,T + ε
2
(
P 21,T + P0,TP2,T
)
+Θ
(ε)
2,T (P
2),
(3.7)
Q
(ε)
T = Q0,T + εQ1,T +
1
2
ε2Q2,T +Θ
(ε)
2,T (Q),
(Q
(ε)
T )
2 = Q20,T + 2εQ0,TQ1,T + ε
2
(
Q21,T +Q0,TQ2,T
)
+Θ
(ε)
2,T (Q
2),
(3.8)
and
P
(ε)
T Q
(ε)
T = P0,TQ0,T + ε (Q0,TP1,T + P0,TQ1,T )
+
1
2
ε2 (Q0,TP2,T + P0,TQ2,T + 3 (Q1,TP2,T + P1,TQ2,T )) + Θ
(ε)
2,T (PQ).
(3.9)
This results in the following lemma.
Lemma 3.2. Equations (3.7) to (3.9) can be rewritten as
P
(ε)
T = εP1,T +
1
2
ε2P2,T +Θ
(ε)
2,T (P ),
(P
(ε)
T )
2 = ε2P 21,T +Θ
(ε)
2,T (P
2),
(3.10)
Q
(ε)
T = εQ1,T +
1
2
ε2Q2,T +Θ
(ε)
2,T (Q),
(Q
(ε)
T )
2 = ε2Q21,TΘ
(ε)
2,T (Q
2),
(3.11)
and
P
(ε)
T Q
(ε)
T = ε
2P1,TQ1,T +Θ
(ε)
2,T (PQ), (3.12)
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respectively, where
P1,T =
∫ T
0
ρtV1,tdBt −
∫ T
0
ρ2t v0,tV1,tdt,
P2,T =
∫ T
0
ρtV2,tdBt −
∫ T
0
ρ2t
(
V 21,t + v0,tV2,t
)
dt,
Q1,T = 2
∫ T
0
(1− ρ2t )v0,tV1,tdt,
Q2,T = 2
∫ T
0
(1− ρ2t )
(
V 21,t + v0,tV2,t
)
dt.
Proof. First, notice that by their definitions, P0,T = P
(0)
T = P˜
(0)
T − P˜ (0)T = 0, and similarly
Q0,T = 0. We will show how to obtain the form of P1,T , the rest being similar. By definition
P
(ε)
1,T = ∂ε
(
P
(ε)
T
)
= ∂ε
(
x0 −
∫ T
0
1
2
ρ2t
(
V
(ε)
t
)2
dt+
∫ T
0
ρtV
(ε)
t dBt
)
=
∫ T
0
ρtV
(ε)
1,t dBt −
∫ T
0
ρ2tV
(ε)
t V
(ε)
1,t dt.
By putting ε = 0 we obtain P1,T , namely
P1,T =
∫ T
0
ρtV1,tdBt −
∫ T
0
ρ2t v0,tV1,tdt.

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Theorem 3.1 (Second-order put option price approximation). Denote by Put
(2)
G the second-
order approximation to the price of a put option in the general model eq. (2.1). Then
Put
(2)
G = EP˜BS
(Cx :=) + E∂xP˜BS
(∫ T
0
ρt
(
V1,t +
1
2
V2,t
)
dBt
− 1
2
∫ T
0
ρ2t
(
2v0,tV1,t +
(
V 21,t + v0,tV2,t
) )
dt
)
(Cy :=) + E∂yP˜BS
(∫ T
0
(1− ρ2t )
(
2v0,tV1,t +
(
V 21,t + v0,tV2,t
) )
dt
)
(Cxx :=) +
1
2
E∂xxP˜BS
(∫ T
0
ρtV1,tdBt −
∫ T
0
ρ2t v0,tV1,tdt
)2
(Cyy :=) +
1
2
E∂yyP˜BS
(∫ T
0
(1− ρ2t )(2v0,tV1,t)dt
)2
(Cxy :=) + E∂xyP˜BS
(∫ T
0
ρtV1,tdBt −
∫ T
0
ρ2t v0,tV1,tdt
)
(∫ T
0
(1− ρ2t )(2v0,tV1,t)dt
)
.
Additionally, PutG = Put
(2)
G + E(E), where E denotes the error in the expansion.
Proof. From Proposition 3.1, consider the two-dimensional Taylor expansion of PBS around(
P˜
(0)
T , Q˜
(0)
T
)
evaluated at (
P˜
(1)
T , Q˜
(1)
T
)
.
Then, substitute in the second-order expressions of P
(1)
T ,
(
P
(1)
T
)2
, Q
(1)
T ,
(
Q
(1)
T
)2
and P
(1)
T Q
(1)
T
from Lemma 3.2. As this is a second-order expression, the remainder terms Θ are neglected.
Taking expectation yields Put
(2)
G . 
Remark 3.3. The explicit expression for E and the analysis of it is left for Section 5.
4. Explicit price
The goal now is to express the terms Cx, Cy, Cxx, Cyy, Cxy in terms of the following integral
operators.
Definition 4.1 (Integral operator). To this end, define the following integral operator
ω
(k,l)
t,T :=
∫ T
t
lue
∫ u
0 kzdzdu.
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In addition, we define the n-fold iterated integral operator through the following recurrence.
ω
(k(n),l(n)),(k(n−1),l(n−1)),...,(k(1),l(1))
t,T := ω
(
k(n),l(n)w
(k(n−1),l(n−1)),··· ,(k(1),l(1))
·,T
)
t,T , n ∈ N.
6
Assumption C. β(t, x) = λtx
µ for µ ∈ [1/2, 1], where λ is bounded over [0, T ].
We will comment on the reasoning behind Assumption C in Remark D.2.
Theorem 4.1 (Explicit second-order put option price). Under Assumption C, the explicit
second-order price of a put option in the general model eq. (2.1) is given by
Put
(2)
G = PBS
(
x0,
∫ T
0
v20,tdt
)
+ 2ω
(−αx,ρλv
µ+1
0,· ),(αx,v0,·)
0,T ∂xyPBS
(
x0,
∫ T
0
v20,tdt
)
+ ω
(−2αx,λ2v
2µ
0,·),(2αx,1)
0,T ∂yPBS
(
x0,
∫ T
0
v20,tdt
)
+ 2ω
(−αx,ρλv
µ+1
0,· ),(−αx,ρλv
µ+1
0,· ),(2αx,1)
0,T ∂xxyPBS
(
x0,
∫ T
0
v20,tdt
)
+ ω
(−2αx,λ2v
2µ
0,·),(αx,αxx),(αx,v0,·)
0,T ∂yPBS
(
x0,
∫ T
0
v20,tdt
)
+
{
2ω
(−αx,ρλv
µ+1
0,· ),(−αx,ρλv
µ+1
0,· ),(αx,αxx),(αx,v0,·)
0,T
+ 2µω
(−αx,ρλv
µ+1
0,· ),(0,ρλv
2µ−1
0,· ),(αx,v0,·)
0,T
}
∂xxyPBS
(
x0,
∫ T
0
v20,tdt
)
+ 2ω
(−αx,ρλv
µ+1
0,· ),(0,ρλv
µ
0,·),(αx,v0,·)
0,T ∂xxyPBS
(
x0,
∫ T
0
v20,tdt
)
+ 4ω
(−2αx,λ2v
2µ
0,·),(αx,v0,·),(αx,v0,·)
0,T ∂yyPBS
(
x0,
∫ T
0
v20,tdt
)
+ 2
(
ω
(−αx,ρλv
µ+1
0,· ),(αx,v0,·)
0,T
)2
∂xxyyPBS
(
x0,
∫ T
0
v20,tdt
)
where the partial derivatives of PBS are given in Appendix C.
Proof. The proof is given in Appendix D. 
6For example
ω
(k(3),l(3)),(k(2),l(2)),(k(1),l(1))
t,T =
∫ T
t
l
(3)
u3
e
∫u3
0 k
(3)
z dz
(∫ T
u3
l
(2)
u2
e
∫u2
0 k
(2)
z dz
(∫ T
u2
l
(1)
u1
e
∫u1
0 k
(1)
z dzdu1
)
du2
)
du3.
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Remark 4.1. In Theorem 4.1, we enforce Assumption C. This means we can obtain the second-
order pricing formula for different models by choosing a specific α(t, x) that adheres to Assump-
tion A and Assumption B, as well as a µ ∈ [1/2, 1], and then appeal to Theorem 4.1. For
instance, if we choose α(t, x) = κt(θt − x), then this drift satisfies Assumption A and Assump-
tion B. By choosing some µ ∈ [1/2, 1], we will obtain the explicit second-order price of a put
option where the volatility obeys the dynamics
dVt = κt(θt − Vt)dt+ λtV µt dBt, V0 = v0.
In particular, to obtain the explicit second-order put option price in the Inverse-Gamma model,
choose α(t, x) = κt(θt − x) and µ = 1, so that αx(t, x) = −κt and αxx(t, x) = 0. Indeed, this
gives the desired result for the second-order put option price in the Inverse-Gamma model as
seen in Langrene´ et al. [18].
4.1. Verhulst model explicit price. We now return to the Verhulst model eq. (1.1). Recall
that the volatility process obeys the dynamics
dVt = κt(θt − Vt)Vtdt+ λtVtdBt, V0 = v0.
Lemma 4.1 (Verhulst model explicit second-order put option price). Under the Verhulst model
eq. (1.1), the explicit second-order price of a put option is given by
Put
(2)
Verhulst = PBS
(
x0,
∫ T
0
v20,tdt
)
+ 2ω
(−(κθ−2κv0,·),ρλv20,·),(κθ−2κv0,·,v0,·)
0,T ∂xyPBS
(
x0,
∫ T
0
v20,tdt
)
+ ω
(−2(κθ−2κv0,·),λ2v20,·),(2(κθ−2κv0,·),1)
0,T ∂yPBS
(
x0,
∫ T
0
v20,tdt
)
+ 2ω
(−(κθ−2κv0,·),ρλv20,·),(−(κθ−2κv0,·),ρλv
2
0,·),(2(κθ−2κv0,·),1)
0,T ∂xxyPBS
(
x0,
∫ T
0
v20,tdt
)
+ ω
(−2(κθ−2κv0,·),λ2v20,·),(κθ−2κv0,·,−2κ),(κθ−2κv0,·,v0,·)
0,T ∂yPBS
(
x0,
∫ T
0
v20,tdt
)
+
{
2ω
(−(κθ−2κv0,·),ρλv20,·),(−(κθ−2κv0,·),ρλv
2
0,·),(κθ−2κv0,·,−2κ),(κθ−2κv0,·,v0,·)
0,T
+ 2ω
(−(κθ−2κv0,·),ρλv20,·),(0,ρλv0,·),(κθ−2κv0,·,v0,·)
0,T
}
∂xxyPBS
(
x0,
∫ T
0
v20,tdt
)
+ 2ω
(−(κθ−2κv0,·),ρλv20,·),(0,ρλv0,·),(κθ−2κv0,·,v0,·)
0,T ∂xxyPBS
(
x0,
∫ T
0
v20,tdt
)
+ 4ω
(−2(κθ−2κv0,·),λ2v20,·),(κθ−2κv0,·,v0,·),(κθ−2κv0,·,v0,·)
0,T ∂yyPBS
(
x0,
∫ T
0
v20,tdt
)
+ 2
(
ω
(−(κθ−2κv0,·),ρλv20,·),(κθ−2κv0,·,v0,·)
0,T
)2
∂xxyyPBS
(
x0,
∫ T
0
v20,tdt
)
.
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Proof. Under Assumption C, the approximation formula in the general model eq. (2.1) is given
in Theorem 4.1. Notice under the Verhulst model we have
α(t, x) = κt(θt − x)x,
which yields
αx(t, x) = κtθt − 2κtx,
αxx(t, x) = −2κtx.
Furthermore, the diffusion is β(t, x) = λtx, meaning we take µ = 1 in Theorem 4.1. Substituting
these expressions in the formula from Theorem 4.1 gives the result. 
Remark 4.2. Currently the second-order approximations Put
(2)
G and Put
(2)
Verhulst are expressed
in terms of iterated integral operators and partial derivatives of PBS. When parameters are
assumed to be piecewise-constant, then the iterated integral operators can be expressed in a
closed-form manner, which we prove in Section 6.
5. Error analysis
This section is dedicated to the explicit representation and analysis of the error induced by our
expansion procedure in Section 3. The section is divided into two parts.
(1) Section 5.1 is devoted to the explicit representation of the error term induced by the expan-
sion procedure.
(2) Section 5.2 details how one would approach bounding the error term induced by the ex-
pansion procedure in terms of the remainder terms generated by the approximation of the
underlying volatility/variance process.
In this section we will make extensive use of the following notation:
• Lp := Lp(Ω,F ,Q) denotes the vector space of equivalence classes of random variables with
finite Lp norm, given by ‖ · ‖p = [E| · |p]1/p.
• For an n-tuple α := (α1, . . . , αn) ∈ Nn, then |α| =
∑n
i=1 αi denotes its 1-norm.
5.1. Explicit expression for error. Recall from Theorem 3.1 that the price of a put option in
the general model eq. (2.1) was PutG = Put
(2)
G + E(E), where Put(2)G is the second-order closed-
form price. As our expansion methodology was contingent on the use of Taylor polynomials, the
term E evidently appears due to the truncation of Taylor series. To represent E we will need
explicit expressions for the error terms. These are given by Taylor’s theorem, which we will
present here to fix notation. We only consider the results up to second-order.
Theorem 5.1 (Taylor’s theorem for g : R2 → R). Let A ⊆ R2, B ⊆ R and let g : A → B be
a C3(R2;R) function in a closed ball about the point (a, b) ∈ A. Then Taylor’s theorem states
that the Taylor series of g around the point (a, b) is given by
g(x, y) = g(a, b) + gx(a, b)(x − a) + gy(a, b)(y − b)
+
1
2
gxx(a, b)(x − a)2 + 1
2
gyy(a, b)(y − b)2 + gxy(a, b)(x − a)(y − b) +R(x, y),
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where
R(x, y) =
∑
|α|=3
|α|
α1!α2!
Eα(x, y)(x − a)α1(y − b)α2
Eα(x, y) =
∫ 1
0
(1− u)2 ∂
3
∂xα1∂yα2
g(a+ u(x− a), b+ u(y − b))du.
Now recall from Section 3 the functions
P˜
(ε)
T = x0 −
∫ T
0
1
2
ρ2t
(
V
(ε)
t
)2
dt+
∫ T
0
ρtV
(ε)
t dBt,
Q˜
(ε)
T =
∫ T
0
(1− ρ2t )
(
V
(ε)
t
)2
dt
and
P
(ε)
T := P˜
(ε)
T − P˜ (0)T
=
∫ T
0
ρt(V
(ε)
t − v0,t)dBt −
1
2
∫ T
0
ρ2t
((
V
(ε)
t
)2 − v20,t
)
dt,
Q
(ε)
T := Q˜
(ε)
T − Q˜(0)T
=
∫ T
0
(1− ρ2t )
((
V
(ε)
t
)2 − v20,t
)
dt.
Furthermore, recall the short hand
P˜BS = PBS
(
P˜
(0)
T , Q˜
(0)
T
)
,
∂i+jP˜BS
∂xi∂yj
=
∂i+jPBS
(
P˜
(0)
T , Q˜
(0)
T
)
∂xi∂yj
.
Theorem 5.2 (Explicit error term). The error term E in Theorem 3.1 induced from the expan-
sion procedure can be decomposed as
E = EP + EV
where
EP =
∑
|α|=3
|α|
α1!α2!
Eα
(
P˜
(1)
T , Q˜
(1)
T
)(
P
(1)
T
)α1 (
Q
(1)
T
)α2
,
Eα
(
P˜
(1)
T , Q˜
(1)
T
)
=
∫ 1
0
(1− u)2 ∂
αPBS
∂xα1∂yα2
(
(1− u)P˜T (0) + uP˜T (1), (1 − u)Q˜T (0) + uQ˜T (1)
)
du,
and
EV =
∑
|α|=1
∂P˜BS
∂xα1∂yα2
Θ
(1)
2,T (P
α1Qα2) +
1
2
∑
|α|=2
|α|
α1!α2!
∂2P˜BS
∂xα1∂yα2
Θ
(1)
2,T (P
α1Qα2),
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where Θ
(1)
2,T (P
0Qx) := Θ
(1)
2,T (Q
x) and Θ
(1)
2,T (P
yQ0) := Θ
(1)
2,T (P
y), for x, y ∈ {1, 2}. Here, EP
corresponds to the error in the approximation of the function PBS, and EV corresponds to the
error in the approximation of the functions ε 7→ V (ε)t and ε 7→
(
V
(ε)
t
)2
.
Proof. The decomposition E = EP + EV is a clear consequence of Taylor’s theorem. The next
two subsections are dedicated to representing EP and EV explicitly.
5.1.1. Explicit EP . First we will derive EP explicitly, the error term corresponding to the second-
order approximation of PBS. In our expansion procedure, we expand PBS up to second-order
around the point(
P˜
(0)
T , Q˜
(0)
T
)
=
(
x0 −
∫ T
0
1
2
ρ2t v
2
0,tdt+
∫ T
0
ρtv0,tdBt,
∫ T
0
(1− ρ2t )v20,tdt
)
and evaluate at
(
P˜
(1)
T , Q˜
(1)
T
)
. Thus in the Taylor expansion of PBS, the terms will be of the form
∂|α|P˜BS
∂xα1∂yα2
(
P
(1)
T
)α1 (
Q
(1)
T
)α2
for |α| = 0, 1, 2. By Theorem 5.1 (Taylor’s theorem) we can write the second-order Taylor
polynomial of PBS
(
P˜
(1)
T , Q˜
(1)
T
)
with error term as
PBS
(
P˜
(1)
T , Q˜
(1)
T
)
= P˜BS +
(
∂xP˜BS
)
P
(1)
T +
(
∂yP˜BS
)
Q
(1)
T
+
1
2
(
∂xxP˜BS
)(
P
(1)
T
)2
+
1
2
(
∂yyP˜BS
)(
Q
(1)
T
)2
+
(
∂xyP˜BS
)
P
(1)
T Q
(1)
T
+
∑
|α|=3
|α|
α1!α2!
Eα
(
P˜
(1)
T , Q˜
(1)
T
)(
P
(1)
T
)α1 (
Q
(1)
T
)α2
︸ ︷︷ ︸
Error term
(5.1)
with
Eα
(
P˜
(1)
T , Q˜
(1)
T
)
=
∫ 1
0
(1− u)2 ∂
3PBS
∂xα1∂yα2
(
P˜T (0) + uPT (1), Q˜T (0) + uQT (1)
)
du
=
∫ 1
0
(1− u)2 ∂
3PBS
∂xα1∂yα2
(
(1− u)P˜T (0) + uP˜T (1), (1 − uQ˜T (0) + uQ˜T (1)
)
du.
Taking expectation gives PutG. Thus the explicit form for the error term EP is
EP =
∑
|α|=3
|α|
α1!α2!
Eα
(
P˜
(1)
T , Q˜
(1)
T
)(
P
(1)
T
)α1 (
Q
(1)
T
)α2
.
5.1.2. Explicit EV . Now we derive EV explicitly, the error corresponding to the second-order
approximation of the functions ε 7→ V (ε)t and ε 7→
(
V
(ε)
t
)2
. Recall from Lemma 3.2, since
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P0,T = P˜
(0)
T − P˜ (0)T = 0 and similarly Q0,T = 0, we could write
P
(ε)
T = P1,T +
1
2
ε2P2,T +Θ
(ε)
2,T (P ),
(P
(ε)
T )
2 = ε2P 21,T +Θ
(ε)
2,T (P
2),
Q
(ε)
T = εQ1,T +
1
2
ε2Q2,T +Θ
(ε)
2,T (Q),
(Q
(ε)
T )
2 = ε2Q21,T +Θ
(ε)
2,T (Q
2),
and
P
(ε)
T Q
(ε)
T = P1,TQ1,T +Θ
(ε)
2,T (PQ),
where
P1,T =
∫ T
0
ρtV1,tdBt −
∫ T
0
ρ2t v0,tV1,tdt,
P2,T =
∫ T
0
ρtV2,tdBt −
∫ T
0
ρ2t
(
V 21,t + v0,tV2,t
)
dt,
Q1,T = 2
∫ T
0
(1− ρ2t )v0,tV1,tdt,
Q2,T = 2
∫ T
0
(1− ρ2t )
(
V 21,t + v0,tV2,t
)
dt.
The idea then is to approximate the functions ε 7→ P (ε)T , ε 7→ Q(ε)T and their variants by their
second-order expansions. For example, in the expansion of PBS in eq. (5.1) if we focus on the
term corresponding to the first derivative of PBS in its second argument, we have
(∂yP˜BS)Q
(1)
T = (∂yP˜BS)(Q1,T +
1
2
Q2,T +Θ
(1)
2,T (Q))
= (∂yP˜BS)(Q1,T +
1
2
Q2,T ) + (∂yP˜BS)(Θ
(1)
2,T (Q)︸ ︷︷ ︸
Error term
).
For the term corresponding to the second derivative of PBS in its second argument, we would
have
1
2
(∂yyP˜BS)
(
Q
(1)
T
)2
=
1
2
(∂yyP˜BS)
(
Q21,T +Θ
(1)
2,T (Q
2)
)
=
1
2
(∂yyP˜BS)
(
Q21,T
)
+
1
2
(∂yyP˜BS)
(
Θ
(1)
2,T (Q
2)
)
︸ ︷︷ ︸
Error term
.
Following this pattern, we can see that the error term EV can be written explicitly as
EV =
∑
|α|=1
∂P˜BS
∂xα1yα2
Θ
(1)
2,T (P
α1Qα2) +
1
2
∑
|α|=2
|α|
α1!α2!
∂2P˜BS
∂xα1yα2
Θ
(1)
2,T (P
α1Qα2).

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As the second-order price of a put option is the expectation of our expansion, the goal is to
bound E in L1 for a specific volatility process V .
5.2. Bounding error term. Our objective is to appeal to the explicit representation of the
error term E as seen in Theorem 5.2 and bound it in L1 under the general model eq. (2.1). In
order to obtain an L1 bound on the error term E , it is sufficient to obtain ingredients given in
the following proposition.
Proposition 5.1. In order to obtain an L1 bound on the error term E , it is sufficient to obtain:
1 Bounds on ‖Θ(1)2,T (Pα1Qα2)‖, where |α| = 1, 2.
2 Bounds on ‖P (1)T ‖p and ‖Q(1)T ‖p for p ≥ 2.
The purpose of the next part of this section is to validate Proposition 5.1.
Lemma 5.1. Define
PutBS(x, y) := Ke
−
∫ T
0 r
d
t dtN (−d−)− xe−
∫ T
0 r
f
t dtN (−d+),
d±(x, y) := d± :=
ln(x/K) +
∫ T
0 (r
d
t − rft )dt√
y
± 1
2
√
y.
Consider the third-order partial derivatives of PutBS,
∂3PutBS
∂xα1∂yα2 , where α1+α2 = 3 as well as the
linear functions h1, h2 : [0, 1]→ R+ such that h1(u) = u(d1−c1)+c1 and h2(u) = u(d2−c2)+c2.
Assume there exists no point a ∈ (0, 1) such that
lim
u→a
ln(h1(u)/K) +
∫ T
0 (r
d
t − rft )dt√
h2(u)
= 0 and lim
u→a
h2(u) = 0.
Then there exists functions Mα bounded on R
2
+ such that
sup
u∈(0,1)
∣∣∣∣ ∂3PutBS∂xα1∂yα2 (h1(u), h2(u))
∣∣∣∣ =Mα(T,K).
Furthermore, the behaviour of Mα for fixed K and T is characterised by the functions ζ and η
respectively, where
ζ(T ) = Aˆe−
∫ T
0
rft dte−E2r˜
2(T )e−E1r˜(T )
n∑
i=0
cir˜
i(T ),
with r˜(T ) :=
∫ T
0 (r
d
t − rft )dt and E2 > 0, E1 ∈ R, Aˆ ∈ R, n ∈ N and c0, . . . , cn are constants, and
η(K) = A˜K−D2 ln(K)+D1
N∑
i=0
Ci(−1)i lni(K),
with D2 > 0,D1 ∈ R, A˜ ∈ R, N ∈ N and C0, . . . , CN are constants.
Proof. See Lemma 6.1 in Das and Langrene´ [10]. 
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Lemma 5.2. Consider the third-order partial derivatives of PBS,
∂3PBS
∂xα1∂yα2 , where α1 + α2 = 3
as well as the linear functions h1, h2 : [0, 1] → R+ such that h1(u) = u(d1 − c1) + c1 and
h2(u) = u(d2 − c2) + c2. Assume there exists no point a ∈ (0, 1) such that
lim
u→a
h1(u)− k +
∫ T
0 (r
d
t − rft )dt√
h2(u)
= 0 and lim
u→a
h2(u) = 0. (5.2)
Then there exists functions Bα bounded on R+ ×R such that
sup
u∈(0,1)
∣∣∣∣ ∂3PBS∂xα1∂yα2 (h1(u), h2(u))
∣∣∣∣ = Bα(T, k).
Furthermore, the behaviour of Bα for fixed k and T is characterised by the functions ζ and ν
respectively, where
ζ(T ) = Aˆe−
∫ T
0 r
f
t dte−E2r˜
2(T )e−E1r˜(T )
n∑
i=0
cir˜
i(T ),
with r˜(T ) :=
∫ T
0 (r
d
t − rft )dt and E2 > 0, E1 ∈ R, Aˆ ∈ R, n ∈ N and c0, . . . , cn are constants, and
ν(k) = A˜e−D2k
2+D1k
N∑
i=0
Ci(−1)iki,
with D2 > 0,D1 ∈ R, A˜ ∈ R, N ∈ N and C0, . . . , CN are constants.
Proof. Lemma 5.2 is very similar to Lemma 5.1, where the latter is the equivalent lemma for
the function PutBS. In fact, we will show that Lemma 5.1 implies Lemma 5.2. In the following,
we will repeatedly denote by F or G to be an arbitrary polynomial of some degree, as well as A
to be an arbitrary constant. That is, they may be different on each use.
First, as a function of x and y, notice from Appendix C that the third-order partial derivatives
∂3PBS
∂xα1∂yα2 , where α1 + α2 = 3 can be written as
A
exφ(dln+)
ym/2
G(dln+ , d
ln
− ,
√
y), m ∈ N (5.3)
except for when α = (3, 0), in which case the partial derivative can be written as
A
exφ(dln+)
ym/2
G(dln+ , d
ln
− ,
√
y) +Aexφ(dln+)(N (dln+)− 1), m ∈ N. (5.4)
Similarly, it can seen that as a function of x and y, the third-order partial derivatives of PutBS
can be written as
A
φ(d+)
xnym/2
F (d+, d−,
√
y), n ∈ Z,m ∈ N. (5.5)
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Recall
d± = d±(x, y) =
ln(x/K) +
∫ T
0
(
rdt − rft
)
dt
√
y
± 1
2
√
y,
dln± = d
ln
±(x, y) =
x− k + ∫ T0 (rdt − rft )dt√
y
± 1
2
√
y,
φ(x) =
1√
2pi
e−x
2/2.
Let us consider the cases for which α 6= (3, 0). Without loss of generality, set k = ln(K). Notice
that dln±(x, y) = d±(e
x, y). Take n = −1 in eq. (5.5). Roughly speaking, we will say that two
functions f and g are ‘of the same form’ if they are equal up to constant values. Furthermore,
we will denote this relation by f
C∼ g. Then comparing eq. (5.3) and eq. (5.5), the form of the
partial derivatives of PBS are the same as the partial derivatives of PutBS composed with the
function ex in its first argument. Specifically, we can write
∂3PBS
∂xα1∂yα2
(x, y)
C∼ ∂
3PutBS
∂xα1∂yα2
(ex, y).
Now, consider arbitrary functions f, b : R→ R such that
sup
x∈R
|f(x)| = L <∞.
Then it is true that
sup
x∈R
|f(b(x))| = L˜ ≤ L <∞.
Thus
sup
u∈(0,1)
∣∣∣∣ ∂3PBS∂xα1∂yα2 (h1(u), h2(u))
∣∣∣∣ C∼ sup
u∈(0,1)
∣∣∣∣ ∂3PutBS∂xα1∂yα2 (eh1(u), h2(u))
∣∣∣∣ .
Under the assumption in eq. (5.2), and then using Lemma 5.1, this supremum will not blow up.
Clearly, supu∈(0,1)
∂3PutBS
∂xα1∂yα2 (e
h1(u), h2(u)) is a function of T and K. By substituting k = ln(K)
in the result of Lemma 5.1, we obtain the form of ζ and ν.
Now for the case of α = (3, 0), we have that
∂3PBS
∂x3
(x, y)
C∼ ∂
3PutBS
∂x3
(ex, y) +Aexφ(dln+)(N (dln+)− 1)︸ ︷︷ ︸
=:H(x,y)
.
Now
|H(x, y)| = |exφ(dln+)(N (dln+)− 1)| ≤ exφ(dln+).
Thus
sup
x∈R
|H(x, y)| = sup
x∈R
|exφ(dln+)(N (dln+)− 1)| ≤ sup
x∈R
exφ(dln+) <∞
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and also
sup
y∈R+
|H(x, y)| = sup
y∈R+
|φ(dln+)(N (dln+)− 1)| ≤ sup
y∈R+
φ(dln+) <∞.
Hence
sup
u∈(0,1)
H(h1(u), h2(u)) ≤ sup
u∈(0,1)
eh1(u)φ(dln+(h1(u), h2(u))) = mˆ(T, k),
where mˆ is a bounded function on R+ × R. By direct computation, it is clear that for fixed T
the form of mˆ is given by
Ae−Dˆ2k
2
eDˆ1k,
where Dˆ2 > 0 and Dˆ1 ∈ R. For fixed k, it is given by
Ae−Eˆ2r˜
2(T )eEˆ1r˜(T ),
where Eˆ2 > 0 and Eˆ1 ∈ R. Thus
sup
u∈(0,1)
∣∣∣∣∂3PBS∂x3 (h1(u), h2(u))
∣∣∣∣ C∼ sup
u∈(0,1)
∣∣∣∣∂3PutBS∂x3 (eh1(u), h2(u)) +AH(h1(u), h2(u))
∣∣∣∣
≤ sup
u∈(0,1)
∣∣∣∣∂3PutBS∂x3 (eh1(u), h2(u))
∣∣∣∣+A sup
u∈(0,1)
|H(h1(u), h2(u))|
C∼ B(3,0)(T, k) +Amˆ(T, k).
But the form of mˆ is exactly that of Bα without the polynomial expression. Thus, the sum of
them is again of the form of Bα. 
5.2.1. Bounding EV . We first consider bounding the term EV from Theorem 5.2 in L1. The
terms of interest to bound are
∂|α|P˜BS
∂xα1∂yα2
Θ
(1)
2,T (P
α1Qα2), |α| = 1, 2.
Now the second argument of P˜BS is Q˜
(0)
T , which is strictly positive. By considering the linear
function u 7→ (1− u)Q(0)T + uQ(0)T , then by Lemma 5.2 this implies ∂
|α|P˜BS
∂xα1∂yα2 ≤ Bα(T, k). Thus∥∥∥∥∥ ∂
|α|P˜BS
∂xα1∂yα2
Θ
(1)
2,T (P
α1Qα2)
∥∥∥∥∥ ≤ Bα(T, k)
∥∥∥Θ(1)2,T (Pα1Qα2)∥∥∥ . (5.6)
Equation (5.6) suggests that obtaining an L1 bound on the remainder term Θ
(1)
2,T (P
α1Qα2) for
|α| = 1, 2 is sufficient. This validates item (1) in Proposition 5.1.
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5.2.2. Bounding EP . The terms of interest are
Eα
(
P˜
(1)
T , Q˜
(1)
T
)(
P
(1)
T
)α1 (
Q
(1)
T
)α2
, |α| = 3.
We now define
J(u) := (1− u)P˜T (0) + uP˜T (1),
K(u) := (1− u)Q˜T (0) + uQ˜T (1),
so that
∂3PBS
∂xα1∂yα2
(J(u),K(u)) =
∂3PBS
∂xα1∂yα2
(
(1− u)P˜T (0) + uP˜T (1), (1 − u)Q˜T (0) + uQ˜T (1)
)
.
Proposition 5.2. There exists functions Bα with α1 + α2 = 3 as in Lemma 5.2 such that
sup
u∈(0,1)
∣∣∣∣ ∂3PBS∂xα1∂yα2 (J(u),K(u))
∣∣∣∣ ≤ Bα(T, k) Q a.s..
Proof. Since J and K are linear functions, then from Lemma 5.2, this claim is immediately true
if we can show that K is strictly positive Q a.s.. Recall
K(u) = (1− u)
(∫ T
0
(1− ρ2t )v20,tdt
)
+ u
∫ T
0
(1− ρ2t )V 2t dt.
K corresponds to the linear interpolation of
∫ T
0 (1 − ρ2t )v20,tdt and
∫ T
0 (1 − ρ2t )V 2t dt. It is clear
supt∈[0,T ](1 − ρ2t ) > 0. As V 2 corresponds to the variance process, this is always chosen to be
a non-negative process such that the set {t ∈ [0, T ] : V 2t > 0} has non-zero Lebesgue measure.
Thus these integrals are strictly positive and hence K is strictly positive Q a.s.. 
By Proposition 5.2∣∣∣Eα (P˜ (1)T , Q˜(1)T )∣∣∣ =
∣∣∣∣∣
∫ 1
0
(1− u)2 ∂
|α|PBS
∂xα1∂yα2
(J(u),K(u)) du
∣∣∣∣∣
≤ 1
3
Bα(T, k).
Thus ∥∥∥Eα (P˜ (1)T , Q˜(1)T )(P (1)T )α1 (Q(1)T )α2∥∥∥ ≤ 13Bα(T, k)
∥∥∥(P (1)T )α1∥∥∥
2
∥∥∥(Q(1)T )α2∥∥∥
2
. (5.7)
Looking at the second and third term on the RHS of eq. (5.7), it is clear one of our objectives
is to bound P
(1)
T and Q
(1)
T in L
p for p ≥ 2. This validates item (2) in Proposition 5.1.
Lemma 5.3. The terms from Proposition 5.1 can be bounded if the following quantities can be
bounded:
(1) ‖Θ(1)0,t (V )‖p and ‖Θ(1)0,t (V 2)‖p for p ≥ 2.
(2) ‖Θ(1)1,t (V )‖p and ‖Θ(1)1,t (V 2)‖p for p ≥ 2.
(3) ‖Θ(1)2,t (V )‖p and ‖Θ(1)2,t (V 2)‖p for p ≥ 2.
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Proof. We will make extensive use of the following integral inequality:
(∫ T
0
|f(u)|du
)p
≤ T p−1
∫ T
0
|f(u)|pdu, p ≥ 1. (5.8)
For the rest of this proof, assume that p ≥ 2. We will denote by Cp and Dp generic constants
that solely depend on p. They may be different on each use. Notice
P
(1)
T =
∫ T
0
ρtΘ
(1)
0,t (V )dBt −
1
2
∫ T
0
ρ2tΘ
(1)
0,t (V
2)dt,
Q
(1)
T =
∫ T
0
(1− ρ2t )Θ(1)0,t (V 2)dt.
Applying the Minkowski and Burkholder-Davis-Gundy inequalities, as well as the integral in-
equality eq. (5.8), we obtain
‖P (1)T ‖p ≤ CpT
1
2
− 1
p
(∫ T
0
ρpt ‖Θ(1)0,t (V )‖ppdt
)1/p
+
1
2
DpT
1− 1
p
(∫ T
0
ρ2pt ‖Θ(1)0,t (V 2)‖ppdt
)1/p
and
‖Q(1)T ‖p ≤ CpT 1−
1
p
(∫ T
0
(1− ρ2t )p‖Θ(1)0,t (V 2)‖ppdt
)1/p
.
Now also
(
V
(1)
t
)2
=
(
v0,t +Θ
(1)
0,t (V )
)2
= v20,t + 2v0,tΘ
(1)
0,t (V ) +
(
Θ
(1)
0,t (V )
)2
, so that
Θ
(1)
0,t (V
2) = 2v0,tΘ
(1)
0,t (V ) +
(
Θ
(1)
0,t (V )
)2
.
This suggests that finding an Lp bound on the remainder term Θ
(1)
0,t (V ) is sufficient in order to
bound P
(1)
T and Q
(1)
T in L
p. This validates item (1).
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We can write the following remainder terms of P and Q as
Θ
(1)
2,T (P ) =
∫ T
0
ρtΘ
(1)
2,t (V )dBt −
1
2
∫ T
0
ρ2tΘ
(1)
2,t (V
2)dt,
Θ
(1)
2,T (Q) =
∫ T
0
(1− ρ2t )Θ(1)2,t (V 2)dt,
Θ
(1)
2,T (P
2) =
(
P
(1)
T
)2
− P 21,T
= (P
(1)
T − P1,T )(P (1)T + P1,T )
=
(∫ T
0
ρtΘ
(1)
1,t (V )dBt −
1
2
∫ T
0
ρ2tΘ
(1)
1,t (V
2)dt
)
·
(∫ T
0
ρt(2Θ
(1)
0,t (V )−Θ(1)1,t (V ))dBt −
1
2
∫ T
0
ρ2t (2Θ
(1)
0,t (V
2)−Θ(1)1,t (V 2))dt
)
,
Θ
(1)
2,T (Q
2) =
(
Q
(1)
T
)2
−Q21,T
= (Q
(1)
T −Q1,T )(Q(1)T +Q1,T )
=
(∫ T
0
(1− ρ2t )Θ(1)1,t (V 2)dt
)(∫ T
0
(1− ρ2t )
[
2Θ
(1)
0,t (V
2)−Θ(1)1,t (V 2)
]
dt
)
.
(5.9)
Furthermore, notice
Θ
(1)
1,t (V
2) = Θ
(1)
0,t (V
2) + 2v0,t
(
Θ
(1)
1,t (V )−Θ(1)0,t (V )
)
,
Θ
(1)
2,t (V
2) = Θ
(1)
1,t (V
2)− 2v0,t
(
Θ
(1)
1,t (V )−Θ(1)2,t (V )
)
−
(
Θ
(1)
0,t (V )−Θ(1)1,t (V )
)2
.
Then, by application of the Minkowski, Burkholder-Davis-Gundy and Cauchy-Schwarz inequal-
ities, it is sufficient to obtain Lp bounds on Θ
(1)
1,t (V ) and Θ
(1)
2,t (V ) in order to obtain L
p bounds
on the remainders of P and Q from eq. (5.9). For the cross remainder term, we have
‖Θ(1)2,T (PQ)‖p ≤ ‖P (1)T ‖2p‖Q(1)T ‖2p + ‖P (1)1,T ‖2p‖Q(1)1,T ‖2p.
We just need to check how to obtain Lp bounds on P
(1)
1,T and Q
(1)
1,T . Notice
‖P1,T ‖p ≤ CpT
1
2
− 1
p
(∫ T
0
ρpt ‖Θ(1)0,t (V )−Θ(1)1,t (V )‖ppdt
)1/p
+
1
2
DpT
1− 1
p
(∫ T
0
ρ2pt ‖Θ(1)0,t (V 2)−Θ(1)1,t (V 2)‖ppdt
)1/p
and
‖Q1,T ‖p ≤ DpT 1−
1
p
(∫ T
0
(1− ρ2t )p‖Θ(1)0,t (V 2)−Θ(1)1,t (V 2)‖ppdt
)1/p
.
Again, all we need to obtain Lp bounds on the cross remainder term are Lp bounds on Θ
(1)
1,t (V )
and Θ
(1)
2,t (V ). This validates item (2) and item (3). 
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6. Fast calibration procedure
In this section, we present a fast calibration scheme in the Verhulst model. To do this, we appeal
to the results from Section 4 on the approximation of prices of put options, namely Lemma 4.1.
We recognise that the approximation of the put option price is expressed in terms of iterated
integral operators, defined in Definition 4.1. Our goal is to show that when parameters are
assumed to piecewise-constant, these iterated integral operators
• are closed-form, and
• obey a convenient recursive property.
Recall the integral operator from Definition 4.1,
ω
(k,l)
t,T =
∫ T
t
lue
∫ u
0
kzdzdu, (6.1)
and its n-fold iterated extension
ω
(k(n),l(n)),(k(n−1),l(n−1)),...,(k(1),l(1))
t,T = ω
(
k(n),l(n)w
(k(n−1),l(n−1)),··· ,(k(1),l(1))
·,T
)
t,T , n ∈ N. (6.2)
Let T = {0 = T0, T1, . . . , TN−1, TN = T}, where Ti < Ti+1 be a collection of maturity dates on
[0, T ], with ∆Ti := Ti+1 − Ti and ∆T0 ≡ 1. When the dummy functions are piecewise-constant,
that is, l
(n)
t = l
(n)
i on t ∈ [Ti, Ti+1) and similarly for k(n), we can recursively calculate the integral
operators eq. (6.1) and eq. (6.2). Furthermore, let T˜ = {0, T˜1, . . . , T˜N˜−1, T}, where T˜i < T˜i+1
such that T˜ ⊇ T . Let ∆T˜i := T˜i+1 − T˜i with ∆T˜0 ≡ 1. Consider the ODE for (v0,t) in the
Verhulst model eq. (1.1),
dv0,t = κt(θt − v0,t)v0,tdt, v0,0 = v0. (6.3)
We have the following Euler approximation to the ODE:
⇒ v0,t ≈ v0,T˜i + κi(θi − v0,T˜i)v0,T˜i∆T˜iγ˜i(t), t ∈ [T˜i, T˜i+1),
where γ˜i(t) := (t − T˜i)/∆T˜i. It is true that an explicit solution exists for this ODE eq. (6.3).
However, the solution is non-linear, which is problematic as we will need to utilise the linearity
of the Euler approximation for our calibration scheme. Define
e
(k(n),...,k(1))
t := e
∫ t
0
∑n
j=1 k
(j)
z dz,
e
(h(n),...,h(1))
v,t := e
∫ t
0
v0,z
∑n
j=1 h
(j)
z dz,
ϕ
(k,h,p)
t,Ti+1
:=
∫ Ti+1
t
γpi (u)e
∫ u
Ti
kz+hzv0,zdzdu,
where γi(u) := (u− Ti)/∆Ti and p ∈ N ∪ {0}. In addition, define the n-fold extension of ϕ(·,·,·)·,· ,
ϕ
(k(n),h(n),pn),...,(k(1),h(1),p1)
t,Ti+1
:=
∫ Ti+1
t
γpni (u)e
∫ u
Ti
k
(n)
z +h
(n)
z v0,zdz
· ϕ(k(n−1),h(n−1),pn−1),...,(k(2),h(2),p2),(k(1),h(1),p1)u,Ti+1 du,
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where pn ∈ N ∪ {0}7 We now assume that the dummy functions are piecewise-constant on T .
However, to make this recursion simpler, we will assume that we are working on the finer grid T˜
rather than T , since if the dummy functions are piecewise-constant on T , then there exists an
equivalent parameterisation on T˜ . For example, let ki be the constant value of k on [Ti, Ti+1).
Then there exists T˜i˜, T˜i˜+1, . . . , T˜j˜ such that T˜i˜ = Ti and T˜j˜ = Ti+1. Then let k˜m := ki for
m = i˜, . . . , j˜. Thus, without loss of generality, we can assume that we are working on T˜ and
we will suppress the tilde from now on. With the assumption that the dummy functions are
piecewise-constant on T , we can obtain the integral operator at time Ti+1 expressed by terms
at Ti.
ω
(k(1)+h(1)v0,·,l
(1)v
q1
0,·)
0,Ti+1
= ω
(k(1)+h(1)v0,·,l
(1)v
q1
0,·)
0,Ti
+ l
(1)
i v
q1
0,Ti
e
(k(1))
Ti
e
(h(1))
v,Ti
ϕ
(k(1),h(1),0)
Ti,Ti+1
,
ω
(k(2)+h(2)v0,·,l
(2)v
q2
0,·),(k
(1)+h(1)v0,·,l
(1)v
q1
0,·)
0,Ti+1
= ω
(k(2)+h(2)v0,·,l
(2)v
q2
0,·),(k
(1)+h(1)v0,·,l
(1)v
q1
0,·)
0,Ti
+ l
(1)
i v
q1
0,Ti
e
(k(1))
Ti
e
(h(1))
v,Ti
ϕ
(k(1),h(1),0)
Ti,Ti+1
ω
(k(2)+h(2)v0,·,l
(2)v
q2
0,·)
0,Ti
+ l
(2)
i l
(1)
i v
q2+q1
0,Ti
e
(k(2),k(1))
Ti
e
(h(2),h(1))
v,Ti
ϕ
(k(2),h(2),0),(k(1),h(1),0)
Ti,Ti+1
,
ω
(k(3)+h(3)v0,·,l
(3)v
q3
0,·),...,(k
(1)+h(1)v0,·,l
(1)v
q1
0,·)
0,Ti+1
= ω
(k(3)+h(3)v0,·,l
(3)v
q3
0,·),...,(k
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8The only terms here that are not closed-form are the functions e
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· , e
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.
For t ∈ (Ti, Ti+1], we can derive the following:
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Remark 6.1 (Fast calibration scheme). To implement our fast calibration scheme, one executes
the following algorithm. Let µt ≡ µ = (µ(1), µ(2), . . . , µ(n)) be an arbitrary set of parameters
and denote by ωt an arbitrary integral operator.
• Calibrate µ over [0, T1) to obtain µ0. This involves computing ωT1 .
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where whenever the index goes outside of {1, . . . , n}, then that term is equal to 1.
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• Calibrate µ over [T1, T2) to obtain µ1. This involves computing ωT2 which is in terms of ωT1 ,
the latter already being computed in the previous step.
• Repeat until time TN .
Remark 6.2. In the general model eq. (2.1), the approximation of the put option price is given
by Theorem 4.1, which is expressed in terms of these integral operators eq. (6.1) and eq. (6.2). It
is clear that as long as a unique solution for (v0,t) exists, then the same procedure outlined above
will result in a fast calibration scheme. This is due to the fact that the Euler approximation
to the ODE for (v0,t) yields a linear equation, which is all that is necessary to obtain the fast
calibration scheme. Thus, this fast calibration scheme can be adapted to the general model
eq. (2.1) immediately. This extends the fast calibration scheme presented in Langrene´ et al.
[18], where they require the ODE for (v0,t) to be linear.
7. Numerical tests and sensitivity analysis
We test our approximation method by considering the sensitivity of our approximation with
respect to one parameter at a time. Specifically, for an arbitrary parameter set (µ1, µ2, . . . , µn),
we vary only one of the µi at a time and keep the rest fixed. Then, we compute implied volatilities
via our approximation method as well as the Monte Carlo for strikes corresponding to Put 10,
25 and ATM deltas. Specifically,
Error(µ) = σIM−Approx(µ,K)− σIM−Monte(µ,K)
for K corresponding to Put 10, Put 25 and ATM.
For all our simulations, we use 2,000,000 Monte Carlo paths, and 24 time steps per day. This is
to reduce the Monte Carlo and discretisation errors sufficiently well.
The safe parameter set is (S0, v0, rd, rf ) = (100.00, 0.18, 0.02, 0) with
(κ, θ, λ, ρ) =


(8.00, 0.15, 0.92,−0.63), T = 1M,
(8.00, 0.15, 0.92,−0.63), T = 3M,
(8.00, 0.15, 0.92,−0.63), T = 6M,
(8.00, 0.15, 0.92,−0.63), T = 1Y.
In our analysis, we vary one of the parameters (κ, θ, λ, ρ) at a time and keep the rest fixed.
7.1. Varying κ. We vary κ over {6, 7, 8, 9, 10, 11, 12, 13}.
Table 7.1. κ: Error for ATM implied volatilities in basis points
κ 6 7 8 9 10 11 12 13
1M 7.99 7.83 7.66 7.50 7.34 7.18 7.03 6.87
3M 16.48 15.65 14.85 14.06 13.30 12.56 11.85 11.16
6M 30.10 27.35 24.84 22.55 20.47 18.57 16.83 15.24
1Y 37.23 31.34 26.52 22.57 19.29 16.56 14.25 12.30
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Table 7.2. κ: Error for Put 25 implied volatilities in basis points
κ 6 7 8 9 10 11 12 13
1M 7.03 6.89 6.75 6.60 6.46 6.33 6.19 6.05
3M 20.33 19.37 18.45 17.57 16.72 15.90 15.12 14.37
6M 33.47 30.58 27.90 25.44 23.16 21.07 19.15 17.38
1Y 41.45 34.15 28.06 22.97 18.69 15.08 12.01 9.40
Table 7.3. κ: Error for Put 10 implied volatilities in basis points
κ 6 7 8 9 10 11 12 13
1M -0.03 -0.07 -0.12 -0.16 -0.21 -0.26 -0.31 -0.37
3M 9.16 8.87 8.55 8.21 7.86 7.50 7.13 6.75
6M 27.16 25.28 23.44 21.66 19.96 18.35 16.81 15.37
1Y 53.69 46.54 40.34 34.96 30.28 26.21 22.64 19.52
7.2. Varying θ. We vary θ over the set {0.10, 0.13, 0.16, 0.19, 0.22, 0.25, 0.28, 0.31}.
Table 7.4. θ: Error for ATM implied volatilities in basis points
θ 0.10 0.13 0.16 0.19 0.22 0.25 0.28 0.31
1M 5.98 6.62 7.26 7.90 8.54 9.19 9.84 10.49
3M 14.23 16.32 18.44 20.58 22.73 24.89 27.06 29.23
6M 18.36 22.26 26.18 30.07 33.91 37.69 41.38 44.96
1Y 14.99 20.16 25.10 29.81 34.33 38.71 43.00 47.26
Table 7.5. θ: Error for Put 25 implied volatilities in basis points
θ 0.10 0.13 0.16 0.19 0.22 0.25 0.28 0.31
1M 4.85 5.52 6.18 6.86 7.53 8.21 8.89 9.57
3M 12.55 14.84 17.15 19.48 21.82 24.17 26.52 28.87
6M 20.41 24.69 28.91 33.04 37.07 40.96 44.69 48.26
1Y 22.03 26.91 31.16 34.86 38.14 41.14 44.04 46.96
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Table 7.6. θ: Error for Put 10 implied volatilities in basis points
θ 0.10 0.13 0.16 0.19 0.22 0.25 0.28 0.31
1M -0.62 0.12 0.85 1.59 2.34 3.09 3.84 4.59
3M 2.65 5.30 7.97 10.64 13.32 16.00 18.68 21.36
6M 17.42 22.63 27.63 32.43 37.00 41.33 45.41 49.24
1Y 31.98 37.57 41.45 44.00 45.63 46.72 47.60 48.57
7.3. Varying λ. We vary λ over the set {0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2}.
Table 7.7. λ: Error for ATM implied volatilities in basis points
λ 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
1M -1.600 -0.680 0.43 1.72 3.19 4.84 6.68 8.71
3M 3.65 6.07 8.94 12.26 16.05 20.30 25.03 30.24
6M 5.59 9.23 13.51 18.41 23.93 30.05 36.76 44.04
1Y 5.31 9.17 13.46 18.06 22.87 27.79 32.71 37.53
Table 7.8. λ: Error for Put 25 implied volatilities in basis points
λ 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
1M 0.960 1.69 2.59 3.65 4.90 6.33 7.96 9.78
3M 4.06 6.30 9.05 12.37 16.27 20.80 25.97 31.81
6M 5.35 9.10 13.74 19.31 25.84 33.36 41.89 51.46
1Y 6.53 11.20 16.75 23.15 30.36 38.33 47.00 56.31
Table 7.9. λ: Error for Put 10 implied volatilities in basis points
λ 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
1M -1.220 -1.250 -1.17 -0.99 -0.65 -0.16 0.52 1.41
3M -1.44 -0.37 1.28 3.61 6.69 10.60 15.39 21.12
6M -0.36 2.79 7.24 13.12 20.53 29.56 40.25 52.65
1Y 1.83 7.40 14.85 24.26 35.66 49.06 64.45 81.77
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7.4. Varying ρ. We vary ρ over the set {−0.7,−0.6,−0.5,−0.4,−0.3,−0.2,−0.1, 0}.
Table 7.10. ρ: Error for ATM implied volatilities in basis points
ρ -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0
1M 7.93 5.67 3.75 2.180 0.970 0.100 -0.410 -0.56
3M 19.34 13.81 9.17 5.41 2.54 0.54 -0.59 -0.83
6M 30.76 22.13 14.87 8.97 4.40 1.17 -0.73 -1.30
1Y 29.67 19.23 10.51 3.49 -1.84 -5.49 -7.47 -7.77
Table 7.11. ρ: Error for Put 25 implied volatilities in basis points
ρ -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0
1M 6.79 5.27 3.92 2.73 1.71 0.870 0.210 -0.26
3M 17.74 14.28 11.09 8.18 5.59 3.34 1.48 0.04
6M 31.23 25.86 20.76 15.97 11.55 7.54 4.02 1.07
1Y 35.19 28.44 21.91 15.68 9.81 4.39 -0.49 -4.72
Table 7.12. ρ: Error for Put 10 implied volatilities in basis points
ρ -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0
1M -0.36 0.38 0.90 1.23 1.34 1.24 0.92 0.38
3M 5.57 7.09 8.05 8.43 8.22 7.38 5.88 3.65
6M 21.95 23.90 24.78 24.58 23.27 20.77 17.01 11.85
1Y 37.53 40.42 41.55 40.86 38.30 33.72 26.97 17.75
The sensitivity analysis displays errors that are on average approximately 10-50bps out, with
small errors being exhibited for reasonable parameter values, and large errors for more unrea-
sonable parameter values. The errors also behave as we expect. For example, large values of
vol-of-vol should intuitively result in an error which is large, since the expansion procedure was
contingent on vol-of-vol being small. This behaviour is exhibited in the above numerical results.
A high mean reversion speed should intuitively result in an error which is lower, which is also
seen in the κ numerical sensitivity analysis.
8. Conclusion
We have provided a second-order approximation for the price of a put option in the Verhulst
model with time-dependent parameters, as well as an associated fast calibration scheme. In
addition, we deduce that our expansion methodology can easily extend to models with general
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drift and power type diffusions that satisfy some regularity conditions. We provide the formula
for the second-order put option price in this general setting too. Moreover, when parameters are
assumed to be piecewise-constant, our approximation formula is closed-form. In addition, this
assumption allows us to devise a fast calibration scheme by exploiting recursive properties of
the iterated integral operators in terms of which our approximation formulas are expressed. We
establish the explicit form of the error term induced by the expansion. We determine sufficient
ingredients for obtaining a meaningful bound on this error term, these ingredients essentially
being higher order moments pertaining to the volatility process. Lastly, we perform a numerical
sensitivity analysis for the approximation formula in the Verhulst model, and show that the
error is small, behaves as we expect with respect to parameter changes, and is within the
range for application purposes. In particular, it is of our opinion that the general second-order
approximation formula will be very useful for practitioners, as obtaining the pricing formula for
different models requires just some basic differentiation, the formula is essentially instantaneous
to compute, the fast calibration scheme can be used to calibrate models rapidly, and the error
is sufficiently low for application purposes.
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Appendix A. Mixing solution
In this appendix, we present a derivation of the result referred to as the mixing solution by Hull
and White [15]. This result is crucial for the expansion methodology implemented in Section 3.
Hull and White first established the expression for the case of independent Brownian motions
W and B. Later on, this was extended to the correlated Brownian motions case, see Romano
and Touzi [26], Willard [33].
Theorem A.1 (Mixing solution). Under a chosen domestic risk-neutral measure Q, suppose
that the spot S with volatility V are given as the solution to the general model eq. (2.1). Define
X as the log-spot and k the log-strike. Namely, Xt = lnSt and k = lnK. Then
Put = e−
∫ T
0
rdt dtE(ek − eXT )+ = E
{
e−
∫ T
0
rdt dtE
[
(ek − eXT )+|FBT
]}
= E
(
PBS
(
x0 −
∫ T
0
1
2
ρ2tV
2
t dt+
∫ T
0
ρtVtdBt,
∫ T
0
V 2t (1− ρ2t )dt
))
,
where PBS is given in eq. (2.5).
Proof. By writing the driving Brownian motion of the spot as Wt =
∫ t
0 ρudBu+
∫ t
0
√
1− ρ2udZu,
where Z is a Brownian motion under Q which is independent of B, this yields the explicit strong
solution of X as
XT = x0 +
∫ T
0
(
rdt − rft −
1
2
V 2t
)
dt+
∫ T
0
ρtVtdBt +
∫ T
0
Vt
√
1− ρ2tdZt.
First, notice that V is adapted to the filtration (FBt )0≤t≤T . Thus, it is evident that XT |FBT will
have a normal distribution. Namely,
XT |FBT ∼ N
(
µˆ(T ), σ˜2(T )
)
,
µ¯(T ) := x0 +
∫ T
0
(
rdt − rft
)
dt− 1
2
∫ T
0
V 2t dt+
∫ T
0
ρtVtdBt,
σ˜2(T ) :=
∫ T
0
V 2t (1− ρ2t )dt.
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Also, let µ˜(T ) := µ¯(T ) − ∫ T0 (rdt − rft )dt. Hence the calculation of e− ∫ T0 rdt dtE((ek − eXT )+|FBT )
will result in a Black-Scholes like formula.
e−
∫ T
0
rdt dtE((ek − eXT )+|FBT )
= eke−
∫ T
0
rdt dtN
(
k − µˆ(T )
σ˜(T )
)
− e−
∫ T
0
rdt dteµˆ(T )+
1
2
σ˜2(T )N
(
k − µˆ(T )− σ˜2(T )
σ˜(T )
)
= eke−
∫ T
0
rdt dtN
(
k − µˆ(T )− 12 σ˜2(T )
σ˜(T )
+
1
2
σ˜(T )
)
− eµ˜(T )+ 12 σ˜2(T )e−
∫ T
0
rft dtN
(
k − µˆ(T )− 12 σ˜2(T )
σ˜(T )
− 1
2
σ˜(T )
)
= eke−
∫ T
0 r
d
t dtN
(
k − (µ˜(T ) + 12 σ˜2(T ))−
∫ T
0 (r
d
t − rft )dt
σ˜(T )
+
1
2
σ˜(T )
)
− eµ˜(T )+ 12 σ˜2(T )e−
∫ T
0
rft dtN
(
k − (µ˜(T ) + 12 σ˜2(T ))−
∫ T
0 (r
d
t − rft )dt
σ˜(T )
− 1
2
σ˜(T )
)
.
It is now immediate that e−
∫ T
0 r
d
t dtE((ek − eXT )+|FBT ) = PBS
(
µ˜(T ) + 12 σ˜
2(T ), σ˜2(T )
)
. 
Appendix B. Malliavin calculus machinery
In the following appendix we give a short excerpt on Malliavin calculus. This is predominantly
to fix notation. We point the reader towards the lecture notes by Nualart [23] for a complete
and accessible source on Malliavin calculus.
The underlying framework of Malliavin calculus involves a zero-mean Gaussian process W˜ in-
duced by an underlying separable Hilbert space H. Specifically, we have that W˜ = {W˜ (h) : h ∈
H} is a zero-mean Gaussian process such that E(W˜ (h)W˜ (g)) = 〈h, g〉H .
We need only make use of Malliavin calculus when the underlying Hilbert space is
H = L2([0, T ]) := L2([0, T ],B([0, T ]), λ∗),
where λ∗ is the one-dimensional Lebesgue measure. Thus the inner product on H is
〈h, g〉H =
∫ T
0
htgtλ
∗(dt) =
∫ T
0
htgtdt.
Our Gaussian process W˜ will be explicitly given as W˜ (h) :=
∫ T
0 htdB˜t, where B˜ is a Brownian
motion with natural filtration (F B˜t )0≤t≤T and h ∈ L2([0, T ]). By use of the zero-mean and Itoˆ
isometry properties of the Itoˆ integral, it can be seen that such a Hilbert space H and Gaussian
process W˜ satisfy the framework for Malliavin calculus.
Definition B.1 (Malliavin derivative). Let
Sn :=
{
F = f
(∫ T
0
h1,tdB˜t, . . . ,
∫ T
0
hn,tdB˜t
)
: f ∈ C∞p (Rn;R), hi,· ∈ H
}
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and S := ⋃n≥1 Sn. Here C∞p (Rn;R) is the space of smooth Borel measurable functions f :
Rn/B(Rn) → R/B(R) which have at most polynomial growth. Thus, the elements of Sn are
random variables. For F ∈ Sn, the Malliavin derivative D is an operator from S → L0([0, T ]×Ω)
and is given by
(DF )t :=
n∑
i=1
∂if
(∫ T
0
h1,udB˜u, . . . ,
∫ T
0
hn,udB˜u
)
hi,t.
Proposition B.1 (Extending domain of D). Define the space D1,p as the completion of S with
respect to the norm
‖F‖1,p :=
(
E|F |p + E
[∫ T
0
(DtF )
pdt
]p)1/p
where F ∈ S and p ≥ 1. Then the operator D is closable to D1,p, and D : D1,p → Lp([0, T ]×Ω).
Proof. See Nualart [23]. 
The Malliavin derivative satisfies a duality relationship.
Proposition B.2 (Malliavin duality relationship). Let G ∈ D1,2 and α ∈ L2([0, T ] × Ω) such
that α is adapted to the filtration (F B˜t )0≤t≤T . Then
E
(∫ t
0
αs(DG)sds
)
= E
(
G
∫ t
0
αsdB˜s
)
for any t < T .
Proof. See Nualart [23]. 
Lemma B.1 (Malliavin integration by parts). Let T˜ ≤ T and Tˆ ≤ T . Also, let α ∈ L2([0, T ]×Ω)
such that α is adapted to (F B˜t )0≤t≤T . Then,
E
[
l
(∫ T˜
0
hudB˜u
)(∫ Tˆ
0
αudB˜u
)]
= E
[
l′
(∫ T˜
0
hudB˜u
)(∫ T˜∧Tˆ
0
huαudu
)]
.
In particular, for T˜ = T and Tˆ = t < T ,
E
[
l
(∫ T
0
hudB˜u
)(∫ t
0
αudB˜u
)]
= E
[
l′
(∫ T
0
hudB˜u
)(∫ t
0
huαudu
)]
.
Proof. Let G = l
(∫ T˜
0 hudB˜u
)
. Then G ∈ S1 ⊆ D1,2 and (DG)t = l′
(∫ T˜
0 hudB˜u
)
ht1{t≤T˜}.
Then the result follows by a consequence of Proposition B.2. 
Appendix C. PBS partial derivatives
This appendix contains some partial derivatives for the Black-Scholes put option formula PBS
One can think of these partial derivatives as being analogous to the Black-Scholes Greeks.
However, these are slightly different as our Black-Scholes formulas are parametrised with respect
to log-spot and integrated variance rather than spot and volatility respectively.
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C.1. First-order PBS.
∂xPBS = e
xe−
∫ T
0
rfudu
(
N (dln+)− 1
)
,
∂yPBS =
exe−
∫ T
0
rfuduφ(dln+)
2
√
y
.
C.2. Second-order PBS.
∂xxPBS =
exe−
∫ T
0 r
f
uduφ(dln+)√
y
+ ∂xPBS
=
exe−
∫ T
0
rfuduφ(dln+)√
y
+ exe−
∫ T
0 r
f
udu
(
N (dln+)− 1
)
,
∂xyPBS = (−1)
exe−
∫ T
0 r
f
uduφ(dln+)d
ln
−
2y
,
∂yyPBS =
exe−
∫ T
0
rfuduφ(dln+)
4y3/2
(dln−d
ln
+ − 1).
C.3. Third-order PBS.
∂xxxPBS =
exe−
∫ T
0 r
f
uduφ(dln+)
y
(
√
y − dln+) + ∂xxPBS
=
exe−
∫ T
0
rfuduφ(dln+)
y
(2
√
y − dln+) + exe−
∫ T
0 r
f
udu(N (dln+)− 1),
∂xxyPBS = (−1)
exe−
∫ T
0 r
f
uduφ(dln+)
2y3/2
(
dln−
√
y + (1− dln−dln+)
)
,
∂xyyPBS =
exe−
∫ T
0
rfuduφ(dln+)
4y2
(
(2dln+ −
√
y) + (1− dln−dln+)(dln+ −
√
y)
)
,
∂yyyPBS =
exe−
∫ T
0 r
f
uduφ(dln+)
8y5/2
(
(dln−d
ln
+ − 1)2 − (dln− + dln+)2 + 2
)
.
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C.4. Fourth-order PBS.
∂xxxxPBS = (−1)e
xe−
∫ T
0
rfuduφ(dln+)
y3/2
(1− (dln+ −
√
y)2) + ∂xxxPBS
=
exe−
∫ T
0 r
f
uduφ(dln+)
y3/2
[
(dln+ −
√
y)2 + 2y − dln+
√
y − 1
]
+ exe−
∫ T
0
rfudu(N (dln+)− 1),
∂xxxyPBS =
exe−
∫ T
0
rfuduφ(dln+)
2y2
[
(
√
y − dln+)(dln−dln+ − 2) + (
√
y + dln−)− dln−y −
√
y(1− dln−dln+)
]
,
∂xxyyPBS = (−1)
exe−
∫ T
0
rfuduφ(dln+)
2y5/2
[
3dln−d
ln
+ +
1
2
(dln−)
2dln+
√
y − 1
2
(dln−)
2(dln+)
2
+
1
2
y − 1
2
√
y
(
2dln− + d
ln
+
)
− 3
2
]
,
∂xyyyPBS =
exe−
∫ T
0
rfuduφ(dln+)
8y7/2
[
2y3/2(dln−d
ln
+ − 1)(2dln+ −
√
y)− 4√y(dln− + dln+)
+
√
y(
√
y − dln+)
(
(dln−d
ln
+ − 1)2 − (dln− + dln+)2 + 2
)]
,
∂yyyyPBS =
exe−
∫ T
0 r
f
uduφ(dln+)
8y7/2
(
1
2
(dln−d
ln
+ − 1)2(dln−dln+ − 5)− (dln−dln+ − 1)(dln− + dln+)
− 1
2
(dln− + d
ln
+)
2(dln−d
ln
+ − 7) + (dln−dln+ − 1)
)
.
Appendix D. Proof of Theorem 4.1
In this appendix, we provide the proof of Theorem 4.1. In order to do so, we will utilise results
from Malliavin calculus extensively. A short treatment of Malliavin calculus is presented in Ap-
pendix B. In addition to Malliavin calculus machinery, we will require the following ingredients.
Proposition D.1 (PBS partial derivative relationship).
∂yPBS(x, y) =
1
2
(∂xxPBS(x, y)− ∂xPBS(x, y)) .
Proof. A simple application of differentiation yields the result. 
In addition, we will make extensive use of the stochastic integration by parts formula, which we
will list here for convenience.
Remark D.1 (Stochastic integration by parts). Let X and Y be semimartingales with respect
to a filtration (F˜t). Then we have
XTYT =
∫ T
0
XtdYt +
∫ T
0
YtdXt +
∫ T
0
d〈X,Y 〉t,
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given that the above Itoˆ integrals exist. In particular, ifXt =
∫ t
0 xudX˜u and Yt =
∫ t
0 yudY˜u, where
X˜ and Y˜ are semimartingales and x and y are stochastic processes adapted to the underlying
filtration (F˜t) such that X and Y exist, then the stochastic integration by parts formula reads
as∫ T
0
xtdX˜t
∫ T
0
ytdY˜t =
∫ T
0
(∫ t
0
xudX˜u
)
ytdY˜t +
∫ T
0
(∫ t
0
yudY˜u
)
xtdX˜t +
∫ T
0
xtytd〈X˜, Y˜ 〉t.
Lemma D.1. Let Z be a semimartingale such that Z0 = 0 and let f be a Lebesgue integrable
deterministic function. Then ∫ T
0
ftZtdt =
∫ T
0
ω
(0,f)
t,T dZt.
Proof. A simple application of Remark D.1 (stochastic integration by parts) gives the desired
result. 
Using Lemma D.1 we can obtain the following lemma.
Lemma D.2. The following equalities hold:
E
(
l
(∫ T
0
ρtv0,tdBt
)∫ T
0
ξtV1,tdt
)
= ω
(−αx,ρλv
µ+1
0,· ),(αx,ξ)
0,T E
(
l(1)
(∫ T
0
ρtv0,tdBt
))
, (D.1)
E
(
l
(∫ T
0
ρtv0,tdBt
)∫ T
0
ξtV
2
1,tdt
)
= 2ω
(−αx,ρλv
µ+1
0,· ),(−αx,ρλv
µ+1
0,· ),(2αx,ξ)
0,T E
(
l(2)
(∫ T
0
ρtv0,tdBt
))
+ ω
(−2αx,λ2v
2µ
0,·),(2αx,ξ)
0,T E
(
l
(∫ T
0
ρtv0,tdBt
))
,
(D.2)
E
(
l
(∫ T
0
ρtv0,tdBt
)∫ T
0
ξtV2,tdt
)
= ω
(−2αx,λ2v
2µ
0,·),(αx,αxx),(αx,ξ)
0,T E
(
l
(∫ T
0
ρtv0,tdt
))
+
{
2ω
(−αx,ρλv
µ+1
0,· ),(−αx,ρλv
µ+1
0,· ),(αx,αxx),(αx,ξ)
0,T + 2µω
(−αx,ρλv
µ+1
0,· ),(0,ρλv
2µ−1
0,· ),(αx,ξ)
0,T
}
E
(
l(2)
(∫ T
0
ρtv0,tdBt
))
,
(D.3)
E
(
l
(∫ T
0
ρtv0,tdBt
){∫ T
0
ξtV1,tdt
}2)
= 2ω
(−2αx,λ2v
2µ
0,·),(αx,ξ),(αx,ξ)
0,T E
(
l
(∫ T
0
ρtv0,tdBt
))
+
(
ω
(−αx,ρλv
µ+1
0,· ),(αx,ξ)
0,T
)2
E
(
l(2)
(∫ T
0
ρtv0,tdBt
))
.
(D.4)
Here we write αx := αx(·, v0,·) and αxx := αxx(·, v0,·) for readability purposes.
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Proof. We will only show how to obtain eq. (D.1). Equations (D.2) to (D.4) can be obtained in
a similar way. First, we replace V1,t with its explicit form from eq. (D.5). Thus we can write
the left hand side of eq. (D.1) as
E
(
l
(∫ T
0
ρtv0,tdBt
)∫ T
0
ξte
∫ t
0
αx(z,v0,z)dz
(∫ t
0
λsv
µ
0,se
−
∫ s
0
αx(z,v0,z)dzdBs
)
dt
)
.
Using Lemma D.1 with ft = ξte
∫ t
0 αx(z,v0,z)dz and Zt =
∫ t
0 λsv
µ
0,se
−
∫ s
0 αx(z,v0,z)dzdBs, we get
E
(
l
(∫ T
0
ρtv0,tdBt
)∫ T
0
ξte
∫ t
0 αx(z,v0,z)dz
(∫ t
0
λsv
µ
0,se
−
∫ s
0 αx(z,v0,z)dzdBs
)
dt
)
= E
(
l
(∫ T
0
ρtv0,tdBt
)∫ T
0
ω
(αx,ξ)
t,T λtv
µ
0,te
−
∫ t
0
αx(z,v0,z)dzdBt
)
.
Lastly, appealing to the Malliavin integration by parts Lemma B.1 we obtain
E
(
l(1)
(∫ T
0
ρtv0,tdBt
)∫ T
0
ω
(αx,ξ)
t,T ρtλtv
µ+1
0,t e
−
∫ t
0
αx(z,v0,z)dzdt
)
=
(∫ T
0
ω
(αx,ξ)
t,T ρtλtv
µ+1
0,t e
−
∫ t
0 αx(z,v0,z)dzdt
)
E
(
l(1)
(∫ T
0
ρtv0,tdBt
))
= ω
(−αx,ρλv
µ+1
0,· ),(αx,ξ)
0,T E
(
l(1)
(∫ T
0
ρtv0,tdBt
))
.
In addition, to obtain eq. (D.4), notice the following integral property holds:(
ω
(k(2),l(2)),(k(1),l(1))
0,T
)2
= 2ω
(k(2),l(2)),(k(1),l(1)),(k(2),l(2)),(k(1),l(1))
0,T
+ 4ω
(k(2),l(2)),(k(2),l(2)),(k(1),l(1)),(k(1),l(1))
0,T .

Now we can proceed with the proof of Theorem 4.1, which will be broken up over a number of
subsections. For the time being we will not yet enforce Assumption C.
D.1. EP˜BS. Notice that EP˜BS = g(0) = E(e
k − eX(0)T )+. Since the perturbed volatility process
V
(ε)
t is deterministic when ε = 0, then g(0) will just be a Black-Scholes formula. Thus we have
EP˜BS = PBS
(
x0,
∫ T
0
v20,tdt
)
.
D.2. Cx. Using Lemma B.1 (Malliavin integration by parts),
E∂xP˜BS
∫ T
0
ρt
(
V1,t +
1
2
V2,t
)
dBt = E∂xxP˜BS
∫ T
0
ρ2t v0,t
(
V1,t +
1
2
V2,t
)
dt.
Furthermore, using Proposition D.1 (PBS partial derivative relationship),
E∂xxP˜BS
∫ T
0
ρ2t v0,t
(
V1,t +
1
2
V2,t
)
dt = E(2∂y + ∂x)P˜BS
∫ T
0
ρ2t v0,t
(
V1,t +
1
2
V2,t
)
dt.
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Thus
Cx = 2E∂yP˜BS
∫ T
0
ρ2t v0,t
(
V1,t +
1
2
V2,t
)
dt− 1
2
E∂xP˜BS
∫ T
0
ρ2tV
2
1,tdt.
D.3. Cxx. For Cxx we first use Remark D.1 (stochastic integration by parts) to reduce this
expression.
Cxx =
1
2
E∂xxP˜BS
(∫ T
0
ρtV1,tdBt −
∫ T
0
ρ2t v0,tV1,tdt
)2
=
1
2
E∂xxP˜BS
(∫ T
0
ρtV1,tdBt
)2
− E∂xxP˜BS
(∫ T
0
ρ2t v0,tV1,tdt
)(∫ T
0
ρtV1,tdBt
)
+
1
2
E∂xxP˜BS
(∫ T
0
ρ2t v0,tV1,tdt
)2
= E∂xxP˜BS
(∫ T
0
{∫ t
0
ρ2sv0,sV1,sds
}
ρ2t v0,tV1,tdt
)
− E∂xxP˜BS
(∫ T
0
{∫ t
0
ρ2sv0,sV1,sds
}
ρtV1,tdBt +
∫ T
0
{∫ t
0
ρsV1,sdBs
}
ρ2t v0,tV1,tdt
)
+ E∂xxP˜BS
(∫ T
0
{∫ t
0
ρsV1,sdBs
}
ρtV1,tdBt
)
+
1
2
E∂xxP˜BS
(∫ T
0
ρ2tV
2
1,tdt
)
= E∂xxP˜BS
(∫ T
0
{(∫ t
0
ρsV1,sdBs −
∫ t
0
ρ2sv0,sV1,sds
)(
ρtV1,tdBt − ρ2t v0,tV1,tdt
)})
+
1
2
E∂xxP˜BS
(∫ T
0
ρ2tV
2
1,tdt
)
.
Using Lemma B.1 (Malliavin integration by parts),
Cxx = −E∂xxP˜BS
(∫ T
0
{(∫ t
0
ρsV1,sdBs −
∫ t
0
ρ2sv0,sV1,sds
)
ρ2t v0,tV1,tdt
})
+ E∂xxxP˜BS
(∫ T
0
( ∫ t
0
ρsV1,sdBs −
∫ t
0
ρ2sv0,sV1,sds
)
ρ2t v0,tV1,tdt
)
+
1
2
E∂xxP˜BS
(∫ T
0
ρ2tV
2
1,tdt
)
= E(∂xxxP˜BS − ∂xxP˜BS)
(∫ T
0
(∫ t
0
ρsV1,sdBs −
∫ t
0
ρ2sv0,sV1,sds
)
ρ2t v0,tV1,tdt
)
+
1
2
E∂xxP˜BS
(∫ T
0
ρ2tV
2
1,tdt
)
.
Then using Proposition D.1 (PBS partial derivative relationship),
Cxx = 2E∂xyP˜BS
(∫ T
0
( ∫ t
0
ρsV1,sdBs −
∫ t
0
ρ2sv0,sV1,sds
)
ρ2t v0,tV1,tdt
)
+
1
2
E∂xxP˜BS
(∫ T
0
ρ2tV
2
1,tdt
)
.
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Adding the terms Cx, Cxx and Cy yields
Cx + Cxx + Cy = E∂yP˜BS
(∫ T
0
2v0,tV1,t + V
2
1,t + v0,tV2,tdt
)
+ 2E∂xyP˜BS
(∫ T
0
(∫ t
0
ρsV1,sdBs −
∫ t
0
ρ2sv0,sV1,sds
)
ρ2t v0,tV1,tdt
)
.
D.4. Cxy. For Cxy we use Remark D.1 (stochastic integration by parts) to obtain
E∂xyP˜BS
(∫ T
0
ρtV1,tdBt −
∫ T
0
ρ2t v0,tV1,tdt
)(∫ T
0
(1− ρ2t )(2v0,tV1,t)dt
)
= 2E∂xyP˜BS
(∫ T
0
(∫ t
0
(1− ρ2s)v0,sV1,sds
)(
ρtV1,tdBt − ρ2t v0,tV1,tdt
))
+ 2E∂xyP˜BS
∫ T
0
(∫ t
0
ρsV1,sdBs −
∫ t
0
ρ2sv0,sV1,sds
)
(1− ρ2t )v0,tV1,tdt
= 2E∂xyP˜BS
(∫ T
0
(∫ t
0
(1− ρ2s)v0,sV1,sds
)(
ρtV1,tdBt − ρ2t v0,tV1,tdt
))
− 2E∂xyP˜BS
∫ T
0
(∫ t
0
ρ2sv0,sV1,sds
)
v0,tV1,tdt
+ 2E∂xyP˜BS
(∫ T
0
(∫ t
0
ρsV1,sdBs
)
v0,tV1,tdt
)
− 2E∂xyP˜BS
(∫ T
0
(∫ t
0
ρsV1,sdBs −
∫ t
0
ρ2sv0,sV1,sds
)
ρ2t v0,tV1,tdt
)
.
Furthermore, using Proposition B.2 (Malliavin duality relationship),
Cˆxy := 2E∂xyP˜BS
(∫ T
0
v0,tV1,t
(∫ t
0
ρsV1,sdBs
)
dt
)
= 2
∫ T
0
E∂xyP˜BSv0,tV1,t
(∫ t
0
ρsV1,sdBs
)
dt
= 2
∫ T
0
E
(∫ t
0
ρsV1,sD
B
s (∂xyP˜BSv0,·V1,·)ds
)
dt.
Using the definition of the Malliavin derivative, we obtain
DBs (∂xyP˜BSv0,·V1,·) = ∂xxyP˜BSv0,tV1,tρsv0,s1{s≤T} + ∂xyP˜BSD
B
s (v0,·V1,·)
= ∂xxyP˜BSv0,tV1,tρsv0,s1{s≤T}
+ ∂xyP˜BSv0,t
(
e
∫ t
0
αx(u,v0,u)duβ(s, v0,s)e
−
∫ s
0
αx(z,v0,z)dz1{s≤t}
)
,
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where we have used the explicit form for V1,t from eq. (3.4). Thus using Proposition B.2 (Malli-
avin duality relationship),
2
∫ T
0
E
(∫ t
0
ρsV1,sD
B
s (∂xyP˜BSv0,·V1,·)ds
)
dt
= 2
∫ T
0
E∂xxyP˜BS
(∫ t
0
ρ2sv0,sV1,sds
)
v0,tV1,tdt
+ 2
∫ T
0
E∂xyP˜BS
(∫ t
0
ρsV1,sβ(s, v0,s)e
−
∫ s
0 αx(z,v0,z)dzds
)
v0,te
∫ t
0 αx(z,v0,z)dzdt
= 2E∂xxyP˜BS
∫ T
0
(∫ t
0
ρ2sv0,sV1,sds
)
v0,tV1,tdt
+ 2E∂yP˜BS
∫ T
0
e
∫ t
0 αx(z,v0,z)dzv0,t
(∫ t
0
v−10,sβ(s, v0,s)V1,se
−
∫ s
0 αx(z,v0,z)dzdBs
)
dt.
Remark D.2. We now comment on the purpose of Assumption C.
(1) β(t, x) = λtx
µ for µ ≥ 1/2 is Ho¨lder continuous of order ≥ 1/2 in x uniformly in t ∈ [0, T ],
and βx(t, x) = λtµx
µ−1 is continuous a.e. in x and t ∈ [0, T ]. Thus, Assumption A and
Assumption B are satisfied.
(2) Such a diffusion coefficient is common in application, see for example SABR model Hagan
et al. [13] and CEV model Cox [9].
Truthfully, we could leave β as an arbitrary diffusion coeffcient that solely obeys the items in
Assumption A and Assumption B. However, in terms of application purposes and also for our
fast calibration scheme in Section 6, it will be more insightful to have this form for β. For the
interested reader, all the following calculations still remain valid solely under Assumption A and
Assumption B.
We now enforce Assumption C. Hence, we can rewrite V1,t and V2,t from Lemma 3.1 as
V1,t = e
∫ t
0
αx(z,v0,z)dz
∫ t
0
λsv
µ
0,se
−
∫ s
0
αx(z,v0,z)dzdBs, (D.5)
V2,t = e
∫ t
0
αx(z,v0,z)dz
{∫ t
0
αxx(s, v0,s)(V1,s)
2e−
∫ s
0
αx(z,v0,z)dzds+
∫ t
0
2µλsv
µ−1
0,s V1,se
−
∫ s
0
αx(z,v0,z)dzdBs
}
.
(D.6)
Then we obtain
Cˆxy = 2E∂xxyP˜BS
∫ T
0
(∫ t
0
ρ2sv0,sV1,sds
)
v0,tV1,tdt
+ 2E∂yP˜BS
∫ T
0
v0,te
∫ t
0 αx(z,v0,z)dz
(∫ t
0
λsv
µ−1
0,s V1,se
−
∫ s
0 αx(z,v0,z)dzdBs
)
dt.
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Hence
Cxy = 2E∂xyP˜BS
(∫ T
0
(∫ t
0
(1− ρ2s)v0,sV1,sds
)(
ρtV1,tdBt − ρ2t v0,tV1,tdt
))
− 2E∂xyP˜BS
∫ T
0
(∫ t
0
ρ2sv0,sV1,sds
)
v0,tV1,tdt
+ 2E∂xxyP˜BS
∫ T
0
(∫ t
0
ρ2sv0,sV1,sds
)
v0,tV1,tdt
+ 2E∂yP˜BS
∫ T
0
v0,te
∫ t
0 αx(z,v0,z)dz
(∫ t
0
λsv
µ−1
0,s V1,se
−
∫ s
0 αx(z,v0,z)dzdBs
)
dt
− 2E∂xyP˜BS
(∫ T
0
(∫ t
0
ρsV1,sdBs −
∫ t
0
ρ2sv0,sV1,sds
)
ρ2t v0,tV1,tdt
)
.
D.5. Cyy. Cyy is given by Remark D.1 (stochastic integration by parts) as
4E∂yyP˜BS
(∫ T
0
{∫ t
0
(1− ρ2s)v0,sV1,sds
}
(1− ρ2t )v0,tV1,tdt
)
.
D.6. Adding Cx, Cy, Cxx, Cxy and Cyy. Now we add up all the terms after manipulation from
Appendices D.1 to D.5
(Cx + Cy + Cxx) + Cxy + Cyy
= E∂yP˜BS
(∫ T
0
2v0,tV1,t + V
2
1,t + v0,tV2,tdt
)
+ 2E∂yP˜BS
∫ T
0
v0,te
∫ t
0 αx(z,v0,z)dz
(∫ t
0
λsv
µ−1
0,s V1,se
−
∫ s
0 αx(z,v0,z)dzdBs
)
dt
+ 2E∂xyP˜BS
(∫ T
0
(∫ t
0
(1− ρ2s)v0,sV1,sds
)(
ρtV1,tdBt − ρ2t v0,tV1,tdt
))
− 2E∂xyP˜BS
∫ T
0
(∫ t
0
ρ2sv0,sV1,sds
)
v0,tV1,tdt
+ 2E∂xxyP˜BS
∫ T
0
(∫ t
0
ρ2sv0,sV1,sds
)
v0,tV1,tdt
+ 4E∂yyP˜BS
(∫ T
0
{∫ t
0
(1− ρ2s)v0,sV1,sds
}
(1− ρ2t )v0,tV1,tdt
)
.
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Then
Cx + Cy + Cxx + Cxy + Cyy
= E∂yP˜BS
(∫ T
0
2v0,tV1,t + V
2
1,t + v0,tV2,tdt
)
+ 2E∂yP˜BS
∫ T
0
v0,te
∫ t
0 αx(z,v0,z)dz
(∫ t
0
λsv
µ−1
0,s V1,se
−
∫ s
0 αx(z,v0,z)dzdBs
)
dt
+ 2E∂xyP˜BS
(∫ T
0
(∫ t
0
(1− ρ2s)v0,sV1,sds
)(
ρtV1,tdBt − ρ2t v0,tV1,tdt
))
+ 4E∂yyP˜BS
∫ T
0
(∫ t
0
ρ2sv0,sV1,sds
)
v0,tV1,tdt
+ 4E∂yyP˜BS
(∫ T
0
{∫ t
0
(1− ρ2s)v0,sV1,sds
}
(1− ρ2t )v0,tV1,tdt
)
= E∂yP˜BS
(∫ T
0
2v0,tV1,t + V
2
1,t + v0,tV2,tdt
)
+ 2E∂yP˜BS
∫ T
0
v0,te
∫ t
0
αx(z,v0,z)dz
(∫ t
0
λsv
µ−1
0,s V1,se
−
∫ s
0
αx(z,v0,z)dzdBs
)
dt
+ 4E∂yyP˜BS
(∫ T
0
(∫ t
0
(1− ρ2s)v0,sV1,sds
)
ρ2t v0,tV1,tdt
)
+ 4E∂yyP˜BS
∫ T
0
(∫ t
0
ρ2sv0,sV1,sds
)
v0,tV1,tdt
+ 4E∂yyP˜BS
(∫ T
0
{∫ t
0
(1− ρ2s)v0,sV1,sds
}
(1− ρ2t )v0,tV1,tdt
)
= E∂yP˜BS
(∫ T
0
2v0,tV1,t + V
2
1,t + v0,tV2,tdt
)
+ 2E∂yP˜BS
∫ T
0
v0,te
∫ t
0 αx(z,v0,z)dz
(∫ t
0
λsv
µ−1
0,s V1,se
−
∫ s
0 αx(z,v0,z)dzdBs
)
dt
+ 4E∂yyP˜BS
(∫ T
0
(∫ t
0
v0,sV1,sds
)
v0,tV1,tdt
)
,
where we have used the partial derivative relationship Proposition D.1 (PBS partial derivative
relationship), Proposition B.2 (Malliavin duality relationship) and partial derivative relationship
Proposition D.1 (PBS partial derivative relationship), then simplification for the first, second and
third equalities respectively. Lastly, notice by Remark D.1 (stochastic integration by parts)
2
(∫ T
0
(∫ t
0
v0,sV1,sds
)
v0,tV1,tdt
)
=
(∫ T
0
v0,tV1,tdt
)2
.
Proposition D.2. In view of the calculations in Appendices D.1 to D.6, and under Assump-
tion C, we obtain the simpler form of the second-order approximation Put
(2)
G from Theorem 3.1
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as
Put
(2)
G = PBS
(
x0,
∫ T
0
v20,tdt
)
+ E∂yP˜BS
(∫ T
0
2v0,tV1,t + V
2
1,t + v0,tV2,tdt
)
+ 2E∂yP˜BS
(∫ T
0
v0,te
∫ t
0
αx(z,v0,z)dz
(∫ t
0
λsv
µ−1
0,s V1,se
−
∫ s
0
αx(z,v0,z)dzdBs
)
dt
)
+ 2E∂yyP˜BS
(∫ T
0
v0,tV1,tdt
)2
.
(D.7)
D.7. Eliminating the processes (V1,t) and (V2,t). The last step is to reduce these remaining
expectations in Proposition D.2 down by eliminating the stochastic processes (V1,t) and (V2,t).
To do so, we utilise Lemma B.1 (Mallavin integration by parts) and eq. (D.1), which yields
2E∂yP˜BS
(∫ T
0
v0,te
∫ t
0 αx(z,v0,z)dz
(∫ t
0
λsv
µ−1
0,s V1,se
−
∫ s
0 αx(z,v0,z)dzdBs
)
dt
)
= 2ω
(−αx,ρλv
µ+1
0,· ),(0,ρλv
µ
0,·),(αx,v0,·)
0,T E∂xxyP˜BS.
Finally, using Lemma D.2 on the rest of the terms, we obtain the explicit second-order price
given in Theorem 4.1.
