The Lanczos algorithm for tridiagonalizing a given matrix A generates a sequence of approximating matrices A, that can naturally be obtained as restrictions to subspaces. The eigenvalues of these approximating matrices are well known to be good approximations to the extreme eigenvalues of A. In this paper we produce explicit formulas for the characteristic polynomials of the A,, in terms of the eigenvalues of A. These formulas can be used to explain heuristically why these approximations are often quite good. At present, we have no concrete analytic argument that explains the quality of the approximation. The main result draws on the formal relationship between the Lanczos algorithm and Pad& approximations to the moment generating function of A. This result is one of the few analytic results available for the unsymmetric Lanczos algorithm.
INTRODUCTION
The Lanczos method for computing and approximating eigenvalues of a matrix [l] has recently enjoyed significant growth in popularity, especially for 88/89:99-115 (1987) 99 large sparse problems, since the technique relies on matrix-vector multiples and vector inner products. A thorough treatment and presentation of the algebra and geometry of the method for general matrices can be found in [2] , while [3, 4, 51 have a reasonably up-to-date treatment of the symmetric case. A notable recent contribution to the unsymmetric case can be found in [6] . Numerous authors-Paige, Kaniel, Saad, Parlett, Golub, Willoughby, and Cullum, to name only a few-have contributed to our understanding of the method [S, f or an overview of current techniques for sparse eigenvalue problems.
LINEAR ALGEBRA AND ITS APPLZCATZONS
While the reader is encouraged to consult the above references for detailed expositions of the method, it is useful to give a general outline of it here. Given a matrix and an arbitrary initial vector, consider the subspaces spanned by iterates of the matrix applied to the vector. When the matrix is restricted in some way to such a subspace, we obtain an operator of smaller order. The Lanczos method specifies a canonical construction for the restriction that results in a smaller approximating matrix. The eigenvalues of this smaller matrix can offer very good approximations to the eigenvalues of the original matrix. When the smaller and original matrix have the same order, the eigenvalues are in fact identical. This is of course true only for ideal, exact arithmetic. The finite-precision situation is quite different, as can be seen in the fundamental work of Paige [ll] that deals with the Hermitian case.
The beauty of the Lanczos algorithm is that it efficiently generates a tridiagonal representation for this smaller matrix, thereby reducing the problem of approximating or actually computing eigenvalues to a tridiagonal eigenvalue problem. At risk of being historically inaccurate, we shall call the characteristic polynomials of the snaller approximating matrices Lanczos polynomials. In fact, this is consistent with the terminology used by Householder in his classic work [13] . For our construction, we are not concerned with the actual algorithms for computing these tridiagonal representations, nor with variations of the algorithms that are more efficient or more accurate. Our concern is solely with the underlying algebraic and geometric construction that the Lanczos algorithms all share.
The main result of this paper is a derivation of an explicit formula for the Lanczos polynomials in terms of the eigenvalues and eigenvectors of the original matrix. Our results can be shown to hold only for nondefective matrices-that is, for matrices with a complete set of eigenvectors. An essentially self-contained statement of this formula is contained in Theorem 4, and the reader may find it useful to inspect this result now. Not only is this formula new, it sheds considerable heuristic light on the empirical behavior of the approximations and their quality. However, we want to stress that a precise analytic connection between our formula and the observed behavior of the algorithm is still missing and a subject for future work.
The derivation of this formula involves two ingredients. The first is the interpretation of the Lanczos construction in terms of Pad& approximations of rational functions (see [14] for example). The second is a classical but apparently littleused formula for the denominator polynomial of Pad6 forms in terms of the poles and residues of the rational function being approximated (see [U, p. 431) . These two ingredients are put together quite naturally to yield the main result of this paper.
This paper is organized as follows. Section 2 presents the general construction and the main results. Section 3 is a discussion of these results and prelude to the numerical examples in Section 4. Section 5 summarizes our results and contains some speculations about directions that future work can take.
MAIN RESULT AND DERIVATIONS
The following construction is made for a diagonalizable n-by-n complex matrix A and arbitrary n-vectors x and y. Without loss of generality, we also assume that A has distinct eigenvalues.
Define the Krylov subspace K, by
where it assumed that K, has dimension exactly p. Note that p 6 q, where q is the number of distinct eigenvalues of A. Now define the restricted operator A, on the subspace K, according to
AP(A'x)= 'flaiAix if j = p_ 1. i=O (2) Clearly any choice of the (Y~ determines a linear transformation on K,, but we specify a particular selection by requiring that for all 0 Q i Q p -1. Expanding ApAP-% in terms of the (Y~ shows that the equation (4) determines the vector (Y= [(~,,,or,...,a~_i] r where
Ma=b
rnij = y*k+i-2x, p. = y*AP-'+jx J
We shall assume that M is nonsingular for a particular choice of A, x, y, and p. Now let B be a matrix whose first p columns are X, Ax,. . . , Ap-'X and whose remaining n -p columns are arbitrary but for the property that B is nonsingular. A, is extended to the whole space according to
where C is the companion matrix 
(Ypmr
The Lanczos polynomial of degree p is precisely the characteristic polynomial of C, namely
Having defined A,, in this manner, we should demonstrate now that A, does in fact correspond to the usual constructions used in Lanczos algorithms. More precisely, we argue that the constructions of Equations (4) and (5) determine C in (6) and (7) in such a way that A, restricted to K, is the same operator as used in the usual formulation of the procedure.
Hermitian Case
In the case that A* = A and x = y, we will only show that A, is the orthogonal restriction of A to the subspace K, and then refer the reader to [3] . Thus, it must be shown that ApAP-'x is the orthogonal projection of APx onto K,. This is tantamount to showing that A,AP-'r -APx is orthogonal to K,. By (1) and (3), we have (A$-)*( ApAP-lx -~p-1~) = X*A'ApAP-lx -x*Ai+Px = 0, so that the required property holds and our construction does indeed lead to the same approximating matrix as arises in the standard Hermitian algorithm withx=y.
Utwymmetric Case
Equations (4), (5), (6), and (7) are used to show that our construction is identical to the one normally used for unsymmetric matrices as well. Referring to [6, 131, it (4) and (5) where ep is the pth standard basis vector. Note that Equation (9) follows from Equation (8) by repeated application of the defining property of the (Y~ as described in Equation (5). (10) and (11) establish (c), since this is the defining property of a Pad& form.
n We now need to state an auxihary result on Padk forms of rational functions. To this end, we introduce some simple notation:
. > y,) denotes the Vandermonde determinant based on the values yj;
A np is the collection of p-tuples Z=(i,,i,,...,i,) with l<i,<i,< ... < i, < n. 
.> VP>
and recalling Equation (13), we get our main result, which is stated in its entirety for completeness: 
DISCUSSION
Equation (14) represents a linear combination of the simple polynomials arising in the sum. Each term in the summation is a monomial with zeros determined by one subset of p eigenvalues of the n eigenvalues of A. The monomial is weighted by two factors:
(1) The factors yi are clearly related to the relative sizes of the projections of the vectors x and y onto the left and right eigenvectors ui and ui respectively. Thus in the general unsymmetric case, for the product of the factors yi corresponding to a ptuple Z to be large relative to other such products, y must have large components in the directions of the right eigenvectors determined by I, and x must have large components in the direction of the left eigenvectors determined by 1. In the Hermitian case where x = y typically, so that the situation simplifies accordingly. (2) The relative size of the other factor, namely the Vandermonde determinant is directly related to the distribution of the values, X il,. . . , hi in the complex plane. In particular, eigenvalues selected from the extremitielof the spectrum of A would result in a large relative determinant, provided that they are not clustered.
The main contribution of this paper is the identification of this formula and its value in understanding the behavior of the Lanczos algorithm. We feel that work remains to be done in the direction of obtaining some of the bounds and estimates found [lo, 3, 11, 8, 51 but for the general unsymmetric Lanczos method.
The next section present a variety of numerical experiments. These examples are meant to illustrate the relationships between eigenvalue distributions, the Vandermonde determinants, and the quality of the Lanczos approximations.
EXAMPLES
All our examples are of dimension 5 and involve the third-order Lanczos polynomials. In the notation previously used, n = 5 and p = 3. These examples were computed using Cleve Moler's MATLAB on a VAX 11/780 running Berkeley 4.2 BSD UNIX.
In order to simplify the presentation, we shall indicate what matrix and initial vector we are using and then use Vijk to denote the Vandermonde determinant V(A,, A j, X,) and cijk to denote the coefficient of the manic polynomial arising from the triple of eigenvalues Xi, X j, X k. EXAMPLE 1 (Symmetric matrix with uniformly spaced eigenvalues).
In our first example, we consider the following symmetric matrix: A = diag [20, 40, 60, 80, IOO] = diag[A,, X2, A,, A,, ~~1.
We let the initial vector x be
The resulting Lanczos polynomial of degree 3 (that is, the characteristic polynomial of As), rounded to integer coefficients, is A3 -180X2 + 9440h -134400, with roots at (to four decimal places) 96.8782, 60.0000, 23.1218.
The values of the Vandermonde determinants and the corresponding coefficients arising in the summation (14) are tabulated in Table 1 , where the triple index ijk refers to the term arising from hi, Xi, X,. This table illustrates how the weighting is largest for a uniform but extreme distribution of the subset of eigenvalues (namely the terms 135, 125, and 145). Note that the approximate eigenvalues also approximate the subset of eigenvalues that is uniformly but extremely distributed.
EXAMPLE 2 (Symmetric matrix with nonuniform eigenvalue distribution).
The matrix A in this example has eigenvalues that are not uniformly distributed within the range of values. We are using A = diag [1, 4, 50, 75, 100] Table 2 . The favored terms in this case are 135 and 235, which are once again terms corresponding to uniform but extreme distributions of eigenvalue subsets. EXAMPLE 3 (Normal matrix with a cluster of three eigenvalues and two outlying eigenvalues).
In this example, we consider a normal matrix with a cluster of three eigenvalues around the origin and with two outlying eigenvalues. The accuracy of the third order Lanczos approximation is excellent. The actual matrix is 8] = Gs[X,, X2, h3, X4, X51. Table 3 . Clearly the weight in this case lies with the terms 123, 124, and 125. The accuracy of this approximation is striking.
EXAMPLE 4 (Diagonalizable matrix with three clustered eigenvahres near 10 and two outlying eigenvahres). The matrix A is a nondefective matrix with the following eigendecomposition:
where U is the matrix 2113+2922i 6284+5015i 5608+9185i The Lanczos polynomial, rounded to integer coefficients, was X3 + (8 -lli)X' + (6967+ 1713i)X -82517 -258401. Table 4 .
SUMMARY
This paper derives a new formula for Lanczos polynomials arising in both Hermitian and unsymmetric versions. It appears to be the one of the few statements about the accuracy of approximations produced by the unsymmetric algorithm. While work remains to be done in deriving concrete bounds or estimates on the eigenvalue approximations, our examples illustrate the remarkable correspondence between eigenvalue distributions and the quality of Lanczos approximations. It is hoped that our results, as summarized in Theorem 4, can at least serve as barometers for when one can expect the unsymmetric algorithm to be producing reasonable eigenvalue approximations. This of course, requires some a priori knowledge of eigenvalue distribution in specific applications, which may or may not be possible to obtain.
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