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Abstract
Let X = (Xjk) denote an n × p random matrix with entries Xjk, which are
independent for 1 ≤ j ≤ n, 1 ≤ k ≤ p. We consider the rate of convergence
of the empirical spectral distribution function of the matrix W = 1pXX
∗ to
the Marchenko–Pastur law. We assume that EXjk = 0, EX
2
jk = 1 and that
the distributions of the matrix elements Xjk have a uniformly sub exponential
decay in the sense that there exists a constant κ > 0 such that for any n, p ≥ 1
and 1 ≤ j ≤ n, 1 ≤ k ≤ p and any t ≥ 1 we have
Pr{|Xjk| > t} ≤ κ−1exp{−tκ}.
By means of a recursion argument it is shown that the Kolmogorov distance
between the empirical spectral distribution of the sample covariance matrix W
and the Marchenko–Pastur distribution is of order O(n−1 log4+
4
κ n) with high
probability.
1 Introduction
For any n, p ≥ 1, consider a family of independent random variables {Xjk, 1 ≤ j ≤
n, 1 ≤ k ≤ p}, defined on some probability space (Ω,M,Pr). Let X = (Xjk) be a
matrix of order n× p and let W = 1
p
XX∗. Denote by {s21, . . . , s2n} the eigenvalues of
the matrix W and introduce the associated spectral distribution function
Fn(x) = 1
n
card {j ≤ n : s2j ≤ x}, x ∈ R.
Partially supported by RFBR, grant N 14-01-00500. Partially supported by the Program of
UD of RAS N 12-P-1-1013 Partially supported by CRC 701 “Spectral Structures and Topological
Methods in Mathematics”, Bielefeld.
Key words and phrases: spectral distribution function, Wigner’s theorem, Marchenko–Pastur dis-
tribution.
1
The rate of convergence to the Marchenko–Pastur distribution 2
Averaging over the random values Xij(ω), define the expected (non-random) em-
pirical distribution functions Fn(x) = EFn(x). We assume that p = p(n) and
limn→∞ np = y ∈ (0,∞). Without loss of generality we shall assume that y ∈ (0, 1].
Let Gy(x) denote the Marchenko–Pastur distribution function with density gy(x) =
G′y(x) =
1
2yxpi
√
(x− a)(b− x)I[a,b](x), where I[a,b](x) denotes the indicator–function
of the interval [a, b], a = (1 − √y)2, b = (1 + √y)2. We shall study the rate of
convergence Fn(x) to the Marchenko–Pastur law assuming that
Pr{|Xjk| > t} ≤ κ−1 exp{−tκ}, (1.1)
for some κ > 0 and any t ≥ 1. The rate of convergence to the Marchenko–Pastur
law has been studied by several authors. In particular, the present authors proved
in [18] that the Kolmogorov distance between Fn(x) and the distribution function
Gy(x), ∆
∗
n := supx |Fn(x)−Gy(x)| is of order OP (n−
1
2 ). Bai et al. showed in [1] that
∆n := supx |Fn(x) − Gy(x)| = O(n−
1
2 ). For the Laguerre Unitary Ensemble Go¨tze
and Tikhomirov proved in [15] that ∆n = O(n
−1).
Let y = n
p
∈ (0, 1] in what follows. For any positive constants α > 0 and κ > 0
define the quantities
ln,α := log n(log log n)
α and βn := (ln,α)
1
κ
+1. (1.2)
The main result of this paper is the following
Theorem 1.1. Let EXjk = 0, EX
2
jk = 1 and there exists a constant κ > 0 such that
for all n, p ≥ 1 any 1 ≤ j ≤ n and 1 ≤ k ≤ p and any t ≥ 1, condition (1.1) holds.
Then for any α > 0 there exist a positive constants C and c, depending on κ, α and
y such that
Pr{sup
x
|Fn(x)−Gy(x)| > n−1β4n} ≤ C exp{−cln,α}. (1.3)
Remark 1.2. Let γnj denote quantiles of order
j
n
of distribution Gy(x), Gy(γnj) =
j
n
.
Inequality (1.3) implies that
Pr
{
∃ j ∈ [cβ4n, n− cβ4n] : |s2j − γnj| ≥ Cβ4n
[
min{j, N − j + 1}
]− 1
3
n−
2
3
}
≤ C exp{−cln,α}. (1.4)
We apply the result of Theorem 1.1 to investigation of eigenvectors of the ma-
trix W. Let uj = (uj1, . . . , ujn)
T be eigenvector of the matrix W corresponding to
eigenvalue s2j , j = 1, . . . , n. We prove the following result.
Theorem 1.3. Under the conditions of Theorem 1.1 for any α > 0 there exist con-
stants C, c, depending on κ, α and y such that
Pr{ max
1≤j,k≤n
|ujk|2 > β
4
n
n
} ≤ C exp{−cln,α} (1.5)
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and
Pr{max
1≤k≤n
∣∣∣ k∑
ν=1
|ujν|2 − k
n
∣∣∣ > β2n√
n
} ≤ C exp{−cln,α}. (1.6)
We shall investigate as well the Stieltjes transform of distribution of singular
values of sample covariance matrices. We shall use the following symmetrization of
one-sided distribution function. Let F (x) be the distribution function of non-negative
random variable. Define its symmetrization as
F˜ (x) =
1 + signxF (x2)
2
. (1.7)
Let sF (z) =
∫∞
0
1
x−zdF (x) and sF˜ (z) =
∫∞
−∞
1
x−zdF˜ (x) be Stieltjes transforms of
distribution functions F (x) and F˜ (x) respectively. It is straightforward to check that
s˜(z) = zs(z2).
Note that symmetrization of Marchenko – Pastur distribution function G˜y(x) has
the density
G˜′y(x) =
1
2pix
√
(x2 − a)(b− x2)I{√a ≤ |x| ≤
√
b}, (1.8)
and Stieltjes transform Sy(z), satisfying the equation
yS2y(z) + (z +
y − 1
z
)Sy(z) + 1. (1.9)
See Section 3 in [16]. Let mn(z) and m˜n(z) denote the Stiletjes transform of distri-
bution function Fn(x) and F˜n(x) respectively. Let
Λn = m˜n(z)− Sy(z). (1.10)
Put the following quantities. For any z = u+ iv ∈ C+ we define the function
γ(z) = min{|1−√y − |u||, |1 +√y − |u||}.
Let
v0 = A0n
−1β4n (1.11)
with some positive constant A0 which will be chosen later. For any
√
y > ε > 0,
V > v0 we introduce the region on the complex plane
G = G(A0, b, ε) = {z = u+ iv : 1−√y + ε ≤ |u| ≤ 1 +√y − ε, v0/γ(z) ≤ v ≤ V.}
We prove the following estimations of Λn.
Theorem 1.4. Under the conditions of Theorem 1.1 there exist constants C, c de-
pending on κ, y and α such that for any z = u+ iV with V = 4
√
y,
Pr{|Λn(z)| ≥ Cβ
3
n|Sy(z)|
3
2
n
} ≤ exp{−cln,α}. (1.12)
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Theorem 1.5. Under the conditions of Theorem 1.1 there exist constants C, c de-
pending on κ, y and α such that for any z ∈ G
Pr{|Λn(z)| ≥ Cβ
3
n
nv
} ≤ exp{−cln,α}. (1.13)
Similar results as in Theorems 1.1 and 1.3 for the sample covariance matrices with
y = 1 and assuming (1.1) with κ = 2 (sub-gaussian r.v.’s) were obtained recently
in [9]. Assuming that the entries of random matrix X have finite moments of all
orders, Erdo¨s and coauthors in [13] proved the bound of the rate of convergence to
the Marchenko–Pastur law of order O(n−1+ε) for any ε > 0.
The proof of Theorem 1.1 is based on the estimation of the Kolmogorov dis-
tance between any distribution and a symmetrizing Marchenko–Pastur distribution
via their Stieltjes transforms and on the Theorem 1.5. We start by showing an
improved bound for the Kolmogorov distance between any distribution and a sym-
metrizing Marchenko–Pastur distribution using Stieltjes transforms. Compared to
a similar inequality in [8] we shall use here the vanishing of the density at the end
points of support of the Marchenko–Pastur distribution. The most of the paper is
devoted to the proof of Theorem 1.5. To prove it we analyze the behavior of error
terms in the representation (6.3) of diagonal entries of the resolvent matrix. We use
here a relatively short recursion argument based on the approach developed in [16]
and [17] and ideas similar to those used in Erdo¨s, Yau and Yin [12], Lemma 3.4. This
approach is based on the classical resolvent recursion between random matrices of
dimension n an n− 1, where the error terms are stochastically bounded by means of
large deviation probability bounds for martingales. Starting at fixed distance from
the real line, where the Stieltjes-transforms are trivially bounded, we iterate these
bounds using estimates for their derivatives to a point nearer to the real line by a
step of size n−b. Assuming exponential moment conditions this recursion of bounds
for the Stieltjes-transform (6.4) can be iterated (approximately nb-times) till reaching
a distance n−1(log n)O(1) to the real line, which finally provides the final error bound.
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2 Kolmogorov distance between any distribution
function and the symmetrizing Marchenko–Pastur
distribution function
To bound ∆∗n we shall use an approach developed in Go¨tze and Tikhomirov [16] and
[18]. We modify a bound for the Kolmogorov distance between distribution functions
based on their Stieltjes transforms obtained in [15], Lemma 2.1. Recall that G˜y(x)
denotes the symmetrization of the distribution function Gy(x) defined by the equality
G˜y(x) =
1 + signxGy(x
2)
2
, (2.1)
For y = 1 the distribution function G˜y(x) is the distribution function of the semi-
circular law. Given
√
y
2
≥ ε > 0 introduce the interval Jε = [1−√y + ε, 1 +√y − ε]
and J′ε = [1 −
√
y + 1
2
ε, 1 +
√
y − 1
2
ε]. For any x such that |x| ∈ [1 − √y, 1 + √y],
define γ = γ(x) := min{|x| − 1 +√y, 1 +√y − |x|}. Note that 0 ≤ γ ≤ √y. For any
x : |x| ∈ Jε, we have γ ≥ ε, respectively, for any x : |x| ∈ J′ε, we have γ ≥ 12ε. For a
distribution function F denote by SF (z) its Stieltjes transform,
SF (z) =
∫ ∞
−∞
1
x− z dF (x).
Proposition 2.1. Let v > 0 and H > 0 and ε > 0 be positive numbers such that
τ =
1
pi
∫
|u|≤H
1
u2 + 1
du =
3
4
, (2.2)
and
2vH ≤ ε 32 . (2.3)
If G˜y denotes the distribution function of the symmetrizing (as in (2.1)) Marchenko–
Pastur law, and F is any distribution function, there exist some absolute constants
C1, C2, C3 depending on y only such that
∆(F, G˜y) := sup
x
|F (x)− G˜y(x)|
≤ 2 sup
x:|x|∈J′ε
∣∣∣Im ∫ x
−∞
(SF (u+ i
v√
γ
)− SG˜y(u+ i
v√
γ
))du
∣∣∣+ C1v + C2ε 32
(2.4)
with C1 =
{
2H2
√
3
pi2
√
y(1−√y) if 0 < y < 1,
H2
pi
if y = 1,
and C2 =
{
4
pi
√
y(1−√y) if 0 < y < 1,
1
pi
if y = 1.
.
Remark 2.2.
H = tg
3pi
8
= 1 +
√
2. (2.5)
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Proof. For a proof of this remark see the Appendix, Subsection 9.2.
Corollary 2.1. Under the conditions of Proposition 2.1, for any V > v
√
2/
√
ε, the
following inequality holds
sup
x∈J′ε
∣∣∣∣∫ x−∞(Im(SF (u+ iv′)− SGy(u+ iv′))du
∣∣∣∣
≤
∫ ∞
−∞
|SF (u+ iV )− SGy(u+ iV )|du
+ sup
x∈J′ε
∣∣∣∣∫ V
v′
(
SF (x+ iu)− SGy(x+ iu)
)
du
∣∣∣∣ , (2.6)
where γ = min{|x| − 1 +√y, 1 +√y − |x|} and v′ = v√
γ
≤ V , for x ∈ J′ε.
Proof. Let x : |x| ∈ J′ε be fixed. Let γ = γ(x) = min{|x| − 1 +
√
y, 1 +
√
y − |x|}.
Set z = u+ iv′, v′ ≤ V . Since the functions of SF (z) and SG˜y(z) are analytic in the
upper half-plane, it is enough to use Cauchy’s theorem. We can write∫ x
−∞
Im(SF (z)− SGy(z))du = lim
L→∞
∫ x
−L
(SF (u+ iv
′)− SGy(u+ iv′))du, (2.7)
for x ∈ J ′ε . Since v′ = v√γ ≤ ε2H , without loss of generality we may assume that
v′ ≤ 2. By Cauchy’s integral formula, we have∫ x
−L
(SF (z)− SG˜y(z))du =
∫ x
−L
(SF (u+ iV )− SG˜y(u+ iV ))du
+
∫ V
v′
(SF (−L+ iu)− SG˜y(−L+ iu))du
−
∫ V
v′
(SF (x+ iu)− SG˜y(x+ iu))du. (2.8)
Denote by ξ (resp. η) a random variable with distribution function F (x) (resp.
G˜y(x)). Then we have
|SF (−L+ iv′)| =
∣∣∣∣E 1ξ + L− iv′
∣∣∣∣ ≤ v′−1 Pr{|ξ| > L/2}+ 2L. (2.9)
Similarly,
|SG˜y(−L+ iv′)| ≤ v′
−1
Pr{|η| > L/2}+ 2
L
. (2.10)
These inequalities imply that∣∣∣∣∫ V
v′
(SF (−L+ iu)− SGy(−L+ iu))du
∣∣∣∣→ 0 as L→∞, (2.11)
which completes the proof.
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Combining the results of Proposition 2.1 and Corollary 2.1, we get
Corollary 2.2. Under the conditions of Proposition 2.1 the following inequality holds
∆(F, G˜y) ≤ 2
∫ ∞
−∞
|SF (u+ iV )− SG˜y(u+ iV )|du+ C1v + C2ε
3
2
+ 2 sup
x∈J′ε
∫ V
v′
|SF (x+ iu)− SG˜y(x+ iu)|du, (2.12)
where v′ = v√
γ
with γ = min{|x| − 1 +√y, 1 +√y − |x|}.
3 Truncation
We consider the truncated random variables X̂jl defined by
X̂jl := XjlI{|Xjl| ≤ cl
1
κ
n,α} − EXjlI{|Xjl| ≤ cl
1
κ
n,α}. (3.1)
Let X̂ = (X̂jk) and
V̂ =
1√
p
[
O X̂
X̂∗ O
]
.
Let F̂n(x) denote the empirical spectral distribution function of the matrix V̂ and let
m̂n(z) be the corresponding Stieltjes transform. Let σ
2
jk = E(X̂jk)
2. Introduce the
r.v.’s X˜jk = σ
−1
jk X̂jk. Consider the matrix X˜ = (X˜jk) and
V˜ =
1√
p
[
O X˜
X˜∗ O
]
.
Let F˜n(x) and m˜n(z) denote the corresponding empirical spectral distribution func-
tion of the matrix V̂ and its Stieltjes transform respectively. Let F˜n(x) and m˜n(z)
denote the corresponding empirical spectral distribution function of the matrix V̂
and its Stieltjes transform respectively.
Lemma 3.1. Under conditions of Theorem 1.1 there exist constants C, c depending
on κ only such that
Pr{|
∫ ∞
−∞
|mn(u+ iV )− m̂n(u+ iV )|du ≥ C
n
} ≤ exp{−cln,α}. (3.2)
Proof. First we note that for all resolvent matrices R(u+ iV )∫ ∞
−∞
‖R(u+ iV )‖22du =
n∑
j=1
∫ ∞
−∞
1
(λj − u)2 + V 2du =
npi
V
. (3.3)
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By resolvent equality, we have
mn(z)− m̂n(z) = 1
n
Tr (V − V̂)RR̂. (3.4)
Applying Cauchy - Schwartz inequality, we get
|mn(z)− m̂n(z)| ≤ 1
n
‖V − V̂‖2(‖R‖22 + ‖R̂‖22). (3.5)
After integrating we arrive∫ ∞
−∞
|mn(u+ iV )− m̂n(u+ iV )|du ≤ C‖V − V̂‖2, (3.6)
for some numerical constant C. Furthermore, by definition of matrices V and V̂ we
have
‖V − V̂‖22 ≤ 4‖X− X̂‖22 ≤
1
n
n∑
j=1
p∑
k=1
|Xjk − X̂jk|2 + 1
n
n∑
j=1
p∑
k=1
|EX̂jk|2 (3.7)
From condition (1.1) it follows now
Pr{‖V − V̂‖2 ≥ C
n2
} ≤ exp{−cln,α}. (3.8)
Thus Lemma 3.1 is proved.
Lemma 3.2. Assuming the conditions of Theorem 1.1 there exist constants C, c > 0
such that for all z ∈ G
Pr{|mn(z)− m˜n(z)| ≥ c
n2v2
} ≤ exp{−cln,α}.
Proof. For a proof of this Lemma see Subsection 9.5 of the Appendix.
Remark 3.1. In what follows we shall assume that r.v.’s Xjl satisfy the condition
|Xjl| ≤ Cl
1
κ
n,α, EXjl = 0 and EX
2
jk = 1. (3.9)
We shall omit the symbol ·̂ in the notation of the truncated r.v.’s and corresponding
characteristics of truncated matrices.
4 Diagonal entries of resolvent matrices
In this Section we investigate the diagonal entries of resolvent matrix Rjj. Let vk =
v0 +
k
√
y
n2
, where k = 0, . . . , N and N = 4n2. We introduce the following events
Ak = {|mn(z)− s(y(z)| ≤ 1
2
√
y
, for z = u+ iv, v ≥ vk},
Bk = {|εj| ≤ γ0√y, for j = 1, . . . , n; z = u+ iv, v ≥ vk}, (4.1)
where γ0 is some absolute constant and is to be chosen later.
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4.1 The Key Lemma
Lemma 4.1. Under the conditions of Theorem 1.1 there exist absolute constants γ0
and c0 such that, for k = 1, . . . , N ,
Ak ∩ Bk ⊂ Ak−1. (4.2)
Proof. The proof of this Lemma see in Appendix, Subsection 9.6.
Corollary 4.2. We have
Pr{Ack} ≤
N∑
l=k+1
Pr{Bcl ∩Al}.
Proof. Note that vN ≥ 4√y. We have, for z = u+ iv with v ≥ vN
max{|mn(z)|, |s(z)|} ≤ 1
4
√
y
a. s.
That means that
Pr{AN} = 1. (4.3)
By Lemma 4.1, we have
Pr{A(c)k } ≤ Pr{(Bk+1 ∩ Ak+1)c} ≤ Pr{Bck+1 ∩ Ak+1}+ Pr{Ack+1}. (4.4)
The claim of Corollary 4.2 now follows from (4.4) by induction.
Corollary 4.3. For k = 0, . . . , N the following inequality holds
Pr{Ack} ≤
N∑
l=k+1
Pr{Bcl }. (4.5)
Lemma 4.4. Under the conditions of Theorem 1.1 there exist constant A0 such that,
for k = 1, . . . , N ,
Pr{Ak ∩ Bck} ≤ exp{−cl2n,α}. (4.6)
Proof. Note that for ω ∈ Ak
Immj)n (z) ≤
3
2
√
y
+
1
nv
. (4.7)
Furthermore, take the constant A0 in the definition of v0 such that
A0 ≥ 3C
2
2y
√
yγ20
+
2C2
yγ20
, (4.8)
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where C is the constant from Proposition 9.1. Then it is straightforward to check
that, for all v ≥ v0,
γ0
√
y ≥
C
√
Imm
(j)
n (z) + 1nv l
2+ 2
κ
n,α√
nv
. (4.9)
We may write now that, for any k = 1, . . . , N ,
Pr{Ak ∩ Bkc} ≤ Pr{|εj| ≥
C
√
Imm
(j)
n (z) +
1
nv
l
2+ 2
κ
n,α√
nv
}. (4.10)
Applying now Proposition 9.1 we get the claim. Thus lemma 4.4 is proved.
Introduce now for z = u+ iv ∈ C+ and v′ ≥ v0,
Av′ = {|mn(z)− s(z)| ≤ 1
2
√
y
, for all u ∈ R, and v ≥ v′}.
Applying Lemmas 4.1 and 4.4, we get
Corollary 4.5. The following inequality holds,
Pr{Acv0} ≤ exp{−Cl2n,α}, (4.11)
for some positive constant C > 0. There exist a constant C > 0 such that
Pr{{|Rjj| ≤ 3
2
√
y
, for all j = 1, . . . , n}} ≥ 1− exp{−Cl2n,α}. (4.12)
Moreover, for z = u + iv with a ≤ |u| ≤ b and 0 < v ≤ 4√y, there exist a constant
δ > 0 depending on y only such that
Pr{{|Rjj| ≥ δ, for any j = 1, . . . , n} ∩ U} ≥ 1− exp{−Cl2n,α}. (4.13)
We may take δ = 1
28
.
Proof. By Lemmas 4.1 and 4.4, we have
Pr{Acv0} ≤
N∑
t=1
Pr{Bct ∩ At} ≤ n2 exp{−Cl2n,α} ≤ exp{−C ′l2n,α}
with some positive constant C ′. This inequality and Lemma 4.4 yield inequality
(4.11). Furthermore, we note that the events Av0 and Bk together imply by (6.3)
that
|Rjj(u+ iv)| ≤ 3
2
√
y
. (4.14)
Note that the events Av0 and Bk imply by (6.3)
|Rjj(u+ iv)| ≥ 1
2|z + y−1
z
+ ymn(z)|
≥ 1
4(1 + 4
√
y)
≥ 1
20
,
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for 1−√y < |u| ≤ 1 +√y. We use here that, for 1−√y < |u| ≤ 1 +√y,
|z + y − 1
z
| ≤ 1 +√y + |z| ≤ 2(1 +√y) + v ≤ 2 + 6√y.
This proves inequalities (4.12) and (4.13).
Proposition 4.1. Under the conditions of Theorem 1.1 there exist constants C and
A depending on κ and α only such that, for j = 1, . . . , n and q ≤ A log n, and for
v ≥ v0
E|Rjj|q ≤ Cq. (4.15)
Proof. Since |Rjj| ≤ v−1 ≤ v−10 we have
E|Rjj|q ≤ ( 3
2
√
y
)q + v−q0 Pr{|Rjj| >
3
2
√
y
}. (4.16)
Applying Corollary 4.5, inequality (4.12), we get
E|Rjj|q ≤ ( 3
2
√
y
)q + exp{c logn2 − l2n,α} ≤ Cq, (4.17)
for some constant C > 3
2
√
y
. Thus Proposition 4.1 is proved.
Proposition 4.2. Under the conditions of Theorem 1.1 there exist constants C and
A depending on κ, y and α only such that, for j = 1, . . . , n and q ≤ A log n, and for
v ≥ v0
E
1
|an(z)|q ≤ C
q. (4.18)
Proof. First we note that the even Av0 yields that
|an(z)| ≥ |a(z)| − y|mn(z)− Sy(z)|
√
y
2
(4.19)
Since |an(z)| ≥ Imz ≥ v we have
E
1
|an(z)|q ≤ (
2√
y
)q + v−q0 Pr{|an(z)| >
√
y
2
}. (4.20)
Applying Corollary 4.5, we get
E|an(z)|−q ≤ ( 2√
y
)q + exp{c logn2 − l2n,α} ≤ Cq, (4.21)
for some constant C ≥ 2√
y
. Thus Proposition 4.2 is proved.
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5 Proof of Theorem 1.1
To conclude the proof of Theorem 1.1 we shall now apply the result of Corollary 2.2
with v0 =
A0β4n
n
and V = 4
√
y to the empirical spectral distribution function Fn(x)
of the random matrix W. At first we estimate the integral over the line V = 4
√
y.
Consider the integral
Int(V ) =
∫ ∞
−∞
|mn(u+ iV )− Sy(u+ iV )|du
for V = 4
√
y. Using Theorem 1.4, we have
Pr{|Int(V )| ≤ Cβ
3
n
n
∫ ∞
−∞
|Sy(u+ iV )| 32du} ≥ 1− exp{−cln,α}.
Finally, we note that∫ ∞
−∞
|Sy(z)| 32dx ≤
∫ ∞
−∞
∫ ∞
−∞
1
((x− u)2 + V 2) 32 du dG(x) ≤ C. (5.1)
The last inequality implies
Pr{
∫ ∞
−∞
|Λn(u+ iV )|du > Cβ
4
n
n
} ≤ exp{−cln,α}. (5.2)
Consider now u ∈ Jε, where ε = v
2
3
0 . By Proposition 1.5, we have
Pr{|Λn(z)| ≤ l
2+ 2
κ
n,α
nv
} ≥ 1− exp{−cln,α}. (5.3)
Integrating now in v ∈ [v0/√γ, V ], we get∫ V
v0/
√
γ
|Λn(u+ iv)|dv ≤ Cβ
2
n log n
n
. (5.4)
Thus, Theorem 1.1 is proved.
6 The proof of Theorem 1.4
We shall use the “symmetrization” of the spectrum sample covariance matrix as in
[16]. Introduce the (p+ n)× (p+ n) matrix
V =
1√
p
[
O X
X∗ O
]
, (6.1)
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where O denotes a matrix of corresponding dimension with zero entries. Note that
the eigenvalues of the matrix V are ±s1, . . . ,±sn, and 0 with multiplicity p− n. Let
R = R(z) denote the resolvent matrix of V defined by the equality
R = (V − zIn+p)−1,
for all z = u+ iv with v 6= 0. Here and in what follows Ik denotes the identity matrix
of order k. Sometimes we shall omit the sub index in the notation of the identity
matrix.
We shall use in what follows the representation, for j = 1, . . . , n,
Rjj =
1
−z − 1
p
∑p
k,l=1XjkXjlR
(j)
k+n,l+n
(6.2)
(see, for example, Section 3 in [16]). We may rewrite it as follows
Rjj = − 1
z + ymn(z) +
y−1
z
+
1
z + ymn(z) +
y−1
z
εjRjj, (6.3)
where εj = εj1 + εj2 + εj3 and
εj1 :=
1
p
p∑
k=1
(X2jk − 1)R(j)k+n,k+n, εj2 :=
1
p
∑
1≤k 6=l≤p
XjkXjlR
(j)
k+n,l+n,
εj3 :=
1
p
( p∑
l=1
R
(j)
l+n,l+n −
p∑
l=1
Rl+n,l+n
)
.
This relation immediately implies the following equations
mn(z) = − 1
z + ymn(z) +
y−1
z
+
1
(z + ymn(z) +
y−1
z
)
1
n
n∑
j=1
εjRjj (6.4)
Introduce notations an(z) = z +
y−1
z
+ ymn(z), and bn(z) = an(z) + ySy(z). Equality
(1.9) implies that
1− y
(z + y−1
z
+ ySy(z))an(z)
= 1 +
ySy(z)
an(z)
=
bn(z)
an(z)
. (6.5)
The representation (6.4) implies
Λn(z) =
yΛn(z)
(z + y−1
z
+ ySy(z))an(z)
+
Tn(z)
an(z)
, (6.6)
where
Tn(z) :=
1
n
n∑
j=1
εjRjj. (6.7)
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From here it follows by solving for Λn(z) that
Λn(z) =
Tn(z)
bn(z)
. (6.8)
We start from following
Proposition 6.1. Under conditions of Theorem 1.1 there exist constant A and C
such that for any q ≤ A log n for V = 4√y,
E|Λn(z)|q ≤ Cq
2q|Sy(z)| 3q2
nq
(6.9)
Proof. We start from the simple relations for the functions an(z) and bn(z). Let
a(z) = z + y−1
z
+ ySy(z) = − 1Sy(z) and b(z) = a(z) + ySy(z). For V = 4
√
y we have
max{|mn(z)|, |Sy(z)|} ≤ 1
4
√
y
, |mn(z)− Sy(z)| ≤ 1
2
√
y
,
|an(z)− a(z)| ≤
√
y
2
≤ 1
2
|a(z)|, |an(z)| ≥ 1
2
|a(z)| = 1
2|Sy(z)| ,
|bn(z)| ≥ 1
2
|a(z)| = 1
2|Sy(z)| . (6.10)
Let
ϕ(z) = z|z|q−2.
Using equality (6.8), we may write, for q ≥ 2,
E|Λn|q =
3∑
ν=1
E
Tnν
bn(z)
ϕ(Λn).
where
Tnν =
1
n
n∑
j=1
εjνRjj.
We consider first the term with ν = 3. equality (9.68) in the Appendix yields
1
n
n∑
j=1
εj3Rjj = −1
2
d
dz
mn(z) +
1
z
mn(z), (6.11)
which implies that
| 1
n
n∑
j=1
εj3Rjj | ≤ 1
V
|mn(z)|. (6.12)
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Inequalities (6.12), (6.10) and representation (6.6) together imply
| Tn3
bn(z)
| ≤ 1
n
|
n∑
j=1
εj3Rjj
bn(z)
| ≤ C|Sy(z)|
n
|mn(z)|
≤ C
n
|Sy(z)|2(1 + |Tn|). (6.13)
Therefore, by Ho¨lder’s inequality,∣∣∣ETn3ϕ(Λn)
bn(z)
∣∣∣ ≤ C|Sy(z)|2
n
(1 + E
1
q |Tn|q)E
q−1
q |ϕ(Λn)|
q
q−1 .
It is straightforward to check that, by the Cauchy – Schwartz inequality and |Rjj| ≤
V −1,
E|Tn|q ≤ E
(1
n
n∑
j=1
|εj|2
) q
2
(1
n
n∑
j=1
|Rjj|2
) q
2 ≤ 1
(4
√
y)q
E
1
2
(1
n
n∑
j=1
|εj|2
)q
.
Applying Corollary 9.10 and Lemmas 9.11 and 9.12 in the Appendix, we get that
there exists an absolute constant C ′′ > 0 such that for q ≤ C ′ log n,
E
1
q |Tn|q ≤ Cqn− 12 ≤ C ′′CC ′ ≤ C.
Therefore, ∣∣∣ETn3ϕ(Λn)
bn(z)
∣∣∣ ≤ C|Sy(z)|2
n
E
q−1
q |ϕ(Λn)|
q
q−1 .
Furthermore, we represent, for ν = 1, 2
1
n
E
∑n
j=1 εjνRjjϕ(Λn)
bn(z)
= H1 +H2, (6.14)
where
H1 :=
1
n
E
∑n
j=1 εjνSy(z)ϕ(Λn)
bn(z)
,
H2 :=
1
n
E
∑n
j=1 εjν(Rjj − Sy(z))ϕ(Λn)
bn(z)
. (6.15)
First we bound H2. Applying Cauchy – Schwartz inequality followed by Ho¨lder’s
inequality, we get
|H2| ≤ C|Sy(z)|E
1
2q
(1
n
n∑
j=1
|εjν|2
)q
E
1
2q
( 1
n
n∑
j=1
|Rjj − Sy(z)|2
)q
E
q−1
q |ϕ(Λn)|
q
q−1 .
(6.16)
The rate of convergence to the Marchenko–Pastur distribution 17
Using the representation (6.3), we may write
Rjj = Sy(z)− Sy(z)εjRjj − Sy(z)ΛnRjj. (6.17)
Applying the representations (6.17) and (6.8), we obtain
1
n
n∑
j=1
|Rjj(z)− Sy(z)|2 ≤ C|Sy(z)|2
(1
n
n∑
l=1
|εl|2
)
. (6.18)
Combining inequalities (6.16) and (6.18), we get
|H2| ≤ C|Sy(z)|2E
1
q
(1
n
n∑
j=1
|εj|2
)q
E
q−1
q |ϕ(Λn)|
q
q−1 .
Applying now Corollary 9.10 and Lemmas 9.11, 9.12 in the Appendix, we get
|H2| ≤ C|Sy(z)|
2
n
E
q−1
q |ϕ(Λn)|
q
q−1 . (6.19)
Let
ηj0 :=
1
p
p∑
l=1
[(R(j))2]l+n,l+n,
ηj1 :=
1
p
p∑
l=1
(X2jl − 1)[(R(j))2]l+n,l+n,
ηj2 :=
1
p
∑
1≤l 6=k≤p
XjlXjk[(R
(j))2]k+n,l+n,
ηj := ηj1 + ηj2. (6.20)
Furthermore, introduce the notations
Λ(j)n := m
(j)
n (z)− sy(z), Λ˜(j)n = Λ(j)n +
sy(z)
2n
(1 + ηj0) +
1
2nz
,
a(j)n (z) := a(z) + yΛ
(j)
n = z +
y − 1
z
+ ym(j)n (z),
b(j)n (z) := b(z) + yΛ
(j)
n = z +
y − 1
z
+ y(m(j)n (z) + sy(z)). (6.21)
Note that
Λn − Λ˜(j)n =
1
2n
ηjRjj +
1
2n
(Rjj − sy(z))(1 + ηj0). (6.22)
Note as well that random variables Xjl, for l = 1, . . . , p and Λ˜
(j)
n are independent
for all j = 1, . . . , n. We continue with H1 and represent it in the form
H1 := H11 +H12 +H13, (6.23)
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where
H11 :=
1
n
E
∑n
j=1 εjνSy(z)ϕ(Λ˜
(j)
n )
b
(j)
n (z)
,
H12 :=
1
n
E
∑n
j=1 εjνSy(z)(ϕ(Λn)− ϕ(Λ˜(j)n ))
b
(j)
n (z)
,
H13 := −1
n
E
∑n
j=1 εjνSy(z)ε˜j3ϕ(Λn)
bn(z)b
(j)
n (z)
,
where
ε˜j3 = mn(z)−m(j)n (z) = εj3 −
1
nz
. (6.24)
It is straightforward to check that, by conditional independence of εjν and Λ˜
(j)
n ,
H11 = 0. (6.25)
Applying the Cauchy – Schwartz inequality and Ho¨lder’s inequality, and that |ε˜j3| ≤
C
n
for V = 4
√
y, we get
|H13| ≤ C|Sy(z)|
2
n
E
1
q
( 1
n
n∑
j=1
|εjν|2
) q
2
E
q−1
q |ϕ(Λn)|
q
q−1 . (6.26)
This inequality and Lemmas 9.11 and 9.12 in the Appendix, together imply
|H13| ≤ Cq|Sy(z)|
2
n
E
q−1
q |ϕ(Λn)|
q
q−1 (6.27)
We use that
εj3 =
1
2p
(TrR− TrR(j) + 1
z
) =
y
2n
(1 + ηj0 + ηj)Rjj +
y
2nz
.
Note that
δnj := Λn− Λ˜(j)n = ε˜j3−
ySy(z)(1 + ηj0)
2n
− y
2nz
=
y
2n
(Rjj −Sy(z))(1+ ηj0) + 1
n
ηjRjj.
(6.28)
This and that |ηj0| ≤ V −2 yield
|δnj| ≤ C
n
|Rjj − Sy(z)|+ C
n
|ηj|(|Sy(z)| + |Rjj − Sy(z)|). (6.29)
By Taylor’s formula ϕ(x)− ϕ(y) = (x− y)Eτϕ′(x− τ(x− y)), we may write
H12 =
Sy(z)
n
E
∑n
j=1 εjνδnjϕ
′(Λn − τδnj)
b
(j)
n (z)
,
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where τ denotes a uniformly distributed random variable on the unit interval which
is independent of all other random variables. It is straightforward to check that
|ϕ′(Λn − τδnj)| ≤ q|Λn − τδnj |q−2 ≤ Cq|Λn|q−2 + qq−1|τδnj |q−2. (6.30)
Therefore, applying the Cauchy – Schwartz inequality, Ho¨lder’s inequality and finally
inequality (6.30), we get
|H12| ≤ Cq|Sy(z)|2E
1
q (
1
n
n∑
j=1
|εjν|2)
q
2E
1
q
(1
n
n∑
j=1
|δnj|2
) q
2
E
q−2
q |Λn|q
+ qq−1|Sy(z)|2 1
n
n∑
j=1
E|εjν||δnj|q−1. (6.31)
Applying inequality (6.29) , we get
|H12| ≤ K1 +K2 +K3 +K4,
where
K1 :=
Cq|Sy(z)|2
n
E
1
q (
1
n
n∑
j=1
|εjν|2)
q
2E
1
q (
1
n
n∑
j=1
|Rjj − s(z)|2)
q
2E
q−2
q |Λn|q,
K2 :=
Cq|Sy(z)|3
n
E
1
q (
1
n
n∑
j=1
|εjν|2)
q
2E
1
q (
1
n
n∑
j=1
|ηj|2)
q
2E
q−2
q |Λn|q,
K3 :=
Cq|Sy(z)|2
n
E
1
q (
1
n
n∑
j=1
|εjν|2)
q
2E
1
2q (
1
n
n∑
j=1
|ηj|4)
q
2
× E 12q ( 1
n
n∑
j=1
|Rjj − s(z)|4)
q
2E
q−2
q |Λn|q,
K4 :=
qq−1|Sy(z)|2
n
n∑
j=1
E|εjν||δnj|q−1.
Using equality (6.17) and |Λn| ≤ 12√y a. s., we get, for z = u+ iV ,
|Rjj(z)− s(z)| ≤ C|Sy(z)|2(|εj|+ |εj|2 + |Λn|+ |Λn|2)
≤ C|Sy(z)|2(|εj|+ |εj|2 + |Λn|). (6.32)
Therefore,
E
1
q
( 1
n
n∑
j=1
|Rjj − Sy(z)|2
) q
2 ≤ C|Sy(z)|4
(
E
1
q
(1
n
n∑
j=1
|εj|2
) q
2
+ E
1
q
(1
n
n∑
j=1
|εj|4
) q
2
+ E
1
q |Λn|q
)
. (6.33)
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Applying the last inequality, we get
|K1| ≤ Cq|Sy(z)|
4
n
E
1
q (
1
n
n∑
j=1
|εjν|2)
q
2E
1
q (
1
n
n∑
j=1
|εj|2)
q
2E
q−2
p |Λn|p
+
Cq|Sy(z)|4
n
E
1
q (
1
n
n∑
j=1
|εjν|2)
q
2E
1
q (
1
n
n∑
j=1
|εj|4)
q
2E
q−2
q |Λn|q
+
Cq|s(z)|4
n
E
1
q (
1
n
n∑
j=1
|εjν|2)
q
2E
q−1
q |Λn|q.
Using Corollary 9.10 and Lemmas 9.11, 9.12, in the Appendix, we get
|K1| ≤ Cq
2|Sy(z)|4
n2
E
p−2
p |Λn|p + Cp
2|Sy(z)|2
n
E
p−1
p |Λn|p.
According to Corollary 9.10 and Lemmas 9.11, 9.12, inequality (??), in the Appendix
we have
K2 ≤ Cq|Sy(z)|
4
n2
E
q−2
q |Λn|q,
and
K3 ≤ Cq|Sy(z)|
4
n2
E
q−2
q |Λn|q.
To bound K4 we use inequalities (6.29) and (6.32) and obtain
K4 ≤ q
q−1|Sy(z)|2
n
n∑
j=1
E|εjν|
(1
n
|Rjj − s(z)|(1 + |ηj|) + 1
n
|ηj ||Sy(z)|
)q−1
. (6.34)
We rewrite now inequality (6.34) in the form
K4 ≤ q
q−1|Sy(z)|2
nq−1
( 1
n
n∑
j=1
E|εjν|q
) 1
q
(
1
n
n∑
j=1
E
(
|Rjj − Sy(z)|(1 + |ηj|)
+ |ηj||Sy(z)|
)q) q−1q
. (6.35)
Using again inequality (6.32), we get
K4 ≤ C
qqq−1|Sy(z)|2q
nq−1
( 1
n
n∑
j=1
E|εjν|q
) 1
q
(
1
n
n∑
j=1
E
(
(|εj|+ |Λn|+ |εj|2)(1 + |ηj|)q
) q−1
q
+
Cqqq−1|Sy(z)|q+1
nq−1
(1
n
n∑
j=1
E|εjν|q
) 1
q
(
1
n
n∑
j=1
E|ηj|q
) q−1
q
. (6.36)
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Inequality (6.36) and Lemmas 9.10, 9.11 and 9.13 together imply
K4 ≤ C|Sy(z)|
3q
2 q2q
n
3q
2
−1 . (6.37)
Collecting the relations (6.13), (6.15), (6.23), (6.25), (6.26), and (6.37) we get
E|Λn|q ≤ Cq|Sy(z)|
4
n2
E
q−2
q |Λn|q + C|Sy(z)|
2
n
E
q−1
q |ϕ(Λn)|
q
q−1 +
C|Sy(z)| 3q2 qq
nq
. (6.38)
Solving this inequality with respect to E|Λn|q, we get,
E
1
q |Λn|q ≤ Cq|Sy(z)|
3
2
n
. (6.39)
We return now to the proof of Theorem 1.4. Applying Chebyshev’s inequality
and Proposition 6.1, we get
Pr{|Λn| ≥ Cq
2|Sy(z)| 32
n
} ≤ n
qE|Λn|q
q2q|Sy)z)| 3q2
≤ 1
qq
= exp{−c log n log log n} (6.40)
Thus Theorem 1.4 is proved.
7 The proof of Theorem 1.5
Analogously to the proof of Theorem 1.5 we prove the following result.
Proposition 7.1. Under conditions of Theorem 1.1 there exist constant A and C
such that for any q ≤ A log n and for all z ∈ G,
E|Λn|q ≤
Cqqqlqn,α
(nv)q
. (7.1)
Proof. The proof of Proposition 7.1 is similar to the proof of Proposition 6.1. We
consider the equality
E|Λn|q = EΛnϕ(Λn) = E Tn
bn(z)
ϕ(Λn), (7.2)
where
Tn = Tn1 + Tn2 + Tn3, (7.3)
and
Tnν =
1
n
n∑
j=1
εjνRjj , ν = 1, 2, 3. (7.4)
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We start from Tn3. Using representation (9.68) in the Appendix, it is straightforward
to check that
Tn3 = − y
2n
m′n(z) +
y
2nz
. (7.5)
This equality implies that
|Tn3| ≤ 1
nv
Immn(z) +
1
n|z| . (7.6)
From the other hand side
|bn(z)| ≥ yImmn(z) + (1− y)Im 1
z
= yImmn(z) + (1− y) v|z|2 . (7.7)
This implies that, for z ∈ G,
|Tn3||b−1n (z)| ≤
C
nv
. (7.8)
Applying this ineqaulity and Jensen inequality we get
E| Tn3
bn(z)
ϕ(Λn)| ≤ C
nv
E
q−1
q |Λn(z)|q. (7.9)
Now we consider ν = 1, 2. We write the representation for Γν :=
1
n
E
∑n
j=1 εjνRjjϕ(Λn)
bn(z)
similar to representation 6.14
Γν = H1 +H2,
where
H1 := −1
n
E
∑n
j=1 εjν
1
a
(j)
n (z)
ϕ(Λn)
bn(z)
,
H2 :=
1
n
E
∑n
j=1 εjν(Rjj +
1
a
(j)
n (z)
)ϕ(Λn)
bn(z)
. (7.10)
Using equality (6.3), we may write
H2 :=
1
n
n∑
j=1
E
εjν(εj1 + εj2)Rjjϕ(Λn)
an(z)bn(z)
(7.11)
By inequality ab ≤ 1
2
(a2 + b2), we have, for some numerical constant C,
|H2| ≤ C
n
2∑
ν=1
n∑
j=1
E
|εjν|2|Rjj||ϕ(Λn)|
|a(j)n (z)bn(z)|
(7.12)
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Applying Ho¨lder’s inequality, we get
|H2| ≤ C
n
2∑
ν=1
n∑
j=1
E
1
q
|εjν|2q|Rjj|q
|a(j)n (z)bn(z)|q
E
q−1
q |ϕ(Λn)|
q
q−1 . (7.13)
We estimate now the factor Dqnν := E
|εjν |2q |Rjj |q
|a(j)n (z)bn(z)|q
. Applying Ho¨lder’s inequality, we
get
Dqnν ≤ E
1
2 |Rjj|2qE 12 |εjν|
4q
|bn(z)|2q|a(j)n (z)|2q
. (7.14)
Using Lemma 9.14, we get, for z ∈ G,
Dqnν ≤ CE
1
2 |Rjj|2qE 12 |εjν|
4q
|b(j)n (z)|2q|a(j)n (z)|2q
(7.15)
Conditioning onM(j) and applying Lemmas 9.10 and 9.11 in the Appendix, we obtain
Dqnν ≤
Cqq2qlqn,α
(nv)q
E
1
2 |Rjj|2qE 12 (Imm
(j)
n (z))2q
|b(j)n (z)|2q|a(j)n (z)|2q
≤ C
qq2qlqn,α
(nv)q
E
1
2 |Rjj|2qE 12 1|a(j)n (z)|2q
(7.16)
The last inequality and Propositions 4.1 and 4.2 in Section 4 together imply
Dqnν ≤
Cqq2qlqn,α
(nv)q
, (7.17)
and
H2 ≤ Cq
2ln,α
nv
E
q−1
q |ϕ(Λn)|
q
q−1 . (7.18)
We shall estimate now the quantity H1. We represent it in the form
H1 = H11 +H12 +H13, (7.19)
where
H11 = −1
n
n∑
j=1
E
εjνϕ(Λ˜
(j)
n (z))
a
(j)
n b
(j)
n
,
H12 = −1
n
n∑
j=1
E
εjν(bn(z)− b(j)n (z))ϕ(Λn(z))
a
(j)
n b
(j)
n bn(z)
,
H13 = −1
n
n∑
j=1
E
εjν(ϕ(Λn(z)− Λ˜(j)n (z))
a
(j)
n b
(j)
n
. (7.20)
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Since εjν and Λ˜
(j)
n (z)), a
(j)
n , and b
(j)
n (z) are independent, we have
H11 = 0. (7.21)
To estimate H12 we apply Ho¨lder’s inequality. We get
|H12| ≤ 1
n
n∑
j=1
E
1
2q
|εjν|2q
|b(j)n |2q|a(j)n |2q
E
1
2q
|bn(z)− b(j)n (z)|2q
|bn(z)|2q E
q−1
q |ϕ(Λn)|
q
q−1 . (7.22)
Using Lemmas 9.15, 9.10 and 9.11, we get
|H12| ≤ C
q
(nv)q
E
q−1
q |ϕ(Λn)|
q
q−1 ≤ C
q
(nv)q
E
q−1
q |Λn|q. (7.23)
We estimate now H13. Note that, by Taylor’s formula
ϕ(Λn(z))− ϕ(Λ˜(j)n (z)) = (Λn(z)− Λ˜(j)n (z))Eτϕ′(Λn(z) + τ(Λ˜(j)n (z)− Λn(z))) (7.24)
where τ is uniform distributed on the unit interval random variable independent of
all other r.v.’s. Note that
|ϕ′(Λn(z) + τ(Λ˜(j)n (z)− Λn(z)))| ≤ Cq|Λn|q−2 + Cqqq|Λ˜(j)n (z)− Λn(z))|q−2. (7.25)
We recall equality (6.28),
Λn(z)− Λ˜(j)n (z)) = δnj =
y
2n
(Rjj − Sy(z))(1 + ηj0) + y
n
ηjRjj . (7.26)
By equality (6.17), we have
Rjj − Sy(z) = −Sy(z)εjRjj − Sy(z)RjjΛn(z). (7.27)
Combining these relations, we get
Λn(z)−Λ˜(j)n (z)) = −
ySy(z)
2n
εjRjj(1+ηj0)− ySy(z)
2n
Λn(z)Rjj(1+ηj0)+
y
n
ηjRjj . (7.28)
Using this representation, we may write
|H13| ≤ H˜1 + · · ·+ H˜3, (7.29)
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where
H˜1 :=
Cq
n2
n∑
j=1
E
|εjν|2(1 + |ηj0|)
|b(j)n (z)||a(j)n (z)|
|Λn|q−2,
H˜2 :=
Cq
n2
n∑
j=1
E
|εjν|(1 + |ηj0|)
|b(j)n (z)||a(j)n (z)|
|Λn|q−1,
H˜3 :=
Cq
n2
n∑
j=1
E
|εjν||ηj|
|b(j)n (z)||a(j)n (z)|
|Λn|q−2,
H˜4 =
Cqqq
nq
n∑
j=1
E
|εjν||εj|q−1(1 + |ηj0|)q−1|
|b(j)n (z)||a(j)n (z)|
|Rjj|q−1,
H˜5 =
Cqqq
nq
n∑
j=1
E
|εjν|(1 + |ηj0|)q−1|
|b(j)n (z)||a(j)n (z)|
|Λn|q−1|Rjj|q−1,
H˜6 =
Cqqq
nq
n∑
j=1
E
|εjν|ηj |q−1
|b(j)n (z)||a(j)n (z)|
|Rjj|q−1. (7.30)
Note that
1 + |ηj0| ≤ v−1Im(z + Imm(j)n (z)) ≤ v−1|b(j)n (z)|. (7.31)
Using this inequality and applying Ho¨lder’s inequality it is straightforward to check
that
max{H˜1, H˜3} ≤
Cq4l2qn,α
(nv)2
E
q−2
q , |Λn|q (7.32)
and
H˜2 ≤
Cqlqn,α
nv
E
q−1
q |Λn|q. (7.33)
Applying Ho¨lder’s inequality and lemmas 9.10,9.11, ??, we prove that
max{H˜4, H˜6} ≤
Cqqqlqn,α
(nv)q
. (7.34)
Finally, using that, for z ∈ G,
|Λn| ≤ c|Tn| 12 , (7.35)
we get
H˜5 ≤
Cqqqlqn,α
(nv)q
. (7.36)
Combining these inequalities, we get
|H13| ≤
Cql2n,α
(nv)2
E
q−2
q |Λn|q +
Cqlqn,α
nv
E
q−1
q |Λn|q + C
qqq
(nv)q
. (7.37)
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Combining inequalities (7.9), (7.18), (7.23), (7.37) and equality (7.21), we obtain
E|Λn(z)|q ≤
Cql2n,α
(nv)2
E
q−2
q |Λn(z)|q + Cqln,α
nv
E
q−1
q |Λn(z)|q +
Cqqqlqn,α
(nv)q
. (7.38)
Solving this inequality with respect to E|Λn(z)|q, we get
E|Λn(z)|q ≤
Cqqqlqn,α
(nv)q
=
Cqβqn
(nv)q
(7.39)
Thus Proposition 7.1 is proved.
We return now to the proof of Theorem 1.5. Applying Chebyshev inequality and
result of Proposition 7.1 with q = A logn, we arrive
Pr{|Λn| ≥ β
2
n
nv
} ≤ E|Λn|
q(nv)q
β2qn
≤ C
q
βqn
≤ exp{−cln,α}. (7.40)
The last inequality completes the proof of Theorem 1.5
8 Proof of Theorem 1.3
Consider the singular value decomposition of the matrix X. Let U and H be unitary
matrices of dimension n×n and p× p respectively. Let S be a n×n diagonal matrix
whose entries are the singular value of the matrixX. LetOp×q denote the p×q-matrix
with zero entries. Introduce the matrix S˜ =
[
S On×(p−n)
]
. We have the following
representation
X = US˜H∗. (8.1)
We may represent the matrix H in the form
H =
[
H11 H12
H21 H22
]
, (8.2)
where H11 is n× n matrix , H22 is (p− n)× (p− n) matrix. We introduce matrix
Z∗ =
 1√2U∗ 1√2H∗11 1√2H∗121√
2
U∗ − 1√
2
H∗11 − 1√2H∗12
O H∗21 H
∗
22
 . (8.3)
It is straightforward to check that
Z∗VZ =
 S On×n On×(p−n)On×n −S On×(p−n)
O(p−n)×n O(p−n)×n O(p−n)×(p−n)
 , (8.4)
where S denotes diagonal matrix with entries sj . The equality (8.4) implies that
the rows zj of the matrix Z, for j = 1, . . . , n, are the eigenvectors of the matrix V
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corresponding to the eigenvalues sj. Similarly, the rows zj+n of the matrix Z, for j =
1, . . . , n, are the eigenvectors of the matrix V corresponding to the eigenvalues −sj
and the rows z2n+l, for l = 1, . . . , p−n, are the eigenvectors of matrixV corresponding
to the eigenvalues 0. rjj8 We note the following representation for the diagonal entries
of the resolvent matrix R:
Rjj =
n+p∑
k=1
1
λk − z |Zkj|
2. (8.5)
Denote by λ1, . . . , λn+p the eigenvalues of the matrix V ordered in such way that
λj =

−sj , if 1 ≤ j ≤ n
sj , if n+ 1 ≤ j ≤ 2n
0, if 2n ≤ j ≤ n + p.
(8.6)
Consider the distribution function Fnj(x) of the following weighted empirical prob-
ability distribution on the eigenvalues λ1, . . . , λn+p
Fnj(x) =
n+p∑
k=1
|Zkj|2I{λk ≤ x}. (8.7)
Then we have
Rjj = Rjj(z) =
∫ ∞
−∞
1
x− z dFnj(x). (8.8)
which means that Rjj is the Stieltjes transform of the distribution Fnj(x). Note that,
for any λ > 0
max
1≤k≤n+p
|Zkj|2 ≤ sup
x
(Fnj(x+ λ)− Fnj(x)) =: Qnj(λ). (8.9)
On the other hand, it is easy to check that
Qnj(λ) ≤ 2 sup
u
λImRjj(u+ iλ). (8.10)
Furthermore, Corollary 4.5 and inequality ?? together imply together imply, for v ≥
v0
Pr{ImRjj ≤ |Rjj| ≤ C} ≤ exp{−cln,α}. (8.11)
This implies that
Pr{ max
1≤k≤n+p
|Zkj|2 > Cβ
4
n
n
} ≤ C exp{−cln,α}. (8.12)
By definition of H, we obtain
Pr{ max
1≤j,k≤n
|ukj|2 > Cβ
4
n
n
} ≤ C exp{−cln,α}. (8.13)
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and
Pr{ max
1≤j,k≤p
|vkj|2 > Cβ
4
n
n
} ≤ C exp{−cln,α}. (8.14)
By a union bound, the inequality (1.5) follows. To prove inequality (1.6), we consider
the quantity
rj := Rjj − Sy(z), j = 1, . . . , n. (8.15)
By equality (7.27), we have
rj = −Sy(z)(Λn(z) + εj)Rjj. (8.16)
By Proposition ?? and Lemma 9.1 , we have
Pr{|rj| ≤ Cβ
2
n√
nv
} ≥ 1− exp{−cl2n,α}. (8.17)
This implies that
Pr{
∫ V
v′
|rj(x+ iv)|dv ≤ Cβ
2
n√
n
} ≥ 1− exp{−cl2n,α}. (8.18)
Similar to (??) we get ∫ ∞
−∞
|rj(x+ iV )|dx ≤ Cβ
2
n√
n
. (8.19)
Applying Corollary 2.2, we finally obtain
Pr{sup
x
|Fnj(x)−Gy(x)| ≤ Cβ
2
n√
n
} ≥ 1− C exp{−cl2n,α}. (8.20)
In view of
Pr{sup
x
|Fn(x)−Gy(x)| ≤ Cβ
4
n
n
} ≥ 1− C exp{−cl2n,α}, (8.21)
we get
Pr{sup
x
|Fnj(x)−Gy(x)| ≤ Cβ
2
n√
n
} ≥ 1− C exp{−cl2n,α}. (8.22)
The last two inequalities together imply that
Pr{sup
x
|Fnj(x)− Fn(x)(x)| ≤ Cβ
2
n√
n
} ≥ 1− C exp{−cl2n,α}. (8.23)
Note that Fn(x) is the distribution function of a random variable which is uniformly
distributed on the set {±s1, . . . ,±sn} and
sup
x
|Fnj(x)− Fn(x)| = max
k
∣∣∣ k∑
l=1
|ulj|2 − k
n
∣∣∣. (8.24)
Thus Theorem 1.3 is proved.
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9 Appendix
9.1 Proof of Remark 1.2
Proof of Remark 1.2.We consider the case y < 1 only. For the case y = 1 see [17],
Remark 1.2. Let α = Gy(1+y). Let x ∈ [0, α]. Denote by τ a random variable which
is uniformly distributed on [0, 1] and use Taylor’s formula to show
G−1(x) = a+ Eτ
2pixG−1y (xτ)√
(b− (G−1y (xτ))(G−1y (xτ)− a)
. (9.1)
By monotonicity of
√
(b− (G−1y (xτ))(G−1y (xτ)− a) for x ∈ [0, α] and G−1y (x) ≥ a,
we get
G−1y (x)− a ≥
Cxa√
(b− (G−1y (x))(G−1y (x)− a)
. (9.2)
There is another constant C > 0 depending on y such that
G−1y (x)− a ≥ Cx
2
3 . (9.3)
From the last inequality we get√
G−1y (xτ)− a ≥ c(τx)1/3 (9.4)
and hence by (9.1) it follows that
G−1y (x)− a ≤ c′x
2
3Eτ
1
τ
1
3
≤ C2x 23 , (9.5)
with some constants c′, C2 > 0 depending on y only. Similarly for x ∈ [α, 1] we get
C1(1− x) 23 ≤ b−G−1y (x) ≤ C2(1− x)
2
3 . (9.6)
Summarizing, we may write for another constant C1, depending y only,
C1min{x 23 , (1− x) 23} ≤ (b− (G−1y (xτ))(G−1y (xτ)− a) ≤ C1min{x
2
3 , (1− x) 23}. (9.7)
Furthermore,
∆∗n = sup
x
|Fn(x)−Gy(x)| = max
1≤j≤n
|Fn(s2j)−Gy(s2j )| = max
1≤j≤n
| j
n
−Gy(s2j )|. (9.8)
This implies that, for s2j ∈ [a, b] and |θ| ≤ 1,
s2j = G
−1
y (
j
n
+ θ∆∗n). (9.9)
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By Taylor’s formula we have
G−1y (
j
n
+θ∆∗n) = G
−1
y (
j
n
)+Eτ
2piθ∆∗nG
−1( k
n
+ τθ∆∗n)√
(b− (G−1( k
n
+ τθ∆∗n))(G−1(
k
n
+ τθ∆∗n)− a)
. (9.10)
Consider first the case 2∆∗n ≤ jn ≤ α−∆∗n. Then by (9.33),√
(b−G−1y (
k
n
+ τθ∆∗n))(G−1y (
k
n
+ τθ∆∗n)− a) ≥ C|
j
n
+ τθ∆∗n|
1
3 ≥ C ′( j
n
)
1
3 . (9.11)
From here it follows that by Theorem 1.1, with probability 1− C exp{−cln,α},
|s2j − γnj| ≤ Cβ4nn−
2
3 j−
1
3 . (9.12)
Similar we get, for 2∆∗n ≤ n−jn ≤ α−∆∗n,
|s2j − γnj| ≤ Cβ4nn−
2
3 (n− j)− 13 . (9.13)
Thus Remark 1.2 is proved. 
9.2 The proof of Proposition 2.1
9.2.1 Auxiliary lemmas
We prove first several lemmas about behavior of distribution function of Marchenko–
Pastur law and its Stieltjes transform.
Lemma 9.1. Let 0 < y < 1. Let x : |x| ∈ [1 − √y, 1 + √y] and let γ := γ(x) =
min{|x| − 1 +√y, 1 +√y − |x|. Then, for 0 < y < 1,
|G′y(x)| ≤
3γ
pi
√
y(1−√y) . (9.14)
Proof. By equality (1.8), we have
G′y(x) =
√
(−1 +√y)2 − x2)((1 +√y)− x2)
2piy|x| I{1−
√
y ≤ |x| ≤ 1 +√y}. (9.15)
Assume for the definitely that x = −1 +√y − γ. Note that 0 ≤ γ ≤ √y < 1. It is
straightforward to check that
x− 1 +√y = −2 + 2√y − γ, x+ 1−√y = −γ,
1 +
√
y − x = 2 + γ, 1 +√y + x = 2√y − γ. (9.16)
We may write
G′y(x) =
√
2γ(1−√y + 1
2
γ)(2 + γ)(2
√
y + γ)
2piy(1−√y + γ) ≤
3
√
γ
pi
√
y(1−√y) . (9.17)
Similar we consider the cases x = −1−√y+ γ, x = 1−√y+ γ, and x = 1+√y− γ.
Thus Lemma 9.1 is proved.
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Lemma 9.2. For any distribution function F and for any 1
2
√
y > ε > 0 the following
inequality holds
sup
x
|F (x)− G˜y(x)| ≤ sup
x: |x|∈[1−√y+ε,1+√y−ε]
|F (x)− G˜y(x)|+ 2ε
3
2
pi
√
y(1−√y) . (9.18)
Proof. Recall that Jε = [1−√y + ε, 1 +√y − ε]. Note that
sup
x
|F (x)− G˜y(x)| = sup
x: |x|∈[1−√y,1+√y]
|F (x)− G˜y(x)|
= max
{
sup
x∈[−1−√y,−1−√y+ε]
|F (x)− G˜y(x)|, sup
x∈[−1+√y−ε,−1+√y]
|F (x)− G˜y(x)|,
sup
x∈[1−√y,1−√y+ε]
|F (x)− G˜y(x)|, sup
x∈[1+√y−ε,1+√y]
|F (x)− G˜y(x)|,
sup
x: |x|∈Jε
|F (x)− G˜y(x)|
}
. (9.19)
Futhermore, for x ∈ [−1−√y,−1−√y + ε], we have
−G˜y(−1−√y + ε) ≤ F (x)− G˜y(x)
≤ F (−1−√y + ε)− G˜y(−1 −√y + ε) + G˜y(−1−√y + ε).
(9.20)
Inequality (9.20) implies that
sup
x∈[−1−√y,−1−√y+ε]
|F (x)− G˜y(x)| ≤ sup
|x|∈J ′ε
|F (x)− G˜y(x)|+ G˜y(−1 −√y + ε).
Similar we get
sup
x∈[1+√y−ε,1+√y]
|F (x)− G˜y(x)| ≤ sup
|x|∈Jε
|F (x)− G˜y(x)|+ 1− G˜y(1 +√y − ε).
Furthermore, for x ∈ [−1 +√y − ε,−1 +√y] we have
F (−1 +√y − ε)− G˜y(−1 +√y − ε)− (G˜y(−1 +√y)− G˜y(−1 +√y − ε))
≤ F (x)− G˜y(x)
≤ F (1−√y + ε)− G˜y(1−√y + ε) + (G˜y(1−√y + ε)− G˜y(1−√y)). (9.21)
We use here that G˜(−1 +√y) = 1− G˜y(1−√y). Inequality (9.21) implies
sup
x∈[−1−√y,−1−√y+ε]
|F (x)−G˜y(x)| ≤ sup
|x|∈Jε
|F (x)−G˜y(x)|+G˜y(1−√y+ε)−G˜y(1−√y).
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Similar we get
sup
x∈[1−√y,1−√y−ε]
|F (x)− G˜y(x)| ≤ sup
|x|∈J ′ε
|F (x)− G˜y(x)|+ G˜y(1−√y+ ε)− G˜y(1−√y).
We use here that for G˜y(x)
G˜y(1−√y + ε)− G˜y(1−√y) = G˜y(−1 +√y)− G˜y(−1 +√y − ε). (9.22)
These relations together imply
sup
x
|F (x)− G˜y(x)| ≤ sup
|x|∈J ′ε
|F (x)− G˜y(x)|
+max{G˜y(−1−√y + ε), G˜y(−1 +√y)− G˜y(−1 +√y − ε)}.
(9.23)
We note as well that, by Lemma 9.1,
max{G˜y(−1−√y+ ε), G˜y(−1+√y)− G˜y(−1+√y− ε)} ≤ 2ε
3
2
pi
√
y(1−√y) . (9.24)
9.2.2 The Proof of Proposition
Proof of Proposition 2.1 Without loss of generality we may assume that 0 < y < 1.
The case y = 1 is considered in [17]. The proof of Proposition 2.1 is an adaption
of the proof of Proposition 4.1 from [17]. We provide it here for completeness. By
Lemma 9.2 in Appendix, we have
sup
x
|F (x)− G˜y(x)| ≤ sup
|x|∈J ′ε
|F (x)− G˜y(x)|+ 2
pi
√
y(1− y) ε
3
2 . (9.25)
Let x ∈ Jε. Recall that γ = min{|x| − 1 + √y, 1 + √y − |x|}. Then, according to
condition (2.3) we have x+ vH√
γ
∈ J′ε. Denote by v′ = v√γ . For any x ∈ J′ε, we have∣∣∣ 1
pi
Im
(∫ x
−∞
(SF (u+ iv
′)− SG˜y(u+ iv′))du
)∣∣∣
≥ 1
pi
Im
(∫ x
−∞
(SF (u+ iv
′)− SG˜y(u+ iv′))du
)
=
1
pi
∫ x
−∞
[∫ ∞
−∞
v′d(F (t)− G˜y(t))
(t− u)2 + v′2
]
du
=
1
pi
∫ x
−∞
[∫ ∞
−∞
2v′(t− u)(F (t)− G˜y(t))dt
((t− u)2 + v′2)2
]
=
1
pi
∫ ∞
−∞
(F (t)− G˜y(t))
[∫ x
−∞
2v′(t− u)du
((t− u)2 + v′2)2dt
]
=
1
pi
∫ ∞
−∞
(F (x− v′t)− G˜y(x− v′t))dt
t2 + 1
. (9.26)
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Since F is non decreasing, we obtain
1
pi
∫
|t|≤H
(F (x− v′t)− G˜y(x− v′t))dy
t2 + 1
≥ τ(F (x− v′H)− G˜y(x− v′H))− 1
pi
∫
|t|≤H
|G˜y(x− v′t)− G˜y(x− v′H))|dt
≥ τ(F (x− v′H)− G˜y(x− v′H))− 1
v′pi
∫
|t|≤v′H
|G˜y(x− t)− G˜y(x− v′H))|dt.
(9.27)
Moreover, by inequality (9.25), we have∣∣∣ 1
pi
∫
|t|>H
(F (x− v′t)− G˜y(x− v′t))dy
t2 + 1
∣∣∣ ≤ (1− τ)∆(F, G˜y). (9.28)
Let ∆ε(F, G˜y) = supx∈Jε |F (x)− G˜y(x)| and let xn ∈ Jε such that F (xn)− G˜y(xn)→
∆ε(F, G˜). Then x
′
n = xn + v
′a ∈ J′ε. We have
sup
x∈J′ε
∣∣∣∣Im ∫ x−∞(SF (u+ iv′)− SG˜y(u+ iv′))du
∣∣∣∣ ≥ τ(F (xn)− G˜y(xn))
− 1
piv
sup
x∈J′ε
√
γ
∫
|t|<2v′H
|G˜y(x+ t)− G˜y(x)|dt− (1− τ)∆(F, G˜y). (9.29)
Furthermore, assume for the definitely that t ≥ 0. Using Lemma 9.1 in Appendix,
we get
|G˜y(x+ t)− G˜y(x)| ≤ |t| sup
u∈[x,x+t]
G˜′y(u) ≤
2|t|√γ + t
pi
√
1−√y ≤
2|t|√γ + ε
pi
√
y(1−√y) , (9.30)
for |t| ≤ 2v′H ≤ ε. This implies after integrating
1
piv
sup
x∈J′ε
√
γ
∫
|t|<2v′H
|G˜y(x+ t)− G˜y(x)|dt
≤ 2H
2v
pi2
√
y(1−√y) supx∈J′ε
√
γ + ε√
γ
≤ 2H
2
√
3v
pi2
√
y(1−√y) . (9.31)
We use here that for |x| ∈ J ′ε the inequality γ ≥ 12ε holds. Inequalities (9.25), (9.29)
and (9.31) together imply
sup
x∈J′ε
∣∣∣∣Im ∫ x−∞(SF (u+ iv′)− SG˜y(u+ iv′))du
∣∣∣∣
≥ (2τ − 1)∆(F, G˜y)− 1
2
C1v − (1− τ)C2ε 32 , (9.32)
where C1 =
2H2
√
3
pi2
√
y(1−√y) and C2 =
2
pi
√
y(1−√y) . Similar arguments may be used to prove
this inequality in case there is a sequence xn ∈ Jε such F (xn)−G(xn)→ −∆ε(F,G).
In view of (9.32) and 2α− 1 = 1/2 this completes the proof. 
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9.3 Some inequalities for the Stieltjes transform of Marchenko
- Pastur distribution
Lemma 9.3. For Stieltjes transform S˜y(z) of symmetrizing Marchenko–Pastur dis-
tribution the following inequalities hold
|Sy(z)| ≤ 1√
y
, |z + y − 1
z
+ ySy(z)| ≥ √y. (9.33)
Moreover,
|z + ySy(z)| ≥ C1(y) =
{
1, for y = 1,
1
1+2
√
y
, for 0 < y < 1.
. (9.34)
Proof. Let Ŝy(z) =
−z− y−1
z
−
√
(z+ y−1
z
)2−4y
2y
. Note that Sy(z) and Ŝy(z) are the roots of
equation
ySy(z)
2 + (z +
y − 1
z
)Sy(z) + 1 = 0. (9.35)
From here it follows
|Sy(z)||Ŝy(z)| = 1
y
. (9.36)
Similar to [2], Section 3, we note that
signRe{z + y − 1
z
} = sign{Re
√
(z +
y − 1
z
)2 − 4y}. (9.37)
(For more details see [2], pp. 631–632.) This implies that
|Sy(z)| ≤ |Ŝy(z)|. (9.38)
Inequality (9.38) and equality (9.36) together imply (9.33). To prove (9.34) introduce
notation
wy(z) :== y + zSy(z). (9.39)
It straightforward to check
1
wy(z)
= −ySy(z)− y − 1
z
. (9.40)
Relations (9.33) imply, for 0 < y < 1 and 1−√y ≤ |z| ≤ 1 +√y,
| − ySy(z)− y − 1
z
| ≤ √y +
∣∣∣1− y
z
∣∣∣ ≤ 1 + 2√y. (9.41)
The last inequality and relation implies, that for 1 − √y ≤ |z| ≤ √1− y and for
0 < y < 1,
|wy(z)| ≥ 1
1 + 2
√
y
. (9.42)
For y = 1,
|wy(z)| ≥ 1. (9.43)
Thus Lemma 9.3 is proved.
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Lemma 9.4. For z = u + iv with 1 − √y ≤ |u| ≤ 1 + √y and v > 0 the following
relation holds
Re{(z + y − 1
z
)2 − 4y} ≤ 0. (9.44)
Proof. It straightforward to check
A := Re{(z + y − 1
z
)2 − 4y} = u2(1− (1− y)|z|2 )
2 − 4y − v2(1 + 1− y|z|2 )
2. (9.45)
We rewrite this equality as
A = (u2 − v2)(1 + (1− y)
2
|z|4 )− 2(1 + y) ≤ u
2 +
(1− y)2
|u|2 − 2(1 + y). (9.46)
Denote by t = u2 and consider the equation
t2 − 2(1 + y)t+ (1− y)2 = 0. (9.47)
Solving it, we find
t1,2 = (1 + y)±
√
4y = (1±√y)2. (9.48)
This immediately implies that A ≤ 0, for 1 −√y ≤ |u| ≤ 1 +√y. Thus Lemma 9.4
is proved.
Lemma 9.5. For any z = u+ iv with 1−√y ≤ |u| ≤ 1+√y, the following inequality
holds
Im
√
(z +
y − 1
z
)2 − 4y ≥ 1
2
|
√
(z +
y − 1
z
)2 − 4y| ≥ y
1
4
2
√
γ + v. (9.49)
Proof. By Lemma 9.4, for z = u + iv with 1 −√y ≤ |u| ≤ 1 +√y, we get Re ((z +
y−1
z
)2 − 4y) ≤ 0 and pi
2
≤ arg((z + y−1
z
)2 − 4y) ≤ 3pi
2
. Therefore,
Im{
√
(z +
y − 1
z
)2 − 4y} ≥ 1√
2
|(z + y − 1
z
)2 − 4y| 12 . (9.50)
Furthermore, we have
(z +
y − 1
z
)2 − 4y = (z + 1 +
√
y)(z + 1−√y)(z − 1 +√y)(z − 1−√y)
z2
. (9.51)
Let u = −1−√y + γ. Then, |z| ≥ 1 and
|(z + y − 1
z
)2 − 4y| ≥ 1
2|z|2 (γ + v)|z − 1 +
√
y||z + 1−√y||z − 1−√y|
≥ 1
2|z|2 (γ + v)| − 2 + γ + iv|| − 2
√
y + γ + iv|| − 2− 2√y + γ + iv|.
(9.52)
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Note that
| − 2 + γ + iv|
|z| =
√
(2− γ)2 + v2
(1 +
√
y − γ)2 + v2 ≥ 1, (9.53)
and
| − 2− 2√y + γ + iv|
|z| =
√
(2 + 2
√
y − γ)2 + v2
(1 +
√
y − γ)2 + v2 ≥ 1. (9.54)
These inequalities together imply
|(z + y − 1
z
)2 − 4y| ≥
√
y
2
(γ + v). (9.55)
For u = −1 +√y − γ, we have |z| ≥ 1−√y + γ and
|(z+ y − 1
z
)2−4y| ≥ 1
2|z|2 (γ+v)|2
√
y−γ+iv||−2+2√y−γ+iv||−2−γ+iv|. (9.56)
Note that
(2(1−√y) + γ)2 + v2
(1−√y + γ)2 + v2 ≥ 1, (9.57)
and
(2 + γ)2 + v2
(1−√y + γ)2 + v2 ≥ 1. (9.58)
These inequalities imply
|(z + y − 1
z
)2 − 4y| ≥
√
y
2
(γ + v). (9.59)
Similar we consider u = 1 − √y + γ and u = 1 + √y − γ. Thus Lemma 9.5 is
proved.
9.4 The estimations of of the error terms
We shall use McDiarmid inequality for martingales and sums of independent random
variables in the following form
Lemma 9.6. Let N0 = {∅,Ω} ⊂ N1 ⊂ · · · ⊂ Nn ⊂ M be a family of sub-σ-algebras of
the measurable space {Ω,M} and let Mn = ξ1+ . . .+ ξn be a martingale with bounded
differences ξj = Mj −Mj−1 such that
Pr{|ξj| ≤ bj} = 1, for j = 1, . . . , n.
Then, for x >
√
8,
Pr
{
|Mn| ≥ x
}
≤ c(1− Φ(x
σ
)) =
∫ ∞
x
σ
ϕ(t)dt, ϕ(t) =
1√
2pi
exp{−t
2
2
} (9.60)
with some numerical constant c > 0 and σ2 = b21 + · · ·+ b2n.
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Proof. The result follows from Theorem 1.1 [3].
Proposition 9.1. Under the conditions of Theorem 1.1 there exist absolute constants
C and c such that, for v ≥ v0 and j = 1, . . . , n+ p,
Pr{|εj| ≥
Cl
2+ 2
κ
n,α
√
Imm
(j)
n (z) + 1nv√
nv
} ≤ exp{−cl2n,α}
Proof of Proposition 9.1 We divide the proof into three parts, which formulate as
Lemmas. We start with εj1, for j = 1, . . . , n. Recall that
εj1 =
1
p
p∑
l=1
(X2jl − 1)R(j)l+n,l+n.
Lemma 9.7. Under the conditions of Theorem 1.1 there exist absolute constants C
and c such that, for v ≥ v0 and j = 1, . . . , n+ p,
Pr{|εj1| ≥
Cl
2
κ
+2
n,α
√
Imm
(j)
n (z) + 1nv√
nv
} ≤ exp{−cl2n,α}
Proof. Note that ξl = X
2
jl−1 are independent for l = 1, . . . , p and |ξl| ≤ Cl
2
κ
n,α. More-
over, ξl are independent on R
(j)
l+n,l+n. Conditioning M
(j) and applying MxDiarmid in-
equality(see Lemma 9.6 in Appendix) with σ2 =
Cl
4
κ
n,αImm
(j)
n (z)
nv
and x =
Cl
2
κ
+2
n,α Im
1
2m
(j)
n (z)√
nv
,
we get
Pr{|εj1| ≥
Cl
2
κ
+2
n,α
√
Imm
(j)
n (z) + 1nv√
nv
} ≤ exp{−cl2n,α}. (9.61)
Similar we get the bound for εl+n,1, for l = 1, . . . , p,
Pr{|εl+n,1| ≥
Cl
2
κ
+2
n,α
√
Imm
(j)
n (z) + 1nv√
nv
} ≤ exp{−cl2n,α}. (9.62)
Furthermore, consider εj2, for j = 1, . . . , n. Recall that
εj2 =
1
p
∑
1≤r 6=l≤p
XjlXjrR
(j)
r+n,l+n.
Lemma 9.8. Under the conditions of Theorem 1.1 there exist absolute constants C
and c such that, for v ≥ v0 and j = 1, . . . , n+ p,
Pr{|εj2| ≥
Cl
2
κ
+2
n,α
√
Imm
(j)
n (z) +
1
nv√
nv
} ≤ exp{−cl2n,α}
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Proof. Conditioning M(j), we may represent εj2 as martingale
εj2 =
p∑
t=1
Yt,
with martingale-difference
Yt =
2
p
Xjt
t−1∑
r=1
XjrR
(j)
q+n,t+n.
Conditioning M(j) and applying McDiarmid’s inequality (see Lemma 9.6 in the Ap-
pendix) , we get
Pr{|Yt| ≤
Cl
2
κ
+1
n,α (
∑p
r=1 |R(j)r+n,t+n|2)
1
2
p
} ≤ exp{−cl2n,α}
Truncating Yt at the level
Cl
2
κ
n,α(
∑p
r=1 |R
(j)
r+n,t+n|2)
1
2
p
and applying McDiarmid’s inequality
again (see Lemma 9.6 in the Appendix), we get
Pr{|εj2| >
Cl
2
κ
+2
n,α (Imm
(j)
n (z) +
1
nv
)
1
2√
nv
} ≤ exp{−cl2n,α}. (9.63)
Similar we get the bound for εl+n,2, for l = 1, . . . , p,
Pr{|εl+n,2| >
Cl2κ+2n,α (Imm
(j)
n (z) + 1nv )
1
2√
nv
} ≤ exp{−cl2n,α}. (9.64)
To finish the proof we consider εj3.
Lemma 9.9. Under the conditions of Theorem 1.1 we have, for any z = u+ iv with
u ∈ R, v > 0, and for any j = 1, . . . , n,
|εj3| ≤ y
nv
.
Proof. It is straightforward to check that
p∑
l=1
Rl+n,l+n = nmn(z)− p− n
z
=
p+n∑
l=1
Rll − nmn(z) (9.65)
and
p∑
l=1
R
(j)
l+n,l+n =
p+n∑
l=1,l 6=j
R
(j)
ll − nm(j)n (z). (9.66)
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Furthermore,
nmn(z) =
1
2
TrR+
p− n
2z
, nm(j)n (z) =
1
2
TrR(j) +
p− n+ 1
2z
. (9.67)
This implies
p∑
l=1
Rl+n,l+n −
p∑
l=1
R
(j)
l+n,l+n =
1
2
TrR− 1
2
TrR(j) − 1
2z
. (9.68)
The conclusion of Lemma 9.9 follows immediately from the inequality
|TrR− TrR(j)| ≤ v−1 and |1
z
| ≤ v−1 (see Lemma 4.1 in [14]).
It is straightforward to check now that, for j = 1, . . . , n+ p,
|εj3| ≤ max{Im
1
2m
(j)
n (z)√
nv
,
1
nv
} a.s. (9.69)
Combining inequalities (9.10) – (9.69) we get the claim. Thus Proposition 9.1 is
proved. 
Remark 9.2. Equalities (9.67) imply that
|mn(z)−m(j)n (z)| ≤ (nv)−1. (9.70)
Proposition 9.3. Under conditions of theorem 1.1 there exist constants C and A
depending on κ and y only such that, for any q ≤ A log n,
E{|εj|q
∣∣∣M(j)} ≤ Cqqql 2qκn,α(Imm(j)n + 1nv ) q2
(nv)
q
2
. (9.71)
Proof. First we note that
E{|εj|q
∣∣∣M(j)} ≤ 3q(E{|εj1|q∣∣∣M(j)}+ E{|εj2|q∣∣∣M(j)}+ E{|εj3|q∣∣∣M(j)}) (9.72)
We divide now the proof into three Lemmas.
Lemma 9.10. Under conditions of theorem 1.1 there exist constants C and A de-
pending on κ and y only such that, for any q ≤ A logn, and for all j = 1, . . . , n,
E{|εj1|q
∣∣∣M(j)} ≤ Cqqql 2qκn,α(Im(m(j)n + y−1z )) q2
(nv)
q
2
. (9.73)
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Proof of LemmaRecall that
εj1 =
1
p
p∑
l=1
(X2jl − 1)R(j)l+n,l+n. (9.74)
Conditioning on M(j) and applying Rosethal’s inequality, we obtain
E{|εj1|q
∣∣∣M(j)} ≤ Cqqqp−q(( p∑
l=1
|R(j)l+n,l+n|2)
q
2 +
p∑
l=1
|R(j)l+n,l+n|qE|(X2jl − 1|q). (9.75)
According to Remark 3.1,
E|(X2jl − 1|q ≤ l
2q
κ
n,α. (9.76)
Note that
p∑
l=1
|R(j)l+n,l+n|2 ≤ Tr |R(j)|2 ≤
2p
v
Im(ym(j)n (z) +
y − 1
z
), (9.77)
and
p∑
l=1
|R(j)l+n,l+n|q ≤ (
p∑
l=1
|R(j)l+n,l+n|2)
q
2 . (9.78)
Combining relations (9.75) – (9.78), we get
E{|εj1|q
∣∣∣M(j)} ≤ Cqqql 2qκn,α(Im(m(j)n + y−1z )) q2
(nv)
q
2
. (9.79)
Thus lemma 9.10 is proved. 
Lemma 9.11. Under conditions of theorem 1.1 there exist constants C and A de-
pending on κ and y only such that, for any q ≤ A logn, and for all j = 1, . . . , n,
E{|εj2|q
∣∣∣M(j)} ≤ Cqqql 2qκn,α(Im(m(j)n + y−1z )) q2
(nv)
q
2
. (9.80)
Proof of Lemma. Recall that
εj2 =
1
p
∑
1≤l 6=k≤p
XjlXjkR
(j)
l+n,k+n. (9.81)
Conditioning on M(j) and applying Burkholder’s inequality (see [22] and [20]), we
obtain
E{|εj2|q
∣∣∣M(j)} ≤ Cqqqp−q(E{( p∑
l=2
|
l−1∑
k=1
XjkR
(j)
l+n,k+n|2)
q
2
∣∣∣M(j)}
+
l∑
k=2
E{|
l−1∑
k=1
XjkR
(j)
l+n,k+n|q
∣∣∣M(j)}E|Xjl|q). (9.82)
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To estimate the second sum in the r.h.s of (9.82) we apply Rosenthal’s inequality as
well. We get∑
l
E|
∑
k
Xjkb
(j)
lk |qE|X11|q ≤ Cqqql
q
κ
n,α
(∑
l
(∑
k
|b(j)lk |2
) q
2 + l
q
κ
n,α
∑
l
∑
k
|b(j)lk |q
)
,
(9.83)
where b
(j)
lk := R
(j)
l+n,k+n Consider the random variables Yk =
1
cl
1
κ
n,α
Xjk. Note that
Y1, . . . , Yp are independent and, by Remark 3.1, |Yk| ≤ 1, EYk = 0.
Consider the quadratic form in Y1, . . . , Yp
f(Y1, . . . , Yn) =
p∑
l=1
(
l∑
k=1
b
(j)
lk Yk)
2
Note that f is a convex function. Let Z1, . . . , Zp denote standard Gaussian r.v.’s.
Then it follows from results of Bobkov [4], [5] (Choquet comparison of measures),
that
E
1
m |f(Y1, . . . , Yp)|m ≤ E 1m |f(c0Z1, . . . , c0Zp)|m,
were c0 =
√
2pi
2
. Note that
f(c0Z1, . . . , c0Zp) = c
2
0f(Z1, . . . , Zp).
For the Gaussian r.v.’s we have ([6], Theorem 3.1)
E
1
m |f(Z1, . . . , Zp)|m ≤ CmE|f(Z1, . . . , Zp)| = Cm
p∑
l=1
p∑
k=1
|b(j)lk |2.
In our case
1
p
p∑
l=1
p∑
r=1
|b(j)lk |2 ≤ v−1Im(m(j)n (z) +
y − 1
z
). (9.84)
Applying these inequalities, we get, using that Xjq = cl
1
κ
n,αYq,
1
n
q
2
(
E{
(1
n
p∑
l=1
(|
∑
k
Xjrb
(j)
lk |2
) q
2 ∣∣M(j)}) ≤ Cqqv− q2 l 2κn,α(Im(m(j)n (z) + y − 1z ))q.
(9.85)
Combining inequalities (9.104), (9.105) and (9.107), we get
E{|εj2|q
∣∣∣M(j)} ≤ Cqqql 2qκn,α
(nv)
q
2
(Im(m(j)n (z) +
y − 1
z
))
q
2 . (9.86)
Thus Lemma 9.11 is proved. 
The rate of convergence to the Marchenko–Pastur distribution 42
Lemma 9.12. Under conditions of theorem 1.1 there exist constants C and A de-
pending on κ and y only such that, for any q ≤ A logn, and for all j = 1, . . . , n,
E{|εj3|q
∣∣∣M(j)} ≤ Cq
nq|z|q +
Cq
nq
E{|Rjj|q
∣∣∣M(j)}
+
Cqq
3
2 l
2q
κ
n,α
(nv)
3q
2
(Im(m(j)n (z) +
y − 1
z
))
q
2E
1
2{|Rjj|2q
∣∣∣M(j)}. (9.87)
Remark 9.4. For z = u+ iv with v ≥ v0, we have
E{|εj3|q
∣∣∣M(j)} ≤ Cq
nq|z|q +
Cq
nq
E{|Rjj|q
∣∣∣M(j)}
+
Cqβqn
(nv)q
(Im(m(j)n (z) +
y − 1
z
))
q
2E
1
2{|Rjj|2q
∣∣∣M(j)}. (9.88)
Proof of Lemma. Note that
εj3 =
1
2p
(TrR− TrR(j)) + 1
2pz
. (9.89)
From Shur’s decomposition formula it follows that
TrR− TrR(j) = (1 + ηj)Rjj, (9.90)
where
ηj =
1
p
∑
1≤l,k≤p
XjlXjk[(R
(j))2]l+n,k+n. (9.91)
This implies that
|εj3|q ≤ (3y)
q
nq
(|Rjj|q + |ηj|q|Rjj|q + 1|z|q ). (9.92)
Applying Cauchy - Schwartz inequality, we obtain
E{|εj3|q
∣∣∣M(j)} ≤ Cq
nq|z|q +
Cq
nq
E{|Rjj|q
∣∣∣M(j)}+ (3y)q
nq
E
1
2{|ηj|2q
∣∣∣M(j)}E 12{|Rjj|2q∣∣∣M(j)}.
(9.93)
Using Lemma 9.13 below, we get
E{|εj3|q
∣∣∣M(j)} ≤ Cq
nq|z|q +
Cq
nq
E{|Rjj|q
∣∣∣M(j)}+ Cqqq(Im(m(j)n (z) + 1−yz )) q2
(nv)q
+
Cqq
3q
2 (Im(m
(j)
n (z) +
1−y
z
))
q
2
(nv)
3q
2
E
1
2{|Rjj|2q
∣∣∣M(j)}. (9.94)

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Thus lemmas 9.10, 9.11, 9.12 together yield Proposition 9.3.
Let
ηj =
1
p
∑
1≤l 6=k≤p
XjlXjkb
(j)
lk , (9.95)
where
b
(j)
lk = [R
(j)2]l+n,k+n. (9.96)
Lemma 9.13. Under the conditions of Theorem 1.1 there exist absolute constants C
and c such that, for z ∈ G and j = 1, . . . , n,
E{|ηj|2q
∣∣∣M(j)} ≤ Cq(Imm(j)n (z))2q
v2q
+
C2q(1− y)2q
|z|2q +
Cqq3ql
2q
κ
n,α(Im(m
(j)
n (z) +
y−1
z
))q
nqv3q
.
Proof. We may represent ηj in the form
ηj = ηj0 + ηj1 + ηj2, (9.97)
where
ηj0 =
1
p
p∑
l=1
b
(j)
ll , ηj1 =
1
p
p∑
l=1
(X2jl − 1)b(j)ll , ηj2 =
1
p
∑
1≤l 6=k≤p
XjlXjkb
(j)
lk .
First we note
|ηj0| ≤ 1
p
p∑
l=1
|[R(j)2]l+n,l+n| ≤ 1
p
n+p∑
l=1,l 6=j
n+p∑
k=1,k 6=j
|R(j)kl |2 ≤ Cv−1Imm(j)n (z) +
C(1− y)
|z|2 .
(9.98)
Furthermore, conditioning on M(j) and applying Ho¨lder’s inequality, we get
E{|ηj1|2q
∣∣∣M(j)} ≤ C2qq2q
n2q
(
( p∑
l=1
|b(j)ll |2)q +
p∑
l=1
|b(j)ll |2qE|X11|2q
)
. (9.99)
Since |b(j)l+n,k+n| ≤ v−2, we have
1
p
p∑
l=1
|b(j)ll |2 ≤ v−2
1
p
p∑
l=1
|b(j)ll | ≤ v−3Im(m(j)n (z) +
y − 1
z
). (9.100)
We estimate now the second sum in the right hand side of (9.99). By Remark 3.1,
we have
E|X11|2q ≤ l
2q
κ
n,α. (9.101)
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Using that, we obtain
1
nq
p∑
l=1
|b(j)ll |2qE|X11|2q ≤ l2qn,α
(1
n
p∑
l=1
|b(j)ll |2
)q
≤ v−3ql2qn,α(Im(m(j)n (z) +
y − 1
z
))q.
(9.102)
Inequalities (9.99), (9.100) and (9.102) together imply
E{|ηj1|2q
∣∣∣M(j)} ≤ C2qq2ql2qn,α
nqv3q
(
Im(m(j)n (z) +
y − 1
z
)
)q
. (9.103)
To bound E{|ηj2|2q
∣∣∣M(j)} we apply Burkholder’s inequality for martingales (see [19]
and [11]) We obtain
E{|ηj2|2q
∣∣∣M(j)} ≤ C2qq2q
n2q
(
E{
(∑
l
(∑
k
Xjkb
(j)
lk
)2)q
+
∑
l
E|
∑
k
Xjkb
(j)
lk |2qE|X11|2q.
(9.104)
To estimate the second sum in the r.h.s of (9.104) we apply Rosenthal’s inequality
(see [22] and [20]). We get∑
l
E|
∑
k
Xjkb
(j)
lk |2qE|X11|2q ≤ C2qq2ql
2q
κ
n,α
(∑
l
(∑
k
|b(j)lk |2
)q
+ l
2q
κ
n,α
∑
l
∑
k
|b(j)lk |2q
)
(9.105)
Consider the random variables Yk =
1
cl
1
κ
n,α
Xjk. Note that Y1, . . . , Yp are independent
and, by Remark 3.1, |Yk| ≤ 1, EYk = 0.
Consider the quadratic form in Y1, . . . , Yp
f(Y1, . . . , Yn) =
p∑
l=1
(
l∑
k=1
b
(j)
lk Yk)
2
Note that f is a convex function. Let Z1, . . . , Zp denote standard Gaussian r.v.’s.
Then it follows from results of Bobkov [4], [5] (Choquet comparison of measures),
that
E
1
m |f(Y1, . . . , Yp)|m ≤ E 1m |f(c0Z1, . . . , c0Zp)|m,
were c0 =
√
2pi
2
. Note that
f(c0Z1, . . . , c0Zp) = c
2
0f(Z1, . . . , Zp).
For the Gaussian r.v.’s we have ([6], Theorem 3.1)
E
1
m |f(Z1, . . . , Zp)|m ≤ CmE|f(Z1, . . . , Zp)| = Cm
p∑
l=1
p∑
k=1
|b(j)lk |2.
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In our case
1
p
p∑
l=1
p∑
r=1
|b(j)lk |2 ≤ v−3Im(m(j)n (z) +
y − 1
z
). (9.106)
Applying these inequalities, we get, using that Xjq = cl
1
κ
n,αYq,
1
nq
(
E{
( p∑
l=1
(|
∑
k
Xjrb
(j)
lk |2
)q∣∣M(j)}) ≤ Cqqv−3ql 2κn,α(Im(m(j)n (z) + y − 1z ))q. (9.107)
Combining inequalities (9.104), (9.105) and (9.107), we get
E{|ηj2|2q
∣∣∣M(j)} ≤ C2qq3ql 4qκn,α
nqv3q
(Im(m(j)n (z) +
y − 1
z
))q. (9.108)
Lemma 9.14. Under the conditions of Theorem 1.1 there exists a constant C > 0
depending on κ and y only that, for all z = u+ iv ∈ G , and for any j = 1, . . . , n,
1
|bn(z)| ≤
C
|b(j)n (z)|
. (9.109)
Proof. First we note
bn(z)− b(j)n (z) = y(mn(z)−m(j)n (z)) =
y
2n
(TrR− TrR(j)) + 1
2nz
. (9.110)
This implies that
|bn(z)− b(j)n (z)| ≤
C
nv
a. s. (9.111)
Furthermore, for z ∈ G,
|bn(z)| ≥ Im(z + y − 1
z
+ ysy(z)) ≥ c|(z + y − 1
z
)2 − 4y| 12 . (9.112)
It is straightforward to check that, for z ∈ G,
|(z + y − 1
z
)2 − 4y| 12 ≥
√
γ(z)
|z| . (9.113)
This yields , for z ∈ G,
|bn(z)|−1 ≤ C√
γ(z)
, (9.114)
and
|b−1n (z)− b(j)n
−1
(z)| ≤ |b−1n (z)b(j)n
−1
(z)||b−1n (z)− b(j)n (z)| ≤
C
nv
√
γ(z)
|b(j)n
−1
(z)| ≤ C|b(j)n
−1
(z)|.
(9.115)
The last inequality concludes the proof of Lemma 9.14
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Lemma 9.15. Under the conditions of Theorem 1.1 there exists a constant C > 0
depending on κ and y only that, for all z = u+ iv ∈ G , and for any j = 1, . . . , n,
E
{ |bn(z)− b(j)n (z)|2q
|bn(z)|2q
}
≤ C
qq2ql2qn,α
(nv)2q
. (9.116)
Proof. First we apply Lemma 9.14. We obtain
E
{ |bn(z)− b(j)n (z)|2q
|bn(z)|2q
}
≤ E
{ |bn(z)− b(j)n (z)|2q
|b(j)n (z)|2q
}
(9.117)
Using equality (9.110), we get
E
{ |bn(z)− b(j)n (z)|2q
|bn(z)|2q
}
≤ CqE
{ | 1
n
(TrR(z)− TrR(j)(z))|2q
|b(j)n (z)|2q
}
+
Cq(1− y)2q
n2q|z|2q|b(j)n (z)|2q
.
(9.118)
Note that
|z||b(j)n (z)| ≥ (1− y)|z|
v
|z|2 . (9.119)
This implies that
Cq(1− y)2q
n2q|z|2q|b(j)n (z)|2q
≤ C
q
n2qv2q
(9.120)
We use now equality
TrR− TrR(j) = (1 + ηj)Rjj. (9.121)
We get
E
{ | 1
n
(TrR(z)− TrR(j)(z))|2q
|b(j)n (z)|2q
}
≤ C
q
n2qv2q
E|Rjj|2q + E
{ | 1
n
ηjRjj|2q
|b(j)n (z)|2q
}
. (9.122)
Applying Cauchy - Schwartz inequality, we arrive
E
{ | 1
n
(TrR(z)− TrR(j)(z))|2q
|b(j)n (z)|2q
}
≤ C
q
n2qv2q
E|Rjj|2q + 1
n2q
E
1
2
{ |ηj|4q
|b(j)n (z)|4q
}
E
1
2 |Rjj|4q.
(9.123)
Conditioning on M(j) and applying Lemma 9.13 , we get
E
{ | 1
n
(TrR(z)− TrR(j)(z))|2q
|b(j)n (z)|2q
}
≤ C
q
n2qv2q
E|Rjj|2q + 1
n2q
E
1
2
{Cq(Imm(j)n (z))4q
v4q|b(j)n (z)|4q
}
|Rjj|2q
+
1
n2q
Cq
E
1
2
{ C4q(1− y)4q
|z|4q|b(j)n (z)|4q
}
E
1
2 |Rjj|4q
+
1
n2q
E
1
2
{ |Imm(j)n (z)|2q
n2qv6q|b(j)n (z)|4q
}
E
1
2 |Rjj|4q. (9.124)
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Using that |b(j)n | ≥ Imm(j)n , |zb(j)n | ≥ (1−y)v|z| , and |b
(j)
n | ≥ c|(z+ y−1z )2−4y|
1
2 , for z ∈ G,
we get
E
{ | 1
n
(TrR(z)− TrR(j)(z))|2q
|b(j)n (z)|2q
}
≤ C
q
n2qv2q
E|Rjj|2q + C
q
n2qv2q
E|Rjj|2q
+
Cq
n3qv3q
|(z + y − 1
z
)2 − 4y| q2E 12 |Rjj|4q. (9.125)
Applying now that, for z ∈ G,
nv|(z + y − 1
z
)2 − 4y| 12 ≥ c, (9.126)
and according to Proposition 4.1,
E|Rjj|4q ≤ Cq, (9.127)
we obtain
E
{ | 1
n
(TrR(z)− TrR(j)(z))|2q
|b(j)n (z)|2q
}
≤ C
q
n2qv2q
. (9.128)
Thus lemma 9.15 is proved.
9.5 The proof of Lemma 3.2
Proof. First we consider mn(z)− m̂n(z). Denote by
R̂ = (V̂ − zI)−1. (9.129)
We have
mn(z)− m̂n(z) = 1
n
TrR(V − V̂)R̂. (9.130)
This representation and inequality max{‖R‖, ‖R̂‖} ≤ v−1 imply
|mn(z)− m̂n(z)| ≤ 1√
nv2
‖W − X̂‖2 = v−2
(
1
np
n∑
j,l=1
|Xjl − X̂jl|2
) 1
2
. (9.131)
From here it follows that
Pr{|mn(z)− m̂n(z)| > C
n2v2
} ≤
n∑
j,l=1
Pr{|Xjl − X̂jl| > C
n2
}. (9.132)
Note that
Xjl − X̂jl = XjlI{|Xjl| ≥ Cl
1
κ
n,α} − EXjlI{|Xjl| ≥ Cl
1
κ
n,α}. (9.133)
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Condition (1.1) implies that
|EXjlI{|Xjl| ≥ Cl
1
κ
n,α}| ≤ exp{−cln,α} ≤ C
2n2
. (9.134)
From here it follows that
Pr{|Xjl − X̂jl| > C
n2
} ≤ Pr{|Xjl| ≥ Cl
1
κ
n,α} ≤ A exp{−cln,α}. (9.135)
Inequalities (9.132) and (9.135) together imply that there exists a constant c′ such
that
Pr{|mn(z)− m̂n(z)| > C
n2v2
} ≤ exp{−c′ln,α}. (9.136)
We prove now that
Pr{|m˜n(z)− m̂n(z)| ≥ C
n2v2
} ≤ exp{−cln,α}. (9.137)
Repeating the arguments of (3.2) – (9.135), we need to prove
Pr{|X̂jk − X˜jk| > C
n3
} ≤ Pr{(1− σjk)σ−1jk |X̂jk| >
C
n2
}. (9.138)
Note that
σ2jk = 1−EX2jkI{|Xjk| ≥ cl
1
κ
n,α}−(EXjkI{|Xjk| ≥ cl
1
κ
n,α})2 ≥ 1−exp{−c′ln,α}. (9.139)
The last bound is uniform in j, k = 1, . . . , n. This implies that
(1− σjk)σ−1jk ≤ exp{−c′′ln,α}. (9.140)
Inequalities (9.138) and (9.140) together imply (9.137). Thus Lemma 3.2 is proved.
9.6 The proof of Lemma 4.1
Note that by Lemma 9.3
|Sy(z)| ≤ y− 12 and |z + y − 1
z
+ ySy(z)| ≥ √y. (9.141)
This implies that for any z = u+ iv with v ≥ vk and for any ω ∈ Ak ∩ Bk
|mn(z)| ≤ 3
2
√
y
and |an(z)| ≥
√
y
2
. (9.142)
The relations (6.3) and (9.142) together imply, for j = 1, . . . , n,
|Rjj| ≤ 2y− 12 (1− 2γ0)−1. (9.143)
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The last inequality yields
|Tn(z)| ≤ 2(1− 2γ0)−1γ0. (9.144)
Assume that |bn(z)| ≥
√|δn(z)|. Then using (6.8) we get
|Λn(z)| ≤
√
|Tn(z)|. (9.145)
If |bn(z)| ≤
√|Tn(z)|, we assume first that
|Λn(z)| > 2
√
|Tn(z)|. (9.146)
Applying triangle inequality, we may write
|z + y − 1
z
+ 2ysy(z)| ≥ |Λn(z)| − |bn(z)| ≥
√
|Tn(z)|. (9.147)
From the other hand, according to Lemmas 9.4 and 9.5,
|bn(z)| ≥ Im{z + y − 1
z
+ ysy(z)} ≥
≥ 1
2
|(z + y − 1
z
)2 − 4y| 12 = 1
2
|z + y − 1
z
+ 2ysy(z)| ≥ 1
2
√
|Tn(z)|. (9.148)
The last inequality and relation (6.8) together imply
|Λn(z)| ≤ 2
√
|Tn(z)|. (9.149)
The inequalities (9.149)contradicts to the asumption (9.146). This implies that
for ω ∈ Ak ∩ Bk
|Λn(z)| ≤ 2
√
|Tn(z)| ≤ 2
√
2γ0
(1− 2γ0) . (9.150)
Since y ∈ (0, 1) we may write
|Λn(z)| ≤ 2
√
2γ0√
1− 2γ0√y . (9.151)
For γ0 ≤ 1130 we have for ω ∈ Ak ∩ Bk
|Λn(z)| ≤ 1
4
√
y
. (9.152)
Note that
|Λ′n(z)| ≤
2
v2
, (9.153)
and
vk − vk−1 =
√
y
4n2
. (9.154)
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From this relation using Teilor’s formula we get, for any vk−1 ≥ v ≥ vk, and for
c0 ≥ 2,
|Λn(u+ ivk−1)− Λn(u+ iv)| ≤
4
√
y
4n2v2k
≤ 1
β8nc
2
0
√
y
≤ 1
4
√
y
. (9.155)
Inequalities (9.152) and (9.155) together imply for ω ∈ Ak−1 ∩ Bk−1 and for any
z = u+ iv with v ∈ [vk, vk−1],
|Λn(u+ iv)| ≤ 1
2
√
y
. (9.156)
Thus Lemma 4.1 is proved.
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