Abstract-A measure of bipolar channel importance is proposed for EEG-based detection of neonatal seizures. The channel weights are computed based on the integrated synchrony of classifier probabilistic outputs for the channels which share a common electrode. These estimated time-varying weights are introduced within a Bayesian probabilistic framework to provide a channel specific and, thus, adaptive seizure classification scheme. Validation results on a clinical dataset of neonatal seizures confirm the utility of the proposed channel weighting for the two patient-independent seizure detectors recently developed by this research group: one based on support vector machines (SVMs) and the other on Gaussian mixture models (GMMs). By exploiting the channel weighting, the receiver operating characteristic (ROC) area can be significantly increased for the most difficult patients, with the average ROC area across 17 patients increased by 22% (relative) for the SVM and by 15% (relative) for the GMM-based detector, respectively. It is shown that the system developed here outperforms the recent published studies in this area.
visible and many remain undetected in the busy Neonatal Intensive Care Unit (NICU) [2] . Failure to detect seizures and the resulting lack of treatment can result in brain damage and in severe cases, death. A system that could automatically detect and annotate seizures on the neonatal EEG would be extremely useful to clinicians in the NICU. Although a number of methods and algorithms have been previously proposed in an attempt to automatically detect neonatal seizures [3] [4] [5] , to date their transition to clinical use has been limited due to poor performance.
Clearly, the performance of the seizure detection systems depends on the information content of the corresponding EEG channels. By using as many channels as possible, one minimizes the probability that useful information is missed. On the other hand, it becomes more difficult to automatically find what information is useful in the available channels. Channel selection has been widely used in brain-computer interfaces (BCI) [6] [7] [8] [9] [10] [11] [12] [13] mainly for the purpose of computational load reduction. In [11] , five out of 64 channels were selected based on EEG synchronization likelihood, with a slight decay in performance reported for the task of emotion recognition. In [12] , a method based on common spatial patterns was introduced to reduce the computational cost of a motor imagery task. For this type of task, the relevant EEG electrodes that lead to good classification results were identified in [9] and [13] . Indeed, a constant (in time) importance of information captured by a channel can be assumed for these tasks, especially when patient-specific classification systems are targeted [6] , [9] [10] [11] [12] [13] . In [9] , a recursive channel elimination procedure was applied by analogy with recursive feature elimination (RFE) [14] that is typically used for feature selection for support vector machines (SVMs). When the extracted features from all channels are concatenated to form a long feature vector prior to feeding the classifier, the channel selection problem can be tackled with the existing feature selection routines such as RFE [7] , [9] , mutual information criterion [8] , or using other empirically derived criteria [10] . In this form, however, the classifier inherits dependences between an event and its common location, which, in addition, are patient specific.
Patient-specific neonatal seizure detection has limited clinical utility. In fact, samples of testing patient data are never available beforehand in the NICU. Although neonatal seizure may generalize, many remain focal or multifocal [15] , that is, (highly) localized in different parts of the brain depending on the patient (see Fig. 1 , left graph). Because the dependences between a seizure event and its common location are patient specific, they cannot be learnt in a supervised way. Additionally, neonatal seizures can migrate from one brain zone to another in a nonordered fashion (see Fig. 1 , right graph). Both observations increase the chances that a seizure will be missed in a preselected subset of channels. As such, a channel selection procedure which is dynamic, i.e., changing in time, would be very useful. Channel weighting can be seen as a generalization of channel selection, where the weights can take values other than binary.
Two patient-independent neonatal seizure detectors have recently been developed by this research group [16] , [17] . The neonatal seizure detection systems developed so far exploit the same channels, in the bipolar montage, which are used by clinicians to annotate the data. However, highly localized seizures in several of the most difficult patients still account for errors as shown in [18] . This study aims at using all available channels and dynamically weighting them to emphasize the relevant information. In particular, this study first formulates the neonatal seizure detection problem in probabilistic terms using a Bayesian framework [19] to help indicate where such weighting terms should be used. A methodology for the estimation of the time-varying channel weights based on the synchronized energy of the primary classifier probabilistic outputs is proposed. Then, as the second step, the probabilistic output of these detectors for each channel is multiplied by the estimated time-varying weights. By emphasizing the patient-specific time-varying seizure locations, the detectors manage to self-adapt to every testing patient on the fly. The experiments are conducted on one of the largest clinical databases available in the area, which totals 267 h in duration. The patient-independent leave-one-out (LOO) performance assessment is carried out with and without channel weighting and compared for two different classifiers and various sets of channels selected by sequential backward elimination (SBE) and sequential forward selection (SFS).
This paper is organized as follows. Section II briefly describes the neonatal seizure detectors previously developed by the group. Section III proposes a Bayesian formulation of seizure detection problem in a chosen channel. An approximation of the probabilistic terms related to the channel weighting is proposed in Section IV. Section V presents the experimental setup and comparison results, with and without channel weighting. Conclusions are drawn in Section VI. in our work: T4, T3, O1,  O2, F4, F3, C4, C3, and Cz. The following eight channels in bipolar montage  were used to annotate the data: F4-C4, C4-O2, F3-C3, C3-O1, T4-C4, C4-Cz,  Cz-C3 and C3-T3. 
II. NEONATAL SEIZURE DETECTORS

A. Dataset
The dataset is composed of EEG recordings from 17 newborns obtained from NICU, Cork University Maternity Hospital, Cork, Ireland. The patients were full-term babies ranging in gestational age from 39 to 42 weeks. All newborns had seizures secondary to hypoxic ischemic encephalopathy. A Carefusion NicOne video EEG machine was used to record multichannel EEG at 256 Hz using the 10-20 system of electrode placement modified for neonates (see Fig. 2 ). As a standard of neonatal care [20] , the following nine active electrodes were used to record the data: T4, T3, O1, O2, F4, F3, C4, C3, and Cz. Then, the following eight EEG channels in bipolar pair were used to annotate the data: F4-C4, C4-O2, F3-C3, C3-O1, T4-C4, C4-Cz, Cz-C3, and C3-T3. All seizures were annotated independently by two experienced neonatal electroencephalographers using video EEG. All disagreements in annotations were resolved by consensus. The combined length of the recordings totals TABLE I  EEG DATASET   TABLE II  FEATURES EXTRACTED FOR EACH EPOCH 267.9 h and contains 705 seizures, which makes this dataset one of the largest in the neonatal area. The dataset contains a wide variety of seizure types including both electrographic only and electroclinical seizures of focal, multifocal, and generalized types. The continuous EEG recordings were not edited to remove the large variety of artifacts and poorly conditioned signals that are commonly encountered in the real-world NICU environment. The dataset used is detailed in Table I .
B. Automated Seizure Detection System Architecture
The diagram of the systems is shown in Fig. 3 . The EEG from the eight aforementioned channels was downsampled from 256 to 32 Hz with an antialiasing filter set at 12.8 Hz. The EEG was then split into 8-s epochs with 50% overlap between epochs. Fifty-five features were extracted from each channel which represent both time-and frequency-domain characteristics as well as information-theory-based parameters. These features are listed in Table II . Every EEG channel is processed independently; therefore, the extracted features are not concatenated. Various system architecture choices (such as window length/shift, features, etc.) are detailed in [16] and [17] .
The training data for the classifier were first normalized anisotropically by subtracting the mean and dividing by standard deviation to assure commensurability of the various features. This normalizing template was then applied to the testing data. The normalized features extracted from each epoch were then fed to train a single SVM/Gaussian mixture model (GMM) classifier.
For the seizure class representation, per channel annotations are required to indicate on which channels the seizure event occurs and, thus, which channels contain class discriminative information and should, therefore, be used in training. In this study, 2 min of seizure per patient were annotated on the perchannel basis, indicating the involved channels. These 2 min were selected by a clinical neurophysiologist, with the only criteria being that there had to be clear seizure activity and that they should cover most seizure morphologies and variations. Sections of several independent seizures can contribute to these 2 min and, indeed, the set of the affected channels can vary for each section of seizure activity. In our performance assessment, which is explained later in Section II-C, the number of seizure feature vectors for training ranged from a minimum of 1507 to a maximum of 1745. For the nonseizure class, 10 000 nonseizure feature vectors were randomly selected from all channels in the training dataset.
Two classifiers were implemented: an SVM with a Gaussian kernel and a GMM classifier with linear discriminant analysis (LDA) feature preprocessing. Model selection on the training data was performed for both classifiers to choose suitable model parameters such as kernel hyperparameters for SVM, or the number of Gaussians, covariance type, and the number of retained LDA components for GMM. For the SVM, on average 19% of the training data were retained as support vectors. The most frequent pair of selected hyperparameters was γ = 0.05 and C = 20.
Neonatal seizures can be localized to a single EEG channel; for this reason, the system was designed to process and classify each EEG channel independently. Thus, in the testing stage, the obtained classifier was applied separately to each channel of the testing data as shown in Fig. 3 . The outputs of the SVM/GMM were converted to probability-like values (for the SVM-based system, it is done with a sigmoid function [21] ) and smoothed with a moving average filter. The averaged value was then compared to a threshold from the interval [0 1]. After comparison, binary decisions were taken per channel: 1 for seizure and 0 for nonseizure. The binary decisions were then fused as follows: if there was a seizure in at least one channel, the whole epoch was marked as a seizure, otherwise it is denoted as a nonseizure. The "collar" technique was applied last-every seizure decision was extended from either side to account for the delay introduced by the moving average filter and to compensate for possible difficulties in detecting preseizure and postseizure parts. The postprocessing steps make the system applicable to any number of EEG channels which can be very beneficial in clinical practice [16] . Both systems result in similar performance and significantly outperformed the existing alternatives as shown in [17] and [18] . Detailed information on the systems can be found in [16] and [17] .
The same set of SVM and GMM models as in [16] and [17] is used in this study. However, in contrast to those works, in this study, the designed systems were tested on all 36 channels obtained from a bipolar montage of nine electrodes. Thus, 24 EEG channels were not used in training as no annotations were available for those channels. The montage mismatch between training and testing data results in different levels of energy of incoming signals which were mainly attributable to the different distance between electrodes used in the montage [22] . Many features used in the system (such as subband energies, curve length, etc.) incorporated information based on the absolute energy of the EEG signals used in training, thus making the system sensitive to the changes in signal energy levels. The histogram-based energy normalization technique proposed by the authors in [23] was therefore applied to all testing EEG signals to normalize their energy levels to that used in training.
C. Performance Assessment and Model Selection
Patient-specific data are unavailable prior to seizure monitoring. For this reason, the LOO cross-validation method was used to assess the performance of the system for patient-independent seizure detection [18] . This way, all but one patients' data were used for training and the remaining patient's data were used for testing. This procedure was repeated until each patient had been a test subject and the mean result was reported. Several alternatives to the LOO performance assessment for neonatal seizure detection have been discussed in [18] . The LOO is known to be an almost unbiased estimation of the true generalization error [24] . What is examined with the LOO procedure is not a particular model, but indeed the methodology used to obtain such a model. This last point means that the LOO estimate effectively gives a robust prediction of the performance that other researchers or practitioners will obtain using this method, but trained on their data. Here, seventeen 16 versus 1 data splits made by the LOO method formed the performance assessment routine.
In each of these 17 times, the data from the 16 training subjects were only partially used for actual training of the primary classifier as only the data with the per-channel annotations were used to represent the seizure class while only 10 000 epochs were selected to represent the nonseizure class. The data, which were not exploited for training the classifier, are called the development data in this study. The development data were used to tune other parameters in this study. This way, the model selection routine is completely independent of the performance assessment routine and the testing subject was not seen or used at any time for any system tuning.
D. Metrics and Statistical Tests
The metrics used in this study are epoch-based sensitivity and specificity values which are defined as the accuracy of each class (seizure and nonseizure) separately. In contrast to rulebased methods where a single operating point is achievable, the proposed system provides continuous, pseudo-probabilistic values. By thresholding the probability of seizure (in the range from 0 to 1), it is possible to report the curves of performance. The epoch-based receiver operating characteristic (ROC) curve which plots sensitivity over specificity values is reported. The ROC area is related to the Mann-Whitney U-statistic test of significance [25] . This relationship can be used to derive statistical properties of the ROC area such as its standard error. To calculate the statistical significance of a difference between two algorithms (two ROC areas), the z statistic is computed by taking into account the correlation of the two ROC curves as suggested in [38] . The resultant p values of the two-tailed test are reported and values less than 0.05 are considered significant.
For comparison purposes, we also report the curve of the clinically motivated event-based metrics-good detection rate (GDR) over the number of false detections per hour (FD/h).
III. BAYESIAN INFERENCE FOR SEIZURE DETECTION PROBLEM
As outlined, the obtained models can be applied to any EEG recording in a bipolar montage, so the previously developed systems (see Fig. 3 ) are channel independent. In this section, a general neonatal seizure detection problem is first formulated in probabilistic terms using a Bayesian framework with no channel-specific information incorporated. Subsequently, channel context is introduced with channel-related weights placed.
Using Bayes' theorem, the posterior probability of having a seizure decision S given a feature vector x can be written as
where P(S) denotes a prior probability of having a seizure as annotated by clinical neurophysiologists, p(x|S) is a conditional probability (likelihood) that a feature vector x represents characteristics of a seizure class S, and P(X) represents a prior probability of all possible hypothesis and serves as a normalization constant. P(X) can be calculated as the sum of the products of mutually exclusive hypotheses (S or NS) and corresponding conditional probabilities. Equation (1) is already modeled by the existing detection systems. That is, for the SVM-based system, the sigmoid function [21] , which is trained to convert the distances to probabilitylike values, takes into account the priors of both classes. Thus, the output of the sigmoid function is a direct approximation of (1). For the GMM-based system, the likelihoods of both classes are explicitly generated and the priors are modeled separately based on the amounts of seizure and nonseizure in the training data annotations.
If the channel information is taken into account, the probability of a seizure for the channel c, given a new feature vector x can be computed, and then (1) can be rewritten as
where P(S,c) is the joint prior probability of having a seizure S and it manifesting itself on channel c. P(S,c) can be decomposed into having a channel-independent prior probability of a seizure P(S), that is, the probability that the seizure occurs across any of the observed channels, and P(c|S), that is, the probability that the seizure manifests on channel c given that the seizure occurs. Similarly, since the systems described in Section II use the designed models which are channel independent, the likelihood generated by the model is also channel independent. That is
where p(x|S) is channel-independent likelihood from (1) and P(c|x) is a data dependent prior or weighting of channel c. Equation (2) can, thus, be expanded as
which can be regrouped to yield
The only differences between the original Bayesian formulation (1) and the formulation with regard to a given channel c given in (5) are the two new terms introduced: 1) the prior probability P(c|S) that a given seizure will manifest itself on channel c and 2) the data-dependent weight P(c|x) of importance of the channel c. Both these new terms are channel specific. Additionally, the first prior probability term does not depend on the observation x, that is, it does not change with time. Both terms can be combined to form a final weight for each channel. The proposed method to estimate a channel-related weight is explained in the next section.
IV. DATA-DRIVEN MEASURE OF CHANNEL IMPORTANCE
As outlined in Section II, the data in our study are recorded with N = 9 electrodes and annotated using eight channels in the bipolar montage. Effectively, the bipolar montage is chosen by clinicians at the stage of data annotation. In our case, there are N * (N−1)/2 = 36 possible channels in the bipolar montage. For   TABLE III  CHANNELS USED FOR MODELING ELECTRODE IMPORTANCE certain applications, however, such as BCI, up to 128 electrodes are recorded, which adds up to more than 8000 channels in the bipolar montage. In these applications, referential montage is justified and widely used. To make the proposed scheme montage independent and to cope with the large number of possible bipolar channels in our study, the importance of a given electrode e is modeled first. Then, the combined bipolar channel weight is obtained as described in Section IV-C.
A. Modeling P(e|x)
The data-driven estimate (at time t) of the "importance" of the ith electrode P(e i |x) can be estimated using the probabilistic output of the classifier on a feature vector x after the moving average filter (see Fig. 3 ). For every electrode e i , several channels that share this electrode in the bipolar montage are selected. The list of selected channels for each electrode is given in Table III . It can be seen that to model the importance of a particular electrode, the channels which cover the brain zone around the electrode of interest are selected.
Let y i (r) be a vector of probabilistic output at time r of selected channels which are considered to model the importance of the ith electrode. The P t (e i |x) for electrode i at time t is then expressed as
where N = 9 is the number of electrodes used in a recording, |y k (r)| denotes the cardinality (here the number of channels associated with the kth electrode; see Table III ) of vector y k (r), and Q k is the | y k (r)|×| y k (r)| square matrix of the form
Essentially, the average of the product moments or cross correlation at zeroth lag between selected channels, which share the same electrode, is calculated here to obtain a measure of agreement between probabilistic activities in a certain electrode at a point in time r. The cumulative sum in the numerator of (6) represents the integrated synchrony or common energy up to the current point in time t. To assure a partition of unity of P(e|x) over all possible x, the cumulative sum for a particular electrode e i is normalized by the common energy over all the electrodes.
The example of the proposed measure is shown in Fig. 4 for patient 1. For this patient, most seizures are localized in the O2 electrode, which is reflected in the increased integrated synchrony for this electrode. The normalized measure of importance, shown in the middle (on a logarithmic scale), indicates that channels which contain electrode O2 will be approximately four times more emphasized than the other channels. It is interesting to note that the nearest neighbors of the O2 electrode (electrodes O1 and T4; see Fig. 2 ) share the second and the third places for most of the time.
It can also be observed that the emphasis of the electrode O2 increases sharply during ictal activity (indicated by the expert seizure labels) and decreases slowly during interictal periods of time (e.g., epochs 3500-6000, 10000-16 000). The slow decrease during interictal activity indicates that the measure of importance has a built-in forgetting factor. If no ictal activity occurs for a long time, the importance of all electrodes will converge to the equilibrium state-the same value for all electrodes.
The benefit of the proposed measure is twofold. First, the integrated synchrony will be high when there is a synchronous rise in probability of seizure in all considered channels that share the chosen electrode. In turn, a synchronized high probability activity is indicative of a seizure. Effectively, this measure emphasizes the electrode/location in the brain which had a history of suspected seizures. In other words, the measure incorporates the fact that any new seizures are more likely to happen at the location where seizures' activity has been observed before. Second, slight channel preference can be attributed to nonseizure activity which resembles "seizure-like" behavior, e.g., periodic lateralized epileptiform discharges. This EEG activity results in synchronous but not high probabilistic response of the classifier, and thus, long accumulated periods would be needed to emphasize a channel. In fact, long periods of this activity may be suggestive of the upcoming seizure in the same location [26] .
B. Modeling P(e|S)
In contrast to the data-driven P(e|x), the P(e|S) is the probability that, given a seizure is occurring, it is visible in electrode e. It aims at emphasizing, a priori, electrodes in which seizures are mostly expected. Unlike the channel-independent prior P(S), which can be modeled based on the training data annotation, the electrode-dependent P(e|S) requires per-channel annotations which are not available. Thus, P(e|S) is estimated here from the statistics found in the clinical literature.
Many studies report the distribution of the location of seizure onsets in conventional EEG [27] [28] [29] [30] . However, only few discuss the visibility of a seizure in a particular channel. Additionally, it has been shown that the location of the seizure onset and the visibility of the seizure (what we are interested in) can differ significantly. For example, in [27] , it has been shown that while 56% of seizures originated from the central region, as many as 78% of seizures were visible in that zone. In [28] , it has been reported that the theoretical visibility of a seizure in the central zone is as high as 94%. In another study [29] , it has been shown that 46% of seizures are visible in the Fp1, Fp2 zones which are close to F3, F4 in our montage. No data were found regarding the visibility of seizures in the temporal or occipital zones, and there are no premises to believe that a seizure is more visible in the occipital and temporal zones than in the frontal zone. Based on the data collected from the literature, the P(e|S) is represented here as shown in Table IV .
C. Combined Channel Weight
As has been mentioned previously, the channel selection can be seen as a particular case of channel weighting, where the weights are binary in nature. Thus, it would be beneficial to have a means of controlling the distribution of the channel weights and, thus, the strictness of channel weighting. This is achieved in our study by applying the softmax function
where t is the current time, N is the number of electrodes, and k is a multiplication constant which controls the severity of weighting. If k is large, a single nonzero weight is obtained for the most important electrode and the scheme converges to channel selection, where only those channels which contain this electrode are selected. Hence, k is the only parameter that has to be chosen beforehand. In our experiments, k is estimated on the development data for every fold in the LOO performance assessment. Although k can be different for each fold, values close to 4.5 for the SVM and close to 10 for the GMM-based system were generally obtained over the training data. The difference in k values for SVM and GMM is mainly attributable to different probabilistic outputs after moving average filter (see Fig. 3 ) as a result of different ways of modeling P(S) in (1)--a sigmoid approximation for SVMs versus data-driven modeling for GMMs. The two terms P(e|S) and P(e|x) have been modeled so far for every electrode. Looking at the two electrodes associated with channel c, a final measure per channel in the bipolar montage, at time t, is calculated as the maximum of the measures for the two constituent electrodes
By choosing the max function, it is assumed that the seizure picked up by a certain electrode will propagate to all bipolar channels that share this electrode. Thus, (9) assures that the final measure of the channel importance inherits the largest of the weights of the two constituent electrodes.
After the weight is calculated in (9) , it is used to estimate the final probability in (5) . Specifically, the classifier probabilistic output in each channel (after the moving average filter; see Fig. 3 ) is multiplied by its estimated time-dependent channel weight. To calculate the normalization term P(X,c) in (5), the electrode weights w i (t) in (8) and, consequently, final channel importance in (9) are calculated for the nonseizure class as well, by substituting P(e|S) with 1−P(e|S) in (8) .
The final probability of the seizure can be seen as a combination of the current evidence (current probability of the seizure) and current confidence (channel weight). The main contribution of this study is to introduce dynamic weights that vary in time according to the patient's previous history. The final decision is still dominated by the probabilistic output of the primary classifier which is then weighted by the channel confidence measure.
V. RESULTS AND DISCUSSION
A. Single-Channel Performance
First, to show the difficulty of the problem, the performance of the SVM-based seizure detection system reported in [16] , without any channel weighting, is shown in Fig. 5 for every possible single-channel choice in the bipolar montage. Having a baseline ROC performance of 96.3% for the eight channels used for data annotation (see Fig. 1 ), the maximum achievable ROC using a single channel is 91.4% (C3-C4), followed by 88.9% (Cz-C4) and 88.4% (C3-Cz). As most neonatal seizures are localized in different parts of the brain, no single channel can provide satisfactory performance. It can also be seen from Fig. 5 that channels with central electrodes on average reach higher performance than channels with electrodes located in occipital, frontal, or temporal zone. This fact confirms clinical observations [27] used to model P(e|S) in Section IV-B.
B. Effect of Channel Weighting
To show the effect of the channel weighting for various channel subsets, a channel SBE and SFS are performed in a similar manner to that usually used for feature selection [31] . This procedure effectively provides nested subsets of channels. In the proposed seizure detection framework, the fusion of channels in the postprocessing is done by logical "OR"; the channels can, therefore, be considered as independent. In fact, both SBE and SFS in our case result in the same output. The performance with and without channel weighting is shown in Fig. 6 for the SVM-based and the GMM-based detectors. These figures can be read from left to right as SBE or from right to left as SFS. The resultant sequence of channels was obtained over the development data and, then, tested on the testing data. For the process of SBE, all 36 channels were included and one channel was eliminated at a time. The channel was chosen to be eliminated if the difference of performance of a current set of channels with and without it led to the highest ROC improvement or the smallest ROC decrease over the development data. This eventually terminates with the eight channels that were originally used for data annotation. Having these eight original channels (which were not considered for elimination in the channel selection routine) as a final point, it was assured that all annotated seizures were potentially detectable. The process for SFS was similar.
Results in Fig. 6 , which are obtained on one of the largest existing clinical datasets of neonatal EEG, indicate that the proposed data-driven channel weighting increases the performance consistently for different subsets of the chosen channels and different classifier types (discriminative SVM or generative GMM). For the SVM-based system, the performance increase is almost constant across all channels combinations. The average relative improvement in term of the ROC area is 22% (0.74% absolute) for the SVM and 15% (0.68% absolute) for the GMM. It is worth noting that when performance approaches 100%, the performance increase is better perceived in relative terms. An improvement in ROC area from 96.6% to 97.34% represents a 22% relative increase in performance as only a 3.4% improvement was possible, (97.34−96.6)/(100−96.6).
The channel subset which led to the best performance on the development data and its resulting performance on the testing data for the weighted channel seizure detection schemes are highlighted by the crosses in Fig. 6 . For the SVM system (the ROC area is 97.34%), the original eight channels are augmented by three interhemispheric derivations (O2-O1, F4-F3, and C4-C3). For the GMM system (the ROC area is 96.35%), the two channels (F3-C4 and C4-C3) are added to the eight channels to yield the best development data results. It is interesting to observe that in both systems, the single best channel C3-C4 (see Fig. 5 ) is not the first one to be added to the original subset of eight channels. This is attributable to the fact that C3 and C4 electrodes are already very well represented in the original eight channel subset, and thus, the systems benefit more by augmenting the representation of other electrodes in the final set of channels.
It is also interesting to see the contribution of each of the two terms P(e|x) and P(e|S) in the proposed weighting scheme. This is investigated for the SVM-based system for the operating point (cross) in Fig. 6 . The performance of the SVM system without channel weighting is 96.6%. With channel weighting and assuming equal P(e|S) for all electrodes, then the datadriven P(e|x) only influences the final measure and the ROC increases to 97.12%. Moreover, when P(e|S) is defined as in Section IV-B, incorporating clinical information, the performance is further improved to 97.34%. This fact shows that both terms, P(e|S) and P(e|x), are important in the final weight calculation. The proposed measure of channel importance is completely data driven and computed online, which allows for its usage for other neurological applications which involve EEG monitoring. 
C. Per-Patient Performance
To examine which patients benefit most from the proposed weighting, the per-patient absolute difference in the ROC before and after weighting is shown in Fig. 7 . This difference is shown for the operating points given in Fig. 6 as these are identifiable without seeing the testing data.
It can be seen from Fig. 7 that the average 22% relative increase in the ROC area for the SVM system is mostly attributable to performance increases in certain patients. For patients 6, 7, 10, 11, 12, 13, 16, and 17, the channel weighting has no statistically significant effect (p > 0.05); for the remaining patients, p values are close to 0, and hence, these indicate significant performance differences for these patients. Increases in ROC for patients 1, 2, 5, and 8 are particularly large. Quantitatively, the ROC areas have been increased from 93.3% to 96.7%, from 93.5% to 95.1%, and from 92.5% to 98.8% for patients 2, 5, and 8, respectively.
For the GMM system, no statistically significant changes are observed for patients 1, 3, 6, 7, 11, and 16, whereas for the remaining patients p values are close to 0. Performance of patients 2, 5, and 10 has been increased from 90.8% to 94.7%, from 92.2 to 94.5%, and from 88.1% to 91.1%, respectively.
It is interesting to observe that, for both systems, the proposed channel weighting has a statistically significant negative effect for patients 4, 9, and 14. Patient 4 has a strong respiration artifact lasting over 3 h in the F3 electrode which not only causes a false detection but also attenuates other electrodes by mistakenly emphasising the F3 electrode. It can be seen from the patient data given in Table I that patient 9 has 156 seizures. No improvement has been observed for the other patient with numerous seizures (patient 3, 149 seizures). Apparently, stable weights are not produced over any time interval when seizures are occurring all the time. For patient 14, the observation time is the shortest in the dataset which leads to the same situation. This can also be seen for other patients with short recording times (patients 6, 11, 16, and 17).
The different nature of classifiers employed (discriminative versus generative) results in the different probabilistic response to seizure and nonseizure patterns. Consequently, the integrated synchrony measure (6) can show different responses for the two systems to suspected seizures. Nevertheless, the pattern of system behavior for different patients is similar. A thorough analysis of errors of the proposed detector before weighting has been performed in [16] and various sources of misclassification [37] in terms of both missed seizures and false detections have been revealed and discussed. The correlation of the algorithmic performance with the degree of spatial spread of a seizure will be targeted in our future work.
D. Comparison With Recently Reported Systems
A comparison of results with other studies is complicated by several factors. First, the metrics used to report the results of existing seizure detection systems vary from publication to publication. Some papers only report clinically motivated eventbased metrics [3] , [5] , [33] , [36] ; others only report epoch-based metrics [34] , [35] . Apart from different terms used to name the same metrics across the literature, the comparison of the reported systems is further complicated when only a pair of metric values is reported [3] [4] [5] , [33] [34] [35] [36] rather than a complete curve of performance of the system [16] [17] [18] , [32] . This fact significantly complicates the comparison of the proposed approaches-one system is usually better according to the first metric and worse according to the second metric. Apart from metrics, some studies report results as an average over training and testing data [34] in contrast to reporting results obtained on testing data only [3] , [16] , [32] , [33] . Others do not have separate testing data at all and report results over the data on which the algorithm was developed [5] . There are numerous papers in the machine learning literature including neonatal seizure detection [36] that show that the performance obtained on the development data is significantly better than the performance obtained on unseen testing data. Averaging over inhomogeneous data also affects performance assessment. In [33] , patient-independent and patient-dependent results are averaged. Apart from the fact that the practical usefulness of the patientdependent seizure detector for neonates is limited, it has also been shown that patient-dependent seizure detection obtains significantly better results. Some report results by averaging over sick and healthy babies [33] in contrast to reporting results separately for each category [3] , [5] . In [5] and [23] , it has been shown that neonatal seizure detectors produce significantly better performance on healthy babies than on sick babies. Thus, the averaged performance can be made arbitrarily good by increasing the amount of healthy patient data in the study. Some assess the performance based on a heuristically derived static data division to training and testing datasets [3] , [33] , [34] . Overoptimistic or indeed overpessimistic results can be obtained depending on what seems an "arbitrary" partition of the data-a "good" or "bad" split. Others perform more grounded and repeatable statistical tests by dividing the data repeatedly to training and testing [16] , [32] . All these different aspects of performance as- sessment for neonatal seizure detection are discussed in detail in [18] .
The comparison is only possible because the curves of performance are reported in our study. Fig. 8 shows a summary of the comparison with the recently reported systems which have been tested on a relatively large datasets using the epochbased (top) and event-based (bottom) metrics. It can be seen that the proposed system with channel weighting outperforms existing alternatives, and also leads to a performance increase over the similar system without channel weighting which is described in [16] . Quantitatively, the ROC area has been increased from 96.30% to 97.34%. Observing the event-based metrics, it can be seen that at the 0.5 FD/h operating point, the GDR has increased from 82% to 87% which corresponds to an extra ∼35 seizures being detected. It is worth noting that the results reported in our study were not increased by averaging over training and testing data, nor by averaging over sick and healthy patients, and nor by using a heuristically chosen static data division. Additionally, the dataset contains long recordings of patients with well-defined etiology and gestational age, and, therefore, is truly representative of the real-life situation in the NICU.
VI. CONCLUSION
Weighting of channels is proposed for improved neonatal seizure detection. It is shown that the largest benefit in performance is expected in the most difficult clinical situations where it is necessary to detect rare focal events in long-term monitoring. The proposed measure of channel importance is completely data driven and computed online in an unsupervised manner. This allows for its use in other neurological applications that involve EEG monitoring.
