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Abstract
Face recognition is a fundamental task in computer vision and has been
an important field of study for many years. Its importance in activities
such as face recognition and classification, 3D animation, virtual modelling or
biomedicine makes it a top-demanded activity, but finding accurate solutions
still represents a great challenge nowadays. This report presents a unified
process for automatically extract a set of face landmarks and remove all
differences related to pose, expression and environment by bringing faces to
a neutral pose-centred state.
Landmark detection is based on a multiple viewpoint Pictorial Structure
model, which specifies first, a part for each landmark we want to extract, second
a tree structure to constraint its position within the face geometry and third,
multiple trees to model differences due the orientation. In this report we address
both the problem of how to find a set of landmarks from a model and the problem
of training such a model from a set of labelled examples. We show how such
a model successfully captures a great range of deformations needing far less
training examples than common commercial face detectors.
The alignment process basically aims to remove differences between multiple
faces so they all can be analysed under the same criteria. It is carried out
with Thin-plate Splines to adjust the detected set of landmarks to the desired
configuration. With this method we assure smooth interpolations while the
subject identity is preserved by modifying the original extracted configuration
of parts and creating a generic distribution with the help of a reference face
dataset.
We present results of our algorithms both in a constrained environment and
in the challenging LFPW face database. Successful outcomes are shown that
prove our method to be a solid process for unitedly recognise and warp faces in
the wild and to be on a par with other state-of-the-art procedures.

Sammanfattning
Multilandmärksdetektering för identitetsbevarande inriktning
Ansiktsigenkänning är en grundläggande uppgift inom datorseende och har
varit ett viktigt område för forskning i många år. Dess betydelse i områden
som ansiktsigenkänning och klassificering, 3D-animering, virtuell modellering
eller biomedicin gör det till en verksamhet med hög efterfrågan. Att hitta
precisa lösningar utgör fortfarande en stor utmaning idag. Denna rapport
presenterar en enhetlig process för att automatiskt extrahera en uppsättning
ansiktslandmärken och ta bort alla skillnader relaterade till posering, uttryck
och miljö genom att ta ansiktet till ett neutralcentrerat poseringstillstånd.
Landmärksdetektering baseras på en bildmässig strukturmodell med multipel
synvinkel som först anger en del för varje landmärke som ska extraheras, och
sen en trädstruktur där positionen sparas därefter skapas multipla trädmodeller
för att modellera skillnader på grund av olika riktningar. I denna rapport
behandlas både problemet med hur man hittar en uppsättning landmärken från
en modell och problemet med att träna en sådan modell från en uppsättning
märkta exempel. Vi visar hur en sådan modell framgångsrikt fångar ett stort
utbud av formändringar där betydligt mindre träningsexempel behövs än för
vanliga kommersiella ansiktsdetektorer.
Inriktningsprocessen syftar huvudsakligen till att upphäva skillnaderna mel-
lan flera ansikten så att de alla kan analyseras enligt samma kriterier. För att
justera den detekterade uppsättning landmärken används en splineinterpolation
till den önskade konfigurationen. Denna metod ger en dämpad interpolation
medan objektets identitet bevaras.
Vi presenterar resultaten av våra algoritmer både i en begränsad miljö och
i utmanande LFPW face-databas. Goda resultat visar att vår metod är en bra
process för enigt erkänna och förvränga ansikten i en obegränsad miljö och att
vara i nivå med andra state-of-the-art förfaranden.
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Chapter 1
Introduction
In this introduction, the master’s thesis and the report organization are
presented, starting with a general overview of the subject and its state-of-the-
art. Several prominent related works are briefly commented followed by a general
overview of the project to provide context of study and give to this thesis a solid
background to help the reader to follow the other chapters to come. We continue
by discussing the methodology and the material used and finally we go through the
report structure and present the different chapters.
1.1. Motivation
Identifying faces and their main features is a fundamental task in computer
vision and has been an important field of study for many years. Its importance in
activities such as face recognition and classification, 3D animation, virtual modelling
or biomedicine makes it a top-demanded necessity, but finding accurate solutions
still represents a great challenge nowadays.
In this report we address both the problem of how to find a set of landmarks from
a model and the problem of training such a model from a set of labelled examples.
The difficulty of the detection part lies on the many differences in appearance that
we can find between faces, including illumination, expression, viewpoint or each
individual’s characteristics. The main difficulty of the training part is the amount
of parameters to be taken into account and how optimize its learning.
Face alignment plays an essential roll in face classification and matching and
that is why is getting the attention of many researchers due its importance in
fields such as homeland security, face modelling or 3D animation amongst others.
It is usually also known as face warping and we will be referring to both terms
indistinctly during this project. The alignment process basically aims to remove
certain differences between multiple faces so they all can be analysed under the
same criteria. That requires first to decide which attributes should be kept and
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those which we would like to get rid of and second, to find how to transform the
image and under which constraints.
Facial detection and alignment problems are usually treated separately. There
is a lack in the literature of methods that unify these two processes. On one side
we intend in this master thesis to find and implement state-of-the-art methods that
successfully achieve those problems separately and on the other side to join and
modify them so we can deliver precise and accurate warped faces from 2D faces in
the wild, or what is the same, in unconstrained environments.
1.2. Related Work
Many methods for face feature extraction have been proposed during the last
thirty years. We do not pretend here to list all of them, but only to mention a few
that have proven to be significantly relevant so the reader can have an idea of its
evolution and its current state-of-the-art.
The first attempts to find and track facial features involved the iteratively
modification of an image to fit a previously defined instance of the face shape,
ASM [27] or appearance, AAM [24]. Later, models such us CLM [25] combined
general shape with appearance templates of each feature point. All these methods
use Principal Component Analysis, PCA to calculate the face shape space and
the variance of each one of the points. Several extensions of each one of these
models have tried to improve their performances by adding special search methods,
prediction algorithms or new optimization techniques. Those are the cases of for
example, the Bayesian CLM [28], the View-based ASM [29] or the 3D CLM [30].
During the last twenty years many novel and complex technics have appeared
to bring better solutions to the landmark detection problem. We will just point two
here that we consider especially significant. The first one is the Random Forests
[32] and it basically creates a set of classification trees. Each tree takes the decision
of weather the input vector belongs to a class or not and the average of all the
individual choices gives the final decision. The second method is the Support Vector
Machines [14], which given a set of input vector creates a hyperplane to separate
those vectors in two different classes. In both cases the input can be directly the
set of landmark coordinates or some mathematical transformation of them.
Finally, we want to highlight a group of methods that have been appearing
during the last few years. These methods create different models for different pose
orientations. Thus, each orientation appearance can be captured significantly better
at the same time that the differences due the pose are captured with the combination
of all the models. Such are the cases of the Conditional Regression Forests [26],
part-based models from [9] or [31] or the Multiview Pictorial Structures [5], [8].
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Face warping has been historically carried out using dynamic programming [34],
[35]. Most of these methods are based on the Sakoe model [33], which performs
a pixel-to-pixel mapping by minimizing the energy function that matches the
descriptors from the reference image to the descriptors of the test image. Other
common methods widely used are based on computing the optical flow between
the input image and the reference image [36]. The alignment then is carried out
by introducing constraints at some pixel correspondences. Instead of comparing
the input image to the reference image directly, some methods compute distances
between their histograms or signatures. That is the case of EMD or LEMD warping
[37]. These methods as well as the ones based on optical flow don’t assure a one-
to-one pixel mapping. This means that several pixels can be mapped to the same
pixels and give a feeling of irregularity.
1.3. Approach Overview
In this report, we present a unified process for automatically extract a set of face
landmarks and remove all differences related to pose, expression and environment
by bringing the face to a neutral pose-centred situation. That means to combine
the landmark detection and the face alignment tasks, which are normally treated
separately, to provide a united framework.
For detection we use deformable structures with the same configuration of
parts called Pictorial Structures [7]. They have been extensively used in Human
Recognition tasks during the last few years [6], [8], [9], and recently they have been
successfully used also for Face Detection tasks [5], outdoing other reference methods
such as AAM or CLM, and becoming real state-of-the-art.
Pictorial Structure’s model specifies first a part for each landmark we want to
extract, second a tree structure to constraint its position within the face geometry
and third, multiple trees to model differences due the orientation. Each part
appearance is represented separately, using histogram of gradients. Theoretically
we could use any kind of feature, but they have proven to perform particularly good
for human detection and recognition tasks and to outperform other feature vectors
such as Haar wavelets, PCA-SIFT or Shape Context descriptors [10].
With Pictorial Structures, the best match comes by minimizing an energy
function that measures how well each point matches the part templates and the
deformation between the model structure and the located set of points. The
advantages of such a model are that it can be optimized easily and thanks to the
mixture of trees still captures most of the elastic deformations.
The detection block provides a set of n points corresponding to n specific
landmarks and we aim to match them to a reference configuration. We face two
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problems here; the first one is how to interpolate the image in a way that all
constraints are fulfilled and at the same time the face texture is respected, and
the second one is how to keep each individual’s identity intact. We solve the first
problem using Thin-Plate Splines [17], which express each constraint as the bending
of a metal plate. Each bending then, is modelled with a quadratic function and
interpolations are defined as translations of these functions.
If we matched every detected configuration to a reference expression, attributes
related to identity would be lost. That is because every subject would end up with
the same geometric dimensionality (same lengths, same distances between features,
etc.). We overcome this problem by taking a generic configuration of parts instead
of the detected one to perform the alignment. The generic configuration is obtained
as in [20] by averaging configurations of m subjects with almost the same expression
and pose orientation.
In this project, we train three different models, with three different configura-
tions of parts with 20, 58 and 68 landmarks respectively. We want to compare
Pictorial Structures performance depending on each configuration and to see how
alignment is accomplished regarding to those configurations, so we can learn which
combination of attributes turns out to be the best for our unified method.
1.4. Methodology and Material
This project was started with a deep study of several landmark detection
solutions, to first understand better the problem we were facing and second, to
learn the state-of-the-art current situation and what we could expect to obtain. It
followed a research of several possibilities about how to continue after the detection
block. Face alignment was chosen and few methods were studied of how it could
be accomplished to decide which combination of algorithms would perform better
when unifying both processes.
Algorithms have been implemented using Matlab® combined in the landmark
detection part with few C++ function from [5] to accelerate the computation. For
face alignment we also make use of the computer vision open library vlfeat [22].
Both C++ functions and vlfeat are open for research as long as they are properly
referenced.
During the project we make use of several face databases for training, testing
and processing. They are the GVAP Face Database [1], the BioID Face Database [2],
the IMM Face Database [3], the PubFig Database [4] and the LFPW [23]. They are
free access datasets that provided an excellent background to create and evaluate
our algorithms.
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The performance of our algorithms is tested both separately and combined.
We analyse every step of the process chain independently to learn how good every
algorithm is and to identify where and why the source errors appear. The two main
tasks, being detection and alignment, are first tested in a controlled environment
to prove if the algorithms have been successfully implemented and to decide if
the results are as expected. Once this is achieved we face them to unconstrained
situations, also known as situations in the wild. That gives us a final conception of
their potential and what can we expect from them.
1.5. Outline
This report has been divided in five separate parts. Chapter 1 provides a general
overview of the field and an introduction to the subject is presented as well as the
goals and motivation of this master thesis. Chapter 2 and Chapter 3 describe the
theoretical background and the implementation processes of the chosen methods
for Landmark Detection and Face Alignment respectively. Their performances
are analysed and some relevant examples are provided in Chapter 4. At the end,
Chapter 5 summarizes the algorithms behaviour and several conclusions are drawn.
Suggestions of future work lines are also discussed in this final chapter.
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Chapter 2
Landmark Detection
We present in this chapter our landmark detection algorithm. First, the
theoretical background is discussed to provide the reader with the knowledge
necessary to follow the rest of the chapter. We follow by explaining accurately
the detection and the training procedures, putting special attention on the feature
extraction, the dynamic search for the best match and the model optimization
processes. At the end, the reader will find a detailed explanation of our
implementation as well as the databases we use to feed our algorithms and how we
work with them. Along the chapter, some algorithms are particularly detailed using
logical language to give a precise step-by-step idea of how each stage is achieved.
We aim in this chapter to implement a detection method that successfully
achieves to deliver a set of pre-specified parts with enough level of accuracy so we
can use them in the warping process that will be discussed in Chapter 3. General
outcome, precision, success rate and false positives are expounded in Chapter 4.
2.1. Pictorial Structures
The main idea behind pictorial structures was first introduced in 1973 by Fischler
and Elschlager in [7] and consists of describing an object by a set of landmarks
connected in a specific manner. The model is given then by a collection of parts
with links between particular pairs of parts.
Pictorial structures represent an instance aspect with local part templates in one
hand, and global geometric configuration by pairs of parts in the other hand. Each
local part is defined and modelled separately, and the geometric constraint is given
by junctures between couples of local templates, often referred as springs. This
structure is quite broad since the appearance of each local landmark is completely
autonomous from other parts location as well as from the global geometric design.
If we think of a human body, its associated pictorial structure could be thought as
the skeleton with each bone being a local part [Image 2.1].
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Figure 2.1. Examples of pictorial structures [8].
The two main problems that we must face when working with this framework
are first, how to find each local template based on its appearance and second how to
learn the model in an efficient way. This entails often a great difficulty if we think of
how generic this model is. For instance, each local part can be modelled regarding
colour histogram distribution, orientation or some kind of filter response. In the
other hand, junctures between local templates can describe any kind of relative
2D relation (next to, above of, etc.) or much more complex relationships as real
body joints or machine articulations. That should give us the idea of how strong
this framework can become considering furthermore, the independence of the parts
appearance from the general design.
The way that is used to match the model to a picture is given by a minimization
energy function that computes both the cost of each part placed at a specific location
and the cost of each pair of connected landmarks. The total cost depends then, on
how well matches each part the picture at a specific location as well as how well
the connections between pairs match the deformable geometric configuration [8].
The deformation energy cost is calculated based on relative situation between two
points, which makes the system invariant and more robust to some particular image
transformations.
2.2. The Model
A pictorial structure model is given by a collection of landmarks with connections
between specific pairs of points. To define such a model we define a deformable
diagram G = (V,E) where the vertices V = {v1, ..., vn} define the n parts, and links
(vi, vj) ∈ E represent the connections between parts vi and vj . We define then a
reference object using L = (l1, ..., ln) which specifies the location of the n parts in
our case, although much more complex parameterizations are also possible as it has
been commented before. We express the best match as in [6]:
Ł∗ = arg min (
n∑
i=1
mi(li) +
∑
vi,vj∈E
di,j(li,j)) (2.1)
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Which minimizes the total energy cost of the mismatch when vi lies at location
li (first term) and how much the model is deformed when vi lies at li and vj lies at
lj (second term). Note that the minimization process does not assume any initial
parts location but makes a general decision based on both the template match cost
and the amount of deformation of the model.
The main difficulty of such a model that has kept it in the theoretical foreground
for many years is that it is tough to solve in an efficient way. Until some years
ago, due computational capability it was impossible to solve this problem within
reasonable time. Today though, several methods have been already presented that
allow near real-time configurations [5] [8] or [9]. Other complications that this
model entails are the amount of parameters that it works with and for example,
that is commonly preferable to find more than just the optimal match and to work
with several good matches in order to make the system more robust against false
positives.
As explained before, for a given image I we have a score function as follows:
Score(I, L) = App(I, L) + Shape(L) (2.2)
App(I, L) =
∑
vi∈V
wi · φ(I, li) (2.3)
Where equation 2.3 expresses the mismatch when part i’s template wi is placed
at li. We define also φ(I, li) as the result of the feature extraction at location li,
and we call it from now on the feature map. Theoretically any kind of descriptor
could be used as feature vector, but we use histogram of oriented gradients, HoG
descriptors [Image 2.2]. They have been proven to perform particularly good for
human detection and recognition tasks and to outperform way better, reducing the
false positive rate by more than an order of magnitude, than other feature vectors
such as Haar wavelets, PCA-SIFT or Shape-Context descriptors [10].
Figure 2.2. HOG feature extraction of Lena’s well-known image.
We perform an 18-dimensional HOG feature extraction similar to the one in [9]
with the following step-by-step procedure:
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Algorithm 1: HOG Feature Extraction
Data:
Image: I
Cell size: sbin
uu: {1.000, 0.939, 0.766, 0.500, 0.174,−0.174,−0.500,−0.766,−0.939}
vv: {0.000, 0.342, 0.643, 0.866, 0.985, 0.985, 0.866, 0.6428, 0.342}
Output:
HOG features: feat
1 for x := 1to size(I, 1) do
2 for y := 1to size(I, 2) do
3 Θ(x, y, :) := orientationGrad(x, y);
4 r(x, y, :) := magnitudeGrad(x, y);
5 r(x, y) := max (r(x, y, 1), r(x, y, 2), r(x, y, 3));
6 Θ(x, y) := Θ(r(x, y));
// 18 oriented channel
7 B(x, y) := discretize18(Θ(x, y, uu, vv);
8 F (x, y) := map(r(x, y), B(x, y));
9 Add F (x, y) to Cell(i, j), Cell(i+ 1, j), Cell(i, j+ 1), Cell(i+ 1, j+ 1)
10 end
11 end
12 feat := normalize(Cell);
Lines 3-4 compute the orientation Θ and magnitude r of the intensity gradient
at pixel (x, y) using basic filters [−1, 0, 1] and [−1, 0, 1]T . In the next two lines we
chose r and Θ associated to the colour channel with maximum gradient magnitude.
Function discretize18 snaps Θ(x, y) to one of the 18 possible orientations defined
by combining vectors uu and vv. We create then at line 8 a histogram of gradient
magnitudes at each pixel F (x, y) as follows:
F (x)b =
{
r(x, y) if b = B(x, y)
0 otherwise
(2.4)
Where b = [0, ..., 17] defines a value for each one of the 18 possible orientations.
Sbin represents the side length of the image cell used to compute a lower
resolution feature map (line 9) in order to reduce its size as well as to make it
invariant to small deformations. 8x8 pixel cells are typically used to compute local
histograms [11]. It has been proven though [10], that smaller sizes perform better
since large cells can erase small necessary details, so we go with 4x4 pixel cells.
It has also been shown that performance is better if each pixel contributes to the
neighbouring cells using linear interpolation rather than just its own cell.
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Line 12 computes the final feature map feat as the output of the normalization
function. As in many other edge-detection processes, it us useful to normalize the
feature responses to make it more invariant to illumination changes. Normalization
is achieved by averaging the energy of each cell within a bigger region called "block"
as showed next:
feat(x, y) = (‖C(i, j)‖2+‖C(i+δ, j)‖2+‖C(i, j+γ)‖2+‖C(i+δ, j+γ)‖2)1/2 (2.5)
Where δ, γ = {−1, 1} make the normalization take four cells per block. Feature
vector feat is the final output for a given point (x, y).
After defining both the part filter and the feature map, linear filtering is used
to compute the score at a given point (x, y) as the dot product of the feature map
φ with the filter w: ∑
x′,y′
w(x′, y′) · φ(x+ x′, y + y′) (2.6)
But defining a score for every point in the image is not enough. Our search
needs to deal with instances at every location, but also of different sizes, which
makes necessary to perform several searches with different scaling factors. This is
carried out by creating, within a specified range, a feature pyramid with different
feature maps at different scales [Image 2.3]. We can see in the image how as the
resolution increases part templates are more accurate and they attempt to find more
detailed features. In the other hand, low-resolution templates aim for more general
instances. The scale factor for each level is decided by the number of intervals inside
every octave, that is, an image computed at half resolution than the previous one.
Typical values of the number of levels per octave go from 5 to 10 [5] [9], although
once again we must face a compromise, since small values might still keep a good
performance while lowering the computational cost of the detection task.
Figure 2.3. Typical pyramid configuration for a human recognition task [9].
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The simplified Algorithm 2 shows the main steps that we follow to build the
feature pyramid from a given image I. The main constraints are taken from the
model such as the number of steps inside each octave interval or the feature cell
size sbin. The scaling factor sc is computed directly from the interval (line 2) and
the maximum scaling factor represents how much we can resize an image before it
becomes too small to compute the feature extraction (line 3).
Algorithm 2: Feature pyramid creation
Data:
Image: I
Model: model
Output:
Feature pyramid: pyra
1 get sbin, interval from model;
2 compute scaling factor as sc;
3 compute maximum scaling factor as max_scale;
4 for i := 1to interval do
5 scaled := resize(I, sci−1);
6 pyra(i) := features(scaled, sbin);
7 for j := i+ interval step interval to max_scale do
8 scaled := reduce(I);
9 pyra(j) := features(scaled, sbin);
10 end
11 end
Lines 4-11 compute features at each level for all the levels within the scaling
range by using the function features, which is basically Algorithm 1. As the
output we get pyra that has two separate attributes: pyra.feat(i) being the i-th
level of the feature pyramid and pyra.scale(i) being the scaling factor used for the
i-th level. As stated before, pyra.feat(i+ interval) is computed at exactly half the
resolution of pyra.feat(i).
From Equation 2.2 we have explained accurately what App(I, L) consists of and
how it is computed. We focus now on the second term of the equation and define
Shape(L) as:
Shape(L) =
∑
i,j∈E
ai,jdx
2 + bi,jdx+ ci,jdy2 + di,jdy (2.7)
Where dx = xi−xj and dy = yi−yj are the differences between location of part
i and part j. Each step of the summation represents one juncture between parts of
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the pictorial structure and restricts the search of possible candidates. Hence, only
nearby positions that don’t deform significantly the geometric design will score
sufficiently well as to be taken into account. Parameters a, b, c and d weight the
different links firmness and relative spatial deviations.
To improve the computational efficiency, Equation 2.7 is often rewritten with
matrix algebra [5]:
Shape(L) = −(L− µ)T · Λ · L− µ (2.8)
Being µ and Λ computed from shape parameters a, b, c and d. This function
will then score better as the location vector L is closer to the model shape µ. Each
Λ’s eigenvector stands for a different geometrical deformation and it is easy to
prove that the best solutions will come for eigenvectors associated with the smallest
eigenvalues [5].
2.3. Multiple Viewpoint Structure
The enormous range of possible acceptable model deformations that have to be
allowed to match all different kinds of faces and expressions has historically lead to
configurations difficult to optimize and with a limited head-pose span. To deal with
these problems, a discriminatively trained viewpoint model has been suggested as
a solution [9], since dynamic processing can be used to optimize them and because
they are capable of much wider head pose ranges.
For such a mixture model, we define V = [V1, ..., Vm], where Vi represents the
exact model for the i-th viewpoint. Matching algorithms thus, look as follows:
Score(I, L,m) = App(I, L,m) + Shape(L,m) + α(m) (2.9)
With:
App(I, L,m) =
∑
vi∈Vm
wi
m · φ(I, li) (2.10)
Shape(L) =
∑
i,j∈E
ai,jdx
2 + bi,jdx+ ci,jdy2 + di,jdy (2.11)
From where we can see how now both, the appearance templates wi and the
spatial constraints a, b, c and d depend on the viewpoint. Some part templates
though, do not change much between close (e.g. 45 ◦ to 60 ◦) or opposite viewpoints
(e.g. ±30 ◦) so the same template can be used in one/several models. We are
presented with a situation with which we can go from a complete "sharing" of parts,
that is, m = 1, to a entirely independent system where m is equal to the total
number of viewpoints and no parts are reused. The compromise is then to decide
how much sharing should we introduce that still keeps the performance within
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acceptable limits compared to the entirely non-sharing structure. It has to be kept
in mind that the more templates we use the slower our system will perform, so it is
always preferable to use as much sharing as possible.
Experimental results from [5] show how the computational cost is directly
proportional to the number of templates, having a detection time respond of 40 sec
with a 15 viewpoint independent system (around 1000 templates) and a respond 10
times smaller for a "full-sharing" system with same templates within all viewpoints
(99 templates). Needless to say that for a real application a 40 sec respond can
become a real blocker and the need to diminish it becomes vital.
2.4. Matching Algorithms
So, when trying to find the best match we will have in one hand, feature
extractions of image I at different locations with different resolutions, and in the
other hand a set of part templates also computed with different amount of detail.
We compare then, each feature extraction with its associated part templates and
adding the amount of deformation we obtain an overall score. If the score is at this
point less than a predefined threshold, "detection" will occur and the algorithm will
output the location of all the landmarks.
But it is only possible to compute this set of steps in an efficient way under one
restriction. Our deformable structure has to be defined without any loop, that is,
we need to work with an acyclic structure (with the form of a tree) [Image 2.4].
Figure 2.4. Example of a tree structure.
Taking advantage of this structure, we use dynamic programming to find the
set of points li that minimizes Equation 2.1. Having G = (V,E) as the deformable
model, we define vr as the root vertex (making no difference which specific vertex is
chosen as a root). Then, every other vertex vi has an associated distance di defined
as the number of steps from it to vr. The children ci of a specific vertex vi are then
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(if there is any), those adjacent vertices with distance (di + 1). Note that every
vertex, except for the root, has a unique parent.
Looking at the image, it becomes clear that the best location of those vertices
with no children vj (leaves of the tree) depends only on the location of its parent.
That is, to compute vj ’s score, only the vertex (vi, vj) has to be taken into account.
The score of vj as a function of li is given then by:
Bj(li) = min
lj
(
mj(lj) + di,j(li, lj)
)
(2.12)
Knowing those initial child scores, we can begin to climb along the tree
branches. We define the intermediate scores as function of their parent’s score
as in Equation 2.12 with:
Bj(li) = min
lj
(
mj(lj) + di,j(li, lj) +
∑
vc∈cj
Bc(lj)
)
(2.13)
Progressively scaling, we finally arrive to the root vertex, which if every child’s
score is known, has its best location expressed as follows:
Lr
∗ = arg min
lr
(
mr(lr) +
∑
vc∈cr
Bc(lj)
)
(2.14)
At this point, we have the best location for the root vertex, so we can calculate
the best location L* for all the other vertices by scaling down to the vertices with
distance equal to zero, since each single best location is function of its parents
locations, which starting from the root, are now known.
We show in Algorithm 3 how we perform the search. We begin building the
feature pyramid pyra from the image by performing Algorithm 2 explained in
previous sections. With this and part templates filters extracted from the model we
perform a search over all mixtures comp and at every resolution level. The search
starts by computing the score of each part along the image with score_part.
That gives us a first approach of how likely each part lies at each point. Then
starting with those parts with maximum distance (vertices with no children) we go
through the tree passing messages from children to parents with parent_message
(Equations 2.12 to 2.14) until we reach the root vertex and we obtain global scores
for the whole pictorial structure (score + bias). At this point we consider the search
successful if this final value scores higher than the model threshold (line 12). Note
that theoretically, many instances can be found simultaneously. If we surpass the
threshold at least one, we get each part exact coordinates by tracking back from
the root to the leaves the rest of the points with function backtrack (line 15).
Every successful search gives us new information that we use to improve our
model (function optimize). That means that the more detections we perform
the more information our model will be based on (as long as we perform correct
detections). In practice, this means that even if we start with a high threshold to
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Algorithm 3: Best match search
Data:
Image: I
Model: model
Output:
Detected features: boxes
Updated model: model
1 pyra := feat_pyramid(I,model);
2 filters := extract_filters(model);
3 for comp := 1 to num_comps do
4 for levels := 1 to num_levels do
5 for part := 1 to num_parts do
6 score(part) := score_part(pyra(level), filters);
7 end
8 for part := num_parts to 2 do
9 score(part.parent) := parent_message(part, part.parent);
10 end
11 score(1) := score(1) + bias(comp);
12 boxes(1) := find(score(1) >= model.threshold);
13 if boxes(1) then
14 for part := 2 to num_parts do
15 boxes(part) := backtrack(part, boxes(part.parent));
16 end
17 model := optimize(model);
18 end
19 end
20 end
avoid false positives, we could progressively lower it to improve the detection rate,
since our model will be with time more robust as well as more accurate and precise.
2.5. Learning Model Parameters
As many other trained models, ours requires a fully supervised process, which
uses a set of training images. In this case we are provided with a collection of
positive examples together with associated landmarks and mixtures In, Ln,mn as
well as with negative examples with no regions of interest In.
The first goal is to estimate the deformable configuration of each viewpoint Em.
As explained in previous sections, tree structures are commonly used in human
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recognition because they allow a more efficient computation, but also because they
easily fit with human anatomy. When it comes to faces though, this analogy is not
so clear, so the algorithm described in [13] is used to find the most optimal tree
configuration for each set of landmarks that describe a face at each mixture. This
method aims for trees with minimum total length or in other words for trees with
maximum total branch weight [Image 2.5]. Since no special work has been made
in this thesis other than to adapt existing configurations to our specific landmark
distributions, we only provide in this report the resulting diagrams obtained with
this algorithm and we encourage the reader to check the literature if more detailed
information is desired.
Figure 2.5. 68-landmark tree structure with its associated filter responses.
The second goal in this specific scenario is to learn the part templates w,
the geometric constraints (a, b, c, d) and mixture biases α. Note that the scoring
Equation 2.9 is linear regarding those parameters. We follow here a similar method
as the ones presented in [5] or [8] in which if all these parameters are concatenated
into a single vector β and the latent values noted as z = {Ln,mn}, the scoring
function can be expressed as follows:
S(I, z) = β · Φ(I, z) (2.15)
Our model uses a classifier called Latent SVM or LSVM. SVM stands for Support
Vector Machine and it is a well-known kind of learning model used in pattern
recognition. We don’t provide here an explanation of this classifier since we assume
the reader to be familiar with it already, but if that is not the case, it is extensively
discussed in [14]. Latent refers to the inferred nature of the variables used to learn
the model. That is, variables that are not directly observed and come from a
mathematical transformation.
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The LSVM classifier is learned as a solution of the following optimization
problem:
arg min
β,ξn≥0
1
2β · β + C
∑
n
ξn (2.16)
with: ξn = max (1− sign(In), βTLn, 0) (2.17)
s.t. ∀n ∈ pos, β · Φ(In, zn) ≥ 1− ξn (2.18)
∀n ∈ neg, ∀z β · Φ(In, zn) ≤ −1 + ξn (2.19)
∀k ∈ K, βk ≤ 0 (2.20)
The constraints above assign a binary label for each instance by thresholding
the score function. In one hand, the positive examples should score higher than
1 (Equation 2.18). In the other hand, negative examples should score less than
-1 (Equation 2.19). The loss function term ξn penalizes whenever the constraints
are being violated and C controls the weight of the regularization term (it actually
can be set differently for negative and positive examples). K groups the quadratic
geometric constraints a and c and defining them negative assures that the shape
matric Λ becomes positive semi-definite.
LSVM leads typically to a non-convex optimization process. In our case though,
since the set of possible latent values for each example is constrained to 1, in the
meaning that each image has attached only one group of landmarks, the score
function Equation 2.16 is linear and the training problem becomes then convex [9].
Due this particularity, we call it from now on linear SVM (still LSVM) or Structured
SVM. There are some methods within the literature to solve this particular SVM,
such as the cutting plane solver in [16] or the gradient descent solver with data-
mining in [9]. In this project but, we followed the dual coordinate descent algorithm
proposed in [15], which is more efficient and converges faster to an accurate solution
than other state-of-the-art methods.
2.6. Databases and Implementation
Implementation is shared out in two main blocks. In the first one, we train
our model from a proper-labelled database. Each database we use has a different
configuration associated, which will affect directly in the number of landmarks and
pose orientations the model will be able to collect. In the second block, we focus on
how to perform the search for the best match/matches based on Equation 2.1. All
scripts and algorithms have been implemented in Matlab or C++. Matlab provides
a great degree of freedom and an amazing amount of self-defined functionalities
while C++ increases efficiency and optimizes memory usage.
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As the root of our system we work with the code from [5] kindly provided by
X. Zhu and D. Ramanan on the project’s website. It has been extremely useful
due its efficient implementation in C++ of the HOG feature extraction and of the
Equation 2.6, which computes the score at a given coordinate and it is achieved
as the convolution of the feature map at that exact point with the corresponding
filter. We modified the Matlab code then so it would follow any of the possible
models we generate. That is, the dynamic search that goes through the structure
will adapt itself to any configuration of parts with any number of viewpoints we
give as a reference. That gives us the possibility to work with different models and
compare their performances, which will be extremely useful to face Chapter 3.
As mentioned before, the learning process needs a set of labelled images to train
the model. Each image in the dataset has associated a collection of annotations
that must be the same in all positive examples, while negative examples are not
annotated. Many already labelled face databases are available online for free. Their
annotations will directly define the model’s configuration. If we use an unlabelled
dataset instead we can decide the configuration, although it requires a manual
annotation process, which is extremely time consuming. We use in this project
both kinds of databases. They are described below.
2.6.1. BioID Face Database
From the biometrics company BioID, we take the well-known BioID Face
Database [2]. It consists of around 1500 face images, each one of them with 20
landmarks specified [Image 2.6]. It only contains frontal faces, so it can’t be used
to create a multiple viewpoint structure. It borders the main features: eyebrows,
eyes, nose, mouth and chin. To delimit the face region, two extra points are located
at the temples.
Figure 2.6. 20-landmark annotated image from BioID Face Database.
With this configuration of parts, we build the next tree structure. It follows the
restrictions stated in Section 2.4 of an acyclic structure.
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Figure 2.7. Tree-structure #1.
Note that every part, with more or less steps, hangs from point #15 (centre of
the nose), which becomes the root of the tree. The dependences are represented
in the image as arrows pointing each point’s parent. Following arrows we see how
eyebrows hang from eyes and eyes from the nose, which is the central feature. Points
#9, #14 and #20 hang from the mouth, which hangs as well from the nose. As
for a search, it will start on points #3, #4, #6, #7, #9, #14, #16 and #17 since
those are the points with no children.
We use from BioID 300 images to train the model and 300 images to test it.
Other detection algorithms require larger training datasets. This method though,
has been proven to achieve good results with a much smaller number of training
examples.
2.6.2. IMM Face Database
This second dataset is provided by Thecnical Univeristy of Denmark and it is
also a widely well-know developing face database. It consists of 240 face images of
different subjects with different pose orientations (-30 ◦Â°, 0 ◦, 30 ◦). Each image
has 58 landmarks associated [Image 2.8]. It will come out as a model with three
different structures at each different pose orientation.
This landmark structure contains substantially more points than the previous
one. Some features such as the eyebrows, eyes or mouth are now accurately
surrounded instead of just delimited as before. The jaw contains here also much
more points, which makes the global shape of the face more clear.
Image 2.9 shows the tree structure we built with these annotations. For this
configuration the root feature is also the nose (as for most of the face tree structures)
being point #53 the centre of the tree from which the rest of the parts hang. The
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Figure 2.8. 58-landmark annotated images from IMM Face Database.
feature hierarchy is the same as in the Structure #1, being the mouth and eyes
hanging from the nose, and the jaw and eyebrows hanging from the mouth and eyes
respectively. The dynamic search will begin on points #1, #13, #21, #29, #30,
#35, #40 and #47 for they are the points with no children.
Figure 2.9. Tree Structure #2.
Due the size of the IMM Face Database, we can only use 25 images to train the
side viewpoints and 80 to train the frontal viewpoint. To test we use 20 images for
the ±30 ◦ models and 70 for the 0 ◦ model. A priori, these numbers would seem
slightly short but we considered interesting to test the behaviour with such a small
training.
2.6.3. GVAP Face Database
GVAP Face Database [1] comes from Polytechnic University of Catalonia.
Researchers do not commonly use it since it is not really known outside this
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university and it does not have annotations. We considered interesting to at least
annotate one database to get familiar with the process and to decide exactly how
we wanted the model structure to be. We annotated each image as shown in the
following image.
Figure 2.10. 68-landmark annotated image from GVAP Face Database.
We increased the number of points respect to the second model to introduce two
basic differences. In the first one we annotated the inner side of the lips. We wanted
those annotations so we would be able to close open moths during the alignment
process. The second difference is that the jaw annotations are here considerably
higher than in the other configurations. That was also made it to facilitate the
alignment of side-oriented faces. The final tree structure is as follows.
Figure 2.11. Tree structure #3.
The feature hierarchy is exactly the same as the one of structure #2. The root
of the tree is point #34 and parts with no children are points #1, #17, #22, #23,
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Figure 2.12. Mouth region of structure #3..
#32, #36, #42, #47, #49 and from points #60 to #65, so the search will start
from them.
Due time restrictions we only annotated frontal view images, so our model only
will have one viewpoint (0 ◦). It is not expected then to handle as many pose
orientations as Structure #2, but it could easily be extended by annotating side-
oriented images, which the database provides, and creating then structures for those
orientations. 100 images are used to train the model and 100 to test it.
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Chapter 3
Face Alignment
Our alignment process basically aims to remove from faces those features that
tend to change with the environment while conserving those that designate identity.
This would mean to remove attributes such as pose orientation, illumination or
expression still keeping unaltered other characteristics like the distance between the
eyes, the nose length or any other that indicates uniqueness. This is not what every
warping process always aims for. Sometimes as shown in Image 3.1 a different kind
of transformation is intended. However, during this chapter we will assume the
intentions expressed in this paragraph every time we refer to alignment or warping.
Figure 3.1. Example of a playful face warping.
We present in this chapter an identity preserving face alignment process based
on the configuration of parts we detect in Chapter 2 to bring each face to a neutral
expression with frontal-pose configuration. In one side we will have a distribution of
landmarks representing each image we want to align while in the other side we will
have a reference set of points corresponding to our desired configuration to which
we aim our current image to approach.
To achieve our goal we have to face two main problems. The first one is how to
modify face’s appearance preserving textures and edges. This problem requires the
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definition of smooth interpolations that respect both the alignment constraints and
the basic human face anatomy. The second of the problems is how to assure that the
identity of the person is not lost during the process. We overcome the first one by
warping the image using thin-plate splines and the second by using a face dataset
with a constrained number of individuals to transform the initial distribution of
landmarks into what is called the "reference configuration".
We provide in this Chapter the algebra behind the method as well as an accurate
description of how has it been implemented. We also explain how the outcome is
to be expected, giving examples of successful and erroneous alignment results.
3.1. Thin-plate Splines
Splines are a wide used polynomial function piecewise defined with smooth
transitions between the different parts [Image 3.2]. It is commonly used in
interpolation problems, since it requires only low degree polynomials to achieve
the same results as other interpolation methods with higher degree polynomials
that yield to oscillations in the transition nodes.
Figure 3.2. Bézier curves are an example of splines.
The concept thin-plate spline refers to the bending of an imaginary sheet of
steel, which is used to interpolate surfaces over sparse point constraints. The use
of thin-plate splines to align an image can be seen as minimizing a bending energy
function that transforms an image along a set of fixed landmarks. The spline is then
the superposition of eigenvectors of the bending energy matrix over the thin-plate,
which is completely flat and has no bending energy at all [18].
To solve the thin-plate algorithm, we minimize the following bending energy:
∫∫ ((
δ2z
δx2
)2
+2
(
δ2z
δxδy
)2
+
(
δ2z
δy2
)2)
dxdy (3.1)
At the base of this method we work with the kernel function z(x, y) to emulate
the bending deformation at each given point (x, y), defined as:
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z(x, y) = −U(r) = −r2 log r2 (3.2)
Where r = sqrt(x2 + y2) represents the distance to the origin of coordinates.
It only incorporates the minus sign to facilitate its visualization [Image 3.3]. The
function has a zero at the origin (0, 0, 0) as well as at the circle of radius 1. The
maximum comes at the circle of radius 1/sqrt[e] ∼ 0.607. Function U is also referred
often as the fundamental solution to the biharmonic equation ∆2 · U = 0, which is
the function of the thin-plate lifted by z(x, y) above the z = 0 plane.
Figure 3.3. Circular fragment of z(x, y).
Equation 3.3 shows that function U , when combined with the biharmonic
equation, is proportional to a Dirac delta function (zero everywhere except at the
origin).
∆2 · U =
(
δ2
δx2
+ δ
2
δy2
)2
U ∝ δ0,0 (3.3)
Now let’s imagine an infinite thin-plate of steel that has been bent at four
fixed points: (0,±1) and (±1, 0). The bending at each point is represented in the
mathematical model shown in the next image.
Figure 3.4. Thin-plate with some constraints [17].
27
We can express the model above as a superposition of scaled U functions
(equation 3.4). Logically, the summation will have as many terms as constraint
nodes.
z(x, y) = U
(√
x2 + (y − 1)2
)
− U
(√
(x+ 1)2 + y2
)
+
+ U
(√
x2 + (y + 1)2
)
− U
(√
(x− 1)2 + y2
)
=
= ∑4k=1 (−1)kU(|(x, y)−Dk|)
(3.4)
The vector D stores the coordinates of the points where the surface has been
bent and the sign between the summation terms represent the amount of bending
applied. At points (0,±1) is +1 and at (±1, 0) is −1. There are a few assumptions
we need to make to consider that Equation 2.4 represents accurately the model in
Image 3.3, and although we won’t go much into detail, it is good to at least list
them to understand why the alignment might lead sometimes to inaccurate results.
The first of them is that the displacements cannot be large. That is because when
under slight bending, the energy function of the bending is proportional to the
biharmonic equation and thus z(x, y), as its fundamental solution, will minimize the
difference and will give us a really similar result. Other assumptions this idealization
entails but that we don’t need to care about are, the zero energy cost for in-plane
deformations and the absence of gravity [17].
Image 3.4 showed how a thin-plate looks after a few orthogonal displacements.
We continue from here by notating that these displacements do not necessarily need
to be orthogonal, but they also can occur on the same xy plane as shown in the
following picture.
Figure 3.5. Example of a displacement on the xy plane.
Note that the z’s axis is not shown anymore and thus, in the thin-plate analogy,
the deformation are now harder to picture. From the image we can deduce also,
that the splines become now something different because instead of a 3D bending
displacements, we will use them as interpolation functions. The arithmetic behind
those changes although, it still remains the same, as we show next.
(x, y)→ (x′, y′) = (x, y + z(x, y)) (3.5)
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Where z(x, y) is the same as for the 3D case seen previously, but instead of
performing a R2 → R3 displacement, we perform now a R2 → R2 transformation,
still minimizing the bending energy function that those transformations would have
had in a R3 space.
3.2. Multiple Landmark Interpolation
Image 3.3 showed a thin-plate with four nodes constrained at certain heights.
It might be easy to picture from that, a much more complex distribution of
points, each one of them constraining the sheet at different location with different
amount of strength. To describe the whole structure, we are still able to use a
linear combination of terms r2 log r2 [Image 3.2], each one of them centred at
each corresponding point. The idea of using the thin-plate structures to solve
interpolation problems was first introduced in 1976 by J. Duchon in [19]. We present
next the algebra behind this method.
Let’s describe a set of n coplanar points P1 = (x1, y1), P2 = (x2, y2), ..., Pn =
(xn, yn) and ri.j = |Pi−Pj | as the distance between points Pi and Pj . We use them
to define the following matrices:
P =

1 x1 y1
1 x2 y2
· · · · · · · · ·
1 xn yn
 (3.6)
K =

0 U(r1,2) · · · U(r1,n)
U(r2,1) 0 · · · U(r2,n)
· · · · · · · · · U(ri,j)
U(rn,1) U(rn,2) · · · 0
 (3.7)
L =
[
K P
P T 0
]
(3.8)
Where P has a size of 3 x n, K of n x n and L of (n+ 3) x (n+ 3). P T defines
the transpose matrix of P and matrix 0 is a 3 x 3 zeros matrix. We aim for a
function f that defines the whole surface of the new image after the n interpolation
processes. But we need first to define some extra instances such an arbitrary n-
vector V = (v1, ..., vn), which could be a random vector but that we will use to store
the coordinates of the set of landmarks that will fix the final modified image. We
take V to write the column vector Y = (V | 0 0 0)T . We resolve then Equation 3.9
to find W = (w1, ..., wn) and the coefficients a1, ax and ay.
L−1Y = (W | a1 ax ay)T (3.9)
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Once we have the a coefficients and matrix W , we define function f as follows:
f(x, y) = a1 + axx+ ayy +
n∑
k=1
wkU(|Pk − (x, y)|) (3.10)
Function f , as the final spline, has some particularities that make it special to
our purpose and that are good to state here.
1. f(x, y) = vi, ∀i
2. Function f still minimizes Equation 3.1, rewritten as:
If =
∫∫ ((
δ2f
δx2
)2
+2
(
δ2f
δxδy
)2
+
(
δ2f
δy2
)2)
dxdy (3.11)
3. If is proportional to:
WKW T = V (L−1n KL−1n )V T (3.12)
Which will be zero when all the components of W are also zero and will result
into a flat surface, with:
f(x, y) = a1 + ax + ay (3.13)
For our current configuration, having (xi, yi) as landmarks of our initial image
I, we define the n x 2 matrix V as:
L =
[
x′1 x′2 · · · x′n
y′1 y′2 · · · y′n
]
(3.14)
Where each coordinate (x′i, y′i) is the new location of landmark (xi, yi) in the new
modified image I ′. To achieve both dimensions we need first to apply L−1 to the
first row of V to get the x-coordinate and to the second row to get the y-coordinate.
The final spline mapping is given then by:
f(x, y) =
[
fx(x, y), fy(x, y)
]
(3.15)
Note that due the scalar nature of the result of minimizing the energy function,
the result of f(x, y) will be invariant to translation and rotation for any set of given
landmarks.
3.3. Identity-preserving Alignment
In the previous sections we explain the algebra behind the alignment process
and how we can create a new image modifying the position of n landmarks. In our
specific scenario, that means to modify the position of the n landmarks obtained
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in the detection process explained in Chapter 3 [Image 3.6] and locate them into
pre-defined reference positions. By using thin-plate splines to do it, we assure a
correct interpolation all along the face that will lead into smooth transitions on the
regions where points have no specific constraint, but they need nonetheless to be
moved to fulfil the restrictions of the new configuration.
Figure 3.6. Example of landmark distribution after the detection process.
As mentioned before, our alignment process aims to remove differences between
faces with different pose orientation as well as facial expression but keeping at the
same time its particular identity. That means that we want to bring every face to
the same frontal face with neutral expression configuration, not giving up at the
same time they special attributes such as the jaw shape or nose lenght. We follow
here a novel methodology to set a reference set of landmarks for identity preserving
alignment introduced by T. Berg and P.N. Belhumeur in [20].
The main difference between our implementation and theirs is that they
use a piecewise affine warp to align the image, which consists of taking the
Delaunay triangulation of each set of points (detected and reference landmarks)
and performing an affine transformation from triangles in the input image to their
homologous triangles in the reference image. The authors claim this method to be
widely used in other alignment methods, but we strongly think it yields to erratic
final results and it fails creating accurate interpolations between different triangles,
which originates sometimes, abrupt transitions.
Figure 3.7. Example of an affine transformation alignment.
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In the image, we see at the left side, the reference image. In the middle the
input and at the right side we see the alignment outcome. We can appreciate that
the warped image, although it successfully brings the original image into a frontal
pose, it introduces a certain level of disfiguration.
Two main source errors can be distinguished in this procedure. The first one is
related to the black lines on the left side of the face. They appear because the left
side of the original image is thinner and has much more occlusions than the reference
image. This makes that some triangles end up interpolating information that does
not belong to the face (such as background or clothing). The second habitual
mistake can be seen in the nose region, and appears when there is a mismatch
between triangles that are supposed to cover the same region of the face but that for
some reason they are located elsewhere. Normally that happens either because of a
problem in the detection process that delivers landmark locations with a certain level
of inaccuracy, or because slightly differences in the landmark configuration produces
different Delaunay triangulations, which introduces a great amount of uncorrelated
data on the regions where different triangles overlap. We have observed both cases
pretty frequently.
Our implementation of the affine transformation warp method, due the problems
stated in the previous paragraph, gave us less than 30% of decent alignments, having
special difficulty to align regions with high density of landmarks that hardly create
the same triangulation in both, the original and the reference images. Those are the
reasons why we refused to use affine transformations and that brought us to search
for another methodology that could overcome the problems the original method in
[20] carries.
But once we assure a good alignment process by using thin-plate splines, we
still need to create an identity-preserving transformation. Identity is lost when the
reference set of points does not vary between different subjects anonymizing its
particularities. If we align everyone to the same configuration, we will end up with
results where everyone will have the same mouth length, nose width, etc. To solve
this problem we need to transform somehow the detected set of landmarks into a
generic configuration before we begin with the alignment.
To do so, we need to work with a reference database that contains an extensive
collection of face images of a number n of different subjects. We will have then
n reference subjects, each one of them with a number mn of images of their faces
at different scales and with different expression and pose orientation. Once we
have the dataset available, we need to run our landmark detection algorithm on all
the images, so we have the specific landmark configuration for each image of each
subject. To find the generic configuration for each new image, we go through the
next steps:
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1. Run the detector to get the landmarks of the incoming image.
2. Find the image with closest configuration of parts for each one of the subjects
in the reference database.
3. Average all configurations found in step 2 to create the generic configuration.
At the first step, we extract landmark locations by using our detector. We follow
by finding for each subject, the closest configuration of parts to the one found for
the image in step 1. That will give us n configurations almost identical to the one
of the image we want to align. On the third step we average those n configuration
get the generic configuration. Image 3.8 shows a diagram of how this procedure is
carried out.
Figure 3.8. Diagram of how the generic configuration is obtained.
We use the generic configuration to align the image, that is, we use it to match
the reference set of landmarks instead of using the originally detected points. That
is what will preserve each individual identity, because the generic configuration is
ideally the part configuration of a person with average features. That means that
a large-mouth person would loose its particularity if we took their mouth corners
landmarks as they come. But taking the generic locations, which are placed more
inside, will still keep the mouth bigger than what the reference points establish.
And the same happens for the rest of face features.
3.4. Implementation
As seen in previous sections, the alignment process consists of two main steps.
First, we need to assure an identity preserving process by creating for each given
image its generic configuration. Second, we want to bring every face to a standard
expression and we achieve this by using thin-plate splines to match the generic
configuration of the image to a standard distribution that corresponds to a neutral
face-centred expression.
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Figure 3.9. Set of images from PubFig face database.
To accomplish the first step we need a reference dataset. We use the development
set from the University of Columbia face database PubFig [4]. It consists of URLs
that contain images of 60 individuals. Each URL has attached four coordinates
that specify the precise region where the face is located. A total of 16.336 URLs are
provided. Due copyright issues, the images can’t be delivered directly, so we have
to create a script that systematically access each URL and download each image at
the exact specified coordinates.
The first problem we found when we started working with PubFig was that many
URLs are no longer available, either because the site is already down or because
its name has changed. Either way, we were only capable of correctly access and
download 11.186 images. Once we got them though, we realized that for most of
images, coordinates specified the inner part of the face (eyes, nose and mouth) rather
than the whole view (inner part plus forehead, ears and jaw). That made most of
the images useless to our purpose, so we had to modify the coordinates so we would
take a bigger region. Regions sizes were really different depending on the image
source and on the face size regarding the whole picture, but we observed that by
adding 30 pixels in both axes we were able, for most cases, to include the entire face
shape [Image 3.10]. Note that cropped faces will damage our system performance,
since the detector will fail to detect all the landmarks and consequently they won’t
contribute correctly to the alignment process.
Figure 3.10. Result of adding a 15 pixels frame to one of the PubFig images.
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Once we stored the resized images we still detected a great number of useless
pictures. In one hand, we had pictures that didn’t contain a face. That is probably
because the URL content changed since they published it in the database site.
In the other hand, we observed a great number of duplicated images, which were
either exactly the same or they were digital modifications of the same original
(scaled, filtered or cropped images). We removed the first group of undesired images
manually by going through them one by one and deleting those with no faces. To
clean the dataset from the second group, we generated a script that compared all the
images of each individual and automatically erased those with extreme similarity.
As a similarity measure we computed the cross correlation between each pair of
images inside each subject set. We compared then the correlation coefficient with a
predefined threshold. Coefficients above it were considered to belong to duplicated
images and thus, one of the images was directly removed from the dataset.
During the cleaning process we removed around 2300, so a total of 8883 images
ended up conforming our reference dataset. That means that in average we had
148 images of each one of the 60 subjects, and even though we can’t assure that
any problematic pictured remained in the database, they were mostly cleared. At
this point, we were ready to go and we created the algorithm to compute generic
configurations as follows:
Algorithm 4: Creating generic configurations
Data:
Initial configuration: ann
Database: PubF ig
Output:
Generic configuraiton: ann′
1 ann := normalize(ann);
2 for subject := 1 to length(PubF ig) do
3 cAnn(subject) := findClosest(ann, subject, PubF ig);
4 end
5 ann′ := mean(cAnn);
Algorithm 4 implements the diagram shown in Image 3.8, which has been already
explained, so we will just comment here the function normalize from line 1. To
normalize the coordinates is necessary to make the algorithm invariant to images
size as well as faces size and position. It basically crops the image by the top and
left until we reach annotations minimum x and y values and transform then pixels
to normalized [0, 1] coordinates. It only will reach 1 at coordinates containing value
max (xmax − xmin, ymax − ymin). FindClosest finds for each subject the closest
configuration to the initial configuration ann and stores it to cAnn, which has after
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the iteration the 60 selected configurations. We create the final generic configuration
ann′ at line 6 by averaging all values stored in cAnn.
As the last step before the alignment itself, we still have to decide which
coordinates we will use as reference. We aim to bring each face to a neutral centred-
pose expression. Since all faces will match this distribution we need a configuration
that not only defines the desired expression but that also expresses an average face
with average attributes. Keeping this in mind, we chose a face [Image 3.11] created
as the result of a study from University of Regensbrug in which they tried to create
the human average face [21].
Figure 3.11. Average male face made of 32 male faces.
From the image above we created reference configurations for the three landmark
distributions that we generate in Chapter 2. We created them annotating each
landmark location manually according to each model structure. Thus, we will have
separated distributions for configurations with different number of parts located at
different positions. Final reference configurations are shown the following image.
Figure 3.12. Reference configuration for 20, 58 and 68 landmark structures.
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Finally, once we generated successfully the reference and generic configurations,
we can proceed to align the image. We use for that purpose the Open and Portable
Library of Computer Vision Algorithms - vlfeat [22], which has an implementation
of the thin-plate splines methodology exposed in previous sections. Using vlfeat we
created the following algorithm to align images:
Algorithm 5: Face Alignment
Data:
Initial image: I
Generic configuration: ann
Reference configuration: annRef
Output:
Warped image: I ′
1 (x1, x2) := grid(I);
2 phi := vl_tps(I);
3 (xp1, xp2) := vl_wtps(phi, annRef);
4 for x := 1 to length(size(I, 1)) do
5 for y := 1 to length(size(I, 2)) do
6 I ′(x, y) = I(xp1(x, y), xp2(x, y));
7 end
8 end
The algorithm above starts by creating two matrices x1 and x2 that contain the
vertical and horizontal indices of image I rather than the values of those indices. In
lines 2 and 3 we use vlfeat functions vl_tps and vl_wtps. The first one creates the
basis of the thin-plate splines at coordinates specified by annRef , which is the vector
containing the reference locations where we want to position our detected points.
One different spline is used for every reference landmark, so matrix phi contains the
basis of each spline and has size numLandmarks x imWidth x imHeight. Function
vl_wtps takes basis from phi to compute thin-plate splines specified by the generic
configuration of parts ann. Matrices xp1 and xp2 correspond to the horizontal and
vertical indices of the modified configuration. Therefore, to finish the alignment
process we just need to resample initial image I with the new indices to create the
output image I ′ with the new warped configuration.
Image 3.13 shows the result of aligning using thin-plate splines, bringing
successfully a face with a certain degree in pose orientation to a frontal view. Note
that interpolation is correctly achieved on the regions where there are landmarks,
but not outside. We also can’t compensate for occluded parts in the original image
and they will not be shown in the restored final image. Those are however, sacrifices
we had to make and that we already foresaw.
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Figure 3.13. Reference image, initial image and warped image.
Figure 3.14. Correspondences between warped and reference images.
From the images above we can already deduce that the number of landmarks will
affect significantly on the alignment quality. To begin with, the more complex our
configuration of parts is the more detailed the warping can be. For example, if we
work with landmarks just around the eyes, we will just be able to compensate their
shape, but if we also have landmarks surrounding the iris, we will also compensate
for sight direction. And that goes for every other feature.
But having a large number of parts can also play against us, because it increases
the change of having at least one of them misplaced, especially the areas with
high density of parts. The effects of aligning with wrong landmarks can damage
considerably the outcome and it has to be avoided whenever possible. Image 3.15
shows a common misalignment as a result of this problem.
In the image, the reader will observe how, especially the mouth region, has been
completely damaged. In this case, we work with a configuration that uses twenty
landmarks just for that very area and that during the detection process, some of
them have been misplaced. This misplacement produces the twisting effect visible
in the picture, because during alignment some points will not match their exact
homologous.
We analyse in Chapter 4 the relationship between the different configuration
structures and the alignment process, and how each configuration affects the general
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Figure 3.15. Example of face misalignment.
outcome. A discussion of the main setbacks of this method and some ideas on how
they could be overcome are presented in Chapter 5.
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Chapter 4
Results
This chapter shows examples of the results from the algorithms explained in
previous chapters. Even though some examples have been shown all along the
report, we want to give here a more general overview by showing more results
together as well as some statistics, so the reader can have a qualitative evaluation
of how good our method performs.
We present the results in two main blocks. First, landmark detection is evaluated
by testing each one of the models designed in Chapter 2 and comparing their
performances. We present in the second block, an evaluation of the alignment
process and how the different configurations influence its outcome. Since accurate
explanations of each algorithm are provided in previous chapters, we focus here
exclusively on their outputs.
4.1. Landmark detection
Each database has been divided in two groups. In the first one, images have
been used to train the model. In the second, images have been used to test it. Note
that these two groups cannot get mixed up, because if we put training images into
the testing set, the results won’t be reliable.
Next, we show the direct result of the training process. For each database with
its different annotations we built the following pictorial structures models, which
have different configuration of parts depending on the size of the annotations. The
red lines connect pairs of landmarks following the tree structure established in
Chapter 2. The feature templates defining each landmark are also shown in the
images as white boxes with arrows representing gradients.
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Figure 4.1. 20-landmark model from BioID Face Database.
Figure 4.2. 58-landmark model from IMM Face Database.
Figure 4.3. 68-landmark model from GVAP Face Database.
We present next the results of each model based on its performance with the
testing set. We evaluate also its precision or sensitivity (% of detected faces), average
response time (how much time in average takes the detection process) and accuracy
(% of faces with landmark localization error below 5% of the face size).
42
4.1.1. 20-landmark model
Database: BioID Face Database
Number of images tested: 300 images
Precision: 99.01% (298/300)
Average Response Time: 1.2 sec
Accuracy 5%: 96.99%
Figure 4.4. 20-landmark model "avg. localization error" vs. "% of tested images".
Figure 4.5. 20-landmark model detection examples.
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4.1.2. 58-landmark model
Database: IMM Face Database
Number of images tested: 114 images
Precision: 100% (114/114)
Average Response Time: 7.7 sec
Accuracy 5%: 97.35%
Figure 4.6. 58-landmark model "avg. localization error" vs. "% of tested images".
Figure 4.7. 58-landmark model detection examples.
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4.1.3. 68-landmark model
Database: GVAP Face Database
Number of images tested: 100 images
Precision: 100% (100/100)
Average Response Time: 1.9 sec
Accuracy 5%: 74.75%
Figure 4.8. 68-landmark model "avg. localization error" vs. "% of tested images".
Figure 4.9. 68-landmark model detection examples.
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4.1.4. Sensitivity and Accuracy
So far, we analysed each model in a controlled environment. That is, testing
images that were of the same nature as the training ones. That is the reason we got
such a great sensitivity values (% of detected faces, sometimes also referred as true
positive rate). We need therefore to face our models to a real environment to first,
get to know how well our algorithms perform in the wild (unconstrained situations)
and second to have a fair background in which we can compare them.
We chose for that purpose, the challenging face dataset LFPW from University
of Massachusetts [23]. It contains, for testing, 214 images with sometimes several
faces at once, of different sizes and scales, with different pose orientations and
illumination conditions and containing a wide range of ethnicities.
Figure 4.10. Images from LFPW.
We faced our algorithms to LFPW, and in the next table we show the outcome:
Detected Missed Wrong detected
1- 20-landmark 240 24 0
2- 58-landmark 214 50 2
3- 68-landmark 238 26 3
4- Facebook detector 258 6 1
From the table, we can state that the first model has the highest sensitivity with
a detection rate of 90.91% followed closely by the 68-landmark model with 89.81%
of precision. Last, with a significant worse performance, comes the 58-landmark
model with still a great 80.45% of detected faces. The first model was also the only
one that didn’t detect any wrong face, although the other two models only 2 and 3
faces respectively, which is still a great ratio.
Models 1 and 3 have an excellent sensitivity, but they seem to have problems
to detect faces smaller than 40x40 pixels approximately. They also don’t process
correctly faces with a pose orientation higher than ±60 degrees. Both behaviours
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were expected, the first one because from a 40x40 pixel box it is really difficult to
extract all the information required to match a face with our model and the second
one, because both models don’t have side structures and from a certain degree
the configuration of parts starts looking substantially different and our model lacks
such a flexibility to match it. It is possible to create side trees, even with different
number of landmarks to match faces with up to 90 degrees of orientation, but this
wasn’t considered a priority, since we wouldn’t be able to align it anyway because a
significant part of the face would be occluded and the interpolation processes would
fail.
As for the second model, we expected it to handle larger ranges of pose
orientation, which it didn’t. In fact, it had a worse performance for all points of
view. 80.45% is still a great level of a true positives rate and it still outperforms some
popular face detectors, but it seems that we didn’t use enough training examples
to create the model (in average only 48 images were used to train each tree).
Figure 4.11. Examples of good face detections with inaccurate landmark
detections.
Note that we only evaluate in this section the face detection performance rather
than the accuracy for some of the detected faces. As shown in Image 4.11, sometimes
the geometric constrains between the parts don’t let the model be flexible enough
to fit the actual face. This doesn’t happen often and only with models 2 and 3,
but it is important to comment it here, because it could become a source of error
during the aligning process.
As we can appreciate in Image 4.4, 4.6 and 4.8, models 1 and 2 are more accurate
than model 3, which was casually the model from the manually annotated database.
We attribute this to our chose of landmark locations. From model 2 we basically
lengthened the jaw and added inner lips to help with the aligning process. Those
regions are very different between faces (the first group between people with and
without hair and the second group between open and closed mouths). Hence, it
is really difficult to parameterize them. If we sum that a relatively small number
of training examples were used we come up with a really plausible explanation,
which is confirmed by analysing Image 4.9, in which we already can appreciate
some inaccuracy on the mouth region.
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4.2. Face alignment
We present in this section the results in two groups. In the first one we analyse
the identity preserving alignment. In the second, we test our algorithms in the wild
(unconstrained situation).
4.2.1. Identity-preserving alignment
We show next, few examples of how our aligning algorithm performs. First
we show the original image, second the aligned image using normal coordinates
(as they come from the detection process) and third, the alignment using generic
configuration of parts (averaged from close configurations from the reference
dataset).
Figure 4.12. Identity preserving alignment.
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From the examples we can extract that our implementation has been a success
as the identity is preserved during the process. The improvement between the basic
alignment (centre) and the alignment using generic configuration is huge, and the
final outcome has a really high quality. We can appreciate nonetheless a blurring
effect in some images. That is an expected side effect when interpolating the short
part of the face and it is sometimes fixed by duplicating the other side and folding
it to cover the bad one. We didn’t consider that necessary since our results are
already good and they already turned out to be what we were expecting for.
The results showed above were computed using the 68-landmark model, which
has proven to be a good and successful choice, since makes it possible to close mouths
(example #5) and allows great pose orientation rotations. 20 and 58-landmark
models weren’t tested for identity preserving alignment, since the annotation of the
whole reference dataset is required, but results of how they perform are presented
in the next section.
4.2.2. Alignment in the Wild
We show next, examples of aligning using all different models in an uncon-
strained situation by detecting and aligning unitedly images from LFPW. It is
expected to get worse results than in the previous section because the detection
process has already shown to be less accurate in the wild than in the controlled
environment the images from the databases were taken. We don’t use here the
algorithms to preserve identities, since this aspect has been treated in the previous
section and since we basically want to check how the alignment is carried out
depending on each model detection capabilities.
Figure 4.13. Alignments in the wild using the 20-landmark model.
Image 4.13 shows how model #1 lacks the capacity of properly aligning a face.
It basically doesn’t have enough points to smooth the transition processes. All faces
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seem to deform as if we tried to caricature the originals. Besides it does not bring
faces to a frontal view or compensate for expression.
Figure 4.14. Alignments in the wild using the 58-landmark model.
The examples above show great transformations. Model #2, using 58 points,
compensates successfully for pose orientation and decently enough for face expres-
sion. Since its configuration has not been optimized for alignment processes as the
68-landmark structure, we can’t expect results such as the ones presented in the
previous section. We nevertheless consider this model to be excellent for unitedly
detect and align. Note that identity is not preserved here, so even better results
could be expected from this model if we were to use the algorithms to preserve it.
Figure 4.15. Alignments in the wild using the 68-landmark model.
This last set of examples was extracted using model #3. As the results shown
in Image 4.14 we also see here successful alignments, although the 68-landmark
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detection process is less accurate than the previous one. Inaccuracy in detection
introduces deformation during alignment (up-left subject). Thanks to the higher
amount of parts that defines the mouth (20 points) we are able to overcome a
wider range of face expression, but at the same time we find more situations where
we are not accurate enough and thus, the alignment does not result satisfactorily.
Regarding pose compensation we have achieved here also a great behaviour, only
damaged by the impossibility to modify the sight direction (down-right subject),
which could be fixed by annotating inside the eye region.
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Chapter 5
Conclusions and Future Work
We present in this chapter a global reflexion of the entire thesis. In the
first section, we summarize the project and draw conclusions of the implemented
algorithms and their results. In the second section we give in one side, some ideas
about how the achieved results could be improved and on the other side, we present
some work lines that could follow this master thesis.
5.1. Conclusions
We have presented in this report a unified process for automatically extract
a set of face landmarks and remove all differences related to pose, expression
and environment by bringing the face to a neutral pose-centred situation. The
whole process has been implemented with Matlab and C++ using for some
specifics code from [5] and the open library vlfeat [22]. Landmark detection is
achieved using pictorial structures, training the associated models with databases
BioID, IMM and GVAP that create structures to recognize 20, 58 and 68 points
respectively. Alignment is carried out with thin-plate splines to adjust the detected
set of landmarks to a reference configuration. The subject identity is preserved
by modifying the original detected configuration of parts and creating a generic
distribution with the help of the PubFig dataset.
In Chapter 4, we present the results of our algorithms performance. First we
tested our detection precision, accuracy and time response. We observed that our
three models have almost 100% of precision (detected faces over the total) in a
constrained environment. Models #1 and #2 present also a great level of accuracy
with landmark localization error below 5% of the face size in more than 95% of
testing images. Model #3 has that accuracy with just 74% of images. When facing
our models to an unconstrained environment (PubFig database) we observed a
lower level of precision, which was respectively 91%, 80% and 90%, having special
problems to identify high side-oriented faces. 20-landmark detection (20 templates)
takes 1.2 sec in average, 58-landmark detection (174 templates) takes 7.7 sec and
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68-landmark detection (68 templates) takes 1.9 sec.
With these results in hand, we consider our algorithms to fulfil our expectations.
The deformable structure adapts properly to a great number of different face
expressions and pose orientations and extracts successfully all the landmarks. It
presents also a negligible number of false negatives. If we compare our results to
a popular face detector such as Facebook (97% of precision), we perform relatively
close enough with far less training images. Commercial detectors are normally
trained with tends of thousands of faces. We barely used more than one hundred
images to train each of the three models, which is really remarkable.
Our results also prove the success of our aligning process. In a constrained
situation, faces are warped smoothly and identity is successfully preserved achieving
for most of faces outstanding results. When facing situations in the wild, models #2
and #3 still give a decent outcome, although it lacks the accuracy and smoothness a
real application would require. Our detection is sometimes not accurate enough and
this inaccuracy introduces small deformation during the interpolation process. We
believe that the more images used during the training process, the more accuracy
it could be achieved, so this very method would perform better if we increased the
training set. We consider nevertheless our united procedure to perform satisfactorily
and it perfectly could be used as a start point for face verification or person
classification algorithms.
Model #1, with the detection of only 20 points, it is not complex enough to
carry out good alignments because it does not constrain enough the transformation
process. Models #2 and #3 on the other side have a proper distribution of parts,
specially the 68-landmark configuration, which is able to overcome an extremely
wide range of expressions, so our manually annotated structure, although it gives
the lowest accuracy, it has proven to be a good choice to align faces.
5.2. Future work
The principal frailty of our method, evident when facing our algorithms to wild
situations, is the inaccuracy of the detection process, which would be perfectly
enough for recognition tasks, but it leads to deficient alignments. That makes
the detection process to be a possible field for future work. We believe that two
main improvements could be made. The first one would be to train again our
algorithms using a larger number of examples. The second one would be to define
more side structures, meaning to increase the number of viewpoints. We can find
in the literature pictorial structures with up to 15 orientations. This would seem
too many in our opinion, but increasing the number from one or three as it is our
case, to five would be probably enough to improve its performance and increase the
outcome accuracy.
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We suggest here two main lines for future work. The first one is related to face
matching, since face warping is the start point for most of identity classificators.
Removing differences due environment or orientation amongst others, provides to
classification algorithms a clean background from which it is easer to compare
different people and define patterns to identify different individuals. The second
line for future work is related to expression recognition. Measuring the differences
between the original and aligned images gives a set of values from which different
face expressions could be parameterized. Several ranges could be then delimited
that would characterize when someone is angry, happy or surprised. Those are only
two ideas for future work from a much greater number of possibilities, since this is
a filed inside computer vision where many researchers are currently putting their
efforts and it is expected to evolve fast and with remarkable achievements in the
next few years to come.
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