Dual-mode fuzzy dynamic matrix control (fuzzy DMC-FDMC) algorithms with guaranteed nominal stability for constrained nonlinear plants are presented. The algorithms join the advantages of fuzzy Takagi-Sugeno modeling and the predictive dual-mode approach in a computationally efficient version. Thus, they can bring an improvement in control quality compared with predictive controllers based on linear models and, at the same time, control performance similar to that obtained using more demanding algorithms with nonlinear optimization. Numerical effectiveness is obtained by using a successive linearization approach resulting in a quadratic programming problem solved on-line at each sampling instant. It is a computationally robust and fast optimization problem, which is important for on-line applications. Stability is achieved by appropriate introduction of dual-mode type stabilization mechanisms, which are simple and easy to implement. The effectiveness of the proposed approach is tested on a control system of a nonlinear plant-a distillation column with basic feedback controllers.
Introduction
Predictive control algorithms for nonlinear plants are widely investigated nowadays. A general and theoretically optimal approach consists in solving a constrained nonlinear programming problem at each sampling instant. Unfortunately, this optimization problem is in general nonconvex. Therefore, the solution itself, even if found by an applied numerical procedure, could only be a local extremum. However, the stability results presented in most theoretical papers are based on the assumption that a global optimum is found (Mayne et al., 2000) .
On the other hand, the amount of computations needed to solve the constrained nonlinear programming problem on-line usually makes the approach inapplicable in practical implementations. Moreover, the time needed to obtain the result cannot be anticipated and guaranteed. These are the reasons why, despite problems with theoretical analysis, in particular with the formulation of stability conditions, ". . . linearization is the only method which has found any wider use in industry beyond demonstration projects. For industry there has to be a clear justification for solving non-linear programs on-line in a dynamic setting and there are no examples to bear that out in a convincing manner." (Morari and Lee, 1999) . That is why algorithms using linearization, though sub-optimal, were developed in order to formulate the problem of predictive control calculation as a convex linear-quadratic optimization problem (Garcia, 1984; Gattu and Zafiriou, 1992; Lee and Ricker, 1994; Li and Biegler, 1989; Marusak and Tatjewski, 2000; Mutha et al., 1997; .
In this paper, stable fuzzy DMC (FDMC) algorithms using Takagi-Sugeno (TS) fuzzy models and a successive linearization approach are proposed. They are based on a DMC model predictive control (MPC) algorithm. The DMC algorithm is a standard one in industrial applications (Blevins et al., 2003; Rossiter, 2003; Tatjewski, 2007) . Rossiter (2003) claims that it is the most popular algorithm in industrial applications, and Blevins et al. (2003) remark that "Most MPC implementations to date use step response models proven in DMC applications." It is so despite the fact that step response models can be applied only to open-loop stable plants. However, it should be emphasized that MPC is usually applied in a multilayer control structure, in the advanced control (constraint control) layer being above the basic control (direct control) layer which is responsible for the stabilization of the control plant, see, e.g., (Tatjewski, 2007) . Thus, MPC is, in most cases, applied to stable or pre-stabilized control plants (as it is done in an example discussed later). That is why DMC type algorithms are widely used in practical applications.
The idea of the discussed FDMC algorithms is to obtain at each iteration (at each sampling instant) an approximate, linearized process model and then to use the same numerical calculations as in the standard DMC algorithm (with a linear process model). The advantage of the use of the fuzzy nonlinear model is that the approximate process model is obtained in a simple and natural way using fuzzy reasoning.
In the first part of the paper, the idea of TakagiSugeno fuzzy models is shortly reminded. Then, a general formulation of FDMC algorithms based on fuzzy reasoning and a solution of an approximate quadratic optimization problem at each sampling instant is described. Later, the explicit unconstrained FDMC algorithm (a control law resulting from an analytical solution to the optimization problem) is presented. The next section details original results concerning modifications of FDMC algorithms performed in such a way that nominal stability can be proved. Finally, an application of the presented approach to a control system of a distillation column is described. The paper is concluded by a short summary. For sake of simplicity, but without loss of generality, all formulae in the paper are derived for the single-input single-output case.
Takagi-Sugeno fuzzy modeling
In this section, the idea of Takagi-Sugeno fuzzy models (Takagi and Sugeno, 1985) is shortly reminded. TakagiSugeno fuzzy models consist of a set of rules. The algorithms described in the paper exploit models which consist of the following rules: The consequents in Takagi-Sugeno models are called local models. They are usually linear (it is possible to use nonlinear models). The Takagi-Sugeno models can be therefore treated as a kind of a nonlinear generalization of linear models. This is the reason why they are also called quasi-linear models. Since the consequents are functions, using Takagi-Sugeno models one can describe relatively complicated dynamics employing relatively few rules. In the paper, input-output type models are used.
In order to derive the output of the model, one should perform fuzzy reasoning. It consists in:
1. Calculation, for each rule, of values of weighting coefficients w i (called levels of activation or firing strengths), i = 1, . . . , l.
2. Determination of the values of the consequent functions y i k+1 , i = 1, . . . , l. 3. Calculation of a weighted sum of the consequent values according to the formula
where
are the values of the membership functions obtained for a current operating point. Further in the text, the normalized weights
A thorough description of the idea of fuzzy logic and fuzzy modelling can be found in the abundant literature, e.g., in (Driankov et al., 1993; Piegat, 2001; Yager and Filev, 1994) . Remark 1. Antecedents used in the fuzzy control plant model (1) are the most common ones. However, not only conjunction but also the disjunction operation can be used in them. Moreover, even more complex antecedents can be used (Chen et al., 1998) . It is also possible to use different operators during fuzzy reasoning. Stable fuzzy algorithms proposed in the paper can use a TS model with practically any type of antecedents. The only demand is that the weights w i should be normalized. It is, thus, also possible to use models in which the weights are given as analytical formulae for each rule and in the model there is no explicit antecedent part (Cao et al., 1997) .
Nonlinear fuzzy DMC algorithms
In this section, numerical fuzzy DMC (FDMC) algorithms will be presented. They are based on two approaches: the DMC predictive control technique and the TakagiSugeno fuzzy modeling, inheriting advantages of both approaches (Marusak and Tatjewski, 2000) . More detailed discussions of these algorithms and their properties are Effective dual-mode fuzzy DMC algorithms with on-line quadratic optimization and guaranteed stability 129 presented in (Marusak, 2002) . The usage of these algorithms usually gives satisfactory results even for highly nonlinear plants with large time delays.
3.1. Standard DMC algorithm. In the DMC algorithm based on a linear control plant model, the following performance index is minimized (Garcia and Morshedi, 1986) :
subject to the constraints The standard (nonfuzzy) DMC algorithm uses the control plant model in the form of its step response (Camacho and Bordons, 1999; Cutler and Ramaker 1979; Maciejowski, 2002; Tatjewski, 2007) :
where y M k is the output of the plant model at the k-th sampling instant, Δu k is a change in the manipulated variable at the k-th sampling instant, a i (i = 1, . . . , p d ) are step response coefficients of the control plant, p d is equal to the number of sampling instants after which the step response coefficients can be assumed as settled (the value of a p d is assumed equal or close to the static gain of the control plant), u k−p d is the value of the manipulated variable at the (k − p d )-th sampling instant. The predicted output values are then calculated using the following formula:
is an unmeasured disturbance estimate assumed to be the same at each instant in the prediction horizon (a DMC type disturbance model). Using (5), Eqn. (6) can be transformed to the form
where only the last component depends on future changes in the manipulated variable. Thus, the vector of predicted output values y can be decomposed into the following components: 
T is a vector of past manipulated variable changes, A · Δu is called the forced response, where A is the dynamic matrix of the form
Details concerning the formulation of the DMC algorithm can be found, e.g., in (Camacho and Bordons, 1999; Cutler and Ramaker 1979; Maciejowski, 2002; Tatjewski, 2007) .
The optimal vector of changes in the manipulated variable is obtained as a solution to the optimization problem (4). From this vector, the first element is taken and applied to the control plant. Then, optimization is repeated at the next sampling instant.
3.2.
Fuzzy DMC algorithms. There will be two FDMC algorithms presented, based on Takagi-Sugeno (TS) fuzzy models described in Section 2. The idea of all these algorithms is as follows: At each algorithm iteration (sampling instant):
• the process outputs are measured and a corresponding linear process model is obtained from the nonlinear TS model (linearization);
• using the linearized model for the prediction of the process behaviour, the optimization problem (4) is formulated (which is then a quadratic programming problem) and solved;
• the optimal value Δu k|k is applied to the process.
The differences between the algorithms result from different ways in which the approximated, linear plant models are obtained and utilized.
The FDMC algorithm with successive linearization (FDMC-SL) is the simplest one. In this algorithm the same linear model is used for the calculation of the free and forced responses (the prediction of the influence of both past and future values of the manipulated variable on the future plant outputs). This model is obtained at each algorithm iteration for current values of the manipulated and output variables using the nonlinear TS plant model. A detailed description of the algorithm formulation is presented below, and its diagram is given in Fig. 1 .
At each algorithm iteration, the following sequence is repeated:
1. Using the TS fuzzy model (1), a linear (linearized) model for the current sampling instant is derived. Let us recall that the TS model is composed of the rules (1), where, for clarity of presentation, the delay was not specified. However, in order to take the delay into consideration, it is sufficient to assume c 
where the weights w i are calculated as was described in Section 2. The formula (11) can be written in the following form:
The next steps of the FDMC-SL algorithm are the same as in the standard DMC algorithm:
2. The derived linear model (12) is used to calculate the step response coefficients. Using these coefficients, a dynamic matrix is generated (Section 3.1).
3. The linear model (12) is used to generate the free response of the plant.
4. The free response and the dynamic matrix are used to formulate the quadratic optimization problem.
5. The optimization problem is solved and, using the obtained solution, the manipulated variable value is generated. Then, the controller passes to the next iteration.
If the control plant is highly nonlinear, the inaccuracy of the approximated model used for prediction may lead to insufficient control performance offered by the FDMC-SL algorithm. An improvement may be then achieved by the application of the modified FDMC-SL algorithm, as presented below.
The FDMC algorithm with successive nonlinear prediction and linearization (FDMC-NPL) calculates the free response of the control plant using a nonlinear (in our case, TS fuzzy) plant model instead of a linearized model calculated at the current process point. Then, only the calculation of the forced response is based on the linear model. This rather simple modification considerably improves the ability to cope with plant nonlinearities. Compared with the FDMC-SL algorithm, Steps 1, 2, 4 and 5 do not change (they are the same as in the FDMC-SL algorithm). The difference occurs in Step 3:
3. The free response of the control plant is derived using the nonlinear process model, available past output measurements and past manipulated variable values. Moreover, the manipulated variable values at present and future sampling instants (not known yet) can be chosen in one of the following ways:
(a) They can be assumed equal to the value of the manipulated variable recently applied to the plant u k−1 (the standard free response).
(b) The free response is derived assuming the application of values of the manipulated variable generated by the algorithm in the previous, (k − 1)-st, sampling instant, i.e., u k|k−1 , u k+1|k−1 , . . . , u k+s−2|k−1 . Such an approach usually gives better results than the first one. This is because the manipulated variable increments obtained after solving the optimization problem are usually smaller than in the first approach. Thus, the modelling inaccuracy caused by the linearization is also smaller.
The second approach will be now described in detail. The first element of the plant response can be derived using the following formulae: 
The next elements of the response (for further sampling instants in the prediction horizon) are obtained recursively using the values of the manipulated variable u k|k−1 , u k+1|k−1 , . . . , u k+s−2|k−1 , derived by the algorithm in the (k − 1)-st sampling instant and already calculated elements of the plant response. Thus, for the j-th sampling instant (j = 1, . . . , p), one obtains 
The predicted output values are described by the following equation:
where a i are step response coefficients, Δ u k−i+j|k are future manipulated variable increments used during full plant response derivation in the optimization problem, y fr k+j|k are elements of the system response derived using the procedure described above, d k is the DMC disturbance estimate. The block diagram of the FDMC-NPL algorithm formulation is shown in Fig. 2 .
There is a possibility to iteratively improve the nonlinear free and linear forced responses in the FDMC-NPL algorithm, according to the general NPL+ structure, as presented in (Tatjewski, 2007) . The idea consists in repeating the linearization and the optimization several times during one iteration of the algorithm (subiterations are performed). Then the obtained plant response is changing each time the optimization is repeated. As a result, the obtained manipulated variable increments (calculated using a linear model) become smaller at each sub-iteration. Thus, the modelling inaccuracy caused by the linearization becomes smaller at each sub-iteration.
Explicit, unconstrained fuzzy DMC control laws.
The idea of the DMC algorithm is to minimize the performance index (4) at each sampling instant, see Section 3.1. The problem without inequality constraints (4a-c) has a unique solution, which can be expressed as (Camacho and Bordons, 1999; Tatjewski, 2007) 
where I is the identity matrix,
Only the first element of the vector Δu is applied to the process. Therefore, it is possible to define the structure of the controller. The control law is as follows:
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The fuzzy DMC controller based on an explicit, unconstrained formulation consists of several linear DMC controllers of the form (19) (Marusak and Tatjewski, 2000; Tatjewski, 2007) . The idea of the algorithm consists in obtaining a vector of step response coefficients for every linear local model in the TS fuzzy model (1). Then, using these responses, coefficients of local controllers described by (19) are calculated. The weights for the local controllers are derived, at each iteration, using fuzzy reasoning. Then, the output of the controller is calculated as the following weighted sum of the outputs of the local controllers:
where Δu i k is the output of the i-th local controller given by (19), w i are the normalized weights (activating levels of the corresponding fuzzy rules), i = 1, . . . , l, and l means the number of local controllers. The block diagram of the analytical FDMC controller is shown in Fig. 3 .
It is possible to analyze the stability of the nonlinear control system with the discussed explicit unconstrained fuzzy DMC controller (Marusak and Tatjewski, 2001; . The method of stability analysis is based on a transformation of the control system description to the appropriate form using a quasi-state vector. Then, the Tanaka-Sugeno stability criterion (Tanaka and Sugeno, 1992) can be applied, consisting in solving a set of Lyapunov type linear matrix inequalities. Using this procedure, a Lyapunov matrix for the nonlinear control system under consideration can be found. Further in the paper, P denotes this Lyapunov matrix.
Stable dual-mode fuzzy DMC algorithms
FDMC algorithms with guaranteed nominal stability, which combine several different elements applied to stabilize control systems with predictive controllers, will be presented in this section. The algorithms, the idea of which was generally presented in (Marusak and Tatjewski, 2003) , use the suboptimal dual-mode approach as discussed in (Scokaert et al., 1999) , being a mutation of the dual-mode algorithm introduced in (Michalska and Mayne, 1993) . In fact, in this approach two controllers are designed. The first one, a constrained MPC controller, should bring the trajectory of the control system into a (convex) target set W , which contains the equilibrium point in its interior. This set and the second (stabilizing) unconstrained feedback controller, which is used if the state of the process is inside the set W , should be chosen in such a way that the following conditions are fulfilled:
1. The set W is inside the admissible set.
2. The control system (with the stabilizing controller) is asymptotically stable in this set.
3. Any trajectory of the control system starting in the set W remains there (W is an invariant set).
The idea of the dual-mode approach is reminded in Fig. 4 . In the proposed approach, outside the set W a numerical FDMC algorithm with an additional stabilizing constraint put on manipulated variable values is used. As a stabilizing controller, standard or fuzzy unconstrained DMC algorithms, recalled in Section 3.3, are used. This Effective dual-mode fuzzy DMC algorithms with on-line quadratic optimization and guaranteed stability leads to a simplification of the proposed stable FDMC algorithms, in the way explained later. Any version of the numerical FDMC algorithm can then be used as a first stage algorithm.
Preliminary assumptions.
For further analysis, it is assumed that the control plant is stable. It is a standard assumption in DMC and FDMC algorithms (a detailed discussion was presented in Introduction). Moreover, it is assumed that the control plant is described by a TakagiSugeno fuzzy model and that there are no modelling errors (the nominal case).
In the sequel, the following quasi-state vector consisting of past output and input values is used:
where u s is the manipulated variable value in a steadystate for y sp , d is the time delay in the control plant and n is the number of the past output values used in the control plant model. It is also assumed that the set-point value remains constant during the stability analysis, i.e., y sp k = y sp .
FDMC algorithms with a stabilizing constraint.
Let us consider the following nonlinear optimization problem:
subject to the constraints
and (22a) is a Takagi-Sugeno fuzzy model of the form (1),
In the standard nonlinear dual-mode approach, the problem (22) is typically used in the algorithm that acts outside the set W and generates a control signal that should bring the plant state into the set W . However, this problem is in general nonconvex and difficult to solve. This difficulty can be omitted using the following approach: Namely, if the state of the system is outside the set W , the control signal is obtained using one of the numerical FDMC algorithms (as described in Section 3.2) solving the quadratic optimization problem (4). However, the FDMC algorithms used must be slightly modified by adding the following stabilizing constraint to the problem (4):
This constraint is an analogue of the constraint (22b) in the problem (22). However, it is a different constraint than a direct demand for the state to approach the set W . Because a stable control plant was assumed, the state will asymptotically approach the equilibrium point (by assumption located inside W ) if the constraint (23) is fulfilled at the end of the control horizon. This means that it will approach the set W .
Stabilizing controller.
Typically, in dual-mode predictive controllers, a linear state-feedback controller is used inside the set W as a stabilizing controller. But different stabilizing controllers ensuring stability inside W can be used as well. In particular, a nonlinear feedback controller, which could perform better, can be used. Therefore, we will further assume that an unconstrained explicit FDMC controller (Section 3.3) is used. Let this controller be denoted as u = h FDMC (x). Now, only the set W must be derived. It is worth noticing that the explicit FDMC controller is a natural nonlinear generalization of a linear controller and actually consists of several such controllers. This fact will be used to find the set W . In the case of a linear controller, the method presented below is simpler because then a smaller number of optimization problems must be solved to calculate W .
Efficient algorithm for target set derivation.
In dual-mode predictive controller design, the main problem is to obtain the set W . Typically, in order to find the set W , a complicated method from (Michalska and Mayne, 1993) is used. This method is sufficient if one has a good procedure for solving nonlinear optimization problems. But this 134 P. Marusak and P. Tatjewski condition is not always easy to fulfil. In this paper, a simpler method was developed, taking advantage of the structure of the proposed algorithms. In this method, which is much simpler than the mentioned original one, it is sufficient to solve a number of simple quadratic-programming problems, each with one linear equality constraint only. The W set is to be found among the hyper-ellipsoidal sets, defined by x T k P x k ≤ α. Thus, the proper value of α should be chosen, in such a way that the hyper-ellipsoid is contained inside the admissible set. The set W calculated this way is invariant because P is the Lyapunov matrix of the control system with the stabilizing controller.
The proposed algorithm is based on the fact that constraints (4a-c) are linear and uses the observation that it is sufficient to check if a particular constraint (defining a hyper-plain) has common points with the hyper-ellipsoid given by the constraint x T k P x k ≤ α, for an assumed value of a parameter α. If this is true, the value of α is decreased. If not, then the condition for a next constraint is checked. At the end of the procedure, when there are no common points, the desired value of α is found. The idea of this approach is shown in Fig. 5 .
The detailed algorithm is as follows:
1. An initial value of α is chosen (it should not be too small).
Optimization problems
subject to
are solved subsequently, where G q x k = g q (q = 1, . . . , 2m + 4l) is one of the linear constraints from the following set of 2m + 4l (in the single-input single-output case) constraints:
where Remark 2. The first n constraints in (25a) and (25b) are appropriately transformed constraints imposed on the output variable, the next p d constraints are imposed on the manipulated variable, as well as the constraints (25c) and (25d). The constraints (25e) and (25f) are imposed on the manipulated variable changes. (24), (25), the conditionx T k Px k < α is checked, wherex T k denotes a solution to the optimization problem. If this is true, then the constraint has common points with the hyper-ellipsoid defined by this condition. In such a case, the value of the parameter α is decreased. If the condition is not fulfilled, then the next problem from the set is solved (q := q + 1) and so on untilx Let us notice that the described algorithm of finding the set W uses an effective optimization method and produces the solution very fast, which is important in the case considered, because after a set-point change a new set W must be found again. The effectiveness is due to the fact that the optimization problems (24), (25) have analytical solutions (which can be formulated analogously as a solution to the optimization problem in the explicit version of the DMC algorithm in Section 3.3).
After solving the problem
Using the proposed algorithm and decreasing, gradually, the value of α, the set W will be found. A desired strictly positive value of α exists, due to the assumption that the equilibrium point belongs to the controller admissible set.
If the set W is small, then the design of a nonlinear stabilizing controller is simpler because fewer local models in the plant model can be active. Moreover, it might turn out that the linear stabilizing controller can be sufficient.
It is also worth noticing that the new set W must be found only after the change in the set-point value. If such changes can be foreseen, it is possible to calculate the sets W off-line, in advance.
Dual-mode FDMC algorithm and its stability analysis.
When the set W is obtained, the following dual-mode algorithm, with the structure corresponding to that proposed in (Scokaert et al., 1999) , can be used:
1. Let μ ∈ (0, 1]. 2. At time k = 0, the state x 0 is known. If x 0 ∈ W , then u 0 = h FDMC (x 0 ). In the opposite case, using the state x 0 , the future sequence of control increments Δπ 0 = {Δu 0|0 , Δu 1|0 , . . . , Δu s−1|0 } and a corresponding sequence of states {x 0 , x 1|0 , . . . , x p|0 } fulfilling the assumed constraints are obtained using one of the numerical FDMC algorithms (as described in Section 3.2) solving, at each iteration, the quadratic optimization problem (4) with the stabilizing constraint (23). Then Δu 0 = Δu 0|0 is applied to the control plant.
3. At the k-th sampling instant, if
In the opposite case, the sequence of future control increments
and suitable state sequence {x k , x k+1|k , . . . , x k+p|k } fulfilling constraints assumed in the optimization problem (4) are obtained. Moreover, the following condition is checked:
If this condition is true, then Δu k = Δu k|k is used. If not, then the next control increment is taken from the previously obtained sequence Δu k = Δu k|k−1 . As an initial sequence for the optimization problem (4), the sequence π = {u k|k−1 , u k+1|k−1 , . . . , Δu k+s−2|k−1 , u s } can be used. It is an admissible sequence because it is, in fact, a continuation of the realization of the control sequence obtained in the previous step of the algorithm, and nominal stability is considered. Thus, after the application of the control sequence π = {u k|k−1 , u k+1|k−1 , . . . , Δu k+s−2|k−1 , u s }, the constraints will be satisfied. The same will be done if in the next step the condition (26) is not fulfilled. The block diagram of the algorithm is shown in Fig. 6 .
The stability of the control system with the presented algorithm is ensured by the stability of the controller working in the neighbourhood of the equilibrium point and by the decrease in the performance index enforced by the constraint (26), which implies that the quasi-state will approach the set W in finite time. The proof is analogous to that presented in (Scokaert et al., 1999) , and therefore the reader is referred there for detailed reasoning.
Remark 3. The theorem proved in (Scokaert et al., 1999) considers nominal stability of the control system with manipulated variables generated by solving the nonlinear optimization problem (22) with a nonlinear model and was used mainly in order to cope with problems that might occur during nonlinear optimization. The suboptimal algorithm detailed in Section 4.5 is applied in order to design stable versions of the FDMC algorithms described in Section 3.2. Thanks to such an approach, nonlinear optimization is avoided and the optimization problem solved on-line by the algorithm is relaxed to the quadratic one.
Simulation examples
The proposed algorithms were tested in the control systems of two plants. The preliminary tests were performed in a control system of a plant given in (Setnes and Roubos, 2000) . The obtained results are a good illustration of the efficacy of the proposed stabilizing mechanisms. The next experiments were performed on a control system of an ethylene distillation column DA-303 from petrochemical plant in Płock, Poland. In this case, various types of stable FDMC algorithms were tested and the control quality offered by them was compared.
Preliminary example.
The discrete-time TS plant model is as follows (Setnes and Roubos, 2000) : As the conjunction operator the product was used as in (3). The weights were normalized. It was assumed that the manipulated variable was constrained, −1 ≤ u ≤ 1.
During the experiments the efficacy of the stabilizing mechanism was demonstrated. First, the FDMC-SL algorithm with no stabilizing mechanism was designed using the control plant model (27); λ = 1 was chosen in such a way that unstable control system behaviour was obtained (the dashed line in Fig. 7) .
Next, the stabilization mechanism proposed in the paper was used. First, an analytical FDMC controller was designed for λ = 40. Then, a procedure presented in (Marusak and Tatjewski, 2001; was applied and a Lyapunov matrix of the control system with the analytical controller was found using the Matlab LMI toolbox. The analytical FDMC controller was then applied as a stabilizing controller operating near the equilibrium point. Then, the stable version of the FDMC-SL algorithm was used (with the stabilizing constraint (23) and the following values of parameters: μ = 1, R = λ = 1 and Q = I). This time, the control system is stable (solid lines in Fig. 7) . The obtained result illustrates the efficiency of the stabilizing mechanism introduced into the FDMC algorithm.
Control system of a distillation column.
A control plant is the ethylene distillation column DA-303 from the petrochemical plant in Płock. It is a highly nonlinear plant with a large time delay. The presented model was designed at the Institute of Control and Computation Engineering of the Warsaw University of Technology jointly with specialists from the Institute of Industrial Chemistry. It was assumed that the model has Hammerstein's structure. This means that it consists of a nonlinear static and a linear dynamic block. The structure of this model is shown in Fig. 8 , where y is the product impurity counted in ppm, u denotes the reflux to the product ratio and x f is the feed composition (time constants in Fig. 8 are given in minutes). The control plant under consideration has a large time delay and is highly nonlinear. It is well illus- trated by its static characteristics shown in Fig. 9 . The manipulated variable u was constrained, 4.05 ≤ u ≤ 4.4. Attempts were made at designing a conventional DMC controller for the control plant; however, the controller designed to work well for large set-point values worked too slowly for smaller set-point values, and the controller designed for smaller set-point values caused a lack of stability for larger set-point values. Satisfactory results were obtained after the application of the FDMC controllers described in Section 3, see (Marusak and Tatjewski, 2000) for a detailed description of these experiments.
The discrete-time TS plant model for sampling time T p = 40 minutes is as follows: with membership functions shown in Fig. 10 . In order to illustrate how the proposed stabilizing mechanism can improve the control performance, the following experiment was done. The FDMC-NPL algorithm without the stabilizing mechanism was designed (using the discrete-time plant model) and the parameter λ = 4e+5 was chosen, which is a value resulting in an unstable control system response (the dashed line in Fig. 11 ). Then the stable FDMC-NPL algorithm was used.
First, an FDMC controller in an analytical version was designed for λ = 8e + 6. The membership functions shown in Fig. 12 were assumed. Then, utilizing the procedure presented in (Marusak and Tatjewski, 2001; , the Lyapunov matrix of the control system with this controller was found using the Matlab LMI toolbox. The ana- lytical FDMC controller was applied as a stabilizing controller operating near the equilibrium point.
The FDMC-NPL algorithm with μ = 10 −10 , R = λ = 0.4·10 6 and Q = I was then used in the control system. Responses obtained with the stable FDMC-NPL algorithm are marked in Fig. 11 with the solid line.
The obtained result illustrates the efficiency of the stabilizing mechanism introduced into the FDMC algorithm. The control system was stabilized. The large overshoot is implied by the value of the parameter λ assumed in order to illustrate how the proposed mechanism works. However, in the case when the controller is designed to fulfil typically assumed criteria, a different value of λ parameter should be presumed. In the discussed case, λ = 0.8 · 10 7 yields satisfactory control system behaviour. That is why such a value was assumed in the analytical FDMC controller.
In Figs. 13 and 14 , responses of the control systems with stable FDMC-SL and FDMC-NPL algorithms are shown; λ = 0.8 ·10 7 was assumed. The responses marked with the solid line were obtained with the stable FDMC-NPL algorithm and these marked with the dashed linewith the stable FDMC-SL algorithm.
The obtained responses are practically unchanged compared to the case without stabilizing modifications except when the set-point changes from 400 ppm with the FDMC-SL algorithm. Then the algorithm had to use manipulated variable values obtained in the previous iteration in order to ensure a decrease in the performance index.
It is worth comparing the proposed algorithms with the algorithm that consists in nonlinear optimization. In Fig. 15 , responses of the control system with such an algorithm are shown; the same value of λ = 0.8 · 10 7 was assumed. It can be noticed that these responses are similar to those obtained in the control system with the FDMC-NPL algorithm. However, the latter are a little bit faster at the cost of a slightly bigger overshoot and control signal changes. As was already mentioned in Section 3, the application of FDMC algorithms can result in obtaining responses close to those generated in the control system with a nonlinear optimization based algorithm. However, it should be noticed that the FDMC-NPL algorithm is much more computationally efficient than the one with nonlinear optimization solved at each algorithm iteration.
Conclusions
Dual-mode fuzzy DMC (FDMC) algorithms with mechanisms ensuring nominal closed-loop stability have been proposed. This is one of the first results concerning nominal stability of predictive algorithms with constraints, based on nonlinear models and successive linearization, and the first one for predictive algorithms based on fuzzy models and successive linearization. The algorithms are of dual-mode type but are computationally effective, solving only quadratic optimization problems at each sampling instant. The stabilization mechanisms introduced are easy to implement and can be used in conjunction with any FDMC algorithm. Thus, the algorithm version most suitable for a given nonlinear control plant can be selected.
Comparative simulation results show the efficiency of the proposed dual-mode extensions, supplementing the theoretical deliberations of the paper. The algorithm of derivation of the invariant set W is a key issue in dual-mode type algorithms applied for output tracking problems. In the case of systems considered in the paper, the structure of the fuzzy Takagi-Sugeno model was exploited in such a way that a fast and simple algorithm for determining the invariant set W was proposed. The proposed algorithm of finding the set W relies on solving quadratic optimization problems which are formulated in such a way that they can be solved analytically (no numerical optimization is necessary), analogously to the problem of manipulated variable calculation by the explicit controller described in Section 3.3. Thus, the algorithm produces the solution very fast. This is important because after a set-point change a new set W must be found.
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P. Marusak and P. Tatjewski Fig. 15 . Responses of control system with the algorithm with nonlinear optimization to set-point changes from y0 = 100 ppm; top-output signal, bottom-control signal.
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