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STRUCTURE OF HIGHER GENUS GROMOV–WITTEN
INVARIANTS OF QUINTIC 3-FOLDS
SHUAI GUO, FELIX JANDA, AND YONGBIN RUAN
Abstract. There is a set of remarkable physical predictions for the structure of
BCOV’s higher genus B-model of mirror quintic 3-folds which can be viewed as conjec-
tures for the Gromov–Witten theory of quintic 3-folds. They are (i) Yamaguchi–Yau’s
finite generation, (ii) the holomorphic anomaly equation, (iii) the orbifold regularity
and (iv) the conifold gap condition. Moreover, these properties are expected to be
universal properties for all the Calabi–Yau 3-folds. This article is devoted to proving
first three conjectures.
The main geometric input to our proof is a log GLSM moduli space and the compar-
ison formula between its reduced virtual cycle (reproducing Gromov–Witten invariants
of quintic 3-folds) and its nonreduced virtual cycle [7]. Our starting point is a Combi-
natorial Structural Theorem expressing the Gromov–Witten cohomological field theory
as an action of a generalized R-matrix in the sense of Givental. An R-matrix computa-
tion implies a graded finite generation property. Our graded finite generation implies
Yamaguchi–Yau’s (nongraded) finite generation, as well as the orbifold regularity. By
differentiating the Combinatorial Structural Theorem carefully, we derive the holo-
morphic anomaly equations. Our technique is purely A-model theoretic and does not
assume any knowledge of B-model. Finally, above structural theorems hold for a family
of theories (the extended quintic family) including the theory of quintic as a special
case.
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1. Introduction
The computation of the Gromov–Witten (GW) theory of compact Calabi–Yau 3-folds
is a central and yet difficult problem in geometry and physics. During last twenty years,
it has attracted a lot of attention from both physicists and mathematicians. In the early
90s, the physicist Candelas and his collaborators [2] surprised the mathematical commu-
nity by using mirror symmetry to derive a conjectural formula for a certain generating
function (the J-function) of genus zero Gromov–Witten invariants of a quintic 3-fold
in terms of the period integral (or the I-function) of its B-model mirror. The effort to
prove the formula has directly lead to the birth of mirror symmetry as a mathematical
subject. In a seminal work [1] in 1993, Bershadsky, Cecotti, Ooguri and Vafa (BCOV)
introduced the higher genus B-model in physics in an effort to push mirror symmetry
to higher genus. During the subsequent years, a series of conjectural formulae was pro-
posed by physicists based on the BCOV B-model. Let Fg(Q) be the generating function
of genus g GW-invariants of a quintic 3-fold. BCOV had already proposed a conjectural
formula for F1 and F2 in their original paper (see also [34]). A conjectural formula for
F3 was proposed by Katz–Klemm–Vafa in 1999 [24]. Afterwards, it became clear that
we need a better understanding of the structure of Fg. A fundamental physical pre-
diction of Yamaguchi–Yau is that Fg can be written as a polynomial of five generators
constructed explicitly from the period integral of its mirror. Among the five genera-
tors, four of them are the holomorphic limit of certain non-holomorphic objects in the
B-model. The famous holomorphic anomaly equation of BCOV can be recasted into
equations determining the dependence on four of the generators. Abusing terminology,
we still refer to them as holomorphic anomaly equations even though the four gener-
ators are holomorphic. The initial condition of the holomorphic anomaly equations is
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expected to be a degree 3g− 3 polynomial fg of a single variable Z. Two other physical
predictions regarding the structure of fg are the conifold gap condition and the orbifold
regularity which determine the lower and upper parts of fg. Furthermore, the above
structures of Gromov–Witten invariants are expected to be present in some fashion for
all Calabi–Yau 3-folds, and hence can be considered as universal properties. Based on
the above B-model structural predictions and an additional A-model conjecture called
Castelnuovo bound, Klemm and his collaborators [23] derived a formula for Fg for all
g ≤ 51!
The progress for mathematicians to prove these conjectures has been slow. The genus
zero conjecture was proved by Givental [14] and Lian–Liu–Yau [28], and it was considered
to be a major event in mathematics during the 90s. It took another ten years for Zinger to
prove BCOV’s conjecture in genus one [36]. It took yet another ten years for the authors’
recent proof of the genus two BCOV conjecture [19]. The geometric input to our work
on genus two is a construction of a certain reduced virtual cycle on an appropriate log
compactification of the GLSM moduli space [7] (see also [9]). Its localization formula
expresses the Gromov–Witten invariants of quintic 3-folds in terms of a graph sum
of (rather mysterious) effective invariants and (rather well-understood) twisted GW-
invariants of P4. This formula works in arbitrary genus as long as one can compute the
effective invariants. In particular, there is only one effective invariant for g = 2, 3, and
it can be computed from the g = 2, 3, degree zero GW-invariant. So in principle, we
can push our technique to g = 3 to prove the conjectural formula of Katz–Klemm–Vafa.
The main difficulty is directly related to the physical prediction of Yamaguchi–Yau that
Fg should be a polynomial of five generators. A direct generalization of our argument
in [19] only implies that Fg is a polynomial of nine generators. The appearance of extra
generators is similar to the simpler case of the Gromov–Witten theory of an elliptic curve,
where Fg is a quasi-modular form of SL2(Z). On the other hand, the corresponding
twisted theory of O(3) on P2 is a quasi-modular form for Γ0(3). The ring of quasi-
modular forms of Γ0(3) has more generators than that of SL2(Z)! In the case of the
quintic, the presence of the extra four generators increases the computational complexity
significantly. We could try to prove the genus three formula by brute force but the proof
would not be illuminating and is unlikely to generalize to higher genus. Our eventual
goal is to reach to g = 51 and beyond. It is clear to us that we should first attack the
set of physical predictions for the structures of Fg.
To describe the main idea, recall that the general twisted theory naturally depends on
six equivariant parameters, five for the base P4 and one for the twist. It is complicated
to study the general twisted theory, and therefore Zagier–Zinger [35] specialize the equi-
variant parameter to (λ, ζλ, ζ2λ, ζ3λ, ζ4λ, 0), where ζ is a primitive fifth root of unity.
This theory is referred as formal quintic (see [27]). They show that the twisted theory
is generated by the five generators predicted by physicists. Unfortunately, in our work,
the natural specialization of equivariant parameters is (0, 0, 0, 0, 0, t). The bulk of [19] is
to show that the corresponding twisted theory for equivariant parameter (0, 0, 0, 0, 0, t)
has four extra generators. The main input of the current article is a comparison for-
mula expressing the reduced virtual cycle of the Log GLSM moduli space in terms of
its canonical (non-reduced) virtual cycle. The advantage of non-reduced theory is that
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it admits a (C∗)6 action with six equivariant parameters which we can specialize to
(λ, ζλ, ζ2λ, ζ3λ, ζ4λ, 0) as for the formal quintic.
To state our precise results, we need to setup some notation. Let X5 be a quintic
3-fold. Fix (g, n) such that 2g−2+n > 0, and fix ambient classes γ1, . . . , γn ∈ H
∗(X5).
1
Let
Ωg,n(γ1, . . . , γn) :=
∞∑
β=0
Qβρ∗
(
n∏
i=1
ev∗i (γi) ∩ [Mg,n(X5, β)]
vir
)
,
where ρ : Mg,n(X5, β)→Mg,n is the forgetful map, be the generating series of Gromov–
Witten classes defined by X5. For g ≥ 2, let
Fg(Q) :=
∫
Mg
Ωg,0
be the corresponding numerical generating series. In the cases g = 0, and g = 1 to avoid
unstable terms, we need markings (see below).
Let Mg,n(P
4,O(5), d) be the GLSM moduli space for a quintic 3-fold, that is the
moduli space of stable maps to P4 with a p-field [6]. In [7], we construct a certain
logarithmic compactification Mg,n(P
4,O(5), d, ν) (see Section 2 for more details) where
ν is a partition representing the contact order (or relative condition). Traditionally,
we call the case ν = ∅ the holomorphic theory, and the case ν 6= ∅ the meromorphic
theory. The moduli space Mg,n(P
4,O(5), d, ν) is a proper Deligne–Mumford stack with
a two-term perfect obstruction theory. Hence, it admits a virtual fundamental cycle
[Mg,n(P
4,O(5), d, ν)]vir. The cycle [Mg,n(P
4,O(5), d, ν)]vir is equivariant for both the
(C∗)5 action of P4 and the C∗ action on the p-field. The holomorphic theory is very special
in the sense, that in [7] we construct a reduced virtual cycle [Mg,n(P
4,O(5), d, ν)]red.
The main result of [7] is that [Mg,n(P
4,O(5), d, ν)]red computes the GW-invariants of
quintic 3-folds. The boundary of Mg,n(P
4,O(5), d, ν) contains rubber moduli spaces
M
∼
g,n(P
4,O(5), d, µ, ν) with their own virtual fundamental cycles. The key new higher
genus information for quintic 3-folds are the effective invariants
ceffg,d = deg[M
∼
g,n(P
4,O(5), d, (22g−2−5d), ∅)]red ∈ Q
for integral g, d ≥ 0 such that 5d ≤ 2g − 2. In particular, the invariants ceffg,d are only
defined when g ≥ 1, and when d ≤ 2g−2
5
. Furthermore, the ceffg,d are determined by the
corresponding low degree Gromov–Witten invariants.
The comparison formula of [7] between the reduced and non-reduced cycle yields a
formula of the form (the precise result is in Theorem 2.4)
Ωg,n =
∑
Γ
ceffg1,d1 · · · c
eff
gk,dk
ΩΓ,
where Γ is a decorated bipartite graph, the ceffgi,di are effective invariants associated to ∞
vertices and ΩΓ is the remaining contributions which can be expressed in terms of non-
reduced virtual cycles. We can replace ceffg,d in the above formula by formal parameters
cg,d and denote the resulting generating series by Ω
c
g,n. We call Ω
c
g,n the extended quintic
1By a dimension consideration, insertions of primitive classes are not very interesting.
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family. We can then obtain the theory of X5 by setting cg,d = c
eff
g,d. By setting cg,d = 0,
we obtain the theory of holomorphic GLSM.
1.1. Graded finite generation and orbifold regularity. Let us consider the I-
function (or period integral of its mirror) of the quintic 3-fold
I(q, z) = z
∑
d≥0
qd
∏5d
k=1(5H + kz)∏d
k=1(H + kz)
5
where H is a formal variable satisfying H4 = 0. We separate I(q, z) into components:
I(q, z) = zI0(q)1+ I1(q)H + z
−1I2(q)H
2 + z−2I3(q)H
3
The genus zero mirror symmetry conjecture of quintic 3-folds can be phrased as a
relationship
J(Q) =
I(q)
I0(q)
between the J- and I-function, involving the mirror map Q = qeτQ(q), where
τQ(q) =
I1(q)
I0(q)
.
Now we introduce the following degree k “basic” generators
Xk :=
dk
duk
(
log
I0
L
)
, Yk :=
dk
duk
(
log
I0I1,1
L2
)
, Zk :=
dk
duk
(
log(q
1
5L)
)
,
where I1,1 := 1 + q
d
dq
τQ, L := (1 − 5
5q)−
1
5 and du := Ldq
q
= L
I1,1
dQ
Q
. We often abbreviate
X = X1, Y = Y1 and Z = Z1.
To simplify later formulae, we introduce following basis:
φk = I1,1 · · · Ik,kL
−kHk
and the normalized Gromov–Witten classes
Ω¯cg,n := 5
g−1(L/I0)
2g−2Ωcg,n (1)
where I2,2 = L
5I−20 I
−2
1,1 , I3,3 = I1,1, I4,4 = I0 [35].
One can apply localization formula to the non-reduced virtual cycles in the comparison
formula to compute Ω¯cg,n, and specialize the equivariant parameter to the formal quintic
parameter (λ, ζλ, ζ2λ, ζ3λ, ζ4λ, 0). The first main result of the article is a combinatorial
structural theorem that packages the localization contributions into a Givental-style R-
matrix action.
Theorem 1.1. (Combinatorial Structural Theorem)
Ω¯cg,n = lim
λ→0
∑
Γ∈G∞g,n
1
|Aut(Γ)|
ContΓ.
Here, G∞g,n is the set of genus g, n-marked stable graphs with the decorations:
• for each vertex v, we assign a label 0 or ∞;
• for each flag f = (v, e) or f = (v, l) where v labeled by ∞, we assign a degree
δf ∈ Z≥1.
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For each Γ ∈ G∞g,n, the contribution ContΓ is defined from the R- and S-matrices of the
formal quintic theory in an explicit formula similar to that of Givental’s R-matrix action
(we refer to Section 4.2 for the precise formula).
We cannot directly apply the structural results of formal quintic proven in [26]. Nev-
ertheless, after much computation, we can prove Yamaguchi–Yau’s prediction.
Definition 1.2. We introduce the ring of 6-generators
R˜ := Q[L−1,X1,X2,X3,Y , Z]
the degree defined as follows
degL−1 = 1, degXk = k, degY = 1, degZ = 0.
We define Yamaguchi–Yau’s finite generation ring2 by
R := Q[X1,X2,X3,Y ]⊗ spanQ{L
−aZb : b ≤ a ≤ 5b} (2)
We denote by Rk ⊂ R the linear subspace of degree k elements.
This ring admits an additional structure: there exists a derivation ∂u acting on this
ring, such that the ring is closed under ∂u and that ∂u increases the degree by 1. The
explicit definition of ∂u is given in Lemma 5.4.
Remark 1.3. By setting Z = L5, we can regard R ⊂ Q[L−1,X1,X2,X3,Y , Z] as a subring
of Q[X1,X2,X3,Y , L]. Then we will lose the degree information.
Theorem 1.4. The following “graded finite generation properties” hold for the extended
quintic family
(1): Ω¯cg,n(φa1 , . . . , φan) ∈ H
2(3g−3+
∑
i ai)(Mg,n,Q)⊗R3g−3+∑i ai
(2): F¯g,n =
∫
Mg,n
Ω¯cg,n(φ
⊗n
1 ) ∈ R3g−3+n
Our graded finite generation theorem is much stronger than Yamaguchi–Yau’s original
non-graded finite generation. For example, a direct consequence is another key structural
prediction:
Corollary 1.5. (Orbifold regularity) Suppose that fg = L
3g−3F¯g|X=Yk=0. Then we can
write
fg =
3g−3∑
i=0
ai,gZ
i with Z = L5,
where ai,g = 0 for i ≤ ⌈
3g−3
5
⌉.
Remark 1.6. fg represents the initial condition of the holomorphic anomaly equations.
By using the boundary behavior of the large complex structure limit point, the conifold
singularity and the orbifold regularity, it is expected to be a polynomial of Z of degree
3g − 3. At this moment, it is beyond our ability to calculate fg directly even at g = 3.
There are two additional B-model structural predictions for fg(Z). The orbifold regularity
claims the vanishing of the lower part of fg. The other is the conifold gap condition,
which determines the upper 2g − 2 coefficients of of fg. As we see, for each g there
2From the definitions one can check that it is a subring of R˜.
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are 3g − 2 of initial conditions. By using the orbifold regularity and the degree zero
Gromov-Witten invariants, the number of initial conditions is reduced by ⌈3g−3
5
⌉+1. By
using the conifold gap condition, it is further reduced to ⌊2g−2
5
⌋ many, the same as the
number of effective invariants. It is natural to speculate that our approach also implies
the conifold gap condition. We leave this for future research.
Remark 1.7. There is a different approach to the higher genus theory of quintic 3-folds by
Chang–Guo–Li–Li–Liu. Recently, they posted a series of articles [5, 4, 3]. Among other
things, they proved the original Yamaguchi–Yau (non-graded) prediction independently.
Remark 1.8. It is nontrivial to show [29] that the five generators are algebraic indepen-
dent and hence the expression of F¯g is unique. This is important for the statement of the
holomorphic anomaly equation for which we need to consider derivatives with respect
to generators. On the other hand, our proof of Theorem 1.4 gives a canonical expres-
sion of Ω¯cg,n and F¯g in terms of the generators. Hence, we do not need the algebraic
independence of five generators.
1.2. Holomorphic anomaly equations. We now consider the holomorphic anomaly
equations (HAE). It is clear that the choice (2) of the generators of R is not canonical.
Let us make a choice.
Definition 1.9. Suppose S be a finite set that generates R. We pick a subset S ′ of S
such that
S ′ ∩Q[L] = ∅.
Let R′ = Q[S ′] ⊂ R be the subring generated by S ′. We call R′ a choice of non-
holomorphic subring, and we call the elements in the ring of the derivations of R′
DR′ ⊂ DR
the vector fields in the non-holomorphic direction.
Remark 1.10. A natural choice of the non-holomorphic subring is
R′ := Q[X1,X2,X3,Y ]. (3)
Motivated by [34], we can pick another set of generators
S ′ := {U := X , V := X + Y , V2 := ∂uU + U
2 − UV, V3 := (∂u + V)V2} (4)
of R′ defined in (3), such that Q[S ′] = R′. Here ∂u :=
d
du
.
Theorem 1.11. We introduce the derivations ∂1, ∂0 ∈ DR′ to be
∂1 = ∂U , ∂0 = ∂V1 − U ∂V2 − U
2 ∂V3 . (5)
Then we have the following holomorphic anomaly equations conjectured in [34]
−∂0F¯g =
1
2
F¯g−1,2 +
1
2
∑
g1+g2=g
F¯g1,1F¯g2,1,
−∂1F¯g = 0.
Note that we could consider F¯g,n as polynomials of either the generators {X1,X2,X3,Y , L}
or the generators {V1,V2,V3,U , L}.
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Remark 1.12. The above holomorphic anomaly equation should be viewed as a higher
genus generalization of the Picard–Fuchs equation. For example, for g ≥ 2, it determines
(see Remark 6.11) F¯g inductively up to a holomorphic function in L, which is referred
to as the holomorphic anomaly in the physics literature. Our Graded Finite Generation
Theorem implies that the holomorphic anomaly is a polynomial of degree 3g− 3, whose
lower part vanishes (orbifold regularity).
1.3. Plan of the paper. The paper is organized as follows. In Section 2, we introduce
the logarithmic compactification of the GLSM moduli space and the comparison formula
between its reduced and nonreduced virtual cycle. In Section 3, we prove a geometric
comparison between the formal quintic and the true quintic theory. The combinatorial
structural theorem is proved in Section 4. Graded finite generation and orbifold regular-
ity are proven in Section 5. The holomorphic anomaly equation is proven in Section 6.
In the final section 7, we prove a technical result of the formal quintic theory which we
used in the proof of graded finite generation. It implies a conjecture of Zagier–Zinger
[35].
1.4. Acknowledgments. Our program (including the results of the current paper) to
the higher genus theory was first announced in a workshop in Zurich in January 2018.
A special thanks to R. Pandharipande for the opportunity to present our program and
his constant support. We thank D. Maulik, A. Pixton, G. Oberdieck and X. Wang for
interesting discussions. The third author would like to thank S. Donaldson, H. Ogouri
and C. Vafa for valuable discussions regarding the program.
The first author was partially supported by supported by NSFC grants 11431001 and
11501013. The second author was partially supported by an AMS/Simons Travel Grant.
The third author was partially supported by NSF grant DMS 1405245 and NSF FRG
grant DMS 1159265. Part of the work was done during last two authors’ visit to the
MSRI, which was supported by NSF grant DMS-1440140.
2. Logarithmic GLSM Moduli Space and its Virtual Cycles
In this Section, we collect some results that will appear in [7, 8].
2.1. Moduli space. Let X be a smooth projective variety with a line bundle L admit-
ting a section cutting out a smooth hypersurface Y . We are mainly interested in the
case that X = P4 and L = O(5).
Given a map f : C → X from a log-smooth curve C, let P be the projective bundle
P(ωlog ⊗ f
∗L∨ ⊕ O) equipped with the logarithmic structure pulled back from C and
the divisorial log structure from the infinity section. Let Mg,n(X,L, β, ν) be the moduli
space of maps f : C → X of degree β together with an aligned3 log-section η : C → P
with contact order ν along the infinity section, and with all markings mapping to the
zero section, and such that ωlogC ⊗ f
∗O(1)⊗ η∗O(0P), where 0P is the zero section of P, is
ample for all sufficiently large k. For the computation of the Gromov–Witten theory of
Y it suffices to consider the case when ν is the empty partition but in the proof of the
Combinatorial Structural Theorem, we will also need to consider more general ν.
3This imposes that the partial order on the degeneracies of the irreducible components is actually a
total order. This is a variant of the logarithmic moduli space that behaves well for the localization.
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B
1 1
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D
2
2
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3
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F
Figure 1. The bipartite genus two graphs (for ν = ∅). Each vertex
is decorated by its genus when it is different from zero. Each edge is
decorated by its degree when it is different from one. The curve class β is
distributed among the stable vertices v ∈ V0(Γ) (of which there is at most
one).
Theorem 2.1 ([7]). The space Mg,n(X,L, β, ν) is a proper Deligne–Mumford stack.
There are evaluation maps evi : Mg,n(X,L, β, ν) → X , and there is a forgetful map
p : Mg,n(X,L, β, ν)→Mg,n+|ν|(X, β).
2.2. Virtual cycles. The moduli space Mg,n(X,L, β, ν) has a canonical perfect ob-
struction theory defining a virtual cycle [Mg,n(X,L, β, ν)]
vir.
The maximal degeneracy defines a line bundle Lmax on Mg,n(X,L, β, ν). In the case
that ν = ∅, in [7], a surjective homomorphism of sheaves
σ : ObMg,n(X,L,β,∅) → L
∨
max
is constructed using the section cutting out the hypersurface Y . Using this cosection-like
homomorphism, an alternative reduced virtual cycle [Mg,n(X,L, β, ∅)]
red is constructed,
which agrees with [Mg,n(X,L, β, ∅)]
vir on the locus where the log-section η does not map
any components of the source to the infinity section. In particular, the reduced virtual
dimension is the same as the ordinary virtual dimension. The crucial property of the
reduced virtual cycle is the following:
Theorem 2.2 ([7]). We have
p∗[Mg,n(Y, β)]
vir = (−1)1−g+
∫
β c1(L)p∗[Mg,n(X,L, β, ∅)]
red,
where on both sides p denotes the corresponding forgetful map to Mg,n(X, β).
2.3. Localization formula. The moduli spaceMg,n(X,L, β, ν) admits a C
∗-action de-
fined via scaling the log-section η. Both the ordinary and reduced perfect obstruction
theories are equivariant with respect to this torus action. Hence, we can apply the virtual
localization theorem [17] to compute their virtual classes.
We first consider the fixed loci of Mg,n(X,L, β, ν). They are classified by a set of
decorated bipartite graphs Γ, which we describe now. Let V (Γ) and E(Γ) be the sets of
vertices and edges of Γ, respectively. There are various decorations:
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1
1
1
Figure 2. The bipartite genus one graphs for the partition ν = (1)
• the bipartite structure V (Γ) = V0(Γ) ⊔ V∞(Γ)
• a genus mapping g : V (Γ)→ Z≥0
• a curve class mapping β : V (Γ)→ Pic(X)∨
• a fiber class mapping δ : E(Γ)→ Z≥1
• a distribution of markings m : {1, . . . , n} ⊔ ν → V (Γ)
The valence n(v) of a vertex v ∈ V (Γ) is the sum of the number of edges at v and the
number of preimages under m. We set for all v ∈ V∞(Γ) that ν(v) = |m
−1(ν)| and that
µ(v) is the partition formed by δ(e) for all edges e at v.
We require the decorated graphs to statisfy the following conditions:
•
∑
v g(v) + h
1(Γ) = g
•
∑
v β(v) = β
• ∀v ∈ V∞(Γ) : |µ(v)| − |ν(v)| = 2g(v)− 2 + n(v)−
∫
β(v)
c1(X)
• m({1, . . . , n}) ⊆ V0(Γ), m(ν) ⊆ V∞(Γ)
• If for v ∈ V (Γ), we have (g(v), n(v), β(v)) = (0, 1, 0), then the unique incident
edge e has δ(e) > 1.
In the case that X = P4, L = O(5), Figure 1 and Figure 2 show all localization graphs
for M2(X,L, β, ∅) and M1(X,L, β, (1)) which do not have any vertices v ∈ V0(Γ) with
(g(v), n(v)) = (0, 1). These are all localization graphs for the analogous moduli space
defined using stable quotients. The full set of stable maps localization graphs is obtained
by attaching additional genus zero vertices via degree-one edges to any v ∈ V∞(Γ) and
distributing β among them and the original stable vertices in V0(Γ).
Given a decorated graph Γ, consider the fiber product
M˜Γ //

MΓ =
∏
v∈V (Γ)Mg(v),n(v)(X, β(v))

X |E(Γ)|
∆
// X |E(Γ)| ×X |E(Γ)|
where for unstable v ∈ V0(Γ) in the sense that 2g(v)− 2 + n(v) + 3
∫
β(v)
c1(X) ≤ 0, we
define the corresponding factor in MΓ to be X . There is a gluing map
ιΓ : M˜Γ →Mg,n+|ν|(X, β).
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We then have
p∗([Mg,n(X,L, β, ν)]
vir) =
∑
Γ
1
|Aut(Γ)|
ιΓ∗∆
!(CvirΓ ) (6)
where
CvirΓ =
∏
v∈V0(Γ)
e(−Rπv∗(ωπv ⊗ f
∗L∨)⊗ [1])∏
e at v(
t−ev∗e(c1(L))
δ(e)
− ψe)
∩ [Mg(v),n(v)(X, β(v))]
vir
∏
v∈V∞(Γ)
p∗
(
1
−t− c1(Lmin)
[M
∼
g(v)(X,L, β(v), µ(v), ν(v))]
vir
) ∏
e∈E(Γ)
1
δ(e)
∏δ(e)
i=1
t−ev∗e(c1(L))
δ(e)
and
p∗([Mg,n(X,L, β, ∅)]
red) =
∑
Γ
1
|Aut(Γ)|
ιΓ∗∆
!(CredΓ ) (7)
where
CredΓ =
∏
v∈V0(Γ)
e(−Rπv∗(ωπv ⊗ f
∗L∨)⊗ [1])∏
e at v(
t−ev∗e(c1(L))
δ(e)
− ψe)
∩ [Mg(v),n(v)(X, β(v))]
vir
∏
v∈V∞(Γ)
p∗
(
t
−t− c1(Lmin)
[M
∼
g(v)(X,L, β(v), µ(v), ∅)]
red
) ∏
e∈E(Γ)
1
δ(e)
∏δ(e)
i=1
i(t−ev∗e(c1(L)))
δ(e)
.
We have used the notations:
• M
∼
g(v)(X,L, β(v), µ(v), ν(v)) is a rubber moduli space defined in [7].
• Lmin is the line bundle onM
∼
g(v)(X,L, β(v), µ(v), ν(v)) corresponding to the min-
imal degeneracy.
• [M
∼
g(v)(X,L, β(v), µ(v), ν(v))]
vir is a virtual class onM
∼
g(v)(X,L, β(v), µ(v), ν(v)).
• [M
∼
g(v)(X,L, β(v), µ(v), ∅)]
red is a virtual class on M
∼
g(v)(X,L, β(v), µ(v), ∅) sat-
isfying
c1(Lmax)[M
∼
g(v)(X,L, β(v), µ(v), ∅)]
red = [M
∼
g(v)(X,L, β(v), µ(v), ∅)]
vir.
We also need to define
e(−Rπv∗(ωπv ⊗ f
∗L∨)⊗ [1])∏
e at v(
t−ev∗e(c1(L))
δ(e)
− ψe)
∩ [Mg(v),n(v)(X, β(v))]
vir
for unstable vertices v at 0: In the case that (g(v), n(v), β(v)) = (0, 2, 0), and that v is
connected to two edges e1 and e2, we use
t− c1(L)
t−c1(L)
δ(e1)
+ t−c1(L)
δ(e2)
,
in the case that (g(v), n(v), β(v)) = (0, 2, 0), and that v is connected to one edge e and
has the ith marking, we use t− c1(L), and finally, when (g(v), n(v), β(v)) = (0, 1, 0) and
e is the unique edge at v, we use
(t− c1(L))
2
δ(e)
.
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The only case of unstable vertices v at∞ happens when (g(v), n(v), β(v)) = (0, 2, 0) and
ν(v) 6= ∅. Then we define
p∗
(
1
−t− c1(Lmin)
[M
∼
g(v)(X,L, β(v), µ(v), ν(v))]
vir
)
= 1.
2.4. Comparison of virtual cycles. The ordinary and reduced virtual cycle of the
moduli space Mg,n(X,L, β, ∅) only differ over the boundary ∂Mg,n(X,L, β, ∅). As in a
similar situation in [32], the boundary contribution can be made explicit.
Theorem 2.3 ([7]). There is a reduced virtual cycle [∂Mg,n(X,L, β, ∅)]
red such that
[Mg,n(X,L, β, ∅)]
vir = [Mg,n(X,L, β, ∅)]
red + [∂Mg,n(X,L, β, ∅)]
red.
Wemake the comparison more explicit by decomposing the boundary ∂Mg,n(X,L, β, ∅)
according to “tropical data”, which is in correspondence to exactly the same decorated
graphs as those discussed in Section 2.3.
The graphs symbolize a decomposition of the source curve of the log-section into a
part mapping directly into the infinity section, and one part not mapping directly into
the infinity section. The vertices v ∈ V∞(Γ) (respectively, v ∈ V0(Γ)) make up the first
(respectively, second) part. There is exactly one graph, the graph consisting of a single
vertex v ∈ V0(Γ), that does not stand for any component of ∂Mg,n(X,L, β, ∅). It instead
corresponds to Mg,n(X,L, β, ∅) itself.
Applying an additional comparison of connected and disconnected rubber virtual cy-
cles, [8] arrives at:
Theorem 2.4.
p∗([Mg,n(X,L, β, ∅)]
red) =
∑
Γ
1
|Aut(Γ)|
ιΓ∗∆
!(CcompΓ ),
where
CcompΓ =
∏
v∈V0(Γ)
p∗([Mg(v),n(v)(X,L, β(v), ν(v))]
vir)
∏
v∈V∞(Γ)
p∗(−[M
∼
g(v),n(v)(X,L, β(v), µ(v), ∅)]
red)
∏
e∈E(Γ)
δ(e).
Remark 2.5. Note that CcompΓ = p∗[Mg,n(X,L, β, ∅)]
red in the case that Γ is the graph
consisting of a single vertex v ∈ V0(Γ). The sum of the contributions of the other graphs
is p∗[∂Mg,n(X,L, β, ∅)]
red.
Remark 2.6. In the quintic case (X = P4, L = O(5)), the classes [M
∼
g,n(X,L, β, µ, ∅)]
red
are determined from only 1+ ⌊2g−2
5
⌋ numbers in any genus: To see this, note first that µ
is a partition of 2g− 2+ n− 5β, and that the dimension of [M
∼
g,n(P
4,O(5), β, µ, ∅)]red is
n− (2g − 2− 5β).
Therefore, in the case that all parts of µ are equal to 2, the virtual dimension is zero,
and we may define a constant ceffg,β for 5β ≤ 2g − 2 by
−[M
∼
g,2g−2−5β(P
4,O(5), β, (22g−2−5β), ∅)]red = ceffg,β[pt].
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Furthermore, in the case that some parts of µ are equal to 1, the reduced virtual class
is pulled back under the map forgetting those markings. Therefore, the virtual class
vanishes unless all parts of µ are equal to 1 or 2, and when µ = (22g−2−5β, 1k), we have
−[M
∼
g,2g−2−5β(P
4,O(5), β, (22g−2−5β, 1k), ∅)]red = ceffg,βπ
∗
k[pt],
where πk is the map forgetting the last k markings.
Therefore, [M
∼
g,n(X,L, β, µ, ∅)]
red are determined from the numbers ceffg,β for 5β ≤
2g − 2. We call ceffg,β the effective constants.
2.5. The extended quintic family. By Remark 2.6, the comparison formula in The-
orem 2.4 involves effective constants ceffg,β. Viewing the effective constants as parameters,
we define the extended quintic family of theories. Given a choice c of constants cg,β for
5β ≤ 2g − 2, we formally define the extended quintic virtual class
[Qcg,n,β]
vir :=
∑
Γ
1
|Aut(Γ)|
∏
e∈E(Γ)
δ(e)
ιΓ∗∆
!
 ∏
v∈V0(Γ)
p∗([Mg(v),n(v)(X,L, β(v), ν(v))]
vir)
∏
v∈V∞(Γ)
cg(v),β(v),µ(v)
 ,
where we set
cg,β,µ :=
{
0 if µ has a part of size ≥ 3,
cg,βπ
∗
ℓ(µ)−(2g−2−5β)[pt].
This is a cycle on Mg,n(P
4, β).
3. From formal quintic to quintic
The goal of this section is to prove a graph sum formula expressing the extended
quintic family in terms of the formal quintic. We will prove a cycle-valued formula that
will be the an essential ingredient in the Combinatorial Structure Theorem for the quintic
family that we will prove in the following Section 4.
3.1. Twisted virtual cycles. Compared to the previous section, we now specialize to
the case that X = P4 and L = O(5).4 In this case, the localization formula of Section 2.3
involves the twisted virtual cycle
e(−Rπ∗(ωπ ⊗ f
∗O(−5))⊗ [1]) ∩ [Mg,n(P
4, β)]vir,
which we can rewrite via Serre duality as
e(−Rπ∗(ωπ ⊗ f
∗O(−5))⊗ [1]) ∩ [Mg,n(P
4, β)]vir
= (−1)1−g+5βe(Rπ∗(f
∗O(5))⊗ [1]) ∩ [Mg,n(P
4, β)]vir. (8)
In the following, we call the cohomological field theory defined using the virtual cycle
e(Rπ∗(f
∗O(5))⊗ [1]) ∩ [Mg,n(P
4, β)]vir
4The analysis of this and the following section can be performed analogously for the case where X is
any projective space and L = O(k) for some k > 0.
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the t-twisted theory.
This theory is closely related to the formal quintic theory (we also refer to it as the λ-
twisted theory) of [20, 21, 27, 26, 35] in genus zero. To explain how they differ, it is useful
to consider the fully equivariant twisted theory, which is defined in the same way as the
t-twisted theory except that we use the (C∗)5-equivariant virtual cycle [Mg,n(P
4, β)]vir(C∗)5
of Mg,n(P
4, β) with respect to the diagonal (C∗)5-action on P4. Let λi denote the corre-
sponding additional equivariant parameters.
Then the t-twisted theory can be obtained by specializing λi = 0. On the other hand,
the λ-twisted theory is obtained by setting t = 0, which is possible since c1(O(5)) is
invertible in equivariant cohomology, as well as specializing λi = ζ
iλ where λ is one
parameter and ζ is a fifth root of unity. We accordingly define the formal quintic virtual
cycle:
[Mg,n(P
4, β)]vir,λ =
(
e(Rπ∗f
∗O(5)⊗ [1]) ∩ [Mg,n(P
4, β)]vir(C∗)5
) ∣∣∣
t=0,λi=ζiλ
.
Remark 3.1. In genus zero, the two twisted theories admit non-equivariant limits t = 0,
λ = 0, which agree. However, in higher genus, it is not possible to take these limits,
and taking the t0-coefficient in the Laurent expansion of the t-twisted theory will give a
different result to the λ0-coefficient in the λ-twisted theory.
3.2. Full torus localization. In addition to the C∗-action on Mg,n(P
4,O(5), β, ν)
discussed in Section 2.3, we may also use the diagonal (C∗)5-action on P4 to define
a (C∗)6-action on Mg,n(P
4,O(5), β, ν). The ordinary perfect obstruction theory of
Mg,n(P
4,O(5), β, ν) is equivariant for the full (C∗)6-action, while (when defined), the
reduced perfect obstruction theory is only C∗-equivariant.
The localization formula of Section 2.3 can clearly be lifted to (C∗)6-equivariant coho-
mology. We note that this is not the same as the localization formula for the (C∗)6-action
on Mg,n(P
4,O(5), β, ν) because we still use the fixed loci for the C∗-action and not the
(smaller) fixed loci of the (C∗)6-action.
We now consider the specialization of equivariant parameters
(λ0, λ1, λ2, λ3, λ4, t) = (λ, ζλ, ζ
2λ, ζ3λ, ζ4λ, 0). (9)
Under this specialization, the localization formula from Section 2.3 can be written as
p∗([Mg,n(P
4,O(5), β, ν)]vir) = lim
λ→0
∑
Γ
1
|Aut(Γ)|
ιΓ∗∆
!(CvirΓ )
where
CvirΓ =
∏
v∈V0(Γ)
(−1)1−g(v)+5β(v)∏
e at v(
−ev∗e(5H)
δ(e)
− ψe)
∩ [Mg(v),n(v)(P
4, β(v))]vir,λ
∏
v∈V∞(Γ)
p∗
(
1
−c1(Lmin)
[M
∼
g(v)(P
4,O(5), β(v), µ(v), ν(v))]vir(C∗)5
) ∏
e∈E(Γ)
1
δ(e)
∏δ(e)
i=1
−iev∗e(5H)
δ(e)
,
where and all other notation and exceptional cases are similar as in Section 2.3.
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Figure 3. The tripartite graphs in genus two, part 1. The letters under
each graph indicate which genus two bipartite graph is obtained when
merging the upper two or the lower two level, respectively.
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Figure 4. The tripartite graphs in genus two, part 2.
Remark 3.2. It is not obvious that we could perform the formal quintic specialization.
The next lemma addresses invertibility of c1(Lmin). To see that
−ev∗e(5H)
δ(e)
−ψe is invertible
note that on each fixed locus for localization onMg,n(P
4, β), H specializes to an element
of the form ζ iλ, whereas ψe is either nilpotent or an element of the form (ζ
j − ζk)λ for
j 6= k.
Lemma 3.3 ([8]). c1(Lmin) is invertible in the (C
∗)5-equivariant cohomology of
M
∼
g(v)(P
4,O(5), β(v), µ(v), ν(v)).
3.3. Tripartite graphs. We now combine the comparison of Theorem 2.4, and more
generally, the definition of the extended quintic family in Section 2.5, with the localization
formula of Section 3.2 to the computation of [Qcg,n,β]
vir.
The comparison formula is already a sum over bipartite graphs. Applying localization
to p∗([Mg(v),n(v)(P
4,O(5), β(v), ν(v))]vir) for each v ∈ V0(Γ), we arrive at a sum over
graphs with three different types of vertices.
The decorations of such a graph Γ consist of
• the tripartite structure V (Γ) = Vl(Γ) ⊔ Vm(Γ) ⊔ Vu(Γ)
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• a genus mapping g : V (Γ)→ Z≥0
• a curve class mapping β : V (Γ)→ Pic(X)∨
• a fiber class mapping δ : E(Γ)→ Z≥1
• a distribution of markings m : {1, . . . , n} → V (Γ)
When v ∈ Vl(Γ) (respectively, v ∈ Vm(Γ), v ∈ Vu(Γ)), we say that v is in the lower
(respectively, middle, upper) level. Edges must always connect vertices of different levels.
We can therefore decompose E(Γ) = Elm(Γ)⊔Elu(Γ)⊔Emu(Γ) according to which levels
are connected by an edge. For v ∈ Vm(Γ) ⊔ Vu(Γ), we set µ(v) (respectively, ν(v)) to be
the partitions formed by the δ(e) for all e at v connecting to a lower (respectively, upper)
level. Note that if v ∈ Vu(Γ), then ν(v) = ∅. They need to satisfy the constraints:
• Elu(Γ) = ∅
•
∑
v g(v) + h
1(Γ) = g
•
∑
v β(v) = β
• ∀v ∈ Vm(Γ) ⊔ Vu(Γ) : |µ(v)| − |ν(v)| = 2g(v)− 2 + n(v)−
∫
β(v)
c1(X)
• If for v ∈ V (Γ), we have (g(v), n(v), β(v)) = (0, 1, 0), then the unique incident
edge e has δ(e) > 1.
We have listed all tripartite graphs in the case that (g, n) = (2, 0) (and we use a stable
quotient theory) in Figure 3 and 4.
We define MΓ, M˜Γ and
ιΓ : M˜Γ →Mg,n(P
4, β)
analogously as in Section 2.3. There is an additional case of an unstable vertex v, that
is, when v ∈ Vm(Γ) and (g(v), n(v), β(v)) = (0, 2, 0).
We can now write p∗([Mg,n(P
4,O(5), β, ∅)]red) as a sum over decorated tripartite
graphs:
[Qcg,n,β]
vir = lim
λ→0
∑
Γ
1
|Aut(Γ)|
ιΓ∗∆
!(C3Γ),
where
C3Γ =
∏
v∈Vl(Γ)
(−1)1−g(v)+5β(v)∏
e at v(
−ev∗e(5H)
δ(e)
− ψe)
∩ [Mg(v),n(v)(P
4, β(v))]vir,λ
∏
v∈Vm(Γ)
p∗
(
1
−c1(Lmin)
[M
∼
g(v)(P
4,O(5), β(v), µ(v), ν(v))]vir(C∗)5
)
∏
v∈Vu(Γ)
cg(v),β(v),µ(v)
∏
e∈Elm(Γ)
1
δ(e)
∏δ(e)
i=1
−iev∗e(5H)
δ(e)
∏
e∈Emu(Γ)
δ(e).
Here the notations are similar to those in Section 2.3, as are the contributions of unstable
vertices v ∈ Vl(Γ) and v ∈ Vm(Γ).
We now rewrite the formula as a sum over bipartite graphs by merging the middle
and upper levels. The result is a sum over decorated graphs as in Section 2.3:
[Qcg,n,β]
vir = lim
λ→0
∑
Γ
1
|Aut(Γ)|
ιΓ∗∆
!(C2Γ), (10)
STRUCTURE OF GW INVARIANTS OF QUINTIC 3-FOLDS 17
1
1
2
1
1 11 1 2
Figure 5. Bipartite graphs for (g, µ) = (1, (1)), (2, (3))
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Figure 6. Bipartite graphs for (g, µ) = (1, (1, 1)), (2, (2, 2))
where
C2Γ =
∏
v∈V0(Γ)
(−1)1−g(v)+5β(v)∏
e at v(
−ev∗e(5H)
δ(e)
− ψe)
∩ [Mg(v),n(v)(P
4, β(v))]vir,λ
∏
v∈V∞(Γ)
Cg(v),β(v),µ(v)
∏
e∈E(Γ)
1
δ(e)
∏δ(e)
i=1
−iev∗e(5H)
δ(e)
for classes Cg,β,µ ∈ H∗(Mg,µ(P
4, β)) that themselves can be written as a sum over a class
of bipartite decorated graphs Γ that we will describe now.
The decorations are given by:
• the bipartite structure V (Γ) = V0(Γ) ⊔ V∞(Γ)
• a genus mapping g : V (Γ)→ Z≥0
• a curve class mapping β : V (Γ)→ Pic(X)∨
• a fiber class mapping δ : E(Γ)→ Z≥1
• a distribution of markings m : µ→ V0(Γ)
We set for all v ∈ V0(Γ) that µ(v) = |m
−1(µ)| and that ν(v) is the partition formed by
δ(e) for all edges e at v. For all v ∈ V∞(Γ), the partition formed by δ(e) for all edges e
at v is denoted by µ(v), while we set that ν(v) = ∅.
We require the decorated graphs to satisfy the following conditions:
•
∑
v g(v) + h
1(Γ) = g
•
∑
v β(v) = β
• ∀v ∈ V0(Γ) : |µ(v)| − |ν(v)| = 2g(v)− 2 + n(v)− 5β(v)
• There are no vertices v ∈ V (Γ) such that (g(v), n(v), β(v)) = (0, 1, 0).
We note that the conditions imply that µ is a partition of 2g − 2− 5β.
Then, we can define Cg,β,µ via
Cg,β,µ =
∑
Γ
1
|Aut(Γ)|
ιΓ∗∆
!(CmuΓ ), (11)
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where
CmuΓ =
∏
v∈V0(Γ)
p∗
(
1
−c1(Lmin)
[M
∼
g(v)(P
4,O(5), β(v), µ(v), ν(v))]vir(C∗)5
)
∏
v∈V∞(Γ)
cg(v),β(v),µ(v)
∏
e∈E(Γ)
δ(e).
All in all, we have found a formula (10) expressing the extended quintic virtual cycle
in terms of the formal quintic and cycles (11) that depend on the chosen element of the
extended quintic family.
Remark 3.4. We could further extend the quintic family by allowing the Cg,β,µ to be
arbitrary cycles subject to the constraint that Cg,β,µ is only nonzero if µ is a partition of
2g − 2− 5β.
4. The combinatorial structure theorem
In Section 2.5, we introduced the extended quintic family. It contains the quintic
and holomorphic GLSM theories. In this section, we prove a structural theorem for the
extended quintic family, which sets the stage for the proof of the main theorems.
4.1. Formal quintic CohFT. In Section 3.1 we introduced the λ-twisted virtual cycle
[Mg,n(P
4, β)]vir,λ. We now define the corresponding cohomological field theory (CohFT).
The state space is H = H∗(P4), the pairing is given by
(γ1, γ2)
λ =
(∫
P4,(C∗)5
e(O(5))γ1γ2
)∣∣∣
λi=ζiλ
,
and the unit is 1, the unit in cohomology. We now define the λ-twisted cohomological
field theory Ωλ by
Ωλg,n(γ1, . . . , γn) =
∞∑
β=0
qβρ∗
(
n∏
i=1
ev∗i (γi) ∩ [Mg,n(P
4, β)]vir,λ
)
,
where ρ : Mg,n(P
4, β) → Mg,n is the forgetful map. More generally, for any (formal)
τ ∈ H, we may define the τ -shifted λ-twisted cohomological field theory Ωλ by
Ωλ,τg,n(γ1, . . . , γn) =
∞∑
β,k=0
qβ
k!
ρ∗π
k
∗
(
n∏
i=1
ev∗i (γi)
n+k∏
i=n+1
ev∗i (τ) ∩ [Mg,n+k(P
4, β)]vir,λ
)
,
where πk : Mg,n+k(P
4, β)→Mg,n(P
4, β) is the forgetful map.
The (τ -shifted) λ-twisted cohomological field theory is semi-simple. Hence there exists
a basis {eα} of idempotents, and the Givental–Teleman reconstruction theorem [33, 31]
applies. This theorem determines Ωλ from its degree-zero part (topological field theory)
ω, and an R-matrix
Rτ (z) ∈ End(H)⊗Q(λ)[[q, z]]
satisfying the symplectic condition
Rτ (z)R
∗
τ (−z) = Id.
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To motivate the extended R-matrix action, we recall the statement of the Givental–
Teleman theorem. Let Gg,n be the set of stable graphs of genus g with vertices and n
legs. For any Γ in G∞g,n or Gg,n, there is a corresponding gluing map
ιΓ : MΓ :=
∏
v
Mg(v),n(v) →Mg,n.
We then, for each Γ ∈ Gg,n, define the contribution
ContΓ : H
⊗n →MΓ
by the following contraction of tensors
(1) at each flag f = (v, l) with leg insertion γ, we place R−1τ (zf )γ;
(2) at each edge e connecting two vertices v1, v2, we place∑
α eα ⊗ e
α −R−1τ (zf1)eα ⊗ R
−1
τ (zf2)e
α
zf1 + zf2
where f1 := (v1, e), f2 := (v2, e) and {e
α} is the dual basis to {eα}, and
(3) at each vertex v with m flags f1, . . . , fm, we place the map
γ1(zf1)⊗ · · · ⊗ γm(zfm) 7→ Tωg(v),m(γ1(ψ¯1)⊗ · · · ⊗ γm(ψ¯m))
:=
∞∑
k=0
1
k!
πk∗ωg(v),m+k
(
γ1(ψ¯1)⊗ · · · ⊗ γm(ψ¯m)⊗
k⊗
i=1
T (ψm+i)
)
,
where
T (z) = z(1−R−1τ (z)1),
and the ψ¯ are the (ancestor) psi classes.
Theorem 4.1 (Givental–Teleman).
Ωλg,n =
∑
Γ∈Gg,n
1
|Aut(Γ)|
ιΓ∗ContΓ
For later reference, we recall the definition of the twisted J-function and the (inverse)
S-matrix. We allow for a more general shift t(z) ∈ H[[t]]:
Jt(z) := z1+ t(−z) +
∞∑
β,k=0
qβ
k!
ev1∗
(
1
z − ψ1
k+1∏
i=2
ev∗i (t(ψi)) ∩ [M0,k+1(P
4, β)]vir,λ
)
S−1
t
(z)γ := γ +
∞∑
β,k=0
qβ
k!
ev1∗
(
1
−z − ψ1
ev∗2(γ)
k+2∏
i=3
ev∗i (t(ψi)) ∩ [M0,k+2(P
4, β)]vir,λ
)
20 S. GUO, F. JANDA, AND Y. RUAN
4.2. The extended quintic family as a generalized R-matrix action. We use the
extended quintic virtual cycle [Qcg,n,β]
vir to define (t-shifted) extended quintic classes
for any γ1, . . . , γn ∈ H. We use a slightly artificial definition in order to avoid making
assumptions on the effective constants. We define
Ωc,tg,n(γ1, . . . , γn)
:= (I0)
2g−2+n
∞∑
β,k=0
qβ
k!
(−1)1−g+5βρ∗π
k
∗
(
n∏
i=1
ev∗i (γi)
n+k∏
i=n+1
ev∗i (t(ψi)) ∩ [Q
c
g,n+k,β]
vir
)
,
where we use the shift
t = z(1 − I0(q)) + I1(q)H,
and where I0(q) and I1(q) are as in the introduction. The choice is motivated by the
Wall-Crossing Theorem [10] (see also [11]). The extended quintic classes are related to
the quintic CohFT via
Ωg,n(γ1, . . . , γn) = Ω
ceff ,t
g,n (γ1, . . . , γn)
under the mirror transformation between q and Q.
Although the extended quintic classes do not form a CohFT, in this section, we will
express them in terms of a generalized R-matrix action. In the following sections, we
will mostly work with the related shift
τ =
I1(q)
I0(q)
H.
Before stating the generalized R-matrix action, we need to setup some notation. First,
let G∞g,n be the set of stable graphs in Gg,n with the decorations:
• for each vertex v, we assign a label 0 or ∞;
• for each flag f = (v, e) or f = (v, l) where v labeled by ∞, we assign a degree
δf ∈ Z≥1.
Then, if v is a vertex of a graph Γ ∈ G∞g,n, and γ ∈ H, we write
R
−1
v (zf )γ :=
{
R−1τ (zf)γ if v is labeled by 0 ,
S−1τ (zf) γ if v is labeled by ∞ .
To define the generalized R-matrix action, define for each Γ ∈ G∞g,n a contribution
ContΓ : H
⊗n →MΓ
by the following construction:
(1) at each flag f = (v, l) with leg insertion γ, we place R−1v (zf)γ;
(2) at each edge e connecting two vertices v1, v2, we place
Vf1,f2(zf1 , zf2) :=
∑
α δv1v2eα ⊗ e
α −R−1v1 (zf1)eα ⊗R
−1
v2
(zf2)e
α
zf1 + zf2
where f1 := (v1, e), f2 := (v2, e) and
δv1,v2 =
{
1 v1, v2 have both label 0,
0 otherwise ;
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(3) at each vertex v with m flags f1, . . . , fm, we place the map
γ1(zf1)⊗ · · · ⊗ γm(zfm) 7→{
Tωλg(v),m(γ1(ψ¯1)⊗ · · · ⊗ γm(ψ¯m)) v is labeled by 0 ,
(I0)
2g(v)−2+ℓ(µ)JΩ∞,cg(v),µ(γ1(5H/µ1)⊗ · · · ⊗ γm(5H/µm)) v is labeled by ∞ .
where µ is the partition of length m formed by δf for all flags f , where
Ω∞,cg,µ : H
⊗ℓ(µ) → H∗(Mg,ℓ(µ))
is a multilinear form determined from the effective invariants such that
Ω∞,cg,µ = 0 for 2g − 2 + ℓ(µ)− 5 |µ| < 0,
and where
JΩ∞,cg,µ (γ1 ⊗ · · · ⊗ γm) =
∑′
µ′
1
|Aut(µ′)|
Ω∞,cg,µ+µ′
γ1 ⊗ · · · ⊗ γm ⊗ ℓ(µ′)⊗
i=1
Jt(−5H/µ
′
i)
 ,
in which
∑′ indicates that the sum is only over all partitions µ′ with no part
equal to one.
Remark 4.2. By Remark 3.2, the substitution zi =
5H
µi
is well-defined. Also, note that
the sum in the definition of JΩ∞,c has only finitely many nonzero terms.
Remark 4.3. The formal definition of Ω∞,c is in Section 4.3.1.
Theorem 4.4.
Ωc,tg,n = lim
λ→0
∑
Γ∈G∞g,n
1
|Aut(Γ)|
ιΓ∗(ContΓ)
Definition 4.5. We define a λ-equivariant version of Ωc,tg,n by
Ωc,t,λg,n =
∑
Γ∈G∞g,n
1
|Aut(Γ)|
ιΓ∗(ContΓ)
so that Ωc,tg,n = lim
λ→0
Ωc,t,λg,n .
The proof of this theorem will occupy Section 4.3.
4.3. Proof of Theorem 4.4.
4.3.1. Step 1. For elements γ1, . . . , γn ∈ H, we apply (10) to compute Ω
c,t
g,n(γ1, . . . , γn).
We note that the bivalent graphs Γ that (10) sums over may not be stable graphs in
Gg,n, but may include unstable vertices of genus zero, with at most two markings. The
conditions from Section 2.3 imply that any such unstable vertex v satisfies v ∈ V0(Γ).
Contracting the unstable vertices produces a stable graph Γ′ from Γ. We label each
vertex in Γ′ according to whether the corresponding vertex in Γ lies in V0(Γ) or V∞(Γ).
Note that the flags f of Γ′ at vertices labeled by ∞ are in bijective correspondence to
the edges of Γ that are not connected to a genus zero vertex of valence one. Using
the fiber class mapping δ : E(Γ) → Z≥1, we define the degree δf . In this way, we
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assign to each decorated bivalent graph, a decorated dual graph in G∞g,n with the special
property that there is no edge connecting two vertices of label 0. We note that S−1 is
the generating series of unstable vertices of genus zero with one edge and one marking,
J is the generating series of unstable vertices with a single edge, and
Vt(z1, z2) :=
∑
α e
α ⊗ eα
−z1 − z2
+
∞∑
β=0
∑
α1,α2
qβ
k!
∫
[M0,2(P4,β)]vir,λ
(
ev∗1(eα1)
−z1 − ψ1
ev∗2(eα2)
−z2 − ψ2
k+2∏
i=3
ev∗i (t(ψi))
)
eα1 ⊗ eα2
is the generating series of unstable vertices with two edges.
Reorganizing (10) according to the decorated dual graph, we see that
Ωc,tg,n(γ1, . . . , γn) = lim
λ→0
∑
Γ∈G∞g,n
1
|Aut(Γ)|
ιΓ∗(Cont
1
Γ),
where the contribution Cont1Γ is defined by the following:
(1) at each flag f = (v, l) with insertion γ, we place R
−1
v (zf )γ where
R
−1
v (z)γ :=
{
γ if v is labeled by 0,
S−1
t
(z)γ if v is labeled by ∞
(2) at each edge e connecting two vertices v1 and v2, we place
0, if v1 and v2 are labelled by 0,∑
α
−eα⊗eα
zf1+zf2
, if exactly one of v1 and v2 is labelled by 0,
Vt(zf1 , zf2), if v1 and v2 are labelled by ∞
where f1 := (v1, e), f2 := (v2, e), and
(3) at each vertex v with m flags f1, . . . , fm, we place the map
γ1(zf1)⊗ · · · ⊗ γm(zfm) 7→
{
Ωλ,tg(v),m(γ1(ψ1), . . . , γm(ψm)) if v is labeled by 0
JΩ∞g(v),µ(γ1(z1), . . . , γm(zm)|zi=5H/µi) if v is labeled by ∞
,
where we set
Ωλ,tg,n(γ1(ψ1), . . . , γn(ψn))
= (I0)
2g−2+n
∞∑
β,k=0
qβ
k!
ρ∗π
k
∗
(
n∏
i=1
ev∗i (γi(ψi))
n+k∏
i=n+1
ev∗i (t(ψi)) ∩ [Mg,n+k(P
4, β)]vir,λ
)
,
where
Ω∞g,µ(γ1, . . . , γm) =
∑
β≥0
(−1)1−g+5βqβ
Cg,β,µ ℓ(µ)∏
e=1
1∏µe
i=2
−5iH
µe
, γ1 · · · · · γm
λ ,
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and where
JΩ∞,cg,µ (γ1 ⊗ · · · ⊗ γm)
=
∑
µ′
1
|Aut(µ′)|
Ω∞,cg,µ+µ′(γ1 ⊗ · · · ⊗ γm ⊗
ℓ(µ′)∏
i=1
(δ1µ′m+izm+i + Jt(−zm+i))|zm+i=5H/µ′i).
Here, we set Cg,β,µ = 0, when 2g − 2 + ℓ(µ) − 5β 6= |µ|. Note that Ω
∞
g,µ has
absorbed a factor of t−5H from the unstable vertex contributions and the factor
relating the ordinary and twisted pairing of P4.
4.3.2. Step 2. We simplify the expression from Step 1 slightly, using the following three
facts from Gromov–Witten theory.
First, the dilaton equation implies (see [10, Corollary 1.5])
Ωλ,tg,n(γ1, . . . , γn) = I
−(2g−2+n)
0 Ω
λ
g,n(γ1, . . . , γn),
S−1
t
(z) = S−1τ (z).
Second, there is the identity
Vt(z1, z2) =
−
∑
α S
−1
t
(z1)eα ⊗ S
−1
t
(z2)e
α
z1 + z2
=
−
∑
α S
−1
τ (z1)eα ⊗ S
−1
τ (z2)e
α
z1 + z2
.
Third, using the ancestor-descendent comparison, we may replace the insertion
γ
−z − ψ
involving a descendent psi-class ψ by the insertion
S−1
t
(z)γ
−z − ψ¯
=
S−1τ (z)γ
−z − ψ¯
involving the corresponding ancestor psi-class ψ¯.
We therefore may redefine Cont1Γ as follows:
(1) at each flag f = (v, l) with insertion γ, we place R
−1
v (zf )γ.
(2) at each edge e connecting two vertices v1 and v2, we place
−R
−1
v1
(zf1)eα ⊗R
−1
v2
(zf2)e
α
zf1 + zf2
(3) at each vertex v with m flags f1, . . . , fm, we place the map
γ1(zf1)⊗ · · · ⊗ γm(zfm) 7→{
Ωλg(v),m(γ1(ψ¯1), . . . , γm(ψ¯m)) if v is labeled by 0
I
2g(v)−2+|ℓ(µ)|
0 JΩ
∞
g(v),µ(γ1(z1), . . . , γm(zm)) if v is labeled by ∞
.
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4.3.3. Step 3. We finally apply the Givental–Teleman classification to the computation
of Ωλg(v),m at every vertex v of Γ which has label 0. For every such vertex v, we will have
a sum over dual graphs Γv. Replacing v in Γ by Γv for all v results in a new dual graph
Γ′. We can extend the decoration of Γ to the one of Γ′ by requiring that all vertices in
Γv should be labeled 0. Therefore, Γ
′ is an element of G∞g,n with no further condition on
the labeling.
We can therefore write
Ωc,tg,n(γ1, . . . , γn) = lim
λ→0
∑
Γ′∈G∞g,n
1
|Aut(Γ′)|
ιΓ(Cont
2
Γ′),
where Cont2Γ′ is defined in the following way:
(1) at each flag f = (v, l) with insertion γ, we place R−1v (zf )γ.
(2) at each edge e connecting two vertices v1 and v2, we place∑
α δv1v2eα ⊗ e
α −R−1v1 (zf1)eα ⊗R
−1
v2
(zf2)e
α
zf1 + zf2
(3) at each vertex v with m flags f1, . . . , fm, we place the map
γ1(zf1)⊗ · · · ⊗ γm(zfm) 7→{
TΩλg(v),m(γ1(ψ¯1), . . . , γm(ψ¯m)) if v is labeled by 0
I
2g(v)−2+ℓ(µ)
0 JΩ
∞,c
g(v),µ(γ1(z1), . . . , γm(zm)) if v is labeled by ∞
.
This is almost the same as the definition of the generalized R-matrix action. The only
difference lies in the definition of JΩ∞,c To complete the proof of Theorem 4.4, it suffices
to prove the following Lemma.
Lemma 4.6. Setting Hµ = −5H/µ, we have
Jt(Hµ) = Hµ
for µ ≤ 5. More generally, for any positive integer µ, the power series Jτ (Hµ) is a
polynomial of degree ⌊(µ− 1)/5⌋.
Proof. By the genus zero mirror theorem
Jt(z) = z
∞∑
β=0
qβ
∏5β
i=1(5H + iz)∏β
i=1((H + iz)
5 − λ5)
.
Therefore, we have
Jt(Hδ) = Hδ
⌊(µ−1)/5⌋∑
β=0
qβ
∏5β
i=1(5µ− 5i)∏β
i=1((µ− 5i)
5 − µ5)
.

Corollary 4.7. For any partition µ of size m and any γ1, . . . , γm, the class
JΩ∞,cg,µ (γ1, . . . , γm)
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is a polynomial of q of degree ⌊(2g − 2 + ℓ(µ)− |µ|)/5⌋, and of codimension
3g − 3 +
∑
i
deg(γi).
Proof. Under the mirror map, we can simplify
JΩ∞,cg,µ (γ1, . . . , γm) = (Cg,µ(q), γ1 · · · · · γm)
λ,
where
Cg,µ(q) =
∑
β≥0
qβ(−1)1−g+5β
ℓ(µ)∏
e=1
1∏µe
i=2 iHµe∑′
µ′
1
|Aut(µ′)|
ℓ(µ′)∏
e=1
1∏µ′e
i=2 iHµ′e
Cg,β,µ+µ′
ℓ(µ′)∏
i=1
Jt(Hµ′i).
Recall that Cg,β,µ+µ′ vanishes unless
5β = 2g − 2 + ℓ(µ) + ℓ(µ′)− |µ| − |µ′|.
Therefore, the summands vanishes unless
β ≤ (2g − 2 + ℓ(µ) + ℓ(µ′)− |µ| − |µ′|)/5 ≤ (2g − 2 + ℓ(µ)− |µ|)/5.

5. Graded finite generation and orbifold regularity
As we mentioned in the introduction, a fundamental structural prediction is the finite
generation property of Fg of Yamaguchi–Yau [34], which says that Fg is a polynomial
of five generators. This can be thought as a higher dimensional generalization of the
statement that Fg is a quasi-modular form for an elliptic curve. Because of this, the
finite generation property is often loosely referred to as the “modularity” of the Gromov–
Witten theory of Calabi–Yau manifolds. Since we only have to compute finitely many
coefficients of a polynomial, this key property immediately reduces the infinite number of
degreewise computations to a finite computation! By introducing a grading, we prove a
stronger version of finite generation which implies orbifold regularity. The main theorem
of this section is the following:
Theorem 5.1. The following “finite generation properties” hold for the extended quintic
family
(1): Ω¯c,λg,n(φa1 , . . . , φan) ∈
⊕
k≥0 λ
5k
(
H3g−3+
∑
i ai−5k(Mg,n,Q)⊗R3g−3+∑i ai
)
(2): F¯g,n = 5
g−1(L/I0)
2g−2In1,1
(
Q d
dQ
)n
Fg ∈ R3g−3+n
In the non-equivariant limit λ→ 0, we recover Theorem 1.4.
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5.1. CohFT of the λ-twisted invariants. Recall the λ-twisted invariants defined in
Section 4.1 for the mirror shift
τ =
I1(q)
I0(q)
H.
Note that the λ-twisted theory is semi-simple. We will work with five bases of the state
space H∗(P4):
(1) The flat basis {H i}i=0,...,4
(2) The normalized flat basis {φi}i=0,...,4 (see the introduction)
(3) An alternative normalized flat basis {φ¯i}i=0,...,4, where
φ¯k =
I0
L
φk =
I0I1,1 · · · Ik,k
Lk+1
Hk
(4) The canonical basis {eα} (of idempotents)
(5) The normalized canonical basis {e¯α}, where
e¯α := ∆
1/2
α eα,
and
∆α := (eα, eα)
−1 = (ζαλ)3
I20
L2
.
We now collect basic formulae for the λ-twisted invariants (see [21, Section 6], and
also [20, Section 7]):
• Canonical basis and normalized canonical basis
eα =
1
5
∑
i
(ζαλ)−iφi, e¯α =
1
5
∑
i
(ζαλ)−i+
3
2 φ¯i.
• Canonical coordinates
uα = ζ
αλ
∫ q
0
(L(q)− 1)
dq
q
(12)
• The pairing (, )λ in the bases {φi} and {φ¯i} is given by the matrices
5L2
I20

1
1
1
1
λ5
 ,

5
5
5
5
5λ5
 ,
respectively.
• The matrix of quantum multiplication by τ˙ = H+q d
dq
( I1
I0
) in the flat basis {H i}4i=0
is
τ˙∗ = A :=

I1,1
I2,2
I3,3
I4,4
I5,5λ
5

T
. (13)
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• Topological field theory
ωg,n(eα1 , · · · , eαn) =
∑
α
∆g−1α
∏
i
δα,αi ,
ωg,n(φa1 , · · · , φan) =
∑
α
ζα
∑
i ai λ3g−3+
∑
i ai(I0/L)
2g−2.
We will also consider the following dual bases:
(1) The dual flat basis {1
5
H3−i}i=0,...,4, where we note that
H−1 = H4H−5 = H4λ−5
(2) The alternative dual normalized flat basis {φi}i=0,...,4, where
φ¯i =
1
5
φ¯3−i,
and φ¯−1 = λ
−5φ¯4.
Note that if k = a+5b ∈ Z for a ∈ {0, 1, 2, 3, 4}, we have Hk = λbHa. We analogously
define φk = λ
bφa and φ¯k = λ
bφ¯a. This is consistent with the above definition of φ¯−1.
5.2. Differential equations for S-matrix and R-matrix. Recall the S-matrix is the
solution of the quantum differential equation (QDE) [13, 25]
z dSt(z) = dt ∗t St(z).
By using the divisor equation, the QDE at t = τ := I1/I0 is equivalent to the following
zDSτ (z) + Sτ (z) ·H = A · Sτ (z), (14)
where A = τ˙∗ is the quantum product matrix (13). We will omit the subscript τ in Sτ
in the rest of the paper.
Lemma 5.2. We consider the entries of the S-matrix and R-matrix
Siα¯(z) := (e¯α, S
∗(z)H i)λ, Riα¯(z) := (e¯α, R
∗(z)H i)λ.
The entries satisfy the following quantum differential equation(
z q
d
dq
+ hα
)
Siα¯(z) =
∑
j
Ai
j · Sjα¯(z) (15)
(
z q
d
dq
+ Lα
)
Riα¯(z) =
∑
j
Ai
j · Rjα¯(z) (16)
where hα = ζ
αλ, Lα = ζ
αλL and Ai
j = 1
5
(AH i, H3−j)λ are the entries of the matrix A
(13).
Proof. The equation for the Siα¯ is just the component form of the equation (14).
By the following Birkhoff factorization
Siα¯(z)Cα(z)
−1 = euα/zRiα¯(z)
and (12), the equation for the R-matrix follows. Here by the results of [16, 12]
Cα(z) = e
∑
k>0,β 6=α
B2k
2k(2k−1)
z2k−1
(ζαλ−ζβλ)2k−1 · e
∑
k>0
B2k
2k(2k−1)
z2k−1
(−5hα)2k−1
.
(17)

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We denote by R¯∗ the matrix representation of R∗ under the normalized flat basis {φ¯i},
in other words
R¯ji (z) := (φ¯
j, R∗(z)φ¯i)
λ,
and we also define a S¯∗(z) matrix by
S¯ji (z) :=
1
5
(H3−j , S∗(z)φ¯i)
λ, (S¯δ)
j
i := L
δ · 1
5
(H3−j, S∗(Hδ)φ¯i)
λ,
where Hδ = −5H/δ.
Lemma 5.3. We have the following properties
(a)
(
zDC + Λ−1
)
R¯∗(z) = R¯∗(z)Λ−1 (18)(
HδDC + 5HZ
)
S¯δ = S¯δΛ−1 (19)
(b) [zk]R¯ji (z) = 0 if k − i+ j /∈ 5Z (20)
(S¯δ)
j
i = 0 if i 6= j (21)
where Λ−1 is defined by Λ−1 · φ¯i := φ¯i+1, [z
k]f(z) is the coefficient of zk in a formal series
f(z) of z, and for any M
DCM := ∂uM −M · C, C = diag(X ,Y ,−Y ,−X , 0)
Proof. Note that we have
1
5
H3−j =
1
5
∑
α
(ζαλ)
3
2
−j e¯α|q=0, φ¯
j =
1
5
∑
α
(ζαλ)
3
2
−j e¯α,
Letting Sji (z) :=
1
5
(H3−j, S∗(z)H i)λ and Rj¯i (z) := (φ¯
j, R∗(z)H i)λ, we have
z
1
L
q
d
dq
Sji (z) +
1
L
Sj−1i (z) =
Ii+1 ,i+1
L
Sji+1(z),
z
1
L
q
d
dq
Rj¯i (z) +R
j−1
i (z) =
Ii+1 ,i+1
L
Rji+1(z).
By changing the basis on the right hand side to the alternative normalized flat basis as
well, we arrive at
z
(
∂u − ∂u log
I0···Ii,i
Li+1
)
S¯ji (z) + L
−1S¯j−1i (z) = S¯
j
i+1(z)
z
(
∂u − ∂u log
I0···Ii,i
Li+1
)
R¯ji (z) + R¯
j−1
i (z) = R¯
j
i+1(z)
The second equality gives (18). The first equality gives
zDC S¯
∗(z) +H · L−1S¯∗(z) = S¯∗(z)Λ−1.
By setting z = Hδ = −5H/δ and by using ∂u logL+ (5L)
−1 = Z we obtain (19).
For (b), the following i = 0 case will be proved in Theorem 7.4
[zk]R¯j0(z) = 0 if k + j /∈ 5Z.
Then by using Part (a) we can deduce (b) for any i > 0 inductively.
We apply Lemma 4.6 to compute the entries (Sδ)
j
0. We note that by the genus zero
mirror theorem
Jt(Hδ) = Hδ
S∗(Hδ)1
I0
= Hδ
S∗(Hδ)φ¯0
L
. (22)
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So by Lemma 4.6, (S¯δ)
j
0 = 0, unless j = 0. As for R¯, we can now deduce Part (b) from
Part (a) inductively. 
5.3. Finite generation for S-matrix and R-matrix. As we will see soon, Lemma 5.3
gives us a canonical way to write each entry of the R-matrix as an element in the ring
of six generators. We first note the following:
Lemma 5.4. There is a derivation ∂u on the ring R of six generators compatible with
the derivation q
L
d
dq
. Explicitly:
∂uX1 = X2, ∂uX2 = X3, ∂uL
−aZb =
1
5
L−aZb(5b− a)L−1(Z − 1),
∂uY1 = − 3X2 −Y
2 −X 2 −
3
5
L−2Z(Z − 1)
∂uX3 = − 4XX3 − 3X
2
2 − 6X
2X2 − X
4 −
3
5
L−2Z(Z − 1)
(
X 21 + X2
)
−
3
25
L−3Z(Z − 1)(8Z − 3)X1 +
1
625
L−4 · Z
(
− 396Z3 + 714Z2 − 341Z + 23
)
Lemma 5.5. Let R¯k := [z
k]R¯(z). We have R0 = Id. For each k > 0, all entries of the
R¯k-matrix can be canonically expressed as an element of the degree k subspace Rk of the
ring R:
[zk]R¯ji (z) ∈ λ
i−j−kRk
Proof. The statement for [zk]R¯j0(z) follows from Lemma 7.4 (1) and Lemma 38, where
we regard Z = L5 such that
[zk]R¯j0(z) ∈ λ
−j−kL−kQ[Z]k/5≤d≤k ⊂ Rk
The general case of the lemma follows then from Lemma 5.3 inductively, where we use
Lemma 5.4 to canonically define ∂u. 
We move on to proving finite generation results for the specialized S-matrices.
Lemma 5.6. Following [35], let
I˜(q, z) = z
∑
d≥0
qd
∏5d−1
k=0 (5H + kz)∏d
k=1
(
(H + kz)5 − λ5
) . (23)
Then, we have
H4 · I˜(z) = I0 · S
∗(z)φ¯4, I(z) =
(
H + zq
d
dq
)
I˜(z). (24)
Proof. This follows from [35, Section 2]. 
Definition 5.7. For any A ⊂ Q[L−1, L,X1,X2,X3,Y ], we introduce
Areg := A ∩Q[L,X1,X2,X3,Y ].
We also introduce
R := R[L−1], Rk := {f ∈ R[L
−1] ⊂ R˜ : deg f = k}
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Remark 5.8. Clearly,
R = R ∩ R˜reg.
Lemma 5.9. Recall Hδ := −
5H
δ
and let (see (21))
Sδ;j := (Sδ)
j
j = L
δ ·
I0 · · · Ij,j
5Lj+1
(H3−j, S∗(Hδ)H
j)λ,
then by regarding Z = L5 we have for i = 0, 1, 2, 3, 4,
Sδ;i ∈
(
Lδ−1Ri
)
reg
⊗Q[Z]≤⌊ δ−1
5
⌋
where i = i − 5⌊i/5⌋ denotes the remainder of i under division by 5, and Q[Z]≤d is the
set of degree ≤ d polynomials in Z.
Proof. Indeed we have the following stronger result:
Sδ;4 ∈ L
δ¯ ·Q[Z]≤⌊ δ
5
⌋, Sδ;0 ∈ L
δ−1 ·Q[Z]≤⌊ δ−1
5
⌋,
Sδ;1 ∈
(
Lδ−1Q[L−1,X ,Z1]1
)reg
⊗Q[Z]≤⌊ δ−1
5
⌋,
Sδ;2 ∈
(
Lδ−1Q[L−1,X ,X2,Y ,Z1,Z2]2
)reg
⊗Q[Z]≤⌊ δ−1
5
⌋,
Sδ;3 ∈
(
Lδ−1Q[L−1,X ,X2,X3,Z1,Z2,Z3]3
)reg
⊗Q[Z]≤⌊ δ−1
5
⌋
The statement for Sδ;4 and Sδ;0 follows from the oscillatory integral analysis in Sec-
tion 7, and from (24) and (22), respectively. The other properties follow from a direct
computation via (19).
The fact that the function Sδ;3 does not involve Y is not important here. It will follow
from the first equation in Example 6.6. (Note although stated for R there, the PDE
holds also for Sδ.) 
5.4. Proof of Theorem 5.1. We carefully look at the generalized R-matrix action
from Section 4.2. We first consider the contribution Vf1,f2 of an edge e connecting v1
and v2 with corresponding flags f1, f2. We distinguish three cases:
• If both v1 and v2 are labeled by 0, the contribution is of the form
1
5
∑
k,l≥0
∑
a+b=k+l+1,
b>l, i∈Z5
(−1)a+lR¯a;3−iR¯b;i φ¯3−i−aψ¯
k
f1
⊗ φ¯i−bψ¯
l
f2
∈
I20
L2
⊕
k≥0
(
Rk+1 ⊗ (H
⊗2[λ−5])3−k−1 ⊗H
k(Mgv1 ,nv1 ×Mgv2 ,nv2 )
)
,
where R¯a;i = [z
a]R¯i−ai , and where (H
⊗2[λ−5])k denotes the subspace of elements
of cohomological degree k. The fact that only powers of λ divisible by 5 appear
is due to the fact that the classes under consideration are symmetric in the
equivariant parameters.
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• If v1 is labeled by 0 and v2 is labeled by ∞, the contribution is of the form
1
5
L−δf2
∑
k≥0
∑
a≤k,i∈Z5
(−1)aR¯a;3−iS¯δf2 ;i φ¯3−i−aψ¯
k
f1
⊗H i ·Ha−k−1δf2
∈
I0
L
L−δf2
⊕
j
((
Lδf2−1Rj+1
)reg
⊗Q[Z]≤⌊(δf2−1)/5⌋ ⊗ φ3−j−1 ⊗H
j
C∗(P
4 ×Mgv1 ,nv1 )
)
• If both v1 and v2 are labeled by ∞, the contribution is of the form
1
5
L−δf1−δf2
∑
i∈Z5
(Hδf1 ⊗ 1 + 1⊗Hδf2 )
−1(S¯δf1 ;3−iS¯δf2 ;i)H
3−i ⊗H i
∈L−δf1−δf2
(
Lδf1−1+δf2−1R3
)reg
⊗Q[Z]≤⌊(δf1−1)/5⌋+⌊(δf2−1)/5⌋ ⊗H
3−1
C∗ (P
4 × P4)
Note that for i = 4, we rewrite L · L = L−3Z ∈ R3.
Note that it suffices to only consider edge contributions not involving ψ¯-classes because
each power of ψ¯ increases both cohomological degree and degree in R by one, which
is compatible with Theorem 5.1. We may therefore split the contribution of each edge
e = (v1, v2) into two half-edge contributions according to a choice
deg γ(e,v1) + deg γ(e,v2) = 2, k(e,v1) + k(e,v2) = 3.
The contribution of a half-edge h = (e, v) with v of label 0 lies in
I0
L
Rkh−deg γh ⊗ (H[λ
−5])deg γh ,
while the contribution of a half-edge h = (e, v) with v of label ∞ lies in
L−δhHdeg γh(Lδh−1Rkh)
reg ⊗Q[Z]≤⌊(δh−1)/5⌋.
We next consider the contribution of a leg l with insertion φi at a vertex v:
• If v has label 0, the contribution is∑
k≥0
R¯k;iφi−kψ¯
k
l ∈
∑
k≥0
Rkφi−kψ¯
k
l .
• If v has label ∞ and l has degree δ, the contribution is
L
I0
L−δ(S¯δ)
i
iH
i ∈
L
I0
L−δH i
(
Lδ−1Ri
)reg
⊗Q[Z]≤⌊(δ−1)/5⌋.
We now consider the vertex contributions:
• The contribution at each vertex of label 0 with m half-edges is
Tωλg(v),m
(
⊗mi=1 φai
)
∈
(
I0
L
)2g(v)−2 ⊕
k∈Z
λ5kR3g(v)−3+
∑
i ai−5k
⊗H3g(v)−3+
∑
i ai−5k(Mg(v),m).
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This is because the left hand side is a sum of terms of the form
(πk)∗ω
λ
g(v),m+k
(
⊗mi=1 φai, ⊗
k
j=1(R¯lj )
bj
0 φbj ψ¯
lj+1
m+j
)
∈
(
I0
L
)2g(v)−2
λ3g(v)−3+
∑
i ai−
∑
j ljR∑
j lj
⊗H
∑
j lj (Mg(v),m)
where 3g(v)− 3+
∑
i ai−
∑
j lj is divisible by 5 because both bj + lj and
∑
i ai+∑
j bj must be divisible by 5 in order for the term to be nonzero. After multiplying
by 1 = L−5kZk ∈ R5k, we may regard the degree in R to be 3g − 3 +
∑
i ai.
• The contribution of a vertex v of label ∞ with m half-edges is
JΩ∞,cg(v),µ(H
a1 , . . . , Ham)
∈
(
I0
L
)2g(v)−2+m
L2g(v)−2+m
⊕
k∈Z
λ5kQ[q]≤dv ⊗H
3g(v)−3+
∑
i ai−5k(Mg(v),m)
where νi = µi − 1 and dv := ⌊
av
5
⌋ with av := 2g(v)− 2− |ν|.
We now consider the total contribution of a graph Γ to the computation of
Ω¯c,λg,n(φa1 , . . . , φan).
We first consider the power of I0/L. We have a factor (I0/L)
2g(v)−2+|Ev | where Ev is
the set of edges at v for every vertex v. If v has label 0, this factor comes from both
the vertex and the edges. If v has label ∞, this factor comes from both the vertex
and the legs. Combining these factors for all vertices v gives the desired global factor
(I0/L)
2g(v)−2.
The overall cohomological degree is
|E(Γ)|+
∑
v
(3g(v)− 3) +
∑
i
ai + 2|E(Γ)| = 3g − 3 +
∑
i
ai,
as expected.
We next observe that the total contribution is regular in L. This is because negative
powers of L only appear in the half-edge factors, and the q-polynomial in the contribution
of a vertex v with label ∞. These negative powers are absorbed by the power of L in
the vertex term:
L−|µ|L2g(v)−2+mQ[q]≤dv = L
avQ[q]≤dv = L
avQ[Z]≤dv
Combining at every vertex v with label ∞, the factors involving L, q and Z gives an
element of
L−|µ|+
∑
i νi+2g(v)−2+ℓ(µ) ⊗Q[Z]≤⌊νi/5⌋ ⊗Q[q]dv
= L−(3g(v)−3)Z−
∑
i⌊νi/5⌋Zg(v)−1 ⊗Q[Z]≤⌊νi/5⌋ ⊗Q[q]dv
⊂ L−(3g(v)−3)Q[Z,Z−1]≤g(v)−1 ⊂ R3g(v)−3
We therefore obtain an element of R of degree∑
v
(3g(v)− 3) +
∑
i
ai + 3|E(Γ)| = 3g − 3 +
∑
i
ai.
This completes the proof of Theorem 5.1.
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5.5. Yamaguchi–Yau’s prediction. In this subsection, we prove the second (numeri-
cal) part of Theorem 1.4, which implies Yamaguchi–Yau’s prediction.
For Calabi–Yau 3-folds, all nonzero-degree Gromov–Witten invariants vanish unless
all insertions are divisor classes. Let
F¯ cg,n :=
∫
Mg,n
Ω¯cg,n(φ
⊗n
1 ) = 5
g−1L
2g−2
I2g−20
F cg,n(φ
⊗n
1 ).
Notice that by the divisor equation, we have
F¯g,n+1 = (∂u − n(Y − X ) + (2g − 2)X )F¯g,n. (25)
Corollary 5.10. We have
F¯g,n ∈ R3g−3+n (26)
Example 5.11. We have the following initial data and low genus formulae
F¯0,3 = 1 F¯0,4 = X − 3Y F¯1,1 = −
59
6
X −
1
2
Y −
125
12
Z
F¯1,2 = −
25
3
X2 +
28
3
X (Y − X ) + Y2 +
125
2
(Y − X )Z −
205
24
Z2
F¯2,0 = 5 ·
(70X3
9
+
575XX2
18
+
5YX2
6
+
557X 3
72
−
629YX 2
72
−
23Y2X
24
−
Y3
24
+
625ZX2
36
−
175ZYX
9
+
1441Z2X
48
−
25Z(X 2 + Y2)
24
−
3125Z2(X + Y)
288
+
41Z2Y
48
−
625Z3
144
+
2233ZZ2
128
+
547Z3
72
)
where we have used the genus one [36] and genus two mirror theorems [19].
5.6. Grading and orbifold regularity. In this section, we will explain how the “orb-
ifold regularity” follows from the “graded finite generation property”.
The original “orbifold regularity” is a global property for the Gromov–Witten poten-
tial. In the paper [1], the authors constructed a non-holomorphic completion Fg(q, q¯) of
the Gromov–Witten potential Fg(q) for each g, such that
lim
q¯→0
Fg(q, q¯) = Fg(Q(q)).
Further, they conjecture that there exist an “LG” theory with the potential function
F orbg (τ
orb) such that
lim
q¯→∞
Fg(q, q¯) = F
orb
g (τ
orb)|τorb=τorb(q−1/5).
Nowadays it is known that such an LG theory is the FJRW theory. Then the “orbifold
regularity” in physics can be translated as follows:
Theorem 5.12. Let
L2g−2
I2g−20
Fg = Pg(X1,X2,X3,Y , L
−1, Z)
be the polynomial of the six generators. Then the limit
lim
L→0
Pg(X1,X2,X3,Y , L
−1, L5)
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exists.
Proof. The theorem follows from the degree bounds in the definition of R (see Equa-
tion (2)). 
6. Holomorphic anomaly equations (HAE)
6.1. Derivations acting on the R-matrix. With the finite generation property for
the R-matrix (see Lemma 5.5), we can consider vector fields in DR acting on the R-
matrix. The key to the proof of the holomorphic anomaly equations of Theorem 1.11,
are the following differential equations satisfied by the generalized R-matrix:
Lemma 6.1. Let R′ ⊂ R be a non-holomorphic subring. Then, there exists a unique
strictly lower triangular (see below) linear map5 Λ: DR′ → EndH⊗R[z], such that for
any Θ ∈ DR′, we have
ΘR¯−1(z) = R¯−1(z) · ΛΘ(z) and ΘS¯δ = S¯δ · ΛΘ(−Hδ), (27)
where R¯−1(z) = R¯∗(−z) (see Section 5.2), and where Hδ = −5H/δ. Furthermore, for
any Θ, Θ1 and Θ2, we have the following properties:
(1) ΛΘ is strictly lower triangular: ΛΘφ¯j ∈ spanQ{φ¯0, · · · , φ¯j−1}[z];
(2) ΛΘ is skew adjoint: ΛΘ + Λ
∗
Θ|z 7→−z = 0;
(3) Λ[Θ1,Θ2] = [ΛΘ1 ,ΛΘ2] + Θ1ΛΘ2 −Θ2ΛΘ1
Remark 6.2. The proof of the above Lemma will give an algorithm for computing the
map Λ via the QDE. Furthermore, it also works for the fully equivariant (without spe-
cialization) twisted theory. In a sequel [18], we will use it in the proof of the LG/CY
correspondence.
Remark 6.3. The map can be extended to the ring DR, if we enlarge the codomain of
the map and if we only consider the R-matrix. To be precise, there exist a map
Λ: DR → EndH⊗R[[z]]
such that the first equality in (27) holds.
Corollary 6.4. There exists a map ∆: DR′ → H[z1]⊗H[z2] such that for any Θ ∈ DR′
Θ
[∑
α eα ⊗ e
α − R¯−1(z)eα ⊗ R¯
−1(z)eα
z1 + z2
]
= −(R¯−1(z1)⊗ R¯
−1(z2))∆Θ(z1, z2),
Θ
[∑
α−R¯
−1(z1)eα ⊗ S¯δ2e
α
z1 −Hδ2
]
= −(R¯−1(z1)⊗ S¯δ2)∆Θ(z1,−Hδ2),
Θ
[∑
α−S¯δ1eα ⊗ S¯δ2e
α
−Hδ1 −Hδ2
]
= −(S¯δ1 ⊗ S¯δ2)∆Θ(−Hδ1 ,−Hδ2).
(28)
Proof. We can define the map as follows:
∆Θ(z1, z2) :=
∑
α
ΛΘ(z1)e
α ⊗ eα + e
α ⊗ ΛΘ(z2)eα
z1 + z2
(29)
Note that the skew-adjoint property makes (29) a polynomial of z1 and z2. 
5We sometimes abuse notation and will identify EndH with End spanQ{φ¯0, · · · , φ¯4}.
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Proof of Lemma 6.1. The differential operator ∂u =
d
du
can be considered as the following
vector field
Du =
∑
G∈{X1,X2,X3,Y ,L}
(∂uG) · ∂G = Y2∂Y +
3∑
i=1
Xi+1∂Xi +
1
5
(L5 − 1)∂L ∈ DR,
where Y2,X4 ∈ R are given by
Y2 = − 3X2 −Y
2 −X 2 −
15
4
Z2,
X4 = − 4XX3 − 3X
2
2 − 6X
2X2 − X
4 − 15
4
(Z2X
2 + Z2X2 + Z3X )
− 23
24
Z4 +
29
9
Z21Z2 −
65
72
Z1Z3 −
3
4
Z22 .
We obtain for Θ ∈ DR′
[Θ, ∂u] = [Θ,Y2∂Y + X2∂X1 + X3∂X2 + X4∂X3 ] ∈ DR′.
Now we inductively construct the map Λ and prove that it satisfies Property (1). First,
by the first statement in Lemma 7.4, we have
ΘR¯−1(z)φ¯0 = 0,
so that we can define ΛΘφ¯0 = 0.
Assume that for any k ≤ i, we have defined ΛΘ such that ΘR
−1(z)φ¯k = R
−1(z)ΛΘφ¯k
and that Property (1) holds. By using the QDE (18) for R∗(z) = R−1(−z), we first get
for k < i: (
− zDC + Λ−1
) [
R¯−1(z)φ¯k
]
= R¯−1(z)Λ−1φ¯k(
HδDC + 5HZ
) [
S¯δφ¯k
]
= S¯δΛ−1φ¯k
The next equation gives
ΘR¯−1(z)φ¯i+1 = − zΘ
[
DCR¯
−1(z)φ¯i
]
+ Λ−1Θ
[
R¯−1(z)φ¯i
]
= − z
(
[Θ, ∂u]
)
R¯−1(z)φ¯i + zR¯
−1(z)
(
ΘC + [ΛΘ, C]
)
φ¯i
+
(
− zDC + Λ−1
)
R¯−1(z)ΛΘφ¯i
= R¯−1(z)
[
z
(
− Λ[Θ,∂u] +ΘC + [ΛΘ, C]
)
+ (−z∂u + Λ−1)ΛΘ
]
φ¯i
ΘS¯δφ¯i+1 = HδΘ
[
DCS¯δφ¯i
]
+ 5Z ·HΘ
[
S¯δφ¯i
]
= Hδ
(
[Θ, ∂u]
)
S¯δφ¯i −HδS¯δ
(
ΘC + [ΛΘ, C]
)
φ¯i
+
(
HδDC + 5Z ·H
)
S¯δΛΘφ¯i
= S¯δ
[
z
(
− Λ[Θ,∂u] +ΘC + [ΛΘ, C]
)
+ (−z∂u + Λ−1)ΛΘ
]
z=−Hδ
φ¯i
where in the last equality we have again used the QDE (18) and the induction assump-
tion. We define
ΛΘ(z)φ¯i+1 :=
[
z(−Λ[Θ,∂u](z) + ΘC + [ΛΘ(z), C]) + (−z∂u + Λ−1)ΛΘ(z)
]
φ¯i
and hence finish the inductive definition.
Property (2) follows from the symplectic property of R(z). Property (3) follows from
a direct computation via (27). 
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6.2. Explicit formulae of PDEs for the R-matrix. In this section, we set R′ =
Q[X1,X2,X3,Y ]. We introduce the following derivations, which generate DR′:
6
∂1 := −∂Y + ∂X − (X − Y) ∂X2 −
(
2XY + 4X2 +
15
4
Z2
)
∂X3
∂2 := ∂X2 − 2X ∂X3 , ∂3 := ∂X3 , ∂0 := ∂Y
By a direct calculation via the algorithm in the proof of Lemma 6.1, we have
Lemma 6.5. For Θ = g0∂0 + g1∂1 + g2∂2 + g3∂3 ∈ DR′,
7 the maps Λ and ∆ are given
by
ΛΘ = (g0 − g1) Λ0ψ + g1 Λ1ψ − g2 Λ2ψ
2 + g3 Λ3ψ
3 ∈ EndH[[ψ]],
∆Θ = (g0 − g1)
1
5
φ¯1 ⊗ φ¯1 + g1∆2 + g2∆1 + g3∆0 ∈ H[[ψ1]]⊗H[[ψ2]],
where we define the following lower triangular maps (where we, by abuse of notation, set
φ¯k := 0 for k < 0)
∀j, Λ0(φ¯j) := δj,2φ¯1, Λ1(φ¯j) := φ¯j−1, Λ2(φ¯j) := (−1)
jφ¯j−2, Λ3(φ¯j) := φ¯j−3;
and we define certain “diagonal” classes in H[z1]⊗H[z2]:
∆0 :=
1
5
(
z21 φ¯0 ⊗ φ¯0 − z1φ¯0 ⊗ z2φ¯0 + φ¯0 ⊗ z
2
2 φ¯0
)
∆1 := −
1
5
(z1 − z2)(1⊗ φ¯1 − φ¯1 ⊗ 1),
∆2 :=
1
5
(
φ¯0 ⊗ φ¯2 + φ¯1 ⊗ φ¯1 + φ¯2 ⊗ φ¯0
)
Example 6.6. We have the following explicit forms of (27)
∂YR
−1(z)φ¯j = δj,2 · zR
−1(z)φ¯1
∂XR
−1(z)φ¯j = zR
−1(z)φ¯j−1 + δj,2 · (Y − X )z
2R−1(z)φ¯0 (φ¯−1 := 0)
+ δj,3 ·
(
− (Y − X )z2R−1(z)φ¯1 +
(
2X 2 + 4X2 +
15
4
Z2
)
z3R−1(z)φ¯0
)
∂X2R
−1(z)φ¯j = − δj,2 · z
2R−1(z)φ¯0 + δj,3 · (z
2R−1(z)φ¯1 + 2X z
3R−1(z)φ¯0)
∂X3R
−1(z)φ¯j = δj,3 · z
3R−1(z)φ¯0
and we have the following explicit forms of (28)
−∂YV (z1, z2) =R
−1(z1)⊗ R
−1(z2)
(
1
5
φ1 ⊗ φ1
)
−∂XV (z1, z2) =R
−1(z1)⊗ R
−1(z2)
(
∆2 + (Y − X )∆1 +
(
2X 2 + 4X2 +
15
4
Z2
)
∆0
)
−∂X2V (z1, z2) =R
−1(z1)⊗ R
−1(z2)
(
∆1 + 2X∆0
)
−∂X3V (z1, z2) =R
−1(z1)⊗ R
−1(z2)
(
∆0
)
.
6One can directly check that for ∂0 and ∂1, the definition matches with the one given in (5).
7In terms of Yamaguchi-Yau’s generators, one has
Θ = g1 ∂U + g0 ∂V1 + (g2 − U · g0) ∂V2 + (g3 + 2U · g2 − U
2 · g0) ∂V3
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where V (z1, z2) :=
∑
α eα⊗e
α−R¯−1(z)eα⊗R¯−1(z)eα
z1+z2
. If we replace R by S and set z = 5H/δ,
the same equalities hold for the specialized S-matrix.
Corollary 6.7. For the operators ∂0, ∂1 ∈ DR′ defined in Equation (5), under Yamaguchi-
Yau’s generators, we simply have
∆∂0 =
1
5
φ¯1 ⊗ φ¯1, (30)
∆∂1 =
1
5
φ¯0 ⊗ φ¯2 +
1
5
φ¯2 ⊗ φ¯0. (31)
In particular, ∆∂0 and ∆∂1 do not depend on z1 and z2.
Remark 6.8 (Yamaguchi–Yau’s generators). Indeed, by using the generators defined in
(4) the QDE for R can be written in a much simpler form:
R¯k+1;1 = (∂u − U)R¯k;0 + R¯k+1;0
R¯k+1;2 = (∂u + U − V)R¯k;1 + (∂u − U)R¯k;0 + R¯k+1;0
= (∂2u − V · ∂u − V2)R¯k−1;0 + (2∂u − V)R¯k;0 + R¯k+1;0
R¯k+1;3 = R¯k+1;2 + (∂u + U)R¯k;2
R¯k+1;4 = R¯k+1;0 − ∂uR¯k;4
Then by using the differential relations
∂uV = −2V2 − V
2 −
15
4
Z2, ∂uV2 = V3 − VV2,
∂uV3 = V
2
2 −
23
24
Z4 +
29
9
Z2Z2 −
65
72
ZZ3 −
3
4
Z22 .
(32)
the PDE for R with respect to the differential operator ∂1 = ∂U can be written in a much
simpler way.
6.3. Proof of the holomorphic anomaly equations. In the following section, we
prove the holomorphic anomaly equations of Theorem 1.11. They will be a direct con-
sequence of:
Theorem 6.9. For any Θ ∈ {∂0, ∂1}, we have
−ΘΩ¯cg =
1
2
r∗Ω¯
c
g−1,2
(
5∆Θ
)
+
1
2
∑
g1+g2=g
s∗(Ω¯
c
g1,1
⊗ Ω¯cg2,1)
(
5∆Θ
)
,
where we recall that Ω¯cg,n := 5
g−1(L/I0)
2g−2Ωcg,n, and where r : Mg−1,2 → Mg and
s : Mg1,1 ×Mg2,1 →Mg are the gluing maps.
Proof. This is similar to [27] and [26].
We consider the action of Θ on the contribution of a decorated graph Γ in the gener-
alized R-matrix action for Ω¯cg. Since we have no markings, only the edge contribution
V depends on non-holomorphic generators (see Section 5.4). Therefore the contribution
of Γ to ΘΩ¯cg naturally splits into a sum over edges e of Γ. We can consider the contri-
bution to 2ΘΩ¯cg instead as split into a sum over half-edges h of Γ. When the edge e is
non-disconnecting, the half-edge h determines a decorated genus g − 1 graph with two
(ordered) legs. This corresponds to the first term in the HAE. When e is disconnecting,
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the half-edge h determines a decorated genus g1 graph with a leg corresponding to h and
a decorated genus g2 graph with one leg, where g1 + g2 = g. This corresponds to the
second term in the HAE.
The holomorphic anomaly equation therefore follows from Corollary 6.4. 
6.4. Examples of HAEs.
Theorem 6.10. Recall
F¯ cg,n :=
∫
Mg,n
Ω¯cg,n(φ1, . . . , φn).
The following HAEs for the extended quintic family hold
−∂0F¯
c
g
=
1
2
F¯ c
g−1,2 +
1
2
∑
g1+g2=g
F¯ c
g1,1
· F¯ c
g2,1
, −∂1F¯
c
g
= 0.
Proof. The first HAE directly follows from Theorem 6.9 and (30). For the second HAE,
in addition to Theorem 6.9 and (31), we need to use that by pullback and dimension
considerations both Ωcg,1(φ2) and Ω
c
g,2(φ0, φ2) vanish. 
Remark 6.11. Under the Yamaguchi–Yau generators {U ,V1.V2,V3, L} (see (4)), the di-
visor equation (25) becomes
F¯g,n+1 = (∂u − n(V − 2U) + (2g − 2)U)F¯g,n. (33)
Then we have
−
(
∂V1 − U ∂V2 − U
2 ∂V3
)
F¯g
=
1
2
(
∂2u +
(
2(2g − 1)U − V
)
∂u + (2g − 2)
(
V2 + (2g − 1)U
2
))
F¯g−1
+
1
2
∑
g1+g2=g
(∂u + (2g1 − 2)U)F¯g1 · (∂u + (2g2 − 2)U)F¯g2
Since ∂U F¯g = 0 and ∂uVi ∈ Q[V1,V2,V3, L], we have ∂U(∂uF¯g) = 0. Hence, we obtain
∂V1F¯g = −
1
2
(
∂2u − V∂u + (2g − 2)V2
)
F¯g−1 −
1
2
∑
g1+g2=g
∂uF¯g1 · ∂uF¯g2
∂V2F¯g = (2g − 1) ∂uF¯g−1 +
∑
g1+g2=g
∂uF¯g1 · (2g2 − 2) F¯g2
∂V3F¯g = (g − 1)(2g − 1)F¯g−1 +
∑
g1+g2=g
2(g1 − 1)(g2 − 1) F¯g1 · F¯g2
We can see that up to a polynomial of L (which we consider as a global meromorphic
function in the moduli space), F¯g is determined from the initial data by the holomorphic
anomaly equations.
Example 6.12. We have the following HAEs for the genus two cases
∂Y F¯2,0 = −
1
2
F¯1,2 −
1
2
F¯ 21,1
= −
1
2
(
56Z2
144
+
1750XZ
9
+
125YZ
6
+
3145X 2
36
+
115XY
6
+
5
4
Y2−
205Z2
24
−
25X2
3
)
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and (
− ∂Y + ∂X − (X − Y) ∂X2 −
(
2XY + 4X2 +
15
4
Z2
)
∂X3
)
F¯2,0 = 0
This matches with the following mirror formula proved in [19]
FGW2 (τ(q)) =
I20
L2
·
(70X3
9
+
575XX2
18
+
5YX2
6
+
557X 3
72
−
629YX 2
72
−
23Y2X
24
−
Y3
24
+
625ZX2
36
−
175ZYX
9
+
1441Z2X
48
−
25Z(X 2 + Y2)
24
−
3125Z2(X + Y)
288
+
41Z2Y
48
−
625Z3
144
+
2233ZZ2
128
+
547Z3
72
)
.
7. A technical result of the formal quintic theory
In this Section we prove a somewhat technical result about the formal quintic theory
whose results we used to prove Lemma 5.5. As a by-product, we prove a conjecture
raised in [35].
For future applications, we consider more generally the (C∗)m-equivariant O(m)-
twisted GW theory of Pm−1, and we use λ0, . . . , λm−1 to denote the equivariant pa-
rameters. Following Givental (see [15, 12]), for any α = 0, · · · , m − 1, let Iα be the
following oscillatory integrals in the Landau–Ginzburg (LG) model
Iα(q, z) :=
∫
γα⊂(C∗)m
eW (x0,...,xm−1)/z
dx0 ∧ · · · ∧ dxm−1
x0 · · ·xm−1
,
where γα are the m Lefschetz thimbles and W is the LG potential
W (x0, · · · , xm−1) =
m−1∑
i=0
(xi+λi ln xi)−
(
q−1
m−1∏
i=0
xi
) 1
m .
Theorem 7.1. When λi = ζ
i
m · λ, where ζm is a primitive mth root of unity, we have
the following asymptotic expansion
Iα(q, z) ≍ e
uα/z(−2πz)
m
2
(
1 +
∑
k>0
rkα · (−z)
k
)
(34)
as z → 0−, such that Lkα · rkα where Lα = ζ
αλL = ζαλ(1−mmq)−1/m satisfies
(1) Lkα · rkα ∈ L
kQ[L] ∩Q[Lm] (Regularity)
(2) degLm(L
k
α · rkα) = k (Degree bound)
(3) (mLα)
k · rkα ∈ Q[m,L
m] (Polynomiality in m)
This theorem will follow from Proposition 7.5, Lemma 7.8 and Lemma 7.9.
Remark 7.2. When λi = ζ
i
m ·λ, the oscillatory integral Iα(q, z) is related to the I˜-function
defined in [35] (where it is denoted by zF−1(hα/z, q), and defined in Equation (17)) by
(−2πz)−
m
2 e−hα log q/zCα(z) · Iα(q, z) = I˜α(q, z) := z
∑
d≥0
qd
∏md−1
k=0 (mhα + kz)∏d
k=1
(
(hα + kz)m − λm
)
where hα = ζ
α
m ·λ is the restriction of the hyperplane class H ∈ H
2
(C∗)m(P
m−1) at the αth
fixed point, and where Cα(z) is defined as in (17).
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Then as a direct consequence of the above theorem, we prove a conjecture originally
proposed in [35, Equation (39)]. We now present the conjecture in a slightly stronger
form:
Corollary 7.3. When λi = ζ
i
m · λ, we have the following asymptotic expansion
z q
d
dq
Iα(q, z) ≍ e
uα/z(−2πz)
m
2 · Lα
(
1 +
∑
k>0
(Rk)0α¯ · (−z)
l
)
as z → 0−, such that
(mLα)
k(Rk)0α¯ ∈ L
kQ[L] ∩Q[Lm]
is a polynomial of Lm of degree k with coefficients in Q[m].
Proof. This follows from Theorem 7.1 since, as we will see below, q d
dq
uα = Lα and
q d
dq
Lα = −
Lm
m
Lα. 
In particular, when m = 5 the oscillatory integral is related to our quintic I-function
by (recall the definition of I˜(z) in (23))
C−1α (z)e
hα log q/z I˜α(q, z) = Iα(q, z),
so that
C−1α (z)e
hα log q/zIα(q, z) = q
d
dq
Iα(q, z),
and we have that
[zl]R4α¯(z) = rα,0;l(Lα), [z
l]R0α¯(z) = rα,1;l(Lα),
are regular at Lα = 0. In the case m = 5, the corollary specializes to:
Corollary 7.4. For the entries in the first column of the R-matrix, we have
(1) [zk]R¯j0(z) ∈ Q[L] ∩ L
−kQ[L5]
(2) [zk]R¯j0(z) = 0 if k + j /∈ 5Z.
7.1. Computing the asymptotic expansion by using stationary phase method.
In this subsection, we study the oscillatory integral using the stationary phase method
in order to prove the regularity in Theorem 7.1.
We first note that the m critical points of W can be computed directly
(xi)α = Lα − λi, yα = mLα
with critical value uα =
∫
Lα
dq
q
, where for α = 0, · · · , m− 1
Lα = λα +O(q)
are the m solutions of the indicial equation
∏
i(L− λi) = (mL)
mq.
Proposition 7.5. The oscillatory integral has an asymptotic expansion of the form
Iα(q, z) ≍ e
uα/z(−2πz)
m
2 Ψ−1α¯ ·
(
1 +
∑
l>0
rl · (−z)
l
)
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as z → 0 from the negative real axis, where Q is the Hessian bilinear form of W ,
Ψ−1α¯ :=
(
m−1
∑m−1
j=0 (−1)
m−j(m− j) em−jL
j
α
)−1/2
(35)
with ej being the jth elementary symmetric polynomial in the λi, and where rl are rational
functions of Lα. Furthermore, rl(Lα) is regular at Lα = 0.
Proof. We can Taylor-expand
W
(
(x0)α + ξ0, . . . , (xm−1)α + ξm−1
)
= uα +
1
2
Q(~ξ) +W ′(ξ0, . . . , ξm−1),
where W ′ consists of terms of order ≥ 3 in the ξi. With this, we can write
Iα(q, z) ≍
euα/z∏
i(xi)α
∫
γ′α⊂(C
∗)m
e
1
2z
Q(~ξ) e
W ′(ξ0,...,ξm−1)/z∏
i(1 + (xi)
−1
α ξi)
dξ0 ∧ · · · ∧ dξm−1
=
euα/z∏
i(xi)α
(−z)
m
2
∫
γ′α
e−
1
2
Q(~ξ)dξ0 · · · dξm−1 ·
(
1 +
∑
l>0
rl · (−z)
l
)
,
where γ′α is γα shifted by ((x0)α, . . . , (xm−1)α). By Wick’s (or Isserlis’) theorem, for
each l > 0, rk is polynomial in (Q
−1)ij, (xi)
−1
α and the higher order derivatives WI :=
∂|I|W
∂xi1 ···∂xi|I|
∣∣
xi=(xi)α
It therefore remains to show that
Ψ−1,α¯ = (2π)
−m
2
∏
i
(xi)
−1
α
∫
γ′α
e−
1
2
Q(~ξ)dξ0 · · · dξm−1, (36)
and that det(Q)−1, (xi)
−1
α and the higher order derivatives of W at (xi)α are rational
functions in Lα well-defined at Lα = 0.
First, note that
(xi)
−1
α =
1
Lα − λi
is a rational function of Lα regular at Lα. Therefore, also the derivatives
dkW
dxki
(
(x0)α, . . . , (xm−1)α
)
=(xi)
−k
α
(
λi(−1)
k−1(k − 1)!−mLα
k−1∏
i=0
(
1
m
− i
))
,
dkW
dxk00 · · · dx
km−1
m−1
(
(x0)α, . . . , (xm−1)α
)
=−mLα
∏
i
(xi)
−ki
α
m−1∏
j=0
kj−1∏
i=0
(
1
m
− i
)
for k =
∑
i ki ≥ 2 are rational functions of Lα regular at Lα = 0.
Note that
(2π)−
m
2
∏
i
(xi)
−1
α
∫
γ′α
e−
1
2
Q(~ξ)dξ0 · · · dξm−1 =
∏
i
(xi)
−1
α · (detQ)
−1/2,
and that
detQ =
∑m−1
j=0 (−1)
m−j(m− j) em−jL
j
α
m
∏
i(Lα − λi)
2
,
so that det(Q−1) is rational in Lα, well-defined at Lα = 0, and that (36) holds. 
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Corollary 7.6. For any k > 0, the kth derivative of Iα has an asymptotic expansion(
zq
d
dq
)k
Iα(q, z) ≍ e
uα/z(−2πz)
m
2 Ψk−1,α¯ ·
(
1 +
∑
l>0
rα,k;l · (−z)
l
)
,
were
Ψk−1,α¯ = L
k
αΨ−1,α¯
such that for any k, l > 0
rα,k;l(Lα) is a rational function of Lα which is regular at Lα = 0.
Proof. This follows from the following two observations: First, we have
zq
d
dq
euα/zΨk−1,α¯ = e
uα/zΨk,α¯
(
1 + zL−1α q
d
dq
log Ψk−1,α¯ + zL
−1
α q
d
dq
)
Second, the operator L−1α q
d
dq
preserves regularity, in the sense that for any rational
function f(x) that is regular at x = 0, the function
L−1α q
d
dq
f(Lα) =
−
∏
i(Lα − λi)∑m−1
j=0 (−1)
m−j(m− j) em−jL
j
α
f ′(Lα),
is regular at Lα = 0. 
By the above results, we can set Lα = 0 in Iα and its derivatives. We have the following
explicit formulae which will be crucial in the proof of the LG/CY correspondence[18]:
Lemma 7.7. The rational functions rα,k;l take the following values at Lα = 0,(
1 +
∑
l>0
rα,k;l · z
l
)∣∣∣
Lα=0
= exp
[m−1∑
i=0
∞∑
j=1
(−1)j+1Bj+1(
k
m
)
j(j + 1)
zj
λji
]
,
where Bj(x) is the jth Bernoulli polynomial. In particular, if we set λi = ζ
iλ, we have(
1 +
∑
l>0
rα,k;l · z
l
)∣∣∣
Lα=0
= exp
[
m
∞∑
j=1
(−1)mj+1Bmj+1(
k
m
)
mj(mj + 1)
zmj
λmj
]
. (37)
Proof. For any α, if Lα = 0, we have q
−1 = 0, and furthermore that q−
1
mL−1α becomes
m
m−1∏
i=0
(−λi)
− 1
m .
The kth derivative L−kα (zq
d
dq
)kIα therefore is∫
γα⊂(C∗)m
m−1∏
i=0
(−λi)
− k
m (xi)
k
m e
∑m−1
i=0 z
−1(xi+λi lnxi)
dx0 ∧ · · · ∧ dxm−1
x0 · · ·xm−1
at Lα = 0, which agrees with the asymptotic expansion of the product of Gamma
functions
m−1∏
i=0
(−λi)
− k
m (−z)
λi
z
+ k
mΓ
(
λi
z
+
k
m
)
.
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By a direct computation using the asymptotic expansion [22] (see also [30, (1.8)])
ln Γ(z + a) ≍
(
z + a−
1
2
)
ln(z)− z +
1
2
ln(2π) +
∞∑
j=1
(−1)j+1Bj+1(a)
j(j + 1)zj
,
we conclude that L−kα (zq
d
dq
)kIα has the asymptotic expansion∏
i
e
−λi+λi ln(−λi)
z λ
k
m
i
√
−2πz/(−λi) exp
[
∞∑
j=1
(−1)j+1Bj+1(
k
m
)
j(j + 1)
zj
λji
]
.
Unwrapping the definition of rα,k;l, we conclude the lemma. 
Lemma 7.8. If we take λi = ζ
i
mλ, then
Lkα · rk(Lα) ∈ Q[L
m
α /λ
m]
Proof. Notice that the coefficient of Lα in rl are symmetric polynomials in λi, and that
detQ−1 =
(Lmα − λ
m)2
λm
∈ λ−mQ[Lα, λ]2m
Then by using Qij = (Lα − λi)
−1(Lα − λj)
−1Q[Lα, λ]1, we obtain
(Q−1)ij ∈ λ
−mQ[Lα, λ]m+1.
Here we consider both Lα and λ as homogeneous degree 1 elements. Furthermore,
(xi)
−1
α · (xj)
−1
α · (Q
−1)ij ∈ λ
−mQ[Lα, λ]m−1.

7.2. Strengthening using the Picard–Fuchs equations. In this section we will give
the degree bound of the rk for each k, and hence give the degree bound for the R-matrix.
Lemma 7.9. Recall that we have proved
Lkα · rkα ∈ Q[L
m]
In addition, we have the degree bound
degLm(L
k
α · rkα) = k, (38)
and the polynomiality in m:
(mLα)
k · rkα ∈ Q[m,L
m]
Proof. We first illustrate the proof of the degree bound for the formal quintic case:
m = 5. Recall that the I-function satisfies the following Picard–Fuchs equation[
D5 − λ5/z5 − q · 5D(5D + 1) · · · (5D + 4)
]
Iα(q, z) = 0
where D := qd/dq. By using the asymptotic expansion (34), we see[
D5Lα − λ
5 − q · 5DLα(5DLα + z) · · · (5DLα + 4z)
]
(1 +
∑
rkα(−z)
k) = 0
where (recall Lα = ζ
αλ · L)
DLα := zD + Lα.
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This equation is equivalent to the following recursive relations for rkα:
−Drkα = D1rk−1,α +D2rk−2,α +D3rk−3,α +D4rk−4,α
where X = 1− L5 and
D1 :=
1
25Lα
(3X2 − 3X + 10XD1 + 50D2)
D2 :=
1
125L2α
(−24X3 + 39X2 − 15X + (15X2 + 5X)D + 150XD2 + 250D3)
D3 :=
1
3125L3α
(396X4 − 870X3 + 575X2 − 101X + (−450X3 + 725X2 − 125X)D
+ 1375XD2 + 3750XD3 + 3125D4)
D4 :=
1
3125L4α
(X · (24D + 250D2 + 875D3 + 1250D4) + 625D5)
Notice that r0α = 1, and that the differential operator Di satisfies
Di : L
−(k−i)
α Q[X ]≤(k−i) −→ L
−k
α XQ[X ]≤k,
where we have used DLα = −
1
5
XLα and DX = X(1 − X). Then together with the
initial data (37) of Lkα · rkα at Lα = 0 (X = 1), we see that Equation (38) follows by
induction.
In the general case, the I-function satisfies the following Picard–Fuchs equation[
Dm − λm/zm − q ·mD(mD + 1) · · · (mD +m− 1)
]
Iα(q, z) = 0
Letting X := 1− Lm, the equation for rkα follows[
L−mα (1−X) ·D
m
Lα − 1 + (mLα)
−mX ·mDLα(mDLα + z)
· · · (mDLα + (m− 1)z)
]
(1 +
∑
rkα(−z)
k) = 0
Note that DLα = −
1
m
XLα and that DX = X(1−X). We have for s > 0,
L−sα D
s
Lα = 1 +
s∑
j=1
mzj
mjLjα
·
j∑
i=0
cj,i(m,X)D
j−i,
in which
cj,0 =
(
s
j
)
, cj,i ∈ XQ[m][X ]i−1 for i > 0.
Then the above equation gives the following relation for rkα
−Drkα = D1rk−1,α +D2rk−2,α + · · ·+Dm−1rk−m+1,α
such that Di ∈ (mLα)
−iQ[m,X,mD] satisfies
Di : L
−(k−i)
α Q[X ]≤(k−i) −→ L
−k
α XQ[X ]≤k.
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For example
D1 =
(m+ 1) (m− 1) (m− 2)
24m2 Lα
X(X − 1) +
m− 1
2mLα
XD +
m− 1
2Lα
D2
D2 =
(m+ 1) (m− 1) (m− 2) (m− 3)
24m3 Lα
2
(
m
(
X −
1
2
)
−X
)
X(1−X)
+
(m− 1) (m− 2)
(
m2(X − 1)− 5m(X − 1) + 6X + 2
)
24m2Lα
2 XD
+
(m− 1) (m− 2)
2mLα
2 X D
2 +
(m− 1) (m− 2)
6Lα
2 D
3.
The rest is similar to the m = 5 case. Together with the regularity (37) of Lkα · rkα at
Lα = 0, we see that Equation (38) follows by induction.
The polynomiality in m also follows from the polynomiality of (37) and Di by induc-
tion. 
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