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Hospitals and health care organizations collect large amounts of detailed health
care data that is in high demand by researchers. Thus, the possessors of such
data are in need of methods that allow for this data to be released without
compromising the confidentiality of the individuals to whom it pertains. As the
geographic aspect of this data is becoming increasingly relevant for research
being conducted, it is important for an anonymization process to pay due
attention to the geographic attributes of such data. In this paper, a novel
system for health care data anonymization is presented. At the core of the
system is the aggregation of an initial regionalization guided by the use of
a Voronoi diagram. We conduct a comparison with another geographic-based
system of anonymization, GeoLeader. We show that our system is capable of
producing results of a comparable quality with a much faster running time.
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1. Introduction
For researchers in the health care domain, detailed data sets are essential. As such, there
is a high demand for the availability of this type of data. However the sensitive nature of
the data prevents hospitals and organizations in possession of such data from releasing
it in its original state. In particular, government policies impose restrictions on what
can be released in order to protect the confidentiality of the patients and respondents to
whom the data pertains (2, 5, 12, 15, 16, 26, 29).
In order to render a data set safe for release, any directly identifying information such
as the names of patients must be removed. However, there are methods that a malicious
party can make use of in order to re-identify the remaining data (12). Further modifi-
cation of the remaining attributes is therefore necessary in order to sufficiently protect
the data for release. There are many existing systems that address this anonymization
problem; however few systems place an emphasis on the geographic information con-
tained within these data sets. During the process of rendering a data set safe for release,
information will invariably be lost. The importance of the data that is lost varies with
respect to the context of the intended research drawing on the resultant anonymised
data. For some studies, such as those that observe the propagation of diseases over ge-
ographic areas, the geographic information in the data set is of high importance (23).
Research fields such as spatial epidemiology require high precision geographic informa-
tion in order for researchers to work effectively (6, 28, 36). However, the release of this
high precision geographic information creates a much higher risk for the disclosure of con-
fidential information due to the fact that individuals in small geographic areas are easily
re-identifiable. It is therefore necessary to devise methods that can allow for greater pre-
cision in geographic information to be disclosed while still protecting the confidentiality
of the individuals in the released data.
Existing geographic-based anonymization methods have a tendency to cause a greater
loss of geographic information than necessary. For example, cropping (7, 21) can cause
a high loss in geographic precision, and the suppression of at-risk regions (10, 20) can
produce a heavily censored data set. Any loss in the geographic information has a negative
impact on the quality of the research that is conducted using the resultant data (27).
In this paper, we present a geographic-based system for health care data anonymiza-
tion, which employs a process of geographic partitioning guided by a Voronoi diagram
(22). Our system, Voronoi-Based Aggregation System (VBAS), achieves k-anonymity
(34, 35) on a data set through the generalization of geographic attributes used in com-
bination with the suppression of outlying records. VBAS is able to reduce the loss of
geographic information in order to produce data that is more useful for researchers. By
aggregating small regions of fine granularity into larger regions that satisfy a specified
anonymity requirement, we are able to produce regions that maintain a high level of
geographic precision.
We compare VBAS to GeoLeader1 (9). More specifically, through tests run on synthetic
data sets generated from Statistics Canada data, we compare actual implementations
of VBAS and GeoLeader in terms of their speed, their ability to reduce information
loss, and the compactness of regions that they create. We demonstrate that VBAS is
capable of producing results of similar quality with a few distinct advantages. VBAS
runs significantly faster, provides a guarantee of k-anonymity which GeoLeader does
1A very quick introduction to this anonymization system can be found at
http://www.slideshare.net/LukArbuckle1/geo-leader-tophc-poster-2013-v2. It should be noted that there
are several other systems called GeoLeader that do not pertain to data anonymization.
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not, and is produces aggregated regions which are slightly more compact.
The choice of GeoLeader proceeds from two considerations: First, we had access to a
running implementation of it, and second, the output of this implementation could be
used to compute metrics that are also relevant to VBAS. In contrast, an implemented
geographic-based solution depending on masking (1) or linear programming (21) was not
readily available and, more importantly, would not allow us to directly reuse the metrics
we consider (namely reduction in geographic precision).
2. Literature Review
2.1. Anonymizing Health Care Data
When a health care data set is to be released, it is necessary to guard against the risk of
re-identification. In other words, the released data must first be de-identified in such a way
that it should not be possible to use it to associate any confidential information with a
specific individual (5, 12, 15, 16, 26, 29). The general process used to de-identify a data set
is to remove all directly identifying attributes such as names and identification numbers
and then modify the demographic-type attributes, referred to as quasi-identifiers, so that
they cannot be used to re-associate any directly identifying attributes with the records
of the data set (5, 15, 16, 29).
The main goal of de-identification is therefore to reduce the risk of re-identification to
an acceptably low level. There are, however, no standardized methods for measuring the
actual risk of re-identification. As such, it is necessary to find factors that can be used
to analyze the risk. One such factor that is commonly used is the distinctness of the
records in a data set. Records are compared to each other based on their quasi-identifier
attribute values. The combination of these values in a record determines an equivalence
class into which the records falls. Thus, any record that does not have any other records
in a data set that completely match its quasi-identifier attribute values is considered to
be unique, making it the sole member of its equivalence class. An example of equivalence
classes can be seen in the sample data set of Figure 1. Records which are unique or which
belong to an equivalence class with few members are considered to have a higher risk of
re-identification as a party can cross-reference the quasi-identifiers with other publicly
available data sets in order to associate directly identifying information with the records.
The higher the cardinality of an equivalence class is, the harder it becomes for useful
information to be discerned via cross-referencing as it becomes necessary for the party
attempting the cross-reference to make guesses with lower probabilities of being correct
due to the records being indistinguishable from each other (5, 12, 15, 29).
Since the reduction in the distinctness of records can be used as means of protection for
confidentiality in these data sets, methods have been devised to lower the distinctness of
records. The two techniques that are most commonly used to do this are generalization
and suppression. Generalization is typically applied globally to modify the granular-
ity of the response categories of quasi-identifiers (3, 14, 24, 34, 35). By coarsening this
granularity, the number of equivalence classes is reduced which in turn causes higher car-
dinalities in the remaining equivalence classes. Suppression is generally applied at a local
level to remove individual records from the data set (3, 14, 24, 34, 35). This is typically
done in cases where outlying records exist in equivalence classes of low cardinalities. In
such cases, further application of generalization, which affects all records, may be more
heavy-handed than necessary, thus, suppression is a more reasonable choice.
These methods used to reduce the distinctness of records are generally applied in a
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Figure 1. Equivalence Classes
Each group of records highlighted in a different shade is an equivalence class.
structured fashion in order to produce a data set that conforms to some type of guarantee
about its level of protection. A commonly used guarantee is k-anonymity (3, 14, 24, 34,
35). In order for a data set to be considered k-anonymous, every equivalence class must
have a cardinality greater than or equal to k, which is a user-specified value. By ensuring
that all equivalence classes have a sufficiently high cardinality, the risk of disclosure via
cross-referencing can be considered sufficiently low.
2.2. Geographic-Based Approaches to Anonymity
One possible approach to de-identification is to focus on the geographic aspect of the
data. Since the data can be protected by ensuring that levels of distinctness are suffi-
ciently low, a large enough region can be used to provide a sufficiently large group of
records, thus decreasing the levels of distinctness in the records. If, however, the records
are grouped into small regions, the inclusion of the geographic attribute value will hin-
der the creation of high cardinality equivalence classes. The level of granularity used
for geographic precision is therefore an important factor to consider. The reduction of
geographic precision is essentially a form of geographic generalization which can be used
to control the sizes of equivalence classes. The other quasi-identifiers still play a part in
determining the equivalence classes as well, thus, if they are too finely grained to start
with, this will not be effective.
Studies done on the relationship between the geographic aspect of data sets and the
levels of distinctness have shown that when a population is sufficiently large, the data will
have an acceptable level of anonymity if the entire population uses the same geographic
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attribute value (18, 19, 20). In other words, the reduction of geographic precision can
be used as means to achieve anonymity. Despite this, it is still desirable to maintain as
much geographic precision as possible for research purposes, thus, there is a trade-off.
A simple approach to employ this concept is to determine a population cutoff size for
a data set. This cutoff size indicates what population size must be exceeded in order for
a region to have an acceptable level of anonymity. Any region that does not exceed this
population size will then have all of its records suppressed. Examples of this approach
can be seen with data sets produced from census surveys such as in the United States
where The Bureau of Census employs a 100,000 population size cutoff (20). Similarly,
Statistics Canada uses a 70,000 population size cutoff for their Canadian Community
Health Survey (30) and the British Census uses a 120,000 population size cutoff (25).
The use of cutoff sizes to suppress small regions, however, suffers from some drawbacks.
The suppression of these small regions has the potential to cause a very large number of
records to be suppressed and can result in a highly censored data set. Additionally, each
data set must be studied individually in order to manually determine an appropriate
cutoff size. It is not possible to select a single standardized cutoff size since the quasi-
identifiers of each data set influence what size will be appropriate for the data set. The
issue of the cutoff size can be addressed by a method that dynamically computes a cutoff
size for a given data set based on its quasi-identifiers (10, 11). The problem issue of
over-suppression, however, remains.
An alternative approach is to reduce geographic precision by widening the areas re-
ferred to by the geographic attributes of the data set. Cropping (7), for example, removes
the last three characters from postal codes in order to refer to much larger geographic
areas. A geographic generalization hierarchy can also be applied to reduce precision. An
example of such a hierarchy would be to generalize from the level of postal codes to
cities, and from cities to provinces. These methods, however, have the potential to cause
a much greater loss in geographic precision than necessary. In order to better preserve
the precision, a more finely grained method of widening areas is required.
A greater control in the reduction of precision can be achieved through the aggregation
of regions rather than by following a hierarchy to reduce precision. This allows for regions
to be grown in much smaller increments. In order to do so effectively, it is necessary to
know at what point to stop the growth of the regions and to determine which regions
are best suited to be aggregated together. A recent system, GeoLeader (9), takes this
approach by first computing a dynamic cutoff size for the input data set and then run-
ning an iterative process of aggregation. At each iteration of this process, all adjacent
regions are evaluated using a set of criteria to determine which candidates are the best
choice for aggregation. The process stops when all regions have a population above the
computed cutoff size. It should be noted that GeoLeader offers only the guarantee that
the aggregated regions will have a population above the cutoff size; it does not enforce
k-anonymity on the resultant data set.
2.3. Data Utility Metrics
During the anonymization of a data set, information is lost when the quasi-identifiers
undergo modification. This loss in information reduces the utility of the data for re-
searchers. It is therefore useful to be able to measure how much information has actually
been lost. Although there are no standardized measures for this, various metrics have
been proposed.
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2.3.1. Discernibility Metric
A discernibility metric was introduced in (4) and has been applied in other systems
(13, 14) as well. This metric assigns a penalty to each record of the anonymized data set
proportional to the number of other records from which it is indistinguishable. Despite
the fact that this indistinguishability is useful for the protection of privacy, it also reduces
the utility of the data.
2.3.2. Non-Uniform Entropy Metric
A non-uniform entropy metric has also been applied to measure information loss. This
metric, first applied in (17) and also used in (14), calculates the loss in information based
on the probability of correctly guessing original attribute values of records given their
anonymized values. It works under the assumption that a greater amount of information
is lost in cases of uniform distributions of attribute values than in cases of non-uniform
distributions as it is harder to guess the original values in these cases. The total value
representing the amount of lost information is calculated based on the application of this
probability across each attribute of each record in the data set. The higher the calculated
value, the greater the degree of information loss.
3. VBAS Details
The general idea behind VBAS is to achieve anonymity on a data set through aggregation
run on an initial regionalization of fine granularity. The selection of regions to aggregate
is guided by the use of a Voronoi diagram (22). Voronoi diagrams are employed in many
different fields and applications (33) as tools or building blocks in the design of algorithms.
The Voronoi diagram, which takes a set of sites (point locations) as input, provides a
means to efficiently divide the plane into convex regions where each region corresponds
to one of the input sites. Each Voronoi region consists of the area in the plane that is
closer the region’s site than to any other site. This representation uses linear space in the
number of sites. Since the latter will be much smaller than the number of initial regions,
this uses a relatively small amount of storage space.
The system takes two files as input: one that contains information about the initial
regionalization and one that contains information about the data set to be anonymized.
The initial regions must be represented in the plane as a point set, either by using
coordinates provided in the input file or by computing the centroids of the regions. The
Voronoi diagram can then be used to determine the regions to aggregate together by
creating groupings of the initial regions based on the Voronoi regions in which their
point representations fall. These groupings of regions indicate the initial regions which
will be aggregated together.
In order to produce an aggregation with desirable qualities, it is important to carefully
select the number of sites to supply for the Voronoi diagram as well as the locations at
which to place the sites. The system is thus broken up into four main components:
• Approximating an appropriate number of aggregated regions
• Selecting locations at which to place Voronoi sites
• Constructing the Voronoi diagram and performing aggregation
• Rating the aggregation
A screenshot of the application with an aggregation on display can be seen in Fig-
ure 2. The system components are designed so that they can be supplied with different
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approaches to accomplish the work that they must do. This is done to allow for ease
of configurability and to provide the ability to easily test different combinations of ap-
proaches. For the comparison conducted in this paper, we have selected a single set of
appropriate approaches.
Figure 2. VBAS Screenshot
3.1. Site Number Approximation
The selection of the number of sites has a large influence on the levels of anonymity
in the aggregated regions and must therefore be carefully approximated. Each site will
produce a single Voronoi region and by extension a single aggregated region. Therefore,
if the approximation is too low then too few aggregated regions are created resulting in
a great loss of geographic precision. If, however, the approximation is too high, there will
be many aggregated regions that may not attain sufficient levels of anonymity.
Our tests have shown that while there is a need for the approximation to be balanced,
there is some room to allow for the selection of the number of sites to be adjusted based
on user requirements. For example, if a user prioritizes geographic precision over the
reduction of suppressed records, a higher approximation can be made to accommodate
this.
Despite the ability to tune the results in this way, the approximation of the number
of sites is excluded from the comparison conducted in this paper. In order to provide
a more accurate comparison between VBAS and GeoLeader, we match the number of
aggregated regions created by the two systems. This allows for us to more closely compare
their abilities to reduce the loss of geographic information during aggregation. Although
we can compare the two systems when they each make their own decision for the number
of aggregated regions to create, this is of little interest. As observed in our previous
tests, the adjustment of this approximation reveals a tradeoff between the reduction of
information loss and the reduction of suppression. That is, either one may be sacrificed
in favor of the other. With the ability to adjust these approximations in our system
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through the selection of different site location approaches, there is little to be discerned
from such a comparison.
3.2. Site Location Selection
The selection of the locations for the sites determines the shape and size of the aggregated
regions that will be created as well as the levels of anonymity in those regions. These
locations must therefore be carefully selected in order to create regions with appropri-
ate levels of anonymity while attempting to reduce the loss of geographic information.
A fundamental characteristic of VBAS is it is highly configurable. More precisely, we
have experimented with many different strategies for setting its different approximations
(as discussed at length elsewhere (8)). In this paper, for site location selection, we em-
ploy what we call a balanced density approach (B. Density in figures below), which was
found to produce very good results for both reduction of suppression and reduction of
information loss, and was able to do so very quickly (Ibid.).
This approach divides the plane into a number of cells equal to the number of sites
to place. The goal is to create these cells such that they will each have roughly the
same population across the initial regions that fall within the cells. A single site is then
allocated to each cell. The reason for doing so is to try to match the distribution of the
sites with the distribution of the population in order to create aggregated regions that
will have roughly the same population levels. Throughout this approach, the boundaries
of the cells are never actually drawn. The cells are containers for the initial region points;
the concept of boundaries is simply used as an aid for the visualization of the approach.
For ease of organization, the cells are grouped together into rows such that all cells in a
row have the same upper and lower boundaries (those of the row) and occupy the entire
space covered by the row.
The first step is to make an approximation for the number of rows that will be needed.
This approximation does not need to be very precise as it will actually be adjusted later;
it is simply used as a starting point. We therefore take the square root, rounded to the
nearest integer, of the number of sites as the initial approximation. This assumes an even
distribution of the population, meaning that the number of cells per row and the number
of rows would be roughly the same. The calculation is shown in Equation 1.
Let:
r be the number of rows
s be the required number of sites
R(x) be a function that rounds x to the nearest integer value
r = R(
√
s) (1)
With the initial number of rows determined, the ideal population per row is calculated
as the total population of the data set divided by the number of rows, rounding this
quotient to the nearest integer value. This is shown in Equation 2.
Let:
p be the total population
p′ be the ideal population per row
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p′ = R(
p
r
) (2)
The next step is to then determine the divisions between the rows. This is done by
allotting a population to each row that is as close as possible to the ideal row population.
In order to do so, all initial region points are first sorted by their y-coordinates. We then
walk across these points starting from the one with the lowest y-coordinate, stopping
when the sum of the population across the points that have been passed is greater than
or equal to the ideal row population. Since each of the points represents an initial region,
they will each have a population associated with them. At this point, it must be decided
whether the final point that was passed is best suited for the current row or for the
next row. This is determined by comparing the population of the current row with and
without the final point. If the population of the row including the point is closer to the
ideal population then it is kept. If the population without the point is closer, it is left
for the next row. This is shown in Equation 3.
Let:
rp′ be the population of a row just before it passes the ideal population
rp′′ be the population of a row just after it passes the ideal population
I(r) be an indicator function for a row r where its value is 1 when the final point
should be included in the row and 0 when it should not
I(r) =
{
1 if rp′′ − p′ ≤ p′ − rp′
0 if rp′′ − p′ > p′ − rp′ (3)
Once the points for the row have been determined, they are stored in a container and
the walk continues in order to determine the points of the next row. Since the population
of a row increases by intervals corresponding to the population of each point, it is not
possible to guarantee that the population of a row will match the ideal population,
in fact, it is highly unlikely that it will. This means that due to rows that take on a
greater population than desired or rows which take on a lower population than desired,
it is possible to run into two different scenarios that require the number of rows to be
adjusted.
The first scenario occurs when rows have taken on a greater population than desired
resulting in an insufficient remaining population to fill up the rest of the rows. When
this occurs the first row that cannot be sufficiently filled will simply take on the entire
remaining population. The total number of rows is then adjusted to the number of rows
that have been created so far. Any other rows that were to be created originally will
simply no longer be used.
In the second scenario, the rows have taken on a smaller population than desired, leav-
ing the final row with a much greater population than intended. In this case, additional
rows will be created by continuing the process of walking across the points and creating
a new row each time the ideal population is passed. The total number of rows is thus
increased to however many rows were created.
In either scenario, the adjustment of the number of rows does not pose any problems
in terms of satisfying the requirements of the approach. It is only necessary to create a
number of cells equal to the number of sites to be placed and to ensure that the cells
have roughly the same population. Each row will have a number of cells assigned to it
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based on the population of the row. As such, the actual number of rows can be freely
adjusted.
Once the rows have been created, each of them must be addressed individually as the
number of cells allotted to each row is a function of its population. In order to calculate
this number of cells, the population of the row is divided by the total population of the
data set to determine the percentage of the total population within the row. The number
of sites to place is then multiplied by this percentage and rounded to the nearest integer
to determine how many sites should be placed in the row. This number of sites is used
as the number of cells to create. The calculations are shown in Equations 4 and 5.
Let:
rp be the population of a row
rα be the decimal percentage of the total population in a row
rc be the number of cells assigned to a row
rα =
rp
p
(4)
rc = R(s(rc)) (5)
The divisions between the cells of a row are made in the same way as the divisions
between the rows. The points of the rows are first sorted by their x-coordinates and are
then walked across from left to right, creating a division between cells each time the ideal
cell population has been passed. Just as with the rows, each cell has its points stored in
a container.
Once again, two scenarios must be addressed in which cell populations differing from
the ideal populations have caused an inappropriate population to be left for the remaining
cells. Now, however, the number of cells cannot be adjusted since the total number of
cells must match the number of sites to be placed. To accommodate for this, if a greater
population is left for the final cell than the ideal population, that cell simply takes on
the entirety of the remaining population. While this has a negative impact in terms
of keeping the population of that cell similar to the population of the other cells, it is
necessary in order to keep the number cells the same. In the case where the remaining
population is too small to fill the cells that must still be created, the entire remaining
population is allotted to a single cell. Then the largest cells of the row are split in two
until the required number of cells for the row has been reached.
With all of the cells created, one site can then be allocated per cell to be placed at the
median of the points in the cell. Equations 6 and 7 show the computation of the median
for a cell.
Let:
P be the set of points in a cell
pi.x be the x-coordinate of a point pi
pi.y be the y-coordinate of a point pi
m.x be the x-coordinate of the median
m. be the y-coordinate of the median
m.x =
∑
pi∈P pi.x
|P | (6)
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m.y =
∑
pi∈P pi.y
|P | (7)
3.3. Construction of Geographic Aggregation
With the site locations selected, these locations can be provided as input to construct the
Voronoi diagram (22). Once the diagram is constructed, the initial regions are grouped
together based on the Voronoi region in which their point representation falls. Since the
Voronoi diagram is a planar subdivision, point location can be efficiently conducted. The
groupings of initial regions determine which regions will be aggregated together into a
single new region.
During aggregation, the equivalence classes of the aggregated regions must be deter-
mined by combining the members from the equivalence classes of the initial regions being
merged together. This is done in order to verify the cardinalities of the resultant equiva-
lence classes. If any equivalence class in an aggregated region has a cardinality less than
the user selected value of k for k-anonymity, all records of the equivalence class must be
suppressed in order to ensure a sufficient level of anonymity.
3.4. Evaluation of Aggregation
The final component of the system is used to evaluate the quality of the aggregation that
has been produced. The approach that we apply for this is a grouping of the following
measurements:
• Suppression
• Compactness
• Discernibility
• Non-Uniform Entropy
• Running Time
3.4.1. Suppression
Suppression is measured as the total number of records that were suppressed during ag-
gregation. Higher levels of suppression indicate a greater number of equivalence classes of
low cardinalities meaning that the aggregation was not effective in achieving anonymity.
3.4.2. Compactness
The compactness of the aggregated regions can be used as an indication of how much
geographic precision exists in the release data set. More compact regions provide a higher
level of precision. This measurement is taken as the sum of the distances between each
initial region point and the median of the initial region points in its aggregated region
as shown in Equation 8.
Let:
R be the set of aggregated regions
rip be the centroid of the initial regions in the aggregated region ri
Ri be the set of initial regions in the aggregated region ri
r′ip be the point representation of the initial region r’i
∑
R′i∈R
∑
r′i∈R′i
∥∥rip r′ip∥∥ (8)
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3.4.3. Discernibility
The discernibility (13, 14) information loss metric is employed in order to check for
overburdened equivalence classes that indicate a greater loss of information than neces-
sary. The calculation for this metric is shown in Equation 9. Higher values indicate a
greater loss of information during aggregation.
Let:
E be the set of equivalence classes
Ei be an equivalence class from the set E
k be the desired level of anonymity
∑
(|Ei|≥k)∈E
|Ei|2 (9)
3.4.4. Non-Uniform Entropy
The non-uniform entropy (14, 24) information loss metric is also employed. In order to
make this measurement, it is necessary to calculate the probability of correctly guessing
the original geographic attribute value of a record given its aggregated value. This is
shown in Equation 10.
Let:
ar be the original value of the attribute
br be the generalized value of the attribute
n be the number of entries in the data set
I () be the indicator function
Ri be original attribute value of the i
th entry
R′i be the generalized attribute value of the i
th entry
Pr (ar|br) =
∑n
i=1 I (Ri = ar)∑n
i=1 I (R
′
i = br)
(10)
The calculation of this probability is applied to each record of the data set in order to
produce a measure of the information loss using the calculation shown in Equation 11.
Once again, a higher value indicates a higher level of information loss.
Let:
Ri be original geographic identifier of the i
th entry
R′i be the generalized geographic identifier of the i
th entry
n be the number of entries in the data set
−
n∑
i=1
log2 Pr
(
Ri|R′i
)
(11)
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3.4.5. Running Time
The measurement of running time is simply a measure of how long each system takes
from the start of its process to the end.
4. Comparisons
To compare VBAS and GeoLeader, we have generated test data through the use of
publicly available data sets from Statistics Canada. Using the generated testing set, we
have run different scenarios to compare the effectiveness of the systems in the various
measurements. All tests were run on a machine using 16 GB of RAM and a 4.01 GHz
processor.
4.1. Generation of Testing Data
In order to generate the testing data set, the public use microdata file from the 2011
National Household Survey (31) (NHS) and the Canadian dissemination areas data set
(32), both available from Statistics Canada, were used. As required by Statistics Canada’s
data use regulations, it is stated that the results or views expressed here are not those
of Statistics Canada.
We have used the NHS data set to make approximations for the distributions of at-
tribute values across the response categories of a selection of the demographic attributes.
Since the data set contains respondent level information for a 2.7% sample of the Cana-
dian population, these approximations were made in each of the provinces and territories.
It was necessary to make the approximation at such a rough level of geographic precision
as this was limited by the geographic information available in the NHS data set.
Next, going by Statistics Canada’s documentation that indicates that dissemination
areas have a population targeted between 400 and 700 (32), we randomly generated a
number within this range for each dissemination area to act as its population and then
created an appropriate number of records to fill the dissemination area. Each generated
record was assigned values on each selected quasi-identifier attribute by assigning a value
from the response categories with a probability corresponding to our approximations of
the distribution for the attribute within the province or territory in which the dissemi-
nation area exists. We also assigned a geographic attribute to each record indicating its
dissemination area in order to provide a finely grained geographic precision. By gener-
ating records for each dissemination area in this way, we have produced a testing set for
all of Canada.
Since the GeoLeader system requires information about the radii and adjacencies of
its initial regions, our tests were limited to Prince-Edward Island (PEI), which is the
only province for which we had access to this particular information. As such, we have
created a subset of the Canada testing set that contains only the records in PEI.
4.2. Test Scenarios
The tests run on the two systems consist of scenarios defined by different selections of
quasi-identifiers on which to achieve anonymity. In total, eighteen different scenarios were
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Figure 3. Compactness Comparison
tested. In each of them, both systems were run using the same PEI data and the results
were recorded in terms of the measurements discussed in the evaluation component of
our system. In order to record these measurements for the GeoLeader system, we have
written a supplemental application that accepts the output of the GeoLeader system and
processes it to produce the measurements needed for the comparison.
5. Discussion of Results
In all test scenarios, the measurements in suppression, discernibility, and non-uniform
entropy were very close in both systems. For the marginal differences that were observed,
neither system consistently remained on the same side of the margin. From this, we
conclude that the two systems are roughly evenly matched in terms of their abilities in
the reduction of suppression and the reduction of geographic information loss.
When comparing the measure of compactness, our system consistently outperformed
GeoLeader by a small margin. On average, VBAS had a compactness measurement at
85.4% of that of GeoLeader. A visual comparison of the result can be found in the
graph in Figure 3. GeoLeader applies criteria during the selection of regions to merge in
order to maintain compact aggregated regions. This ensures that it will not create overly
elongated or sprawling regions however it is still susceptible to a loss in compactness due
to concavities. Our system has an advantage in this regard resulting from the use of the
Voronoi diagram. Due to the property of the Voronoi diagram that guarantees that all
Voronoi regions will be convex (22), our resultant aggregated regions have a high level
of compactness.
The comparison of the running times shows the largest difference in the measurements
taken for the two systems. VBAS has shown significantly faster running times, taking,
on average, 8.5% of the time taken by GeoLeader. A graph of these results can be
found in Figure 4. Due to the need in GeoLeader to evaluate all adjacent regions at
each iteration of its process to decide which regions to merge, its process of aggregation
ends up being much more lengthy. GeoLeader does not actually guarantee k-anonymity
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and consequently does not require that equivalence classes be computed. (What it does
guarantee is that all aggregated regions have a population above the computed cutoff
size.) In contrast, VBAS spends the majority of its running time on the loading of the
records of the data set and the computation of equivalence classes. This is actually the
dominant factor in the running time of VBAS. The process of aggregation itself is much
faster as there is no need to study the individual regions in order to make decisions about
which to merge. The entire aggregation occurs all at once when the Voronoi diagram
is constructed and the groups of regions are determined. The loading of records and
computing of equivalence classes takes O(nd) time where n is the number of records
and d is the number of quasi-identifiers on which we are achieving anonymity. Given d
is typically quite low (between 2 and 6), the running time of VBAS essentially scales
linearly by the number of records in the data set. As such, VBAS is able to run much
more quickly than GeoLeader and is also easily scalable for large data sets.
Another advantage of our system is that it has lower requirements in terms of its
input. Both systems require information about an initial regionalization as well as the
data set to be anonymized, however GeoLeader requires information about the radii and
adjacencies of the initial regionalization which is not necessary for VBAS.
We therefore conclude that VBAS is a preferable choice as a geographic-based system
of anonymization as it has lower requirements in terms of input and can produce results
of comparable quality with a much faster running time.
6. Conclusion
In this paper, we have presented a novel system of geographic-based anonymization for
health care data, VBAS. This system runs a process of geographic aggregation guided
by the use of a Voronoi diagram. We provide here a single set of approaches that can
be applied to the system in order to compare the effectiveness of VBAS to another
geographic-based system of anonymization, GeoLeader. Through our tests, we demon-
strate that VBAS is able to produce results with comparable quality in terms of the
reduction of suppression and information loss. We also show that VBAS provides the
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advantages of a significantly faster running time and the ability to create slightly more
compact regions. Beyond this, VBAS also provides a guarantee of k-anonymity which
GeoLeader does not, and has lower requirements for its input. Based on these advantages,
we conclude that VBAS is a preferable choice for the anonymization of data when the
preservation of geographic information is a high priority.
Acknowledgment
The authors gratefully acknowledge financial support from the Natural Sciences and En-
gineering Research Council of Canada (NSERC) under Grant No. 371977-2009 RGPIN.
References
[1] M. Armstrong, G. Rushton and D. Zimmerman, Geographically Masking Health Data
To Preserve Confidentiality Statistics in Medicine, vol. 18, pp. 497-525, 1999
[2] P. Arzberger, P. Schroeder, A. Beaulieu, et al., Promoting Access to Public Research
Data for Scientific, Economic, and Social Development. Data Sci. J., vol. 3, pp.
135-152, 2004.
[3] K. S. Babu, N. Reddy, N. Kumar, et al., Achieving k-anonymity Using Improved
Greedy Heuristics for Very Large Relational Databases. Transactions on Data Pri-
vacy, vol. 6, pp. 1-17, Apr. 2013.
[4] R. J. Bayardo, R. Agrawal, Data Privacy Through Optimal k-Anonymization. Proc.
21st ICDE ’05, pp. 217-228, Jan. 2005. doi:10.1109/ICDE.2005.42
[5] K. Benitez, B. Malin, Evaluating Re-identication Risks with Respect to the HIPAA
Privacy Rule. J. Am. Med. Inform. Assoc., vol. 17, pp. 169-177, Mar. 2010.
http://dx.doi.org/10.1136/jamia.2009.000026
[6] M. Boulos, Towards Evidence-Based, GIS-driven National Spatial Health Informa-
tion Infrastructure and Surveillance Services in the United Kingdom. Int. J. Health
Geogr., vol. 3, pp. 1, Jan. 2004. doi:10.1186/1476-072X-3-1
[7] Canadian Institutes of Health Research. (2005, Spt.). CIHR Best Practices for Pro-
tecting Privacy in Health Research (September 2005). [Online], Available: http:
//www.cihr-irsc.gc.ca/e/29072.html
[8] W. Croft, Geographic Partitioning Techniques for the Anonymization of Health Care
Data, Master’s Thesis, School of Computer Science, Carleton, April 2015.
[9] K. E. Emam, L. Arbuckle Disclosing Small Geographic Areas while Protecting Pri-
vacyGeoLeader. TOPHC ’13, Mar. 2013.
[10] K. E. Emam, A. Brown, P. AbdelMalik, Evaluating Predictors of Geographic Area
Population Size Cut-offs to Manage Re-identification Risk. J. Am. Med. Inform.
Assoc., vol. 16, pp. 256-266, Apr. 2009. doi:10.1197/jamia.M2902
[11] K. E. Emam, A. Brown, P. AbdelMalik, et al., A Method for Managing Re-
Identification Risk from Small Geographic Areas in Canada. BMC Med. Inform.
Decis., vol. 10, pp. 18, Apr. 2010. doi:10.1186/1472-6947-10-18
[12] K. E. Emam, D. Buckeridge, R. Tamblyn, et al., The re-identification risk of Cana-
dians from longitudinal demographics. BMC Med. Inform. Decis, vol. 11, pp. 46, Jun.
2011. doi:10.1186/1472-6947-11-46
[13] K. E. Emam, F. K. Dankar, Protecting Privacy Using k-Anonymity. J. Am. Med.
Inform. Assoc.,vol. 15, pp. 627-637, Oct 2008. doi:10.1197/jamia.M2716
October 5, 2018 5:14 International Journal of Geographical Information Science
VBAS˙GeoLeader˙Comparison˙May˙25˙v1
International Journal of Geographical Information Science 17
[14] K. E. Emam, F. K. Dankar, R. Issa, et al., A Globally Optimal k-Anonymity Method
for the De-Identification of Health Data. J. Am. Med. Inform. Assoc., vol. 16, pp.
670-682, Sep. 2009. http://dx.doi.org/10.1197/jamia.M3144
[15] K. E. Emam, F. K. Dankar, A. Neisa, et al., Evaluating the Risk of Patient Re-
identification from Adverse Drug Event Reports. BMC Med. Inform. Decis., vol. 13,
pp. 114, Oct. 2013. doi:10.1186/1472-6947-13-114
[16] K. E. Emam, F. K. Dankar, R. Vaillancourt, et al., Evaluating the Risk of Re-
identification of Patients from Hospital Prescription Records. Can. J. Hosp. Pharm.,
vol. 62, pp. 307-319, Aug. 2009.
[17] A. Gionis, T. Tassa, k-Anonymization with Minimal Loss of Informa-
tion. IEEE Trans. Knowl. Data Eng., vol. 21, pp. 206-219, Jul. 2008.
doi:10.1109/TKDE.2008.129
[18] B. Greenberg, L. Voshell, The Geographic Component of Disclosure Risk for Mi-
crodata. Bureau of the Census Stat. Research Division Report Series SRD Research
Report Number: Census/SRD/RR-90/13, Oct. 1990.
[19] B. Greenberg, L. Voshell, Relating Risk of Disclosure for Microdata and Geographic
Area Size. Proc. SRMS, Am. Stat. Assoc., 1990, pp.450-455.
[20] S. Hawala, Enhancing the ”100,000 Rule” on the Variation of the Per Cent of
Uniques in a Microdata Sample and the Geographic Area Size Identified on the File.
Proc. Annu. Meeting Am. Stat. Assoc., 2001.
[21] H.-W. Jung, K. E. Emam, A Linear Programming Model for Preserving Privacy
when Disclosing Patient Spatial Information for Secondary Purposes. Int. J. Health
Geogr., vol. 13, pp. 16, May 2014. doi:10.1186/1476-072X-13-16
[22] S. Fortune, A Sweepline Algorithm for Voronoi Diagrams. Proc. 2nd Annu. SOGC,
1986, pp. 313-322. doi:10.1007/BF01840357
[23] A. K. Lyseen, C. Nohr, E. M. Sorensen, et al., A Review and Framework for Cat-
egorizing Current Research and Development in Health Related Geographical Infor-
mation Systems (GIS) Studies. Yearb. Med. Inform., vol. 9 , pp. 110-124, Aug. 2014.
doi:10.15265/IY-2014-0008
[24] N. Mohammed, B. C. M. Fung, P. C. K. Hung, et al., Anonymizing Healthcare
Data: A Case Study on the Blood Transfusion Service. Proc. 15th ACM SIGKDD
Int. Conf. Knowl. Discov. Data, 2009, pp. 1285-1294. doi:10.1145/1557019.1557157
[25] C. Marsh, A. Dale, C. Skinner, Safe Data Versus Safe Settings: Access to Microdata
from the British Census. Int. Stat. Rev., vol. 62, pp. 35-53, Apr. 1994.
[26] W. Lowrance, Access to Collections of Data and Materials for Health Research: A
Report to the Medical Research Council and the Wellcome Trust. Medical Research
Council and the Wellcome Trust, Mar. 2006.
[27] K. L. Olson, S. J. Grannis, K. D. Mandl, Privacy Protection Versus Cluster De-
tection In Spatial Epidemiology. Am. J. Public Health, vol. 96, pp. 11, 2002.
[28] M. Rezaeian, G. Dunn, S. St Leger, et al., Geographical Epidemiology, Spatial Anal-
ysis and Geographical Information Systems: a Multidisciplinary Glossary. J. Epi-
demiol. Commun. H., vol. 61, pp. 98-102, Feb. 2007. doi:10.1136/jech.2005.043117
[29] P. Samarati, Protecting Respondents Identities in Microdata Release. IEEE Trans.
Knowl. Data Eng., vol. 13, pp. 1010-1027, Nov. 2001. doi:10.1109/69.971193
[30] Statistics Canada, Canadian Community Health Survey (CCHS) - Cycle 3.1 (2005)
- Public Use Microdata File (PUMF) - User Guide. June 2006.
[31] Statistics Canada. (2011). Individuals File, 2011 National Household Sur-
vey (Public Use Microdata Files), National Household Survey year 2011.
[Online], Available: http://www5.statcan.gc.ca/olc-cel/olc.action?objId=
October 5, 2018 5:14 International Journal of Geographical Information Science
VBAS˙GeoLeader˙Comparison˙May˙25˙v1
18 William Lee Croft, Jo¨rg-Ru¨diger Sack and Wei Shi
99M0001X2011001&objType=46&lang=en&limit=0.
[32] Statistics Canada. (2011). Dissemination Area (DA). [Online], Available: http://
www12.statcan.gc.ca/census-recensement/2011/ref/dict/geo021-eng.cfm
[33] K. Sugihara, Why Are Voronoi Diagrams so Fruitful in Application? 8th ISVD,
Jun. 2011. doi:10.1109/ISVD.2011.10
[34] L. Sweeney, Achieving k-Anonymity Privacy Protection Using Generalization
and Suppression. Int. J. Uncertain. Fuzz., vol. 10, pp. 571-588, Oct. 2002.
doi:10.1142/S021848850200165X
[35] L. Sweeney, k-Anonymity: A Model for Protecting Privacy. Int. J. Uncertain. Fuzz.,
vol. 10, pp. 557-570, Oct. 2002. doi:10.1142/S0218488502001648
[36] A. Vora, D. S. Burke, D. A. T. Cummings, The Impact of a Physical Geographic
Barrier on the Dynamic of Measles. Epidemiol. Infect., vol. 136, pp. 713-720, May
2008.
