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Abstract
This paper investigates a variant of the general problem of assigning channels to the stations of a wireless network when the graph
representing the possible interferences is a matrogenic graph. In our problem, channels assigned to adjacent vertices must be at least
2 apart, while channels assigned to vertices at distance 2 must be different.An exact linear time algorithm is provided for the class of
threshold graphs. For matrogenic and matroidal graphs approximate algorithms are given. Consequently, previously known results
concerning subclasses of cographs, split graphs and graphs with diameter 2 are improved.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Graph coloring is one of the most fertile and widely studied areas in graph theory, as is evident from browsing
through the list of solved and unsolved problems in a comprehensive book on graph coloring problems [15]. The
most general problem in this ﬁeld is vertex coloring, consisting in assigning values (colors) to the vertices of a graph
so that adjacent vertices have distinct colors; the objective is to minimize the number of colors used. The decision
version of this problem, and of most of its modiﬁcations and generalizations, is NP-complete [11]. Generalizations of
graph coloring arise in the design of wireless communication systems [13], where radio channels must be assigned
to transmitters. The graph has a vertex for each transmitter and two vertices are joined by an edge if assigning them
channels which are too close together could cause interference. The variant of the vertex coloring problem we focus on
in this paper, the -coloring problem, consists in an assignment of colors from the integer set 0, . . . ,  to the vertices
of a graph G such that vertices at distance at most 2 get different colors and adjacent vertices get colors which are at
least 2 apart. The aim is to minimize .
For some special classes of graphs—such as paths, cycles, wheels, tilings and k-partite graphs—tight bounds for
the number of colors necessary for a -coloring are known and such a coloring can be computed efﬁciently [1,6,7,13].
Nevertheless, in general, both determining the minimum number of necessary colors [13] and deciding if this number
is <k for any ﬁxed k4 [9] is NP-complete. Therefore, for many classes of graphs—such as chordal graphs [19],
A preliminary version appeared in the Proceedings of LatinAmerican Theoretical Informatics (LATIN ’02), Lecture Notes in Computer Science,
vol. 2286, 2002, pp. 236–247.
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Fig. 1. Relationships of inclusion among the subclasses of unigraphs.
interval graphs [7], split graphs [2], outerplanar and planar graphs [2,6]—approximate bounds have been looked for.
For a complete survey, see [4].
In this paper we consider the -coloring problem restricted to some subclasses of unigraphs, i.e. graphs uniquely
determined by their own degree sequence up to isomorphism.
In [3] unigraphs are presented as a superclass includingmatrogenic graphs,matroidal graphs, split matrogenic graphs
and threshold graphs as shown in Fig. 1 (see Section 2 for deﬁnitions).We will focus on each of these subclasses, while
it remains an open problem to extend our algorithm paradigm to the whole class of unigraphs.
In the following we present linear time algorithms to -color these graphs, taking advantage of the degree sequence’s
analysis.Namely, ﬁrst a general algorithmparadigm is provided, and then it is specialized for threshold, splitmatrogenic,
matrogenic and matroidal graphs. For threshold graphs the algorithm is exact, while for the other ones it approximates
the optimal solution. These algorithms improve results presented in the literature.
In particular, threshold graphs are a subclass of cographs, i.e. graphs not containing P4 as induced subgraph. For
cographs Chang and Kuo [7] proved that the -coloring problem is polynomially solvable, but they do not provide an
explicit algorithm; our algorithm presents a simple method for generating an optimal solution.
Moreover, we prove some upper bounds for  that are linear in , the maximum degree of the graph. Then the upper
bound 1.5 + 2+ 2, shown by Bodlaender et al. in [2] for split graphs, is improved when the problem is restricted
both to threshold and to split matrogenic graphs.
Finally, Griggs and Yeh [13] showed that graphs with diameter 2 satisfy 2; threshold graphs have diameter 2,
nevertheless for them our upper bound on  is linear in .
This paper is organized as follows. In the next section we give deﬁnitions of the classes of graphs considered in the
present work and summarized in Fig. 1; then we present some properties useful in the successive sections.
In Section 3 a linear time approximation algorithm paradigm for -coloring matrogenic graphs is presented and its
correctness is shown. This algorithm is specialized to subclasses of matrogenic graphs in the next sections. Namely,
the proofs that this algorithm—when executed on threshold graphs—uses a linear number of colors in  and that this
number is minimum are provided in Section 4. Section 5 contains the details of the algorithm for split matrogenic
graphs and provides its performances. Finally, Section 6 is devoted to -coloring matrogenic and matroidal graphs.
2. Graph theory preliminaries
We consider only ﬁnite, simple, loopless graphs G = (V ,E), where V is the vertex set of G with cardinality n and
E is the edge set of G with cardinality m.
A vertex x ∈ V is called universal (isolated) if it is adjacent to all other vertices of V (no other vertex in V ); if x is
a universal (isolated) vertex, then its degree is d(x) = n − 1 (d(x) = 0).
A graph I = (VI , EI ), where VI ⊆ V and EI = E ∩ (VI × VI ) is said to be induced by VI .
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Fig. 2. A threshold graph.
Let DS(G) = 1, 2, . . . , n be the degree sequence of a graph G sorted by non-increasing values: 12 · · · 
n0. We call boxes the equivalence classes of vertices in G under equality of degree. In terms of boxes the degree
sequence can be compressed as dm11 , d
m2
2 , . . . , d
mr
r , d1 >d2 > · · ·>dr0, where di is the degree of the mi vertices
contained in box Bi(G), 1min. We call a box isolated (universal) if it contains only isolated (universal) vertices.
A graph I induced by subset VI ⊆ V is called
• complete or clique if any two distinct vertices in VI are adjacent in G,
• stable or independent if no two vertices in VI are adjacent in G.
A graph G is said to be split if there is a partition V =VK ∪VS of its vertices such that the induced subgraphs K and
S are complete and stable, respectively.
For any graph G, let N(x) be the set of x’s neighbors. Then, we deﬁne the vicinal preorder  on V as follows: xy
iff N(x) − y ⊆ N(y) − x.
In the following, wewill brieﬂy describe the classes of graphs wewill use in the paper. For more details, the interested
reader can consult [3,12].
2.1. Threshold graphs
Deﬁnition 2.1 (Chvatal and Hammer [8], Henderson and Zalcstein [14]). A graph G = (V ,E) is a threshold graph
if and only if the vicinal preorder on V is total, i.e. for any pair x, y ∈ V , either xy or yx.
In Fig. 2a an example of a threshold graph with nine vertices is depicted. Its degree sequence is 8, 6, 5, 4, 4, 3, 2,
1, 1. Threshold graphs are split graphs; in Fig. 2b the same graph is represented highlighting vertices in the clique K
and vertices in the stable set S, and the adjacencies in K are represented by a rectangle for the sake of clarity. Finally,
in Fig. 2c the same graph is represented in terms of boxes with compressed degree sequence 81, 61, 51, 42, 31, 21, 12.
Observe that if G is connected, the box of maximum degree contains all the universal vertices of G.
Threshold graphs are very rich in structure; here we highlight only some properties, for more details see the book
by Mahadev and Peled [16].
Property 1T. G is a threshold graph if and only if its adjacencies are determined by the following rule: for all x ∈
Bi(G), y ∈ Bj (G), x = y, we have (x, y) ∈ E if and only if r + 1 i + j , where r is the number of boxes of G. Thus,
the structure of G is completely described by its degree sequence, implying that threshold graphs are unigraphs.
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Fig. 3. The forbidden conﬁguration of a threshold graph (a) and of a matrogenic graph (b): — shows a present edge, - - - shows an absent edge.
Fig. 4. (a) A matching of dimension 4; (b) an antimatching of dimension 4; and (c) a 4-hyperoctahedron.
Property 2T. Thresholdness is a hereditary property, i.e. all the induced subgraphs of a threshold graph are threshold
graphs.
Property 3T. A threshold graph G does not contains the conﬁguration in Fig. 3a, i.e. G does not contain P4, nor
chordless C4 or 2K2 as induced subgraphs. It follows that threshold graphs are a subclass of cographs, since they
cannot contain P4 as an induced subgraph.
Property 4T. In a connected threshold graph G there always exists at least one universal vertex, hence G has
diameter 2.
2.2. Matrogenic and matroidal graphs
Before introducing the classes deﬁned in this section, let us recall some deﬁnitions.
A set M of edges is a perfect matching of dimension h of X onto Y if and only if X and Y are disjoint subsets of
vertices with the same cardinality h and each edge is incident to exactly one vertex x ∈ X and to one vertex y ∈ Y ,
and different edges must be incident to different vertices. We say that x and y are dually correlated (see Fig. 4a).
An antimatching of dimension h of X onto Y is a set A of edges such that M(A) = X × Y − A is a perfect matching
of dimension h of X onto Y. M(A) is an uncorrelated matching and two endpoints of any edge in M(A) are dually
uncorrelated (see Fig. 4b). Observe that, by deﬁnition, a non-trivial antimatching of dimension h must have h3,
indeed h = 1 implies that the unique vertex in X (Y) is isolated, while h = 2 implies that the antimatching coincides
with a matching.
In the following we will visualize each vertex in X in front of its dually uncorrelated mate in Y in some order. With
respect to this order, we naturally deﬁne the leftmost and rightmost vertices in X and Y.
A graph G = ({v1, v2, . . . , vk},∅) is a null graph if its edge set is empty, irrespective of the dimension of the
vertex set.
In the following, we ﬁrst show how to build split matrogenic graphs, and then use these to construct all matrogenic
graphs. Namely, the following theorem presents split matrogenic graphs as obtained by a superposition of a black
graph, B, and a red graph, R, where B is a threshold graph and R is the union of vertex-disjoint perfect matchings,
antimatchings and null graphs according to speciﬁc rules.
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Fig. 5. A split matrogenic graph (a) and its representation in terms of boxes (b); (c) its red graph; (d) its black graph.
Theorem 2.2 (Marchioro et al. [17]). A split graph G with clique K and stable set S is matrogenic if and only if the
edges of G can be colored red and black so that:
(a) The red subgraph is the union of vertex-disjoint pieces, Ci, i = 1, . . . , z. Each piece is either a null graph Nj ,
belonging either to K or to S; or matching Mr of dimension hr of Kr ⊆ VK onto Sr ⊆ VS, r = 1, . . . , ; or
antimatching At of dimension ht of Kt ⊆ VK onto St ⊆ VS, t = 1, . . . ,  (Fig. 5c). Exactly K vertices of K and
exactly S vertices of S belong to a red null graph, so
∑
j |VNj | = K + S .
(b) The linear ordering C1, . . . , Cz is such that each vertex in VK belonging to Ci is not linked to any vertex in VS
belonging toCj , j=1, . . . , i−1, but is linked by a black edge to every vertex inVS belonging toCj ,j=i+1, . . . , z.
Furthermore, any two vertices in VK are linked by a black edge (Fig. 5d).
In Fig. 5a, a split matrogenic graph having degree sequence 11, 10, 10, 10, 7, 7, 6, 5, 5, 3, 3, 3 is presented. Fig. 5c
and d represent items (a) and (b) of the previous theorem, respectively.
By the deﬁnition of perfect matching and Theorem 2.2 it is not restrictive to suppose that any matching Mr has
dimension at least 2; indeed, if a matching Mr of Kr ={vr} onto Sr ={wr} has dimension 1, it is possible to color edge
(vr , wr) black instead of red, and to transform vr and wr into null graphs.
Now we classify split matrogenic graphs considering their representation in terms of boxes in the following way:
Theorem 2.3 (Marchioro et al. [17]). If G is a split matrogenic graph, then one of the following four cases must
occur:
(a) Br(G) consists of vertices of degree 0;
(b) B1(G) consists of vertices of degree n − 1;
(c) Br(G) consists of h vertices of degree 1 and B1(G) consists of h vertices of degree n − h, and B1(G) ∪ Br(G)
induces a perfect matching of dimension h;
(d) Br(G) consists of h vertices of degree 2 and B1(G) consists of h vertices of degree n − 2, and B1(G) ∪ Br(G)
induces an antimatching of dimension h.
Fig. 5bdepicts thematrogenic graphofFig. 5a in termsof boxeswith compact degree sequence111, 103, 72, 61, 52, 33.
From the previous theorem, the following deﬁnition naturally arises: two boxes Bi(G) and Bj (G) are partially
connected if the graph induced by Bi(G) ∪ Bj (G) in the red graph is either a perfect matching or an antimatching.
Generalizing, a box Bi(G) is partially connected to itself whenever it is neither partially connected to any other box
nor induces a clique nor is a stable set, i.e. Bi(G) induces a crown.1
1 The concept of crown is illustrated a few lines further on.
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Now we can introduce the classes of matrogenic and matroidal graphs.
Deﬁnition 2.4 (Foldes and Hammer [10]). A graph is matrogenic if and only if its vertex set V can be partitioned into
three disjoint sets VK , VS , and VC such that:
1. VK ∪ VS induces a split matrogenic graph in which K is the clique and S the stable set;
2. VC induces a crown, i.e. either a perfect matching or a h-hyperoctahedron (that is the complement of a perfect
matching of dimension h—see Fig. 4c) or a chordless C5;
3. every vertex in VC is adjacent to every vertex in VK and to no vertex in VS .
Observe that split matrogenic graphs are matrogenic graphs in which VC = ∅.
A result in [10] is that a graph G = (V ,E) is matrogenic if and only if it does not contain the conﬁguration in
Fig. 3b.
Deﬁnition 2.5 (Peled [18]). A graph G = (V ,E) is matroidal if and only if it contains neither the conﬁguration in
Fig. 3b nor a chordless C5.
In other words, a matroidal graph differs from a matrogenic one only by the fact that its crown cannot be a chordless
C5. Therefore, split matrogenic and split matroidal graphs coincide, so in the following we will use only the name of
split matrogenic graphs.
Property 1M. Both matrogenicity and matroidality are hereditary properties.
3. An algorithm paradigm for -coloring matrogenic graphs





2 , . . . , d
mr
r , d1 >d2 > · · ·>dr .
In the previous section, we have underlined how it is possible to identify the structure of the graph of our speciﬁc
classes analyzing only its degree sequence. In particular, we exploit the decomposition into boxes. For our speciﬁc graph
classes, these boxes are either universal, or isolated, or a crown, or induce in pairs either a matching or an antimatching.
Since a disconnected matrogenic graph consists in a connected one and an isolated box, we can assign the same color
to all vertices of the isolated box and run the algorithm for -coloring the non-trivial connected component.
The -coloring algorithm paradigm proceeds by labeling the boxes according to their structure. Namely, it works on
the current graph (G at the beginning) and colors vertices belonging to the extremal boxes B1(G) and Br(G). Then the
pruned graph Gp is derived, where Gp is the subgraph induced by:
• V − B1(G) − Br(G) if B1(G) and Br(G) are partially connected;
• V − B1(G) if B1(G) is universal;
• V − Br(G) if Br(G) is isolated.
Operatively, the pruning procedure works on the compressed degree sequence and transforms the degree sequence
of G into the degree sequence of Gp by eliminating either dm11 or d
mr
r , according to the deﬁnition of pruned graph.
When dm11 is eliminated the degree of each other box Bi is decreased by m1; when d
mr
r is eliminated the degree of
box B1 is decreased by dr . In the algorithm paradigm this procedure is called Prune(G, i max, i min), where i max
and i min, initialized to 1 and r, respectively, indicate at each step the indices of the boxes to be considered. From the
deﬁnition of pruned graph, observe that the third argument is equal to 0 if Bi max(G) is a universal box while the second
one is 0 when Bi min(G) is an isolated box. In the case of the crown we can deﬁne c = i max=i min. Notice that Gp
can be disconnected but vertices in its isolated boxes must anyway receive different colors, in view of the connections
eliminated during the pruning operation.
Before describing the algorithm paradigm for -coloring our speciﬁc classes of graphs, let us partition colors 0, . . . , 
into even and odd in the obvious way. Furthermore, we say that color k is the ﬁrst odd (even) available color if we have
already used all odd (even) colors from 0 to k − 1. Finally, we say that color k is thrown out if we decide not to use it;
after k has been thrown out it is not available anymore.
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The -coloring algorithm paradigm is the following:
ALGORITHM PARADIGM Color-Matrogenic
INPUT: a matrogenic graph G by means of its degree sequence dm11 , . . . , d
mr
r
OUTPUT: a -coloring for G.
Initialize-QueueQ = ∅; Gp ← G;
IF dr = 0
THEN color the mr vertices in Br(Gp) with 0;
Gp ← Prune(Gp, 0, r);
r ← r − 1;
i max ← 1; i min ← r;
REPEAT
Consider the boxes Bi max(Gp) and Bi min(Gp);
Step 1 (Bi max(Gp) universal)
IF di max =∑i minj=i maxmj − 1
THEN color the mi max vertices of Bi max(Gp) with the ﬁrst mi max
available even colors;
FOR each i = 1, . . . , mi max DO
IF Queue-is-empty
THEN throw the ﬁrst available odd color out
ELSE v ← Extract-from-Queue
Color v with the ﬁrst available odd color;
Gp ← Prune(Gp, i max, 0); i max ← i max+1;
ELSE
Step 2 (Bi min(Gp) isolated)
IF di min = 0
THEN Enqueue(Q,Bi min(Gp));
Gp ← Prune(Gp, 0, i min); i min ← i min −1;
ELSE
Step 3 (matching, antimatching, or crown)
Handle the conﬁguration induced by Bi min ∪ Bi max appropriately
(details in Sec. 5 and 6);
Gp ← Prune(Gp, i max, i min); i max ← i max+1; i min ← i min −1;
UNTIL Gp is empty;
Step 4
IF Queue-is-not-empty
THEN color the k vertices in Q with the ﬁrst k available
consecutive colors (both odd and even).
Theorem 3.1. Algorithm paradigm Color-Matrogenic correctly -colors a matrogenic graph G in O(n) time.
Proof. First we show that the algorithm is correct. Observe that iteratively running the pruning procedure is a
well deﬁned method, since each subclass we consider is closed under the pruning operation, in view of Properties
2T and 1M.
Furthermore, the coloring found by the algorithm is feasible. Indeed, vertices in VK are even-colored, and therefore
have colors at distance at least 2. Moreover, by the nature of the algorithm, each vertex in VS cannot be colored with a
color at distance 1 to the colors of all its adjacent vertices (in VK ).
The time complexity depends on two phases: -coloring box Bi(G) and the pruning procedure. The ﬁrst phase takes
O(mi) time, while the second one is constant. Indeed, consider the compressed degree sequence and the two indexes
imax and imin, initialized to 1 and r, respectively. After pruning G, i max goes forwards to i max+1 if the maximum
degree box has been removed, imin goes backwards to imin −1 if the minimum degree box has been removed, and
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another pruning step can be run, considering the new degree sequence of Gp. In view of the fact that the algorithm is
iterated at most r times, the required time is O(n) =∑ri=1(O(mi) + O(1)). 
In the next sections we specialize the previous algorithm paradigm according to the properties of the considered
graph.
4. -Coloring threshold graphs
In this section we will exploit in the following constructive characterization:
Fact 4.1 (Mahadev and Peled [16]). Any threshold graph can be derived from a one-vertex graph by repeatedly adding
either an isolated vertex or a universal one. In other words, let G1 = {v1,∅}; then Gk is the threshold graph obtained
by adding vertex vk (either isolated or universal) to threshold graph Gk−1.
This fact implies that, when algorithm paradigm Color-Matrogenic is specialized to threshold graphs, Step 3
never occurs.
Now, we want to prove that the number of colors used by algorithm paradigm Color-Matrogenic when the
input graph G is threshold is linear in  and that the resulting -coloring is optimal. So we improve a set of previously
known results: Chang andKuo [7] proved that -coloring problem is polynomially solvable for cographs, a superclass of
threshold graphs, but they do not provide an explicit algorithm; our algorithm presents a simple method for generating
an optimal solution for the class of our interest.
Moreover, the upper bounds 1.5 + 2 + 2 for split graphs [2] and 2 for graphs with diameter 2 [13], are
improved to 2 + 1 when the problem is restricted to threshold graphs.
Theorem 4.2. Algorithm paradigm Color-Matrogenic without Step 3 -colors a threshold graph G with at most
2 + 1 colors.
Proof. G has =|VK |−1+|VS | and Step 1 assigns exactly |VK | even colors, i.e. 2|VK |−1 colors, and Step 4 assigns
at most |VS | colors more. It follows that the largest color assigned to a vertex is at most
2|VK | − 1 + |VS | = 2(|VK | + |VS | − 1) + 1 − |VS |2 + 1. 
Let us restrict our attention to a connected threshold graphG. Indeed, ifG is not connected, as the algorithm paradigm
is concerned, all the isolated vertices are colored with the same color 0.
Theorem 4.3. Algorithm paradigm Color-Matrogenic without Step 3 -colors a connected threshold graph G
with the minimum number of colors.
Proof. First observe that, since threshold graphs have diameter 2, at least n colors are necessary to -color an n-
vertex threshold graph. Furthermore, it is easy to see that coloring the clique of G needs at least 2|VK | − 1 colors.
Finally, all the universal vertices are at distance 1 from any other vertex (both in VK and in VS), therefore the col-
ors at distance at most 1 from those chosen for the universal vertices must be thrown out. For these reasons, during
the proof, we need to consider a -coloring where each color is used at most once. Let us call ′-coloring this new
labeling.
The proof is by induction on the number of vertices, and it is based on the constructive characterization given in
Fact 4.1, although it is worth noticing that the sequence of vertices deﬁned in Fact 4.1 is different from the sequence
in which vertices are colored by the algorithm.
Basis: Graph G1 is trivially a threshold graph and it requires ′1 = 1 = 0 (minimum).
Also G2 is ′-colored with the minimum number of colors. Indeed, G2 is constituted either by two isolated vertices
v1 and v2 and ′2 = 1, or by edge (v1, v2) and ′2 = 2 = 2.
It is to notice that ′ =  when the threshold graph is connected, while it holds ′ >  when the graph is not
connected.
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Inductive step: Let us assume that Gk , threshold graph with vertex set {v1, v2, . . . , vk} is optimally ′-colored. Let
us call Qk the subset of colors in 0, . . . , ′k not used to color Gk . As an example, Q2 = {1} when G2 is an edge.
Moving from k to k + 1 vertices, vk+1 can be added either as an isolated vertex or as a universal one.
In the ﬁrst case any color c in Qk is suitable to color vk+1, because vk+1 is not connected with vertices v1, v2, . . . , vk
and Fact 4.1 guarantees that edges (vi, vk+1), 1 ik will never be introduced. It follows that ′k+1 = ′k and Qk+1
is obtained by eliminating c from Qk . Notice that if Qk = ∅, ′k+1 = ′k + 1 because the ﬁrst available color has to be
added.
In the second case the new vertex vk+1 requires a color different from all the previous ones and two apart. Then ′k+1
is incremented by two colors with respect to ′k , i.e. ′k+1 = ′k + 2: one color is used for vk+1, while the other one is
added to Qk to obtain Qk+1. In this case ′k+1 = k+1 and Gk+1 is optimally k+1-colored. As Gn = G is connected,
the thesis follows. 
5. -Coloring split matrogenic graphs
If the input graph of algorithm paradigm Color-Matrogenic is split matrogenic, then Step 3 can deal with both
perfect matchings and antimatchings. In the following we will detail how these structures can be colored. Furthermore,
we prove that 3 + 1 colors are enough to -color split matrogenic graphs, improving for this class the general result
for split graphs due to Bodlaender et al. [2].
Lemma 5.1. LetG= (VK ∪VS,E) be a split matrogenic graph and letKr ⊆ VK and Sr ⊆ VS ,Kt ⊆ VK and St ⊆ VS
induce a perfect matching Mr and an antimatching At , respectively. Then:
(a) Mr of dimension hr3 can be -colored with 2hr consecutive colors, and all the vertices in Kr are colored with
even colors and all the vertices in Sr are colored with odd colors;
(b) Mr of dimension hr = 2 can be -colored with 5 consecutive colors;
(c) At of dimension ht3 can be -colored with at most 2ht + 
ht/2 − 1 consecutive colors, and the leftmost vertex
in Kt and the rightmost vertex in St are colored with the minimum and maximum used color, respectively.
Proof. To prove item a, consider a perfect matching Mr of dimension hr3, ﬁrst. We can color vertices in Kr from
left to right with hr consecutive even colors: 2k, 2k + 2, . . . , 2k + 2hr . It is not difﬁcult to assign the remaining odd
colors to vertices in Sr in such a way that dually correlated vertices have colors at distance at least 2: 2k + 3, 2k +
5, . . . , 2k + 2hr − 1, 2k + 1 (see Fig. 6a).
If hr = 2 it is enough to use 4 consecutive colors but we cannot use the successive color, that must be either thrown
out or used for enqueued vertices (see Fig. 6b). So, we need at least 5 colors.
Now, let us consider an antimatching At of dimension ht3, and let us group the vertices involved 4 by 4 putting
together two consecutive vertices in Kt and their dually uncorrelated vertices in St . As the antimatching is deﬁned,
each group can be colored with 4 consecutive colors, but—before starting to color another group—one color c must be
thrown out (see 2k + 4 in Fig. 7a and b). Indeed, c cannot color any vertex in K or in St , because it would be connected
to the vertex in K colored c − 1. Hence, exactly 2ht + 
ht/2 − 1 colors are used, and it is always possible to impose
the constraint that the colors assigned to the leftmost vertex in Kt and to the rightmost vertex in St are the minimum
and the maximum, respectively. 
Fig. 6. Some colored matchings.
2454 T. Calamoneri, R. Petreschi / Discrete Applied Mathematics 154 (2006) 2445–2457
Fig. 7. Some colored antimatchings.
It is worth pointing out that the vertex of Ci (Ci = Mt or At, t3) with the largest color is in S and not in K.
This ensures the correctness of the following detailed Step 3 in algorithm paradigm Color-Matrogenic for split
matrogenic graphs:
Step 3 (Split Matrogenic):
IF di min = 1 AND mi min3 (i.e. matching M of dimension h = mi min3)
THEN Color M (cf. Lemma 5.1(a)) with the ﬁrst 2h available colors;
Gp ← Prune(Gp, i max, i min);
i max ← i max+1; i min ← i min −1;
ELSE
IF di min = 1 AND mi min = 2 (i.e. matching M of dimension 2)
THEN Color M (cf. Lemma 5.1(b)) with the ﬁrst 5 colors, leaving 1 unused color
(it is 2k + 4 in Fig. 6(b));
IF Queue-is-empty
THEN throw the available color out
ELSE v ← Extract-from-Queue
Color v with the ﬁrst available color;
ELSE
IF di min = h − 12 (i.e. antimatching A of dimension h = mi min)
THEN Color A (cf. Lemma 5.1) with the ﬁrst 2h + 
h2  − 1
available colors leaving 
h2  − 1 unused colors;
FOR each i = 1, . . . , 
h2  − 1 DO
IF Queue-is-empty
THEN throw the ﬁrst unused color out (it is 2k + 4 in Fig. 7a and b)
ELSE v ← Extract-from-Queue
Color v with the ﬁrst available color;
Gp ← Prune(Gp, i max, i min);
i max ← i max+1; i min ← i min −1;
The next theorem bounds the number of used colors and proves that this number is linear in . To do that, we need
to prove some results about the maximum degree  of a split matrogenic graph considering that |VS |> 0 without loss
of generality.
Lemma 5.2. Given a connected split matrogenic graph G = (VK ∪ VS,E), its maximum degree  is bounded as
follows:
1. |VK | |VK | + |VS | − 1.
2.  |VK | + S − 1.
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Proof. Observe that  has the smallest value if the red graph of G is constituted by a unique perfect matching. In this
case the maximum degree is |VK |, where |VK | − 1 is the contribution of the clique and 1 is the contribution of the
perfect matching.
On the contrary,G has the largest maximum degree if it contains a universal vertex; in such a case=|VK |+|VS |−1.
Concerning the second inequality, consider the ﬁrst box B1. Each vertex inside B1 has degree  and receives a
contribution of |VK |− 1+|VS |− |C1 ∩VS | from the black graph. The contribution of the red graph is 0 if B1 is a set of
universal vertices, is 1 if B1 is involved in a perfect matching, and it is more than 1 if B1 is involved in an antimatching.
Then  |VK | − 1 + |VS | − |C1 ∩ VS | |VK | + S − 1. 
Theorem 5.3. Algorithm paradigm Color-Matrogenic with Step 3 (Split Matrogenic) -colors a con-
nected split matrogenic graph G with at most 3 + 1 colors.
Proof. First of all, observe that the following equalities hold in view of Theorem 2.2:
3. K +∑r=1 hr +∑t=1 ht = |VK |.
4. S +∑r=1 hr +∑t=1 ht = |VS |.
Furthermore, from the nature of the algorithm, each null graph of K in the red graph of G contributes to the number
of colors twice the number of its vertices; each null graph of S in the red graph contributes to the number of colors no
more than the number of its vertices; ﬁnally, each perfect matching and each antimatching in the red graph contributes
according to Lemma 5.1. Therefore, the algorithm uses a number of colors bounded by
2K + S +
∑
r=1












Using Lemma 5.2 and the values of |VK | and |VS | in this proof, we have that the previous expression is less than or
equal to:







−  − 1 + 1
ineq.2















ht −  + 1
eq.3
 2 + |VK | + 1
ineq.1
 3 + 1. 
6. -Coloring matrogenic and matroidal graphs
Observe that matrogenic and matroidal graphs differ from split matrogenic graphs only by the fact that they have a
non-empty crown induced by vertices in VC . Hence, we have to further specialize Step 3 in order to guarantee that the
crown is handled correctly.
No color already used to -color VK ∪ VS can be reused for the crown, since each vertex in VC is adjacent to each
vertex of VK and hence it is connected by a path of length 2 to each vertex of VS .
A crown that is a perfect matching of dimension h2 can be -colored with 2h consecutive colors in such a way
that dually correlated vertices receive colors with difference at least 2 (see Fig. 8a and Lemma 5.1(a)). Observe that if
h = 2 we do not need to add a further color, as the crown is the last box we consider.
A crown that is a chordless C5 (which never occurs if G is matroidal) can be trivially -colored with 5 consecutive
colors (see Fig. 8b).
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Fig. 8. All the possible crowns with a feasible -coloring: (a) a perfect matching, (b) a chordless C5, (c) a hyperoctahedron.
Now it remains to consider only the case in which the crown is a hyperoctahedron. Notice that a hyperoctahedron H
of dimension h, h2, of X onto Y can be obtained from the clique induced by X ∪ Y eliminating a perfect matching
of dimension h of X onto Y.
Lemma 6.1. A h-hyperoctahedron H, h2 can be optimally -colored with 3h − 1 consecutive colors.
Proof. Consider a hyperoctahedron of dimension h. Each vertex can receive a color adjacent to the color of its dually
uncorrelated vertex, but at distance at least 2 from the color of any other vertex; therefore, we can color each pair
of uncorrelated vertices with 2 consecutive colors and—before starting to color another pair—throw out one color
(see Fig. 8c). It follows that 3h − 1 colors are sufﬁcient.
On the other hand, if a vertex v has color c, the two adjacent colors c+ 1 and c− 1 cannot be assigned to any vertex
different from its dually uncorrelated one. Therefore, the elimination of one color from each triple generates an optimal
-coloring of the hyperoctahedron. 




IF i min =i max=c (i.e. the crown is reached)
THEN
IF dc = 1 (i.e. crown = matching M of dimension h = mc)
THEN Color M with the ﬁrst 2h available colors;
ELSE
IF dc = 2 (and mc = 5, i.e. crown = chordless C5)
THEN Color C5 with the ﬁrst 5 available colors;
ELSE
IF dc = mc − 2 (i.e. crown = hyperoctahedron H of
dimension h = mc2 )
THEN Color H (cf. Lemma 6.1) with the ﬁrst 3h − 1
available colors;
FOR each unused color DO
IF Queue-is-empty
THEN throw the current color out
ELSE v ← Extract-from-Queue
Color v with the ﬁrst available color;
Theorem 6.2. Algorithm paradigm Color-Matrogenic with Step 3 (Split Matrogenic) completed with
Step 3 (Crown)-colors a matrogenic or matroidal graph G, with at most 3 colors.
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Proof. The proof is very similar to the proof of Theorem 5.3, if we add the contribution of the crown to the inequalities
of Lemma 5.2, to the bound on the number of colors and to the bounds on . Namely, the contribution of the crown to
the degree is |VC | and to the number of colors is at most 32 |VC |. The claim follows. 
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