A moving boundary problem modelling diffusion with nonlinear absorption  by Lyons, D.Michael & Martin, Robert H
JOURNAL OF DIFFERENTIAL EQUATIONS 51,267-294 (1984) 
A Moving Boundary Problem Modelling 
Diffusion with Nonlinear Absorption 
D. MICHAEL LYONS AND ROBERT H. MARTIN, JR.* 
Department of Mathematics, 
North Carolina State University, Raleigh, North Carolina 27650 
Received May 7, 1982; revised August 10, 1982 
In [2] Crank and Gupta study the behavior of the solution to the moving 
boundary problem 
u, = u,, - 1, 0 < x < y(t), t > 0 
u, = 0, t>O,x=O 
u = u, = 0, t > 0, x = y(t) 
u = (1 - x)2/2, t=O,O<x<l 
(1) 
where u(t, x) describes the concentration of oxygen in absorbing tissue and 
y(t) is the penetration depth of the oxygen. The initial concentration 
~(0, x) = (1 - x)*/2 is the limit as t--t uo of a solution to a system similar to 
(1) with the boundary condition u, = 0 at x = 0 replaced by u = c,, > 0 at 
x = 0 and with the initial condition for u changed to u = 0 for t = 0 and 
0 < x Q 1. The results of Crank and Gupta in [2] are of an aproximation 
nature and they use a combination of analytical and numerical procedures. 
Rogers [9] establishes the existence of a solution to (1) by approximating the 
absorption term so that the resulting equations are nonlinear but parabolic in 
nature and this the approach that is taken here. 
As opposed to constant absorption it is assumed in this paper that the 
absorption depends on the concentration u and we consider the existence and 
behavior of solutions to both of the following moving boundary problems: 
ut(t, x) = du,.(t, x) +f(u(t, x)), t > 0, 0 < x < r(t) 
u(t, 0) = c,, u(t, y(t)) = 0, u(t, x) > 0, t > 0, 0 < x < y(t) 
u,(t, y(t)) = 0, u(t, x) = 0 if t > 0 and y(t) < x < o 
u(O,x)=x(x), O<x<a 
(0) 
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and 
U,(h x) = d&.(4 x) tf@(t, x>>, t > 0, 0 < x < y(t) 
u,(t, 0) = 0, u(t, y(t)) = 0, up, x) > 0, t > 0, 0 < x < y(t) 
~,(t, r(r)) = 0, u(t, x) = 0 if t > 0 and y(t) < x < c 
u(0, x) =x(x), 0 < x < u. 
(N) 
Observe that in (0) the solution satisfies a Dirichlet condition at the fIxed 
boundary x = 0 and that it satisfies a Neumann condition at the fixed 
boundary in (N). 
The existence of solutions to (D) and (N) in an LP2 sense can be readily 
established using monotone operator and nonlinear semigroup theory in 
Hilbert space (see the book of Brezis [ 11). This is indicated here, but the 
main objective is to establish the continuity of the moving boundary y(t) and 
the behavior of solutions to these problems (especially as t + +co). The 
reader should also see the article of Meyer [ 71 for a numerical treatment of a 
similar problem. 
1. STATEMENT OF THE RESULTS 
In this section we state and discuss the main results (proofs are given in 
the succeeding sections). Throughout, the following notations and 
suppositions are assumed to hold: 
(Hl) c,, d and u are given positive numbers; 
(H) f:[O,co)-+lRisC’+“forsomeO<a<l;and 
(H3) f(0) < 0 andf’(c) ,< 0 for all < > 0. 
It is often convenient to describe results for Eqs. (0) and (N) 
simultaneously, and so it is assumed throughout that j E {O, N } and the 
equation 
Qj(t, x) = d&,uj(t, x) tf(u'(t, x)), t > 0, 0 < x < r’(t), 
~j(r, 0) = c,, if j = D and 8, u’(t, 0) = 0 if j = N 
u’(t, y’(t)) = 0, u’(t, x) > 0, t > 0, 0 < x < y’(t) 
a,uj(t, y’(t)) = 0, uj(t, x) = 0 if t > 0 and f(t) < x ,< u 
uqo, x) =x(x), 0 < x < u 
(j> 
is considered. Observe that if j = D then (j) is the same as Eq. (0) in the 
Introduction and if j = N then (j) is the same as (N) in the Introduction. 
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Denote by 9’ the Hilbert space Y2([0, a]; W) of all square summable 
functions x: [0, a] -+ R with 
11x112 = [J; IXWI~ dx] 1’2 
and denote by 69 the subset of .GP’ defined by 
B = {x E Y2: x is nonincreasing and 0 < x(x) < c0 a.e.}. (1-l) 
It is easy to check that g is a closed, bounded, convex subset of .V2. We 
define the domains of two “multivalued” operators AD and AN on Q as 
follows: 
D(AD) = ($ E G’: $, @ are abs. cont., 4” E .Y2, 4(O) = c0 and $(a) = O} 
D(AN) = {$ E g: #,$’ are abs. cont., $” E P2, 4’(O) = 0 and $(a) = 01. 
(1.2) 
Now let j E {D, N) and for each I# E D(Aj), define the subset Aj# of P2 by 
v E Aj$ if and only if v/ E P2, v(x) = d#“(x) +S(#(x)) 
for almost all x E [O, a] such that g(x) > 0, and (l-3) 
w(x) >f(O) for almost all x E [O, a] such that 4(x) = 0. 
In many cases we identify the multivalued operator Aj with its graph: 
(4, w) E Aj o 4 E D(Aj) and w  E A’#. We have the following basic result: 
THEOREM 1. Suppose that j E {D, N}, that A’ is defined by (1.2) and 
(1.3), and that h > 0. Then 
R(Z - hA’) = (4 - hy/: ($, y) E Aj} ~3 9, (I-4) 
(I - hAj)-’ is afunction on @ (i.e., {(# - hw, 4): (4, w) E A’} is the graph of 
a function) and 
Il(Z- hA’)-l 4 - (Z- hAj)-l 7112 < (1 + hpj)-’ 114 - $11, (l-5) 
for all 4, 4 E Q?, where ,uD = z2d/u2 and ,u, = n2d/(4u2). Moreover, for each 
XE@, 
(1.6) 
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exists and is uniform for t in bounded subintervals of [0, 03) and the family 
S’= {Sj(t): t > 0) is a C, semigroup on G3 satisfying the following 
properties : 
(j 1) Sj(t)x E ~3 and Sj(O)x = x for all t > 0, x E G8; 
(j2) Sj(t + s)x = S’(t) Sj(s)x for all t, s > 0, x E 9; 
(j3) ]]Sj(t)x, - Sj(t)x,]], ,< ]/xl --x~/)~ e-“j’ for all t > 0 and 
x1,x2 E g; and 
(j4) Sj(t) x2 > Sj(t)X, whenever t > 0 and x,, x2 E ~3 with x2 > x, . 
Once the range condition (1.4) and the dissipative condition (1.5) are 
established, the existence of the limit in (1.6) and the properties (jl), (j2) 
and (j3) of Sj are immediate from the basic theory of semigroups and 
monotone operators (see Brezis’ book [I]). For two members x1 and x2 of 
.Y2, we write x2 >xr only in case x2(x) -x,(x) > 0 for almost all x E [0, cr]. 
The order preserving property (j4) of Sj follows (indirectly) from the 
maximum principle for parabolic equations. 
Suppose now that j E {D, N}, x E @, Sj is defined by (1.6), and that 
uqt, x) F [Sj(t)x](x) for all t >O, xE [O,a]. (1.7) 
We show that uj is the solution to (j), but first we state an important 
continuity property of uj. 
PROPOSITION 1. Suppose that x E g and uj is defined by (1.7). Then 
a,uj(t, x) exists for all (t, x) E ((0, CD) x [O, u] and there is a constant Q > 0 
(independent of x E 9) such that 
Ia,uj(t, x) - w(t,Y)l 
,< Q(1 + l/t) Ix - ~1”’ for all t > 0 and x, y E [O, u]. (1.8) 
Moreover, for each 0 < 6 < R there are constants P = P(o, R) > 0 and v = 
~(6, R) E (0,l) such that 
1 u’(t, x) - u+, Yl 
,(P(]t-s]“+(x-y]“) forall 6<t,s<Randx,yE [O,a]. (1.9) 
Proposition 1 asserts that the trajectories of the semigroup Sj are (locally) 
Hoelder continuous in (t, x) E (0, co) x [0, a] and that the x-partial 
derivative is Hoelder continuous in x E [0, a]. Our next result asserts that 
the trajectories of S’ are in fact classical solutions to the moving boundary 
problem. 
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THEOREM 2. Suppose j E (D, N), x E 33 and ui is defined by (1.7). 
Suppose further that 
y’(t) 3 sup(x E [O, a]: uj(t, x) > 01 for all t > 0 (1.10) 
and that 
CJj={(t,x):t>OandO<x<~(t)}. (1.11) 
Then f is continuous on (0, co), u’(t, x) is C’ in t and C2 in x on the open 
subset Uj of (0, UZI) x (0, o), and the pair uj, $ is a solution to the moving 
boundary problem (j). Moreover, 
a,uj(t, x) < 0 for all (t, x) E V. (1.12) 
Remark 1. It is easy to see that since d(t, x) is nonincreasing in x, we 
must have that uj(t, x) > 0 for 0 < x < j(t) and u’(t, x) = 0 for j(t) < x < o. 
Also, since x -+ a,uj(t, x) is continuous (see (1.8)), if 0 < y’(t) < cr, then 
u’(t, x) E 0 for j(t) < x < u, and hence a,d(t, j(t)) = 0. Thus the conditions 
on ui at the moving boundary are always satisfied. Note further, however, 
that a,uj(t, x) and axxui(t, x) cannot be continuous at any point (t, #(I)) 
where 0 < y(t) < o. For if this were the case, d(t, v’(t)) = 0 implies that 
3, u’(t, f(t)) = 0, and hence that 
a,,uj(t, y’(t)) = -f (0)/d > 0. 
But this is impossible since a,..&(& x) s 0 for y’(t) < x < o. 
Remark 2. It should be pointed out that if f(t) = 0 for 0 < t < T, then 
the solution uj to (j) is the solution vj to the semilinear parabolic system 
uf = du’,, + f (v’), 0 < t < T, 0 < x < o 
vj(t, 0) = c0 ifj = D and vj,(t, 0) = 0 if j = N 
d(t, a) = 0 and ~‘(0, x) = x(x). 
(1.13) 
Conversely, if the solution ui to (1.13) remains nonnegative for all 0 < t < T 
and 0 < x < CJ, then uj is the solution uj to (j) with f(t) E o. However, if vi 
becomes negative then it does not agree with ui for all values of (t, x) where 
v’(t, x) is positive. That is, the equation u’(t, x) = max{d(t, x), 0) is not 
valid. To see that this does not hold, one can show that if vj(t,, x0) = 0, 
where t, > 0 and 0 < x,, < cr, then a,d(tO, x,,) f 0. 
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Since the mappings s’(t) are strict contractions on G for each t > 0 (see 
(j3), it is easy to see that (j) has a unique equilibrium solution wj (i.e., there 
is a unique vj E 9 such that S’(r) vj = I,V~ for all t > 0) and hence 
IIsjtt>X - Yjllt S IIX - Yjl12e-pif for all t 2 0, x E g and j E (B, N}, 
where ,uuo = n2d/02 and ,LL~ = n2d/(4a2). (1.14) 
In fact, it is immediate that I,,, 3 0 for x E [0, a]. However, the 
convergence of the solution to the equilibrium solution is quite different for 
Eq. (0) as it is for (N). Equation (0) is considered first. 
THEOREM 3. Suppose that j = D and that I+V~ is the unique equilibrium 
solution to (0). Then IJI~ is continuously d$erentiable on [0, u] and there 
exists a number y$ E (0, a] such that v. is twice continuously dlyferentiable 
in (0, y$) and satisfies 
(1.15) 
Furthermore, if 
_U”(t, x) = [s”(t)e](X) and u”(t, x) = [S”(t) c,](x) 
where B(x) E 0 and c,(x) = c,, for all x E [u, u], then 
uniformly for x E IO, a], and if y”(t) (resp. y(t)) is the moving boundary 
corresponding to #’ (resp. u”) then yD is strictly increasing on (0, 03), yD is 
nonincreasing on (0, w  ) and is stn’ctly decreasing on any interval where 
$(t) < (I. Also, 
ast-tw. 
_y”(t> T Yi? 1 TDD(4 
Remark 3. Since B,<x < c0 for all x E ~22 we have from the order 
preserving property (j4) of SD that S”(t)f? < SD(t)x < S”(t) co, and hence 
gD(t, x) < u”(t, x) ,< tiD(t, x), -r”(t) s Y”(t) s FYt) (1.17) 
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for all t > 0, 0 Q x < u, where uD, yD is any solution pair to (0). In 
particular, (1.16) and (1.17) imply that 
lim y”(t) = yD* 
t-la3 
and lim uD(t, x) = vD(x) 
t-m 
(1.18) 
uniformly for x E [O, cr]. 
Remark 4. The steady-state concentration wD and its penetration depth 
y$ can be estimated. If f is constant, say, f(c) z -m, then it is easy to see 
that 
is the solution to (1.15) if u > dm. In the general case f is nonin- 
creasing and it can be shown that if u > v’q then y$ < f$ and 
vD(x) < @D(x), where 7; and PD are as above with m = --f(O) (use the 
maximum principle and the fact that f(c) <f(O) for all < E [0, c,]). 
The asymptotic behavior of the semigroup SN is considerably different 
than that of SD since every solution to (N) reaches the trivial solution in 
finite time. In fact for each q E [0, co] let y(. ; 7) satisfy 
$ Y(C r> =f(y(c rl)), Y(R rl) = rl (1.19) 
and define p, > 0 by 
p, = sup{t > 0: y(s; r) > 0 for 0 < s < t}. (1.20) 
Since f is nonincreasing and negative on [0, co] we see that y(t; q) is 
decreasing in t as long as 0 < y(t; v) < c,, and hence (d/dt) y(t; q) <f(O) < 0. 
Therefore, p, < -q/‘(O) f or each q E (0, c,]. The solutions to (1.19) 
dominate the solutions to (N) in the following manner: 
PROPOSITION 2. Suppose that y( . ; q) satisfies (1.19), p, is defined by 
(1.20), x E 23 and uN is the solution to (N) with initial value x: u”‘(t, x) = 
[SN(t)X](x)for all t > 0, x E [O, a]. Then p, < --q/‘(O) and 
(1.21) 
for all x E [0, a], where x(O) = ess sup{x(x): 0 < x < p} ifx is not continuous 
at 0. 
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As our final result we show that for certain initial data the behavior of the 
solution and the corresponding moving boundary for Eq. (N) can be 
described more completely. 
THEOREM 4. Suppose that x is a continuously d&erentiable member of 
Q and that there is a number A0 E (0, a] such that x is twice continuously 
differentiable on [O, A,,] and satisfies 
W’(x) +f ti@)) C 0 for o<x<;l,; 
x’(O) < 0, x(&J = 0; and 
x’@o) = 0 if A, < a. 
(1.22) 
Then the solution uN(t, x) = [SN(t)x](x) to (N) is nonincreasing in t and the 
corresponding moving boundary yN(t) is nonincreasing. Moreover, ifp z 0 is 
such that y(t) > 0 for 0 < t < p and y”(t) = 0 for t > p, then y”(t) is strictly 
decreasing for t E (0, p). 
Remark 5. It should be noted that the critical point v. of (D) (see 
(1.15)) satisfies (1.22) with & = y$ (see also Eq. (1) in the Introduction). In 
fact, it is mentioned in Crank and Gupta [2] that initially the concentration 
at the surface is maintained constant until the oxygen does not penetrate 
further into the medium. Theoretically, this is impossible since.?,(t) strictly 
increases for all t > 0 (see Theorem 3) and hence the maximum penetration 
depth is never reached in finite time. After a reasonable length of time, say, 
t = r, the surface x = 0 is sealed and the Dirichlet condition uD(t, 0) = c0 is 
then changed to the Neumann condition z&t, 0) = 0, and Eq. (N) represents 
the concentration at time r + t when x = uD(r, . ). The penetration depth y”(t) 
then recedes toward the surface and, as is indicated by Proposition 2, reaches 
the surface in finite time. 
2. EXISTENCE OF SOLUTIONS 
In this section the techniques and notations for the abstract setting of the 
existence proofs are introduced. These techniques are based in part on the 
existence and approximation results from the theory of nonlinear semigroups 
in Hilbert space. As in the preceding section, Yz = Y’([O, a]; R) and 
.@ c Y* is defined by (1.1). Also it is assumed that (HI)-(H3) in Section 1 
are satisfied and that { fk 1 r= 1 is a sequence of functions from R into IF? which 
approximate f in the following manner: 
(Kl) f,(O) andfk is nonincreasing; 
62) s163 >f,(<) >f(G for k > f and./%) = lim, 4m./Xt) for all t > 0; 
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(K3) there is an M, > 0 such that ]fk(T) -fk(~)j < M, ] r - ~1 for all 
<,++ElR andk>l;and 
(K4) for each E > 0 there is an M” > 0 such that ]fJ<) -fk(r)] < 
M ] r - q ] for all <, q E [E, co] and k = 1, 2 ,... . 
Two simple examples of such sequences (R,} are 
5 < l/k 
t> l/k k = 1, 2,... 
and 
(2.1) 
(In (2.1) and (2.2) f is defined by f(l) =f(c,) for C$ 2 co.) A third type of 
example is obtained by extending the function f so that it is multivalued and 
the resulting extension is a maximal dissipative graph. Now define the subset 
foflT?xR by 
q =f(<) if < > 0, 7 >f(O) if C = 0. (2.3) 
That is, fcr) = {f(c)} for < > 0 and f(0) = [S(O), co). In this case, for each 
h > 0 the graph of (I - @;)-I (note that (<, q) E (I- hf )) ’ o q > 0 and 
t = r - hC where C WV)) is in fact the graph of a function on all of R and 
since f is nonincreasing, 
l(~-~~)-‘(~)-(z--hf)-‘(rl)l~l~-~l for all r, r] E IR, h > 0. 
Therefore we may also take 
fk(‘t)=k [ (Itf)-’ (8-t] for all <E R, k = 1, 2,... 
(see, e.g., Brezis [ 1 I). Of course there are many choices for sequences 
satisfying (K 1 )--(K4). 
Now define the linear operator L on Y2 by 
where 
D(L) = {# E P2: $, 4’ are absolutely continuous and 0” E 9* }. 
276 LYONS AND MARTIN 
The linear part in Eqs. (0) and (N) is the restriction of the operator L to a 
domain satisfying appropriate boundary conditions, and so we define the 
operator LD and LN as follows: 
LD# = d#“, 4 E D(L,) = {# ED(L): 4(o) = c,, #(a) = 0) and 
LN# = dqP3 qb E D(L,) = (4 E D(L): 4’(O) = 0, #(a) = 0). 
(2.4) 
As in the preceding section, it is always assumed that j = D or j = N, and 
hence Lj denotes either LD or LN. Assuming that (fk)r satisfies (Kl)-(K4), 
we define the operator A; and A: as follows: 
49 = 4” +“uo, 4 E D(Aj,) = D(Lj), j E {D, NJ. (2.5) 
Note further that ifTis the (multivalued) operator on [O, co) defined by (2.3) 
and AD and A”’ are the (multivalued) operators on Y’* defined by 
(#,~/)EAjoq%D(Lj)n9; and ~4) E W’(x) +hW 
a.e. x E [0, u]. (2.6) 
Observe that if $ E D(A)) then w  E Aj4 only in case v(x) = d@“(x) +f(#(x)) 
whenever #(x) > 0 and w(x) > dqi”(x) +f(O) whenever Q(x) = 0. Thus we see 
that A’ restricted to D(Lj) n .Q is precisely the same as the operator defined 
in the previous section by (1.2) and (1.3). 
Since thef,‘s are Lipschitz continuous (see (K3)) and nonincreasing, and 
since the operator -Lj is maximal monotone, we have from the basic theory 
of monotone operators in Hilbert space (see, e.g., Brezis [l] or Haraux [4]) 
that each of the operators -Ajk defined by (2.5) are maximal monotone. Thus 
the map #--t 4 - hAj,@ is bijective from D(A’,) onto Y* for each h > 0, and 
IW- hAi>-’ 4 - (I- hAi>-’ wll2 < 114 - v/112 for all 
h > 0, 4, u/ E 4p*, j E (D, N} and k = 1, 2 ,... . 
Therefore, the operators Ajk generate a semigroup Si = {S{(t): t > 0) on 9’ 
and this semigroups S$ is given by the exponential formula 
(2.7) 
Since the fk’s are Lipschitz continuous (and, in particular, Hoelder 
continuous), the function ujk defined on [0, co) X [0, a] by u$(t, X) = 
[ Si,(t)x] (x) satisfies 
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a, ZJ’k = da,, u’k +f&$), for t > 0, 0 < x < u 
z&t, 0) = c, if j=D, a, l&t, 0) = 0 if j=N 
l&t, a) = 0 for t > 0 
(2.8) 
ujk(O, x> = x(x> for 0 <x < u. 
Sincefk(0) = 0 andf,(c,) < 0, the maximum principle is easily seen to imply 
that if 0 <x(x) < c0 for all x E (0, u), then 0 < t&t, x) < c0 for all t > 0 and 
x E (0, a). Furthermore, if x E GL? then z&t, x) > 0 and since ud(t, 6) = 0 it is 
immediate that a,uj,(t, a) < 0 for all t > 0. Similarly, if j = N, a,u{(t, 0) = 0 
and if j = D then ui(t, x) < c,, = z&t, 0) and it follows that a,u$(t, 0) < 0 for 
all t > 0 and k > 1. From this one can show from the maximum principle 
that ax&t, x) < 0 for all x E GP, (t, x) E (0, co) x (0, a), k = 1,2 ,..., and 
j E (D, NJ. (Note that if x and fk are C’ and r&t, x) = a,uj,(t, x), then V$ 
satisfies 
apgt, x) = daxxujk(t, x) + f &(t, x)) u$(t, x). 
Since u{(t, 0), uj,(t, a) Q 0 for all t > 0 and since r$(O,x) =x’(x) < 0 
whenever x E G9, it is a direct consequence of the maximum principle that 
u{(t, x) < 0 for all t > 0, x E (0, u). Approximating x and fk with C’ 
functions shows that i?,ui,(t, x) < 0 for all (t, x) E (0, co) X (0, u) for all 
x E G9.) One can now show that the semigroups Si, satisfy the following 
properties: 
(j l)k Si,(t): g -+ B for all t > 0; 
(j2), Si,(t + S)X = S$(t) S$(s)x for all t, s > 0, x E L9b; 
(j3), IIW)xl - SikWx21Kllxl -~~ll~e-~j’ for all WA x1,x&@ 
(where ,uD = r~~d/u* and ,+ = n*d/(4u*)); and 
(j4), Sj,(t)x2 > S’,(t) x1 for all t > 0 and x1, xz E @ with xz > x,. 
To see that (j3)k is valid, observe that -,u~ is the largest eigenvalue of the 
self-adjoint linear operator L’, and hence 
ww G -Pj Ml: for all 4 E D(Lj) 
where (a, e ) ’ IS t h e inner product on LP*. Since fk is nonincreasing it follows 
that 
Therefore, using Eq. (2.8), 
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and solving this differential inequality establishes (j3),. 
NotethatifX,,X,EgwithX,>X, andifh>Oand#i=(Z-hA’,)-‘Xi 
for i= 1,2, then 
4iCx) - h[d41’(x) +fk($i(x))l =Xi@) for XE [O,a], i= 1,2. 
Assuming for contradiction that there is an x,, E (0, CT] such that 
Mxd - (,(x0) = min{fMx) - h(x): 0 <x < 01 < 0 
it is easily seen to imply that &(x0) - #:(x0) > 0 (observe that 0 Q x,, < u 
and if x0 = 0 then necessarily j = N and hence &(x0) = #;(x,) = 0). 
Therefore, 
and we have a contradiction. Thus we have that 
(z--hA’,)-‘x2~(z-hA~)-1x, wheneverX,>X,,h>O,k=1,2 ,... 
(2.9) 
and formula (2.7) shows immediately that (j4), is valid. 
Using Eq. (2.8) and the decreasing property (K2) of the sequence { fj,} r, 
we see that if z&t, . ) = S$(t)x then 
for all I > k. From the maximum principle we have that ui > u{ if I> k, and 
hence 
for all t > 0, x E L?S, and I > k. 
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This shows that the semigroups {Si,}r= i “converge” as k --f co and it will be 
indicated that they converge (uniformly) to the semigroup generated by the 
solution to the moving boundary problem (j). 
It is well known that the multivalued operator -Aj defined by (2.6) is 
maximal monotone (see, e.g., Haraux [4]), and hence that the range of 
Z - ZrAj is all of Y* for each h > 0 (i.e., -Aj is m-monotone). Therefore, 
from Brezis [I], for example, 
Sj(t)x = l’m .‘+, ( Z - +A+ t>O,XEY;,jE {D,N} (2.10) 
exists F-d defines a nonexpansive semigroup on 9: with generator A’, 
where A’ is the minimum section of A’ (i.e., ii4 = IJ for all 4 E D(Aj) where 
w  is the element of minimum norm of the closed convex set A’#). First we 
indicate that the semigroup Sj defined by (2.10) is the limit of the sequence 
of semigroups {Si,)r= i. This is a consequence of the following: 
LEMMA 1. Suppose that j E (D, NJ, x E GS and h > 0, Then 




Proof: Since G9 is closed and convex, the fact that S{(t): ~9 + g (see 
property (j l)k above) implies that (2.11) is valid (see [6, Proposition 5.3, 
p. 3571). Using the maximum principle and the fact that fi(c) < fk(<) if I& k 
and r > 0 shows that $, < $k for 12 k. Therefore $(x) = lim,,, #k(X) exists 
for all x E 10, 1 ] and since 
d&( = 4k(X) -x(x) -f (qj (x)) 
h kk 9 
k = 1, 2,... (2.13) 
it follows that sup{]&!(x)]: x E [0, 11, k> 1) < co. From this it follows 
easily that {#k};O and {4;}7 converge uniformly to $ and #‘, respectively, and 
that d and 4’ are absolutely continuous. Since 4 E @, it is nonincreasing and 
if f = min{x E [0, u]: #(LX) = O} we have that (b(x) > 0 for all x E IO, t) and 
F+z fk(#k(X)) =f (#tx)) 
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uniformly for x in compact subsets of [0, r) (see property (K2) of the 
sequence {Sk}?), Thus #“(x) exists on [0, r) and 
d@“(x) = ex) - dx) -f@(x)) 
h 
for all x E [0, t). 
From this it follows that if 
v(x) = I 
4”(x) +.04(x)) for 0 <x < r 
-h - ‘x(x) for r<x<o 
then 4 - hy =x (note that $(x) G 0 on [r, a]). To complete the proof we 
need to show that w  E A’# since it is clear that $ E D(A’). To show that 
IJI E A’) it suffices to show that w(x) >f(O) for x E [7, c]. Assume 
7 < x ( y < u and integrate each side of (2.13) from x to y obtain 
Since (k(r), #i(r) --) 0 uniformly on [r, c] and since 
as k-t co, it follows that 
-MVW - xl 2 j’x(r> dr for all 7 ( x < y  ( u. 
x 
This inequality implies that 
-M-(O) 2 (Y - x> -’ j ’ ~(4 dr for all 7 < x < y  < u, 
x 
and so, letting y + x+, -hf(O) > x(x) for almost all x E [ 7, u 1. Thus w(x) = 
-h - ‘x(x) >f(O) and the lemma is established. 
Proof of Theorem 1. Since (1.4) and (1.5) in Theorem 1 hold with Aj 
replaced by Ajk for all k > 1, we see that (1.4) and (1.5) are valid by (2.12) 
in Lemma 1. Since (Z - hAi,)-‘: 9Y + @ for all k > 1, and since (2.12) in 
Lemma 1 holds, we have that (Z - hAj)-‘: g -+ g and (1.6) in Theorem 1 is 
valid. Further, by (2.12) and Proposition 4.2 of Brezis [ 1, p. 1221, we also 
have that 
Sj(t)x = jim, S$(t)x for all x E @ (2.14) 
-t 
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and this limit is uniform on compact t intervals. Since each Sj, satisfies 
properties (j l)k - (j4), we see immediately that S’ satisfies (j l)-(j4) in 
Theorem 1, and the proof of Theorem 1 is complete. 
In order to establish regularity properties of the semigroups S’, we 
indicate first that the generators --A’ are subdifferentials of lower 
semicontinuous, proper convex functionals. Since the linear part of -A’ (i.e., 
the second derivative operator along with the boundary conditions) is self- 
adjoint (modulo an inhomogeneous boundary term in the case j = D), this 
term is a subdifferential by Proposition 2.15 of Brezis [ 1, p. 471. Also, by 
Example 2.8.1 of [ 1, p. 431 and Proposition 2.16 of [ 1, p. 471, we see that 
the multivalued term in -A’ generated by -f is also a subdifferential. 
Therefore, since we have already indicated that -Aj is maximal monotone, 
we see that 
-Aj is the subdifferential of a lower semicontinuous 
proper, convex function on 9* for j E {D, N}. 
Therefore, by Theorem 3.2 of Brezis [ 1, p. 571, S’(t)x E D(A’) for all t > 0, 
x E .@, and also the following inequality is valid: 
Il~‘~Wxll2 < II& II2 + I/t llx - (6 II2 for all t > 0, 
x E @ and 4 E D(A’) 
where ]dj$]* = inf(] v/j*: v E A’#}. Since &+” +f($) E A’# for all Q E D(A’), 
we see that 
for all t > 0 and 4 E D(A’). Taking d(x) = 0 if j = N and d(x) E co - cox/o if 
j = D and using the fact that f is bounded on [0, co] shows that 
Il‘woxll2 <ml + l/4 for all t > 0 and x E @ (2.15) 
where a > 0 is a constant. If u’(t, . ) = Sj(t)x for all t > 0, then u’(t, x) is 
nonincreasing in x and if y’(t) E [0, a] is such that u’(t, x) = 0 for y(t) < 
x < u, we have that 
[‘we] = da,,u’(t, x) +f(uj(t, x)) 
almost all 0 < x < y’(t) 
for all t > 0 and 
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(recall that f(r) = {f(T)} f or all c > 0). Thus, since a,,~‘(& x) = 0 for 
Yw < 03 
I 




( da,, uj(t, x)[ 2 dx 
I 
< [;jcf’ /dL&xuj(t, x) +f(uj(t, x)),‘] 1’2 + [ j;f’ /j-(u’(t, x))12 dx] I” 
0 
< llJ’W)x II2 + M, 
where M, = fi max{ if(r)]: 0 < < ,< co}. Combining this estimate with (2.15) 
show that there is a constant Q > 0 (independent of x E ~3 and t > 0) such 
that 
(1 +f) for all t > 0 and (2.16) 
all solutions uj to (j) such that uj(0, e ) E &. 
Since the members of (f,};” are uniformly bounded on [0, co] we can show 
in a similar manner that Q can be chosen so that 
[j u /@4$, 41’ d0 x]“~<Q (1 +$) for all f > 0 and (2.17) 
all solutions ~jk to (2.8) such that z&O, . ) E 93. 
In particular, Q is independent of k > 1. 
Proof of Proposition 1. If uj is a solution to (j) with ~j(t, v) E g, then 
Hoelder’s inequality (along with the fact that d(t, . ) E D(A’) for t > 0) 
shows that 
) 8, uj(t, z) - 3, uj(t, w)l 
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for all t > 0 and 0 < w  < z < u. This shows that (1.8) in Proposition I is 
valid. Applying (2.17) instead of (2.16) shows that if z&t, .) = Sjk(t)x for 
t > 0, then 
/a,uj,(t, z) - a&t, w)l < Iz - ~1”’ Q(l + l/t) (2.18) 
for all t > 0, z, w  E [0, cr] and k = 1, 2 ,... . 
In particular, it follows easily from (2.18) that 
sup+%&, x)(: x E [O, a], k = 1, 2 ,... } 
= q(t) < co for all t > 0 and all u$ such that z&O, .) E @. 
(2.19) 
It follows from Theorem 6.2 of [5, p. 4571 that ~jk is a classical solution to 
(j), and that u$ is Hoelder continuous on [a, R] X (0, o] for each 0 < 6 < R. 
Now suppose that 0 < 6 < R and consider the case when j = D. Since 
uf(t, 0) = c,,, uf(t, a) E 0 for t E [6, R] and ~,(a, x) is C’ in x E ]O, u], and 
]a,ul,‘(J, x)] < q(6) by (2.19), it is easy to see that uf(t, x) is Lipschitz 
continuous on {(t, 0): t E [S, R]} U {(t, u): t E [S, R]} U {(6,x):x E (0, a]} 
with a Lipschitz constant independent of k > 1 and x E a. Applying 
Theorem 1.1 of [ 5, p. 4 191 shows that for each 0 < 6 < R there are constants 
P > 0 and 0 < v < 1 (independent of k and x E g) such that 
Iujk(t,x)-uUG(s,y)(~P((t-sl”+jx-yll’) (2.20) 
for all 6 < t, s < R, x,y E [O, a], and k = 1,2,3 ,... . 
(We can assume now that j = D in (2.20).) Letting k + co and using (2.9) 
shows that (1.8) in Proposition 1 is valid when j = D. The case when j = N 
follows with a similar argument noting that uf(t, . ) extended in a symmetric 
manner to [-a, a] is a solution to the corresponding homogeneous Dirichlet 
problem on [-a, a]. This shows that (2.20) is valid for j = N and also 
completes the proof of Proposition 1. 
Proof of Theorem 2. Suppose that uj is defined by (1.7) and that j(t) is 
defined by (1.10). Since d(t, x) is nonincreasing in x we see that d(t, x) > 0 
for 0 < x < j(t) and uj(t, x) E 0 for j(t) < x Q u. Moreover, since a,z&(t, x) 
is continuous in x by (1.8) we see that a,d(t, y’(t)) = 0 for all t > 0. Also, 
since each ujk satisfies the appropriate initial and boundary conditions at 
x = 0, we see that ui satisfies the initial and boundary conditions of Eq. (j). 
Therefore, in order to show that uj, y’ is a solution to the moving boundary 
problem (j) it suffices to show that the differential equation in (j) is satisfied 
for (t, x) E U’ (see (1.11) in Theorem 2). So let (to, x,,) E (0, co) X (0, u) be 
such that uj(t,, x,) > 0, and by the continuity of uj select 6 > 0 such that 
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u’(f, X) > e > 0 for all (t, x) E [to - 6, t, + 61 X [x0 - 6, x0 + 61. Since fk + f 
uniformly on [E, co] as k -+ 03, we have 
f(uj(t, x)) = lim f (d(t x)) 
kook k’ -t
(2.21) 
uniformly for (t, x) E [to - S, t, + 61 x [x, - 6, x0 + 61, and by property 
(K4) for the sequence {fk)y, 
/fk(“‘,(c, x>) -.fk@ib v))i < ME ( uj,(t~ x> - u$, y)l (2.22) 
for all (t, x), (sly) E [to - S, t, + 61 x [x, - 6, x0 + 61 and k = 1, 2 ,... . Since 
(2.22) also holds with fk replaced by f and ~jk by ui, we see from (2.21) and 
(2.20) that 
ifk(Uj,(f, x>) -fk(“i(s, r>)t & A (1 t - s 1” + ix - Yl”> 
and that 
If(~‘(~,X>)-f(~j(~,~))l~~(l~-sl” + lx-Yl”) 
for all (t, x), (s, y) E [t, - 6, I, + 61 x [x, - 6, x, + S] and k = 2, 3 ,... . Since 
the constant /i is independent of k we may apply Theorem 15 of Friedman 
13, p. 801 to conclude that ui satisfies 
a,uj=da,,d+f(d) 
for all (t, x) E [t, - 6, t, + 61 x [x, - 6, x, + 61. This shows that uj satisfies 
the differential equation in (j). Sincefis Cl+* we can differentiate each side 
of the differential equation in (j) to see that a,uj(t, x) is a solution uj to the 
equation 
apqt, x) = da,, u’(t, x) + f ‘(uj(t, x)) u’(t, x) 
for all I > 0 and 0 < x < v’(t). 
(2.23) 
According to Lemma 2 of Protter and Weinberger [8, p. 1661 (recall that 
8, uj(t, x) < 0 for all t > 0 and 0 ( x < o) we have that (1.12) in Theorem 2 
must also hold. Thus, the proof of Theorem 2 will be complete once it is 
shown that y’ is continuous. In order to establish this we first prove two 
lemmas. 
LEMMA 2. Suppose that t, > 0 and that 0 < f(t,) < rs. Then for each 
E > 0 and x,, E (Ij(t,), a), there is a (5, x) E [to - E, t,) X [x, - E, x0 + E] 
such that uj(r, x) = 0. 
ProoJ: We may assume that E > 0 is such that $(t,) < x0 -E and 
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x, + E < u. Set R= [t,-&,t,)X [x0--&,x0+&] and suppose for 
contradiction that z&(t, x) > 0 for all (t, x) E R. Let d be the solution to 
a,wqt, x) = dQd(t, x) +jyd(t, x)) w-p, x) for (t, x) E R 
d(t, y) = 0 fory=x,fsandt,-e<t 
d(t, - E) = a,d(t, - E, x) for x, - e < x < x0 + E. 
Since the differential equation here is the same as the one in (2.23) and since 
a,uj(t, y) < 0 for all t > t, - E and y = x0 f E, it follows from the maximum 
principle that 
apqt, x) < M?i(t, x) < 0 for (t, x) E R. 
Since x > y’(tJ for all (t, x) E R we have that a,d(t,, x) = 0, and hence that 
d(tO, x) E 0 for all x0 - E < x < x0 + E. However, by backwards uniqueness 
(see Theorem 2 of Friedmann [3, p. 1731) this implies d(t, x) 3 0 on R, and 
hence 0 = W’(t,, - e, x) = a,~j(t,, - E, x) for all x E [x, - E, x,, + E]. Since 
y’(t, - E > x0 + E by the assumption that uj(t, x) > 0 for all (t, x) E R, we 
have a contradiction to (1.12) in Theorem 2 (recall that this assertion in 
Theorem 2 has already been established). This contradiction shows that 
Lemma 2 is valid. 
LEMMA 3. Suppose that t, > 0, that 0 < y’(tJ < p < u, and that q > 0 is 
such that 
Since uj(t,, p) = 0 and uj is continuous, select t, > t, such that d(t, p) < 17 
for all t, < t < t,. Then 
$(w~+d~ (2.24) 
for all t, ,< t < t, . 
Proof: Consider the problem 
dw”(x) - m = 0, PGX<Y 
w@> = % w(y) = w'(y) = 0 
where 0 < m < -f(O) is chosen so that y = p + d%!i$% < u. The solution w  
is easily seen to be 
1 
m(x - y)*/W) 
w(x)= o 
for p Qx< y 
for y < x < 0. 
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Assertion (2.24) will follow once it is shown that uj(t, x) < w(x) for all 
f, ,< t < t, and p < x ,< u. Suppose, for contradiction, that (f2, x,) E [t,, t, ] x 
[p, a] is such that 
d(t, , x2) - w(x2) = max{ u’(t, x) - w(x): f, < t < I,, p < x ,< 0) > 0. 
Clearly, x1 > p by the choice of t, and since d(t,, X) E 0 for x >, p, we have 
that t, > t, as well. Also, ~j(t,, x2) > 0 implies that p < x2 < j(tz), and hence 
aruj(t2, x2) and axx~j(tz, x2) exist. Since wi is independent of t we must have 
that acui(t,, x2) > 0. Suppose first that p < x2 < y. Then 
0 < a, uj(t, ) x*) = da,, Uj(f, ) x2) +f(uj(tz ) XJ) - dw”(X*) f m 
= 44,u’(t, 7 x*> - W”(X,)] + [ f(uj(t, 1%)) + m I 
<f(O)+m < 0. 
This is clearly impossible. If y < x2 < q(tJ then w’(x,) = 0, and so 
a,uj(t,, x*) = a*(uj(t2, x2) - w(x,)) = 0 
as well. However, this is also impossible by (1.12) in Theorem 2 and we see 
that it must be the case that uj(t, x) < w(x) for all t, < t < t, and p <x < 0. 
This completes the proof of Lemma 3. 
Completion of the Proof of Theorem 2. We show now that f’ is 
continuous on (0, co). Note first that if $(t,) = 0 for some t, > 0 then 
~j(t,, x) 3 0, and hence j = N and uj(t, x) E 0 for all t > t,. Therefore 
y’(t) = 0 for all t > t, if #(to) = 0. Now suppose that f(t,) > 0 and that the 
sequence (fn]F in (0, co) is such that t, + I, and y’(t,)-+x,. By the 
continuity of uj and the definition of $ we have that 
uqt,, x0) = jrr d(t, ) yyt,)) = 0, 
and hence x0 > y’(tJ. Therefore, 3 is lower semicontinuous on (0, co): 
limtirf y’(t) > j(t,). (2.25) 
Therefore, to show continuity of y’ at t, > 0 assume that E > 0 and choose 
P,I > 0 such that 
r+l/=Gmk 
By the continuity of uj at (t,, f(tJ) let ~1 > 0 be such that ,U < r and 
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By Lemma 2 there is an (so, x0) such that t, - ,u Q s0 < t,, 0 < x0 - y’(t,) < p 
and uj(sO, x0) = 0. Therefore, j(s,) < x0 < u and applying Lemma 3 with 
p=xO, tO=s,, and t,=t,+,u (note that if s,<t<t,t~ then It-t,l<p, 
(x0 - j(t,)( < ,u, and hence ] ~j(t, x0)1 < q) we have that 
y’w G x0 + d=Gm GP + I+,) + \/-2drllfo 
< V’(to) + 17 + l/m G y’(to> f E 
for all tE [s,,t,+p]. Thus if a=(,,-ss, then 0<6<~ and 
whenever 
to - 6 < t < to + 6. 
Therefore 
and this combined with (2.25) shows that y’ is continuous and completes the 
proof of Theorem 2. 
3. ASYMPTOTIC BEHAVIOR OF SOLUTIONS 
In this section we establish the main results concerning the behavior of 
solutions to the moving boundary problem as t -+ co. As is indicated in the 
paragraph preceding Theorem 3, both of the semigroups SD and SN have 
unique equilibrium solutions denoted ‘I/~ and wN, respectively. Moreover, as 
is easily noted, w,(x) 3 0 on [O, a]. We begin this section with a couple of 
preliminary lemmas. 
LEMMA 4. Suppose that j E {D, N}, vi is the equilibrium of Sj, and 
XECS. 
(a) If Sj(t)x > x for all t > 0, then x < vj, S’(t t h)x > Sj(t)x for all 
t, h > 0, and S’(t)x T vi un@ormly on [0, u] as t + 00. 
(b) If S’(t)x <x for all t 2 0, then x > wj, Sj(t t h)x Q S’(t)x for all 
t, h > 0, and d(t)x 1 wj uniformly on [0, u] as t -+ a~. 
Proof. If Sj(h)x >, x for all h >, 0, then by the order preserving property 
(j4) of S’ in Theorem 1, we have that Si(t) Sj(h)x > ,Sj(t)x, and hence 
S’(t t h)x > S’(t)x for all t, h > 0. Thus, Sj(t)x T I$ in Y2 as t -+ co (see 
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(1.14) preceding the statement of Theorem 3). Since I# E D(A) it is 
continuous, and so Dini’s Theorem is easily seen to imply that the limit is in 
fact uniform for x E [O,o]. Since the proof of (b) is similar, it is omitted. 
LEMMA 5. Suppose that x E 23, j E (D, NJ, the pair uj, yi is a solution to 
the moving boundary problem (j), and there is a t, > 0 such that 
u’(t, x) < u’(t, x) (resp. u’(t, x) > uj(r, x))for all t > r > t, 
and x E [0, o]. (3.1) 
Suppose further that t, > t, is such that y’(t) < o and u’(t, .) is not the 
equilibrium solution to (j) for t E [to, t,). Then the moving boundary 4 
satisfies 
r’(t) < y’(r) (resp. 1J(t) > r’(t)) for all t, < f < t < t,. (3.2) 
Indication of Proof: Since the proofs are similar, we establish only the 
decreasing case. So suppose for contradiction that (3.1) holds and that (3.2) 
does not hold. Since uj is nonincreasing in t, it is immediate that y’ is nonin- 
creasing. Therefore, if (3.2) does not hold it must be the case that fl is 
constant on some subinterval of [to, t,]. Relabeling if necessary, we may 
assume that y’ is constant on [to, t,]: y’(t)zp for all t E It,, t,]. Let 
0 < h < t, - t, and define the function v by 
v(t, x) = u’(t + h, x) - d(t, x) for all (t,x) E [to, t, -h] x [O,p]. 
Note that 
a,v(t, x) = da,,v(t, x) +f(d(t + h, x)) -f(uj(t, x)). 
Thus, if 
f(u’(t + h, x)) -f(u% x)) 
if uj(t + h, x) # ~‘(6 x) 
c(t, x) = uj(t + h, x) - u’(t, x) 
f’(uj(t, xl) if uj(t + h, X) = u’(t, x) 
then v satisfies the parabolic equation 
a,v(t, x) = da,,v(t, x) + c(t, x) v(t, x) for (t,x)E(t,,t,-h)X(O,p). 
Since v(t, x) < 0 by (3.1) and since v is nontrivial (uj(t, .) is not the 
equilibrium solution for t E [to, t,]) and it follows from the strong maximum 
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principle that v(t, x) < 0 for t, < f < t, -II and 0 < x < p. However, by 
Theorem 4 of Protter and Weinberger [8, p. 1721 we see that this implies 
a,(4 P) > 0 for t, < t < t, - h. 
But y’(t) = p on [t,, t,] and since r’(t) < u by hypothesis, 
r3,v(t, p) = a& + h, p) - a,uqt, p) = 0 - 0 = 0. 
Thus we have a contradiction to the assumption that $(tr) = y’(t,,). Thus 
y’(t,) > $(tr) and y’ is strictly monotone. 
Proof of Theorem 3. Since the equilibrium solution wD to (0) is a time- 
independent solution to the moving boundary problem, we have from 
Theorem 2 that vD is twice continuously differentiable on (0, yz), where y,* 
is the free boundary. Thus we see that (1.15) is valid from the results in 
Theorem 2. Since x > 0 for all x E g and since s”(t)0 E k9 for all t > 0, we 
see that S”(t)@> 19 for all t > 0. Thus gD(t, a) = s”(t)13 satisfies _u”(t, x) r 
v,(x) as t + co, uniformly in x by (a) of Lemma 4. Similarly, c, 2 x for all 
x E @ and since s”(t) c0 E C9 for all t > 0, we have that ,.9”(t) c, < c, for all 
t > 0. By (b) of Lemma 4 we have that if u”(t, . ) = S”(1) c,, for t > 0, then 
zT”(t, x) 1 yD as t -+ co, uniformly in x. This shows that (1.16) in Theorem 3 
is valid. The remaining assertion in Theorem 3 will be established using the 
following result: 
PROPOSITION 3. Suppose that v/o is the equilibrium solution to (D) and 
yg is the corresponding free boundary. Also, suppose that x E g, x # wD, and 
that uD, yD is the solution pair to (0) with initial value x. Then 
lim yD(t) = y$, 
t+x (3.3) 
Furthermore, 
(a) ify,*<aandx>vD, then y”(t) > y,* and uD(t, x) > v/,(x) for all 
t > 0 and 0 < x < y”(t); and 
(b) if y,* < o and x < wD then y”(t) < yz and uD(t, x) < v/D(x) for all 
t > 0 and 0 < x < y”(t). 
Proof. We prove assertion (a) first. Since x >, wD we have that uD(t, . ) = 
sD(t)x > s”(t) vD = wD for all t > 0, and it follows that uD(t, x) > v,(x) and 
y”(t) > yz for all t > 0 and x E [0, u]. Thus if w(t, x) = yD(t) - uD(t, ) and 
I f (vD(x)) -f@D(t,x)) c(t, x) = vDtx> - uD(t, ‘1 if w,(x) > u”(t, x) f ‘(vD(x)> if wD(x) = uD(t, x) 
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then c is continuous and w  satisfies 
a, w(t, x) = a,, w(t, x) + c(t, x) w(t, x), t>O,O<x<y,T 
w(t, 0) = 0, w(t, Y;)< 0, t>O 
w(O, x> = v,(x) -x(x>, 0 <x < y,*. 
Since w(t, x) < 0 for all t > 0, 0 ,< x < JJ$ we have by the strong maximum 
principle that either w(t, x) < 0 for all t > 0, 0 < x < yz, or that w(t, x) 3 0 
for t > 0, 0 < x < @ (see [8, Theorem 4, p. 1721). Since ~(0, x) = w,(x) - 
x(x) f 0 by the assumption x f wo, we conclude that w(t, x) < 0 and hence 
uD(t, x) > v,(x) for all t > 0 and 0 ( x < $. Now note that if it is assumed 
that y”(tO) = r,* for some t, > 0, then 
a,W(t,, YD*> = V’(Y,*>,- ~p(to, YD@o)) = 0 - 0 = 0. 
But this is impossible, since w(t, x) < 0 for all t > 0 and 0 < y$ implies 
a,w(t, $) > 0 for all t > 0 (see [8, Theorem 4, p. 1721). This shows that 
r”(t) > yj for all t > 0 and since v,(x) = 0 < uD(t, x) for rz < yD(t) we see 
that (a) is true. Since the proof of (b) is analogous to (a), it is omitted. In 
order to establish (3.3) it suffices to show that if yD and jjD are the moving 
boundaries associated with the initial values x = 6 and x = c,,, respectively, 
then 
lim pD(t) = !\ir T”(t) = yD*. (3.4) I-lx 
To see that this is so, observe that B <x < c, for all x E G, and hence 
SD(t)04 ,Y”(t)x < s”(t) c, for all t > 0. Therefore, y”(t) < y”(t) < P(t) for 
t > 0, and we see that (3.4) implies that (3.3) must be true. Again we show 
that pD(t) + y,* as t -+ co. Since TD is nonincreasing on (0, co) we have that 
exists and also that y$ ,< q*. Assume, for contradiction, that ~2 < q*. If 
t,, > 0 and t > r,, h > 0, then 
II SD@ + h) co - S”(t) 4 
= 1) S”(t - To) SD(h) SD(To) co - S”(t - ro) SD@,) co /I2 
< e-uD(f--“o) IIS” P(s,) co - SD(to) c,I(, 
by property (j3) of SD. Dividing each side of the inequality by h > 0 and 
then letting h -+ 0+ shows that 
for all t > to. 
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Thus, squaring each side of this inequality, 
B 
FW 





\ paxxITq70, x) +.mD(70, al’ dx 
0 
and since the integral term on the right-hand side of this inequality is 
independent of t E (to, co) and since -,u~ < 0, it follows that 
lim Yw) 
I 
Idax,cD(f, x) +f(u”(r, x))l’ dx = 0. 
t-cc 0 
Since f is continuous and zZD(t, x) + v,(x) uniformly in x, 
uniformly for x E [0, a]. Note further that since q* < yD(t) for all t > 0, 
&-iD(t, X) +f(‘?&d)[’ dx = 0 (3.5) 
and a,,~.?~(& e) has an Y2 limit on [0, q*] as t-t co. Since ri”(t, .) -+ v/~(.) 
uniformly on [0, q*] as t -t CL), we conclude that axxUD(t, . ) -+ I& a) in Y* 
on [0, r*] as t -+ 00. However, this implies by (3.5) that 
44X~)+f(y/D(~))=O for all 0 < x < v*. 
But this is clearly impossible if y,* < q* since this implies 
vD(x>ro and t&(x) = d - ‘f(0) < 0 for x E [yD*, r*]. 
This contradiction shows that q* = y,* and the proof of Proposition 3 is 
complete. 
Part (1.16) in Theorem 3 along with (3.3) in Proposition 3 show that 
y”(t) T Y; 1 f’(t) as t + co. Since (a) in Proposition 3 implies that iiD(t, x) > 
-v,(x) for all x E (0, r”(t)), Lemma 5 implies that TD(t) is strictly decreasing 
whenever jjD(t) ( (T. Similarly, (b) of Proposition 3 and Lemma 5 imply that 
y”(t) is strictly increasing in t > 0. This shows that Theorem 3 is true. 
Prooj’ of Proposition 2. In the Neumann case j = N, we have that the 
solution uN is C’ in t and C* in x at all points (t, x) such that t > 0 and 
0 < x < r”(t) (this is true because uN(l, .) extended symmetrically to [-u, a] 
is the limit of the solutions uf(t, . ) to a corresponding homogeneous 
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Dirichlet problem on [-o, o&-see the paragraph following (2.20)). In 
particular, since a,ur(t, 0) = 0 and uf(t, . ) is nonincreasing on (0, a] for 
each t > 0, it follows that dxxuf(t, 0) ( 0, and hence 
for all t > 0 and k > 1. If yk is defined as the solution to the initial value 
problem 
Y;(t) =.uYkw)~ YkW = IXlm 3 t>O 
then by a standard differential inequality, 
for all t > 0, k = 1, 2 ,... . 
It is easy to check that 
h(t) -+ maxMt; Ixl,>~ 01 as k-+cr, 
and hence 
Since uN(t, .) E g it is nonincreasing and so uN(t, x) < uN(t, 0) for all t 2 0 
and x E [0, a]. This shows that (1.21) in Proposition 2 is satisfied. This 
completes the proof of Proposition 2. 
Proof of Theorem 4. We show first that if x satisfies (1.22) in Theorem 4 
then 
SNWX 4 x for all t > 0. (3.6) 
Since x E @ we have from (1.4) in Theorem 1 that for each h > 0 there is a 
#h E D(AN) and a w,, E AN$, such that #h - hy,, =x. Since f is C’ assume 
that h > 0 is sufftciently small so that 
W(tkf(rll~<fJr-4 for all r, rl E [0, c,]. (3.7) 
Assume, for contradiction, that there is an x, E [0, a] such that 
$h(XJ - xw = max{$h(x) -x(x): 0 ,< x < a} > 0. (3-S) 
Clearly Oh(xO) > 0 and so wh(x,,) = d#i(x,) +j($~~(x~)) and it follows from 
the definition of $,, and vh that 
dh(XO) - hP~;:(x,) +f(#h(xO>)l = dxo). (3.9) 
A MOVING BOUNDARY PROBLEM 293 
Suppose first that &, ( x0 < a. Then x(x0) = 0 and x0 is a maximum point of 
d,, in [A,, a). Therefore #“(x0) < 0 and it follows from (3.9) that 
0 =x(x,) = h(xlJ - ~MG(xcJ +fk41(xo))l 
> Two) - w4,(xcJ) > 0. 
Since this is impossible we conclude that 0 < x,, < a,,, so the first inequality 
in (1.22) holds with x = x,. Combining this with (3.9) we have that 
hc% - ~kwW +fVh(%))l ~x&J - ~[W(%) +fOl(%>>l~ 
Rearranging terms and using (3.7) it follows that 
-w4;w - X”(Xdl< mu-V&l)) -fcdxo>>l - kM% - xhJ1 
G -4 b4(xo) -X(%)1 < 0 
and it follows that 
4l,rhJ - x”(Xo) > 0. (3.10) 
Since x0 is a maximum point of $,, - x in [0, &,] it is immediate from (3.10) 
that either x0 = 0 or x,, = A,. We show that both of these cases are 
impossible. If x0 = 0 then 
$it@) -x’(O) = -x’(O) 2 0 
and since (3.10) implies d’(r) -x’(r) > 0 for small 5 > 0, we see that this 
contradicts (3.8) if x0 = 0. Also, if x0 = Lo then certainly L, < u so, by (3.8), 
(note that x’(&) = 0 by the last equation in (1.22)). But Q,, E g so $,, is 
nonincreasing and #&) < 0. Then #&,) = 0 and $&,) -x’(&) = 0 
combined with (3.10) (with x0 = 2,) again contradicts the fact that x0 is a 
maximum point of dh -x. Therefore, it is impossible for (3.8) to be true and 
we conclude that #h(~) <x(x) for all x E [0, a]. Thus 
(z-hAN)-‘x~x (3.11) 
for all h > 0 such that (3.7) holds. Using (2.9) and (2.12) in Section 2 shows 
that 
(z-hAN)-‘X2~(z-hAN)-‘X, whenever x,, xz E g, x2 > x,. 
From this inequality and (3.11) one sees easily that 
(Z-/L4hA’)-“x~x for all n = 1, 2, 3,... 
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and setting h = t/n and letting n -+ co shows that (3.6) is true. By (b) of 
Lemma 4 we have that if zP, yN is the solution to (iV) with initial value x 
(i.e., uN(t, .) = S”(t)x) then uN(t, x) is nonincreasing in t for each x E [O, u]. 
Lemma 6 now shows that yN(t) is strictly decreasing so long as y”(t) > 0 
(and hence uN(t, . ) is not the equilibrium solution 19). This completes the 
proof of Theorem 4. 
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