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В статье рассматриваются проблемы управления состоянием распределенной имитационной 
модели при зафиксированном модельном времени.  В качестве формального аппарата описания 
распределенных имитационных моделей выбраны процессная алгебра и структурная реализации 
программного представления моделей. Предлагаются пути достижения однозначности состояния 
модели в неизменный момент модельного времени и в момент отката модельного времени. 
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Постановка проблемы. Основной задачей поведенческого 
имитационного моделирования является правильное отображение порядка и 
временных отношений между изменениями в моделируемой системе на 
порядок выполнения событий в модели [1]. Управление временем в 
имитационных системах является наиболее интересной, сложной, наукоемкой 
проблемой, которая увеличивает свою сложность с применением 
распределенных моделей, то есть моделей, функционирующих на разных 
ресурсах и взаимодействующих между собой. В статье рассматриваются 
некоторые составляющие проблемы – управление состоянием модели в 
зафиксированный момент модельного времени и в момент отката модельного 
времени в прошлое. 
 
Анализ литературы. Наиболее известными способами описания 
процессов в имитационных средах моделирования являются структурно-
алгоритмический [2], на основе процессной алгебры [3 – 5], объектно-
ориентированный, например, на основе стандарта HLA (High Level 
Architecture) [6, 7]. Все они обладают недостаточно эффективным формальным 
аппаратом описания распределенных имитационных моделей, систем 
моделирования и алгоритмов их взаимодействия. Некоторые модели, 
отражающие процесс функционирования распределенных имитационных 
моделей приведены в [8, 9]. Их общий недостаток заключается в высоком 
уровне абстракций, который не позволяет достаточно формализовать процесс 
построения моделирующей среды с целью создания распределенных моделей 
и автоматизации управления ими. В работе [10] приведен их анализ и 
предложено процессное представление состояний распределенных 
имитационных моделей с учетом специфики их программной реализации.  
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Цель статьи – развить формальный аппарат представления 
имитационных моделей на основе процессной алгебры [2, 3], который 
позволит представить вычислительные процессы, протекающие в 
имитационной системе моделирования, с естественной (программной) точки 
зрения. Рассмотреть парадокс момента модельного времени, который 
заключается в том, что в один и тот же момент модельного времени модель 
может иметь множество состояний, возникающее в результате 
последовательного или параллельного исполнения кода модели (совокупности 
частных моделей). Предложить пути достижения однозначности состояния 
модели в неизменный момент модельного времени и в момент отката 
модельного времени. 
 
Транзакционные модели. Наличие у программной модели локальных 
переменных, которые не отражают напрямую состояние модели, приводит к 
обсуждению вопроса о необходимости их журнализации. Действительно, 
например, в подпрограмме активности в цикле идет расчет суммы ряда 
значений или опрос значений на множестве входных сигналов. Переменная 
цикла в этом случае указывает на номер итерации в цикле и, фактически, не 
отражается на состоянии модели. Для уменьшения времени выполнения такой 
активности переменную цикла можно не сохранять через интерфейс данных. В 
таком случае, с одной стороны, мы получаем выигрыш во времени работы 
активности, с другой стороны, теряем возможность восстановления работы 
модели в любой момент времени.  
Отметим, что активность может реализовывать все операции с данными 
через интерфейс данных. В этом случае, модель может быть возвращена не 
только в одно из состояний, связанных с конкретным значением модельного 
времени, но и в любое состояние между изменениями модельного времени (то 
есть в любой момент исполнения программы, на котором произошел сбой или 
останов). На практике такое свойство необходимо редко (например, для 
обеспечения высокой надежности в реальном времени), а повышение времени 
исполнения активности делает такой подход нецелесообразным. 
Определение 1. Будем называть активность, которая реализует работу с 
данными через интерфейс данных нетранзакционной активностью, 
активность, имеющую собственные внутренние нежурнализируемые 
переменные – транзакционной активностью.  
Свойство транзакционности подчеркивает тот факт, что, с точки зрения 
системы моделирования, активность должна выполнить все свои операции от 
начала до конца, а фиксация состояния такой активности возможно до или 
после ее исполнения. 
Модель, в которой все активности нетранзакционны, сама является 
нетранзакционной. Модель, в которой хотя бы одна из активностей 
транзакционна, является транзакционной.   
При построении модели разработчик сам решает вопрос о реализации 
модели. В отношении свойства транзакционности можно выработать критерий 
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рациональности его применения. Так, если время выполнения активности 
превышает (или соизмеримо) суммарное время выполнения всех остальных 
активностей модели, а вероятность сбоя или отката активности велика, можно 
рекомендовать использование нетранзакционной активности. Если время 
выполнения активности незначительно по сравнению с другими активностями 
модели, лучшим решением будет использование транзакционной активности. 
Отметим, что вполне допустимо наличие в одной имитационной модели 
активностей транзакционногого и нетранзакционного типа. 
 
Парадокс момента модельного времени. В большинстве систем 
моделирования продвижением модельного времени занимается управляющая 
программа или отдельная подпрограмма частной модели, а поведение 
имитационной модели состоит в изменении данных модели в 
зафиксированный, неизменный момент времени  tk. Следовательно, в один и 
тот же момент модельного времени существуют два разных состояния данных 
модели: .kik tAt mddm ¢¾®¾  Если активность нетранзакционного типа, то таких 
состояний данных модели может быть несколько.  
При реализации отката модельного времени в такой ситуации возникает 
закономерный вопрос о том, в какое из множества состояний модели, 
зафиксированных в журнале на момент времени tk, необходимо вернуть 
модель.  
Определение 2. Состояние модели в некоторый момент модельного 
времени tk называется однозначным, если с этим моментом времени 
ассоциируется только одно значение ktdm . 
Утверждение 1. Алгоритмы синхронизации должны осуществлять дамп 
памяти модели либо до, либо после выполнения всех активностей в момент 
модельного времени tk для однозначного определения состояния модели в этот 
момент времени. 
Доказательство. Рассмотрим множество возможных состояний модели в 
момент времени tk при условии существования двух активностей, изменяющих 





















Возможны следующие стратегии осуществления дампа памяти: 
1. Дамп памяти осуществляется перед выполнением каждой активности, 


















В этом случае, согласно (1), в журнал будет внесено два разных значения 
состояния модели: ktdm1 и k
tdm2 . В случае выполнения N активностей, таких 
возможных значений состояния модели будет соответственно N. В результате, 
однозначного соответствия состояния модели моменту времени не 
достигается. 
2. Дамп памяти осуществляется после выполнения каждой активности, 
















В этом случае, согласно (1), в журнал будет внесено два разных значения 
состояния модели: ktmd 1¢ и k
tmd 2¢ . В случае выполнения N активностей, таких 
возможных значений состояния модели будет соответственно N. В результате, 
однозначного соответствия состояния модели моменту времени не 
достигается. 
3. Дамп памяти осуществляется до выполнения всех активностей модели 
в момент времени tk. Введем два дополнительных состояния модели ktdm и 
ktmd ¢ , соответствующие состояниям до и после выполнения всех активностей. 
Тогда при условии префиксного действия 
)|).(( 21дамп AATA k , 
согласно (1), возможны следующие трассы поведения модели 
( kkkk tttt mddmdmdm ¢®®® 21 ) или kkkk
tttt mddmdmdm ¢®®® 12 . 
Независимо от трассы, будет сохранено только одно состояние модели – ktdm . 
Увеличение количества активностей приведет к увеличению количества трасс, 
но не повлияет на сохраненное состояние. Следовательно, в данном случае 
однозначное соответствие достигнуто. 
4. Дамп памяти осуществляется после выполнения всех активностей 
модели в момент времени tk. Тогда при условии постфиксного действия 
)().|( дамп21 kTAAA , 
согласно (1), возможны следующие трассы поведения модели 
( kkkk tttt mddmdmdm ¢®®® 21 ) или kkkk
tttt mddmdmdm ¢®®® 12 . 
Независимо от трассы, будет сохранено только одно состояние модели – 
ktmd ¢ . Увеличение количества активностей приведет к увеличению количества 
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трасс, но не повлияет на сохраненное состояние. Следовательно, в данном 
случае однозначное соответствие достигнуто. 
5. Выполнение дампа памяти до и после выполнения активностей  
)().|).(( дамп21дамп kk TAAATA  
приводит к существованию двух значений состояния модели в один и тот же 
момент времени: ktdm и ktmd ¢ . Таким же образом, выполнение дампа памяти 
до и после выполнения активностей приводит к увеличению количества 
сохраненных состояний в один и тот же момент модельного времени. 
Следствие 1. Для реализации механизмов, позволяющих выполнять 
неоднократные дампы памяти в один и тот же момент времени, порядок 
выполнения дампов не позволяет решить задачу однозначного состояния 
модели в фиксированный момент времени. 
Следствие 2. При наличии двух и более дампов памяти в некоторый 
момент модельного времени tk не существует однозначности в определении 
состояния модели в этот момент модельного времени. 
Согласно введенных активностей сохранения данных модели  существует 
еще одна активность – Афикс(dmi, tk), фиксирующая изменение части данных 
модели. Во время работы поведенческой активности таких изменений может 
быть несколько, в связи с чем ее реализация, в общем случае, гораздо сложнее 
дампа памяти и может потребовать наличия некоторого атрибута, который 
будет упорядочивать записи в порядке их совершения. Если мы имеем дело с 
последовательной моделью (или последовательной частной моделью) эта 
упорядоченность возникает сама собой. Для того, чтобы модель, которая 
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вернуть в первоначальное состояние, необходимо выполнить упорядоченную 
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Реализация такой трассы возможна в случае, если поведенческие 
активности подмодели выполняются последовательно или данные разных 
частных моделей не пересекаются. В случае параллельного (распределенного) 
выполнения частных моделей или, если данные разных частных моделей 
пересекаются, требуются более сложные алгоритмы управления данными, 
требующие дополнительной служебной информации. 
Пусть в момент модельного времени tk произошло L запусков активности 
Афикс(dmi,tk). Введем множество меток М = {1, …., ∞} и активность менеджера 
памяти Agetm(1), которая выдает очередное неубывающее значение Mm Î при 







¢ ),(.)1( фикс . (2) 
Новое значение m сохраняется вместе с новым значением состояния 
модели и становиться атрибутом измененных данных модели. Очередное 
значение m может вычисляться по разным законам, например: 
1. Неубывающая последовательность: 1 next-next mm > . Достоинства: все 
записи упорядочены, наименьшее время определения метки. Недостатки: 
сложность алгоритмов поиска нужной записи, особенно если необходим 
просмотр изменений только одной структуры данных; сложность реализации 
дампа памяти в прошлом. 
2. Неубывающая последовательность в пределах одного момента 




next m, mm .  
3. Неубывающая последовательность, описанная в пункте 2, формируется 
для каждой распределенной частной модели в случае децентрализованного 
менеджера памяти. Образованное тем самым множество последовательностей 
для организации синхронизации может потребовать введения дополнительных 
атрибутов, фиксирующих продвижение поведенческих свойств подмодели при 
пересекающихся данных модели.   
Утверждение 2. Наличие атрибута последовательности изменения 
данных позволяет вернуть модель в любое из прошедших состояний в 
текущий момент модельного времени. 
Доказательство. Применение префиксной активности, предшествующей 
сохранению изменения подмножества данных (2), приводит к формированию 
множества записей типа  
 {{ idm , 1}, { imd ¢ , 2}, …, {
'...'
idm , m}}. 
Однократное применение активности А’фикс(dmi, tk) приводит к выбору из 
этого множества записи с номером, на единицу меньшим текущего значения 
m, то есть модель перейдет в предыдущее состояние.  Применение активности 
А’фикс(dmi, tk) возможно m – 1 раз, после чего модель перейдет в состояние idm , 
пройдя все состояния с метками от m до 1. 
Следствие 1. Наличие упорядоченного множества изменений данных 
модели idm за счет применения метки из множества М, позволяет вернуть 
модель в прошлое, непосредственно используя номер метки 1< mold < m, минуя 
промежуточные состояния данных, находящихся между  mold и m. 
Аналогично дампу памяти, для достижения однозначности состояния 
модели в момент модельного времени tk необходимо выбрать из множества 
изменений данных модели одно, соответствующее одной метке из множества 
М. Как правило, это минимальное или максимальное значение метки, 
связанное с tk. Таким образом, аналогично дампу памяти, при откате 
модельного времени, осуществляется выборка данных idm , сохраненных до 
либо после выполнения всех активностей модели. Следует отметить, что 
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последнее правило действует вне зависимости от того факта, является ли 
модель транзакционной или нет. 
 
Выводы. В данной работе получил развитие формальный аппарат 
представления программных распределенных имитационных моделей на 
основе процессной алгебры. Рассмотрены базисные активности журнализации 
с точки зрения достижения однозначности состояния модели в фиксированный 
момент модельного времени. 
Практическая значимость работы заключается в возможной унификации 
программных имитационных моделей, упрощении и ускорении процесса их 
построения на основе простого интерфейса, основанного на управлении 
данными модели, возможности автоматизации, на базе менеджера памяти, 
алгоритмов управления модельным временем, в частности оптимистических и 
консервативных алгоритмов синхронизации распределенных имитационных 
моделей. 
 В дальнейшем планируется реализовать известные алгоритмы 
управления модельным временем в терминах представленного процессного 
описания.  
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