Abstract: Iterative Learning Control (ILC) enables high control performance through learning from measured data, using limited model knowledge, typically in the form of a nominal parametric model. Robust stability requires robustness to modeling errors, often due to deliberate undermodeling. The aim of this chapter is to outline a range of design approaches for multivariable ILC that is suited for engineering applications, with specific attention to addressing interaction using limited model knowledge. The proposed methods either address the interaction in the nominal model, or as uncertainty, i.e., through robust stability. The result is a range of techniques, including the use of the structured singular value (SSV) and Gershgorin bounds, that provide a different trade-off between modeling requirements, i.e., modeling effort and cost, and achievable performance. This allows control engineers to select the approach that fits best the modeling budget and control requirements. This trade-off is demonstrated in case studies on industrial printers. Additionally, two learning approaches are presented that are compatible with, and provide extensions to, the developed multivariable design framework: model-free iterative learning, and ILC for varying tasks.
Introduction

ILC for complex engineering applications
Iterative learning control (ILC) [1, 2, 3, 4, 5] can significantly improve the control performance of systems that perform tasks which are mostly repeating in nature. After each iteration, or trial, the control action is improved by learning from past trials using an approximate model of the system. Many successful applications are reported, including additive manufacturing [6] , microscopic imaging [7, 8] , printing systems [9] , semiconductor bonding equipment [10] , and wafer stages [11, 12, 13] .
Increasing requirements on product quality and throughput in high-precision engineering applications necessitate faster operation with increased accuracy. These developments impose strict specifications regarding the control performance, which lead to an ongoing development of increasingly complex systems in terms of flexible dynamics, and required actuators and sensors to actively control these dynamics, see, e.g., [14] . This has significant implications for learning control design, especially in view of the multivariable aspect, which is explored in this chapter.
Design requirements for high-precision applications
Successful implementation of ILC algorithms on complex engineering applications imposes several requirements and design requirements. First, many multivariable high-precision applications inherently exhibit strong interaction between inputs and outputs, since the flexible dynamical behavior is generally not aligned with the motion degrees of freedom [14] . Second, low-complexity design procedures are typically favored in industrial practice, particularly in view of algorithmic complexity and required user effort. Third, many industrial systems perform slightly varying tasks, including atomic force microscopes [8] , bonding equipment [15] , and lithographic equipment [16] , in which case the application of traditional ILC may yield disastrous performance, see e.g., [12, 13, 10] . These observations lead to the following requirements for ILC design: R1) robust stability of the multivariable system w.r.t. unmodeled dynamics, e.g., ignored interaction; R2) limited user effort, i.e., intuitive design tools and low modeling requirements; R3) high performance, possibly for varying tasks.
Robust MIMO ILC design: the importance of (under)modeling (R1-R2)
Related to requirement R1, the observation that many ILC applications are inherently multivariable has lead to the development of ILC theory for multivariable systems. Most design algorithms are developed in the so-called lifted or supervector framework [2] , where the ILC controller follows from a norm-based optimization problem over a finite-time horizon, see, e.g., [17] . Robust convergence w.r.t. modeling errors, i.e., robust stability in the iteration domain, is a key property of ILC algorithms to enable achieving extremely high performance using only approximate models. In particular, since the ILC control action often is effective up to the Nyquist frequency, model accuracy requirements are imposed over the entire frequency range [18] , which is in sharp contrast to classical feedback control [14] . Norm-based optimization approaches have been further extended for robust monotonic convergence in, e.g., [11, 19, 20, 21, 22] . These approaches rely on a detailed specifications of a nominal model and its uncertainty in some prescribed form. Despite being very systematic, this imposes a large burden on the model requirements, since the modeling of uncertainty requires substantial effort of the user [23] , in addition to non-convex optimization algorithms, e.g., D-K iterations.
Related to requirement R2, although robust MIMO ILC has been significantly developed, especially from a theoretical perspective, these approaches are often not employed due to stringent requirements on uncertainty modeling. In many applications, ILC algorithms are designed in the frequency domain [1, 10, 2, 24, 25, 26] . Compared to the norm-optimal framework, frequencydomain ILC enables a systematic and inexpensive robust design in the sense of modeling requirements, especially regarding the model uncertainty. Indeed, confidence intervals around frequency response function (FRF) estimates [27] can be utilized to model the uncertainty, see, e.g., [11, 26, 28] , which are typically readily obtained for FRF estimates that result from experimental data. In addition, frequency-domain allows for manual loop-shaping, which is often preferred by control engineers. However, since such manual design approaches are mainly focused on singleinput single-output (SISO) systems, design for MIMO systems typically involves their application to multiple SISO loops, see, e.g., [2, 29] . As such, interaction is typically ignored, which can potentially lead to robust stability issues in the sense of non-convergent algorithms [30] .
Crucially, the seemingly drastic increase in modeling effort required to enforce robust stability of multivariable ILC algorithms must be justified by the performance requirements imposed on the considered system. Interestingly, interaction is typically accounted for through centralized, or full MIMO, ILC design. Successful MIMO design approaches include standard H ∞ synthesis without preview [11, 31, 32] , and P-type ILC [33, 34, 35] . Centralized techniques enable robust convergence and superior performance, yet require a full MIMO parametric model of the system, including the interaction terms. These models can be difficult and expensive to obtain due to complex dynamics [36, 37] and numerical issues [38] . In this chapter, it is shown that a MIMO parametric model is not necessarily justified by the performance requirements: through systematic decentralized design using only SISO design tools and SISO parametric models, robust convergence and high performance can be achieved.
Model-free iterative learning (R2)
Related to requirement R2, and as an alternative to the approaches outlined in Subsection 1.3, model-free learning approaches have been developed driven by the seemingly required user effort to obtain parametric models for ILC. In Iterative Inversion-based Control (IIC) [39] , the updating of the input signal is explicitly performed in the frequency domain by using the Discrete Fourier Transform (DFT). The key advantage of this approach is threefold. Firstly, IIC merely requires an estimate of the FRF of the system, which are typically accurate, inexpensive and fast to obtain [27] . Secondly, under the assumption that the system is approximately in steady state, convergence can be assessed for each individual frequency of the DFT grid. This leads to significantly increased design freedom since the robustness and learning filters can be tuned as a set of frequency-dependent coefficients instead of dynamic filters [40] . Thirdly, it can be shown that under mild conditions, this approach automatically results in bounded signals that may be non-causal in case the system possesses zeros outside the unit disc [41] .
ILC for varying tasks (R3)
Related to requirement R3, independent of pursued ILC or IIC approach, a key underlying assumption is that the considered systems performs exactly repeating tasks. This assumption is often violated in industrial systems [8, 10, 15, 16] , which can result in severe performance degradation when using standard ILC. In fact, a small deviation from exactly repeating tasks can lead to worse performance compared to traditional control without ILC, see, e.g., [12, 13, 42] .
To enhance the robustness to varying tasks, ILC approaches have been extended with basis functions in, e.g., [42, 43, 44, 45, 46, 47, 48, 49] . However, since these approaches are developed in the norm-based optimization framework, the large burden imposed on the modeling requirements may prevent industrial implementation (R2).
Recent developments for ILC with basis functions [10] enable a manual loop-shaping design approach in the frequency-domain, facilitating industrial adoption where loop-shaping is commonly employed. However, the developed approach is yet restricted to SISO systems. In this chapter, the frequency-domain design approach for ILC with basis functions is generalized towards MIMO systems, and it is unified with the MIMO frequency-domain design framework introduced above, enabling for instance decentralized designs to cope with trade-offs between modeling requirements (R2) and performance (R1).
Contributions
The main contribution of this chapter is an overview of a systematic and unifying framework for analysis and design of MIMO ILC in the frequency-domain, both for exactly repeating and varying tasks, with or without (MIMO) parametric models. A step-by-step procedure is presented that gradually extends SISO manual ILC design to the MIMO case. This procedure consists of 1) interaction analysis, 2) decoupling, 3) independent SISO design for MIMO systems, 4) robust decentralized MIMO design, and 5) full MIMO design. Optionally, if desired by the user, the designed ILC can be combined and implemented with basis functions for flexibility to task variations. The framework enables control engineers to explicitly address the design trade-offs between modeling requirements and performance. The developed solutions are hence all suitable alternatives, and depending on the specific application at hand an appropriate choice can be made. To illustrate and substantiate the outlined trade-offs in the design framework, throughout the chapter the presented design solutions are applied to the high-precision printing systems shown in Figure 1 . , and the rotation ϕ of the carriage in the horizontal plane, while the position of the carriage along the gantry is fixed. Fig. 1 . SISO (left) and MIMO (right) printing systems, used throughout the chapter to illustrate design implications of the outlined framework for ILC design.
The outline of the chapter is as follows. The general ILC design problem is formalized in Section 2. Frequency-domain design of SISO ILC is reviewed in Section 3, which is subsequently extended and generalized to a MIMO ILC design framework in Section 4. Extensions of this frequency-domain framework are presented in Section 5 towards model-free iterative learning, and in Section 6 towards the use of basis functions for task variations. Finally, conclusions and an outlook on ongoing developments are provided in Section 7.
Notation
The following notation is used throughout. All systems are assumed to be discrete-time, MIMO, and linear time-invariant. The continuous-time case follows analogously. RL ∞ denotes the set of real rational functions bounded on the unit circle, RH ∞ is the subset of RL ∞ analytic in |z| > 1. The space n 2 is the set of n-dimensional sequences on the time interval Z with finite inner product x(t), y(t) 2 = t∈Z x(t) * y(t), where x(t), y(t) ∈ n 2 , and associated induced norm x 2 = x(t), x(t) 2 . The dimension n is omitted when it is clear from the context, e.g., n 2 is written 2 .
Consider the response y(t) = H(q)u(t), where
, with H k the infinite-time Markov parameters, and q denotes the forward time shift operator, i.e., qu(t) = u(t+1). Using frequency domain representations, this response is described by
, and
, with ι denoting the imaginary unit, i.e., ι 2 = −1. That is, the notation Y (ω) refers to the sinusoidal vector-valued signal Y (ω)e ιωt ; the frequency response of system H is denoted as complex matrix H(e ιω ). In the remainder, the arguments t, q, z, ω and e ιω are often omitted when they are clear from the context.
System Description & Problem Formulation
ILC framework
Consider the control configuration in Figure 2 , consisting of the plant G ∈ R ny×nu (z) and internally stabilizing feedback controller C ∈ R nu×ny (z). The exogenous disturbance r ∈ 2 is trial-invariant unless stated otherwise, where the index j ∈ N ≥0 denotes the trial number. The aim is to minimize the tracking error e in the presence of r using feedforward f . The error is given by
with stable and causal sensitivity function S = (I + GC)
, and process sensitivity function J = SG ∈ RH ny×nu ∞ , i.e., the transfer function matrix mapping f j to e j . Zero initial conditions are assumed without loss of generality [2] . Note that if G is stable, then C = 0 is admissible in which case S = I and J = G in (1) .
The objective of ILC is to iteratively improve control performance over trials j by selecting the command input f j+1 for the next trial j + 1. Typically an update law of the following form is invoked:
where the learning filter L ∈ RL nu×ny ∞ and robustness filter Q ∈ RL nu×nu ∞ are to be designed, which can be non-causal, since the signals f j and e j in (2) are available off-line. In Figure 2 , the ILC update is placed in parallel to C; alternatively and non-restrictively it can be placed in a serial configuration, see, e.g., [1] . In the design, it is often assumed that the trial length is infinite, such that the ILC can essentially be implemented for any trial length, see [50] for a detailed analysis.
Clearly, assuming perfect system knowledge and J invertible, selecting the update law f j+1 = f j +J −1 e j , i.e., Q = I and L = J , gives e j+1 = Sr−Jf j −JJ −1 e j = Sr−Jf j −(Sr−Jf j ) = 0, hence perfect tracking is achieved in a single iteration. However, in practice modeling errors are inevitable, i.e., LJ = I, and robustness through Q may be required to enforce convergence of the algorithm (2) subject to dynamics (1) . These are the key problems addressed in this chapter.
Convergence and performance
In this subsection, convergence and performance properties are investigated, both transient and asymptotic, of the closed-loop ILC system.
Since the ILC algorithm (2) operates from trial to trial, ILC can be interpreted as feedback control in the trial domain. A closed-loop system description can be obtained by combining (1) and (2), yielding the linear iterative systems:
where (4) requires J invertible. Convergence of the ILC can be interpreted as asymptotic stability of (3) and (4), and performance is typically expressed based on their transient and asymptotic behavior, i.e., in the limit j → ∞. Considering (3) for instance, f j converges in a given norm · if and only if for all r, f 0 , there exists an asymptotic signal f ∞ = lim j→∞ f j such that
The asymptotic signals f ∞ and e ∞ are obtained through f ∞ = lim j→∞ f j = lim j→∞ f j+1 and substitution into (1), i.e.,
Two observations are made. First, convergence does not imply that e ∞ is smaller than e 0 , i.e., it is possible that the addition of ILC to the control system degrades tracking performance. Second, if and only if Q = I and (3) converges, then e ∞ = 0 for all r and general L, J = 0, ∀ω. Transient performance can be expressed in terms of monotonic convergence of the ILC algorithm. Typically in practice, monotonic convergence of f j under a given norm · is desired to avoid actuator limitations, in the sense that for all r, f 0 , there exists an f ∞ for which
where 0 ≤ γ < 1 is the convergence rate.
Design conditions for convergence and performance
Design procedures of L and Q for (possibly monotonic) convergence typically aim to satisfy the following well-known necessary and sufficient conditions. The iterations (3) and (4) 
and (3) is monotonically convergent in the 2 norm of f j with 0 ≤ γ 1 < 1 if and only if [30, Theorem 2]
where
) is the L ∞ -norm, andσ denotes the maximum singular value. Hence, condition (7) is equivalent to requirinḡ
Three observations are made. First, (7) explicitly allows for non-causal filters L and Q since an L ∞ -norm is used. Second, monotonic convergence of (3) and (4) is not equivalent in the MIMO case: a condition for monotonic convergence in the 2 norm of e j is JQ(I − LJ)J −1 ∞ ≤ γ 1 . Third, monotonic convergence is a stronger property than convergence, i.e., (8) implies (6).
Modeling considerations
The theoretical results on convergence and performance have direct consequences for the design of L(z) and Q(z). For optimal asymptotic tracking performance, i.e., e ∞ = 0, Q must equal I, and to achieve optimal transient performance, i.e., monotonic convergence rate γ 1 = 0, L should equal the inverse of J = (I + GC) −1 G. However, this optimal design may not be achievable in practice due to the following reasons.
, which inevitably contains modeling errors, i.e.,Ĵ(z) = J(z).
2. The (approximate) inversion of parametric modelsĴ(z) may introduce additional errors, e.g., ifĴ(z) is non-invertible or has zeros outside the usual stability region, i.e.,Ĵ −1 (z) has poles outside the unit disk, see [51] .
3. For MIMO systems, systematic procedures to deal with structure in parametric modelsĴ(z), e.g., resulting from deliberately ignoring the off-diagonal interaction terms during the parametric modeling step, are largely undeveloped.
Regardless of the underlying reason, if LJ = I for any frequency, robustness may be required to enforce (monotonic) convergence of the algorithm. For the SISO case, practical procedures for robust ILC design are well developed, where inexpensive FRF models of J(e ιω ) can be used to evaluate robust convergence in the presence of undermodeling. This is reviewed in Section 3.
For the MIMO case, however, such practical design procedures are mostly undeveloped. Crucial yet largely unexplored aspects herein are i) modeling requirements, especially regarding the seemingly required MIMO parametric model of J for inversion-based design of L, see, e.g., [11, 19, 20, 21, 22] , and ii) dealing with robustness to (often deliberate) modeling errors.
Summarizing, at present a gap is present between SISO and MIMO ILC designs in view of modeling requirements (R2) and resulting performance (R1). Thus, the aim of the present manuscript is to extend and generalize procedures for SISO manual ILC design to the MIMO case, with particular attention to modeling requirements, e.g., alleviating or completely circumventing the requirement for MIMO parametric models through the use of FRFs. In view of this, frequencydomain design procedures for SISO ILC are reviewed in the next section.
ILC Design -the SISO case
In the SISO case, frequency-domain design procedures are well developed. Typically, the two-step approach in Procedure 1 is followed, see, e.g., [24, 25, 26, 28] . The steps in Procedure 1, i.e., design of L and Q, are investigated in forthcoming subsections, including modeling requirements and non-causal implementations. 
Design of Q:
(a) Obtain a SISO non-parametric FRF modelĴFRF(e ιω ) of J.
Remark 1. In view of robust convergence w.r.t. plant uncertainty, the evaluation of (6), (8) based on FRF modelsĴ FRF (e ιω ) straightforwardly allows to include confidence intervals, which are typically readily determined for FRF estimates that result from experimental data, see, e.g., [27] . This is a distinctive advantage compared to alternative robust norm-based ILC frameworks, especially for systems where FRF measurements are accurate and inexpensive.
Manual design in the frequency domain
In the SISO case n u = n y = 1 and infinite time setting, convergence and monotonic convergence are equivalent, i.e., conditions (6) and (7) are equivalent. That is, monotonic convergence in the 2 norms of f j and e j is achieved with convergence rate 0 ≤ γ 1 < 1 if and only if
In the next subsections, the design of L and Q is investigated based on modelsĴ andĴ F RF , as outlined in Procedure 1. The proposed manual design procedure is illustrated on the desktop printer, see Figure 1 (a), with particular attention to the required models, i.e., parametric and nonparametric, and design, i.e., model inversion and loop-shaping in the frequency domain. Fig. 3 . Manual SISO ILC design in the frequency domain: using modelsĜ(z) andĜ FRF (e ιω ) (left), L is designed by invertingĴ =Ĝ 1+ĜC , and Q is designed such that |Q(1 − LĴ FRF )| < 1, ∀ω (right).
3.1.1. Design of L by invertingĴ: Typically, the SISO filter L(z) is designed by inverting an approximate low-order parametric modelĴ(z) of J, such that LĴ ≈ 1, see, e.g., [1, 2, 26, 29] . For the considered printing example,Ĵ(z) is obtained as J =Ĝ 1+ĜC , whereĜ(z) is a low-order parametric approximation of a measured FRF modelĜ FRF , see Figure 3 (a).
Regarding the inversion step, in caseĴ is minimum phase, L can be constructed using straightforward inversion, i.e., L(z) =
. In case J is non-minimum phase, i.e., has zeros outside the unit disk, directly taking the inverse
leads to an unbounded solution, and hence cannot be used. In Section 3.2, a range of methods is outlined to compute a stable (approximate) inverse of a non-minimum phase model. Each technique requires a parametric modelĴ(z), yet differs in terms of computational complexity and approximation accuracy.
3.1.2. Design of Q based on FRF measurements: In step 2 of Procedure 1, robust convergence of the ILC algorithm is enforced by designing a filter Q. The key point is that (9) can be verified using a non-parametric model FRF modelĴ FRF of J, which are for mechatronic systems often accurate, inexpensive and fast to obtain [52, 53] , and enables an evaluation of robust convergence in the presence of undermodeling. For the considered printing example, an identified FRF model is shown in Figure 3(a) .
In particular, given L from step 1, robustness is required in case |1 − LJ| ≥ 1, see Figure 3 (b), for instance due to modeling errors, i.e.,Ĵ = J, and inversion errors, i.e., L = 1/Ĵ. The robustness filter Q is typically designed as a zero-phase filter, since its sole aim is to guarantee |Q(1 − LJ)| < 1. The zero phase behavior can be obtained through non-causal filtering, i.e., an operation with Q(z) and its adjoint Q * (z) = Q(
, where the adjoint can be implemented by filtering backwards in time, see, e.g., [54] . For the considered printing example, Q is designed as a low-pass filter, since the robustness is mainly required at high frequencies. The convergence condition (9) is verified on the basis of
, as is shown in Figure 3 (b). Using this manual ILC design, the experimental results Figure 4 (a) show that tracking performance can significantly be improved.
Design of learning filter: SISO inversion techniques
Next, several techniques for inversion of a non-minimum phase parametric modelĴ are investigated. The aim is to construct a filter L such that the transfer function I − LĴ is small, where the ILC command input f j+1 = (I − LJ)f j must remain bounded. LetĴ(z) have relative degree d ∈ N and p ∈ N non-minimum phase zeros. In view of invertinĝ J, there are two main issues:
2. non-minimum phase (NMP) zeros: for p > 0,Ĵ −1 has poles outside the usual stability region which, when solved forward in time, yields unbounded outputs.
The first aspect can be overcome by inverting the bi-proper systemJ = z dĴ , where the a-causal z d is implemented as a time shift on the input signal, see, e.g., [55] . Note that this approach is exact for an infinite-time horizon, whereas this may lead to boundary errors on a finite-time horizon.
The second issue can be overcome by use of inversion techniques for NMP systems. In the forthcoming subsections, several inversion techniques are presented that are suitable for ILC, see also [51] for an overview. An overview of these techniques is presented in Table 1 .
Approximate inversion:
LetĴ be decomposed aŝ
with B s (z) containing all minimum-phase zeros and B u (z) the p non-minimum phase zeros. A key issue is that B −1 u (z) is unstable. Several techniques have been proposed to approximate the inverse of B u (z), including NPZ-Ignore [56] , zero-phase-error tracking control (ZPETC) [57] , and zero-magnitude-error tracking control (ZMETC). The results for these approaches are summarized in Table 2 . Importantly, all approaches compute an approximate inverse in an heuristic manner, that is stable and utilizes a fixed an finite amount of preview. Table 2 Overview of NPZ-Ignore, ZPETC and ZMETC for decomposition (10) . The DC gain is compensated by β = B u (1).
2. H ∞ -optimal synthesis with preview: Alternatively to the heuristic approaches listed in Table 2 , where the preview is directly determined by the modelĴ, one may attempt to compute an approximate inverse with predefined and user-chosen preview that is optimal with respect to the L ∞ -condition for monotonic convergence (7) . The key idea is to optimize the causal part of L in H ∞ for a specified amount of preview. Consider the system shown in Figure 5(a) , where L is decomposed as L = z p l L c with userdefined preview p l ∈ N and causal L c ∈ RH ∞ , and Q is decomposed as Q = z pq Q c with causal Q c ∈ RH ∞ and user-defined preview p q ∈ N. Considering Figure 5(b) , note that the multiplications with a-causal parts z p l and z pq are not part of generalized plant P to ensure P ∈ RH ∞ . Then, the non-causal filter L follows from the following optimization problem over H ∞ :
where it is emphasized that an H ∞ -norm is considered, which is in sharp contrast with, e.g., (7) . Note also that the a priori chosen Q(z) effectively acts as an output weighting, and is restricted to have finite preview, e.g., Q(z) can be chosen as a non-causal zero-phase FIR filter. For the special case without preview, i.e., p l , p q = 0, the standard H ∞ approach is recovered, see, e.g., [11, 31, 32] . In addition, the preview terms can be optimized, e.g., through bisections over p l and p q .
(b) Standard plant formulation with P ∈ RH∞. 
Stable inversion:
The techniques presented in the previous subsections are all based on finite-preview approximations of the inverse system, that have all poles strictly inside the unit disk. In contrast, stable inversion aims to compute an exact solution by interpreting the inverse as a non-causal operator on L 2 , i.e., with poles both strictly inside and outside of the unit disk, rather than an causal operator on H 2 , see, e.g., [58, Section 1.5] . This interpretation directly fits into the considered frequency-domain ILC framework, since indeed an L ∞ norm is used in (7), rather than an H ∞ norm.
Next, the required steps for computing f e,j = Le j are presented, see (2) with f j+1 = Q(f j + f e,j ). Let the bi-proper hyperbolic systemĴ be described by a state-space realization (A, B, C, D), such thatĴ −1 is described byĴ
The state ofĴ
is divided into a strictly stable and unstable part by applying the state transforma-
, where T contains the eigenvectors of A − BD −1 C such that
with |λ(A s )| < 1 and |λ(A u )| > 1, i.e., all stable poles are contained in A s and all unstable poles in A u . Then, the bounded states are obtained by solving
forward in time with suitable initial conditions, e.g., x s (−∞) = 0, and
backward in time with suitable final conditions, e.g., x u (∞) = 0. The bounded and non-causal output f e,j follows from f e,j (t) = C s x s (t) + C u x u (t) + De j (t).
In practice, the boundary conditions are imposed on finite time instants, which introduces boundary errors. For motion systems, if the system is at rest before and after the motion task, setting x s (0) = 0, x u (N ) = 0 typically leads to sufficiently small errors, see, e.g., [51] .
Towards MIMO ILC design: naive SISO design for MIMO systems
Since the tuning and design algorithms for SISO ILC are well developed and relatively intuitive to use, see the preceding subsections, it is tempting to apply multiple SISO controllers to MIMO systems. However, when considerable interaction is present in the system, naive application of multiple SISO ILC controllers may lead to robust stability issues in the sense of non-convergent systems. Considering (6) and (9), it is clear that
hence convergence is not guaranteed. This can be observed by applying the SISO design techniques, developed in this section, to the multivariable Arizona printer, see Figure 1 (b). Although the SISO designs for i = 1, 2 satisfy (11), see Figure 6 , the multivariable condition for convergence (12) is not satisfied, see Figure 7 . This motivates to develop systematic design procedures for MIMO ILC. . Naive SISO designs for a MIMO system: although the interaction-ignoring SISO designs satisfy (11), see Figure 6 , the condition for convergence ρ(Q(I −LJ)) < 1, ∀ω ( ) is not satisfied.
ILC Design -the MIMO case
To ensure robust convergence for MIMO systems, in this section a systematic framework is developed for MIMO ILC design in the frequency-domain. Manual frequency-domain design for MIMO systems is much less trivial than for SISO systems, see, e.g., Figure 4 , which often a key limiting factor for industrial application of MIMO ILC algorithms. For that reason, the proposed design framework comprises of a step-by-step procedure, which gradually extends well known design techniques from the SISO case to the MIMO case. Crucially, the design complexity in terms of modeling requirements and design tools is only increased if justified by the problem at hand, which enables control engineers to explicitly balance user effort with performance. Note that this is a standard approach in feedback control design for motion systems, see, e.g., [59, 60] . Further details on the presented framework for MIMO ILC design can be found in [30] .
Procedure 2. Design procedure for multivariable ILC
Interaction analysis (Subsection 4.1). Decoupled?
• Yes: independent SISO design (Section 3).
• No: proceed to next step.
Decoupling transformations (Subsection 4.2). Decoupled?
• No: proceed to the next step.
Robust multi-loop SISO design.
(a) Obtain SISO parametric models Jii of the diagonal elements Jii, i = 1, . . . , n; Performance not satisfactory? Proceed to next step.
Robust decentralized MIMO design.
(a) Given L, e.g., from step 3, robust decentralized design of Q w.r.t. ignored interaction and modeling errors, using a MIMO non-parametric model of J (Subsection 4.4).
Performance not satisfactory? Proceed to next step. The design techniques constituting steps 4 and 5 are applicable to non-square systems unless stated otherwise, while the techniques in steps 1 to 3 assume that the considered system is square, i.e., n ≡ n u = n y , possibly after a squaring-down process, see, e.g., [61, 51] .
In view of modeling requirements, notice that all except for the last step require only SISO parametric models, while step 5 requires a MIMO parametric model, which can be expensive to obtain in practice.
Throughout this section, the required models and design approaches are investigated step-bystep, and exemplified on a case study of an industrial flatbed printer. The considered Océ Arizona 550GT is depicted in Figure 1(b) . In contrast to standard consumer printers, the printer can handle a large range of media, including flexible and rigid media such as paper, plastics, wood and metals. As a result, the medium is fixed on the printing surface, while the carriage, which contains the printheads, moves in the horizontal plane. This makes the system inherently multivariable. In combination with significant interaction and complex dynamics, see Figure 8 , this demands the development of multivariable ILC techniques to achieve requirements R1, R2 and R3. An overview of the approaches and resulting designs in presented in Table 3 .
Interaction analysis
The goal of interaction analysis is to identify two-sided interactions in J. If there is no two sided interaction, then ILC design becomes a standard multi-loop SISO problem. If there is substantial interaction, this should be accounted for in subsequent design steps. The frequency-dependent relative gain array (RGA) [62, 63] is a useful interaction measure, defined as
where • denotes element-wise multiplication. Two important observations are made: i) if Λ(J(e ιω )) = I, then no two-sided interaction is present at frequency ω, whereas ii) significant non-zero offdiagonal elements indicate interaction.
For the considered case study, the RGA is depicted in Figure 9 . It is observed that the system is approximately decoupled for frequencies below 30 Hz, while considerable interaction is present around the first resonance frequency at 60 Hz and beyond. Hence, to enable succesful decentralized design, decoupling transformations are needed.
Decoupling transformations
To reduce interaction and facilitate decentralized design, the input and output of the system may be redefined. For motion systems, often linear combinations of actuator variables and sensor variables are defined, such that the transformed inputs and outputs act in orthogonal directions at the center of gravity. Typically these static transformations are based on an inversion of a kinematic model of the system, resulting in an approximately decoupled system in frequency ranges where it behaves as a rigid body, see, e.g., [59, 64, 60] .
The considered system is decoupled using a static input transformation matrix T u , see Figure 8 and Figure 9 . It can be observed that the effective plant G = G o T u is diagonally dominant in the frequency ranges 10 − 40 Hz and 70 − 130 Hz, i.e., where the system behaves as a rigid body. 
ii . −1 G ( ) shows that i) significant interaction is present before decoupling, which is ii) considerably reduced using a static input transformation, enabling a successful decentralized ILC design.
Robust multi-loop SISO design
For systems where interaction is sufficiently low, a SISO design procedure may be pursued. In the first step, multiple independent SISO ILC algorithms may be designed as if no interaction is present, see Subsection 3.3 and its application to the Arizona printer in Figure 6 . In the second step, to ensure convergence of the multi-loop SISO design, robustness can be added a posteriori by designing a SISO filter q d ∈ RL ∞ , where Q(z) = q d (z)I, according to
for convergence, see Figure 10 , and for monotonic convergence according to
This approach is attractive due to its simplicity, and may yield satisfactory results for the particular problem at hand, yet is restrictive in the sense that the a posteriori added robustness limits performance. Indeed, as can be observed in Figure 10 for the case study, q d accounts for the worstcase modeling errors and interaction over all loops combined: the low-pass filter q d is mainly required in view of the modeling error in loop 1 at 11 Hz, while this is seemingly over-restrictive for loop 2. This motivates to develop systematic design procedures for each SISO loop independently.
Robust decentralized MIMO design
The objective is to design a robust decentralized MIMO controller by solving an independent set of SISO design problems. By addressing the required robustness for each SISO loop separately, Fig. 10 . Robust SISO design: although the interaction-ignoring SISO designs satisfy (9), see Figure 6 , the condition for convergence ρ(Q(I − LJ)) < 1, ∀ω is not satisfied ( ). In contrast, through additional robustness q d ( ) according to (13) , convergence can be guaranteed ( ).
performance of the MIMO system can potentially be improved. The developed design techniques for diagonal Q = diag{q 1 , q 2 , . . . , q nu } ∈ RL nu×nu ∞ are applicable to the general non-square case J ∈ RH ny×nu ∞ . Note however that the results are most often applied to square systems, since this enables decentralized design also of diagonal learning filter L = diag{l 1 , l 2 , . . . , l n } using the techniques presented in Subsection 3.2.
To enable decentralized Q-filter design, the interaction in (3) is separated using the following factorization
where M = I − LJ,w = QLSr, and E = M 
where µ d is the structured singular value [65] with respect to the diagonal structure of QM d . As
where, in this case, | · | denotes the element-wise absolute value. Similarly, design conditions for monotonic convergence can be derived. Using that
since the products of two square matrices A, B have identical spectra {λ i (AB)} = {λ i (BA)}, the following sufficient conditions for monotonic convergence in the 2 norm of f j are obtained:
Importantly, the developed sufficient bounds (14)- (16), respectively (17)- (18), complement each other in the sense that the ordering of their tightness may vary over different frequency ranges. Hence, they should be considered jointly during design. Notice however that they can not be mixed over the different SISO loops i per evaluated frequency: at least one condition must be satisfied for all loops i simultaneously.
The main advantage of a decentralized design of Q is that it allows for SISO loop-shaping, while explicitly addressing interaction, using only SISO parametric models for the design of L. This is illustrated by Figure 11 , where the SISO filters q i are designed according to joint evaluation of design conditions (14)-(16) based on a non-parametric FRF modelĴ FRF (e ιω ). As can be observed, in loop 1 robustness is required to a modeling error at 11 Hz, hence limiting the cut-off frequency of low-pass filter q 1 . Yet, q 2 can be designed independent of the required robustness in loop 1, and is in fact limited by interaction at significantly higher frequencies, see also Table 3 . This potentially leads to increased performance compared to robust SISO design.
If the decentralized approach does not lead to satisfactory performance, and in case increased modeling requirements are justified, then a full multivariable design approach may be pursued.
Centralized MIMO design
A full multivariable design approach is suitable in case the decentralized approaches in the previous subsections do not lead to satisfactory performance, and the increased modeling effort is justified by the performance requirements. In this subsection, a range of techniques is investigated for multivariable learning filter design, i.e., step 5b of Procedure 2, using a MIMO parametric model of the system.
The main idea is that the performance is potentially increased compared to robust decentralized approaches, since the ILC is explicitly designed for interaction rather than dealing with interaction through robustness. That is, by explicitly designing L ∈ RL nu×ny ∞ such that I − LJ is small, the need for robustness through Q is alleviated.
Design of learning filter: MIMO inversion techniques:
A range of algorithms is available for (approximate) inversion of MIMO parametric modelsĴ(z). The applicability of each inversion technique presented in Section 3.2 to MIMO systems is summarized in Table 1 . (14), (15) and (16) ( , , , respectively), which can be verified using inexpensive non-parametric FRF models of J.
First, for NPZ-Ignore, ZPETC, and ZMETC the extension to multivariable systems is nontrivial. In [66, 30] , an approach for multivariable ZPETC is proposed which applies multiple times SISO ZPETC to the Smith form of the system. Similarly, the Smith form can be used to construct MIMO inverses using NPZ-Ignore and ZMETC. It is noted however that numerical reliability for computing Smith forms of transfer matrices is challenging [67] ,and constructing them manually is a cumbersome task. Hence, the practical application of these techniques currently seems to be limited to SISO systems.
Second, in view of the inversion algorithms that are applicable to multivariable systems, a third requirement is identified in addition to the two design requirements posed in Subsection 3.2:
3. non-square systems: for n y = n u , direct inversion of J(z) ∈ RH ny×nu ∞ is not possible.
In view of exact inversion, depending on the excess of inputs or outputs, infinitely many or no solutions may exist to the problem LJ = I. If J is underactuated, i.e., n y ≥ n u , but left invertible, then stable inversion can directly be applied and achieve I − LĴ = 0, given a state-space model of the left inverseĴ −1 l (z) withĴ −1 lĴ = I. For overactuated systems J, i.e., with n u ≥ n y , a squaring-down process may be pursued such that a square system is obtained. Moreover, the additional degrees of freedom can be exploited to satisfy additional requirements, such as obtaining minimum-phase square systems, see for example the approach in [51, Section 6] . H ∞ -preview control can directly be used for general non-square systems.
Regardless of the pursued approach, if L is designed such that ρ(I −LJ) < 1 for all frequencies, then perfect asymptotic tracking e ∞ = 0 can be achieved, see (5) . Finally, note that non-square systems in general do not have non-minimum phase zeros [51] , hence the developed techniques are foreseen to be most often applied to square systems.
Iterative Inversion-based Control: Avoiding the Need for Parametric Models
In this section, a model-free learning approach is presented called iterative inversion-based control (IIC) [39, 68, 69, 70, 71] , in the sense that no parametric models are required. IIC is closely related to the inverse model-based ILC approaches as presented in the previous sections, with the key difference that the input updating is explicitly performed by means of an inverse Frequency Response Function (FRF) model in the frequency domain. The advantage of this approach is that merely a non-parametric model of the system is required, hence significantly alleviating the required user effort (R2) in terms of modeling requirements.
System description and procedure
The frequency-domain approach to learning control is facilitated by the Discrete Fourier Transform (DFT) and its inverse (IDFT), which are defined as follows.
where Ω is referred to as the DFT grid. After transformation, the output of J(z) is described by
where the trial-varying disturbance D j (ω k ) contains the lumped contributions of exogenous disturbances, nonlinear perturbations and leakage. Under the assumptions that the system is in steadystate, i.e., its states are periodic with N samples, and the remaining disturbances are trial-invariant, i.e., D j (ω k ) = D(ω k ), the error is described by
Similar to ILC, the aim of IIC is to minimize E j+1 (ω k ) in an appropriate sense, by iteratively updating F j (ω k ) in the frequency-domain as follows, see [71] :
are here referred to as the robustness-and learning coefficient matrices, respectively. Note that although this approach is similar to ILC, an essential difference is that Q(ω k ) and L(ω k ) are not restricted to represent the FRF of a low order filter, but can instead be tuned independently per frequency ω k to achieve convergence [71] .
The following procedure is proposed for design and implementation of IIC. (a) Design matrices L(ω k ) ∈ C nu×ny , Q(ω k ) ∈ C nu×nu for each ω k ∈ Ω according to (20) , (21) using a nonparametric FRF modelĴFRF(e ιω k ).
(b) Select an initial input f0.
2. Set the task index j = 0, and perform the following steps:
(a) Implement fj on the system and measure ej.
(b) Input updating in the frequency domain:
• compute Fj(ω k ) and Ej(ω k ) by applying the DFT to fj(k) and ej(k).
• (19) .
• compute the time domain input fj+1(k) by applying the IDFT to Fj+1(ω k ). (c) Set j → j + 1 and return to step 2a.
Convergence analysis, modeling requirements and design
Equivalently to (6) and (8), convergence, respectively monotonic convergence w.r.t. the 2 norm of f j , is achieved if and only if
Design approaches for Q(ω k ) and L(ω k ) are facilitated by an FRF model of J(z). Hence crucially, no parametric models are required. Clearly, if a modelĴ FRF (ω k ) is available that is regular on the DFT grid, a suitable choice is Q(ω k ) = I and L(ω k ) =Ĵ
FRF (ω k ), since this renders lim j→∞ E j = 0. Note that in contrast to norm-optimal ILC, regularity of J(ω k ) is implied if J(z) is nonzero and has no zeros on the unit disc for all frequencies ω k , hence delay is allowed. This does not require that the system is minimum phase and it can in fact be shown that under these conditions, see [71] ,
is identical to stable inversion as discussed in Subsection 3.2.3 and results in bounded but possibly non-causal inputs f (k).
ILC with Basis Functions: Enhancing Flexibility to Varying Tasks
In this section, a frequency-domain design approach is presented for MIMO ILC with basis functions, which enables high tracking performance also for varying tasks. Hence, the pursued approach fits into the developed frequency-domain design framework as described in Section 4. As a special case, the results recover the work of [10] for SISO systems.
Flexibility in ILC -case study on a flatbed printer
A key assumption underlying conventional ILC is that the system performs exactly repeating tasks. Violating this assumption can significantly affect performance, as is demonstrated using the experimental results in Figure 12 . In the next subsection, basis functions are incorporated in ILC for high performance for varying tasks.
Basis functions in ILC
To enhance the flexibility of ILC to varying tasks, ILC approaches have been extended with basis functions in, e.g., [44, 42, 48] . Typically, the input signal is parametrized on a finite time interval as an explicit function of r j+1 , i.e., where the transfer function F (θ j+1 ) is a linear combination of weighted basis functions ψ i (z), i.e.,
. In contrast to standard ILC, see (2) , the aim of ILC with basis functions is now to iteratively determine the parameters θ j ∈ R n θ such that the tracking error e j is small. Substituting (22) into (1) and rearranging terms yields e j+1 = S(I − P F (θ j+1 ))r j+1 , which shows that optimal tracking performance, i.e., e j+1 = 0, is achieved independent of r j+1 if P F (θ) = I. This leads to the following two-step design procedure for ILC with basis functions.
1. First, to enable optimal tracking performance, the basis functions should be chosen such that P −1 (z) is included in the linear span {ψ i (z)}.
2. Second, the iterative updating algorithm for corresponding parameters θ should be designed, ensuring robust convergence and performance of the iterative system.
In view of step 1, recent developments on the selection of basis functions can be found in, e.g., [72, 44] for finite impulse response (FIR) filters, and [49] for rational functions with fixed poles.
Step 2, i.e., the design of the parameter update algorithm, is typically performed using normbased ILC approaches, see, e.g., [73, 74, 48] . This imposes a large burden on the model requirement, since these approaches rely on detailed specifications of a nominal model and its uncertainty to guarantee robust stability. Recent developments in [10] aim to enable frequency-domain design of parameter update algorithms, hence enabling manual loop-shaping as is often preferred by control engineers. However, currently the approach is restricted to SISO systems. In the next subsection, the frequency-domain design approach of [10] is generalized towards MIMO systems, and unified with the MIMO frequency-domain design framework as developed in Section 4.
Remark 2. Alternatively to the linear combination of basis functions utilized here, also rational (nonlinear) combinations of basis functions can be employed, see, e.g., [42, 47, 13, 75] . Although these parametrizations potentially enable performance improvements, the associated optimization problem becomes non-convex, and often nonlinear algorithms are required for which, in general, convergence to the global minimum cannot be guaranteed.
Projection step:
Given a set of basis functions {ψ i (q)}, a weighted projection step is performed to approximate f j+1 in (2) with f proj j+1 = F(θ j+1 )r j+1 . From (1), observe that e j = Sr j − Jf j and e j+1 = Sr j+1 − Jf j+1 . Using these expressions, a prediction of the error in task j + 1, given input f j+1 , is described bŷ e j+1 = e j − J(f j+1 − f j ) + S(r j+1 − r j ), and similarly defineê proj j+1 (θ j+1 ) = e j − J(f proj j+1 (θ j+1 ) − f j ) + S(r j+1 − r j ). The parameters θ j+1 are determined by projectingê j+1 (k) ontoê proj j+1 (k), aŝ θ j+1 = arg min 
where · F denotes the Frobenius norm. Here, it is crucial to note that the weighting J in (24) implies that the projection is performed such thatê proj j+1 approximatesê j+1 . Assuming that Ψ Jr j+1 Ψ Jr j+1 is nonsingular with Ψ Jr j+1 = JΨ r j+1 , which imposes a mild persistence of excitation condition on r j+1 , see [10] , the unique solution to (24) iŝ
The projection of f j+1 onto the basis functions is hence given by f proj j+1 = Ψ r j+1θ j+1 , which is the command input to be implemented in trial j + 1.
Regarding convergence of the projected ILC algorithm, the following key result is proven [ Here, it is emphasized that this is the same frequency-domain condition that guarantees monotonic convergence for standard ILC without basis functions. This is a crucial result, since it enables the use of frequency-domain design techniques as developed in Section 4 for ILC with basis functions.
Conclusion and Ongoing Work
In this chapter, a systematic and unifying framework is developed for analysis and design of multivariable ILC in the frequency-domain, which is often preferred by control engineers for complex engineering applications. A step-by-step design procedure is presented that gradually extends manual SISO ILC design towards the MIMO case, with the underlying rationale that design complexity and associated modeling requirements should only be increased if necessitated by performance requirements. The procedure consists of 1) interaction analysis, 2) decoupling, 3) robust SISO design for MIMO systems, 4) robust decentralized MIMO design, and 5) full MIMO design. The framework enables control engineers to explicitly address the design trade-offs between performance and modeling requirements, i.e., parametric versus non-parametric models, and SISO versus MIMO models. The developed solutions are hence all suitable alternatives, and depending on the specific application at hand an appropriate choice can be made.
The frequency-domain design procedure is applicable to a range of learning control approaches, each addressing various control and design requirements in engineering applications. Relevant approaches include i) traditional ILC for high performance to repeating tasks using approximate parametric models, ii) model-free iterative learning, which solely requires non-parametric models, and iii) ILC with basis functions, which enables high performance also for varying tasks.
Ongoing research includes several extensions of the presented approaches. In [76] , initial results are presented of the application of the developed design framework to multivariable repetitive control. In [68] , the need for (non-parametric) models in iterative inversion-based control (Section 5) is completely removed by estimating the system FRF from trial data; in [71] it is shown that the algorithm is guaranteed for converge, albeit that additional measures are required to avoid excessive learning transients. The joint use and design of traditional feedback control with learning control is investigated in, e.g., [77] , with particular attention to the inferential control setting [78] , where an explicit distinction is made between measured variables available for real-time feedback control, and performance variables exploited for learning control. Finally, initial results on extending ILC with basis functions (Section 6) towards LPV systems are presented in [79] ; basis function and sampling pattern selection are investigated in [80] .
