Abstract. This contribution deals with a mixed variational formulation of 3D contact problems with the simplest model involving friction. This formulation is based on a dualization of the set of admissible displacements and the regularization of the non-differentiable term. Displacements are approximated by piecewise linear elements while the respective dual variables by piecewise constant functions on a dual partition of the contact zone. The rate of convergence is established provided that the solution is smooth enough. The numerical realization of such problems will be discussed and results of a model example will be shown.
the theoretical analysis but also the practical realization. We establish a priori error estimates and propose the efficient numerical method.
The paper is organized as follows. Firstly, we introduce the mathematical model of the Signorini problem with given friction. In Section 2 we present the continuous mixed variational formulation of the problem. In the third section, we propose a well-posed finite element discretization in order to approximate the mixed formulation. In Section 4 a priori error estimates for the mixed finite element approximations are established. Finally, in Section 5 we present a numerical approach which is based on the dual variational formulation (i.e. the formulation in terms of the Lagrange multipliers) combined with a linearization of the quadratic constraints. Numerical results of a model example will be shown.
Preliminary and notations
The Euclidean norm of a point x ∈ R n , n ≥ 2 will be denoted x in what follows. Let Ω ⊂ R n be a bounded domain with the Lipschitz boundary ∂Ω. The symbol H k (Ω), k ≥ 1 integer, stands for the classical Sobolev space equipped with the norm:
using the standard multi-index notation (the following convention is adopted: with k being the integer part of τ and θ its decimal part (see [1, 11] ). On any portion Γ ⊆ ∂Ω we introduce the space H 1 2 (Γ) as follows: The Cartesian product of m previous spaces and their elements are denoted by bold characters. The respective norms are introduced as follows:
It is readily seen that
3) where w µ ∈ V is the unique solution of the elliptic problem:
(2.4)
In addition,
Variational formulation of the Signorini problem with given friction
Let us consider an elastic body occupying a domain Ω ⊂ R 3 with the Lipschitz boundary ∂Ω which is split into three non-empty, non-overlapping parts Γ u , Γ g and
. For the sake of simplicity of our presentation we shall suppose that Ω = (0, a) × (0, b) × (0, c), where a, b, c > 0 are given and Γ c = (0, a) × (0, b) × {0}. The zero displacements are prescribed on Γ u while surface tractions of density g ∈ L 2 (Γ g ) act on Γ g . The body is unilaterally supported along Γ c by the rigid half-space
Besides constraints on the deformation of Ω we shall take into account effects of friction. We restrict ourselves to the simplest model, namely the model with given friction. Finally the body is subject to volume forces of density f ∈ L 2 (Ω). Our aim is to find an equilibrium state of Ω. The classical formulation of the previous problem consists in finding a displacement vector u = (u 1 , u 2 , u 3 ) satisfying the equations and conditions (3.1)-(3.4):
The symbol σ(u) = (σ ij (u)) 3 i,j=1 stands for a symmetric stress tensor which is related to the linearized strain tensor ε(u) by means of a linear Hooke's law:
where A is a fourth order symmetric tensor satisfying the usual ellipticity conditions in Ω. Further n is the outward unit normal vector to ∂Ω and div denotes the divergence operator acting on tensor functions (the summation convention is adopted):
· Let u n := u n n, u t := u − u n n be the normal, tangential component of the displacement vector u and σ n (u) := σ n (u)n, and σ t (u t ) := σ(u) n − σ n (u) n the normal, tangential component of the stress vector σ(u) n, respectively, where u n := u · n and σ n (u) := (σ(u)n) · n. Here · denotes the scalar product of two vectors. The unilateral and friction conditions prescribed on Γ c read as follows:
Here s ∈ L 2 (Γ c ) , s ≥ 0 is a given function and σ t (u) is the Euclidean norm of σ t (u). 
Remark 3.3. Let t 1 (x), t 2 (x), x ∈ Γ c be two unit vectors such that the triplet {n(x), t 1 (x), t 2 (x)} forms a local orthonormal basis in R 3 with origin at x ∈ Γ c . Then any vector function w : Γ c −→ R 3 can be represented in the local coordinate system {n(x), t 1 (x), t 2 (x)} as follows:
where 
a.e. on Γ c .
To give the variational formulation of our problem we first introduce the Hilbert space V :
and its closed convex subset K of kinematically admissible displacements:
The primal variational formulation of the contact problem with given friction reads as follows:
where
is the total potential energy functional.
On the basis of the previous assumptions we have:
Theorem 3.1. Problem (3.5) has a unique solution.
In order to release the unilateral constraint v n ≤ 0 on Γ c and to regularize the non-differentiable term j we use a duality approach. To this end we introduce several notations. Let
Γc , µ n ≥ 0 on Γ c ,
Remark 3.4.
In accordance with the previous section, the spaces H 1 2 Γc , H
Γc will be endowed with two equivalent norms
and ., . Γc and H 1 2 Γc .
By a mixed formulation of (3.5) we call a problem of finding a saddle-point
The relation between (3.5) and (3.6) follows from the next theorem.
Theorem 3.2.
There exists a unique solution (w, λ) of (3.6) . In addition,
where u ∈ K is the solution to (3.5) .
Proof is obvious.
Convention: the solution to (3.6) will be denoted by (u, λ n , λ t ) in what follows.
Finite element approximation
The present section is devoted to a finite element approximation of the saddle-point problem (3.6). The key point lies in the finite element discretization of the closed convex set M of Lagrange multipliers which leads to a well-posed discrete problem and gives also a good convergence rate for approximate solutions.
We start with discretizations of V , M n and M t .
Let {T h }, h → 0+ be a regular family (see [5] ) of partitions of Ω into tetrahedrons κ. With any T h ∈ {T h } we associate the following space of continuous piecewise linear functions:
Further, let {R H }, H → 0+ be a strongly regular family of rectangulations of Γ c with H > 0 being the norm of R H . On every R H ∈ {R H } we construct the space of piecewise constant functions:
and the following convex sets:
Recall that · stands for the Euclidean norm in R 2 . The set M Ht is the external approximation of M t , while M Hn is the internal approximation of M n .
The discretization of (3.6) is defined in a standard way:
where λ H := (λ Hn , λ Ht ) and M H := M Hn × M Ht . To ensure the existence and uniqueness of a solution to (4.3), the following stability condition is needed:
In the forthcoming convergence analysis, we will need more information on the compatibility between the spaces L H and V h . We shall introduce a stronger assumption, namely the Ladyzhenskaya-Babuska-Brezzi condition which in our particular case takes the form 
holds with a positive constant C(ε) which depends solely on ε > 0. If it is so then using exactly the same approach as in [12] one can prove the next lemma. 
Error analysis
In this section we establish a priori error estimates for the mixed finite element approximation (4.3). We start with the following lemma [3] : 
From the equations in (3.6) and (4.3), we obtain:
The inequality in (4.3) implies that b(µ H − λ H , u h ) ≤ 0 for any µ H ∈ M H . From this the error estimate (5.1) follows.
We now derive an upper bound for u − u h 1,Ω . (u, λ), (u h , λ H ) be the solution of (3.6), (4.3) , respectively. Suppose that u ∈ H 2 (Ω) and the fourth order tensor A defining the Hooke's law is sufficiently smooth. Then
Lemma 5.2. Let
where ε > 0 is arbitrarily small and C > 0 is a positive constant which does not depend on h, H.
Proof. We shall estimate each term on the right hand side of (5.1). But before proving these estimates, let us recall some approximation results. Let I h be the Lagrange interpolation operator with values in V h . There exists a constant C > 0 which does not depend on h and such that for all v ∈ H 2 (Ω) (see [5] ) it holds:
Next, we introduce the projection operator Π H :
The operator Π H has the following approximation property (see [19] ): there exists a positive constant C independent of H such that ∀ϕ ∈ H ν Γc , ν = 
Finally, let us note that the trace theorem implies that
provided that the tensor A is sufficiently smooth (the constant C > 0 depends only on A). Next we estimate each term appearing on the right hand side of (5.1) by choosing: v h = I h u and µ H = Π H λ = (π Hn λ n , π Ht λ t ), where π Hn and π Ht are the components of Π H in L H and (L H ) 2 , respectively. It is readily seen that Π H λ ∈ M H as follows from the definition of M, M H and (5.4).
(i) The first term is evaluated by using continuity of a(., .) and (5.3):
(ii) The second is estimated by using (5.5), (5.6), (5.7) and the trace theorem:
(iii) The third term is estimated as follows:
(iv) To evaluate the fourth term, we invoke the definition of the L 2 -projection operators:
making use of (5.5) and (5.7).
(v) To estimate the last term, let us observe that the complementarity condition λ n u n = 0 a.e. on Γ c yields:
Since u n ≤ 0 and λ Hn ≥ 0 a.e. on Γ c , we have
We now shall estimate (5.8). Noticing that
and using that −λ t · u t + s u t = 0 a.e. on Γ c (see (3.4) and Th. 3.2), we have:
making use of (5.5) and
From (i)-(v) and the V -ellipticity of the bilinear form a(., .), we easily arrive at (5.2).
The next lemma gives the error estimate for the Lagrange multiplier.
Lemma 5.3. Let all the assumptions of Lemma 5.2 together with (4.5) be satisfied. Then
λ − λ H − 1 2 ,Γc ≤ C u − u h 1,Ω + CH, (5.10) λ − λ H − 1 2 +ε,Γc ≤ CH −ε u − u h 1,Ω + CH 1−ε ,(5.
11) where ε > 0 is arbitrarily small and C is a positive constant which does not depend on h and H.
Proof. Let us consider the equations in (3.6) and (4.3). Since V h ⊂ V , we have
The inf-sup condition (4.5) yields:
Here we used the Korn's inequality and the fact that the dual norms Γc . The constantβ > 0 appearing on the left of (5.12) is independent of h and H. The triangle inequality
together with (5.12) and (5.5) proves (5.10).
Let us prove (5.11). The triangle and inverse inequality yield:
making use of (5.6). The rest of the proof now follows from (5.12)
We finally obtain the following global result giving an upper bound for our mixed finite element approximation. Let (u, λ), (u h , λ H ) be the solution to (3.6) , (4.3) , respectively. Suppose that u ∈ H 2 (Ω), the fourth order tensor A defining the Hooke's law is sufficiently smooth and the Ladyzhenskaya-Babuska-Brezzi condition (4.5) is satisfied. Then .2) we define the set M Ht as follows:
It is very easy to verify that if µ t ∈ M t then π Ht µ t ∈ M Ht so that the estimates (i)-(iv) of Lemma 5.2 remain valid. Since −λ t · u t + s u t = 0 a.e. on Γ c , the last term can be written as follows (see (5.8)):
making use of (5.14) with µ Ht := λ Ht and ψ := u t . Therefore this term which is responsible for the lower order of convergence can be omitted in (5.1). Under the assumptions of Theorem 5.1 we have 
Numerical realization
In this section we describe in brief the numerical method for the realization of 3D contact problems with given friction. This method is based on the the dual formulation of (3.5).
Let (u, λ n , λ t ) be the saddle-point of L on V × M n × M t with the notation introduced in Section 2. Then
the dual functional. The dual variational formulation to (3.5) reads as follows:
It is well-known [9] that (6.1) has a unique solution and, in addition (µ * n , µ * t ) = (λ n , λ t ), where (λ n , λ t ) is a part of the solution to (3.6) . It is also readily seen [13] that S is a quadratic functional. Therefore (6.1) is a quadratic programming problem for the dual variable (µ n , µ t ) defined on Γ c and subject to the linear, quadratic constraints µ n ≥ 0, µ t 2 ≤ s 2 , respectively. Let us recall that all constraints appearing in the dual formulation of 2D contact problems with given friction are linear [14] . This fact is important from the practical point of view: one can use [7] efficient CG type algorithms for solving (6.1). To be able to use the same algorithms in 3D problems, a linearization of the quadratic constraints will be necessary. This is what we shall do now.
Let M(r) be the ball in R 2 of radius r ≥ 0 with the center at origin:
Next we construct a piecewise linear approximation of M(r) which will be realized by the intersection of N squares rotated around the origin on a constant angle α = π/(2N ):
being the rotation matrix and
Instead of (6.1) we shall consider the new problem:
It is known (see [10] ) that minimization problems on the intersection of convex sets can be transformed into a sequence of minimization problems over each subset of this intersection. In what follows we show how to proceed in our particular case. We use the following notations:
Then it is easy to see that (6.2) is equivalent to
Let us observe that the inclusion µ i ∈ M n × M i t can be easily expressed by means of box constraints after an appropriate rotation of µ i , i.e. we formally obtain the same situation as in 2D contact problems. The discretized version of (6.3) together with the augmented Lagrangian formulation has been used in (see [15] ) for the numerical realization of 3D contact problems with friction, including Coulomb's model of friction. The previous numerical method has a drawback, too, namely the number of variables is now equal to N × q, where N is the number of squares and q = dim L H . This drawback however can be compensated by using coarser partitions of Γ c when constructing L H (another reason for the use of coarser partitions is mentioned in Lem. 4.1). It is worth noticing that one has to find a good compromise between the mesh sizes h and H. Larger H leads to a smaller number of the dual variables on the one hand, but to the poorer approximation of the non-penetration conditions on Γ c on the other hand. In the following example the relative error between the "exact" and computed displacements for different ratios H/h will be shown. By the "exact" solution we mean the displacement field computed by the same algorithm but using the "pointwise" Lagrange multipliers (algebraic multipliers) which act at each contact node.
The 4 on Γ c . The brick is cut into small cubes of size h and each cube is divided into five tetrahedrons (see Fig. 1 ). Results for the ratios H/h = 2, 4 and the number of squares N = 2, 4 are summarized in Tables 1-4 . All computations were done on IBM SP2. From these results we see that even for higher ratios H/h (i.e. for a less accurate satisfaction of non-penetration conditions) one can get a good approximation of the displacement field. In Table 5 the relative errors between the computed and "exact" solution for n x = 36, n y = n z = 12 and N = 2 on the first 5 grid levels above the contact surface are shown. The largest error occurs just on the contact (first line) surface while decreases when moving inside of the brick. 
