With a greedy strategy to construct control index set of coordinates firstly and then choosing the corresponding column submatrix in each iteration, we present a greedy block Gauss-Seidel (GBGS) method for solving large linear least squares problem. Theoretical analysis demonstrates that the convergence factor of the GBGS method can be much smaller than that of the greedy randomized coordinate descent (GRCD) method proposed recently in the literature. On the basis of the GBGS method, we further present a pseudoinverse-free greedy block Gauss-Seidel method, which doesn't need to calculate the Moore-Penrose pseudoinverse of the column submatrix in each iteration any more and hence can be achieved greater acceleration. Moreover, this method can also be used for distributed implementations. Numerical experiments show that, for the same accuracy, our methods can far outperform the GRCD method in terms of the iteration number and computing time.
1. Introduction. As we know, the linear least squares problem is a classical problem in numerical linear algebra and has numerous important applications in many fields. There are many direct methods for solving this problem such as the method by the QR factorization with pivoting and the method by the SVD [4, 15] . However, these direct methods usually require high storage and are expensive when the involved matrix is large-scale. Hence, some iterative methods are provided for solving large linear least squares problem. The Gauss-Seidel method [26] is a very famous one, which, at each iteration, first selects a coordinate j k ∈ {1, . . . , n} and then minimizes the objective L(x) = 1 2 b − Ax 2 2 with respect to this coordinate. This leads to the following iterative process:
where A (j k ) denotes the j k th column of A ∈ R m×n and e j k is the j k th coordinate basis column vector, i.e., the j k th column of the identity matrix I. In 2010, by using a probability distribution to select the column of A randomly in each iteration, Leventhal and Lewis [16] considered the randomized Gauss-Seidel (RGS) method, which is also called the randomized coordinate descent method, and showed that it converges linearly in expectation to the solution. Subsequently, many works on RGS method were reported due to its better performance; see, for example [18, 14, 11, 28, 5, 27, 30, 24, 7] and references therein.
In 2018, Wu [29] developed a randomized block Gauss-Seidel (RBGS) method, i.e., a block version of the RGS method, which minimizes the objective through multiple coordinates at the same time in each iteration. More specifically, for a subset τ ⊂ {1, . . . , n} with |τ | = T , i.e., the number of the elements of the set τ is T , denote the submatrix of A whose columns are indexed by τ by A τ and generate a submatrix I τ of the identity matrix I similarly. The iterative process can be written as (1.1) x
where A † τ denotes the Moore-Penrose pseudoinverse of A τ . The discussions in [29] show that the RBGS method has better convergence compared with the RGS method. Later, Du and Sun [10] generalized the RGS method to a doubly stochastic block Gauss-Seidel method.
Recently, by introducing a more efficient probability criterion for selecting the working column from the matrix A, Bai and Wu [3] proposed a greedy randomized coordinate descent (GRCD) method, which is faster than the RGS method in terms of the number of iterations and computing time. The idea of greed applied in [3] has wide applications and has been used in many works, see for example [12, 20, 1, 2, 22, 31, 8, 17, 13, 25, 21] and references therein.
Inspired by the ideas of the RBGS and GRCD methods, we develop a greedy block Gauss-Seidel (GBGS) method in the present paper, and show that the convergence factor of the GBGS method can be much smaller than that of the GRCD method. Experimental results also demonstrate that the GBGS method can significantly accelerate the GRCD method. A drawback of the GBGS method is that, in the block update rule like (1.1), we have to compute the Moore-Penrose pseudoinverses in each iteration, which is quite expensive and also makes the method be not adequate for distributed implementations. To tackle this problem, inspired by the idea in [19, 9] , we present a pseudoinverse-free greedy block Gauss-Seidel (PGBGS) method, which improves the GBGS method in computation cost.
The rest of this paper is organized as follows. In section 2, additional notation and preliminaries are provided. We present our GBGS and PGBGS methods and their corresponding convergence properties in section 3 and section 4, respectively. Experimental results are given in section 5.
Notation and preliminaries.
For a vector z ∈ R n , z (j) represents its jth entry. For a matrix G = (g ij ) ∈ R m×n , σ min (G), σ max (G), G 2 , G F and range(G) denote its minimum positive singular value, maximum singular value, spectral norm, Frobenius norm, and column space, respectively. Moreover, if the matrix G ∈ R n×n is positive definite, then we define the energy norm of any vector x ∈ R n as x G := √ x T Gx. In the following, we use x ⋆ = A † b to denote the unique least squares solution to the linear least squares problem:
where A ∈ R m×n is of full column rank and b ∈ R m . It is known that the solution x ⋆ is the solution to the following normal equation [23] for (2.1):
On the basis of (2.2), Bai and Wu [3] proposed the GRCD method listed in Algorithm 2.1, where r k = b − Ax k denotes the residual vector.
In addition, to analyze the convergence of our new methods, we need the following simple result, which can be found in [1] .
Lemma 2.1. For any vector x ∈ range(A), it holds that
Determine the index set of positive integers
Let s k = A T r k and defines k as follows
. Set
end for 3. Greedy block Gauss-Seidel method. There are two main steps in the GBGS method. The first step is to devise a greedy rule to decide the index set J k whose specific definition is given in Algorithm 3.1, and the second step is to update x k using a update formula like (1.1), with which we can minimize the objective function through all coordinates from the index set J k at the same time. Note that the GRCD method only updates one coordinate in each iteration.
Based on the above introduction, we propose Algorithm 3.1.
Remark 3.1. As done in [2] , if we replace δ k in Algorithm 2.1 by ε k in Algorithm 3.1, we can get a relaxed version of the GRCD method. In addition, it is easy to see that if θ = 1 2 , then J k = V k , i.e., the index sets of the GBGS and GRCD methods are the same.
then j k ∈ J k . So the index set J k in Algorithm 3.1 is nonempty for all iteration index k.
In the following, we give the convergence theorem of the GBGS method.
k=0 generated by Algorithm 3.1, starting from an initial guess x 0 ∈ R n , converges linearly to the unique least squares solution x ⋆ = A † b and
Proof. From the update formula (3.1) in Algorithm 3.1, we have
Since A J k A † J k is an orthogonal projector, taking the square of the Euclidean norm on both sides of the above equation and applying Pythagorean theorem, we get
or equivalently,
which together with Lemma 2.1 and the fact σ 2
On the other hand, from Algorithm 3.1, we have
Then,
For k = 0, we have
which together with Lemma 2.1 leads to
Thus, substituting (3.6) into (3.5), we obtain
which is just the estimate (3.2). For k ≥ 1, to find the lower bound of A T r k 2 2 ε k , first note that
where we have used the update formula (3.1) and the property of the Moore-Penrose pseudoinverse. Then
which can first imply a lower bound of max 1≤j≤n |A T (j) r k | 2 Aj 2 2 and then of A T r k 2 2 ε k as follows
Further, considering Lemma 2.1, we have
Thus, substituting (3.7) into (3.5) gives the estimate (3.3). By induction on the iteration index k, we can obtain the estimate (3.4).
Remark 3.4. If θ = 1 2 , i.e., the index sets of the GBGS and GRCD methods are the same, the first term in the right side of (3.3) reduces to
Note that the error estimate in expectation of the GRCD method given in [3] is
where k = 1, 2, . . . . So the convergence factor of the GBGS method is smaller than that of the GRCD method in this case, and the former can be much smaller than the latter because
Remark 3.5. Very recently, Niu and Zheng [21] provided a greedy block Kaczmarz algorithm for solving large-scale linear systems, which is a block version of the famous greedy randomized Kaczmarz method given in [1] . The technique in [21] can be also applied to develop a block version of the greedy Gauss-Seidel method.
4. Pseudoinverse-free greedy block Gauss-Seidel method. As mentioned in section 1, there is a drawback in the update rule (3.1) in Algorithm 3.1, that is, we need to compute the Moore-Penrose pseudoinverse of the column submatrix A J k in each iteration. Inspired by the pseudoinverse-free block Kaczmarz methods [19, 9] , we design a PGBGS method. More specifically, assume |J k | = t and let J k = {j k1 , j k2 , . . . , j kt }. Rather than using the update rule (3.1), we execute all coordinates in J k simultaneously using the following update rule
where
and ω is used to adjust the convergence of the method and satisfies  
. It should be pointed out that the above conditions are only sufficient but not necessary ones.
In summary, we have Algorithm 4.1.
.
Set
end for Remark 4.1. To compare the computation cost of the GRCD, GBGS and PGBGS methods, we present the flops of the update rules of the three methods in Table 1 , where we have used the fact 
It is easy to find that 2|J k | 3 + (4m − 3)|J k | 2 + (m + 2n)|J k | > (2m + 2n + 1)|J k |. So the GBGS method needs more flops compared with the PGBGS method. Thus, for the same accuracy, the latter needs less computing time. More importantly, from the derivation of (4.1), we can find that the PGBGS method can be used for distributed implementations, which can yield more significant improvements in computation cost. Although the GRCD method requires fewer flops in each iteration compared with our two block methods, the GRCD method needs much more iterations because it only executes one column in one iteration. So our methods behave better in the total computing time. Moreover, if |J k | is small, the difference between the flops needed in the GRCD and PGBGS may be negligible. These results are confirmed by experimental results given in section 5.
In the following, we give the convergence theorem of the PGBGS method.
Theorem 4.2. The iteration sequence {x k } ∞ k=0 generated by Algorithm 4.1, starting from an initial guess x 0 ∈ R n , converges linearly to the unique least squares solution x ⋆ = A † b and
Proof. From the update rule (4.2) in Algorithm 4.1, we have
Taking the square of the Euclidean norm on both sides, we get
On the other hand, from Algorithm 4.1 and (4.1), we have
which together with Lemma 2.1 gives
Thus, substituting (4.5) into (4.4), we obtain the estimate (4.3).
Experimental results.
In this section, we compare the GRCD, GBGS, and PGBGS methods using the matrix A ∈ R m×n from two sets. One is generated randomly by using the MATLAB function randn, and the other one contains the matrices abtaha1 and ash958 from the University of Florida sparse matrix collection [6] . To compare these methods fairly, we set θ = 1 2 in ε k , i.e., let the index sets of the three methods be the same. In addition, we set ω = 1 in the PGBGS method.
We compare the three methods mainly in terms of the flops (denoted as "Flops"), the iteration numbers (denoted as "Iteration") and the computing time in seconds (denoted as "CPU time(s)"). In our specific experiments, the solution vector x ⋆ is generated randomly by the MATLAB function randn. For the consistent problem, we set the right-hand side b = Ax ⋆ . For the inconsistent problem, we set the right-hand side b = Ax ⋆ + r 0 , where r 0 is a nonzero vector belonging to the null space of A T generated by the MATLAB function null. All the test problems are started from an initial zero vector x 0 = 0 and terminated once the relative solution error (RES), defined by
satisfies RES < 10 −6 or the number of iteration steps exceeds 200, 000.
For the first class of matrices, that is, the matrices generated randomly, the numerical results on RES in base-10 logarithm versus the Flops, Iteration and CPU time(s) of the three methods are presented in Figure 1 when the linear system is consistent, and in Figure 2 when the linear system is inconsistent.
From Figures 1 and 2 , we can find that the PGBGS method requires almost the same number of flops as the GRCD method, and the GBGS method needs the most flops. However, the GBGS method requires the fewest iterations, and, as desired, the PGBGS method needs the least computing time. Moreover, the differences in iterations and computing time between our methods and the GRCD method are remarkable. These results are consistent with the analysis in Remark 4.1.
For the second class of matrices, that is, the sparse full column rank matrices from [6] , we plot the numerical results on RES in base-10 logarithm versus the Flops, Iteration and CPU time(s) of the three methods in Figure 3 when the linear system is consistent, and in Figure 4 when the linear system is inconsistent.
The findings from Figures 3 and 4 are similar to the ones from Figures 1 and 2 . That is, the GBGS and PGBGS methods can far outperform the GRCD method in terms of the number of iterations and computing time.
Therefore, in all the cases, although the GBGS method needs more flops because of the computation of the Moore-Penrose pseudoinverse, it is still much faster than the GRCD method. This is mainly because the latter only updates one coordinate in each iteration while the former executes multiple coordinates. The PGBGS method has more advantages because it doesn't need to calculate the Moore-Penrose pseudoinverse any more. 
