The increasing availability of electronic health records (EHRs) creates opportunities for automated extraction of information from clinical text. We hypothesized that natural language processing (NLP) could substantially reduce the burden of manual abstraction in studies examining outcomes, like cancer recurrence, that are documented in unstructured clinical text, such as progress notes, radiology reports, and pathology reports. We developed an NLPbased system using open-source software to process electronic clinical notes from 1995 to 2012 for women with early-stage incident breast cancers to identify whether and when recurrences were diagnosed. We developed and evaluated the system using clinical notes from 1,472 patients receiving EHR-documented care in an integrated health care system in the Pacific Northwest. A separate study provided the patient-level reference standard for recurrence status and date. The NLP-based system correctly identified 92% of recurrences and estimated diagnosis dates within 30 days for 88% of these. Specificity was 96%. The NLP-based system overlooked 5 of 65 recurrences, 4 because electronic documents were unavailable. The NLP-based system identified 5 other recurrences incorrectly classified as nonrecurrent in the reference standard. If used in similar cohorts, NLP could reduce by 90% the number of EHR charts abstracted to identify confirmed breast cancer recurrence cases at a rate comparable to traditional abstraction. breast cancer recurrence; chart abstraction; natural language processing Abbreviations: COMBO, Commonly Used Medications and Breast Cancer Recurrence; cTAKES, Clinical Text Analysis and Knowledge Extraction System; EHR, electronic health record; NLP, natural language processing.
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Medical records have long been an important source of information for epidemiologic studies, and adoption of electronic health record (EHR) systems is increasingly making patients' charts available digitally. Structured EHR data, such as diagnosis and procedure codes, are used extensively in population-based research but capture some conditions unreliably (1) . They are inadequate for many important outcomes, such as breast cancer recurrence, that are documented only in unstructured chart notes and reports (2) (3) (4) (5) . Manual abstraction, the traditional method for extracting information from EHR charts, is time-consuming and expensive and poses inherent risks to patient privacy, limiting the quantity of information available for research.
To address this limitation, natural language processing (NLP)-computational methods for analyzing machinereadable unstructured text-has been used for more than a decade as an alternative or adjunct to manual chart abstraction (6, 7) . Some successful applications of NLP include abstracting findings from imaging (8, 9) and pathology reports (10, 11) , identifying individuals due for cancer screening (12) , clinical trial recruitment (13) , identifying postoperative surgical complications (14) , and conducting pharmacogenomics and translational science research (15) (16) (17) (18) (19) (20) . Recent success has also been reported using NLP to identify breast and prostate malignancies described in pathology reports (21) . In some cases, NLP-based algorithms perform as well as, or better than, manual review (9, 12, 22) . NLP has been used in epidemiology research to identify statin-induced rhabdomyolysis cases undocumented by structured diagnosis codes, augmenting by 20% the number of cases ascertained (1) and potentially reducing bias. Genetics research consortia, including the Electronic Medical Records and Genomics Network (23, 24) and the PharmacoGenomics Research Network (25) , are applying NLP in phenotype definitions.
We hypothesized that an NLP-based system could substantially reduce manual abstraction efforts in large-scale population-based studies when used to identify patients for cohort inclusion without meaningful losses in sensitivity. We explored this hypothesis in a challenging test case: ascertainment of recurrent breast cancer diagnoses for women with early stage invasive breast cancers. This is an outcome of common interest in breast cancer studies and one where case ascertainment relies heavily on manual chart abstraction. Others are exploring structured data algorithms for identifying such recurrences (26, 27) . Successfully reducing abstraction burden requires an algorithm with sufficient specificity to obviate manual review of a substantial number of truenegative charts while maintaining sufficient sensitivity to minimize the number of true cases excluded from manual review. Higher sensitivity means greater ascertainment; higher specificity means more efficiency. We report here the results of an NLP-based system we designed to make manual abstraction of breast cancer recurrence status more efficient.
METHODS

Study cohort, outcome, and clinical documents
Our study cohort and outcome definitions were adopted from the Commonly Used Medications and Breast Cancer Recurrence (COMBO) Study (28) conducted at Group Health, an integrated health care delivery system in the Pacific Northwest, from 2007 to 2012. This study used data collection protocols from the Optimizing Breast Cancer Outcomes Study (29, 30) and the Breast Cancer Treatment Effectiveness in Older Women Study (30, 31) . It included 2,951 women diagnosed between 1990 and 2009 with early stage (I or II) first primary invasive breast cancer who received care at Group Health. The COMBO investigators abstracted paper charts from 1990 to 2004 and EHRs for 2005-2012 following a written protocol (Web Appendix 1, available at http:// aje.oxfordjournals.org/) to identify recurrent and second primary breast cancers. Though no manual abstraction process is infallible, we accepted COMBO data as our patient-level reference standard to develop and evaluate our NLP-based system. The Group Health institutional review board approved this study.
We defined breast cancer recurrence as an ipsilateral, regional, or metastatic breast cancer diagnosis during a followup period. Our follow-up period started 120 days after the primary cancer diagnosis date (obtained from the Surveillance, Epidemiology, and End Results Program (32)) and ended on the date of death, disenrollment from the health plan, or completion of COMBO chart review, whichever came first (29) (30) (31) . "Second primary" breast cancers, defined as cancers in the contralateral breast, were not considered recurrences. The recurrence diagnosis date was defined as the date of definitive pathology findings or, if unavailable, either the date of a radiology report providing evidence of recurrence or the date of a progress note in which a practitioner's diagnosis first appeared. COMBO data also identified whether the cancer was pathologically or clinically confirmed. Clinical confirmation means the diagnosis was based on clinical judgment, often aided by radiology studies, but without positive pathology findings.
We excluded all 562 COMBO subjects with primary breast cancers prior to January 1, 1995, leaving 2,389 available for NLP-based system development or evaluation. We chose this cutoff date because electronic progress notes and radiology reports were not available until November 1998, and median time to clinically confirmed recurrence in our training set was 3.0 years. Thus, excluding women with primary breast cancers before 1995, as opposed to late 1998, allowed us to include more patients and reduce the chance of clinically confirmed recurrences occurring during the pre-EHR period.
We divided our cohort into 3 groups. A training set of 544 was used to develop our NLP system. A test set of 928 was used, once, for system evaluation (reported here). The remaining 917 charts were reserved for future work. So that we could begin NLP-based system development while chart reviews were underway, we selected the training set in random samples over several months, during which time 32%-69% of COMBO chart reviews were completed. We froze the training set at 544 charts after NLP system performance (described below) plateaued, and no new variations in language usage were observed. Because the COMBO Study conducted chart reviews chronologically by primary cancer diagnosis date, women who were diagnosed early in the study period, when care was less likely to be EHRdocumented, were overrepresented in the NLP training set. We sampled the test set after COMBO reviews were completed. All sampling was stratified by recurrence status (yes/no) and type ( pathologically vs. clinically confirmed).
Clinical documents for all patients were obtained from Group Health EHR systems. They included all available machine-readable pathology reports, progress notes, and radiology reports during patient-specific follow-up periods. Paper reports and reports scanned as images in the EHR were available to the COMBO human review and so are reflected in our reference standard. However, they could not be processed by our NLP system.
NLP software and resources
We developed our system with the open-source Apache clinical Text Analysis and Knowledge Extraction System (cTAKES) (33, 34) , Python (35) , and SQL (36) . cTAKES is an NLP platform with components specifically trained on clinical text. We used cTAKES modules for document sectioning, concept coding, and assertion status annotation. Sectioning identifies headings such as "impression" and "assessment" that provide organization and meaning to document content. For example, mentions of "breast cancer" in a progress note's "family history" and "assessment" sections have different meanings. Our section annotator was based on that developed by Savova et al. (37) . Concept coding uses electronic dictionaries to identify terms of interest, such as "metastatic breast cancer," and associates with each term a standardized ontology/terminology code, such as "C0278488," that can be easily referenced in algorithms. Assertion status annotation determines whether a coded concept is negated (e.g., "no evidence of recurrence") and whether it expresses uncertainty (e.g., "may suggest recurrence"), a historical condition of the patient, or a historical condition of a family member. Assertion status defaults to affirmative if not negated, uncertain, or historical.
We created a cTAKES custom dictionary for all terms and phrases we determined to be relevant to diagnoses of recurrent breast cancer. Its initial entries were gathered from a review of the training corpus and the National Cancer Institute's online vocabulary services (38) . We augmented these entries by deriving synonyms, permutations, and abbreviations. For example, we added "br ca" as an abbreviation of "breast cancer" and added "cancer [of the] breast" as a permutation. Our cTAKES dictionary had 1,360 entries for pathology findings (Web Appendix 2 and Web Table 1 ) and 4,891 for clinical findings (Web Appendix 3 and Web Table 2 ).
EXPERIMENTAL METHODS
Generally, the approach for developing NLP-based systems with additional phenotyping logic, and the one we followed, is an iterative process informed by theory, experimentation, logic, and domain knowledge. At each iteration, a candidate NLP system is applied to a reference standard training corpus, and its results are evaluated. Evaluation is based on standard measures of performance, including sensitivity and specificity. Discrepancies between the NLP system and the reference standard are investigated through error analysis. The system is then modified in an attempt to reduce errors. Iterative development continues until performance reaches a high level or plateaus. The final system is tested, once, on a test corpus reserved solely for that purpose (39) . For additional information and illustrations of applications in other settings, see Nadkarni et al. (6), Savova et al. (40) , and Pestian et al. (39) .
Breast cancer recurrence NLP system architecture Modular designs are common in NLP, allowing separate components to be tailored for specific information extraction tasks. Our NLP system's modules reflect the strategy used by COMBO abstractors: they first reviewed pathology reports for evidence of recurrence and then, if not found, reviewed radiology and progress notes. Pathology reports appear infrequently in charts, provide the strongest evidence of recurrence, and are usually linguistically simpler than other clinical text. Radiology reports, and especially progress notes, can be copious, topically diverse, and linguistically nuanced, often including uncertain, hypothetical, and/or historical references. We therefore designed our NLP-based system with a pathology module for processing pathology notes and a clinical module for processing radiology reports and progress notes (combined). We processed all available documents for all subjects and then combined both modules' output to assign each patient a recurrence status and, if pertinent, a diagnosis date ( Figure 1 ).
Pathology module
The pathology module classified a report as positive for recurrence if it met 3 criteria. First, it had to contain the following 3 elements describing breast cancer: an anatomical location related to the breast, such as breast or duct; a malignant disorder, such as cancer or adenocarcinoma; and an indication of severity, such as infiltrating or metastatic. Reports lacking any of these elements were considered negative for recurrence. Second, the report could not refer to the contralateral breast. For example, if the primary was on the right, a report referring to the left breast was presumed to be describing a second primary (discussed above) and considered negative for recurrence. Third, if the pathology report was within 210 days of the primary diagnosis date and mentioned a definitive surgery, such as mastectomy or reexcision, it was presumed to be discussing delayed treatment of the primary cancer and was considered negative for recurrence. Surgery to treat recurrent disease 210 or more days after primary diagnosis was rare in the training set. The 210-day rule was chosen because it addressed most false positives due to delayed surgeries in the training set, while minimizing false negatives. Reports meeting all 3 criteria were considered positive for recurrence, and the report date of the earliest positive report was assigned as the recurrence diagnosis date.
Clinical module
The clinical module considered affirmative mentions of breast cancer recurrence-including metastatic disease-in progress notes and radiology reports to determine whether and when recurrence was diagnosed. Because clinical diagnosis often requires assimilating indirect evidence, such as change in imaging findings over time, language describing it can be speculative, a common challenge in clinical NLP. We therefore designed the clinical module's status annotator to recognize a broad range of uncertainty cues appearing in the training corpus (e.g., the cue "question" in the sentence "The question is whether or not this could represent recurrence of breast cancer."). However, charts of some women with clinically confirmed recurrence contained only mentions qualified by uncertainty. To avoid misclassifying such charts as nonrecurrent, we iteratively performed experiments on the training set to identify uncertainty-qualified mentions that were semantically equivalent to affirmative mentions. The phrase "suggests metastatic breast cancer" is illustrative. Though expressing uncertainty, it typically appears when clinical evidence tips in favor of diagnosis. These changes improved sensitivity but, as expected, degraded specificity, a frequent trade-off during NLP development.
We used 2 common strategies to address this degraded specificity. First, we restricted valid mentions to specific combinations of dictionary terms, document sections, and document types. For example, "metastatic breast cancer" in the "diagnosis" section of a progress note was considered valid, but the same mention in a progress note's "subjective" section was not, because only the former was likely to correspond to an actual diagnosis. We call these valid combinations of terms, sections, and document types "hits." Hits were derived empirically from the training corpus. A complete list of hits is provided in Appendix 3 and Web Tables 2-5.
Our second strategy involved splitting the chart into 30-day windows defined by rolling 15-day offsets throughout the follow-up period. Our analysis of the training corpus confirmed the intuitive: a pronounced increase in frequency of hits occurred near the diagnosis date, as illustrated in Figure 2 . Therefore, we classified a chart as recurrent only if it had at least 3 hits in a 30-day window. This rule achieved the best balance between sensitivity and specificity. The module assigns the date of the earliest document with a hit in a window as the recurrence date. If no window during follow-up had at least 3 hits, the module classified the chart as nonrecurrent.
Rule-based NLP system development typically starts by defining the broadest rules and then proceeds to improve results by adding rules addressing more specific cases. One such case for us involved the word "metastasis." Women in our cohort had stage I or II primary cancers, which do not involve distant metastases. Accordingly, chart mentions of metastases overwhelmingly indicated recurrence. Occasionally, a stage II primary cancer was described as metastatic to regional lymph nodes. In such charts, subsequent metastasis mentions may refer to the primary cancer or a recurrence. We addressed this ambiguity as follows: if a chart contained any mention of positive lymph node involvement, then mentions of metastasis in a note's "history" section were excluded from the set of hits. This rule improved recurrence status classification in the training set.
Assigning overall recurrence status and date
In a final step called postprocessing, we combined the output of the pathology and clinical modules to produce an overall recurrence status and date for each chart. When neither module was positive for recurrence, the chart was classified as nonrecurrent. When either or both modules were positive, the chart was classified as recurrent; the recurrence date was established by the pathology module, if available, and the 752 Carrell et al.
clinical module otherwise. The pathology module's date was preferred because pathological evidence is more definitive. Evaluation. Our main performance measures were specificity and sensitivity. Specificity conveys the potential benefit of our approach, indicating the percentage of nonrecurrent charts that will not require manual review. From sensitivity, we calculated the percentage of truly recurrent cases that would be missed if the system determined which charts were reviewed (1.00 − sensitivity). From positive predictive value (PPV), we calculated the percentage of cases that would be reviewed manually and be negative for recurrence (1.00 − PPV). Whereas false positives will be reclassified as negative upon human review, false negatives represent true cases that would be overlooked entirely, potentially introducing bias.
We calculated the F score, which is the harmonic mean of PPV and sensitivity [(2 × PPV × sensitivity) / (PPV + sensitivity)], because it provides a balanced measure of overall performance and is a common evaluation metric in the NLP field (41). We also computed a date-weighted F score, which is like the F score but weighs each true positive by the proximity of the system-assigned recurrence date to the reference standard date (Web Appendix 4).
We evaluated the NLP-based system against the reference standard 1) as documented by chart abstractors, and 2) as modified by an independent review of some charts where the system and the reference standard were discordant. Discordant recurrence statuses and dates were reviewed as follows. First, presuming the reference standard was correct, an informaticist conducted error analysis to categorize the NLP system's error. Then, charts with discordances not so resolved were independently reviewed by a trained abstractor following the COMBO protocol, yielding a recurrence status, date, and explanation for the NLP and/or reference standard errors (as relevant). We used the original reference standard to evaluate the system's ability to replicate human abstraction and the modified one to assess NLP performance relative to human abstraction. We did not review concordant charts because of the high cost and because errors therein were less likely and would not affect measures of relative performance.
RESULTS
Women in the training and test sets were comparable with respect to primary cancer diagnostic characteristics (cancer stage, cancer grade, node positivity) and treatment characteristics (surgery, radiation therapy, chemotherapy, hormone therapy; Table 1 ). Women in the test set tended to have primary cancers later in the study period because of the pragmatic sampling scheme explained above, corresponding to a later median recurrence date, shorter follow-up, and lower recurrence rate in the test set (Table 1 ). This also accounted for the test set's reduced likelihood of having any clinical notes in the pre-EHR era (Table 2) . Nine percent of women in the test set had some follow-up in the period when electronic radiology and progress notes were unavailable, creating the possibility that some chart-documented recurrences would be impossible to discover via NLP (Table 2) .
Confusion matrices for results of the NLP-based system are shown in Table 3 ; performance statistics are shown in Table 4 . In the training set, the system achieved 0.93 sensitivity, 0.95 specificity, 0.76 PPV, and a date-weighted F score of 0.67. Against the original reference standard test set, the system achieved 0.92 sensitivity, 0.96 specificity, 0.59 PPV, and dateweighted F score of 0.59. Reduced PPV and F scores in the test set are at least partly a function of lower prevalence of recurrence in the test set compared with the training set (6.47% vs. 13.97%, Table 1 ). Assigned recurrence dates were within 14 days of the actual recurrence date for 76.1% and 74.5% of the true positives in the training and (original) test sets, respectively; 80.1% and 83.6% were within 30 days, respectively. If this system had been used to select charts for manual abstraction in the COMBO Study, the number of charts reviewed would have been reduced from 928 to 93, a reduction of 90%. This benefit would come at the expense of an 8% (5 of 60) loss of true cases based on the original reference standard.
The system performed better against the adjudicated reference standard than the original reference standard (Table 4) . Adjudication resulted in 5 nonrecurrent charts in the original reference standard being reclassified as recurrent. In 4 of these, the original human abstractors had overlooked evidence of recurrence that the NLP-based system detected. After adjudication, the NLP-based system's false negative errors were equal in number to those overlooked by human review (5 each). Adjudication also adjusted the recurrence date of 2 charts for which the original reference standard's dates were off by more than 30 days from the adjudicated date as opposed to a difference of 1 or fewer days on the part of the NLP system (Web Appendix 5 and Web Table 6 ).
Error analysis of results against the adjudicated reference standard showed that 4 of the system's 5 false negatives were due to relevant clinical documents not being available electronically; the fifth occurred because the pathology module's dictionary failed to include cancer grading terms (e.g., "poorly differentiated") as indications of disease severity.
Against the adjudicated reference standard, the system had 32 false positive errors, which reduce efficiency but do not introduce bias when used to identify charts for manual review. Many of these (n = 12, 38%) were due to status annotation errors, such as failing to recognize rule-out diagnoses, differential diagnoses, or distant negation cues. Some other false positives were caused by misinterpreting metastases or recurrences of cancers from nonbreast primaries (n = 3).
DISCUSSION
We designed this study to test whether an NLP-based system could be used to increase the efficiency of EHR-based research. We chose recurrent breast cancer as a test case because it is a scientifically important outcome traditionally ascertained at substantial cost by manual review. Our results demonstrate that NLP can identify recurrent breast cancer diagnoses with high sensitivity and specificity. Used to identify charts requiring manual review, NLP could substantially reduce reviewer burden and patient privacy risk with minimal loss of true cases. Our experiment achieved a 90% reduction in charts requiring review with an 8% loss of true cases, and the number of recurrent cases misclassified by NLP was equal to the number misclassified by manual review. Four of the 5 NLP false negative errors were due to documents Natural Language Processing for Chart Abstraction 753 not being available electronically, a problem that may diminish as EHR adoption increases.
The acceptability of an NLP-based system's error rates depends on the research application. If the NLP-based system is intended to enhance the efficiency of manual review, false negative error rates comparable to those for manual review (e.g., 8% in the COMBO Study) are acceptable, and false positive errors are less concerning because their only "cost" is reducing efficiency by increasing the number of charts reviewed. For other purposes, such as estimating event rate trends, error tolerance may be lower. The tradeoffs between sensitivity and specificity made when developing an NLP system have implications for potential biases and should be carefully considered in a given application (42) .
We believe the NLP methods illustrated here may be useful for identifying other clinical outcomes, including recurrence of other cancers. Further adoption of EHRs, coupled with improvements in NLP technologies, may make it feasible to incorporate recurrence outcomes into population-based surveillance efforts such as the Surveillance, Epidemiology, and End Results program. In such contexts NLP may be used as a substitute for some manual abstraction tasks and as an adjunct to others requiring manual confirmation.
Algorithms like ours can be tailored to meet particular study design objectives (42) . For example, to support fully automated EHR-driven genomics research (24, 43) , where high PPV is required but sensitivity is optional, a modified system could require cases to have more hits in smaller time windows and controls to have 0 hits throughout follow-up. Alternatively, a system incorporating manual review and needing very high sensitivity could require fewer hits in longer time windows.
Several limitations of this work should be noted. First, our NLP modules may require adaptation to accommodate language usage and document sectioning in other institutional settings. Second, NLP development costs limit its applicability to large or repeated tasks where it is cost effective relative to 100% manual abstraction. Third, NLP requires access to machine-readable clinical text and does not work with print documents or their scanned copies. Although expanding EHR adoption may reduce this limitation in the future, assessing document availability is an important early step in any NLP project. Fourth, our study cohort was limited to women with early stage (I or II) breast cancers; the algorithm has not been tested for recurrence in women with initial late stage disease or ductal carcinoma in situ (stage 0). Fifth, Table continues 754 Carrell et al. reference standard corrections were limited to the review of charts where NLP and the reference standard were discordant. Reviews of concordant charts may have revealed additional errors. However, because NLP and the reference standard agreed on these charts, any errors so discovered would not affect assessment of NLP system performance relative to manual abstraction. Future work should include testing the NLP-based system's performance in other institutional settings and incorporating machine learning methods to enhance accuracy of status annotations (e.g., negation, uncertainty). Future work should also explore combining NLP-based methods with structured data algorithms based on diagnosis, procedure, and medication codes (26) . Such hybrid approaches are successful in other domains (23, 24) and may reduce errors. For example, if clinical documents describing an outcome are ambiguous or incomplete, structured data may clarify the situation.
CONCLUSION
The NLP-based recurrent breast cancer detection system we present demonstrates the feasibility of improving the efficiency of research efforts requiring manual abstraction from patient charts. This work contributes to the converging evidence that NLP can be used to determine which charts should receive expensive and time-consuming manual review, and NLP can scale to large sample sizes at very low additional Abbreviations: NLP, natural language processing; PPV, positive predictive value. a Date-weighted F score is calculated like F score but weighs each true positive by the proximity of the NLP system-assigned date to the reference standard date (as described in Web Appendix 4).
b This ratio is the number of patients for which the NLP system assigned a date within the specified time period (numerator) divided by the number of patients correctly classified by the NLP system as recurrent (denominator, from Table 3 ).
c The number of patients for which manual review could be avoided if the NLP system were used in a comparable study to select patients for cohort inclusion.
d This ratio is the number of patients for which manual review could be avoided if the NLP system were used in a comparable study (numerator) divided by the number of patients otherwise eligible for study inclusion (denominator).
e The number of true recurrence cases that would be overlooked if the NLP system were used in a comparable study to select patients for cohort inclusion.
f This ratio is the number of true recurrence cases that would be overlooked if the NLP system were used in a comparable study (numerator) divided by the number of true recurrence cases in the study cohort (denominator).
g The corrected reference standard reflects corrections to the original reference standard based on an independent review of charts where the original reference standard and the NLP system produced discordant results for patients' recurrence status and/or recurrence date. Abbreviation: NLP, natural language processing. a The corrected reference standard reflects corrections to the original reference standard based on an independent review of charts where the original reference standard and the NLP system produced discordant results for patients' recurrence status and/or recurrence date.
cost. Using freely available open-source NLP software to process free-text pathology reports, radiology reports, and progress notes, we assigned breast cancer recurrence status and dates to patients with known primary cancers. Our results indicate that NLP, in conjunction with manual review, could identify confirmed cases of recurrent breast cancer at a rate comparable to traditional abstraction with up to a 90% reduction in the number of charts requiring manual review.
