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Abstract—Erasure codes have emerged as an efficient technol-
ogy for providing data redundancy in distributed storage systems.
However, it is a challenging task to repair the failed storage nodes
in erasure-coded storage systems, which requires large quantities
of network resources. In this paper, we study fractional repetition
(FR) codes, which enable the minimal repair complexity and also
minimum repair bandwidth during node repair. We focus on the
duality of FR codes, and investigate the relationship between the
supported file size of an FR code and its dual code. Furthermore,
we present a dual bound on the supported file size of FR codes.
Index Terms—Distributed storage systems, regenerating codes,
repair bandwidth, fractional repetition codes, dual code.
I. INTRODUCTION
In the recent decades, erasure coding techniques are gaining
more and more popularity owing to the high storage efficiency.
For the same storage overhead, erasure codes can improve the
data reliability than the conventional replication-based scheme
[1]. Therefore, enterprise storage systems are also transitioning
to erasure coding techniques for better storage features [2], [3].
In an erasure coding scheme, an original data object is mapped
into n coded blocks and spread across n distinct storage nodes,
satisfying that any k out of the n nodes are sufficient to retrieve
the source file. Even though traditional erasure codes (such as
Reed-Solomon codes) are capable of reducing the data storage
overhead while preserving the fault tolerance guarantees, they
are less efficient in failure recovery as compared to replication.
When replicated data is lost, it can be simply reconstructed by
downloading copies from other surviving nodes. However, for
erasure codes, the conventional method for recovering the lost
data is to reconstruct the original file by connecting to k nodes
and then re-encode to obtain the data stored in the failed node.
In other words, repairing a single failed node requires the data
from k other nodes, resulting in a k times higher reconstruction
traffic than the replication scheme.
Regenerating codes are proposed in [4] aiming to reduce the
amount of data transmission during the node repair operation.
Specifically, an (n, k, d,M, α, β) regenerating code encodes a
data object of sizeM into nα coded packets, which are spread
across n storage nodes, with each node containing α packets.
The stored data can be reconstructed by contacting any subset
of k nodes. Upon failure of a storage node, it can be replaced
by a new node, whose content is generated by downloading β
packets from each of any set of d surviving nodes. Particularly,
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for the case that the total amount of network transfer (i.e., dβ)
equals to the size of lost content stored in the failed node, then
the corresponding code is referred to as a minimum-bandwidth
regenerating (MBR) code [4]. However, the reduction in repair
bandwidth is at the cost of imposing an encoding capability on
the helper nodes, i.e., the β transferred packets are obtained as
a function of the packets stored in the contacted node.
Rashmi et al. [5] introduced the notion of repair-by-transfer
for node repair, where each helper node transfers a portion of
the stored data to the replacement node without any arithmetic
operations. Such a repair model eliminates the computational
burden at the helper nodes. El Rouayheb and Ramchandran [6]
further generalized the code constructions in [5] and proposed
fractional repetition codes. The encoding process of FR codes
consists of the concatenation of two codes: an outer maximum-
distance-separable (MDS) code followed by an inner fractional
repetition code. The data objects are first encoded by an MDS
code, and then the encoded packets are replicated and stored in
the system according to the FR code. The outer MDS code is
used for data reconstruction, and the inner FR code is designed
to facilitate the node recovery process. In the presence of node
failures, the replacement node simply downloads the required
data from a specific set of surviving nodes without the need of
computations. The transferred packets by the contacted helper
nodes are the same as the content of the failed storage node. In
such a sophisticated manner, FR codes achieve uncoded exact
repair at the MBR point.
El Rouayheb and Ramchandran presented in [6] two explicit
constructions of FR codes based on regular graphs and Steiner
systems. Several recent studies extend the design of FR codes
to a larger set of parameters, which are based on randomized
algorithm [7], bipartite cage graphs [8], resolvable designs [9],
incidence matrix [10], group divisible designs [11], transversal
designs [12], symmetric designs [13], Kronecker product [14],
and perfect difference families [15]. Moreover, the supported
file size of constructed FR codes are also investigated in [12],
[14] and [15].
Contributions: In this paper, we consider the duality of frac-
tional repetition codes. Based on the relationship between the
supported file size of an FR code and its dual code, we present
a dual bound on the supported file size of the original FR code.
Organization: The rest of this paper is organized as follows.
Section II introduces the duality of fractional repetition codes.
We elaborate on the file size hierarchy of FR codes in Section
III. Section IV presents a dual bound on the supported file size
of FR codes. Finally, we conclude in Section V.
Figure 1. The encoding process of an (n, α, v, ρ)-FR code. A data object of
size M is first encoded into v coded packets using an MDS code. Then each
coded packet is equally replicated ρ times and distributed to n storage nodes
N1, N2, . . . , Nn according to the FR code, where each node stores α packets.
II. FRACTIONAL REPETITION CODE AND ITS DUAL
An incidence structure is a triple (P ,B, I), where P and B
are two finite sets, and I is a subset of P×B. The elements in
P are called points, and the elements in B are called blocks.
A point p ∈ P is incident with a block B ∈ B if (p,B) ∈ I.
The incidence matrix of an incidence structure is a |B| × |P|
zero-one matrix, with rows indexed by the blocks and columns
indexed by the points, such that the entry corresponding to a
point p and a block B is equal to 1 if and only if p is incident
with B [16].
In this setting, it is permissible that two distinct blocks are
incident with the same set of points. We say that the incidence
structure contains repeated blocks. For the case that there are
no repeated blocks in an incidence structure (P ,B, I), we say
that the incidence structure is simple, and any block is uniquely
determined by the points incident with it. In other words, each
block in B can be viewed as a subset of P .
A fractional repetition (FR) code is an incidence structure in
which each point is incident with ρ blocks, and each block is
incident with α points, for some constants ρ and α. Therefore,
the incidence matrix of an FR code has constant row sum α,
and constant column sum ρ. Notice that a fractional repetition
code is also known as a tactical configuration in the literature
of combinatorial designs. Let n denote the number of blocks,
and v be the number of points in an FR code. We refer to such
an FR code as an (n, α, v, ρ)-FR code. These code parameters
satisfy the following relationship
nα = vρ. (1)
Example 1. When every block is incident with α = 2 points,
then the notion of an FR code coincides with a ρ-regular graph
(possibly with multiple edges).
An (n, α, v, ρ)-FR code C is used to distribute data packets
across a storage system. We encode a data object into v coded
packets by using a proper MDS code, which are then replicated
and spread across n storage nodes according to the incidence
structure specified by C. Each coded packet is associated with
a certain point in P , and the storage nodes are associated with
the blocks in B. A packet is stored in a node if and only if the
corresponding point and block are incident. Hence, each node
contains α packets, and each packet is stored in ρ nodes. Fig. 1
shows the encoding process of C. Since a packet is replicated
ρ times, the system can tolerate any ρ− 1 node failures.
The dual of C is defined as the FR code (B,P , It), where
It is the subset of B × P defined by
It := {(B, p) : (p,B) ∈ I}.
Let Ct denote the dual of C. We note that the incidence matrix
of C and Ct are the transpose of each other. In [6], the authors
refer to the dual FR code as the Transpose code.
Lemma 1. Let C be an (n, α, v, ρ)-FR code.
(i) The dual code of C is a (v, ρ, n, α)-FR code.
(ii) The double dual of C is C itself.
Example 2. Let C be the incidence structure obtained from
the line graph of the complete graph on five vertices. This gives
the (5, 4, 10, 2)-FR code with incidence matrix

1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 0 0 1 1 0
0 0 1 0 0 1 0 1 0 1
0 0 0 1 0 0 1 0 1 1


as discussed in [5]. We note that this is a 5× 10 matrix with
constant row sum α = 4 and constant column sum ρ = 2. The
dual of this FR code is a (10, 2, 5, 4)-FR code with incidence
matrix 

1 1 0 0 0
1 0 1 0 0
1 0 0 1 0
1 0 0 0 1
0 1 1 0 0
0 1 0 1 0
0 1 0 0 1
0 0 1 1 0
0 0 1 0 1
0 0 0 1 1


.
III. THE HIERARCHY OF SUPPORTED FILE SIZE
We now formally define the supported file sizeMk(C) of an
(n, α, v, ρ)-FR code C = (P ,B, I). For k = 1, 2, . . . , n, the
supported file size Mk(C) of C is defined as
Mk(C) := min
K⊂B,|K|=k
|{p ∈ P : ∃B ∈ K, (p,B) ∈ I}|, (2)
where the minimum is taken over all k-subsets K of the block
set B. The parameter k is called the reconstruction degree. By
definition, the value ofMk(C) essentially refers to the smallest
number of distinct packets one can download from k storage
nodes. For a fixed reconstruction degree k, we can encode the
data object by an MDS code with parameters [v,Mk(C)], such
that the original data can be recovered from anyMk(C) out of
the v coded symbols. Treating each symbol as a coded packet,
Figure 2. The graphic illustration of (k,Nk(C)) and (Nℓ(C
t), ℓ).
we can distribute the coded packets to n storage nodes based
on the FR code C such that any k storage nodes are sufficiently
in decoding the data object.
If we increase the value of k, then the resulting supported
file size also increases, i.e.,
α = M1(C) ≤M2(C) ≤ · · · ≤Mn(C) = v. (3)
We call the above the hierarchy of supported file size of C.
We shall also defineM0(C) := 0 by convention. Similarly, the
file size hierarchy of the dual code Ct is
ρ = M1(C
t) ≤M2(C
t) ≤ · · · ≤Mv(C
t) = n. (4)
Notice that there is a close relationship betweenMk(C) and
Mℓ(C
t). This property can be seen from the fact that if we can
find an x× y all-zero submatrix in the incidence matrix of C,
then we have
Mx(C) ≤ v − y and My(C
t) ≤ n− x.
This motivates us to define
Nk(C) := |P| −Mk(C)
= max
K⊂B,|K|=k
|{p ∈ P : 6 ∃B ∈ K, (p,B) ∈ I}| (5)
with the maximum taken over all subsets K ⊂ B of size k. By
definition, Nk(C) is the largest integer ℓ such that we can find
an k×ℓ all-zero submatrix in the incidence matrix of C. From
(3) and (4), we have
v = N0(C) > N1(C) ≥ N2(C) ≥ · · · ≥ Nn(C) = 0,
n = N0(C
t) > N1(C
t) ≥ N2(C
t) ≥ · · · ≥ Nv(C
t) = 0.
We shall plot the points (k,Nk(C)) for k = 0, 1, . . . , n, and
(Nℓ(C
t), ℓ) for ℓ = 0, 1, . . . , v in the same figure. The results
can be found in Fig. 2. A Pareto optimal point, say (k0, ℓ0), is
a vertex of the graph that satisfies
ℓ0 = Nk0(C) and k0 = Nℓ0(C
t),
and
Nk(C) < Nk0(C) for all k > k0,
Nℓ(C
t) < Nℓ0(C
t) for all ℓ > ℓ0.
Therefore, we obtain
Nk(C) =


v, for k = 0,
v − 1, for 0 = Nv(C
t) < k ≤ Nv−1(C
t),
v − 2, for Nv−1(C
t) < k ≤ Nv−2(C
t),
...
...
1, for N2(C
t) < k ≤ N1(C
t),
0, for N1(C
t) < k ≤ N0(C
t) = n.
(6)
Based on the analysis, we obtain the following theorem.
Theorem 2. Let C be an (n, α, v, ρ)-FR code. With Nℓ(C
t) as
defined in (5), we have
Mk(C) =


v, for N1(C
t) < k ≤ n = N0(C
t),
v − 1, for N2(C
t) < k ≤ N1(C
t),
v − 2, for N3(C
t) < k ≤ N2(C
t),
...
...
2, for Nv−1(C
t) < k ≤ Nv−2(C
t),
1, for Nv(C
t) = 0 < k ≤ Nv−1(C
t).
(7)
Remark 3. Note that the identities in (7) can be expressed in a
more compact way by
Mk(C) =
v∑
i=1
I(k > Ni(C
t)), (8)
where I(P ) is the indicator function equal to 1 if the condition
P is true and 0 otherwise. In this case, the right-hand side term
of (8) counts the number of i ∈ {1, 2, . . . , v} such that Ni(C
t)
is strictly less than k. Thus,
v∑
i=1
I(k > Ni(C
t)) = v − ℓ for Nℓ+1(C
t) < k ≤ Nℓ(C
t),
where k = 1, 2, . . . , n.
Example 2 (continued). For k = 1, 2, . . . , 5, we can compute
that the supported file sizeMk(C) of the complete graph based
FR code C is
Mk(C) =


10, for k = 4, 5,
9, for k = 3,
7, for k = 2,
4, for k = 1,
and the values of Nℓ(C
t) for ℓ = 1, 2, . . . , 10 are
0 = N7(C
t) = N8(C
t) = N9(C
t) = N10(C
t),
1 = N4(C
t) = N5(C
t) = N6(C
t),
2 = N2(C
t) = N3(C
t),
3 = N1(C
t).
Figure 3. The relationship between Mk(C) and Mℓ(C
t).
Furthermore, the supported file size hierarchy of Ct is 5−
Nℓ(C
t), i.e,
5 = M10(C
t) = M9(C
t) = M8(C
t) = M7(C
t),
4 = M6(C
t) = M5(C
t) = M4(C
t),
3 = M3(C
t) = M2(C
t),
2 = M1(C
t).
Fig. 3 illustrates the relationship betweenMk(C) andMℓ(C
t).
We can obtain the two supported file size functions if we view
the stair-case graph from two different perspectives, which are
distinguished with different colors.
IV. DUAL BOUND ON SUPPORTED FILE SIZE
Two upper bounds on the supported file size of FR codes are
presented in [6]. Specifically, the supported file size Mk(C) of
an (n, α, v, ρ)-FR code C is upper bounded by
Mk(C) ≤
⌊
v
(
1−
(
n−ρ
k
)
(
n
k
) )⌋, (9)
and
Mk(C) ≤ g(k), (10)
where g(k) is defined recursively by
g(1) := α, g(k + 1) := g(k) + α−
⌈ρg(k)− kα
n− k
⌉
.
The bound in (10) is not explicit and is relatively more difficult
to compute as compared to (9). However, it can be shown that
(10) is tighter than (9) in general.
We note that Theorem 2 provides a link between an FR code
and its dual. Using the mechanism in the previous section, we
give an alternate proof of a bound on the reconstruction degree
k, which is first obtained in [12].
Theorem 4. ([12, Lemma 32]) If we store a data object of size
M by using an (n, α, v, ρ)-FR code C, then the reconstruction
degree k is lower bounded by
k ≥
⌈n(M−1
α
)
(
v
α
) ⌉+ 1. (11)
Proof: By applying the bound in (9) to the dual code of
C, we obtain
Mℓ(C
t) ≤ n
(
1−
(
v−α
ℓ
)
(
v
ℓ
) ), (12)
for ℓ = 1, 2, . . . , v. (We can remove the floor operator without
loss of generality.) Hence,
Nℓ(C
t) ≥ n− n
(
1−
(
v−α
ℓ
)
(
v
ℓ
) ) = n
(
v−α
ℓ
)
(
v
ℓ
) . (13)
Given an integerM between 1 and v, we let ℓ be the integer
that satisfies
M = v − ℓ+ 1.
By Theorem 2, we obtain
k ≥ Nℓ(C
t) + 1 ≥ n
(
v−α
v−M+1
)
(
v
v−M+1
) + 1 = n
(
M−1
α
)
(
v
α
) + 1. (14)
The proof of this theorem is completed by taking the ceiling of
both sides.
The above proof illustrates that Theorem 4 is essentially the
same as the basic bound (9) on the supported file size. We can
obtain a slight improvement if we use the bound given in (10)
instead.
Theorem 5. Given an FR code C with parameters (n, α, v, ρ),
we define the function g′(ℓ) recursively by
g′(1) := ρ, g′(ℓ+ 1) := g′(ℓ) + ρ−
⌈αg′(ℓ)− ℓρ
v − ℓ
⌉
,
for ℓ = 1, 2, . . . , v− 1. Then, for all k = 1, 2, . . . , n, we have
Mk(C) ≤
v∑
i=1
I(k > n− g′(i)). (15)
Proof: We notice that the function g′(ℓ) is the counterpart
of the recursive bound (10) on the dual code. Thus,
Mℓ(C
t) ≤ g′(ℓ). (16)
Since
Nℓ(C
t) ≥ n− g′(ℓ), (17)
for all ℓ, in view of the remark after the proof of Theorem 2,
we have
Mk(C) =
v∑
ℓ=1
I(k > Nℓ(C
t)) ≤
v∑
ℓ=1
I(k > n− g′(ℓ)), (18)
which completes the proof.
We refer to the inequality in (15) as the dual bound on the
supported file size.
Example 3. Consider an explicit FR code C with parameters
(n, α, v, ρ) = (15, 2, 10, 3). The bounds in (9) and (10) suggest
that the supported file size with reconstruction degree k = 6 is
upper bounded by
M6(C) ≤
⌊
10
(
1−
(
12
6
)
/
(
15
6
))⌋
= 8, and
M6(C) ≤ g(6) = 7, respectively.
Moreover, the recursive bound applied to the dual code yields
Mℓ(C
t) ≤ g′(ℓ) with
g′(1) = 3, g′(2) = 5, g′(3) = 7, g′(4) = 9, g′(5) = 11,
g′(6) = 12, g′(7) = 13, g′(8) = 14, g′(9) = g′(10) = 15.
Then, the dual bound in (15) gives
M6(C) ≤
10∑
i=1
I(6 > 15− g′(i)) =
10∑
i=1
I(g′(i) > 9) = 6.
This bound can be achieved by the (15, 2, 10, 3)-FR code listed
in the database in [10] with the following incidence matrix:


1 1 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0
1 0 0 1 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0
0 0 1 0 0 0 1 0 0 0
0 0 1 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 1
0 0 0 0 1 1 0 0 0 0
0 0 0 0 1 0 1 0 0 0
0 0 0 0 0 1 0 1 0 0
0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 1 1


.
We note that the six storage nodes associated to rows 1, 2, 3,
4, 5, and 10 contain precisely 6 distinct packets. Therefore, this
FR code can support a file size ofM = 6 with k = 6, implying
that it is optimal by the dual bound.
V. CONCLUSION
In this paper, we investigate fractional repetition codes with
an emphasize on the duality of FR codes. We start by studying
the relationship between the supported file size of an FR code
and its dual code. Furthermore, we present an improved upper
bound on the supported file size of FR codes, which we refer to
as the dual bound.
Even though we focus on FR codes whose incidence matrix
has constant row sum and also constant column sum, the main
Theorem 2 works for any incidence matrix based code. These
codes can be viewed as a generalization of FR codes, and are
called heterogeneous FR codes. Explicit constructions of such
codes can be found in [17]–[21]. The relationship between the
file size of a heterogeneous FR code and its dual code can be
determined following a similar procedure as in Theorem 2.
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