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Abstract
The free propagation of acoustic plane waves through cellular periodic materials is generally accompanied by a flow of mechanical
energy across the adjacent cells. The paper focuses on the energy transport related to dispersive waves propagating through non-
dissipative microstructured materials. The generic microstructure of the periodic cell is described by a beam lattice model, suitably
reduced to the minimal space of dynamic degrees-of-freedom. The linear eigenproblem governing the wave propagation is stated
and the complete eigensolution is considered to study both the real-valued dispersion functions and the complex-valued waveforms
of the propagating elastic waves. First, a complete family of nondimensional quantities (polarization factors) is proposed to
quantify the linear polarization or quasi-polarization, according to a proper energetic criterion. Second, a vector variable related
to the periodic cell is introduced to assess the directional flux of mechanical energy, in analogy to the Umov-Poynting vector
related to the material point in solid mechanics. The physical-mathematical relation between the energy flux and the velocity of
the energy transport is recognized. The formal equivalence between the energy and the group velocity is pointed out, according
to the mechanical assumptions. Finally, all the theoretical developments are successfully applied to the prototypical beam lattice
material characterized by a periodic tetrachiral microstructure. As case study, the tetrachiral material offers interesting examples of
perfect and nearly-perfect linear polarization. Furthermore, the nonlinear dependence of the energy fluxes on the elastic waveforms
is discussed with respect to the acoustic and optical surfaces featuring the energy spectrum of the material. As final remark, the
occurrence of negative refraction phenomena is found to characterize the high-frequency optical surface of the frequency spectrum.
Keywords: Acoustic waves, polarization, energy flux, Umov-Poynting vector, periodic material, beam lattice, tetrachiral material.
1. Introduction
The transport of mechanical energy is a challenging corollary
issue related to the free propagation of acoustic waves in mi-
crostructured periodic materials. Indeed, the microstructure of
the periodic cell can determine significant anisotropies in the
material behaviour. As immediate geometric consequence, the
dispersion properties of microstructured materials seldom ad-
mit pure longitudinal and transversal waveforms, which are typ-
ical of isotropic media. More often, the geometric polarization
of the acoustic waves is a non-trivial frequency-dependent func-
tion of the propagation direction. Consequently, the wavefronts
tend to be not-spherical and the direction of the energy fluxes
and velocities does not necessarily coincide with the wavevec-
tor k of the propagating waves [1].
The balance laws governing the transport of mechanical en-
ergy are traditional fields of theoretical and applied research,
dating back to the pioneer doctoral studies by NikolayA. Umov
in the late nineteenth century [2]. The mechanical energy
transfered by acoustic waves, in particular, attracted the atten-
tion of eminent scientists all throughout the twentieth century.
Among the others, Leon Brillouin studied the mechanical en-
ergy transfered between two adjacent cells of a periodic crys-
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tal lattice, and related its flux density to the particle velocities
through the concept of characteristic impedance [3, 4]. Almost
concurrently, Maurice A. Biot established some general theo-
rems relating the group wave velocity and the energy velocity
in anisotropic, non-homogeneous, non-dissipative media [5].
Over the last decades, specific issues related to the transport of
mechanical energy have been treated in different monographs
concerning anisotropic elastic solids [6], viscoelastic heteroge-
neous solids and fluids [7], anisotropic, anelastic, porous and
electromagnetic materials [8], viscoelastic layered media [9].
Occasional but sharp attention has been specifically devoted to
the flow of mechanical energy in periodic systems, including
crystal lattices [10, 11] and structural assemblies [12, 13].
The essential idea, shared by the largest majority of literature
studies, is that strict formal and substantial analogies can be es-
tablished between the radiation of electromagnetic energy and
the transfer of mechanical energy [14]. According to this stand-
point, the well-known Poynting vector associated to the elec-
tromagnetic field can systematically be replaced by the Umov-
Poynting vector s in solid mechanics [2, 15]. In a continuous
material the Umov-Poynting vector is a local quantity, express-
ing the mechanical power density related to the velocity field
of a certain natural motion. In the specific case of natural wave
motions, the Umov-Poynting vector depends on the dispersion
relationω(k) and is a quadratic function of the waveform ψ(k).
Most significantly, the s-vector accounts also for the directional
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density (per unit surface with outward unit normal n) of the
mechanical power flux s ·n flowing through a certain material
point undergoing harmonic wave oscillations. As primary con-
sequence, the Umov-Poynting vector can directly be related to
the direction and velocity of the mechanical energy transfered
by the acoustic waves traveling through the medium.
Based on the above considerations, the Umov-Poynting vec-
tor is a valuable mathematical tool in a variety of research
fields, ranging from the science of energy focusing and har-
vesting to the engineering of smart materials and metamateri-
als. Considering – in particular – the dispersion properties of
materials, many literature studies have investigated how differ-
ent constitutive properties (namely anisotropy, viscoelasticity,
non-linearity, non-locality) modify the relation between the en-
ergy velocity and the group velocity of harmonic waves [1, 16–
19]. In this respect, it may be interesting to recall an early intu-
ition by Ivan Tolstoy [20] (and emphasized by Biot [5]), about
the computational advantages of an energy-based assessment
of the group velocity. Indeed, the group velocity can be as-
sessed by inverting its analytical relation with the velocity of
the energy flux. This indirect procedure allows to by-pass the
computational bottleneck related to numerically evaluating the
dispersion function derivative ∇kω(k). For all these motiva-
tions, the Umov-Poynting vector is gaining increasing attention
in many contemporary works specifically devoted to the dis-
persion characterization of periodicmaterials [21–24]. Indeed,
studying and governing the direction of the power flux is be-
coming a key aspect in several advanced applications, like the
fine tuning of phononic filters [25–29], the elastic wave beam-
ing and funneling [30–32] or the acoustic focusing, lensing and
cloacking [33–36]. Among the other possibilities concerned
with periodic materials, a fascinating prospect is the functional
design of negative refraction properties (s ·k < 0) in phononic
crystals [37] and in square chiral lattices [38].
Although the physical concept and the mathematical role of
the Umov-Poynting vector are well-established aspects in con-
tinuum mechanics, the proper definition of its counterpart for
periodic heterogeneousmaterials may still offer some open and
challenging tasks. The first, quite natural option is to somehow
circumvent the issue by adopting equivalent homogeneous con-
tinua [39–47]. By virtue of proper averaging procedures for the
microscopic fields, the homogenization techniques filter out the
irrelevant local fluctuations of the field variables around the pe-
riodic heterogeneities. This powerful methodological approach
is quite popular in solid mechanics as well as in electromag-
netism. Within the framework of Maxwell’s theory, the leading
idea is to homogenize the electric and magnetic fields. Roughly,
this result is achievable by spatially averaging the field variables
over the heterogeneous domain of the periodic cell. Ultimately,
the homogenized electromagnetic fields allow a consistent for-
mulation of the macroscopic (spatially-averaged) Poynting vec-
tor in periodic heterogeneous continua, such as lossless strati-
fied media [48], lossy structured media [49] and negative-index
metamaterials [50]. Within the parallel framework of solid me-
chanics, the homogenization techniques are adopted to describe
the average flux of mechanical elastic energy flowing in peri-
odic micro-architectured materials. The macroscopic strain and
stress fields of a suited energetically-equivalent continuum can
be employed to the purpose. Following this approach, macro-
scopic quantities analogous to the Umov-Poynting vector can
be introduced in homogenized classic or non-classic continua,
such a strain-gradient anisotropic media [51]. It is worth re-
marking that, after the homogenization, the macroscopic equiv-
alent of the Umov-Poynting vector defines a continuous vector
field, that is, a directional density of mechanical power can be
attributed to each material point of the homogenized solid.
As a valid alternative to homogenization, the flux of me-
chanical energy in heterogeneous materials can be evaluated
according to lagrangian dynamic formulations. Specific issues
related to the energy transport in periodicmicrostructuredmate-
rials can be addressed by adopting crystal lattice models [10] or
beam lattice models [13, 52]. According to this methodological
approach, each periodic cell is regarded as a multi-atomic unit
(molecule), whose configuration is described by a finite num-
ber of lagrangian coordinates. According to the basic crystal
lattice model, purely attractive and repulsive potentials are de-
fined to determine the reciprocal interactions between pairs of
point masses (atoms). Long-term forces can be considered by
establishing intermolecular interactions. According to the sim-
plest beam lattice model, instead, axial-bending elastic poten-
tials are defined to describe the elastic coupling between close
pairs of orientable massive points (nodes). It is worth remark-
ing that, within the lattice framework, the Umov-Poynting vec-
tor defines a discrete vector field, that is, the directional density
of mechanical power must be attributed to a minimal reference
unit, naturally coincident with the periodic cell.
The objective of the present work is to outline a general theo-
retical framework to investigate the transport of mechanical en-
ergy related to the propagation of dispersive acoustic waves in
certain periodic microstructured materials. Specifically, the pa-
per focuses on lagrangian formulations of non-dissipative beam
lattice models, whose finite dimension can conveniently be re-
duced by classic procedures of quasi-static condensation (Sec-
tion 2). The linear eigenproblemgoverning the free propagation
of harmonic plane waves is stated for the generic microstruc-
ture (Paragraph 2.1). Specifically, energy-based mathemati-
cal tools are defined to quantify the linear polarization of the
waveforms (Paragraph 2.2). Therefore, considering a disper-
sive wave propagating with generic polarization, a vector vari-
able describing the directional flux of the transfered mechanical
energy is defined (Paragraph 2.3). A mathematical relation be-
tween the velocity of the energy flux and the spectral properties
of the condensed beam lattice model is established (Paragraph
2.4). Finally, the energy velocity is demonstrated coincident
with the group velocity, which is assessed by means of different
alternative formulations (Paragraph 2.5). All the theoretical de-
velopments are successfully applied to the tetrachiral periodic
material (Section 3). For this specific case-study, perfect and
quasi-perfect polarization of the waveforms are quantitatively
evaluated, and negative refractions are recognized for the high-
frequency optical surface of the dispersion spectrum. Conclud-
ing remarks are finally pointed out.
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Figure 1: Two-dimensional periodic material (a) repetitive planar pattern, (b) periodic cell, (c) beam lattice model.
2. Beam lattice model
The mechanical behaviour of many periodic microstructured
solids can be described – in its essence – by a geometrically
regular pattern of material points (or bodies), coupled by linear
elastic links with extensional and/or flexural stiffness. There-
fore, a beam latticemodel can be formulated by employing the
material points as microstructural rigid nodes, and modeling the
elastic inter-node connections as flexible massless beams.
Depending on the microstructural periodicity, the geometric
domainD of the elementary cell may host one or more internal
nodes, connected by internal beams. By virtue of the cellular
symmetries, the closed boundary ∂D of theD-domain usually
crosses the midspan of all the external beams, providing the
elastic connection between two adjacent cells. Therefore, the
microstructural boundary Γ of the elementary cell is composed
by a certain number of massless external nodes, lying at the
intersection between the ∂D-boundary and the external beams.
According to the beam lattice formulation, the dynamic re-
sponse of the periodic cell is governed by a multi-degrees-of-
freedom lagrangian model, referred to a finite number Nn of in-
ternal and external nodes. In two-dimensional periodic materi-
als, the in-plane configuration of the i-th node can be described
by three nondimensional components of motions, namely the
displacements ui, vi (along the coordinate in-plane directions
e1, e2) and the rotation θi (along the out-of-plane direction e3
according to the right-hand rule). Therefore, the actual cell con-
figuration is completely described by a generalized displace-
ment vector q = (q1, ...,qNn ), collecting column-wise all the
nodal components of motion qi = (ui, vi, θi) for i= 1, ..,Nn.
Within the compass of conservative materials, the free dy-
namics of the periodic cell is governed by an ordinary differen-
tial system of nondimensional equations of motion
M(p)q¨+K(p)q= f (1)
whereM(p) and K(p) are the symmetric mass and stiffness ma-
trices, depending on a minimal set p of independent mechani-
cal parameters. The dot indicates differentiationwith respect to
the nondimensional time τ = Ωct, where Ωc stands for a suited
known dimensional frequency. Finally, the vector f collects the
elastic forces exerted by the adjacent cells to the external nodes.
The N-dimensional configuration vector (N = 3Nn) can con-
veniently be partitioned q= (qa,qp) by distinguishing
• the active displacements qa of the massive internal nodes,
where inertial forces may develop
• the passive displacements qp of the massless external
nodes, where only static forces may act.
with Na and Np (where Na+Np = N) indicating the dimension
of the displacement vectors qa and qp, respectively.
According to the displacement partition (and dropping the
matrix dependence on p), the equations of motion read
[
Ma O
O O
](
q¨a
q¨p
)
+
[
Kaa Kap
Kpa Kpp
](
qa
qp
)
=
(
0
fp
)
(2)
whereO stands for empty matrices and the rectangular matrices
Kap =K
>
pa account for the elastic coupling between the internal
and external nodes. Due to the absence of inertial forces, the
lower equation expresses the quasi-static equilibriumregulating
the passive displacements of the external nodes. For the sake
of generality, it is worth remarking that the presence of active
nodes located at the microstructural boundary (for instance due
to a different choice of the periodic cell) can be treated with an
analogous procedure, without conceptual difficulties.
2.1. Wave propagation
The acoustic wave propagation through the two-dimensional
material can be analyzed by exploiting the periodicity of the cell
microstructure, according to the Floquet-Bloch theory. If a rect-
angularD-domain is considered, the microstructural boundary
Γ can conventionally be segmented into a negative and a pos-
itive sub-boundaries denoted Γ− and Γ+. The negative sub-
boundary Γ− includes all the external nodes belonging to the
left Γ−
l
and bottom Γ−
b
segments of the rectangular boundary.
The positive sub-boundary Γ+ includes instead all the external
nodes belonging to the right Γ+r and top Γ
+
t segments of the
rectangular boundary (Figure 1c).
According to the segmentation of the Γ-boundary, the vec-
tor collecting the passive displacements can be partitioned qp =
(q−p ,q
+
p ), where N
−
p and N
+
p indicate the dimensions of the
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Figure 2: Linear polarization of elastic waves in periodic lattices: (a) three-dimensional lattice of point masses, (b) two-dimensional beam lattice.
subvectors q−p and q
+
p , respectively (with N
−
p +N
+
p = Np and
N−p = N
+
p , for the periodicity). Furthermore, the displacement
subvectors q−p and q
+
p can properly be partitioned q
−
p = (q
−
l
,q−
b
)
and q+p = (q
+
r ,q
+
t ), where Nl,Nb,Nr,Nt indicate the dimensions
of the subvectors q−
l
,q−
b
,q+r ,q
+
t (with Nl =Nr and Nb =Nt). The
same partition is applied to the force vector fp.
Within this framework, the elastic waves propagating across
adjacent cells can be described by invoking the Floquet-Bloch
theory for periodic systems [53]. To this purpose, the nondi-
mensional wavenumbers β1 and β2 of the planar waves prop-
agating along the coordinate axes can be defined. Then, the
nondimensional wavevector b = (β1, β2) can be introduced to
span the first Brillouin zone B related to theD-domain. There-
fore, the Floquet-Bloch conditions can be imposed on the pas-
sive displacements (and forces) in the form q+p = L(b)q
−
p and
f+p = −L(b)f−p , where the b-dependent matrix L(b) is diagonal
and complex-valued (see the AppendixA.1).
Moreover, a convenient reduction of the model dimension
can be pursued by applying a classic quasi-static condensation
to the passive displacements. This procedure univocally re-
lates the passive displacements and forces to the active displace-
ments according to the linear laws q−p = S
−
paqa and f
−
p = F
−
paqa,
without approximation. Finally, the free wave dynamics of the
periodic material is governed by the reduced equation
Ma(p)q¨a+Ka(p,b)qa = 0 (3)
where the active degrees-of-freedom qa play the role of la-
grangian coordinates and Ka(p,b) is a b-dependent generaliza-
tion of the condensed stiffness matrix, with hermitian proper-
ties. The general form of the stiffness matrix Ka(p,b) and the
auxiliary matrices S−pa, F
−
pa are reported in the AppendixA.2.
The wave equation (3) can be tackled by imposing the har-
monic mono-frequent solution qa = ψa exp(ıωτ), where ω =
Ω/Ωc and Ω are the unknown nondimensional and dimensional
wave frequency, respectively. It is worth remarking that, in
combination with the assigned Floquet-Bloch conditions, this
solution describes forward propagatingwaves. Therefore, elim-
inating the dependence on time gives the linear eigenproblem
(
Ka(p,b)−λMa(p)
)
ψa = 0 (4)
which can be reformulated in the equivalent standard form by
decomposing the mass matrixM(p)=Q(p)>Q(p), yielding
(
H(p,b)−λ I
)
φa = 0 (5)
where λ =ω2 and H(p,b) =Q(p)−>Ka(p,b)Q(p)−1. The com-
plete eigensolution includes Na real-valued eigenvalues λ(p,b)
and the corresponding complex-valued standard eigenvectors
φa(p,b). The eigenvalues λ are the zeros of the characteristic
function F(λ,p,b) = det(H(p,b)−λ I). The active waveforms
ψa(p,b) of the ω(p,b)-monofrequent propagating wave are re-
lated to the standard eigenvectors by the relation ψa = Q
−1φa.
The condensation relations ψ−p = S
−
paψa and ψ
+
p = LS
−
paψa ex-
press the passive waveforms ψp as a linear function of the ac-
tive waveforms ψa. Similarly, the relations ϕ
−
p = F
−
paψa and
ϕ+p = −LF−paψa determine the form of the passive forces. The
dispersion functions ω(b) over the first Brillouin zone B fully
characterize the Floquet-Bloch spectrum (or band structure) of
the material described by certain mechanical parameters p.
2.2. Wave polarization
The polarization state is a geometric property characteriz-
ing the electromagnetic radiations. If a monochromatic electro-
magnetic wave radiates in the three-dimensional free space, the
synchronous electric and magnetic fields oscillate transversally
to the propagation direction, along two mutually orthogonal di-
rections. Longitudinal oscillations, parallel to the propagation
direction, are not allowed. If the transversal oscillation direc-
tion of the electric field is time-independent, the wave is said to
be linearly polarized, and the oscillation direction is referred to
as polarization line. The plane defined by the polarization line
and the propagation direction is known as polarization plane.
In analogy with the electromagnetic polarization, the acous-
tic polarization is a dispersion property of the vibration waves
propagating through an elastic medium. In a three-dimensional
lattice of point masses (Figure 2a), transversal waves (shear
S-waves) can co-exist with longitudinal waves (compression P-
waves). Coupled or hybrid waves, whose waveforms combine
transversal and longitudinal oscillations, can also occur. Rig-
orously, only transversal (shear) waves can be polarized, that
is, geometrically oriented along a certain polarization line LS ,
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orthogonal to the propagation direction b˜. The polarization line
and the propagation direction identify the polarization plane
ΠS . Conversely, longitudinal (compression) waves cannot be
polarized, because a polarization plane cannot be identified.
In the specific framework of two-dimensional beam lattices
(Figure 2b), the wave motion is confined in the material plane.
Nonetheless, the linear wave polarization can occur in two prin-
cipal forms. First, the beam lattice can develop in-plane shear
S -waves, vibrating orthogonally to the propagation direction
(blue wave in Figure 2b). The corresponding polarization line
LS define the polarization plane ΠS , which coincides with the
material plane. Second, the beam lattice is composed of ori-
entable rigid nodes. The oscillations of their rotational degrees
of freedom allow the propagation of rotation, or moment M-
waves (red wave in Figure 2b), fully decoupled by the shear S -
waves. The corresponding polarization line LM defines the po-
larization plane ΠM , which is orthogonal to the material plane.
Finally, non-polarized longitudinal P-waves can also occur.
The acoustic waves propagating in a beam lattice are gener-
ally not perfectly polarized. Indeed, the generic propagation
direction, fixed by the unit vector b˜ = b/||b|| corresponds to
coupled or hybrid waves, whose waveforms are simultaneously
participated by transversal, longitudinal and rotational oscilla-
tions. Consequently, a first basic task may be to immediately
recognize the exceptional occurrence of (perfect) wave polar-
ization. Therefore, if perfect polarization occurs, a second task
may be to clearly identify the qualitative nature (shear or mo-
ment) of the polarized wave. Finally, if perfect polarization
does not occur, a third advanced task may be to quantify the de-
gree of quasi-polarization (or, equivalently, the defect of perfect
polarization) of a certain waveform.
With respect to the existing literature on the topic, here the
novel idea is to approach this threefold task with a uniquemath-
ematical tool, by introducing a pair of polarization factors
• Shear factor ΛS = (RSBφa)
†(RSBφa)
φ†aφa
(6)
• Moment factor ΛM =
(RMBφa)
†(RMBφa)
φ†aφa
(7)
where the boolean matrices RS =
[
diag(e2), ..., diag(e2)
]
and
RM =
[
diag(e3), ..., diag(e3)
]
are diagonal, while the symbol ()†
stands for the transpose and complex conjugate. The skew-
symmetric matrix B is a b˜-dependent rotation matrix, which
can be built up to align the φa-wavecomponents with the prop-
agation direction, as reported in the AppendixA.
From the mathematical viewpoint, the polarization factors
are quadratic functions of the standard waveform φa and can
attain all the real values in the range [0, 1]. It is worth remark-
ing that the polarization factors are independent of the partic-
ular waveform normalization, by construction. From the me-
chanical viewpoint, the ΛS -value and the ΛM-value quantify
the degree of wave polarization in the planes ΠS and ΠM , re-
spectively (Figure 3). Perfectly polarized S -waves have unitary
shear factor (ΛS = 1) and null moment factor (ΛM = 0). Con-
versely, perfectly polarized M-waves have unitary moment fac-
tor (ΛM = 1) and null shear factor (ΛS = 0). The complementary
S-wave
M-wave
ΛS = 1, ΛM = 0
ΛS = 0, ΛM = 1
Figure 3: Perfectly polarized shear ad moment waves propagating through a
two-dimensional beam lattice material.
compression factorΛP = 1−ΛS −ΛM can also be defined to iden-
tify non-polarized, perfectly longitudinal compression P-waves
(ΛP = 1). Clearly, polarization factors close to unity correspond
to nearly-polarized S -waves (ΛS ' 1) or M-waves (ΛM ' 1).
Conversely, hybridwaves have comparable polarization factors,
indicating that two or more components of motion (shear, mo-
ment, compression) participate in the beam lattice oscillations
in a non-negligible manner.
An immediate physical interpretation can be recognized for
the polarization factors, based on the mechanical energy of the
propagating wave. Indeed, recalling the relation ψa = Q
−1φa,
the localization factors can be expressed
• Shear factor ΛS =
ψ†aR
>
S
MaRSψa
ψ†aMaψa
(8)
• Moment factor ΛM =
ψ†aR
>
M
MaRMψa
ψ†aMaψa
(9)
where the relation B>B = I has been used. Therefore, the po-
larization factors ΛS and ΛM can be recognized as the ratio of
the kinetic energy stored in one or the other polarization plane
(ΠS and ΠM) with respect to the total kinetic energy of a har-
monically propagating wave. Similarly, the compression factor
ΛP = 1−ΛS −ΛM expresses the complementary fraction of total
kinetic energy, which remains in the propagation direction. In
this respect, the polarization factors have close similarity with
the localization factors currently employed in the classic modal
analysis of periodic or quasi-periodic structures [54, 55].
It is worth noting that, if the propagation direction b˜ coin-
cides with one of the coordinate axes identified by the unit vec-
tors e1, the localization factors assume the simplified form
ΛS =
(RSφa)
†(RSφa)
φ†aφa
, ΛM =
(RMφa)
†(RMφa)
φ†aφa
(10)
and similar simplifications can be derived for wave propagating
along the other coordinate axes identified by the unit vectors e2.
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2.3. Energy flux
In electrodynamics, the Poynting Theorem [15] states a vari-
ant of the energy conservation law. According to the integral
form of this theorem, the decrease rate of the electromagnetic
energy E stored in a finite control volume V, bounded by the
closed surface S with unit outward normal n, is
−E˙=
∫
S
(
s ·n) dS +
∫
V
(
E ·I) dV (11)
where E and I stand for the electric field and the current den-
sity, respectively, while s is the Poynting vector
s=
1
µ
E×B (12)
where B is the magnetic flux density, µ is the magnetic per-
mittivity and × stands for the vector product. The physical in-
terpretation is that the energy decrease per unit time is equal to
the energy lost in the control region of space due to the Joule
effect (V-volume integral), plus the energy flux leaving that re-
gion through its boundary (S-surface integral). Consequently,
the Poynting vector can be interpreted as an energy flux density
or – rigorously – a directional energy flux per unit surface.
In adiabatic conditions, a non-dissipative solid obeys to the
conservation principle of the mechanical energy E. In analogy
with the Poynting theorem in the electrodynamic theory, the
Umov-Poynting Theorem [2] is a variant of the balance law for
the mechanical energy. In the standard form, this law states that
the variation rate of mechanical energy E˙ is equal to the external
mechanical power PE [7, 56]. In the integral form, the Umov-
Poynting Theorem expresses the decrease rate of mechanical
energy in a finite material volume V, bounded by the closed
surface S with unit outward normal n, as
−E˙=
∫
S
(
s ·n) dS +
∫
V
(
(∇·T−%u¨) · u˙ ) dV (13)
where u is the displacement field, T is the stress tensor, % is the
mass density, and finally s is the Umov-Poynting vector
s=−Tu˙ (14)
which represents the directional flux of mechanical energy per
unit S-surface. The equation (13) assumes an immediate phys-
ical interpretation in the free oscillations regime (PE = 0): the
mechanical energy in the material volume is conserved in time
(E˙ = 0) if, first, the increment rate of the internal energy (with
density (∇ ·T) · u˙) is fully balanced by the decrement rate of
the kinetic energy (with density (%u¨) · u˙) and, second, the total
energy transfer across the boundary (the S-surface integral) is
null. The derivation of the equation (13) from the balance law
of the mechanical energy is reported in the AppendixB.1.
The mathematical definition of the Umov-Poynting vector
for homogeneous continua can properly be adapted to study the
mechanical energy flux through periodic solids and beam lat-
tices. Considering first a generic periodic solid, the elementary
cell domain D can be assumed as reference material volume.
Following the Umov-Poynting Theorem, the total flux of me-
chanical energy flowing out of the cell boundary ∂D is
=
∫
∂D
(
s ·n) dS (15)
where, in the absence of internal body forces and considering
that the normal n is necessarily determined (by the geometric
assumption of the cell domain as reference volume), the integral
kernel can be conveniently expressed by the important relation
s ·n=−f · u˙ (16)
which relates the Umov-Poynting vector s to the velocity field
u˙ of the cell boundary and the forces f exerted by the adjacent
cells (see also the AppendixB.1). Consequently, for a given nat-
ural motion u(t), the flux density of the mechanical energy s ·n
is a local dynamic quantity, defined all along the closed cellu-
lar boundary. Locally, it is equal to the (opposite of the) dot
product between the force f acting on a certain moving point of
the ∂D-boundary, and the point velocity u˙. It is worth noting
that, in the free oscillations regime, the Umov-Poynting vec-
tor establishes a solenoidal field (see also the AppendixB.1).
Consequently, the flux of mechanical energy flowing out of any
closed boundary, including the -flux flowing out of the cellular
boundary ∂D in the equation (15), is identically null.
Considering a beam lattice, the closed boundary ∂D must
be replaced by the entire microstructural Γ-boundary of the el-
ementary cell. Similarly, the equations (15)-(16) for the me-
chanical energy flux can be adapted by replacing the integral
formulation with the dot product between the passive forces fp
and the passive velocities q˙p of all and only the external mass-
less nodes of the cell microstructure. Consequently, the total
flux of mechanical energy flowing out of the microstructural
Γ-boundary of the periodic cell can be determined as
=−fp · q˙p =−(fp)>q˙p (17)
while the local definition of flux density per unit surface can be
replaced by the partial fluxes flowing out of one or the other of
the cellular sub-boundaries. Specifically, the energy fluxes
−=−(f−p )>q˙−p , +=−(f+p )>q˙+p (18)
give the mechanical energy flowing out of the negative and pos-
itive microstructural sub-boundaries Γ− and Γ+ , respectively.
Again, in the free oscillations regime the -flux flowing out of
the cellular microstructural Γ-boundary is null and −=− +.
In the framework of the wave dynamics, it may be convenient
to define a pair of directional flux vectors, collecting column-
wise the companion fluxes flowing out of the orthogonal left
and bottom segments Γ−
l
and Γ−
b
(right and top segments Γ+r
and Γ+t ) of the negative (positive) sub-boundaries
− =
(
l
b
)
=−
(
(f−
l
)>q˙−
l
(f−
b
)>q˙−
b
)
, + =
(
r
t
)
=−
(
(f+r )
>q˙+r
(f+t )
>q˙+t
)
(19)
which can be regarded as a sort of the Umov-Poynting vectors
for the periodic cell of the beam lattice material. The essen-
tial difference with respect to homogeneous continua is that the
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vectors − and + cannot be considered local quantities (referred
to the generic material point). On the contrary, they are referred
to a minimal unit of volume (the finite domain of the periodic
cell). Attention is focused on the flux vector + in the following,
and the superscript ()+ is omitted for the sake of simplicity.
The Umov-Poynting vector  is known to be a real quantity
in elastic media [1]. Indeed, considering the natural free mo-
tion of a monochromatic wave with frequency ω and complex
waveform ψa, the energy flux (τ) is the dot product of the time-
harmonic vector fields f+p and q˙
+
p , whose amplitudes vary har-
monically in time (with the same frequency ω) and multiplies
the complex-valued forms ϕ+p and ψ
+
p . Therefore, if f
+
p and q˙
+
p
are harmonically varying complex-valued quantities, the corre-
sponding real-valued vector fields are
<(f+p )= 12
(
f+p + (f
+
p )
∗) , <(q˙+p )= 12
(
q˙+p + (q˙
+
p )
∗) (20)
and the time-dependent energy flux is the real valued product
<( (τ))=−<(f+p )><(q˙+p) (21)
where the ()∗ superscript stands for the complex conjugate.
From the physical viewpoint, it may be convenient to intro-
duce the mean energy flux ¯, defined as the time-averaged flux
over an oscillation cycle of period 2pi/ω
¯=
ω
2pi
∫ 2pi
ω
0
<( (τ))dτ=− ω
2pi
∫ 2pi
ω
0
<(f+p )><(q˙+p) dτ (22)
which is known to be [5, 8, 53]
¯= 1
2
<(−(f+p )>(q˙+p )∗)=− 14
(
(f+p )
>(q˙+p)
∗+ (f+p )
†(q˙+p)
)
(23)
where the superscript ()† stands for the conjugate transpose.
Moreover, a mean directional flux of mechanical energy can
be defined, by collecting columnwise the flux components ¯r
and ¯t flowing out of the boundary segments Γr and Γt
¯=
(
¯r
¯t
)
=− 1
4
(
(f+r )
>(q˙+r )
∗+ (f+r )
†(q˙+r )
(f+t )
>(q˙+t )
∗+ (f+t )
†(q˙+t )
)
(24)
The vector ¯ is the time-average of the vector + in the equation
(19), and is referred to as Umov-Poynting vector (for the beam
lattice) in the following, for the sake of simplicity.
The passive forces and velocities are linearly depending on
the active displacements and velocities through the relations
f+r =− e−ıβ1 F−laqa, f+t =− e−ıβ2 F−baqa (25)
q˙+r = e
−ıβ1 S−laq˙a, q˙
+
t = e
−ıβ2 S−baq˙a (26)
by virtue of the quasi-static condensation and the material peri-
odicity. Consequently, the components of the Umov-Poynting
vector ¯ can conveniently be expressed as a function of the only
active displacements and velocities
¯r =
1
4
(
q>a (F
−
la)
>(S−la)
∗q˙∗a+q
†
a(F
−
la)
†S−laq˙a
)
(27)
¯t =
1
4
(
q>a (F
−
ba)
>(S−ba)
∗q˙∗a+q
†
a(F
−
ba)
†S−baq˙a
)
(28)
where the auxiliary complex-valued matrices F−
la
,F−
ba
,S−
la
,S−
ba
are reported in the AppendixA.2.
Making explicit the natural wave solution qa =Aψa exp(ıωτ)
for the forward propagating wave with frequency ω and wave-
form ψa, the flux components can be expressed in the form
¯r=
AA∗
4
ıω
(
−ψ>a (F−la)>(S−la)∗ψ∗a+ψ†a(F−la)†S−laψa
)
(29)
¯t =
AA∗
4
ıω
(
−ψ>a (F−ba)>(S−ba)∗ψ∗a+ψ†a(F−ba)†S−baψa
)
(30)
and can be proved to be real-valued, since the terms between
brackets are purely imaginary (see also AppendixB.2). Recall-
ing the significant relationψa =Q
−1φa, the flux components can
also be expressed as function of the standard eigenvectors
¯r=
AA∗
4
ı
(
−φ>a Jrφ∗a+φ†aJ∗rφa
)
(31)
¯t =
AA∗
4
ı
(
−φ>a Jtφ∗a+φ†aJ∗tφa
)
(32)
where the auxiliary square matrices
Jr =ωQ
−>(F−la)
>(S−la)
∗Q−1 (33)
Jt =ωQ
−>(F−ba)
>(S−ba)
∗Q−1 (34)
are complex-valued. Separating the real and imaginary parts of
the eigenvectors φa =χ+ ıγ, the formulas (31),(32) read
¯r =
AA∗
2
(
χ>=(Jr)χ+γ>=(Jr)γ−χ><(Jr)γ+γ><(Jr)χ
)
(35)
¯t =
AA∗
2
(
χ>=(Jt)χ+γ>=(Jt)γ−χ><(Jt)γ+γ><(Jt)χ
)
(36)
where the real and imaginary parts of the auxiliary matrices are
<(Jr)=ωQ−>
(
=(F−la)>=(S−la)+<(F−la)><(S−la)
)
Q−1 (37)
<(Jt)=ωQ−>
(
=(F−ba)>=(S−ba)+<(F−ba)><(S−ba)
)
Q−1 (38)
=(Jr)=ωQ−>
(
=(F−la)><(S−la)−<(F−la)>=(S−la)
)
Q−1 (39)
=(Jt)=ωQ−>
(
=(F−ba)><(S−ba)−<(F−ba)>=(S−ba)
)
Q−1 (40)
An equivalent alternative formulation of the Umov-Poynting
vector is reported in AppendixB.2. As final remark, the mean
complementary flux ¯− = ( ¯l, ¯b) obeys to the balance condition
( ¯l+ ¯b)=−( ¯r+ ¯t), according to the free oscillation assumption.
2.4. Energy velocity
In classical homogeneous media, which are conservative
and nondispersive, the velocity ce of the mechanical energy
transported by a monocromatic planar wave is a harmonically-
varying vector field. According to a well-established definition,
the energy velocity vector is determined by the ratio
ce =
s¯
e¯
(41)
where s¯ and e¯ are the mean Umov-Poynting vector and themean
energy density, averaged over an oscillation period. Within this
context, the energy velocity ce coincides the group velocity cg,
and its magnitude is also equal to the amplitude cp =ω/||b|| of
the phase velocity. The relation (41) holds also in the presence
of dispersion due to heterogeneities, and the energy velocity
is found to be equal to the group velocity [17, 18], which in
general differs from the phase velocity [51].
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In the context of periodic materials described by crystal lat-
tice and beam lattice models, a formally analogous definition
can be adopted to describe the velocity vector ve related to the
mean directional flux of mechanical energy flowing out of the
microstructural boundary of the periodic cell
ve =
¯
E¯ (42)
where the denominator is the mean total energy E¯ stored in the
periodic cell, averaged over an oscillation period. According
to the balance law of the mechanical energy in the absence of
dissipation, the mean total energy can be expressed
E¯= 2K¯ (43)
where K¯ is the average kinetic energy, which is also equal to
the average potential energy U¯a stored in the active degrees-of-
freedom (see the AppendixC).
Assuming again the natural wave solutionqa =Aψa exp(ıωτ)
for the forward propagating wave with frequency ω and wave-
form ψa, the average kinetic energy reads
K¯ = AA∗
8
ω2
(
ψ>aMaψ
∗
a+ψ
†
aMaψa
)
(44)
or, in terms of standard eigenvectors
K¯ = AA∗
8
ω2
(
φ>a φ
∗
a+φ
†
aφa
)
(45)
Therefore, employing the equations (29),(30) for the numerator
and the equations (43),(44) for the denominator, the compo-
nents of the velocity vector ve = (vr , vt) read
vr =
ı
(
−ψ>a (F−la)>(S−la)∗ψ∗a+ψ†a(F−la)†S−laψa
)
ω
(
ψ>aMaψ
∗
a+ψ
†
aMaψa
) (46)
vt =
ı
(
−ψ>a (F−ba)>(S−ba)∗ψ∗a+ψ†a(F−ba)†S−baψa
)
ω
(
ψ>aMaψ
∗
a+ψ
†
aMaψa
) (47)
where it can be verified that ψ>aMaψ
∗
a = ψ
†
aMaψa, according to
the properties of the eigenvectors of hermitian matrices. There-
fore, the denominator can be expressed as 2ωψ†aMaψa.
2.5. Group velocity
The group velocity cg = (cg1, cg2) is physically representative
of the velocity with which the wave modulation or envelope
propagates. For the natural wave qa = Aψa exp(ıωτ) propagat-
ing wave with frequency ω(b), the classic definition is
cg =∇bω (48)
where ∇b stands for the gradient in the transformed space of the
wavevector b. Therefore, according to the differential geome-
try, the cg-vector is collinear to the unit vector orthogonal to the
iso-frequency curves of the dispersion surface ω(b).
From the methodological viewpoint, the components of the
group velocity can be determined from the characteristic func-
tion F(λ,p,b), according to the implicit function theorem, as
cgi =
∂ω
∂βi
=
2
ω
∂λ
∂βi
=− 2
ω
∂βiF(λ,p,b)
∂λF(λ,p,b)
(49)
where ∂λ and ∂βi stand for the λ-derivative and the βi-derivative,
respectively, with βi component of b = (β1, β2) and i = 1, 2.
An analytical formula for the asymptotic approximation of the
derivatives in the expression (49) can be found in [57].
An alternative method to determine the group velocity can be
founded on the βi-derivative of the condensed equations of mo-
tion (3). This approach leads to the ratio between two quadratic
functions of the complex-valued waveforms ψa, and employs
the βi-derivative of the hermitian stiffness matrix Ka
cgi =
1
2ω
ψ†a ∂βiKa ψa
ψ†aMψa
(50)
where the numerator is real-valued for the properties of the
complex quadratic forms with a hermitian matrix. A proper
demonstration of this formula is extensively reported in the
AppendixD.1. The equation (50) can alternatively be carried
out by adopting a multiparameter perturbation technique, which
employs the wavevector b as perturbation parameter [58].
Finally, a third method to determine the group velocity can
be based on the βi-derivative of the non-condensed equations of
motion (2). This approach differs from the previous one for the
employment of the complex-valued passive waveforms ψp
cgi =
1
2ω
ϕ
†
p∂βiψp−ψ†p∂βiϕp
ψ†aMψa
(51)
where ϕp = (ϕ
−
p ,ϕ
+
p) are the waveforms of the passive forces,
which can be related to the passive waveforms through the re-
lation ϕ−p = F
−
ppψ
−
p and ϕ
+
p = −Lϕ−p = −LF−ppψ−p . A proper
demonstration of this formula is extensively reported in the
AppendixD.2, in analogy to the procedure proposed in [52]. An
alternative demonstration can be carried out by adopting a mul-
tiparameter perturbation technique [58]. It is worth noting that
the group velocity turns out to be equal to the energy velocities
(46),(47), consistently with the findings of [10, 52]. The details
of the demonstration are reported in the AppendixD.3.
3. Tetrachiral material
The two-dimensional geometric pattern of the tetrachiral ma-
terial is characterized by square cells realizing a regular, peri-
odic tessellation of the infinite euclidean plane (Figure 4a). The
mechanical behaviour of each elementary cell is determined by
a distinctive centro-symmetric microstructure, including a cen-
tral circular ring connected to four tangent ligaments organized
according to a chiral topology (Figure 4b). The particular archi-
tecture of the cellular microstructure determines strong prop-
erties of anisotropy in the macroscopic response of the mate-
rial. Furthermore, the marked auxeticity characterizing certain
stretching directions makes the tetrachiral material a promising
candidate for advanced engineering applications [59–64].
The tetrachiral material may represent a suited benchmark
to study the polarization of acoustic waves and the transport of
mechanical energy in beam lattice models. Indeed, a few me-
chanical hypotheses about the cell microstructure are sufficient
to formulate a low-dimensional but representative Lagrangian
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Figure 4: Tetrachiral metamaterial (a) repetitive planar pattern, (b) centro-symmetric microstructure of the periodic cell, (c) beam lattice model (black dotted lines
represent rigid-end offsets connecting the beam-ring connections with the ring centroid
model (Figure 4c). Specifically, the circular ring is assumed
heavy and sufficiently stiff to be modeled as a massive rigid
body. The ring mass M and rotational inertia J can be freely as-
signed, by independently setting the mean diameter D, the an-
nular width and the mass density. The varied configuration of
the rigid body is described by the three planar displacements,
namely the in-plane translations U1,V1 and rotation θ1 of the
configurational node 1© located at the ring centroid. The four
identical ligaments are supposed sufficiently light and flexible
to be described by linear, extensible, unshearable and massless
beams, with elastic and geometric properties defining the ex-
tensional EA and flexural rigidity EI. The natural length of
the beams is L=H cos β, where H is the cell side length and
β=arcsin(D/H) is the ligament inclination angle (chirality an-
gle) with respect to the mesh lines connecting all the ring cen-
tres. The ring-beam connections are considered perfectly-rigid
joints at the four points of tangency. Therefore, the planar dis-
placements of the ring-beam joints are entirely dependent on
the ring centroid motion, by virtue of the rigid body assump-
tion. Due to the geometric periodicity, the cell boundary crosses
the midspan of each ligament. Consequently, the varied config-
uration of the i-th beam is fully described by the rigid motion
of the ligament-ring connection, at the one end, and the three
planar displacements (Ui,Vi, θi) of the i-th configurational node
(i= 2©,..., 5©) located at the cell boundary, at the other end.
DenotingΩc a known circular frequency serving as auxiliary
dimensional reference, the inertial, elastic and geometric prop-
erties of the cell microstructure are described by the minimal
set p of independent nondimensional parameters
δ=
D
H
, %2=
I
AL2
, χ2=
J
MH2
, ω2c=
EA
MHΩ2c
(52)
where δ expresses the spatial density of the rings, measuring
also the material mass density at the macroscopic scale. Fur-
thermore, the parameter δ is an indirect measure of the material
chirality through the immediate relation δ = sinβ with the chi-
rality angle β. The inverse of the nondimensional radius of gy-
ration % accounts for the beam slenderness. The parameter χ2
describes the rotational-to-translational mass ratio of the rings
and, for homogeneous mass distribution, essentially depends on
the ring thickness. Finally, the parameter ωc describes a nondi-
mensional normalization frequency, which can be assumed to
be unitary in the following, without loss of generality.
3.1. Equation of motion
According to the mechanical assumptions, the linear dy-
namics of the periodic cell is governed by a multi-degrees-of-
freedom model, referred to six configuration nodes. The actual
configuration of the i-th node is described by the nondimen-
sional displacement vector qi = (ui, vi, θi), where the variables
ui =
Ui
H
, vi =
Vi
H
(53)
are the nondimensional displacements in the material plane and
θi is the out-of-plane rotation. The cell configuration is de-
scribed by the displacement vector q= (q1, ...,q5 ), with N = 15.
Employing the direct stiffness method to impose the equilib-
rium, the undamped free response of the Lagrangian model is
governed by ordinary differential equations of motion that as-
sume the general form of equation (1). The configuration vector
can be partitioned in the form q= (qa,qp), where
• the active displacement vector qa coincides with q1, and
collects the degrees-of-freedom of the central node at the
ring centroid (internal node)
• the passive displacement vector qp = (q2, ...,q5 ) collects
the degrees-of-freedom of the midspan nodes of the four
ligaments (external nodes).
with Na = 3 and Np = 12. According to the displacement parti-
tion, the equations of motion can be expressed in the partitioned
form of equation (2). The mass and stiffness matrices M and
K of the tetrachiral material are reported in the AppendixE.1.
B= [−pi, pi]× [−pi, pi].
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Figure 5: Dispersion spectrum of the tetrachiral material: (a) frequency spectrum, (b) mechanical energy spectrum with selected complex-valuedwaveforms.
The microstructural boundary Γ of the periodic cell can be
decomposed into the negative sub-boundary Γ− = Γ−
l
∪Γ+
b
and
the positive sub-boundary Γ+ = Γ+r ∪Γ+t . In the specific case
of the tetrachiral material, each boundary segment includes a
single external node of the cell microstructure. Consequently,
the passive displacement vector is readily decomposed in the
form qp = (q
−
p ,q
+
p ). Furthermore, the passive displacement sub-
vectors are immediately associated q−p = (q
−
l
,q−
b
) = (q2,q4) and
q+p = (q
+
r ,q
+
t )= (q3,q5), with Nl =Nr = 3 and Nb =Nt = 3.
Finally, imposing the quasi-periodicity conditions and apply-
ing the quasi-static condensation on the passive displacements
leads to a condensed equation of motion that can be arranged
in the form of equation (3). The b-dependent condensed matrix
Ka of the tetrachiral material is reported in the AppendixE.2. In
summary, the free propagation of elastic waves in the tetrachi-
ral material is governed by a low-dimension (condensed) beam
lattice model, in which the cell configuration is fully described
by the three active degrees-of-freedom of the central rigid ring.
3.2. Dispersion spectrum
Imposing the harmonic solution for forward propagating
waves qa = ψa exp(ıωτ) in the equations of motion, the linear
eigenproblem governing the wave propagation in the tetrachiral
material assumes the classic form of equation (4) or, equiva-
lently, the standard form of equation (5). The eigenproblem
solution gives three b-dependent eigenpairs (ωi,ψai), including
the wave frequency ωi and the corresponding complex-valued
waveform ψai (i = 1, 2, 3). Fixed a certain set p of mechani-
cal parameters, the dispersion relations ω(b) of the tetrachiral
material is fully characterized by the three-valued dispersion
functionω(ξ), where the curvilinear abscissa ξ spans the closed
boundary of the triangular domainB1 (identified by the vertices
B1, B2, B3 in Figure 5a), contained in the first Brillouin zone B.
The dispersion spectrum is featured by two acoustic branches
related to the lower (first and second) frequencies ω1 and ω2,
and a single optical branch related to the highest (third) fre-
quency ω3. Figure 5a illustrates the dispersion spectrum for a
particular parameter set p∗ corresponding to a typical cell mi-
crostructure, characterized by lowmaterial density and low chi-
rality (δ = sinβ = 1/10), highly-flexible ligaments (% = 1/10)
and thin rings (χ= 1/9).
The two acoustic branches attain null frequency values (ω1 =
ω2 = 0) in the limit of infinitely long wavelengths, represented
by the vertex B1 (identified by the abscissa ξ = 0 and cor-
responding to vanishing wavenumbers, or formally |b| → 0).
Starting from this limit, the acoustic frequencies grow up al-
most linearly, with different slopes, for decreasing wavelengths
(increasing wavenumbers). The initial linearity of the fre-
quency growth tends to decay with the increasing distance from
the vertex B1. Finally, the dispersion relation ωi(ξ) becomes
strongly nonlinear in the proximity of the limits of short wave-
lengths represented by the vertices B2 (identified by the ab-
scissa ξ = pi and pointed by the wavevector b = (pi, 0)) and B3
(identified by the abscissa ξ = 2pi and pointed by the wavevec-
tor b = (pi, pi)). On the contrary, the optical branch attains a
not-null, high frequency value (ω3 ' 4.6) in the limit of long
wavelengths. Therefore, the optical frequency decreases with a
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Figure 6: Waveforms ψa = (ψu , ψv , ψθ) and polarization factors versus the wavenumber β1 (horizontally propagating waves) for the tetrachiral material with
parameter set p∗ (δ = sin β= 1/10,% = 1/10,χ = 1/9): (a) components of the first waveform ψa1 , (b) components of second waveformψa2 , (c) components of third
waveformψa3 , (d) complementary compression factor ΛP, (e) polarization shear factor ΛS , (f) polarization moment factor ΛM .
marked nonlinear dependence on the increasing wavenumbers.
This persistent qualitative scenario can be verified to character-
ize the dispersion spectrum of the tetrachiral material over large
ranges of the mechanical parameters (wide parametric analyses
are reported in [65]). As complementary remark, it is worth
noting that the full band gap BG exists between the maximum
of the acoustic low-frequency branches and the minimum of
the optical high-frequency branch. The parametric conditions
for the opening/closing of this band gap can be determined an-
alytically, by virtue of perturbation methods for the asymptotic
solution of the eigenproblem [58].
The mechanical energy spectrum can be determined by eval-
uating the mean total energy E¯ transfered by the forward prop-
agating wave qa =Aψa exp(ıωτ) according to the equation (43).
Figure 5b illustrates the energy spectrum for the particular pa-
rameter set p∗. The oscillation amplitude A is assumed uni-
tary and the waveform ψa is mass-normalized, for the sake of
simplicity. Coherently with the frequency spectrum, the en-
ergy spectrum possesses two acoustic branches related to the
lower frequency waves, determining small energy transfers E¯1
and E¯2, and a single optical branch related to the highest fre-
quency wave, determining large energy transfers E¯3. This ev-
idence highlights that – considering equal oscillation ampli-
tudes – the energy transfered by the high-frequency optical
wave (rigorously, the harmonic wave associated with the fre-
quency of the optical branch) is larger than the energy trans-
fered by the low-frequency acoustic waves (rigorously, the har-
monic waves associated with the frequencies of the acoustic
branches). From a different viewpoint, it could be said that gen-
erating a high-frequency optical wave in the tetrachiral material
requires larger energy than generating low-frequency acoustic
waves propagating with the same oscillation amplitude. The
difference in the energy transfered by different waves has a min-
imum for the limit of short and equal wavelengths (or large
identical wavenumbers). This limit corresponds to the vertex
B3 (abscissa ξ = 2pi), where the maximum of the acoustic en-
ergy branches co-exists with the minimum of the optical energy
branch. The existence of the energy band gap obeys to the same
conditions valid for the frequency band gap.
Due to the absence of dissipation, the total energy E¯ is twice
the elastic energy U¯a stored in the cell microstructure (see also
the AppendixC). Therefore, it may be convenient to enrich the
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discussion about the energy spectrum with some considerations
about the waveforms related to each spectral branch. Indeed,
each waveform can be regarded as the elastic displacement vec-
tor caused by the static application of inertial forces propor-
tional to the waveform itself. The framed boxes in Figure 5b
show a few samples of the waveforms ψai = (ψu, ψv, ψθ). More
specifically, the triplet of waveforms (i= 1, 2, 3) related to each
of the three B1-vertices are reported, while the waveform vari-
ation under continuous ξ-increment is treated with more depth
in the next paragraph. For each component of the ψai-vector,
or wavecomponent, the real part (black) is distinguished from
the imaginary part (red). As first remark, null elastic energy
is associated to the perfectly polarized waveforms ψa1 and ψa2
of the acoustic waves with infinitely long wavelengths (vertex
B1), corresponding to rigid (null-frequency) translations in the
material plane. The maximum elastic energy for the acoustic
waves, reached in the limit of short wavelengths (vertex B3), is
instead associated to an iso-frequency pair of hybrid waveforms
ψa1 and ψa2, characterized by a comparable participation of the
in-plane wavecomponents ψu and ψv. On the contrary, the op-
tical branch is characterized by a perfectly polarized waveform
ψa3, in which the out-of-plane rotation ψθ is the only not null
wavecomponent and no hybridizations occur in the limits of
long and short wavelengths (vertices B1 and B3).
3.3. Wave polarization
The variation of the wave frequency along the closed bound-
ary of the triangular zone B1, described by the dispersion func-
tion ω(ξ), is accompanied by the ξ-dependent variation of the
corresponding waveform ψa = (ψu, ψv, ψθ). Adopting a suited
self-normalization for each waveform (ψ†aψa = 1), the compo-
nents of the three vector functions ψa1(ξ),ψa2(ξ),ψa3(ξ) are re-
ported for the first side of the triangular boundary (0 ≤ ξ ≤ pi),
corresponding to horizontally propagating waves (see Figures
6a,b,c). Considering the first frequency ω1, the correspond-
ing waveform ψa1 is dominated by the vertical wavecomponent
ψv (Figures 6a). This qualitative remark is accurately quanti-
fied by the corresponding shear polarization factor ΛS , which is
approximately unitary along the whole boundary side (see the
function ΛS (ξ)' 1 for ψa1 in Figures 6e). It may be worth not-
ing that the shear polarization is not perfect (note ΛS (ξ) < 1),
due to a minimal but not negligible participation of the hori-
zontal and rotational wavecomponents. This defect in the shear
polarization of the first waveform ψa1 is caused by the low chi-
rality of the tetrachiral microstructure, and is efficiently quan-
tified by the small values attained by the moment polarization
factor ΛM and the complementary compression factor ΛP (note
ΛM(ξ)' 0 and ΛP(ξ)' 0 for ψa1 in Figures 6d,f).
A similar qualitative behaviour can be recognized for the
second frequency ω2, which corresponds to a waveform ψa2
dominated by the horizontal wavecomponent ψu (Figures 6b).
The complementary compression factor ΛP accurately quanti-
fies this behaviour by attaining values close to unity along the
whole boundary side (see the function ΛP(ξ)' 1 for ψa2 in Fig-
ure 6d). Finally, the waveform ψa3 associated to the third fre-
quency ω3 is dominated by the rotational wavecomponent ψθ
(Figures 6c). Consistently, the moment polarization factor ΛM
assumes quasi-unitary values (see the function ΛM (ξ) ' 1 for
ψa3 in Figures 6f). As minor remark, the waveform ψa3 is per-
fectly moment-polarized at the limits of short and long wave-
lengths (note ΛM = 1 for ψa3 at ξ= 0 and ξ= pi in Figures 6f).
3.4. Energy flux
The mean directional flux of mechanical energy is described
by the Umov-Poynting vector ¯= ( r, t) for the forward propa-
gating waves qa = ψa exp(ıωτ), evaluated according to the for-
mulas (29),(30) for unitary amplitude A and self-normalized
waveform ψa. The smooth functions of the mean energy fluxes
r and t flowing out of the right and top microstructural bound-
aries are reported for horizontally propagatingwaves (functions
r(β1) and t(β1) for 0≤ β1 ≤ pi in Figures 7a,d), vertically prop-
agating waves (functions r(β2) and t(β2) for 0≤ β2 ≤ pi in Fig-
ures 7b,d), and diagonally propagating waves (functions r(β3)
and t(β3) for 0≤ β3 = (β21+β22)1/2 ≤
√
2pi in Figures 7c,f).
Focusing first on the energy flux ¯r for horizontal waves (see
the functions ¯r(β1) in Figure 7a), it can be immediately re-
marked that vanishing fluxes are systematically related to the
limits of long and short wavelengths (note ¯r = ¯t = 0 at β1 = 0, pi
for all the waveforms). From the physical viewpoint, this re-
mark states that no energy transport can occur in these wave-
length limit conditions. The absolute value of all the energy
fluxes grows up with increasing distances from the limits of
the wavelength range. In particular, the maximum energy flux
is reached in the range of medium wavelengths by the second
acoustic wave (see the function ¯r(β1) of the waveform ψa2 over
the range 1/2 <β1/pi < 3/4 in Figure 7a). This result can be at-
tributed to the high elastic energy stored in the self-normalized
waves with quasi-unitary compression factors (recall ΛP ' 1 for
ψa2 in Figure 6d). Lower energy fluxes are instead associated to
the self-normalized waveforms ψa1 and ψa3, which are charac-
terized by large shear and moment polarization factors. It must
be highlighted that the higher and lower values attributed to the
energy flux are intrinsically related to the particular normaliza-
tion of the waveforms (the mass-normalization, for instance,
would determine different results). As important consequence,
the highest spectral energy does not necessarily correspond to
the highest energy flux. Indeed, theω3-frequency wave with the
highest spectral energy E3 (see Figure 5a) does not determine
the maximum energy flux. This result is justified by the nonlin-
ear (quadratic) dependence of the energy flux on the waveform.
The energy fluxes r(β2) for vertical waves shows qualita-
tively similar behaviours (see the functions ¯r(β1) in Figure 7b).
From the quantitative viewpoint, instead, the energy fluxes are
much lower than those related to horizontal waves (Figure 7a).
This result depends on the propagation direction of the wave
is relation with the right microstructural boundary considered.
Indeed, the energy fluxes are expected to be higher for hori-
zontally propagating waves (propagation direction orthogonal
to the boundary) than for vertically propagating waves (prop-
agation direction parallel to the boundary). Minor qualitative
differences can be detected in the energy flux r for diagonal
waves (see the functions ¯r(β3) in Figure 7c), since the energy
fluxes can attain more than one maximum value (see for in-
stance the flux of the waveform ψa1).
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Figure 7: Umov-Poynting vector ¯ = ( ¯r, ¯t) for the waveforms ψai (i = 1,2, 3) of the tetrachiral material with parameter set p∗ (δ = sin β= 1/10,% = 1/10,χ = 1/9).
Energy flux flowing out of the right segment Γr of the cell boundary: (a) ¯r versus β1 (horizontally propagating waves), (b) ¯r versus β2 (vertically propagating
waves), (c) ¯r versus β3 (diagonally propagatingwaves). Energy flux flowing out of the top segmentΓt of the cell boundary: (d) ¯t versus β1 (horizontally propagating
waves), (e) ¯t versus β2 (vertically propagating waves), (f) ¯t versus β3 (diagonally propagating waves).
Focusing on the energy fluxes ¯t flowing out of the top mi-
crostructural boundary (Figures 7d,e,f), the essential findings
do not show major qualitative differences. Naturally, quantita-
tive difference can be detected, since the highest energy fluxes
are associated to vertical waves (Figure 7e), while lower energy
fluxes are associated to horizontal waves (Figure 7d). Further
parametric analyses allow to verify that the energy fluxes or-
thogonal to the propagation direction ( t for horizontal waves
and r for vertical waves) tend to null values for a vanishing
material chirality (δ= sinβ→ 0). Coherently, the energy fluxes
related to diagonal waves tend to coincide with each other.
3.5. Energy velocity
The velocity ve = (vr , vt) of mechanical energy flow is deter-
mined according to the formulas (46),(47). The smooth func-
tions of the velocity components vr and vt are reported for the
energy flowing out of the right microstructural boundary (Fig-
ure 8a,b,c) and the topmicrostructural boundary (Figure 8d,e,f).
Focus is made on the energy velocity of forward propagating
waves traveling in the horizontal direction (functions vr(β1) and
vt(β1) for 0 ≤ β1 ≤ pi in Figures 8a,d), vertical direction (func-
tions vr(β2) and vt(β2) for 0 ≤ β2 ≤ pi in Figures 8b,e), diago-
nal direction (functions vr(β3) and vt(β3) for 0 ≤ β3 ≤
√
2pi in
Figures 8c,f). All the velocities are found to identically van-
ish for the limit of short wavelengths (at β1 = β2 = pi). On the
contrary, the limit of long wavelengths (at β1 = β2 = 0) corre-
sponds to non-null finite values of the energy velocity related
to the acoustic waveforms ψa1 and ψa2, but null values of the
energy velocity related to the opticalwaveform ψa3. This result
is mathematically consistent with the coincidence between the
group and energy velocity. From the quantitative viewpoint,
the energy is found to flow with higher velocity through the
boundary orthogonal to the propagation direction. Indeed, the
velocity vr is much larger than the velocity vt for horizontally
propagating waves (compare Figures 8a,b), while the opposite
occurs for vertically propagatingwaves (compare Figures 8d,e).
As minor remark, the highest velocities of the mechanical en-
ergy flow are attained by the second acoustic wave propagating
horizontally (maximum vr-value for ψa2 in Figure 8a), which
are featured by a large compression factor (recall ΛP ' 1 for
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Figure 8: Energy velocity vector ve = (vr, vt) for the waveformsψai (i=1, 2,3) of the tetrachiral material with parameter set p∗ (δ= sin β= 1/10,%= 1/10, χ=1/9).
Velocity of the energy flux flowing out of the right segment Γr of the cell boundary: (a) vr versus β1 (horizontally propagating waves), (b) vr versus β2 (vertically
propagatingwaves), (c) vr versus β3 (diagonally propagatingwaves). Velocity of the energy flux flowing out of the top segmentΓt of the cell boundary: (d) vt versus
β1 (horizontally propagating waves), (e) vt versus β2 (vertically propagatingwaves), (f) vt versus β3 (diagonally propagating waves).
ψa2 in Figure 6d). Again, further parametric analyses allow to
verify how the energy velocity orthogonal to the propagation di-
rection (vt per horizontal waves and vr for vertical waves) tends
to vanish for evanescent material chirality.
The iso-frequency curves related to the dispersion surfaces
over the entire first Brillouin zone B are reported for two tetra-
chiral materials characterized by low chirality (Figure 9a) and
high chirality (Figure 9b). The vectors related to the phase ve-
locity field cp and the group velocity field cg are superimposed
to the contour plots of the three dispersion surfaces ω1 (blue),
ω2 (green) and ω3 (red). Considering a generic B-point, it can
be immediately remarked that the velocity vectors cp and cg are
not collinear with each other. On the one hand, the phase veloc-
ity vectors cp (gray arrows) have amplitude cp and local direc-
tion collinear with the unit wavevector b˜. This ordinary result
means that the wavefront of plane waves propagates along the
wavevector direction. On the other hand, the group velocity
vectors cg are locally orthogonal to the iso-frequency curves.
Due to the coincidence between the group and the energy ve-
locities, the cg-vector field and the ve-vector field coincide with
each other. The physical meaning of this result is that the prop-
agation directions of the envelope wave coincide with the trans-
port directions of the mechanical energy. In synthesis, the me-
chanical energy flows along directions that may strongly differ
from the propagation directions of the dispersive waves. This
peculiar behaviour can be attributed to the chiral microstruc-
ture of the periodic cell, that corresponds to a marked macro-
scopic anisotropy of the tetrachiral material. Indeed, the tetra-
chiral material with higher chirality exhibits lower collinearity
between the velocity vectors (compare Figure 9a,b). On the
opposite, if the macroscopic anisotropy is reduced by letting
the chirality angle tend to zero (δ = sinβ→ 0), a cubic mate-
rial symmetry is established. Therefore, all the dispersion sur-
faces gain a double symmetry with respect to the coordinate
axes of the Brillouin zone B. Along these axes the collinear-
ity of the velocity vectors cp and cg is respected and the en-
ergy flows along the same directions of the wave propagation.
Nonetheless, since the cubic material symmetry cannot tend to
the isotropy by modifying the other free parameters (ρ, χ), the
lack of collinearity persists along all the other directions.
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Figure 9: Iso-frequency curves of the dispersion surfacesω1(b) (bluescale),ω2(b) (greenscale),ω3(b) (redscale) in the Brillouin zone B for the tetrachiral material
(with %= 1/10,χ= 1/9) featured by (a) light chirality (and lower mass density δ= sin β=1/10) or (b) strong chirality (and higher mass density δ= sin β= 1/3). The
gray vectors represent the field of the phase velocity c f . The blue, green and red vectors represent the field of the group velocity cg (and energy velocity ve).
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Focusing on the optical dispersion surface ω3 (red), it is
worth noting that the velocity vectors cp and cg are oppositely
directed (cg ·cp < 0) over the whole B-domain. This property is
known as negative refraction and can equivalently be expressed
through the Umov-Poynting vector (  · b˜ < 0). From the phys-
ical viewpoint, the occurrence of negative refraction is related
to the monotonic decrease of the dispersion surface ω3 with the
distance ||b|| from the limit point of long wavelengths. This
particular acoustic effect is coherent with similar findings from
literature studies about periodic lattice structures featured by
different tetrachiral microstructures [38].
Focusing on the acoustic dispersion surfaces ω1 (blue) and
ω2 (green), it can be observed that the b-oriented component of
the group velocity tends to the amplitude of the phase velocity
(cg · b˜→ cp) for the limit case of long wavelengths (||b|| → 0).
This limit behaviour is typical of first-order continua and is
consistent with the possibility to approximate the acoustic dis-
persion surfaces of the beam lattice material with those of a
first-order homogenized continuum. For shorter wavelengths
the dispersion effects are increasingly important and better ap-
proximations of the material spectrum are achievable by ho-
mogenization in non-local continua [51, 66]. The boundary of
the Brillouin zone B, defining the limit of short wavelengths, is
identically featured by vanishing group velocity, but finite not
null phase velocities.
4. Conclusions
A general mathematical framework has been outlined to an-
alyze the transport of mechanical energy related to the propa-
gation of dispersive acoustic waves in periodic microstructured
materials. A non-dissipative beam lattice model, featured by
massive rigid bodies connected by massless flexible beams, has
been postulated to describe properly the generic microstruc-
ture of the periodic cell. A suited dimension reduction has
been achieved by applying a classic quasi-static condensation
to the passive (inertialess) degrees-of-freedom of the external
nodes, located at the boundary between adjacent cells. Con-
sequently, standard quasi-periodicity conditions have been im-
posed to the condensed degrees-of-freedom, according to the
Floquet-Bloch theory for conservative systems. Finally, a lin-
ear eigenproblem has been stated to govern the free propaga-
tion of harmonic plane waves in the reduced space of the active
degrees-of-freedom.
Since the mechanical energy transfered by freely propagat-
ing waves is determined by the complete eigensolution (eigen-
values and eigenvectors), the initial focus has been on the ac-
tive waveforms related to the dispersion relations of the con-
densed model. In the specific context of beam lattices, this
matter is strictly concerned with the different energetic con-
tents of shear, compression and moment waves. As first original
contribution, a pair of nondimensional quantities (polarization
factors) have been defined to quantify the degree of geometric
polarization of a certain wave. Rigorously, perfect polarization
may occur in one or the other of the two (mutually-orthogonal)
planes extending transversally to the propagation direction. A
physically meaningful interpretation is that the shear (or mo-
ment) polarization factor accounts for the ratio between the
energy transported by the wavecomponents oscillating (or ro-
tating) transversally to the propagation direction and the total
mechanical energy of the waveform. Since each polarization
factor can vary continuously from zero to unity, perfectly po-
larized waves (unitary factor), quasi-polarized waves (nearly-
unitary factor) and hybrid waves (two comparable factors) can
be distinguished on a consistent quantitative base. A comple-
mentary factor has been defined to identify by difference the
perfect, quasi-perfect or hybrid compressionwaves, for the sake
of completeness.
Drawing inspiration from theMaxwell theory of electromag-
netic waves, a vector variable has been introduced to describe
the directional flow of mechanical energy associated to the elas-
tic waves propagating in the beam lattices, in analogy to the
Umov-Poynting vector in solid mechanics. As major achieve-
ment, a mathematically consistent analogy has been established
between a local variable of the continuum (the Umov-Poynting
vector) and its microstructural counterpart of the beam lattice.
Specifically, the periodic cell has been selected as minimal do-
main for the density of mechanical energy. Therefore, the con-
densation relations have been employed to express the mechan-
ical energy flowing out the cellular boundary as an explicit
function of the active waveforms. As further theoretical de-
velopment, the directional flow of mechanical energy has been
related to the velocity field of the energy transport. Coher-
ently with other literature studies about periodic structures, the
energy velocity field has been concluded to coincide with the
group velocity field. This major result has been demonstrated
by properly inverting the condensation relations to achieve an
alternative expression for the group velocity.
Finally, the periodic tetrachiral material has been analyzed
as prototypical case-study of beam lattice. The waveforms and
the corresponding energy spectrum have been determined ex-
actly. For each waveform, the polarization factors have suc-
ceeded in quantitatively following the smooth transition from
perfect polarization to quasi-polarization and (more rarely) hy-
bridization, under variation of the wavenumbers. Therefore, the
energy fluxes and energy velocities have been determined. As
first remark, the highest-energy branches of the dispersion spec-
trum have been found not immediately associable to the largest
energy fluxes, depending on the nonlinear dependence of the
energy fluxes on the waveforms. As second remark, the energy
velocity (or the group velocity) has been found to differ from
the phase velocity in the general case. This difference has been
verified to enable the occurrence of negative refractions associ-
ated to the optical branch of the dispersion spectrum.
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AppendixA. Auxiliary matrices
AppendixA.1. Periodicity conditions
The N+p ×N−p (square) matrix L(b), governing the periodicity
conditions imposed on the passive displacements and forces,
can be expressed in the partitioned form
L(b)=
 L1 O
O L2
=
 e
−ıβ1 I1 O
O e−ıβ2 I2
 (A.1)
where the nondimensional wavevector b= (β1, β2), while I1 and
I2 are Nl×Nl and Nb×Nb identity matrices, respectively.
AppendixA.2. Quasi static condensation
According to the boundary segmentation and the consequent
partition qp = (q
−
p ,q
+
p ) and fp = (f
−
p , f
+
p ) of the passive variables,
the quasi-static (lower) part of the equation (2) can be written
K
−
pa
K+pa
 qa+
K
=
pp K
∓
pp
K±pp K
#
pp

q
−
p
q+p
=
 f
−
p
f+p
 (A.2)
where it is worth noting that the submatrices K∓pp eK
±
pp express
the stiffness coupling between the passive degrees-of-freedom
q−p and q
+
p . These stiffness terms vanish in the absence of elastic
coupling between the nodes of the boundaries Γ− and Γ+.
In combination with the periodicity conditions q+p =Lq
−
p and
f+p = −Lf−p , the equation (A.2) furnishes the linear laws q−p =
S−paqa and f
−
p =F
−
ppq
−
p =F
−
paqa, relating the passive variables q
−
p
and f−p to the active displacements qa. The rectangular N
−
p ×Na
matrix S−pa and the square N
−
p ×N−p matrix F−pp read
S−pa =R
(
K+pa+LK
−
pa
)
, (A.3)
F−pp =K
−
pa+
(
K=pp+K
∓
ppL
)
(A.4)
and thus, by simple substitution, the N−p ×Na matrix F−pa reads
F−pa =
(
K−pa+
(
K=pp+K
∓
ppL
))
R
(
K+pa+LK
−
pa
)
(A.5)
where the square matrixR=−(LK∓ppL+LK=pp+K#ppL+K±pp)−1.
According to the partition of the displacement vector q−p =
(q−
l
,q−
b
), the matrices S−pa and F
−
pa can be partitioned
S−pa =
 S
−
la
S−
ba
 , F−pa =
 F
−
la
F−
ba
 (A.6)
where S−
la
and S−
ba
(and also F−
la
and F−
ba
) are Nl×Na and Nb×Na
rectangular matrices, respectively.
Finally, the solution q−p =S
−
paqa and the periodicity condition
q+p = Lq
−
p can be employed to replace the variable qp in the
upper part of the equation (2). The algebra leads to the equation
(4), governed by the condensed stiffness matrix
Ka =Kaa+
(
K−ap+K
+
apL
)
R
(
K+pa+LK
−
pa
)
(A.7)
which can be proved to be hermitian with dimensions Na×Na.
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Figure A.10: Graphical illustration of the change of coordinates from the natu-
ral basis of the material lattice to the local basis of the plane wave.
AppendixA.3. Change-of-basis
The skew-symmetric matrix B employed in the polarization
factors (6),(7) accounts for a change-of-basis. It is a diagonal
block matrix with i-th block (i= 1, ...,Nn)
Bi =

e1 · b˜ ‖e1× b˜‖ 0
−‖e1× b˜‖ e1 · b˜ 0
0 0 1
 (A.8)
which essentially governs the vector transformation Bib˜ = e1,
as illustrated in Figure A.10.
AppendixB. Umov-Poynting vector
AppendixB.1. Umov-Poynting Theorem
Considering only mechanical energy, the energy balance for
a continuum medium states that the variation rate of the me-
chanical energy E is equal to the external mechanical power PE
∂E
∂t
=PE (B.1)
where, considering a generic reference volume V bounded by
the closed surface S, the external mechanical power PE due to
the body forces b and surface tractions f is
PE =
∫
V
b · u˙ dV+
∫
S
f · u˙ dS (B.2)
while the increment rate of the mechanical energy is
∂E
∂t
=
∂K
∂t
+PI = ∂
∂t
∫
V
1
2
ρu˙ · u˙ dV+
∫
V
T : E˙ dV (B.3)
where PI denotes the internal mechanical power and T and
E are the stress and strain tensors. Recalling that the strain
rate tensor can be expressed as E˙ = ∇u˙− skw(∇u˙) and that
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T : skw(∇u˙) = 0 for the symmetry of T, the increment rate of
the mechanical energy can be expressed
∂E
∂t
=
∫
V
ρu¨ · u˙ dV+
∫
V
T :∇u˙dV = (B.4)
=
∫
V
ρu¨ · u˙ dV+
∫
V
(
∇· (Tu˙)− (∇·T) u˙
)
dV = (B.5)
=
∫
V
(ρu¨−∇·T) · u˙ dV+
∫
S
(Tu˙) ·n dS (B.6)
where n is the unit outward S-normal. The equation (B.6) is
equivalent to the equation (13). In the absence of external body
forces (b = 0), the energy balance requires that the V-integral
kernel identically vanishes (for allV), which implies ρu¨=∇·T.
Furthermore, the S-integral must satisfy
∫
S
(Tu˙) ·n dS =
∫
S
(Tn) · u˙ dS =
∫
S
f · u˙ dS (B.7)
which requires (Tu˙) ·n= f · u˙, or equivalently s ·n=−f · u˙ if the
Umov-Poynting vector s = −Tu˙ is employed. It is worth not-
ing that, in the free oscillation regime (PE = 0), the S-surface
integral is null (for all S) and can be treated as
∫
S
(Tu˙) ·n dS =−
∫
S
(s ·n) dS =−
∫
V
(∇·s) dV (B.8)
which is null (for all V) if s is a solenoidal field with ∇·s = 0
(see also [1]). From the physical viewpoint, this mathematical
condition states that the flux of mechanical energy flowing out
any closed surface is null.
AppendixB.2. Alternative formulation
An alternative formulation of the Umov-Poynting vector can
be given, based on a proper mathematical treatment of the real
and imaginary parts of the two harmonic vector fields contribut-
ing to the mechanical energy flux defined in equation (21). Sep-
arating the real and imaginary parts, the passive forces and the
velocities of the passive degrees-of-freedom related to the pos-
itive segments of the microstructural boundary Γ+ read
q˙+p =<(q˙+p)+ ı=(q˙+p), f+p =<(f+p )+ ı=(f+p ) (B.9)
where, employing the relations q+p =LS
−
paqa and f
+
p =−LF−paqa
following from the quasi-periodicity conditions with the quasi-
static condensation, the real and imaginary parts read
<(q˙+p)=
( <(L1S−la)<(q˙a)−=(L1S−la)=(q˙a)
<(L2S−ba)<(q˙a)−=(L2S−ba)=(q˙a)
)
(B.10)
=(q˙+p )=
( <(L1S−la)=(q˙a)+=(L1S−la)<(q˙a)
<(L2S−ba)=(q˙a)+=(L2S−ba)<(q˙a)
)
<(f+p )=
( −<(L1F−la)<(qa)+=(L1F−la)=(qa)
−<(L2F−ba)<(qa)+=(L2F−ba)=(qa)
)
(B.11)
=(f+p )=
( −<(L1F−la)=(qa)−=(L1F−la)<(qa)
−<(L2F−ba)=(qa)−=(L2F−ba)<(qa)
)
After substitution in equation (21) and expansion of the matrix
products, the real-valued components of the Umov-Poynting
vector read
<( r(τ))==(qa)>=(L1F−la)>=(L1S−la)=(q˙a)+ (B.12)
−=(qa)>=(L1F−la)><(L1S−la)<(q˙a)+
−<(qa)><(L1F−la)>=(L1S−la)=(q˙a)+
+<(qa)><(L1F−la)><(L1S−la)<(q˙a)
<( t(τ))==(qa)>=(L2F−ba)>=(L2S−ba)=(q˙a)+ (B.13)
−=(qa)>=(L2F−ba)><(L2S−ba)<(q˙a)+
−<(qa)><(L2F−ba)>=(L2S−ba)=(q˙a)+
+<(qa)><(L2F−ba)><(L2S−ba)<(q˙a)
where the real and imaginary parts of the matrix products can
be expressed in the trigonometric form
<(L1S−la)=<(S−la) cos β1+=(S−la) sinβ1 (B.14)
=(L1S−la)==(S−la) cos β1−<(S−la) sinβ1
<(L2S−ba)=<(S−ba) cos β2+=(S−ba) sinβ2
=(L2S−ba)==(S−ba) cos β2−<(S−ba) sinβ2
<(L1F−la)=<(F−la) cos β1+=(F−la) sinβ1
=(L1F−la)==(F−la) cos β1−<(F−la) sin β1
<(L2F−ba)=<(F−ba) cos β2+=(F−ba) sinβ2
=(L2F−ba)==(F−ba) cos β2−<(F−ba) sinβ2
while, recalling the natural wave solution qa = Aψa exp(ıωτ),
the the real and imaginary parts of the displacement and veloc-
ity vectors can be expressed in the trigonometric form
<(qa)=
(
<(A)<(ψa)−=(A)=(ψa)
)
cos(ωτ)+
−
(
=(A)<(ψa)+<(A)=(ψa)
)
sin(ωτ) (B.15)
=(qa)=
(
<(A)=(ψa)+=(A)<(ψa)
)
cos(ωτ)+
−
(
=(A)=(ψa)−<(A)<(ψa)
)
sin(ωτ) (B.16)
<(q˙a)=−ω
(
<(A)=(ψa)+=(A)<(ψa)
)
cos(ωτ)+
−ω
(
<(A)<(ψa)−=(A)=(ψa)
)
sin(ωτ) (B.17)
=(q˙a)=−ω
(
=(A)=(ψa)+<(A)<(ψa)
)
cos(ωτ)+
−ω
(
<(A)=(ψa)+=(A)<(ψa)
)
sin(ωτ) (B.18)
Similarly, the real-valued components of the mean flux of me-
chanical energy defined in equation (23) read
¯r =
AA∗
2
ω
(
<(ψa)>Yar<(ψa)+=(ψa)>Yar=(ψa)+ (B.19)
−<(ψa)>Ybr=(ψa)+=(ψa)>Ybr<(ψa)
)
¯t =
AA∗
2
ω
(
<(ψa)>Yat<(ψa)+=(ψa)>Yat=(ψa)+ (B.20)
−<(ψa)>Ybt =(ψa)+=(ψa)>Ybt<(ψa)
)
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where the auxiliary matrices
Yar ==(L1F−la)><(L1S−la)+<(L1F−la)>=(L1S−la)= (B.21)
==(F−la)><(S−la)−<(F−la)>=(S−la)
Ybr =<(L1F−la)><(L1S−la)+=(L1F−la)>=(L1S−la)= (B.22)
==(F−la)>=(S−la)+<(F−la)><(S−la)
Yat ==(L2F−ba)><(L2S−ba)+<(L2F−ba)>=(L2S−ba)= (B.23)
==(F−ba)><(S−ba)−<(F−ba)>=(S−ba)
Ybt =<(L2F−ba)><(L2S−ba)+=(L2F−ba)>=(L2S−ba)= (B.24)
==(F−ba)>=(S−ba)+<(F−ba)><(S−ba)
AppendixC. Energy relations
The mechanical energy E in the periodic cell of a beam lattice
material is the sum E =K +U, where K and U are the kinetic
and (internal) potential energies. Considering a harmonic wave
motion q(τ) with complex waveform, the mean energy values
yielding from proper averaging over the time period are
K¯ = ω
2pi
∫ 2pi
ω
0
1
2
<(q˙)>M<(q˙) dτ, (C.1)
U¯ = ω
2pi
∫ 2pi
ω
0
1
2
<(q)>K<(q) dτ (C.2)
which are equivalent to
K¯ = 1
2
<
(
q˙>Mq˙∗
)
, U¯= 1
2
<
(
q>Kq∗
)
(C.3)
where q˙ and q are the velocity and displacement vectors of all
the configuration nodes, while the productsMq˙ and Kq stand
for the momentum the elastic force vectors, respectively.
Recalling the displacement partition q= (qa,qp) and the con-
sequent partition of the mass stiffness matrices M and K in the
equation (2), the kinetic energy can be expressed
K¯ = 1
2
<
(
q˙>aMaq˙
∗
a
)
= 1
8
(
q˙>aMaq˙
∗
a+ q˙
†
aMaq˙a
)
(C.4)
where the quadratic dependence on the velocity of the only ac-
tive degrees-of-freedom can be recognized. Similarly, if the
displacement partition is introduced, the potential energy reads
U¯ = 1
2
<(q>aKaaq∗a)+ 12<(q>aKapq∗p)+ (C.5)
+ 1
2
<(q>pKpaq∗a)+ 12<(q>pKppq∗p)
Therefore, imposing both the quasi-static condensation and the
quasi-periodicityconditions on the passive degrees-of-freedom,
the potential energy can be expressed
U¯ = 1
2
<(q>aK∗aq∗a)+ 12<(q>pKpaq∗a)+ 12<(q>pKppq∗p) (C.6)
where two terms can be recognized
U¯a = 12<(q>aK∗aq∗a) (C.7)
U¯p = 12<(q>pKpaq∗a)+ 12<(q>pKppq∗p) (C.8)
corresponding to the potential energy stored in the active and
passive degrees-of-freedom, respectively.
The equilibrium condition (2), after multiplication of the up-
per and lower parts by qa and qp, respectively, and averaging
over a period, states that
U¯a = K¯ , U¯p = 12W¯ (C.9)
where W¯ is the mean work done by the passive external forces
fp in the passive degrees-of-freedom
W¯ = ω
2pi
∫ 2pi
ω
0
<(qp)><(fp) dτ (C.10)
which is equivalent to
W¯ =<
(
q>p f
∗
p
)
= 1
4
(
q>p f
∗
p+q
†
pfp
)
(C.11)
Therefore, the internal potential energy can be expressed
U¯ = U¯a+U¯p = K¯ + 12W¯ (C.12)
and the mean mechanical energy E¯ is
E¯= K¯ +U¯ = (K¯ +U¯a)+U¯p = 2K¯ + 12W¯ (C.13)
where the two contributions given by the active and passive
degrees-of-freedom have been separated.
The work done by the passive external forces fp in the pas-
sive degrees-of-freedom can be separated by distinguishing the
contributions W¯− and W¯+ stored in the negative and positive
microstructural boundaries Γ− and Γ+, respectively
W¯ =W¯−+W¯+ (C.14)
where, recalling the displacement partition qp = (q
−
p ,q
+
p ), the
two distinct contributions read
W¯− = 1
4
(
(q−p )
>(f−p )
∗+ (q−p)
†(f−p )
)
(C.15)
W¯+ = 1
4
(
(q+p )
>(f+p )
∗+ (q+p)
†(f+p )
)
(C.16)
Therefore, imposing the quasi-periodicity conditions q+p =Lq
−
p
and f+p =−Lf−p , the work done by the passive forces in the posi-
tive boundary Γ+ can be expressed
W¯+ =− 1
4
(
(Lq−p)
>(Lf−p )
∗+ (Lq−p)
†(Lf−p )
)
= (C.17)
=− 1
4
(
(q−p)
>L>L∗(f−p )
∗+ (q−p )
†L†Lf−p
)
where the productsL>L∗ =L†L= I by construction. In conclu-
sion, the work done by the passive forces is null
W¯ =W¯−+W¯+ = 0 (C.18)
since the work done by the passive forces in the negative bound-
ary Γ+ is exactly balanced by that done by the passive forces in
the positive boundary. Thus, the equation (43) is verified.
AppendixD. Group velocity
The alternative equations (50) and (51) for the group velocity
can be demonstrated by opportune βi-differentiation of the con-
densed and non-condensed equations of motion, respectively,
according to the following mathematical procedures.
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AppendixD.1. Stiffness derivative formulation
The equation (50) can be demonstrated by βi-differentiation
of the condensed equation of motion (4), yielding
∂βi
((
Ka−ω2Ma
)
ψa
)
= 0 (D.1)
The left-hand term can be developed in the form
(
∂βiKa−∂βi (ω2)Ma−ω2∂βiMa
)
ψa+
(
Ka−ω2Ma
)
∂βiψa (D.2)
where the mass matrix is βi-independent and ∂βiMa =O. There-
fore, the equation (D.1) becomes
(
∂βiKa−∂βi (ω2)Ma
)
ψa+
(
Ka−ω2Ma
)
∂βiψa = 0 (D.3)
Pre-multiplication left and right terms by ψ†a gives
ψ†a
(
∂βiKa−∂βi (ω2)Ma
)
ψa+ψ
†
a
(
Ka−ω2Ma
)
∂βiψa = 0 (D.4)
whose complex conjugate, after simple algebraic manipula-
tions, assumes the form
ψ†a
(
∂βiKa−∂βi (ω2)Ma
)†
ψa+
(
∂βiψa
)† (
Ka−ω2Ma
)†
ψa = 0
(D.5)
Recalling thatω is real-valued,Ka is a hermitian matrix by con-
struction and Ma is a real and symmetric matrix, the following
identities can be demonstrated
(
Ka−ω2Ma
)†
ψa =
(
Ka−ω2Ma
)
ψa = 0 (D.6)
Consequently, the first term of the equation (D.5) gives
ψ†a
(
∂βiKa
)†
ψa = ∂βi (ω
2)ψ†aMaψa (D.7)
and finally
∂βi (ω
2)= 2ω∂βiω=
ψ†a∂βiKaψa
ψ†aMaψa
(D.8)
where the following identity has been employed
(
∂βiKa
)†
= ∂βiKa (D.9)
which derives from hermitian property of Ka. The equation
(50) follows immediately from the relation (D.8). Since the nu-
merator and denominator of the right-hand term in the relation
(D.8) are real-valued due to the properties of complex conjugate
eigenvectors, their ratio is real-valued, as required.
AppendixD.2. Waveform derivative formulation
The equation (51) can be demonstrated by βi-differentiation
of the non-condensed equation of motion (1), where the
harmonic monofrequent solution q = ψ exp(ıωτ) and f =
ϕ exp(ıωτ) are imposed, where ψ= (ψa,ψp) e ϕ= (0,ϕp). After
substitutionand removing the τ-dependence, the equation reads
Kψ−ω2Mψ=ϕ (D.10)
Pre-multiplication left and right terms by ψ† gives
ψ†Kψ−ω2ψ†Mψ=ψ†ϕ (D.11)
Applying βi-differentiation to both terms, the following equa-
tion is obtained
∂βi
(
ψ†Kψ
)
−∂βi
(
ω2ψ†Mψ
)
= ∂βi
(
ψ†ϕ
)
(D.12)
which can be manipulated according to the differentiation prop-
erties to achieve
∂βi
(
ψ†
)
Kψ+ψ†∂βiKψ+ψ
†K∂βiψ−∂βi
(
ω2
)
ψ†Mψ+
−ω2∂βi
(
ψ†
)
Mψ−ω2ψ†∂βiMψ−ω2ψ†M∂βiψ=
= ∂βi
(
ψ†
)
ϕ+ψ†∂βiϕ (D.13)
Recalling that the matrices K and M are βi-independent, the
equation (D.13) becomes
∂βi
(
ψ†
)
Kψ+ψ†K∂βiψ−∂βi
(
ω2
)
ψ†Mψ+
−ω2∂βi
(
ψ†
)
Mψ−ω2ψ†M∂βiψ=
= ∂βi
(
ψ†
)
ϕ+ψ†∂βiϕ (D.14)
or, in a more significant form
∂βi
(
ψ†
) (
Kψ−ω2Mψ
)
+ψ†
(
K∂βiψ−ω2M∂βiψ
)
+
−∂βi
(
ω2
)
ψ†Mψ= ∂βi
(
ψ†
)
ϕ+ψ†∂βiϕ (D.15)
Simple algebraic manipulation allow to modify the equation in
the convenient form
∂βi
(
ψ†
) (
Kψ−ω2Mψ
)
+
(
∂βi
(
ψ†
) (
Kψ−ω2Mψ
))†
+
−∂βi
(
ω2
)
ψ†Mψ= ∂βi
(
ψ†
)
ϕ+ψ†∂βiϕ (D.16)
where the equation (D.10) can be recalled to state that
∂βi
(
ψ†
)
ϕ+
(
∂βi
(
ψ†
)
ϕ
)†
+
−∂βi
(
ω2
)
ψ†Mψ= ∂βi
(
ψ†
)
ϕ+ψ†∂βiϕ (D.17)
which can be algebrically manipulated to obtain the relation
∂βi
(
ω2
)
= 2ω∂βiω=
ϕ
†
p∂βiψp−ψ†p∂βiϕp
ψ†aMaψa
(D.18)
where the partitions ψ= (ψa,ψp) and ϕ= (0,ϕp), together with
the corresponding matrix partitions, have been employed. The
equation (51) follows immediately from the relation (D.18).
AppendixD.3. Group velocity versus energy velocity
The two terms contributing to the numerator of equation (51)
for the group velocity can be handled according to algebraic
20
and differential manipulations
ϕ†p∂βiψp = (ϕ
−
p)
†∂βiψ
−
p + (ϕ
+
p )
†(∂βiψ
+
p )=
= (ϕ−p)
†∂βiψ
−
p + (−Lϕ−p)†∂βi(Lψ−p)=
= (ϕ−p)
†∂βiψ
−
p + (−Lϕ−p)†∂βiLψ−p + (−Lϕ−p )†L∂βiψ−p =
= (ϕ−p)
†∂βiψ
−
p − (ϕ−p )†L†∂βiLψ−p − (ϕ−p )†L†L∂βiψ−p =
= (ϕ−p)
†(I−L†L)∂βiψ−p − (ϕ−p)†L†∂βiLψ−p =
=−(ϕ−p )†L†∂βiLψ−p (D.19)
ψ†p∂βiϕp = (ψ
−
p )
†∂βiϕ
−
p + (ψ
+
p )
†∂βiϕ
+
p =
= (ψ−p )
†∂βiϕ
−
p − (Lψ−p )†∂βi (Lϕ−p )=
= (ψ−p )
†∂βiϕ
−
p − (Lψ−p )†∂βiLϕ−p − (Lψ−p )†L∂βiϕ−p =
= (ψ−p )
†∂βiϕ
−
p − (ψ−p )†L†∂βiLϕ−p − (ψ−p )†L†L∂βiϕ−p =
= (ψ−p )
†(I−L†L)∂βiϕ−p − (ψ−p)†L†∂βiLϕ−p =
=−(ψ−p)†L†∂βiLϕ−p (D.20)
Therefore, distinguishing between the partial derivatives with
respect to one or the other wavenumbers, the terms of the equa-
tions (D.19),(D.20) can be specified
ϕ†p∂β1ψp =−(ϕ−p)†L†∂β1Lψ−p = ı(ϕ−l )†ψ−l (D.21)
ϕ†p∂β2ψp =−(ϕ−p)†L†∂β2Lψ−p = ı(ϕ−b )†ψ−b (D.22)
ψ†p∂β1ϕp =−(ψ−p)†L†∂β1Lϕ−p = ı(ψ−l )†ϕ−l (D.23)
ψ†p∂β2ϕp =−(ψ−p)†L†∂β2Lϕ−p = ı(ψ−b )†ϕ−b (D.24)
The substitution of the relations (D.21)-(D.24) into the equa-
tions (D.19),(D.20) gives the following expressions for the
group velocity components
cg1 =
ı
2ω
(ϕ−
l
)†ψ−
l
− (ψ−
l
)†ϕ−
l
ψ†aMa ψa
(D.25)
cg2 =
ı
2ω
(ϕ−
b
)†ψ−
b
− (ψ−
b
)†ϕ−
b
ψ†aMa ψa
(D.26)
and, employing the properties (ψ−
l
)†ϕ−
l
= ((ψ−
l
)†ϕ−
l
)> and
(ψ−b )
†ϕ−
b
= ((ψ−b )
†ϕ−
b
)> at the numerator, the group velocities
becomes
cg1 =
ı
2ω
(ϕ−
l
)†ψ−l − (ϕ−l )>(ψ−l )∗
ψ†aMa ψa
(D.27)
cg2 =
ı
2ω
(ϕ−
b
)†ψ−b − (ϕ−b )>(ψ−b )∗
ψ†aMa ψa
(D.28)
Recalling the important relations ψ−l = S
−
la
ψa, ϕ
−
l
=F−
la
ψa, ψ
−
b =
S−
ba
ψa, ϕ
−
b
=F−
ba
ψa, the group velocity components read
cg1 =
ı
2ω
(F−
la
ψa)
†S−
la
ψa− (F−laψa)>(S−laψa)∗
ψ†aMa ψa
(D.29)
cg2 =
ı
2ω
(F−
ba
ψa)
†S−
ba
ψa− (F−baψa)>(S−baψa)∗
ψ†aMa ψa
(D.30)
which are equivalent to the energy velocity components
(46),(47).
AppendixE. Physical matrices of the tetrachiral material
AppendixE.1. Non condensed model
The non-null coefficients Mi j of the mass submatrixMa (with
dimensions 3×3) and the non-null coefficients Ki j of the stiff-
ness matrixK (with dimensions 15×15) governing the free dy-
namics of the tetrachiral material read
• submatrixMa with dimensions 3×3 and i, j= 1...3
M11 =M22 = 1, M33 =χ
2 (E.1)
• submatrixKaa with dimensions 3×3 and i, j= 1...3
K11 =K22 = 4d5
(
48%2+∆2
)
(E.2)
K33 = 2d3
(
16%2+∆2δ2
)
• submatrix Kap with dimensions 3× 12 and i = 1...3 and
j= 4...15
K14 =K17 =−2d5
(
48%2δ2+∆3
)
(E.3)
K15 =K18 =K111=K114 = 2d4δ
(
48%2−∆2
)
K16 =−K19 =−24d4δ%2
K110=K113 =−2d3
(
48%2+∆δ2
)
K112=−K115 = 24d3%2
K24 =K27 =−K210 =−K213 =−2d4δ
(
48%2−∆2
)
K25 =K28 =−2d3
(
48%2+∆δ2
)
K26 =−K29 =−24d3%2
K211=K214 =−2d5
(
48%2δ2+∆3
)
K212=−K215 =−24d4δ%2
K34 =−K37 =K311 =−K314 = d4δ
(
24%2−∆2
)
K35 =−K38 =−K310 =K313 = d3
(
24%2+∆δ2
)
K36 =K39 =K312=K315 = 4d3%
2
• submatrix Kpp with dimensions 12×12 and i= 4...15 and
j= 4...15
K44 =K77 =K1111=K1414= 2d5
(
48%2δ2+∆3
)
(E.4)
K55 =K88 =K1010=K1313= 2d3
(
48%2+∆δ2
)
K66 =K99 =K1212=K1515= 8d3%
2
K45 =K78 =−K1011 =−K1314= 2d4δ
(
48%2−∆2
)
K46 =−K79 =K1112 =−K1415= 24d4δ%2
K56 =−K89 =−K1012 =K1315= 24d3%2
where Kap =K
>
pa and Kpp =K
>
pp for the symmetric property of
the stiffness matrixK.
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AppendixE.2. Condensed model
The non-null coefficients Kai j (i, j= 1, 2, 3) of the 3-by-3 con-
densed stiffness matrix Ka(p,b) governing the wave equation
for the tetrachiral material read
Ka11 = c1−c2 cos β1−c3 cos β2 (E.5)
Ka22 = c1−c3 cos β1−c2 cos β2
Ka33 = c4+c5(cos β1+cos β2)
Ka12 = 2c6(cos β1−cos β2)
Ka13 =−ı (c6 sinβ1+c7 sin β2)
Ka23 = ı (c7 sin β1−c6 sinβ2)
where the mass coefficients must be divided by ω2c if the nor-
malization frequency ωc is not unitary and
c1 = 2d5
(
∆2+12%2
)
, c2 = 2d5
(
∆3+12δ2%2
)
(E.6)
c3 = 2d3
(
∆δ2+12%2
)
, c4 = d3
(
∆δ2+16%2
)
c5 =
1
2
d3
(
∆δ2+8%2
)
, c6 = d4δ
(
∆
2−12%2
)
c7 = d3
(
∆δ2+12%2
)
are fully geometric parameters. The auxiliary parameters
∆=
(
1−δ2), d4 = 1/(1−δ2)2 (E.7)
d3 = 1/
(
1−δ2)3/2, d5 = 1/(1−δ2)5/2
have been introduced for the sake of conciseness. Finally, the
coefficients Ka ji are the complex conjugate of Kai j by virtue of
the Hermitian property of the matrixKa.
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