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Nous developpons le cadre mathematique necessaire a l’etude des singularites des 
solutions locales des systemes d’EDP quasilineaires du premier ordre admettant une 
direction libre. Dans les bons cas, on peut dicrire les types de singularites rencon- 
trees en fonction des conditions initiales libres satisfaites par les solutions. Utilisant 
les theoremes de transversalite, il devient ainsi possible de d&ire les singularites 
des solutions generiques et des familles genkiques de solutions sous deformation 
des conditions initiales. Comme application, des classifications ont presentees pour 
une classe importante de systemes quasilineaires hyperboliques du premier ordre 
dans le plan, celle des systemes reductibles, et pour une classe assez genirale de- 
quations quasilineaires hyperboliques du deuxitme ordre dans le plan. ~1 1985 
Academic Press, Inc. 
We develop the general mathematical setting necessary to study the singularities 
of local solutions of the quasi-linear first-order systems of PDEs with a free initial 
condition. In the good cases, it is possible to describe these singularities as a 
function of the free initial conditions satisfied by the solutions. Using the transver- 
sality theorems, it is then possible to describe the singularities of generic solutions, 
and of generic families of solutions under deformation of the initial conditions. 
We apply this study by giving classifications of an important classe of hyperbolic 
quasi-linear first-order systems in the plane, the reducible systems, and of an 
almost general class of hyperbolic quasi-linear second-order equations in the plane. 
0 1985 Academic Press. Inc. 
0. INTRODUCTION 
Les ouvrages classiques (Cow-ant et Friedrichs [a], von Mises [S]) qui 
Ctudient les Ccoulements tationnaires des fluides dans le plan, utilisent la 
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transformation hodographique pour la recherche de solutions des 
equations aux dtrivtes partielles (EDP) regissant ceux-ci. Par example, on 
considbre des systemes d’EDP de la forme 
A%!, + B%,. = 0, (0.1) 
definis dans [w* et d’inconnues %! a valeurs dans KY*, oti A et B sont des 
matrices d’ordre 2 dont les coeffkients ne dependent que les composantes u
et u de @(x, y). Physiquement, supposant des conditions initiales donnees, 
l’ecoulement est dtkrit par la solution %! correspondante du systeme (0.1); 
la valeur (u, u) prise par % en une position (x, y) du fluide est sa vitesse 
vectorielle en ce point. 
Un systeme du type (0.1) est dit “reductible,” car on peut le transformer 
en un systeme lintaire en interchangeant les roles des variables dtpendantes 
et independantes. Si on suppose que & est une solution, cela est possible 
par la transformation du plan dans le plan qu’elle definit pour toute region 
oh son jacobien est non nul. C’est cette transformation qui est appelee 
“transformation hodographique.” 
Dans les cas ou 4? est reguliere en un point, la transformation 
hodographique inverse permet de ramener localement les solutions du 
systeme lineaire associe comme solution du systeme reductible initial. Des 
difficult& apparaissent cependant lorsque la solution %! du sysdme reduc- 
tible (respectivement, la solution X du systeme lintaire associe) presente 
des points critiques (singularitts au sens de Thorn), car en ces points le 
jacobien de 4Y (resp. de 3) s’annule. On trouve toutefois, dans les ouvrages 
classiques mentionnes, un debut d’etude de ces situations singulieres. En 
particulier, on explore le cas ou le jacobien de % (resp. de X) s’annule le 
long d’une courbe reguliere, appelee “courbe de transition” (resp. “courbe 
critique”). 
On y etudie surtout les systemes de type hyperbolique: des relations sont 
alors Ctablies entre les courbes de singularitts et les “caracttristiques” 
dtfinies par ces systemes, ainsi qu’entre leurs images par q (ou par 3). 
D’autre part, les courbes de singular&s interviennent de facon signifkative 
lors de l’etude des ecoulements potentiels, c’est-a-dire pour ceux dont la 
fonction vitesse est detinissable a l’aide du gradient dune fonction numeri- 
que des positions. La description de l’allure des Cquipotentielles et des 
lignes de courant le long des courbes de singularites, ou de leurs images par 
4Y ou par 5?, fournit des renseignements essentiels ur le comportement des 
Ccoulements considerts. C’est dire l’interet au moins theorique, non 
seulement d’un point de vue mathematique mais aussi physique, qu’une 
telle etude possede pour l’hydrodynamicien. 
La lecture des ces travaux fut a l’orgine de notre problematique. Comme 
ceux-ci ne depassaient guere le stade dune exploration naive, ayant pour 
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objectif l’btude des systtmes hydrodynamiques particuliers, il nous est 
apparu necessaire de reprendre une telle etude d’une facon rigoureuse, 
systematique t plus gin&-ale. La theorie des singularites des applications 
differentiables nous fournissait les outils et les resultats qui nous le permet- 
taient. Cet Clargissement nous a toutefois Cloigne des preoccupations 
immediates de l’hydrodynamicien. Nous avons cependant pousse suffisam- 
ment loin notre recherche pour que celui-ci puisse assez facilement 
specialiser les rtsultats obtenus a ses besoins. 
Nos questions furent essentiellement d’ordre mathematique. La plus 
get&ale qui se posait est la suivante: Quelles sont les singularites que 
peuvent presenter les solutions d’un systeme d’EDP? Telle quelle, on ne 
peut Cvidemment y repondre. Decrivons les conditions qui permettent d’y 
apporter une reponse satisfaisante pour certaines classes de systemes 
d’EDP. Toutes les fonctions introduites seront supposees de classe C”. 
En toute generalite, on se propose d’ttudier les singularites des fonctions 
a: KY’ + R” qui sont des solutions locales dun systbme d’EDP d’ordre fini, 
a m variables independantes et a n variables dependantes. 11 nous est 
apparu que l’on pouvait mener a bien une telle etude que si deux con- 
ditions etaient veritiees: 
(i) les prolongements (au sens d’Elie Cartan) d’ordre q dun tel 
systeme definissent des sous-varietes de l’espace J4(lRm, W) des jets d’ordre 
q des fonctions de IF” dans R”; 
(ii) ces sous-varietts rencontrent convenablement les orbites de 
singularitb (strates de Thorn) dans Jq(R”, R”). 
Seuls les problemes bien posts (au sens d’Hadamard) nous interessent. 
On peut toujours ramener le probleme de Cauchy dun systeme d’EDP 
explicite sous sa forme normale a un problbme de Cauchy equivalent dun 
systeme quasilineaire du premier ordre de la forme 
z= f f A$(x, U, ,..., U,)~+B,(x, U1 ,..., U,), (0.2) 
1 p=1 i=2 I 
avec x = (xi ,..., x,), a = 1, 2 ,..., N (cf. Lax [6]). On peut montrer que pour 
ces systemes la condition (i) est veritiee. On note Sq c Jq(lRm, W”) la sous- 
varittt definie par les prolongements d’ordre q de (0.2). 11 existe une sub- 
mersion r de la variete des jets de conditions initiales, a un ordre con- 
venable, sur 9. Si C est une strate de Thorn de Jq(Rm, RN), nous disons 
que Z rencontre convenablement Sq si Zn Sq est une sous-variete de Sq. 
Dans les bons cas, on aura une stratification de Sq en de telles sous- 
varietes. Cette stratification induira par les images rtciproques de r une 
stratification correspondante sur la varittt des jets de conditions initiales. 
Lorsque le probltme de Cauchy est resoluble, on pourra alors decrire les 
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types locaux de solutions qui se presentent en fonction des conditions 
initiales. Utilisant les theorbmes de transversalite, on aura ainsi une 
description des singularites des solutions gtneriques et des familles generi- 
ques de solutions sous deformation des conditions initiales. 
On aura compris qu’il s’agit ici dun programme qui nest rtalisable dans 
l’immediat que pour certaines classes de systemes d’EDP du type (0.2). 
Nous l’avons rempli pour quelques classes importantes de systemes de type 
hype; bolique dans R2. Ceux utilists classiquement par l’hydrodynamicien, 
pour l’etude des ecoulements tationnaires dun fluide dans le plan, en sont 
souvent des cas particuliers. 
La theorie des singularites des applications differentiables intervient de 
diverses facons dans l’etude des equations aux d&iv&es partielles. Par exem- 
ple, Golubitsky et Schaeffer [S] l’utilisent pour la description des ondes de 
choc, oh les solutions prtsentent des discontinuitts. Comme on le voit, 
notre travail classifie localement les solutions de classe C” sous pertur- 
bation des conditions initiales: ce qui est une problematique tout a fait dif- 
ferente. 
La section 1 est une mise en place des outils necessaires a la classification 
des solutions locales des sysdmes mentionnes. Deux solutions sont 
localement kquivalentes si on peut localement les identifier par un 
changement de coordonntes curvilignes (diffeomorphisme local) a la source 
et au but. On y traite essentiellement des systemes quasilintaires du 
premier ordre, a deux variables independantes et deux variables dependan- 
tes, admettant une direction libre (i.e., non caracttristique) sur son ouvert 
de definition. Mentionnons que les procedures qui y sont developpees ont 
gtntralisables pour les systemes du m&me type, mais a un nombre quelcon- 
que de variables independantes et dependantes. 
On verifie que les prolongements d’ordre q des systbmes d’EDP con- 
sideres detinissent une sous-variete Sy de .Zq(R2, R2) de codimension 
q(q + 1). On montre alors qu’il existe une submersion Z? CZq --f Sq, oh CZq 
est l’ouvert de Jq(R, R4) forme des q-jets de conditions initiales libres, qui 
est “compatible” avec les conditions initiales pour toute solution locale % 
qui les vtritie. 
En general, on n’a pas une description directe des singularitts des 
solutions locales des systemes Ctudies en fonction des conditions initiales. 
Dans ces cas, il devient necessaire d’utiliser la submersion Zq: on s’en ser- 
vira pour demontrer les thtoremes de gtntricitt. Elle pourrait aussi servir a 
caracteriser les singularites des solutions en fonction des conditions 
initiales. 
La section se termine par la consideration dune classe assez generale d’e- 
quations quasilineaires du deuxieme ordre dans R2. Aprb reduction a un 
systeme quasilineaire du premier ordre, on montre comment les notions 
introduites et les resultats obtenus s’y appliquent. 
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Les resultats auxquels on arrive ici sont gentralisables. Ce qui est 
possible du fait que tout probleme aux conditions initiables libres pour un 
systeme d’EDP de tout ordre est toujours rtductible a un probleme aux 
conditions initiales libres pour un systeme quasilineaire du premier ordre. 11 
s’agit alors de raisonner avec le systeme reduit dune facon qui generalise ce 
que nous avons fait pour les systemes quasilineaires du premier ordre dans 
le plan. 
A la section 2, on etudie les systemes hyperboliques reductibles, soit les 
systbmes quasilineaires hyperboliques de la forme (0.1). Pour ce cas, la 
classification des solutions est facilitee par le fait que celles-ci sont 
localement Cquivalentes a une fonction de la forme (x, y)t-+ (a(x), b(y)). Ce 
qui permet une classification locale complete de toutes les solutions 
satisfaisant a des conditions initiales libres, dont les composantes sont 
plates d’ordre lini. De plus, on obtient une description immldiate des 
singularitb en fonction des conditions initiales. On remarquera que dans la 
classification obtenue la fronce n’apparait pas, m&me si celle-ci est l’une des 
singularites gentriques des applications du plan dans le plan (cf. Whitney 
C91). 
Une etude de la genericite des singularites rencontrees par les solutions 
sous deformation des conditions initiales libres est aussi present&e. Gtntri- 
quement, sous une deformation a p parametres de conditions initiales 
libres, les solutions correspondantes ne rencontrent que des singularites de 
type (x’, y’), 3 < i + j < p + 3, i > 0, j > 0. En particulier (prendre p = 0), 
presque toutes les solutions d’un systeme hyperbolique reductible ne 
presentent que des plis comme singularites. 
Enlin, a la section 3, on Ctudie les equations quasilineaires hyperboliques 
du deuxieme ordre de la forme 
(0.3) 
oti A, B, C, D et E sont des fonctions de X, y, @/ax (x, y) et @/a y (x, y). 
On obtient dans ce cas une classification complete des solutions locales de 
codimension Iinie. Ce qui est dQ au fait que cp peut &tre “&par&e,” a 
equivalence prbs, selon rp(x, y) = u(x) + u(y). Ce rcsultat nest plus valable 
en codimension infinie, comme le montre un contre-exemple que nous 
detaillerons. 
Generiquement, les solutions locales dune EDP de la forme (0.3), qui 
satisfont a des conditions initiales libres, sont rtgulieres. Tandis que les 
solutions correspondant a toute famille gentrique a p paramttres de con- 
ditions initiales libres sont localement tquivalentes a f x’ + yj, i + j 6 
p + 3, i > 0, j > 0. 
Comme ci-avant, toutes les fonctions considertes dans le texte seront de 
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classe C”. La notation Cco( V, W) designera l’espace des applications de 
classe C” de la variete V dans la variete W. 
Nous sommes heureux de remercier ici M. Pierre Gauthier, dont l’un de 
now (J.-G. D.) eut le plaisir de diriger le memoire de maitrise [3]. Qu’il 
veuille croire que les discussions que nous avons cues avec lui nous furent 
des plus utiles. En particulier, nous lui devons le resultat &once au 
lemme 2.2. 
1. MISE EN PLACE DES OUTILS N~CESSAIRES 
a. Systkmes quasilineaires du premier ordre 
DEFINITION 1.1. Un systsme quasilintaire 2 x 2 du premier ordre dans R2 
est un systeme d’EDP de la forme 
oti x et y sont les variables indtpendantes, % est le vecteur colonne des 
fonctions inconnues U et V de x et y, A et B des matrices 2 x 2 dont les 
coeffkients sont des fonctions de x, y, u = U(x, y) et u = V(x, y) definies sur 
un ouvert 52 c R4, C un vecteur colonne dont les deux coefficients ont des 
fonctions de x, y, u, et u detinies aussi sur Sz, tandis que les indices x et y de 
@ denotent les derivees partielles. On designera un tel systeme par 
QL’(2 x 2, 2). 
DEFINITION 1.2. La direction dttinie dans R2 par le vecteur reel (-/3, a) 
tel que 
det [aA + /?B] # 0 
sur tout le domaine D est une direction Iibre (ou non caractkristique) pour 
un systbme QL’(2 x 2, 2). 
Nous n’allons considerer ci-aprb que les systemes QI,‘(2 x 2,2) pour les- 
quels il existe une direction libre. 
LEMME 1.1. Soit un systPme QL’(2 x 2, 2) admettant une direction libre 
(- j?, a). A un changement de variables lineaire prPs, 
(x, Y) H (ax + BY, YX + 6~ 1, 
ce systPme est kquivalent (au sens 06 il admet les m&mes olutions) ri un 
systtme de la m8me forme, mais oti A est la matrice identite. 
180 DUBOIS AND DUFOUR 
Dkmonstration. Si on pose 
@i(x, Y) = “f(ax + PY, YX + 6YL 
le systeme devient 
[aA + PB] vx + [p4 + SS] <> = c. 
Puisque par hypothese aA + /?B est inversible, on n’a qu’a multiplier a 
gauche les deux membres de cette equation par l’inverse de cette matrice 
pour arriver au resultat. 
DEFINITION 1.3. Un systkme de conditions initiales libres (CIL) pour un 
systeme QL’(2 x 2,2) est la donnee de deux courbes 
]a, b[ --f OX*: tl+XO(t)= (TV(t), y”(t)), 
]a, b[ --) IL?*: tHw(t)=(lP(t), v”(t)) 
telles que l’on ait (X’(t), W’(t)) dans Sz et 
det z (t) A(fr(t), W(t))-%(t) B(.!P(t), a.(r))] #O 
pour tout t E ]a, b[. 
On dtsignera par %?Ya le sous-ensemble de Coo( ]a, b[, s2) forme par les 
systemes de CIL; c’est un ouvert pour la topologie de Whitney (cf. 
Golubitsky et Guillemin [4]). 
DEFINITION 1.4. Soit (T’, a’“) un systeme de CIL pour un systeme 
QL’(2 x 2,2). Une solution locale du sysdme QL’(2 x 2,2) est une solution 
qui satisfait au syst$me de CIL (a”, @“) si elle est dtlinie sur un voisinage 
de F’(tO), pour un t, E ]a, b[, et telle que 42(X0(t)) = W’(t) pour tout t 
voisin de t, tel que F’(t) soit dans le domaine de 4. 
DI~NITION 1.5. Un systbme QL’(2 x 2,2) est dit hyperbolique sur Q s’il 
admet deux directions non libres (ou caractiristiques) en tout point de 0, 
c’est-a-dire s’il existe, pour tout (x, y, u, V) E 0, deux directions de R2 
detinies par les vecteurs reels non colintaires ( -pi, a,) et ( - fi2, ~1~) tels 
que I’on ait 
det[a,A+/?,B]=det [c~~A+/~~B] =0 
en (4 Y, u, 0). 
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LEMME 1.2. Soit un syst&ne QL’(2 x 2,2) hyperbolique sur 52 et muni 
dun systzme de CIL (X2”“, a!“). Pour tout t,E ]a, b[, il existe une solution 
locale unique % de QL’(2 x 2,2) qui satisfait au systt?me (X0, %“). 
Dtmonstration. Nous referons a Lax [6]. 
b. Jets dkfinis par un systkme quasilinkaire du premier ordre 
Soit 9: R* --t R2: (x, y)~ (V(x, y), V(x, y)). Le q-jet de 9% en (x, y) est 
la strie de Taylor de % en (x, y) tronquee a l’ordre q. On le designera par 
jW(x, y). Identiliant une telle serie A la famille de ses coefficients, on Ccrira 
.W(x, Y) = (u, who, ulo, uol, uol, uzo,..., uoq), 
06 U= u(x,~), U= v(~,JJ), uv=ai+ju/axiayj (x,~J, uii=ai+jv/axiay-' 
(x, y), i+j> 1. On d Cnotera par J4( lR2, R’) l’ensemble des couples ((x, y), 
jq%(x, y)). I1 s’identilie a un certain espace RN, par l’identilication mention- 
n&e pour jq%(x, y). 
DEFINITION 1.6. On appelle prolongement d’ordre q, q > 1, d’un systeme 
QL’(2 x 2,2) le systeme defini par les equations suivantes: 
A!&tl,, + BS,, = -A,@!, - B,%!, + C,, 
AQ,+B%,= -A,%‘,-B,@‘,+C,,, 
A%x,,-l+ B%,, = Co, 4-, , (P”) 
oti chaque groupe d’equations est obtenu en derivant les deux membres des 
equations prlcedentes par rapport a x et A y; on prend 4YX,V, = ai+%/axiyi. 
LEMME 1.3. Un systkme QL’(2 x 2,2) est kquiualent Li son prolongement 
dordre q. 
Un systeme QL’(2 x 2, 2) d&nit un sous-ensemble S’ c J’(R2, iw’): le 
sous-ensemble des (x, y, u, u, ulo, uio, uo, , uol) tels que l’on ait 
A(x, Y, u, u) 1;; + B(x, y, u, u) ;;; = C(x, y, u, u). [ 1 [ 1 
505,60'2-3 
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Le prolongement d’ordre q d’un tel systbme d&nit de faGon analogue un 
sous-ensemble Sq de Jq(Iw2, Iw*). 
LEMME 1.4. Soit un systtme QL’(2 x 2, 2) pour lequel il existe une direc- 
tion libre. Le sous-ensemble Sq de Jq(R2, R*) d&hi par son prolongement 
dordre q est une sous-varikt.6 de Jq(R2, R*) de codimension q(q + 1). Si A est 
inversible par exemple, on peut la paramttrer par les variables x, y, u, v, ugi 
et voi, avec 1 < i < q. 
Dtmonstration. La vCrification du lemme pour q = 1 est immttdiate. 
DCmontrons-le pour q > 2. Raisonnant par rkurrence, supposons que les 
q - 1 premiers groupes d’kquations qui figurent dans (P”) permettent de 
calculer les uii et vii, 1 6 i + j< q - 1, en fonction des ugi et voi, oti 
1 < i < q - 1, B l’aide de q(q - 1) Cquations indlpendantes. On remarque 
alors que les membres de droite Chk, 1 < h + k < q - 1, de (Pq) dtpendent 
des uii et vii, avec 1 < i+ j< h + k. Ainsi, le dernier groupe d’equations de 
(Pq) m&e B I’Cquation matricielle 
oti %!ii est mis pour o&,,,(x, y) et oti D dtpend des uii et vij, avec 
1~ i + j < q. On vtrifie, g l’aide du lemme 1.1, que la matrice du premier 
membre de cette Cquation est de rang maximal. Ce qui mhe au rbultat. 
En particulier, si A est inversible, on en tire un systkme de 2q 6quations 
indtpendantes, soit 
A B 0 0 ... 0’ 
OABO 0 
0 A B 
%qo 
IH 
0 
0 @q-h, =D- . . f-J&!’ l,q-1 [  0 Be,, 
Ce qui termine la dkmonstration du lemme. 
On dksignera par Jq( R, R4) I’espace vectoriel des (I, j”P(t)), oti 9 est 
une fonction de [w dans lR4 et jqF(t) est son q-jet en t, c’est-&dire sa sirie 
de Taylor en t tronqute h l’ordre q; jq9(t) s’identifie d la famille 
(f:,,ff,...,f$ f;,f:,...,f;; f;>f:,...7f;; f&fLf::h 
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oti fj dCnote la valeur en t de la j-&me dtrivke de la i-&me composante de 
9. On notera par C14 le sous-ensemble de .P(R, R4) form6 par les q-jets de 
systkmes de CIL d’un systkme QL’(2 x 2,2): c’est l’ouvert form6 des 
(t; x,0, xl” )...) x4”; yo”, y,” )...) y,“; u,o, 24; )...) u;; u,o, u; )...) u,“), 
avec t~]a, b[, (x,0, vi, u,O, u~)EO et 
detCyi’A(-G, Y,“, 4, u~O)-X~‘KG, yo”, 4, G)l #O. 
La proposition qui suit n’est qu’une faGon de prkiser qu’une solution 
locale d’un sysdme QL’(2 x 2,2) est formellement dCterminte par un 
systkme de CIL. 
PROPOSITION 1.1. Soit un systgme QL’(2 x 2,2) qui admet un systPme de 
CIL (.!P, %!“) E WY”. I1 existe pour q z 1 une submersion 
rq: CP + sq 
telle que si % est une solution locale du systeme QL’(2 x 2, 2) ukrifiant 
%(%“(t))=4!o(t) sur un uoisinage de t,E ]a, b[, alors on a 
rqttO, jq(~o, fmto)) = (Wto), jYW~Yfo))). 
Dimonstration. On part des Cquations 
U(lqt), Y(t))= V(t), 
V(x”(t), F(t)) = v”(t), 
dont on dkrive les deux membres successivement par rapport A t, pour 
arriver au systbme suivant: 
ufxl=uo, 
%o=~o, 
u1ox1+ UOl y1= Ul1 
~loxl+~o,Y,=~,, 
f C~(X,)q-i(yl)iUq-i,i=Uq+Aq7 
i=O 
i C~(x,)q-i(y,)iuq_i,i=uq+Bq, 
i=O 
(14) 
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oti Xi, y,, ui, ui dknotent respectivement x,:, y,?, up, v,? ; oi A,, q > 2, est un 
polyname de variables U+ 1 d i + j< q, et xi, yi, i < q; oti B,, q > 2, est un 
polyn8me de variables vii, 1 < i +j < q, et xi, yj, i < q; oti les Cb sont les 
coeffkients binomiaux. 
Soit (t; x0, x1 ,..., x4; yo, y, ,..., y,; uo,u ,,..., u4; uo, u1 ,..., u4) dans CZ4. 
Voyons alors que les systbmes (Pq) et (Zq) permettent de dkterminer les uG 
et uii, 1 $ i + j d q, de man&e unique, pour une hentuelle solution %! du 
systbme QL’(2 x 2, 2), et que l’application 
P: czq + sq: (t, x0 )...) uq) H (x, y, 24, u, UIO )...) uoq) 
qui s’en dtduit est bien une submersion. 11 est immkdiat de le vtrifier pour 
q = 1. Montrons-le pour q > 2. Raisonnant par rkcurrence, nous supposons 
que c’est vrai au rang q - 1 et nous essayons de passer au rang q. 
Sans perte de ghkalitk, le lemme 1.1 permet de poser A = Z. Le dernier 
groupe d’kquations du syst&me (Pq) et celui du systbme (Zq) mbnent B 
Equation matricielle 
1 (x,)qz Z 0 ... c;(xJ-‘(y,)‘z B Z B ... . qx,(y,)Y-lz 0 Z B (y1)4Z 
0 
%o 0 
X 
[I II 
@q-1,1 = I +D 
0 ’ 
ioq % 
0, 
oi D dipend polynomialement des uii, vii, avec 1~ i + j < q, et des xi, yi, 
id q. Des opkrations tlimentaires de lignes permettent de rkduire la 
matrice du premier membre sous la forme triangulaire suptrieure suivante: 
Z B 
ZB 0 
. . I . 0 Z B M 
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Le determinant de cette matrice est alors donne par 
[det(y,Z-x,B19. 
11 est done non nul, par l’hypothbse que le systeme QL’(2 x 2, 2) posdde 
un systbme de CIL. 
On en deduit l’existence de Z9, qui permet d’exprimer les uii et vii, 
i + j < q, en fonction des (x,, x1 ,..., vq). De plus, on peut ecrire l’equation 
matricielle 
(y,z-x,B)9%‘09= zq +D’, [I 9 
ou D’ depend des uii, vii, avec 1~ i + j < q - 1, et des xi, yi, avec i < q. Or, 
parametrant S9 par x, y, 24, v et les uoi, voi, 1 < i < q, on a 
r9: (4 XqYq, uq, v,b+ (r9- ‘(a), uoq, voq), 
ou ct = (t; x0 ,..., x4- 1 ; y, ,..., y,_ 1 ; u. ,..., uq- 1 ; v. ,..., v,- ,). 11 resulte alors 
de la dernibre equation matricielle et de l’hypothese que Z9-’ est une sub- 
mersion que Z9 est encore une submersion. Ce qui termine la 
demonstration. 
Voici comment sera utilisee la proposition 1.1. On sait maintenant que si 
C est une sous-varitte de Sq de codimension p, alors c = (Z9) -l(C) est une 
sous-variete de CZq de m&me codimension. Ainsi, si on a une stratification 
de S9 en sous-varittes, on pourra la “relever” en une stratification analogue 
de CZ9. En particulier, si on sait stratiher S9 en sous-varietes correspondant 
chacune d une singularite precise de la solution, on pourra alors lire de 
facon satisfaisante, sur la stratification correspondante de CZ9, a quelle 
singularite correspond chaque jet du systeme de conditions initiales. 
c. Equations quasilinkaires du deuxi2me ordre 
DEFINITION 1.7. Une tquation quasilineaire du deuxikme ordre dans lJ%* 
est une EDP de la forme 
a*q aSp azq 
a-i-b ax* -+c-=d, axay ay2 (1.1) 
ou x et y sont les variables indtpendantes, cp est la fonction inconnue de x 
et y, a, b, C, et d sont des fonctions de X, y, (acp/ax)(x, y) et (acp/ay)(x, y) 
dilkies sur un ouvert a c R4. On designera une telle equation par Q,?,‘(2). 
En general, on permet a a, b, c, et d de dependre de z = cp(x, y), mais nous 
ne le ferons pas ici. 
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On peut ramener Etude d’une kquation QL’(2) A celle d’un systbme 
QL’(2 x 2,2) par la prockdure qui suit. On introduit d’abord les nouvelles 
inconnues 
On voit ainsi que Equation (1.1) “Cquivaut” au systkme 
aU,+bU,+cV,.=d, 
v, - u, = 0, 
(1.2) 
(1.3) 
en ce sens que si cp est solution de l’kquation ( 1.1 ), alors les nouvelles 
fonctions U et V difinies par (1.2) sont solutions de (1.3) et que, rkcipro- 
quement, si (U, V) est solution de (1.3), il existe alors une fonction cp, 
dtterminke i une constante prhs, vkiliant (1.2), qui est solution de ( 1.1). 
Le systkme (1.3) obtenu est un systbme QL’(2 x 2, 2), oh 
A=[: y], B=[hl 61, et C=[J. 
11 est alors possible de traduire pour les Cquations QL2(2) les notions 
introduites aux dtfinitions 1.2 & 1.6 inclusivement. Par exemple, on dira 
que ( - j?, CC) est une direction Zibre pour (1.1) si 
tx’a + crab + j?‘c # 0; 
que le couple tt-+X’(t), tw%‘(t) est un systime de CIL pour (1.1) si 
(X’(t), 3!‘(t))~Q et 
pour tout t dans l’intervalle de dkfinition de X” et a’“; que (1.1) est hyper- 
bolique sur Q si 
b*-4ac>O 
sur Cl. Le prolongement dordre q de (l.l), q> 2, est dC!ini de faGon 
analogue A celle d’un systtme Q~5’(2 x 2,2): on I’obtient en dtrivant ses 
deux membres par rapport A x et y jusqu’A ce qu’on ait atteint l’ordre q. 
On a l’iquivalent du lemme 1.2 pour l’existence t l’unicitk “A une con- 
stante prts” des solutions locales d’une tquation QL’(2). Nous voudrions 
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tnoncer l’analogue de la proposition 1.1. Introduisons done les notions qui 
nous le permettront. 
Soit p: lR* + R: (x, y)~ cp(x, y). On designera par 
j,gdx, Y) = (a,,, aor 7 ~ZOY, aoqf, 
ou ali = ~‘+‘cp/~x’~x’(x, y) le q-jet de cp en (x, y), mais oti ne figure pas la 
valeur a, de cp en (x, y) (c’est ce que signitie I’indice 0 de jgcp). On notera 
par J#R2, R) l’ensembles des (x, y, j;cp(x, y)) et par sq le sous-ensemble de 
J;( lR2, R) dtlini par le prolongement d’ordre q de (1.1 ), q 3 2. 
LEMME 1.5. Soit Sq la sowvariete de Jq(R2, R2) dejmie par le 
prolongement dordre q de (1.3) et sq+’ le sous-ensemble de Jz”( R*, R) 
defini par le prolongement dordre q + 1 de (1.1 ), ou q > 1. Ii existe alors un 
dijjfeomorphisme A de Jq(R2, I?*) sur Jz+ ‘(R2, R) qui Pchange Sy et gq+ ‘, et 
ainsi sq+l est une sous-variete de Jq o + ‘( R2, IF!) de meme codimension que Sq. 
Demonstration. Le diffeomorphisme ,4: Jq(R2, IR’) + J$j+ ‘(IR’, R) est 
obtenu en associant a (x, y, 2.4, v ulo ,..., uoy, vlo ,..., voq) l’element 
(x, Y, alo, a,, ,..., ao.q+ I) de sorte que 
Uij = ai+ l,j, 
vij= Qi,j+ 1 s 
pour 0 B i + j d q. 11 est bien defini, car de la deuxieme equation du sysdme 
(1.3) on a 
ui.j+ 1 = vi+ I,jr 
pour i et j convenables. C’est un diffeomorphisme, car il possbde un inverse 
evident (de classe P). 
PROPOSITION 1.2. Soit une equation QL2(2) qui admet un systeme de 
CIL (To, a!“) E GT?~~. II existe une submersion 
telle que si cp est une solution locale de Pequation QL’(2) verifiant 
$J (X0(t)) = V(t), 2 (x”(t)) = V”(t) 
sur un voisinage de to E ]a, b[, alors on a 
F9(to3 jqwo, @Yto)) =(xYto)s mwO(to~)). 
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Dkmonstration. On se ramene au cas de la proposition 1.1 en utilisant le 
diffeomorphisme A du lemme 1.5. 
2. SYSThES HYPERBOLIQUES RBDUCTIBLES 
D~INITION 2.1. Un sustPme hyperbolique Gductible est un systtme 
QL’(2 x 2,2) hyperbolique de la forme 
AqY + B4!2Y = 0, (2.1) 
ou les coefficients de A et B sont des fonctions dtfinies sur un ouvert 
A c R2 qui ne dependent plus que de u = U(x, y) et u = V(x, y). 
La propriete d’hyperbolicite est definie comme a la definition 1.5, mais 
ou il faut remplacer 0 par A. Le systeme st dit rtductible parce qu’il peut 
Ctre reduit a un systeme lineaire a l’aide d’une operation appelee classi- 
quement “transformation hodographique.” 
a. Une forme canonique 
LEMME 2.1. Pour tout (x,, y,, uO, uO) EL?, il existe un changement de 
variables linkaire (x, y)t+(x’, y’) et un dlffdomorphisme local (u, U)H 
(u’, v’) qui ram&ent le systeme hyperbolique kductible (2.1) h un systbme de 
la forme 
U,+A(cJ, V) q=o, 
v, + P( u, V) V.” = 0, 
(2.2) 
oti 1 et p sont des fonctions telles que I(u, u) # p(u, u) pour tout (u, u) voisin 
de (u,, vd. 
DPmonstration. Utilisant le lemme 1.1, on peut supposer que A = Z. On 
effectue le changement de variables au but I,$: (u’, v’) H (u, v), d’ou l’on pose 
@‘(XT Y) = IcIo~‘(x, Y). 
On a alors la relation suivante entre les matrices jacobiennes de %!, + et W: 
J@(x, Y) = J$(@‘, v’f J@‘(x, Y), 
avec (u’, v’) = $ -‘(u, u). Ainsi, on a les relations 
@x(x, Y) = JIcl(u’, 0’) @i:(x, Y) 
et 
q(x, Y I= J$(u’, v’) qL% Y 1, 
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qui, lorsqu’on les Porte dans le systbme (2. l), avec A = Z, mknent A 
iw2qx, y) + BAfPq(x, y) = 0, 
OLTI A4 = J+(u’, 0’). Multipliant les deux membres par M-l, on obtient le 
systkme kquivalent 
a!L(x, y) + M-‘BM%qx, y) = 0. 
DCmontrer le lemme revient done g montrer que l’on peut trouver une 
matrice h4 telle que M -‘BM soit diagonale, l’hypothkse d’hyperbolicitt 
nous assurant que les tlkments diagonaux seront distincts. 
Posons 
B= a ’ [ 1 a b Y 6 et M= c d. [ 1 
Que M-‘BM soit diagonale se traduit par les iquations suivantes: 
ya*+(6-ct)ac-/?c’=O, 
yb2 + (S - IX) bd - jdz = 0. 
Or l’hypothbe d’hyperbolicitt m&e B 
(a-q2+4py>o. 
On peut done rksoudre (2.3) en prenant 
c = #? l(U, u) a, 
d = I,(24 u) b, 
oh A,(u, o) et I,(u, u) sont les deux racines distinctes de 
y(u, u) + (d(u, ) - a(24 u)) x- pcu, ) x2 =o. 
Revenant A A4 = J+(u’, u’), le systbme (2.4) devient 
(2.3) 
(2.4) 
C’est un systkme hyperbolique rkductible. On pe.ut alors montrer qu’il 
possbde des solutions locales qui sont des diffkomorphismes en choisissant 
convenablement les conditions initiales. Ce qui termine la dkmonstration 
du lemme. 
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LEMME 2.2. Si %: (x, y)t+ (u, u) est we solution locale du systPme 
hyperbolique kductible (2.2), il existe un changement de variables 
h: (x’, Y’)H(x, y) (d&pendant de %) tel que 
42 0 h(x’, y’) = (a(x’), b( y’)). 
Dkmonstration. Soit les deux champs de vecteurs 
definis et independants en tout point (x, y) oh la solution % est detinie. On 
choisit un nouveau systeme de coordonnees locales (x’, y’) tel que 
J-= 5(x’, Y’) & Y=p(x’, y’)A af' 
avec c(x’, y’) p(x’, y’) # 0. Dans celui-ci, le systeme (2.2) se traduit alors 
par 
xu=o, YV’O, 
soit par 
au 
z=o, 
av 
,=O. 
Done U est une fonction de y’ et V de x’, d’ou le resultat chercht. 
Montrons finalement qu’il est toujours possible de choisir un nouveau 
systeme de coordonnies locales (x’, y’) tel qu’indiqd. Si l’on note par cp: 
(x, y)t-+ (x’, y’) ce changement de coordonntes, cela se traduit par 
[;]=JP[;] et [;]=Jv[;], (2.5) 
d’ou l’on tire 
2+&L, ay $+,c!Lo. ay 
Ce systeme st hyperbolique reductible: on peut alors montrer qu’il posdde 
des solutions locales qui sont des diffeomorphismes. De ces solutions, il est 
alors possible de determiner c et p tels que voulus, a l’aide des deux autres 
equations que l’on tire de (2.5). 
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Remarque 2.1. On ne peut obtenir de rtsultat comparable au lemme 2.2 
dans le cas des systemes hyperboliques non reductibles, c’est-a-dire des 
systemes de la forme (2.1) ou A et B peuvent dtpendre aussi de x et y. Par 
exemple, la fronce (x, y) H (x, x + xy + y3) est solution du sysdme hyper- 
bolique 
au $(l+y)S, y=o 
et elle ne peut &tre localement Cquivalente a une fonction de la forme 
(x, JJ)H (a(x), b(y)) par un chargement de coordonnees curvilignes a la 
source et au but. 
b. &toddles des solutions 
Nous voudrions connaitre h nature des solutions locales du systeme 
(2.1). Celle-ci ttant determinte a un diffeomorphisme local pres a la source 
et au but, notre etude se ram&e a celle des solutions du systeme (2.2). 
Indiquons qu’un systeme de conditions initiales libres pour un tel systeme 
consiste en la donnee de deux courbes 
x0: tl-+(XO(t), Y(t)), e’“: tl-+(UO(t), v”(t)), 
od t E ]a, b[ et t%!“(t) appartient au domaine de definition de 1 et p, telles 
que 3’” soit “non caracttristique,” c’est-a-dire telles que dX”/dt (t) ne soit 
colintaire ni a (1, A(42”(t))) ni a (1, p(@‘“(t))) pour tout tE ]a, b[. 
Nous utiliserons aussi la notion d’ordre dunefonction. Pourf: R + R, on 
dit que fest d’ordre p E l’W * en t, E R si la premiere dtrivee non nulle de f en 
t, est celle d’ordre p. On dit que f est dordre infini en t, si toutes ses 
dtrivees d’ordre p > 1 sont nulles en t,,. On Ccrira o(@“(t,)) = (p, q) si U” 
et V” sont respectivement d’ordre p et q en to, ou p, q E N * u {CO }. 
On peut alors enoncer le theoreme de classification suivant: 
THEOREM 2.1. Soit un systdme hyperbolique reductible muni dun systeme 
de CIL (X0, a!“) et soit Q2 une solution locale de ce systeme au voisinage de 
X”(to) qui sat&fait a (X0, 42’“). Si w(%“)(to) = (p, q), ou p < 00 et q < 03, 
alors la solution 42 est localement tquivalente a (x, y)k+ (xp, y”). 
Demonstration. Le lemme 2.1 permet de supposer que le systeme hyper- 
bolique rtductible est de la forme (2.2). Par le lemme 2.2, il existe alors un 
changement de variables h: (x’, y’) H (x, y) tel que 
*fY 0 h(x’, y’) = (a(~‘), b( y’)). 
Le changement hh’ envoie les directions caracttristiques (1, ~(t&“(t,))) et 
(1, p(W’(to))) sur les directions (LO) et (0,l) respectivement (cf. la 
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demonstration du lemme 2.2) En particulier, il envoie l’image de $5’ sur 
une courbe X’(t) = (X’(t), Y’(t)) transverse a ces deux directions: d’ou l’on 
a 
On en deduit alors que tt+ X’(t) et fw Y’(t) sont des diffeomorphismes 
locaux. 
Du fait que 
fJc%~h~x’(t)=w(t) 
pour t voisin de to, on a que localement 
a(xyt)) = V(t), 
b( Y(t)) = P(l). 
On en dtduit done que 
a= U”, b=v”, 
a un changement de variables prb a la source. L’hypothese du theoreme 
mene a 
a(x) = x”f(x) + U”(to), 
b(y) = .Pg(~) + VkA 
avec j-(X”(Q) g( Y(t,,)) # 0. Un nouveau changement de variables, soit 
(x2 Y) -+ (x JVFK Ydrn), 
et un diffeomorphisme vident au but menent au resultat. 
Remarque 2.2. Le thtortme 2.1 permet une description immediate des 
singularitts des solutions des systemes hyperboliques reductibles en 
fonction des conditions initiales. On a, par exemple, les cas particuliers 
suivants: 
(i) Si o(%O)(tO) = (1, l), alors en X0(&) la solution % est regulibe 
(c’est localement un diffeomorphisme); 
(ii) Si o(%!“)(tO) = (1,2) ou (2, l), alors %! presente un pli en ?P’(t,); 
(iii) Si o(@!“)(t,,) = (2,2), alors % prtsente un mouchoir plie en 
quatre en X”(to). 
Le theoreme fournit les modtles canoniques des singularit& mentionnies. 
Remarquons qu’il n’y a pas de fronce parmi les singularites possibles. 
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c. Deformations et gentricite 
DEFINITION 2.2. Une deformation h p parametres dun systeme de CIL 
(X0, 4V’) E %ya est la don&e dune application 
Ex la, bC +Q: (L t)H(T’O(t, t), @-“CL t)), 
oil B est un ouvert de Rp, telle que 
(E’“(5, . ), @“(5, .)I: tt-+ (Z’“(5, t), @75, t)) 
soit un Clement de gym, pour tout CE& et 
(LP(O, .), @(O, .)) = (X0, wy. 
Pour E et ]a, b[ fixes, les deformations a p parametres dun systeme de 
CIL forment un ouvert de C” (z-x ]a, b[, Q) muni de la topologie de 
Whitney. On notera cet ouvert par GF?$;. 
TH~OR~ME 2.2. (i) Generiquement, les solutions locales dun systeme 
hyperbolique reductible, qui satisfont a un systeme de CIL, ne presentent 
comme singularites que des plis. De fagon precise, il existe un ouvert dense de 
979” tel que si (X0, a’“) appartient a cet ouvert, alors la solution locale dun 
systeme hyperbolique reductible, qui satisfait a ce systeme de CIL, est soit 
reguliere ou soit singuliere de type pli. 
(ii) Generiquement, pour toute famille de CIL definie par une defor- 
mation a p parametres dun systtme de CIL pour un systtme hyperbolique 
reductible, les solutions locales satisfaisant aux elements de la famille ne 
presentent que des singularites du type (xi, y’), avec 3 d i + j< p + 3, i > 0, 
j> 0. 
Demonstration. D’aprbs le lemme 2.1, on peut saris perte de gentralite 
considerer un systeme hyperbolique reductible de la forme (2.2). Soit alors 
CIq c Jq(R, R4) l’ouvert forme des (t, jq(xO, Y”, U”, V’)(t)) tels que t E 
]a, b[ et (T’, %‘“) = (X0, Y”, u”, v”) soit un systeme de CIL pour (2.2). 
Selon les notations introduites a la section lb, CZq s’identifie a l’ensemble 
des (t; x0,x l>...,xq; YOY YlT..., yq; uO, ul,...r uq; vO, vl,..., vq), Od xi, yj, uj, vj 
dtnotent respectivement les valeurs en t des i-emes derivees de 
P, Y, U”, V”, avec t E la, bC, (x0, y,, uo, v,)EQ et (y, - ;i(u,, vo) x1) 
(Y1-P(uo~vo)x1)+o~ 
Etudions maintenant les familles a p parametres de systemes de CIL 
dans %‘3,. On choisit q 2 p + 2. On considbre alors l’ensemble 0 c %T$; 
forme par les deformations (5, t)t-+(Z’O(& t), @‘(l, t)) telles que 
T: (r, t)H (6 jq(-ffo(L . ), @“(L . l)(t)) soit transverse a chacune des sous- 
varietes de CIq definies par l’annulation dun certain nombre de coeflicients 
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Ul, uz,..., uq, Vl, v2,..., uq. 11 resulte des theoremes de transversalitt (cf. 
Golubitsky et Guillemin [4]) que 8 est un ouvert dense de Cl;. 
Designons par zii, 1 < i, j < q, les sous-varietb de CZq delinies par 
u1=u2= ... =ui-1=v,=u2= ... =uj~l=o#uiuj. 
D’apres le theoreme 2.1, la solution % du systeme (2.2) satisfaisant aux 
conditions initiales (X0, W) est du type (xi, y’), avec 1 6 i, j< q, au 
voisinage de %‘(to) si et seulement si (to, jq(S?, W)(to)) E TV. 
Pour les sous-varittts de CZq delinies par p + 2 equations ou plus de la 
forme ui = 0 ou uj = 0, 1 Q i, j < q, la transversalite signifie que T( 5, t) ne les 
rencontre pas. Cela implique que T(5, t) ne peut rencontrer que les varittes 
f, dont codim (f,) < p + 1 ou telles que i + j- 2 d p + 1. En effet, dire 
que T(<, t) n’appartient pas a l’une des varietts 2, veut dire que l’on a soit 
u1=u2= ‘** =uq=O soit 0, =02= ... = u, = 0. Ce qui est impossible puis- 
que q > p + 2. La partie (ii) du theoreme en decoule. Quant a la partie (i), 
elle en est un cas particulier: il s’agit de prendre z= 4. 
Remarque 2.3. (if On a mCme plus que ie thtoreme 2.2, car on peut 
decrire de quelle facon les singularitb sont gtntriquement rencontrees. 
Pour (X0, W) E %Ym, on ne rencontre generiquement des plis qu’en des 
points isolts de ]a, b[. Pour (To, @‘) E %?9:, on a des singularitts du type 
(xi, yj) sur des sous-varieds de codimension i + j - 2 de +? x ]a, b[, car on 
rencontre f:ii sur des sous-varittes de codimension i + j- 2 de Bx ]a, b[; 
par exemple, on a des plis sur des sous-varittes de codimension 1 de 
.5x ]a, b[. 
(ii) Utilisant les methodes classiques de la thtorie des singularites, on 
pourrait aussi demontrer des resultats de stabilite. Par exemple, on 
pourrait montrer que les plis rencontrts gtneriquement par (%^“, W) sont 
stables, en ce sens qu’une petite perturbation de (X”, %!“) rencontre encore 
des plis en des points proches des plis initiaux. 
3. GQUATIONS QUASILINhAIRES HYPERBOLIQUES DU DEUXIkME ORDRE 
Des equations quasilineaires du deuxieme ordre QL2(2) introduites a la 
definition 1.7, nous ne nous interesserons ici qu’aux equations hyperboli- 
ques de la forme 
A d2v I B a2P 
ax2 
-+g?+D!?!z+ &!Lo 
axay ay2 ax ay ’ (3.1) 
ou A, B, C, D, et E sont des fonctions de x, y, (arp/ax)(x, y) et 
(acp/ay)(x, y) definies sur un ouvert 52 c R4. Puisque nous supposons que 
cette equation est hyperbolique sur 9, on aura que B* - 4AC > 0 pour tout 
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point de 52. Nous utiliserons les mCmes notations que celles introduites a la 
section lc, en particulier au = ai+jcp/axiad (x, y), i + j > 1. 
a. Une forme canonique 
LEMME 3.1. Soit une tquation QL’(2) hyperbolique de la forme (3.1). I1 
existe un changement de variables local h: (x, y)t-+ (x’, y’) qui transforme 
cette Pquation en une kquation de la forme 
oli M et N sont des fonctions de x, y, a,,, a,,, a,,, a,, et a,,. 
Dkmonstration. Toute fonction f(x, y, a,,, sol) de classe C” peut 
s’ecrire sous la forme 
fk Y, a 107 ao,)=f(x, YY O,O)+a,o4? y, a,,, %,)+%,k y, a,,, 431). 
Appliquant ce resultat aux fonctions A, B et C de l’equation (3.1), on 
reecrit cette derniere selon 
a$ azq 
as+b- +c”2’p+jja(P+&!!Lo axay a$ ax ay ’ (3.3) 
ou a, b, et c sont des fonctions de x et y, tandis que d et E sont des 
fonctions de x, y, a,,, a,,, a20, a,,, uo2. 
Effectuons maintenant le changement de variables h: (x, y)~ 
(x’ = h,(x, y), y’ = h,(x, y)) et notons @ 0 h = cp. L’equation (3.3) s’ecrit 
alors 
2 a% 
a$-$h+b’-0 aday h+c@oh+D$$h ayQ 
+E’%h=O, 
w 
ou a’, b’ et c’ sont des fonctions de x et y telles que 
(3.4) 
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De l’hypothese d’hyperbolicite, on a que 
b2-4ac>O. 
On en tire qu’il existe des fonctions A,, &, pl, p2 de x et y, de classe C”, 
telles que 
aX2+bXY+cY2=(A,X-L,Y)(p,X-p2Y), 
avec 
det 
On annulle alors a’ et c’ si l’on impose que 
A!?LLlahl ah, ah2 
1 ax 2 ay’ p’ax=p2ay’ 
Ces equations forment un systeme lintaire hyperbolique homogene. 11 
admet toujours des solutions locales qui sont des diffeomorphismes. On 
vtrilie qu’alors b’#O et on obtient le resultat cherche en divisant les deux 
membres de (3.4) par b’. 
b. Modt?les des solutions 
Le prolongement dordre q de (3.2), q > 2, est donnee par le systeme 
suivant: 
a21 = Ma,, + NaO, + Ma,, + Na,, 
al2 = ATa,,+ fiaO, + Ma,, + Na,=, 
aq- -Fq-l.l 1.1  
aq-2,2 - -F y-2,2 
a l,y-~==~,y--l, (Qq) 
avec 
F,= 1 ~‘i a hk hk’ 
I<h+k<i+j 
h<i,k<j 
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ou les afk sont des fonctions de x, y et des a,,,,, I+ m + h + k < i + j, 
l+m> 1. 
TH~OR~~ME 3.1. Soit une equation QL’(2) hyperbolique de la forme (3.1) 
et cp une solution de celle-ci au voisinage de (x0, yO). Si cp est de codimension 
finie en (x,, yO), alors elle est localement equivalente d- (x, y)++ +x’+ y’ 
pour un couple dentiers i et j tels que 1 < i < j. 
DPmonstation. Pour simplifier l’ecriture, nous prendrons (x0, yO) = 
(0,O). Lorsque cp est reguliere en (0, 0), elle est Cvidemment equivalente a 
(x, y) H x + y. Nous allons considerer le cas ou elle nest pas reguliere en 0, 
c’est-a-dire celui oti l’on a 
a,,=a,, =O. 
Puisque par hypothese on suppose cp de codimension tinie, il existe i et j, 
i> 1, j> 1, tels que 
et 
ah0 = aOk = 0, 
pour tous 1 d h < i et 1 <k < j. Puisque Ton travaille a equivalence locale 
prb, on peut utiliser le prolongement d’ordre q de (3.2). 11 resulte alors de 
(Qq) que l’on a ahk = 0 pour tous h<iet k<j. 
On en deduit que la serie de Taylor de cp en 0 est de la forme 
XYk Y I+ Y’dX, Y 1, 
avec f(0) g(0) # 0. Par le lemme de Borel, on peut choisir deux fonctions 7 
et g qui ont comme strie de Taylor en 0 respectivement f et g. Alors, le 
changement de variables 
permet de supposer que la serie de Taylor de cp en 0 est &gale au polynome 
+ xi + yj. En particulier, le jet d’ordre i + j de cp en 0 est f X’ + yj. 11 est 
facile de montrer que cp est (i + j)-determinCe, c’est-a-dire que toute 
fonction ayant le m&me (i + j)-jet lui est localement equivalente, a l’aide du 
critbre classique 4!; ‘+jc .4X2(&448x) (cf. Brocker Cl]), oti J& et (&@x) 
sont, respectivement, l’ideal maximal et l’ideal jacobien de l’anneau des ger- 
mes en 0 des fonctions de R2 dans [w detinies sur un voisinage de 0. Done cp 
est localement Cquivalente a +x’& yj, car en particulier elle est alors 
localement equivalente a son jet d’ordre i+ j. 
505:60/2-4 
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Pour terminer la demonstration, par l’equivalence ntre la determination 
finie et la codimension tinie (cf. Mather [7]), il suftit de montrer que si l’on 
a up0 = 0 (ou sop = 0) pour tout p 2 1, alors cp n’est pas de codimension 
tinie. Or, dans ce cas, ou bien aoi = 0 pour tout i 2 1 ou bien aoi # 0, pour 
un certian i > 1, et aoj = 0 pour j < i. Dans la premiere situation, on voit 
que cp est plate en 0; dans la deuxieme, que cp admet un developpement de 
Taylor en 0 de la forme yyf.y, y) et qu’alors cp n’est pas de codimension 
tinie en 0. 
Remarque 3.1. Le thtoreme 3.1 montre que toute solution de codimen- 
sion finie de Equation (3.1) peut, a equivalence pres, &tre “separee” comme 
suit: cp(x, y) = u(x) + u(y). Ce resultat ne s’ttend pas aux cas de codimen- 
sion infinie, comme le prouve le contre-exemple ci-apres. 
On considere la fonction cp(x, y) = a(x) ey, ou a est plate en 0. Ainsi cp 
est de codimension intinie en 0 et est solution de l’tquation 
8% acp 
axay=ax> 
qui est bien du type (3.1). De plus, on prend a telle que a -l(O) = { 0} u 
{{x,,}} u {{XL}} (a-‘(O) denote l’image reciproque par a de 0), ou {xn} et 
(x:} sont des suites qui tendent vers 0 dont la premiere est strictement 
croissante et la deuxieme, strictement decroissante. La fonction 
(sin l/x) e-l”* pour x # 0 et 0 pour x = 0 nous en fournit un exemple. On 
en deduit que (da/&-‘(O)={O)u{{y,}}u((y~}}, ou {y,} et {vk} 
sont des suites qui tendent vers 0 dont la premiere est strictement 
croissante et la deuxibme, strictement dtcroissante, et telles que y, # x,, 
y: #XL pour tous m et n. 
Soit un changement de variables (x, y)w (X= X(x, y), Y = Y(x, y)), qui 
conserve l’orgine, tel que 
a(x) ey = u(X) + u(Y). 
Comme a(x) e” est plate sur Z = {x = 0}, u(X) + o(Y) est forcement plate 
en 0 et on en deduit que u et u le sont respectivement. De plus, u(X) + u( Y) 
est plate sur 
C’= {(X, Y); u(X) est plate} n {(X, Y); u(Y) est plate}. 
Comme Z’ doit Ctre localement diffeomorphe a C, la seule possibilite est 
u - 0 (ou u = 0) au voisinage de 0 et u plate en 0 seulement (ou ZJ plate en 0 
seulement). Nous pouvons done supposer que localement 
ou u nest plate qu’en 0. 
a(x) ey = u(X), (3.5) 
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On a alors 
0 = u(0) ey = 24(X(0, y)). 
Si X(0, y) Ctait non constant au voisinage de 0, on en deduirait que u est 
plate ailleurs qu’en 0. On a done X(0, y) = 0 pour tout y voisin de 0 et par 
consequent que 
X(x, y) = xg(x, y). 
Du fait que (x, y) w (X, Y) est un diffeomorphisme, on en deduit que 
c’est-a-dire que 
h: xi--+X(x, 0) 
est un diffeomorphisme local (h’(0) # 0). 
Alors on obtient de (3.5) les equations suivantes: 
a(x) = @(x)), (3.6) 
4x) = u’udx)) g (x, Oh (3.7) 
u’(x) = u’@(x)) h’(x). (3.8) 
De (3.6) et (3.8), on deduit que localement u(h(x)) =0 si et settlement si 
x=x, ou xk et que u’(h(x)) = 0 si et seulement si x= y, ou yi. Utilisant 
alors (3.7) on aura 
d’ou contradiction. Ce qui termine la remarque. 
Le theoreme 3.1 montre qu’en codimension finie on a une liste complete 
des singularitb des solutions locales cp d’une equation QL*(2) hyperbolique 
de la forme (3.1). Remarquons que la sous-variete 34 de Jg( Iw*, IR) definie 
par le prolongement ( Qq) de (3.2), q > 2, peut etre parametrte par x, y et 
les a, et aoi, 1 d i < q. On introduit la sous-variete Z, de sq, q 2 sup (i, j), 
dtfinie par 
U - . . . 10 - =ai- ,,O=uoI = ... =ao,j-, =O#a,aoj; 
elle est de codimension i + j- 2. Si (o est de codimension finie et si 
j;4r, E C,, alors cp est localement Cquivalente a +_ xi k yj, les signes choisis 
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Ctant ceux de a, et Uoj. Par la proposition 1.2, on pourrait alors avoir une 
description des singularites des solutions en fonction des conditions 
initiales. 
c. Deformations et genericite 
11 nous reste a considerer le probleme des deformations des conditions 
initiales et de la genericite des singularitts des solutions correspondantes. 
Pour la notion de systeme de CIL pour les equations QL’(2) hyperboliques 
de la forme (3.1), nous referons a la section lc. Celle de deformation a p 
parametres d’un tel systeme de CIL est don&e par la definition 2.2. On a 
alors l’analogue du thtoreme 2.2: 
THEOREME 3.2. (i) Gentriquement, les solutions locales dune equation 
quasilineaire hyperbolique du deuxieme ordre de la forme (3.1) qui satisfont 
un systeme de CIL, sont regulieres. 
(ii) Generiquement, pour tome familie a p parametres de systemes de 
CIL pour Pequation de la forme consideree, les solutions locales correspon- 
dantes sont localement Pquivalentes aux modeles + xi + y’, avec i + j Q p + 3, 
i > 0, j > 0. 
Demonstration. Elle est analogue a celle du thtorbme 2.2. On releve les 
cii introduites a la section 3b en une stratification de C19- ’ a l’aide de 
f4-’ (cf. proposition 1.2). On applique alors ies theoremes de transver- 
salite et le theoreme 3.1. 
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