Abstract. We present a new model, derived from classical Hidden Markov Models (HMMs), to learn sequences of large Boolean vectors. Our model -Hidden Markov Model with Patterns, or HMMP -differs from HMM by the fact that it uses patterns to define the emission probability distributions attached to the states. We also present an efficient state merging algorithm to learn this model from training vector sequences. This model and our algorithm are applied to learn Boolean vector sequences used to test integrated circuits. The learned HMMPs are used as test sequence generators. They achieve very high fault coverage, despite their reduced size, which demonstrates the effectiveness of our approach.
Introduction
The Hidden Markov Model (or HMM) was introduced by Baum and colleagues in the late 1960s [1] . This model is closely related to probabilistic automata (PAs) [2] . A probabilistic automaton is defined by its structure, made up of states and transitions, and by probability distributions over the transitions. Moreover, each transition is associated with a letter from a finite alphabet that is generated each time the transition is ran over. An HMM is also defined by its structure, composed of states and transitions, and by probability distributions over the transitions. The difference with respect to PAs is that the letter generation is attached to the states. Each state is associated with a probability distribution over the alphabet that expresses the probability for each letter to be generated when the state is encountered.
When the structure is known, the HMM learning (or training) problem is reduced to estimating the value of its parameters -transition and generation probabilities -from a sample of sequences. A well-known approach is the BaumWelch algorithm [3] , which complies with the maximum likelihood principle and is a special case of the Expectation-Maximization (EM) algorithm [4] . This is an iterative re-estimation algorithm that ensures convergence to a local optimum. Abe and Warmuth [5] studied the training problem from a Computational Learning Theory perspective. They proved that the PA class is not polynomially trainable unless RP=NP, while, to the best of our knowledge, for the HMMs the question remains open. However, we can reasonably assume that the problem is not easier, and that heuristics have to be used.
In many applications, it is not possible to infer the structure of the HMM from the a priori knowledge we have about the problem under investigation. In this case, the HMM learning problem becomes even more difficult. We have to estimate the parameters of the structure, and also infer this structure from the learning sample. Various authors have proposed a heuristic approach derived from automata theory. It involves generalizing an initial specific automaton that accurately represents the learning sample, by iteratively merging "similar" states until a "convenient" (e.g. sufficiently general or small) structure is obtained. This principle has been successfully applied to non-probabilistic automata [6] as well as to probabilistic ones [7] , and to HMMs [8] .
HMMs have been used as models for sequences from various domains, such as speech signals (e.g. [9] ), handwritten text (e.g. [10] ) and biological sequences (e.g. [11] ). In these applications, the usual approach involves using an HMM for each word or character to be recognized. Typically HMMs have a pre-determined left-to-right structure with fixed size, and they are trained using the Baum-Welch method. Moreover, these applications all learn and use HMMs for recognition purposes. In this article, we present a new application: the Built-in Self Test for integrated circuits. This application differs in that we use HMMs for generation purposes: an HMM is learned from a sample of sequences, which involves building a convenient structure and estimating its parameters. This HMM is then used to generate sequences similar (eventually identical) to the learning sequences. Another difference is that the alphabet in this application can be extremely large, e.g. 2 100 , so the emission probabilities cannot be easily defined in the usual way. This led us to develop a new class of HMM that we called HMMP (Hidden Markov Model with Patterns).
The organization of this paper is as follows. In Section 2, we present the integrated circuit test; we indicate the main features of the manipulated data and explain how this problem can naturally be dealt with using HMMs. In Section 3, we define HMMPs, and in Section 4 we present an HMMP learning algorithm which uses the state merging principle. Section 5 provides experimental results of our method with classical benchmark circuits of the test community.
Integrated Circuit Testing
An integrated circuit manipulates Boolean values (0 or 1). It is made of inputs, outputs and internal elements that compose the body of the circuit. It is possible to apply values to the inputs and read the output values, but it is not possible to access the internal elements. These elements may be affected by various physical faults. We can infer the set of potential faults of a circuit because we know its logic structure. The test of a potential fault of a given circuit is achieved by using an appropriate sequence -or test sequence -of Boolean vectors. The vectors are sequentially applied to the inputs; when the outputs are identical to those logically expected the fault is not present, and conversely, when the fault is present the outputs are erroneous. In a test sequence, the vector application order is as important as the vectors themselves. One sequence can test several faults, and one fault may be tested by several sequences. Note that the sequence length varies according to the faults (between two and hundreds of vectors) and that we can deduce, by simulation, all the faults detected by a given sequence.
The research of a test sequence, for a circuit and a given fault, is NP-hard [12] . Automatic Test Pattern Generators (ATPGs) try to circumvent the difficulty by using various heuristics, and usually provide satisfying results. We shall see in Section 5 that the fault coverage -the proportion of faults for which the ATPG finds a test sequence -is usually above 80%.
ATPGs provide sequences of patterns ∈ {0, 1, *} k (where k is the number of inputs) rather than sequences of vectors. The * character means that the bit value is unimportant, i.e. if the fault occurs, it is detected regardless of the value of this bit. A Boolean pattern defines a set of vectors; a pattern with n * bits represents 2 n vectors. In the same way, a sequence of patterns defines a set of vector sequences. We present below an example of three test sequences similar to those generated by an ATPG. When test sequences with high fault coverage have been obtained, we have to position the test procedure. The classical approach involves using an external tester. Due to the price of these testers and, sometimes, the fact that there is no physical access to the circuit, we often prefer the method of built-in self test or BIST. The BIST principle is to incorporate a supplementary test structure in the circuit. This structure should be able to generate test sequences and analyse the circuit responses. Response analysis is a task that has efficient solutions. This is not the case for test sequence generation. The problem is to find a generator of sequences that combines high fault coverage and small size (in terms of silicon area). Indeed, we can not physically stock all the ATPG sequences on ground of silicon cost. On the other side, we can build small generators of pseudo-random sequences, but they have low fault coverage.
Our approach consists of building, with a learning algorithm, an instance of a new class of HMM (called HMMP) that generates ATPG sequences or similar sequences with sufficiently high probability. We shall see (Section 5) that relatively small HMMPs effectively generate sequences with fault coverage equivalent to that of the ATPG.
The HMMP Class
The HMMs that we want to infer are intended to generate Boolean vector sequences. Then the size of the manipulated alphabet is 2 k (for our test problem, k is the number of inputs of the circuit), which is potentially very large (e.g., there are circuits with k > 100). Common HMMs do not fit the modeling of such sequences. We define here a new class of HMMs, named Hidden Markov Model with Patterns (or HMMPs), specially adapted to deal with this problem. Owing to the specificity of the test sequences (we learn from patterns, i.e. from sets of vectors and not from simple vectors; moreover, we perform generation and not recognition), we use symbols and operators specific to these data and to the problem. However, HMMPs can also be used to model more conventional vector sequences (Boolean or not). This point is discussed in Section 6.
Presentation
An HMMP H is defined by a triplet S, P, M , where -S is a finite set of states; S contains two special states start and end which are used to initiate and conclude a sequence respectively. Each state of S, except start and end, is labeled by a pattern from P . -P = {p s , s ∈ S − {start, end}} is the set of patterns associated with the states; p s is the pattern associated with state s.
is the matrix that contains transition probabilities between states. M defines the probability distributions associated with states of H. We have:
The structure of an HMMP is the set of its states and of its non-zero transitions. Figure 1 gives an example of HMMP with six states and seven transitions. 
Generating Vector Sequences with an HMMP
The procedure involves beginning on the start state, running over the transitions and generating a test vector for each state encountered by using the pattern associated with that state. The test vectors generated by a given pattern are consistent with this pattern and, moreover, the * has equal probability of generating a 0 and a 1. For example, pattern *1* generates, with probability 1/4, each of the 4 vectors 010, 011, 110 and 111. Once a test vector has been generated, we choose, according to the associated probabilities, one transition starting from the current state, and then go to the targeted state. This procedure is continued until the end is reached. A sequence of vectors is thus generated, and another sequence can eventually be generated by going onto the start again.
Generation Probability of a Set of Sequences
The pattern p is said to be compatible with the pattern p s if its fixed bits (those with value 0 or 1) have the same value or the value * in p s . For example, p = 11* is compatible with p s = 1*0, while p = 11* is not compatible with p s = 100. The probability is zero that the state s will generate a pattern p that is not compatible with p s . The generation probability by a state s of a pattern p compatible with p s depends on the number of bits which are fixed in p but have the value * in p s . Let * p ps denote this number. For example, if p = 10** and p s = 1*** then * p ps = 1. Since * has equiprobability of generating a 0 or a 1, the probability of generating the compatible pattern p on state s is given by the formula:
For example, if p = 1*01* and p s = 1*010, then P (p|s) = 1. On the other hand, if p = 1*010* and p s = ***10*, then P (p|s) = . Let x = p 1 p 2 . . . p l be a sequence of patterns. A common method for computing the generation probability of x by an HMM H is to make the Viterbi assumption [13] that x can only be generated by a unique path (or sequence of states) through H. In other words, all paths except the most likely are assumed to have a negligible (or null) probability of generating x. This path is called the Viterbi path of x. For example, the Viterbi path of the first sequence of Section 2 in the HMMP of Figure 1 
Moreover, this is the only path that can generate this sequence -which often occurs in practice -, and the Viterbi assumption holds in this case.
Let
(with v p0 = start and v p l+1 = end) be the Viterbi path of the sequence x = p 1 · · · p l . Then, under the Viterbi assumption, the generation probability of x by H is:
For the above sequence, we have: Let X be a set of sequences and V = {V x , x ∈ X} the set of Viterbi paths associated with the sequences of X. The probability P (X|H) of generating, with |X| trials, the set X using H, is obtained (under the same assumption) by the following formula:
that can be rewritten as:
where P X,s is the set of patterns generated by s (in V ), n p s is the number of times s generates the pattern p (∈ P X,s ), n s→t is the number of times the transition s → t is used, and Out(s) is the set of states t for which there is a transition s → t.
Learning HMMPs
Let X be a set of pattern sequences (for example obtained from an ATPG). Our aim is to build an HMMP of low size (i.e. with a low number of states and transitions), and that generates X with probability as high as possible. We designed a learning algorithm for this purpose which is based on the state merging generalization method.
Main Algorithm
The main algorithm -HmmpLearning -of the learning procedure proceeds in a greedy ascending way. First, it builds with the InitialHmmpBuilding procedure (Line 1) an initial specific HMMP that represents the sequences of X. Next, at each step of the algorithm, the BestStatePair procedure (Line 2) selects the state pair that, when merged, involves the lowest loss of probability of generating X. If several pairs have the same probability loss, it chooses the pair that involves the nearest patterns. The selected state pair is merged with the Merge procedure (Line 3), which modifies the structure of the HMMP and updates its parameters. The algorithm iterates this procedure until the desired number of states (N ) is reached. Figure 2 details six steps of the algorithm when applied to the three sequences of Section 2.
Building the Initial HMMP
The initial HMMP H 0 is obtained by building the prefix tree of X. In such a tree, each path from the root to a leaf corresponds to a sequence of X, and the common prefixes are not repeated but represented by a unique path starting from the tree root. In our case, the root represents the start state. Next, to each state s we attach its pattern p s (except for the start with which no pattern is associated) and the number of times (n s ) it is used in the Viterbi paths. In H 0 , Viterbi paths are naturally described by sequences and the Viterbi assumption holds. Therefore, n s is equal to the number of leaves of the sub-tree with root s, and, in the same way, n s→t is equal to the number of leaves of the sub-tree with root t. Values of both parameters (n s and n s→t ) are stored. Moreover, we set P X,s = {p s } and n ps s = n s . According to the maximum likelihood principle, the values of the transition probabilities associated with the edges of H 0 are estimated by maximizing P (X|H 0 ). Maximizing Expression (2) is equivalent to maximizing each of its sub-products. Therefore, we estimate the transition probabilities by maximizing the expressions t∈Out(s) M (s → t) ns→t . Each of these expressions is identical to the probability distribution of a multinomial law and is maximized by
Finally, we create the end state to which every leave is linked with transition probability 1. The HMMP obtained is the most specific, in that it describes all sequences of X, but only these sequences.
The HMMP H 0 of Figure 2 is the initial HMMP obtained from the sequence set of Section 2. Each sequence has probability 1/3 of being generated by H 0 . Therefore, P (X|H 0 ) = 3! × 1/3 × 1/3 × 1/3 = 6/27.
State Merging
When two states s 1 and s 2 have been selected (the criterion used is described in Section 4.4), they are merged. States s 1 and s 2 are deleted and replaced by a new state s. The in and out edges from s 1 and s 2 are connected to s, and the potential double transitions (e.g., t → s 1 and t → s 2 ) are also merged. An example of state merging is provided in Figure 3 .
The structure of the HMMP is modified and its parameters have to be updated. We assume (as usual) that the Viterbi paths are not altered by merging, and the new Viterbi paths are inferred from the previous ones by replacing s 1 and s 2 by s. This assumption provides an efficicent way of updating parameters associated with the new state and to its adjacent edges. We have: n s = For each HMMP, we indicate the probability of generating the learning sequences. Each state is labeled by its name and the number of times n s it is used in the Viterbi paths. Each edge is also labeled by the number of times n s→t it is ran over. The transition probability associated with s → t is equal to the ratio n s→t /n s (c.f. Formula (3)) n s1 + n s2 , P X,s = P X,s1 ∪ P X,s2 , and ∀p ∈ P X,s , n p s = n p s1 + n p s2 . Moreover, for edges adjacent to s, we have: n s→t = n s1→t + n s2→t , n t→s = n t→s1 + n t→s2 and n s→s = n s1→s1 + n s1→s2 + n s2→s2 + n s2→s1 . Note that only parameters associated with the new state and its adjacent edges need to be updated; the merging has no effect on the other states and transitions. Finally, the transition probabilities attached to the updated edges are computed using Formula (3).
The pattern associated with the new state must generate, with the highest possible probability, all patterns of P X,s . It can be computed by merging all these patterns bit after bit, but a more efficient method is to merge bit after bit the patterns p s1 and p s2 attached to s 1 and s 2 . Let γ denote the bit merging operator. The character * means that the value of the bit is not important. Therefore, γ(*, 0) = 0 and γ(*, 1) = 1. But two patterns are not always mutually compatible. In this case, some of their bits differ and the merged pattern must generate 0 or 1 with equal probability on these bits. These bits take the value * in the merged pattern and are marked to store the fact that their value results from the merging of a 0 and a 1. Let* denote the marked *. During further steps of the learning algorithm, this information is needed so that we do not set this bit at value 0 or 1. The merging operator takes this into account, and we have: γ(0, 1) =*, and during the further steps, γ(*, 0) = γ(*, 1) = γ(*, *) =*. Figure 4 summarizes the result of operator γ.
Selection of the Best State Pair
The aim of the learning algorithm is to reduce the HMMP structure while keeping (as much as possible) a high probability (given by Formula (2)) of generating X. At each step, the algorithm chooses the state pair which, when merged, involves the lowest loss of probability of generating X. Nevertheless, sometimes (especially at the beginning of the process) many pairs agree with this criterion. Then, we choose among these pairs that for which pattern merging involves fixing the lowest number of bits. The number of bits fixed by the merging of two patterns p and p is obtained by formula
For example, if p = 1*11* and p = *0***, then γ(p, p ) = 10*1*; we have * p γ(p,p ) = 1, * p γ(p,p ) = 2 and then ϕ(p, p ) = 1. Note that if p is more general than p , then ϕ(p, p ) = 0. Using Formula (4) has two justifications. First, at the beginning of the learning procedure, this avoids fixing bits in the patterns too soon, which would make further mergings more difficult (in terms of likelihood). Second, we can reasonably assume that similar patterns quite likely play the same part in sequences.
In Figure 2 , two state pairs of H 0 involve a null loss of generation probability: (s 2 , s 3 ) and (s 7 , s 8 ). However, ϕ(p s2 , p s3 ) = 0, while ϕ(p s7 , p s8 ) = 1. Therefore, (s 2 , s 3 ) is selected and merged to obtain H 1 .
At each step of the algorithm, this selection criterion involves computing the loss of generation probability for every state pair, i.e. calculating O(n 2 ) times Formula (2), where n is the number of states in the current HMMP. When the initial HMMP contains numerous states (i.e. when the learning sequence set is large) this yields prohibitive computing time. A more efficient algorithm is proposed in [14] . It make use of the fact that merging has no effect on the states and transitions which are not adjacent to the merged states. It follows that the performance of a pair is not really affected, unless one of its states is adjacent to the merged states. Therefore, we initially compute the O(n 2 ) criterion values for all pairs, and further we only update the values of the adjacent pairs, that is O(nb), where b is the branching factor of the HMMP. Moreover, b remains relatively low during the learning process. Indeed, our selection criterion (minimizing the loss of P (X|H)) tends to lower the number of out transitions (c.f. Formula (2) 
Experimental Results
After the learning phase, the HMMP can be physically implemented as test sequence generator. We do not describe this procedure (the interested reader can consult [15] ). It consists in a natural microelectronic translation of the HMMP structure; the size of the implementation (an crucial factor for the validity of our approach) is strongly connected to the size of the HMMP (in terms of number of states and transitions).
The performances of our method were tested on the classical benchmark 1 circuits of the electronic community. The results are reported in Table 1 . After the name of the circuit, the number of its inputs (#I.) and potential faults (#F.), we provide the fault coverage and the total length (in thousands of patterns) of ATPG sequences. For comparison purposes, we include the fault coverage achieved by a long Boolean vector sequence generated by a pure random process (only simulating one long sequence is highly justified in the case of a purely random approach, and no improvement is obtained by decomposing this long sequence into many shorter ones).
For every circuit, we computed by simulation the fault coverage of 10 random sequences, and the fault coverage of 10 sets of test sequences generated with the HMMP learned from the ATPG sequences. The T.Len. column provides both the length of the random sequences and the total length of the set of HMMP sequences. This length has been manually tuned for each circuit, in order to obtain a sufficient fault coverage. The following column (ratio) provides the ratio of this length over the total length of ATPG sequences. The %Best columns indicate the best fault coverage achieved in the 10 simulations; the %Av. columns indicate the average of these 10 fault coverages. Columns #S and #E provide the number of states and the number of transitions of the learned HMMP respectively. On the bottom line, we report the means of these quantities.
First, it can be seen that the fault coverage achieved by using learned HMMP is much larger than the fault coverage of the random sequence. Next, we observe that it is often equal (s298, s1494), sometimes little smaller (s820, s832) and sometimes larger (s444, s526 and general mean) than the fault coverage of the ATPG sequences. This result is surprising and is a good confirmation of our method. It demonstrates that it is possible to infer very efficient construction rules from ATPG sequences. These rules do not ensure accurate generation of the original sequences, but they achieve high fault coverage when the generated sequence set is large enough. The good results obtained with our method could also be explained by the weakness of some ATPG sequence sets (and by the NP-hardness of the task) and by the easiness of achieving relatively high fault coverages for some circuits (see the results obtained by the random method).
Conclusion
We presented a new probabilistic model for learning Boolean pattern sequences, and its application for testing integrated circuits. This model is close to the classical HMM, but differs in that it defines the emission probability distribution with a boolean pattern. Moreover, we use this model for generation purposes and not for recognition, as in most HMM applications. Experimental results indicate that our model is well adapted for testing integrated circuits. Nevertheless, the fault coverage achieved for some circuits may be improved. A possible solution could be to weight ATPG sequences by the number of faults they detect.
HMMPs were defined to model pattern sequences. This notion of pattern -a set of vectors -is relatively specific to the test problem. Moreover, due to the generation aim of the test problem (with the constraint of generating at least one vector sequence from each pattern sequence computed by the ATPG), our γ operator performs specialization (γ(0, *) = 0 and γ(1, *) = 1) and not only generalization as is usually done in the recognition framework.
Nevertheless, as stated in the introduction, HMMPs could be used to model more usual vector sequences (as time series for example). In this case, the nonmarked character * does not appear, and γ only performs generalization in the usual sense: γ(0, 1) = γ(0,*) = γ(1,*) =*. Moreover, the ϕ function is useless (it returns 0 for every pair) and the likelihood is the only selection criterion. Therefore, for Boolean vector sequences, the γ operator and our learning algorithm could be used directly. For sequences of vectors with discrete variables (ordinal or not), slight modifications of the model, and of the learning procedure (especially of γ) are easily conceivable.
The Boolean patterns define very simple probability distributions over{0, 1} k . Numerous more expressive distribution classes could be envisaged, such as, for example, using a Bernoulli distribution associated with each bit. However, the simplicity of Boolean patterns is well suited for microelectronic purpose. Indeed, the * is free and the 1 and 0 have very low cost in terms of silicon area overhead [15] , while implementing continuous probabilities is much more expensive. Moreover, our Boolean patterns are very similar to the condition parts of the rules used in symbolic and hybrid classification methods [16] , and, just as in these methods, the simplicity of these descriptions is associated to explanatory virtues which should be of interest from a modeling and learning perspective.
