The main goal of this paper is to provide routingtable-free online algorithms for wireless sensor networks (WSNs) to select cost (e.g., node residual energies) and delay efficient paths. As basic information to drive the routing process, both node costs and hop count distances are considered. Particular emphasis is given to greedy routing schemes, due to their suitability for resource constrained and highly dynamic networks. For what concerns greedy forwarding, we present the Statistically Assisted Routing Algorithm (SARA), where forwarding decisions are driven by statistical information on the costs of the nodes within coverage and in the second order neighborhood. By analysis, we prove that an optimal online policy exists, we derive its form and we exploit it as the core of SARA. Besides greedy techniques, sub-optimal algorithms where node costs can be partially propagated through the network are also presented. These techniques are based on real time learning LRTA algorithms which, through an initial exploratory phase, converge to quasi globally optimal paths. All the proposed schemes are then compared by simulation against globally optimal solutions, discussing the involved trade-offs and possible performance gains. The results show that the exploitation of second order cost information in SARA substantially increases the goodness of the selected paths with respect to fully localized greedy routing. Finally, the path quality can be further increased by LRTA schemes, whose convergence M. Rossi ( ) · M. Zorzi Department of Information Engineering of the University of Padova, via Gradenigo 6/B, 35131 Padova, Italy e-mail: {michele.rossi, michele.zorzi}@dei.unipd.it R.R. Rao University of California San Diego (UCSD), 9500 Gilman Drive, La Jolla, CA, 92093-0436, USA e-mail: rrao@ucsd.edu can be considerably enhanced by properly setting real time search parameters. However, these solutions fail in highly dynamic scenarios as they are unable to adapt the search process to time varying costs.
Introduction
In the past few years, a great deal of work has been pursued to design efficient routing algorithms for Wireless Sensor Networks (WSNs) [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . These networks should operate unattended for long period of times. Their task is to sense the environment and report their measurements to a single or a few special nodes referred to as sinks. These nodes are in charge of further processing the gathered data as well as forwarding it to some data collection point in the network. A crucial aspect in WSNs is to save energy, so as to prolong the network lifetime. However, energy saving does not come alone; equally important goals are to avoid loops in packet routing, control the packet delivery delays, minimize collisions at the MAC layer and include these features in scalable routing algorithms. Moreover, WSNs are much more energy/computationally constrained than, e.g., Mobile Ad hoc NETworks (MANETs [11] ) and this makes these challenges more difficult to be solved. In addition, due to the importance of saving energy, routing schemes should be designed to limit the information exchanged to update routing tables and, at the same time, they should still be capable of selecting good paths. A commonly accepted approach to save energy is to periodically switch off the radio of some nodes in the network [4, 5, 12] , thereby leading to a possibly intermittently connected and highly dynamic environment. In such a scenario, conventional ad hoc routing schemes such as DSR [13] , AODV [14] and others [15] [16] [17] , could fail. Specifically, reactive schemes [13, 14] could fail to discover a complete path, while proactive ones [17] could fail to converge, resulting in a network flooded with topology update messages. A possible solution is to not account for routing tables at all [2] [3] [4] 7] . In fact, a generic sensor node only needs to know which is the best node to be selected as relay for the current transmission and does not necessarily need to have a full description of the network.
In line with this, in this paper we present routing solutions that we name Statistically Assisted Routing Algorithms (SARA). SARA is a family of forwarding techniques where the path selection is accomplished through a hop-by-hop forwarding process, accounting for the state of the nodes within transmission range, and statistically accounting for the state of the nodes placed outside the coverage area. Each node is assumed to know its own cost and hop count value. The cost is used to represent the state of a candidate relay as well as of the link connecting it to the current node. Possible cost models are discussed in Section 3. The hop count (HC), instead, is the number of hops separating the node from the destination (sink) in the minimum hop path [18] . HCs are used here just as coordinates are exploited in geographical routing [1, 4, 6, 19, 20] , i.e., to have an indication of the distance that separates the current node from the sink and therefore drive the forwarding process towards a welldefined direction. In addition, nodes are assumed to have statistical knowledge about the minimum cost in their second order neighborhood, i.e., regarding the nodes that are placed two hops away and in the direction towards the sink. In Section 5.4, it is shown that an optimal online stationary routing policy under the considered system model exists. This policy is used as the core of the SARA scheme. In addition to greedy forwarding, in Section 5.5 we also present online optimization routing algorithms based on real time search techniques [21] , where cost estimates are propagated through the network with the aim of approaching optimal paths. These solutions are effective as the network dynamics is slower than the dynamics of the path searching phase. We introduce these schemes to understand whether online search with the subsequent propagation of node costs can be feasible and, in such a case, what the expected gains are in terms of path cost.
The paper is structured as follows. In Section 2 we review the related work. In Section 3, we introduce the network models along with the assumptions that we have considered to carry out the analysis. In Section 4, we introduce the concept of path optimality by discussing the exact algorithm that is used to compute optimal paths. These are used as a benchmark for the considered online schemes. In Sections 5.1 to 5.4, we present several greedy routing algorithms by investigating optimal localized routing rules. In Section 5.5, we focus on sub-optimal algorithms where the cost information can be propagated through the network. These algorithms find cost-efficient paths through controlled search techniques. In Section 6, we compare the routing schemes with each other and with optimal off-line solutions, discussing their efficiency in terms of path quality and their suitability as a function of the network dynamics. Section 7 concludes the paper.
Related work
Several algorithms have been proposed so far to obtain scalable and efficient routing over WSNs. A widely considered approach to the routing problem consists of geographical routing [1, 4, 6, [22] [23] [24] , where nodes know both their own coordinates and the coordinates of the sink. Within geographical routing, data forwarding is usually achieved by delivering the packet to the node with the largest geographical advancement towards the sink. This technique is named as Most Forward within Radius (MFR) [25] . If the forwarding set is temporarily empty, and this could happen if all nodes in the set are asleep for energy saving purposes, the relay election fails and has to be re-scheduled to a later time. This may also happen due to the presence of low connectivity areas (connectivity holes). In the latter case, additional mechanisms [1] , [26] are required to get around low connectivity regions. A common solution to achieve energy saving is to allow nodes to periodically turn off their radio [4, 5, 10, 12] . In [4] , the authors consider MFR geographical routing by presenting a cross-layer approach for the efficient selection of relay nodes. They divide the forwarding areas in priority regions according to the related advancements. Nodes in higher priority regions are the first to contend to be the relay. In [5, 12] the authors propose topology management and MAC protocols for WSNs which aggressively exploit sleeping modes to save energy. In [10] the authors report both analytical and test bed results by showing the benefits of putting nodes to sleep and awake them when needed, i.e., in case of loss of connectivity. In [9] , the authors focus on geographical localized routing, by introducing the new concept of optimal topology knowledge range. The main idea is to locally and dynamically adjust the transmission power to get the optimal amount of topology information and make efficient routing decisions. Papers [22] [23] [24] couple geographical routing with residual energy and link quality aspects; these are included into link cost metrics. The relay is elected through probabilistic channel access schemes where nodes with low cost are prioritized. We observe, however, that all geographical routing approaches have several problems which may be due to low connectivity areas or to the impossibility, in some environments (e.g. underwater sensor networks [27] ), to get accurate position estimates. Moreover, dealing with node coordinates and related trigonometric formulas may be computationally expensive and/or energy consuming for resource constrained WSNs. The geographical knowledge can be avoided by algorithms such as [3, 28, 29] which use probabilistic, gossip-based or controller flooding algorithms. These solutions are valuable in highly intermittently connected networks, where the position information is not available or too expensive to achieve due to the high network dynamics. The main drawback of these solutions is the usually large overhead induced by the transmission of multiple copies of a single packet. Other solutions consider hop count (HC) routing [2, 7, [30] [31] [32] [33] , where the geographical information is substituted by an integer number representing the number of transmissions needed to reach the sink on the shortest path. In [2] the authors present directed diffusion, where the sink queries sensor nodes by disseminating an interest, i.e., a list of attribute-value pairs for the desired data. Subsequently, reverse paths are built from all potential sensing sources to the sink following the gradients created during the interest dissemination. In addition, reinforcement mechanisms are exploited to select high quality paths among the multiple paths available. In GRAB [7] , HC based cost fields are built (during the interest dissemination) and maintained to provide each sensor with a criterion to forward data. Costs are accumulated from the sink up to the interested sensing units. However, the cost field needs to be periodically updated as link costs vary for the scheme to be effective. In [31, 32] , packets are forwarded along strictly decreasing HC gradients. Also, they present several techniques to deal with HC reconfiguration and energy-aware next hop selection. In the present paper, we propose online algorithms based on HC gradient. However, we do not propagate cost information from the sink to the sensor nodes but we rather pick the next hop on-the-fly and based on local cost information. For this reason, when the link cost dynamics is high, our scheme is more robust with respect to [7] . Also, our work generalizes previous approaches [2, 31, 32] as we model the path quality through generic cost functions by devising optimal routing policies that, in order to increase the path quality, also exploit non-decreasing HC directions and statistical measures of two-hops away link costs.
Network model
We model the network as a weighted graph G = (N , A), consisting of a set N of nodes that is composed of |N | − 1 nodes and one special node (the sink) whose function is to gather and process network messages. A is a set of ordered pairs (i, j), i, j ∈ N . (i, j) is referred to as the arc (or link) connecting node i with node j. Each link (i, j) has a cost c ij that depends on both endpoints i and j. For the connectivity, we consider bi-directional links, but we assume asymmetrical costs, i.e., in general, c ij = c ji . To keep the analysis as general as possible, we do not specify here a specific propagation model. In fact, our framework is based on neighboring sets, i.e., on sets of nodes within coverage that satisfy certain properties (see Section 5.1). In fact, as the network may be highly dynamic, these sets may vary between subsequent forwarding actions and therefore depend on many factors such as connectivity model and node sleeping cycles. For this reason, it makes sense to obtain these sets on-demand when the forwarding decision has to be made. This may be implemented as in [4, 22] , where the next hop is elected by means of a probabilistic channel contention every time a packet has to be transmitted. In such a case, we might associate higher access probabilities to the more desirable nodes within range, i.e., to the lowest cost nodes. As an example, the cost may be expressed as a function of several quantities:
is the link quality (packet success probability), E res j is the normalized residual energy of node j, and a j is the normalized advancement towards the destination associated with node j.
1 Several forms for the cost function can be found in [22, 24, 34] . In [24] The nodes deciding to take part in the channel contention probabilistically contend to be the relay and contention probabilities are calculated as a function of link costs. We observe that the cost can also be associated with other factors such as transmission power and path delay [24] . In the present paper we do not account for a specific cost model, by however observing that our framework can work with any of the approaches above. Furthermore, throughout the paper we assume link costs c ij to be independent of the starting node i, c ij = c j , ∀ i, j ∈ N . This assumption is made to keep the notation simple. In fact, the analysis that we present next still holds in the general case where costs depend on both i and j. Also, throughout the paper and without loss of generality we consider normalized costs in [0, 1]. For every node i ∈ N we define its hop count (HC(i)) as the minimum number of transmissions needed to get to the sink [2, 7, [30] [31] [32] [33] . The interested reader is referred to the above references for more details on how HC fields can be created and maintained. We do not address these issues here, as the focus of the present paper is on routing schemes exploiting the HC information. We therefore assume node HCs as given and without estimation errors. We define N i as the set containing all the neighboring nodes of node i. We also define N i (n), N i (n − 1) and N i (n + 1), n ∈ N + as the sets of neighboring nodes of node i with HC equal to n, n − 1 and n + 1, respectively. We define a path P from node s to node d as an ordered list P = {s, r 1 , r 2 , . . . , r k , d}, where nodes s and d are referred to as the source and the destination, respectively, whereas r j , j ∈ {1, 2, . . . , k} are referred to as relay nodes. The cost C(P) associated with path P is calculated as 
In addition, for each path P we consider its length, expressed as D(P), i.e., the number of links in path P. In the sequel, we refer to D(P) as path delay. The choice of selecting an additive cost function as the path cost criterion is reasonable since additive metrics arise in many settings. For instance, end-to-end delay, delay jitter, maximum total residual energy and reliability all correspond to the sum of link weights.
In the reliability case, in fact, the sum of the logarithms of the link failure probabilities can be used to minimize their product [18] .
Optimal routing as a bicriteria optimization problem
Our main concern in this paper is to devise efficient online algorithms to provide both cost and delay efficient paths. Of course, it is valuable to compare the goodness of these paths against optimal paths to understand how close we can get to optimal performance. Hence, we introduce here the technique that we have considered to find optimal solutions. Optimal paths are found by solving a bicriteria optimization problem, where the two optimization criteria are the total path cost C and the path delay D. In particular, for a given network topology and node cost distribution we are interested in finding the collection of all the optimal paths connecting every pair of nodes in the network. The word optimal deserves some explanation. Here, we are to solve a multi-objective optimization problem, where in general the two objective functions represent non-comparable criteria. The problem is that the meaning of optimum is not well defined in this context [35] . To overcome this fact and to give an interpretation to the notion of optimum, we utilize the concept of Pareto optimality [36] . The Pareto optimum almost 2 Under the hypothesis of additive cost function, see [18] . always does not give a single solution but a set of solutions called non-dominated set [35] . This set, for a given sourcedestination pair (s, d), consists of the collection of all the non-dominated, loop free paths connecting node s to node d. Here, we obtain non-dominated set by means of standard bicriteria Shortest Path Tree (SPT) algorithms [37] . For illustration, consider Fig. 1 , where we report seven points in the cost (C) delay (D) plane corresponding to all paths connecting a given (s, d) pair. The non-dominated Pareto set is {P1, P4, P5}. For instance, P4 dominates both P2 and P7 as it provides better performance for both metrics C and D. However, P1 and P4 do not dominate each other as solution P4 has a smaller cost and a longer delay. In practice, non-dominated solutions perform better for one criterion and worse for the second one. Hence, it does not make sense to pick dominated solutions as they are inefficient, i.e., they can be outperformed for both metrics by a non-dominated solution. In Section 6, we compare online routing algorithms against the minimum cost non-dominated solution OPT-CO (P5 in Fig. 1 ) and the non-dominated solution with the shortest delay OPT-DO (P1 in Fig. 1 ).
Sub-optimal forwarding strategies
In this section, we investigate two possible sub-optimal routing strategies. First, in Sections 5.1 to 5.4 we focus on localized greedy forwarding strategies. Later on, in Section 5.5 we consider online search algorithms, where a controlled backpropagation of the costs in the network is allowed with the aim of selecting quasi globally optimal paths.
Greedy forwarding techniques
Assume that the current node is node i with HC(i) = n, and that a next hop in set N i has to be chosen for forwarding purposes. The next hop can be either in set
is not considered since, as shown in Section 6, the nodes therein rarely lead to an increase of the path quality. Let nodes j n−1 ∈ N i (n − 1) with cost c n−1 and j n ∈ N i (n) with cost c n be the minimum cost nodes in sets N i (n − 1) and
there is more than one node with the same minimum cost, the minimum cost node j n−1 ( j n ) is selected by breaking ties arbitrarily. Nodes with both the same minimum cost and HC distance in our framework are, in fact, equivalent. The relay node is selected by means of the generic function P n−1 (c n−1 , c n ). In particular, node j n−1 is selected with probability P n−1 (c n−1 , c n ), whereas node j n is selected with probability P n (c n−1 , c n ) = 1 − P n−1 (c n−1 , c n ). In this paper, we investigate the following three specializations of the probabilistic scheme presented above
(1) In the first scheme, node j n−1 ∈ N i (n − 1) is always selected as the relay node (
. This strategy may be far from being optimal from the cost point of view, but always corresponds to the shortest path in terms of number of hops.
with the lowest cost is selected as the relay node. The function P(·) is specified as follows:
In the case where c n−1 = c n , node j n−1 ∈ N i (n − 1) is preferred to achieve a positive advancement towards the destination. (3) In the last scheme, which can be seen as a generalization of the previous one, if c n−1 ≤ c n node j n−1 ∈ N i (n − 1) is always selected as before (which corresponds to P n−1 (c n−1 , c n ) = 1 for c n−1 ≤ c n ). If on the other hand c n−1 > c n , a probabilistic selection is made between nodes j n−1 and j n . In particular, node j n−1 is selected with proba-
, whereas node j n is selected with probability 1
(Note that the previous scheme corresponds to
Analysis of greedy forwarding strategies
In this section, we characterize both energy expenditure and delay of the previously proposed greedy forwarding schemes. We assume that node i is the node currently occupied by the forwarding process, where HC(i) = n. For analytical tractability we assume to have, at every node i, K n−1 ≥ 1 and K n ≥ 1 nodes in N i (n − 1) and N i (n), respectively. K n−1 and K n are assumed to be constant. Observe that this assumption is not restrictive and can be easily removed through a more cumbersome analysis, but leaving the approach unchanged. 3 We indicate the cost of node i as c i ∈ [0, 1], where C i is the related r.v. Moreover, we express the cumulative distribution function (cdf) of the cost at node i as
Costs of different nodes are assumed to be independent. Now, consider N nodes, randomly picked from N i . We define a further r.v. X N as the minimum cost among these N nodes,
We observe that, when all nodes are characterized by the same cost distribution, i.e.,
where f (·) is the node cost pdf. Now, referring to the greedy forwarding algorithms in Section 5.1, at the generic node i with HC(i) = n, the probabilities of selecting a node with HC equal to n − 1 or n are derived as follows
where p n→n is the probability of selecting a relay node j with HC( j) = n, given that the current node i has HC(i) = n, whereas p n→n−1 is the probability of selecting a node j with
is the joint pdf of the minimum costs for the K n−1 and K n nodes in sets N i (n) and N i (n − 1), respectively. P n (c n−1 , c n ) and P n−1 (c n−1 , c n ) = 1 − P n (c n−1 , c n ) are defined in Section 5.1. Now, refer to the transition diagram in Fig. 2 . The forwarding process is a discrete time process that, at every stage, evolves by selecting a next hop that is either in set N i (n − 1) or in set N i (n). Let stage 0 be the discrete instant at which this process enters node i with HC(i) = n for the first time. We define a cycle as the forwarding history between time 0 and the stage in which a node with HC n − 1 is selected for the first time, i.e., the first stage where a positive hop count advancement towards the destination occurs. 
where
n→n p n→n−1 , n ≥ 1 is the cycle duration probability mass function (pmf). The computation of the cost metrics is slightly more complicated. We refer to transitions n → n − 1, n → n and to their associated costs as τ n−1 , τ n and c n−1 , c n , respectively (see Fig. 2 ). The k-th order moments of the cost associated with each transition,
To find the cost associated with a cycle we assume that, at every decision stage, the set of possible forwarding nodes is independent of the previous one. Owing to this assumption, both mean and variance of the cost associated with a cycle can be computed through the sum of means and variances associated with each transition, respectively. If C cycle is the r.v. of the total cost of a cycle of length k, then
, where C j τ i is the r.v. associated with transition τ i at in the j-th stage of the cycle. Mean and variance of a cycle are derived as
are the mean and the variance of the cost associated with a cycle, respectively. σ
2 |τ i ] is the variance of the cost associated with transition τ i . In Eq. (6) we introduced the further assumption that the r.v. governing the cost of a transition remains the same for all stages, i.e., it is invariant with respect to time and space. 4 In what follows, we specialize the analysis presented above to the first two schemes proposed in Section 5.1. To this end, we introduce a further assumption on the r.v. C governing node costs, by assuming C to be uniformly distributed in [0, 1], i.e., f min (c|N ) = N (1 − c) N −1 . This is also reasonable if we relate the cost to the residual energy as proposed in Section 3. The third scheme proposed in Section 5.1 is treated in detail in Section 5.3. 
[Scheme 2] The transition probability p n→n−1 is
This result is reasonable since the selection scheme makes no difference between nodes in N i (n − 1) and N i (n), but it simply selects the node with the lowest cost. Finally,
Observe that σ 2 D is quadratic in K n /K n−1 and that E[C cycle ] and σ 2 C cycle are linear and quadratic in (K n−1 + K n )/K n−1 , respectively. Therefore, this scheme is expected to lead to long paths with high variance when K n K n−1 . 6 Also, mean and variance of this scheme are the same as in Eq. (7) for K n = 0. . Therefore, at the generic node i, the decision maker has two possible actions a ∈ A = {a n−1 , a n } to be taken: action a n−1 corresponds to picking j n−1 , whereas action a n corresponds to picking j n in the first stage and a node in the set N j n (n − 1) in the second stage, i.e., to transition n → n → n − 1. A is the action set. Observe that the two quantities c and R a n = −R a n−1 , where R a n−1 is intended to weigh the convenience of selecting action a n−1 over a n . In practice, R a n−1 gives us the cost spared in selecting a n−1 instead of a n . Similarly, R a n weighs the convenience of selecting a n over a n−1 . Now, we say that node j n is preferable over j n−1 if the expected reward E a [R|K n−1 ] is positive, where R a = E a [R|K n−1 ] is the expectation taken over the action set A given that the number of nodes in N j n (n − 1) is
where P n = P n (c n . Now, we proceed by finding the value of P n , P opt n , maximizing the expected reward. For the sake of generality, we relax the assumption regarding the number of nodes in set N j n (n − 1), by allowing this number to be derived from a r.v. L whose pmf is φ(l). This pmf gives the probability that l nodes with HC n − 1 are within radio range given that the current node has hop count n. To determine a P n that is in some sense optimal, we need to define an optimality criterion. In this analysis, we use the total expected rewardR = E[R] as our criterion, where the reward function is averaged over the number of nodes l in set N j n (n − 1), c 1 n−1 and the action set
is the total expected minimum cost of the nodes in N j n (n − 1). Eq. (12) gives us the optimal policy, i.e., the value of P n that has to be selected to maximizeR, i.e., P opt n = argmax P nR . Noting thatR is a linear function of P n and that its behavior depends on the sign of (E[C] − ), the optimal policy P opt n is found as
The optimal policy is therefore a stationary policy [38] whose behavior depends on the difference − E [C] . Hence, at the generic node i with HC(i) = n, the optimal one-stage forwarding action is to proceed towards node j n with probability P n = 1 when > E[C], and to node j n−1 otherwise. Observe that E[C] depends both on node cost statistics and on the pmf φ(·). 7 Now, we derive cost and delay metrics for the policy where, at each stage, the action is chosen independently of the previous forwarding history and according to Eq. (13), i.e., we relax the constraint that action a n must be always followed by action a n−1 . In order to be in line with what is derived in the previous section, we consider again K n−1 and K n to be the constant number of nodes with HC n − 1 and n at every stage, respectively. Moreover, we assume the costs to be independent and uniformly distributed in [0, 1]. The k-th order moment of the cost conditioned on transition τ n−1 is found as
where g n−1 (c n−1 , c n ) = g(c n−1 , c n )/ p n→n−1 and p n→n−1 is given by
is the Gauss's hypergeometric function [39] . The other quantities are derived as in Section 5.2. In Figs. 3 and 4 , we report the cycle performance in terms of cost/delay mean and variance for the three greedy schemes discussed above. The curves are obtained by keeping K n−1 constant and varying K n . Node costs are considered to be 7 Observe that, when the cost statistics are uniform and the number of nodes in set N jn (n − 1) is equal to the constant uniformly distributed in [0, 1]. As expected, by increasing K n and/or K n−1 both cost mean and variance decrease. Scheme 1 gives optimal delay performance. Scheme 2, as K n increases, outperforms scheme 1 in terms of cost variance, whereas it performs worse than scheme 1 for every other metric. In particular, it is inefficient from the delay point of view since E[C cycle ] and σ 2 C cycle are linear and quadratic in K n , respectively. Scheme 3 is always better than the other two forwarding techniques in terms of cost. Moreover, it also presents a satisfying behavior for what concerns the delay metric. In this sense, both mean delay and delay variance remain close to the optimal delay technique (scheme 1). The following observations are in order here. In geographical routing, relay nodes are usually picked among the neighbors leading to a positive advancement towards the destination [1, 4, 6, 9] . Observe that nodes in set N i (n − 1) give a positive advancement towards the destination, exactly as the nodes considered in geographical schemes. However, nodes in N i (n) may or may not provide such a positive advancement. Therefore, the forwarding set considered by HC based algorithms is broader. Therefore, more solutions can be reached. This means that HC routing has the potential of considering paths that in geographical schemes are discarded a priori and that, if correctly configured, has the potential of getting closer to optimal solutions.
Multi-stage optimal greedy routing policy
In this section, we generalize the one-stage optimal policy presented above to the full cycle structure by obtaining the optimal policy in the multi-stage case. Let t ≥ 0 and node i, with HC(i) = n, be the current forwarding stage and the currently occupied node, respectively. Let j , respectively. The cost of taking action a(t) ∈ A t when in state X t is C(X t , a(t)) ≥ 0. Furthermore, let stage 0 be the beginning of a new cycle. For any policy π , the long term expected cost when X 0 = X is the initial state is [38] 
We refer to V (X ) = inf π V π (X ) as the minimum expected cost under any policy. A policy π * is optimal if V π * (X ) = V (X ), ∀ X . According to the dynamic programming framework [38] the optimal policy is characterized by the optimality equation as follows (17) where X t+1 is the state at stage t + 1 (next forwarding stage), the term D X V (X t+1 ) dF(X t+1 ) accounts for the average cost incurred in future decisions, D X and F(X t+1 ) are the domain set and the cdf of X t+1 , respectively. In what follows, we consider C(X t , a (18) We now define the following set
Set B 1 contains all states for which stopping is at least as good (on average) as continuing for one more stage and then stopping. The policy that stops as the process enters B 1 is called one-stage look-ahead policy. Next, we investigate this policy first. B 1 simplifies to
E and F min (·) are the expected minimum cost among nodes with HC n − 1 and its cdf at stage t + 1, respectively. Hence, the one-stage optimal policy tells us to stop at stage t by selecting node j t n−1 and ending the cycle, if c t n−1 − c t n ≤ E. We must continue towards j t n otherwise. Not surprisingly, this is the same result obtained in Eq. (13) . Before proceeding with the discussion on the optimality of the above one-stage policy we need to introduce some quantities. At every stage t ≥ 0, the decision maker has to make a decision in the set A t = {a t n−1 , a t n }. In case decision a t n−1 is made, node j t n−1 is selected and the cycle ends with a total cost C tot (t), where
On the other hand, if decision a t n is made, the cycle is continued towards j t n with a partial cost C par (t + 1). Note that when C par (t + 1) ≥ C tot (t) there is no point in further searching for a better path and the cycle should end. The minimum cost of the paths encountered by the decision maker since the beginning of the cycle is
In Fig. 5 , we plot a diagram for a decision tree when the decision maker is at stage t = 2. C min tot (2) is the minimum cost between all paths that the decision maker could have selected to end the cycle up to and including stage 2. C tot (3) = C par (t + 1) + E is the cost associated with continuing for one more period and then stopping. Next, we prove that the one-stage policy dictated by set B 1 is not globally optimal.
Theorem 1 The forwarding policy dictated by set B 1 is not globally optimal.
Proof: Let P1 be the one-stage policy defined by set B 1 and let t 1 be the generic stage at which set B 1 is entered for the first time. Moreover, let P2 be a second policy that stops according to set B 1 as long as C tot (t) = C min tot (t) and that stops with probability one as C tot (t) > C min tot (t). As P1 stops at time t 1 , the following inequalities must hold: c that for t 1 ≥ 1 the previous constraints do not suffice to guarantee that C tot (t 2 ) is equal to the minimum cost C min tot (t 2 ) for every stage t 2 < t 1 . Hence, on average there is a non zero probability that P2 stops at t 2 < t 1 given that t 1 is the stopping stage for policy P1. Moreover, since this is true for every t 1 ≥ 1 and the average cost of stopping at t 2 < t 1 is strictly lower than the average cost of stopping at t 1 , the expected total cost of policy P2 is strictly lower than the expected total cost of policy P1. The theorem follows as a policy (P 2 ) exists with a strictly lower expected cost than policy P 1 .
To find the optimal policy, let us consider the following extended version of the forwarding problem. At the generic stage t, the decision maker must choose an action in set A t = (a + 1) ). This is equivalent to stopping when prolonging the cycle of one more stage (t → t + 1) does not lead to any advantage in terms of total cost. It is worth noting that this stopping rule aims at driving the forwarding process towards those paths for which C min tot (·) is strictly decreasing, i.e., to seek the lowest cost solution. From the discussion above, it follows that the stopping rule is verified iff C min tot (t) ≤ C tot (t + 1), (C tot (t + 1) = C par (t + 1) + c t+1 n−1 ). The corresponding one-stage policy is dictated by the following stopping set
Algorithm 1: Statistically-Assisted greedy Routing Algorithm (SARA). A tabu list T is used to prevent loops or ping-ponging between nodes at the same HC distance.
where, in this case
while E, C par (t + 1) and C min tot (t) are defined in Eqs. (21), (23) and (24), respectively. The one-stage look-ahead policy dictated by set B 2 states that it is convenient to stop at stage t whenever the expected cost of stopping at stage t + 1 is greater than or equal to the minimum cost of all paths encountered through stages 0 to t. Next, we prove that the forwarding strategy dictated by set B 2 is globally optimal.
Theorem 2 The forwarding policy dictated by set B 2 is globally optimal.
Proof: The result follows by showing that B 2 is a closed set of states (see [38] , Theorem 2.2, p. 54, or [40] , p. 164). In particular, B 2 is closed if X t ∈ B 2 implies that X τ ∈ B 2 , ∀ τ > t. The set rule can be re-written as C par (t + 1) + E ≥ C min tot (t). Now, assume that this rule is verified at the generic time t with X t , then it is verified for X τ , ∀ τ > t since C min tot (t) and C par (t + 1) are non increasing and non decreasing in t, respectively.
The policy above is optimal in the sense that it leads to the minimum expected long term cost among all online policies exploiting first (c n and c n−1 ) and second order (E) cost information. The Multi-Stage algorithm derived from set B 2 is named SARA (Statistically-Assisted greedy Routing Algorithm); in Algorithm 1, we report its full version, where a tabu list T is used to avoid cycling and ping-ponging between nodes at the same HC distance. This algorithm is a straightforward implementation of Eq. (25) (set B 2 ). 
LRTA-Based routing algorithm
In this section, we allow node costs to be partially propagated through the network. We assume that the forwarding process is at node i. Let A be the set of possible actions, where action a j = j corresponds to electing node j ∈ N i as the relay node. Let V ( j) be the cost associated with the minimum cost path among all paths connecting node j to the sink. Assuming V ( j) to be known for every node j ∈ N i , the optimal action a opt at node i is [38] 
Hence, once the V ( j)s are specified for every node, the optimal cost path is derived applying Eq. (26) . The problem to be solved is to obtain the V ( j)s with low communication overhead. To this end, we consider the LRTA * [21,41] algorithm. Similar techniques were also used in GEAR [20] . Here, we extend the previous work by introducing new approaches to control and limit the cost propagation. LRTA * is a real-time search technique capable of learning and adapting its runtime path selections over unknown environments. This task is carried out only based on information gathered in the neighborhood of the problem solver's current stage, i.e., the look ahead search is limited to depth one as for greedy schemes. However, differently from greedy techniques, LRTA * allows for the propagation of cost estimates through the network. The goodness of such cost estimates is refined as the algorithm is repeated and is exploited at each iteration to drive the searching process. Next, we present an adapted version of LRTA * to our routing problem. At the beginning of the algorithm, each node i ∈ N independently sets an initial heuristic estimateṼ 0 (i) of V (i). As will be shown next, the convergence speed is highly dependent on the goodness of such an initial estimate. Let us refer to t ≥ 0 as the t-th iteration of the algorithm, where 0 is the step just before the first iteration starts. At the beginning, a packet is generated by a source node s, that is the starting point of the algorithm (step (1) in Algorithm 2). Then, a subset ((2) in Algorithm 2) of nodes is derived from N s . This set is referred to as N s (R), and is composed by all nodes verifying condition R. Two conditions are introduced here: 1) DO (Delay Optimized): given the current node i and a node j ∈ N i , the condition R DO is verified if HC( j) < HC(i). The optimal solution, in this case, is the Pareto optimal path corresponding to the minimum cost path in the shortest path set. 2) CO (Cost Optimized): the condition R C O is verified if HC( j) ≤ HC(i). The optimal solution, in this case, is the Pareto optimal path corresponding to the minimum length path in the minimum-cost path set. As above, only the nodes in N i (n − 1) and N i (n) are considered for routing purposes. Neglecting the nodes in N i (n + 1) is very effective, since the state space considered in the searching phase is considerably reduced with a subsequent reduction of the algorithm convergence time. In addition to rule R, a tabu list T , which contains the last tabulen visited nodes is stored in the packet to be forwarded. This list is used in the CO algorithm to prevent loops or ping-ponging between nodes at the same HC distance. After building the set N i (R), the algorithm selects the next hop j ∈ N i (R) as in line (3), i.e., by summing the estimated cost at node j ∈ N i (R) (Ṽ ( j)) to the cost associated with transition i → j (c ij ) and then choosing the node that minimizes this sum. The presence of the further factor β will soon be clarified. The statement in line (4), instead, corresponds to an iterative propagation of the minimum costsṼ (i). Observe that, at the first step (time t = 1) of the algorithmṼ (i) is only a rough estimate of the true cost. LRTA * enjoys the convergence property [21, 41] . In more detail, the initial cost estimateṼ 0 (i) is said to be admissible if V 0 (i) ≤ V (i), where V (i) is the true cost estimate at node i. When the initial heuristic is admissible for all nodes in the network, the algorithm converges to the optimal solution for a sufficiently large but bounded step t [41] . For example, the trivial setting V 0 (i) = 0, ∀ i ∈ N , is admissible and the convergence is also guaranteed. However, in such a case the number of iterations to get to the optimal solution could be quite high. In [41] it has been proven that when the admissibility hypothesis does not hold, then it is sufficient to havẽ V 0 (i) ≤ V (i)(1 + ε), ε ≥ 0, ∀ i ∈ N , to provide a nontrivial bound on the solution cost. In this case the initial heuristic estimates are said to be ε-admissible and the final path cost is guaranteed to be bounded by (1 + ε)V (i). In our algorithm, we derive the initial heuristic estimates asṼ 0 (i) = γ HC(i). That is, every node independently computes its cost estimate by multiplying its hop distance by a predefined constant γ ∈ [0, 1]. As an example, in Fig. 6 , the cost difference between CO and the optimal cost solution is plotted as a function of the algorithm step t for two different γ values. These results are for a network where node costs are uniformly distributed in [0, 1] and nodes are uniformly distributed is the Euclidean distance between the two nodes and R is the constant transmission range. 8 Clearly, a γ -weighted initial heuristic can considerably speed up the convergence time. In our example, as γ = 0 the convergence to the optimum is achieved around step 98, whereas a bounded but non-optimal solution is soon achieved for γ = 0.6. However, the good result obtained for γ = 0.6 is not always guaranteed as the final solution depends on the correctness of the initial guess in the selection of γ . Too high a value of γ could, in fact, prevent the search from properly exploring the state space therefore leading to suboptimal solutions. To cope with this problem, we consider a new strategy to propagate the costs. In lines (3) and (4) of Algorithm 2, we introduce a further factor β ∈ [0, 1]. This is a constant that is used here with the aim of limiting the searching phase. In particular, the contribution of the generic cost estimateṼ in lines (3), (4), after n ≥ 1 iterations of the algorithm, is given by β nṼ , i.e., the costs propagated from n hops away are scaled by the factor β n . This is somehow equivalent to the discount factor in dynamic programming [38] . In general, the rationale behind discounting is that, at the generic node i, it could be reasonable to choose the next hop by having a limited knowledge of the network status rather than having its complete view. This is the reason for introducing β, i.e., to fully consider the cost (c ij ) of the nodes placed one hop away and to progressively neglect the costs of those nodes that are placed far away. The 
Results
We consider a unit disk connectivity model, where the node transmission range is R = 1 m. Nodes are uniformly placed within a square area of 18 × 18 m 2 with the sink positioned in its center. The node density is λ and λ n = λπ R 2 is the average number of nodes within coverage. In the sequel, we assume λ n = 15. Moreover, we consider node costs to be uniformly distributed in [0, 1] . Also, every node has a perfect estimate of E (Eq. (21)). The performance reported next is therefore valid from a theoretical point of view and gives us the maximum achievable gains (ideal MAC and perfect cost estimates). Observe that, to implement the SARA scheme, we need to propagate cost information along with request and reply packets used within the channel contention.
Estimates for E can therefore be obtained by overhearing signaling traffic and by appropriate low-pass filtering. This issue is however left for future research. In addition to the HC based schemes discussed above, we consider an idealized geographical routing algorithm where we subdivide the relaying area into a number N r of priority regions, according to the related advancement towards the destination [4] . Moreover, the relay is always the lowest cost node within the non-empty region with the highest priority, i.e., the lowest cost node leading to the maximum advancement towards the destination. Results are obtained with a C written simulator through a Monte Carlo approach. First, the topology is created by assigning node positions and costs. Subsequently, a source node with a given HC distance is randomly picked and a path from the source to the sink is created for each routing scheme. The process is iterated until 95% confidence intervals are within +/− 1% of the reported mean values. As an example, in Figs. 11 and 12, 95% confidence intervals are shown for the case β = 1, γ = 0. They are not plotted for every graph/curve for the sake of readability of the plots.
In Fig. 7 , we report the mean path delay as a function of the hop distance between source node and sink. The delay is measured here by the number of traversed nodes to reach the sink, i.e., the number of packet exchanges (which is lower bounded by the hop count value of the source node). As expected, scheme 1 is the one leading to the shortest delay, while in scheme 2, the delay substantially increases with increasing HC distance. SARA achieves good results, staying quite close to the optimal performance of scheme 1. Note also that SARA and the non-dominated cost optimal scheme (OPT-CO, see Section 4) present a very similar behavior in terms of delay performance. Geographical forwarding (GEO) exhibits almost optimal delay performance for both N r = 3 and N r = 10 [4] . Mean path costs are plotted in Fig. 8 , where the advantage offered by statistically-assisted techniques can be clearly observed. SARA is the on-line routing scheme performing best, by roughly halving the cost of scheme 1. In Fig. 9 , we focus on cost variances. Scheme 2 is the one with the worst performance, whereas GEO, SARA and scheme 1 stay all reasonably close to the optimal solution (OPT-CO).
In Fig. 10 , we plot the complementary cumulative distribution of the exceeding cost with respect to the non-dominated minimum cost path (OPT-CO). This distribution is plotted for an initial HC distance between source and sink of 8 hops.
The idealized geographical forwarding is the scheme with the poorest performance: in 10% of the cases its cost exceeds the optimal one (OPT-CO) by 180−250%, whereas SARA and the one-stage optimal policy exceed the optimal cost solution by 82%. It is also worth observing that SARA leads to substantial improvements with respect to both scheme 1 and 2. In particular, the exploitation of two-hop neighbor statistical measures (E) leads to improvements up to one order of magnitude (see performance gap between scheme 1 and SARA). These results are due to the fact that in pure geographical routing the relay selection is driven by the maximum geographical advancement towards the destination only. That is, for a given set of awake nodes within range, the relay selection is carried out mainly considering geographical advancements towards the sink. Moreover, as discussed in Section 5.3, the set of nodes considered for forwarding in geographical routing is, in general, a subset of the nodes considered in HC forwarding. GEO performance could be improved considering a different technique to jointly weigh costs and distances. As a general observation for all schemes, we stress that actual routing performance strongly depends on the considered MAC. To this respect, MAC approaches such as [4] , [22] can be used to get information on local costs on-the-fly. Also, SARA could be implemented in such a way that nodes j ∈ N i (n) account for a cost c j + E, whereas node j ∈ N i (n − 1) consider c j only. These costs may subsequently be used to select the access probabilities in the contention to be the relay [4, 22] . This topic is the object of our current research. We also stress that, differently from the cost model considered in the paper, where node costs are independently drawn, real networks may show spatial correlation. In such a case, the cost statistics at future stages may depend on the current forwarding choice. However, as the aim of SARA is to go around high cost nodes, we expect it to still work satisfactorily, especially in the presence of highly correlated regions. Assume, for instance, that nodes in N i (n − 1) have high costs, then due to the correlation structure we may expect their descendants to have high costs as well and, in this case, the selection of a node in N i (n) with smaller cost increases the probability of circumnavigating the high cost region. We leave these issues open for future research. In Figs. 11 and 12 , we compare greedy routing with LRTA-based schemes. Both figures report the average path cost as a function of the algorithm complexity, i.e., of the number of iterations of the algorithm. Since cost estimates can be propagated back through piggy-backing, i.e., by inserting them into ACKs, the complexity corresponds to the number of packet transmissions that are needed for the scheme to converge. For comparison, in Fig. 11 we also plot the non-dominated optimal cost performance (OPT-CO) and the mean path cost found by SARA. As expected, an appropriate setting of γ and β can substantially decrease the algorithm convergence time. The setting γ = 0, β = 1 is of course unusable since in this case the algorithm starts with no knowledge about the network state. Hence, the exploratory phase is more risky and characterized by high initial costs. However, after a large number of iterations (≈ 90), β = 1 leads very close to optimal solutions. This was verified in all of our experiments and is an important finding as it tells us that the R C O strategy is good enough to select good paths. This motivates our claim in Section 5.1 that the selection of nodes in the set N (n + 1) can be avoided. Of course, there Fig. 12 LRTA-DO routing scheme: Average cost as a function of the algorithm step. The cost of the Pareto optimal shortest path (OPT-DO) and of the solution found by the shortest-path greedy scheme (scheme 1) are also plotted for comparison could be cases where the selection of nodes in N (n + 1) is instead necessary, but these are rather unlikely. In Fig. 12 we focus on shortest paths only, where the label OPT-DO means non-dominated shortest path solution (see Section 4) . In this case, the best that a greedy scheme can do is what scheme 1 does. In such a setting, LRTA-based routing seems to be more effective as its cost is well below the cost of greedy forwarding. Moreover, thanks to an appropriate selection of β and γ (β = 0.8, γ = 0.2) 9 LRTA routing is convenient over the greedy scheme only after 3 packet transmissions. The optimization process also converges to a low cost. This behavior is due to the further reduction of the searching state space enabled by condition R DO . We observe that the good results of LRTA algorithms were obtained for static environments, where node costs remain unchanged during the algorithm execution. As node costs vary during the search phase the solution of LRTA schemes highly degrades leading to worse performance than with online schemes.
Conclusions
In this paper we discussed online routing strategies over hop count coordinates for wireless sensor networks. In the first part of the paper we focused on greedy schemes which make routing decisions based on exact cost information for in range devices and on cost estimates for out-of-sight nodes. In this respect, we proposed SARA, a family of routing algorithms which route packets exploiting an online optimal policy. Further, we investigated LRTA based routing schemes, where node costs are partially propagated through the network to find quasi optimal paths. These routing techniques are then compared with each other and with (off-line) globally optimal solutions. The results of SARA are very good, as we show that the exploitation of the expected information related to nodes two hops away can effectively reduce path costs with respect to pure greedy forwarding (information on nodes within range only) and lead very close to optimal solutions. LRTA-based schemes also provide good solutions in terms of cost. They are however affected by possibly long convergence times and their applicability is therefore limited to static networks.
