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Abstract
We consider the Savage-Hutter system consisting of two-dimensional depth-integrated shal-
low water equations for the incompressible fluid with the Coulomb-type friction term. Using
the method of convex integration we show that the associated initial-value problem possesses
infinitely many weak solutions for any finite-energy initial data. On the other hand, the problem
enjoys the weak-strong uniqueness property provided the system of equations is supplemented
with the energy inequality.
Key words: Savage-Hutter system, avalanche flow, weak solution, convex integration
1 Introduction
The theory for gravity driven avalanche flows is qualitatively similar to that of compressible fluid
dynamics. We consider a relatively simple Savage-Hutter model based on the assumption that the
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material is incompressible, with an isotropic pressure distribution through its depth, and a Coulomb
sliding friction, see Gray et al. [14] and [17] for a comprehensive overview. The time evolution of
the flow height h = h(t, x) and depth-averaged velocity u = u(t, x) is described through a system of
balance laws - the Savage-Hutter system:
∂th+ divx(hu) = 0, (1.1)
∂t(hu) + divx(hu⊗ u) +∇x(ah
2) = h
(
−γ
u
|u|
+ f
)
, (1.2)
where | · | is an Euclidean metric, a ≥ 0, γ ≥ 0, and f are given (smooth) functions of spatial
coordinate x ∈ Ω ⊂ R2, see Gray and Cui [13], Zahibo et al. [23]. For the sake of simplicity, we
restrict ourselves to the periodic boundary conditions supposing accordingly that Ω is the “flat”
torus
Ω =
(
[0, 1]|{0,1}
)2
. (1.3)
The system (1.1), (1.2) is supplemented with the initial conditions
h(0, ·) = h0, u(0, ·) = u0. (1.4)
The term u
|u|
has to be understood as a multi-valued mapping, which for non-zero velocities takes
the value u
|u|
, whereas for u = 0 takes the values in the whole closed unit ball. For the physical
justification for such formulation with a simple argument on one-dimensional steady solutions we
refer to [15].
In the absence of the driving force on the right-hand side of (1.2), the Savage-Hutter system
coincides with barotropic Euler system describing the motion of a compressible inviscid fluid. As
observed Gray and Cui [13], the solutions of the Savage-Hutter system develop shock waves and other
singularities characteristic for hyperbolic system of conservation laws. Accordingly, any mathematical
theory based on the classical concept of (smooth) solutions fails as soon as we are interested in global-
in-time solutions to the system (1.1), (1.2), and/or in solutions emanating from singular initial data.
Hence in analogue to the development of the theory for Euler equations, the problem of existence
of weak solutions has so far remained open. The issue of measure-valued solutions for the two-
dimensional model considered here was studied in [16]. Again, similar as for Euler flows, the author
follows the concept of generalization by DiPerna and Majda [9] to capture both oscillations as well
as concentration effects. The existence of entropy weak solution to the corresponding problem in
one-dimensional setting was shown in [15]. Various modifications of the model to more complex
topographies were considered in [1, 2, 12], see also [18, 19] for computational results.
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In this paper, we consider the weak solutions to the problem (1.1–1.4) determined by means of a
family of integral identities:
∫ T
0
∫
Ω
(h∂tϕ+ hu · ∇xϕ) dx dt = −
∫
Ω
h0ϕ(0, ·) dx dt (1.5)
for any ϕ ∈ C1([0, T )× Ω);
∫ T
0
∫
Ω
(
hu · ∂tΦ + hu⊗ u : ∇xΦ+ ah
2divxΦ
)
dx dt (1.6)
=
∫ T
0
∫
Ω
h (γB− f) · Φ dx dt−
∫
Ω
h0u0 · Φ(0, ·) dx
for any Φ ∈ C1([0, T )× Ω;R2), where
B = Bu(t, x) =


u(t,x)
|u(t,x)|
if u(t, x) 6= 0,
∈ B1(0) if u(t, x) = 0,
(1.7)
where B1(0) is the unit ball in R
2 with respect to the Euclidean metric. Hence speaking about weak
solutions we in fact mean a triplet [h,u,Bu], whereas Bu is the selection from the multi-valued graph.
Using the method of convex integration, recently adapted to the incompressible Euler system by
De Lellis and Sze´kelyhidi [7], and Chiodaroli [3], we show that the Savage-Hutter system is always
solvable but not well posed in the class of weak solutions. More specifically, we show that the problem
(1.1–1.4) admits infinitely many weak solutions on a given time interval (0, T ) and for any sufficiently
smooth initial data, see Section 2. The method of convex integration is used to construct large sets of
weak solutions. Starting from the seminal results of Scheffer [20] an Shnirelman [21] on existence of
compactly supported 2D weak solutions to the Euler equations and the previously mentioned result
of De Lellis and Sze´kelyhidi [7]. The theory was extensively developed for constructng weak solutions
with bounded energy by Wiedemann [22] and in a nontrivial way extended for compressible Euler in
the so-called variable coefficient variant of the approach [3, 5] and recently to more complex systems
such as equations of a compressible heat conducting gas [4], Euler-Korteweg-Poisson system [10].
Apparently, the approach of convex integration allows to avoid the difficulties arising from the
multi-valued formulation of the friction term. In case of measure-valued solutions which were gen-
erated by the approximate sequences of corresponding viscous problems one could not exclude the
case of u = 0, cf. Gwiazda [16] and also the same difficulty in 1D case [15]. In the current framework
we choose h and the energy E and the consequent steps lead to finding the momentum. Although
the friction term was nonlinear in terms of u, the situation turns out to be significantly better as
we express the friction term as a product of a scalar function only of h and E and a function of
h and hu which is linear. The linearity then obviously provides weak continuity. And what is the
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most essential, postulating h > 0 and the energy being sufficiently large yields that the velocity u is
non-zero, and hence we are away from the set where the friction term is multi-valued.
Next, in Section 3, we augment the weak formulation (1.5–1.7) by the energy inequality. Moreover,
using the relative energy method introduced by Dafermos [6] and developed in [11], we show the weak-
strong uniqueness principle: A weak solution satisfying the energy inequality necessarily coincides
with the strong solution emanating from the same initial data as long as the latter exists. The paper
is concluded by some remarks concerning the implications of the convex integration technique on the
well-posedness problem considered in the class of finite energy weak solutions, see Section 4.
We conclude the introduction with a remark that the current studies are a negative result for
numerical simulation conducted for this system as the analysis shows that solutions with a sufficiently
large energy exist but are non-unique. Nevertheless, this does not exclude there might exist solutions
with a small energy, which are unique.
2 Infinitely many weak solutions
We start with a brief description of the procedure of constructing the solutions. An essential tool
is the Baire category method arising from the theory of differential inclusions. Note however that
instead of the abstract arguments one could provide the constructive, however essentially longer proof
by adding oscillatory perturbations. Similarly to [4], we will start with regular initial data
h0 ∈ C
2(Ω), u0 ∈ C
2(Ω;R2), h0 > 0 in Ω. (2.1)
and reformulate the problem in different variables in order to obtain the system corresponding to
an incompressible Euler system. The regularity of data appears to be important in the oscillatory
lemma, which the same as in case of compressible Euler flow is formulated in the variable coefficients
form with the coefficients generated by the data. For the new system we will construct a family of
subsolutions. Indeed, we rewrite it as a linear system coupled with a nonlinear constraint. Firstly,
completing the space of subsolutions in appropriate topology we consider a family of functionals,
which turn out to be lower-semicontinuous. In the next step we will conclude that as the limit object
is a pointwise limit of continuous functions, namely it is Baire-1 function, then the set of continuity
points is infinite. To show that the points where the functional vanishes are solutions to the system
we will use an oscillatory lemma, namely Lemma 2.1.
In the first step, using the standard Helmholtz decomposition, we may write
h0u0 = v0 +V0 +∇xΨ0, where divxv0 = 0,
∫
Ω
Ψ0 dx = 0,
∫
Ω
v0 dx = 0, V0 ∈ R
2. (2.2)
The main result proved in the section reads:
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Theorem 2.1 Let T > 0 and the initial data h0, u0 satisfying (2.1) be given. Suppose that
a, γ ∈ C2(Ω), a, γ ≥ 0, f ∈ C1([0, T ]× Ω;R2).
Then the problem (1.1–1.4) admits infinitely many weak solutions in (0, T ) × Ω. The weak
solutions belong to the class
h, ∂th,∇xh ∈ C
1([0, T ]× Ω),
u ∈ Cweak([0, T ];L
2(Ω;R2)) ∩ L∞((0, T )× Ω;R2), divxu ∈ C([0, T ]× Ω),
B ∈ L∞((0, T )× Ω;R2).
Above, by Cweak([0, T ];L
2(Ω;R2)) we mean the space of functions continuous in time with respect
to the weak topology of L2(Ω;R2). The remaining part of this section is devoted to the proof of
Theorem 2.1.
2.1 Convex integration ansatz
Similarly to the decomposition (2.2), we look for solutions in the form
hu = v +V +∇xΨ, where divxv = 0,
∫
Ω
Ψ(t, ·) dx = 0,
∫
Ω
v(t, ·) dx = 0, V = V(t) ∈ R2.
Thus the continuity equation (1.1) reads
∂th+∆xΨ = 0 in (0, T )× Ω, h(0, ·) = h0, Ψ(0, ·) = Ψ0. (2.3)
Now, we can choose h = h(t, x) ∈ C2([0, T ]× Ω) in such a way that
h(0, ·) = h0, ∂th(0, ·) = −∆xΨ0, h(t, ·) > 0,
∫
Ω
h(t, ·) dx =
∫
Ω
h0 dx for all t ∈ [0, T ],
and compute
−∆xΨ(t, ·) = ∂th(t, ·),
∫
Ω
Ψ(t, ·) dx = 0.
Consequently, the original problem (1.1–1.4) reduces to finding the functions v, V satisfying
(weakly)
∂tv + ∂tV + divx
(
(v +V +∇xΨ)⊗ (v +V +∇xΨ)
h
+
(
ah2 + ∂tΨ
)
I
)
(2.4)
5
= h
(
−γ
v +V +∇xΨ
|v +V +∇xΨ|
+ f
)
,
divxv = 0,
∫
Ω
v(t, ·) dx = 0, (2.5)
v(0, ·) = v0, V(0) = V0. (2.6)
2.2 Kinetic energy
We denote
E =
1
2
|v +V +∇xΨ|
2
h
(2.7)
the kinetic energy associated with the Savage-Hutter system. Analogously, we rewrite (2.4) in the
form
∂tv + ∂tV + divx
(
(v +V +∇xΨ)⊗ (v +V +∇xΨ)
h
−
1
2
|v +V +∇xΨ|
2
h
I
)
(2.8)
+∇x
(
E − Λ + ah2 + ∂tΨ
)
= −γ
(
h
2E
)1/2
(v +V +∇xΨ) + hf ,
where Λ = Λ(t) is a spatially homogeneous function to be determined below. Finally, for
E = Λ− ah2 − ∂tΨ, (2.9)
equation (2.8) reduces to
∂tv + ∂tV + divx
(
(v +V +∇xΨ)⊗ (v +V +∇xΨ)
h
−
1
2
|v +V +∇xΨ|
2
h
I
)
(2.10)
= −γ
(
h
2E
)1/2
(v +V +∇xΨ) + hf .
2.3 Determining V
The spatially homogeneous functionV is determined as the unique solution of the ordinary differential
equation
∂tV −

 1
|Ω|
∫
Ω
γ
(
h
2E
)1/2
dx

V = 1
|Ω|
∫
Ω

γ
(
h
2E
)1/2
(v +∇xΨ) + hf

 dx, V(0) = V0. (2.11)
Note that V = V[v] depends on v and also on the function Λ in (2.9).
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With such a choice of V, equation (2.10) reads
∂tv + divx
(
(v +V[v] +∇xΨ)⊗ (v +V[v] +∇xΨ)
h
−
1
2
|v +V[v] +∇xΨ|
2
h
I
)
(2.12)
= −γ
(
h
2E
)1/2
(v +V[v] +∇xΨ) +
1
|Ω|
∫
Ω
γ
(
h
2E
)1/2
(v +V[v] +∇xΨ) dx+ hf −
1
|Ω|
∫
Ω
hf dx.
Finally, we find a tensor M = M[v] such that M(t, x) ∈ R2×2sym,0, where R
2×2
sym,0 is the set of 2 × 2
symmetric traceless matrices, for any t, x, and
divxM (2.13)
= −γ
(
h
2E
)1/2
(v +V[v] +∇xΨ) +
1
|Ω|
∫
Ω
γ
(
h
2E
)1/2
(v +V[v] +∇xΨ) dx+ hf −
1
|Ω|
∫
Ω
hf dx,
∫
Ω
M(t, ·) dx = 0 for any t ∈ [0, T ].
We can take
M = ∇xm+∇
t
xm− divxmI,
where m is the (unique) solution of the elliptic equation
divx
(
∇xm+∇
t
xm− divxmI
)
(2.14)
= −γ
(
h
2E
)1/2
(v +V[v] +∇xΨ) +
1
|Ω|
∫
Ω
γ
(
h
2E
)1/2
(v +V[v] +∇xΨ) dx+ hf −
1
|Ω|
∫
Ω
hf dx,
∫
Ω
m dx = 0. (2.15)
Indeed Desvilletes and Villani showed a variant of Korn’s inequality [8, Section IV.I, Proposition 11]
∥∥∥∇xm+∇txm− divxmI∥∥∥L2(Ω;R2×2) ≥ 12‖∇xm‖L2(Ω;R2×2),
in particular, the problem (2.14), (2.15) admits a unique solution.
Summarizing, we write equation (2.12) in a concise form
∂tv + divx
(
(v +V[v] +∇xΨ)⊗ (v +V[v] +∇xΨ)
h
−
1
2
|v +V[v] +∇xΨ|
2
h
I−M[v]
)
= 0, (2.16)
where V, M are determined by means of (2.11), (2.13), respectively.
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2.4 Application of the method of convex integration
In order to recast our problem in terms of the method proposed by De Lellis and Sze´kelyhidi [7], we
need to determine
• a (topological) space of subsolutions X0;
• a lower semi-continuous functional I : X0 → R such that the points of continuity of I coincide
with the solution set of our problem.
2.4.1 Subsolutions
Let λmax[A] denote the maximal eigenvalue of a symmetric matrix A. Motivated by [7], we introduce
the set
X0 =
{
w
∣∣∣ w ∈ L∞((0, T )× Ω, R2) ∩ C1((0, T )× Ω, R2) ∩ Cweak([0, T ];L2(Ω;R2)),
w(0, ·) = v0, divxw = 0 in (0, T )× Ω,
∂tw + divxF = 0 in (0, T )× Ω for some F ∈ C
1((0, T )× Ω;R2×20,sym),
λmax
[
(w +V[w] +∇xΨ)⊗ (w +V[w] +∇xΨ)
h
− F−M[w]
]
< E − δ
in (0, T )× Ω for some δ > 0
}
,
where E is the kinetic energy introduced in (2.9).
The first observation is that the set X0 is non-empty provided
Λ(t) ≥ Λ0 > 0 in [0, T ] (2.17)
in (2.9), and Λ0 is large enough. Here “large enough” means in terms of the initial data, f , and the
time T . Indeed, taking w = v0, F = 0, we have to find Λ0 such that
λmax
[
(v0 +V[v0] +∇xΨ)⊗ (v0 +V[v0] +∇xΨ)
h
−M[v0]
]
< E − δ = Λ− ah2 − ∂tΨ− δ.
Since V is given by (2.11), it is easy to check that V[v0], together with ∂tV[v0], remain bounded
in terms of the data and uniformly for all Λ ≥ Λ0. Furthermore, applying the standard elliptic
estimates to (2.13), we get
‖M(t, ·)‖W 1,q(Ω;R2×2) ≤ c(q, data) for any 1 < q <∞, t ∈ [0, T ].
Consequently, we may fix Λ0, Λ satisfying (2.17), and, finally, the kinetic energy E in (2.8) in such
a way that the set of subsolutions X0 is non-empty.
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2.4.2 Uniform bounds
As shown by De Lellis and Sze´kelyhidi [7], we have
1
2
|w +V[w] +∇xΨ|
2
h
(2.18)
≤ λmax
[
(w +V[w] +∇xΨ)⊗ (w +V[w] +∇xΨ)
h
− F−M[w]
]
,
where the equality holds only if
F+M[w] =
(w +V[w] +∇xΨ)⊗ (w +V[w] +∇xΨ)
h
−
|w +V[w] +∇xΨ|
2
h
I. (2.19)
Since E has been fixed, we may deduce from (2.18) that
|w +V[w]| ≤ c(E, T, data) in (0, T )× Ω, (2.20)
and, going back to (2.11), we may infer that
|w|+ |V[w]|+ |∂tV[w]| ≤ c(E, T, data) in (0, T )× Ω. (2.21)
Furthermore, (2.14) yields
‖M[w](t, ·)‖W 1,q(Ω;R2×2) ≤ c(E, T, data) in (0, T ) for any 1 ≤ q <∞. (2.22)
The set X0 is endowed with the topology of the space Cweak([0, T ];L
2(Ω;R2)). In view of (2.20),
such a topology is metrizable on X0 and we denote X0 the completion of X0 - a topological metric
space. In accordance with (2.21), (2.22), and the compact embedding W 1,q →֒→֒ C(Ω), q > 2, we
obtain
V[wn]→ V[w] in C[0, T ]
M[wn]→ M[w] in C([0, T ]× Ω)

 whenever wn → w in Cweak([0, T ];L2(Ω;R2)). (2.23)
2.4.3 Functional I and infinitely many solutions
Following De Lellis and Sze´kelyhidi [7], we introduce the functional
I[v] =
∫ T
0
∫
Ω
[
1
2
|v +V[v] +∇xΨ|
2
h
− E
]
dx dt : X0 → R.
In order to proceed, we need the following variant of the oscillatory lemma (cf. De Lellis and
Sze´kelyhidi [7, Proposition 3], Chiodaroli [3, Section 6, formula (6.9)]) proved in [10, Lemma 3.1] :
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Lemma 2.1 Let U ⊂ R ×RN , N = 2, 3 be a bounded open set. Suppose that
g ∈ C(U ;RN ), W ∈ C(U ;RN×Nsym,0), e, r ∈ C(U), r > 0, e ≤ e in U
are given such that
N
2
λmax
[
g ⊗ g
r
−W
]
< e in U.
Then there exist sequences
wn ∈ C
∞
c (U ;R
N ), Gn ∈ C
∞
c (U ;R
N×N
sym,0), n = 0, 1, . . .
such that
∂twn + divxGn = 0, divxwn = 0 in R
N ,
N
2
λmax
[
(g +wn)⊗ (g +wn)
r
− (W+ Gn)
]
< e in U,
and
wn → 0 weakly in L
2(U ;RN), lim inf
n→∞
∫
U
|wn|
2
r
dx dt ≥ c(e)
∫
U
(
e−
1
2
|g|2
r
)2
dx dt. (2.24)
Remark 2.1 It is important to note that the constant c(e) in (2.24) is independent of the specific
form of the quantities g, W, e, and r.
In view of (2.18), we have
I[w] < 0 for any w ∈ X0,
and, as a consequence of (2.23), I : X0 → (−∞, 0] is a lower semi-continuous functional with respect
to the topology of the space Cweak([0, T ];L
2(Ω;R2)). Consequently, by virtue of Baires category
argument, the set of points of continuity of I in X0 has infinite cardinality. Our ultimate goal will
be to show that
I[v] = 0 whenever v ∈ X0 is a point of continuity of I in X0. (2.25)
In view of (2.9), (2.11), (2.14), and (2.18), (2.19), it is easy to check that v represents a weak solution
of the problem (2.4–2.6), which completes the proof of Theorem 2.1.
To see (2.25), arguing by contradiction, we assume that v ∈ X0 is a point of continuity of I such
that
I[v] < 0.
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Since I is continuous at v, there exists a sequence {vm}
∞
m=1 ⊂ X0 (and the associated fluxes Fm)
such that
vm → v in Cweak([0, T ];L
2(Ω;R2)), I[vm]→ I[v] as m→∞.
As [vm, Fm] are subsolutions, we get
λmax
[
(vm +V[vm] +∇xΨ)⊗ (vm +V[vm] +∇xΨ)
h
− Fm −M[vm]
]
< E − δm for some δm ց 0.
Now, fixing m for a while, we apply Lemma 2.1 with
N = 2, U = (0, T )× Ω, r = h, g = vm +V[vm] +∇xΨ, W = Fm +M[vm], and e = E − δm/2.
Denoting {[wm,n,Gm,n]}
∞
n=1 the quantities resulting from the conclusion of Lemma 2.1, we consider
vm,n = vm +wm,n, Fm,n = Fm + Gm,n.
Obviously,
∂tvm,n + divxFm,n = 0, divxvm,n = 0, vm,n(0, ·) = v0,
and, in accordance with Lemma 2.1,
λmax
[
(vm,n +V[vm] +∇xΨ)⊗ (vm,n +V[vm] +∇xΨ)
h
− Fm,n −M[vm]
]
< E − δm/2.
Consequently, in view of the continuity properties of the operators v 7→ V[v], v 7→ M[v], we may
conclude that for each m there exists n = n(m) such that
[vm,n(m), Fm,n(m)] ∈ X0, m = 1, 2, . . .
Moreover, in view of (2.24), we may suppose
vm,n(m) → v in Cweak([0, T ];L
2(Ω;R2)) as m→∞,
in particular,
I[vm,n]→ I[v] as m→∞. (2.26)
Since for each m
lim
n→∞
∫ T
0
∫
Ω
(vm +V[vm +wm,n] +∇xΨ) wm,n
h
dx dt = 0,
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thus using once more Lemma 2.1 combined with Jensen’s inequality, we observe that the sequence
vm,n(m) can be taken in such a way that
lim inf
m→∞
I[vm,n(m)] = lim inf
m→∞
∫ T
0
∫
Ω
(
1
2
|vm +wm,n(m) +V[vm +wm,n(m)] +∇xΨ|
2
h
−E
)
dx dt
= lim
m→∞
∫ T
0
∫
Ω
(
1
2
|vm +V[vm +wm,n(m)] +∇xΨ|
2
h
− E
)
dx dt+ lim inf
m→∞
∫ T
0
∫
Ω
1
2
|wm,n(m)|
2
h
dx dt
≥ I[v] + C1 lim inf
m→∞
∫ T
0
∫
Ω
(
E − δm −
1
2
|vm +V[vm] +∇xΨ|
2
h
)2
dx dt
≥ I[v] + C2(T, |Ω|) lim inf
m→∞
(∫ T
0
∫
Ω
(
E − δm −
1
2
|vm +V[vm] +∇xΨ|
2
h
)
dx dt
)2
= I[v] + C2(T, |Ω|) (I[v])
2 , C2(T, |Ω|) > 0,
which is compatible with (2.26) only if I[v] = 0.
Thus we have shown (2.25), and, consequently, Theorem 2.1.
3 Dissipative solutions
The solutions “constructed” in the proof of Theorem 2.1 satisfy (2.9), more specifically,
1
2
h|u|2 = E = Λ− ah2 − ∂tΨ for a.a. (t, x) ∈ (0, T )× Ω.
In particular, as Λ has been chosen large, the total energy Etot of the flow,
Etot(t) =
∫
Ω
[
1
2
h|u|2 + ah2
]
(t, ·) dx
may (and does in “most” cases) experience a jump at the initial time,
lim inf
t→0+
Etot(t) >
∫
Ω
[
1
2
h0|u0|
2 + ah20
]
dx. (3.1)
Apparently, solutions satisfying (3.1) are “non-physical” violating the First law of thermodynamics,
at least if the forces f are regular. This observation leads to a natural admissibility criterion based on
the energy balance appended to the definition of weak solutions to eliminate the oscillatory solutions
constructed in Theorem 2.1.
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3.1 Energy inequality and dissipative solutions
For the sake of simplicity, suppose that a > 0 is a positive constant independent of x. Taking,
formally, the scalar product of equation (1.2) with u and integrating the resulting expression over
Ω× (0, τ), we obtain the energy inequality
Etot(τ) ≡
∫
Ω
[
1
2
h|u|2 + ah2
]
(τ, ·) dx+
∫ τ
0
∫
Ω
hγBu · u dx dt ≤
∫
Ω
[
1
2
h0|u0|
2 + ah20
]
dx (3.2)
+
∫ τ
0
∫
Ω
hf · u dx dt,
where the function B was introduced in (1.7).
We say that [h,u,Bu] is a dissipative weak solution to the Savage-Hunter system if, in addition
to (1.5–1.7), the energy inequality (3.2) holds for a.a. τ ∈ (0, T ).
3.2 Relative energy and weak-strong uniqueness
Our goal is to show that a dissipative and a strong solution emanating from the same initial data
coincide as long as the latter exists. To this end, we revoke the method proposed by Dafermos [6]
and later elaborated in [11], based on the concept of relative energy. We introduce the relative energy
functional
E
(
h,u
∣∣∣ H,U) = ∫
Ω
[
1
2
h|u−U|2 + P (h)− P ′(H)(h−H)− P (H)
]
dx, (3.3)
where
P (h) = ah2.
Now, exactly as in [11, Section 3], we may derive the relative energy inequality
E
(
h,u
∣∣∣ H,U) (τ) + ∫ τ
0
∫
Ω
hγBu · (u−U) dx dt ≤ E
(
h0,u0
∣∣∣ H(0, ·),U(0, ·)) (3.4)
+
∫ τ
0
∫
Ω
h
(
∂tU+ u∇xU
)
· (U− u) dx dt+
∫ τ
0
∫
Ω
hf · (u−U) dx dt
+
∫ τ
0
∫
Ω
((H − h)∂tP
′(H) +∇xP
′(H) · (HU− hu)) dx dt−
∫ τ
0
∫
Ω
divxU
(
ah2 − aH2
)
dx,
where [h,u,Bu] is a dissipative weak solution of the Savage-Hutter system and [H,U,BU] are suffi-
ciently smooth functions in [0, T ]× Ω, H > 0.
We are ready to prove the following result:
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Theorem 3.1 Let [h,u,Bu] be a dissipative weak solution of the Savage-Hutter system in (0, T )×
Ω in the sense specified through (1.5–1.7), (3.2). Let [H,U,BU], H > 0 be a globally Lipschitz
(strong) solution of the same problem, with
h0 = H(0, ·), u0 = U(0, ·).
Then
h = H, u = U a.e. in (0, T )× Ω.
As h,u are uniquely determined, then from the balance of momentum one can recover Bu such
that Bu = BU for almost all (t, x) ∈ (0, T )× Ω.
Proof:
A simple density arguments shows that [H,U] may be used as test functions in the relative energy
inequality (3.4). As the initial values coincide, the latter reads
E
(
h,u
∣∣∣ H,U) (τ) + ∫ τ
0
∫
Ω
hγBu · (u−U) dx dt (3.5)
≤
∫ τ
0
∫
Ω
h
(
∂tU + u∇xU
)
· (U− u) dx dt +
∫ τ
0
∫
Ω
hf · (u−U) dx dt
+2a
∫ τ
0
∫
Ω
((H − h)∂tH +∇xH · (HU− hu)) dx dt−
∫ τ
0
∫
Ω
divxU
(
ah2 − aH2
)
dx,
where, furthermore,
h
(
∂tU + u · ∇xU
)
· (U− u) (3.6)
= h
(
∂tU+U · ∇xU
)
· (U− u) + h(u−U) · ∇xU · (U− u).
As U is globally Lipschitz, the second term in (3.6) may be “absorbed” by the left-hand side of
(3.5) via Gronwall’s argument. Furthermore,
h
(
∂tU+U · ∇xU
)
· (U− u) =
h
H
(
∂t(HU) + divx(HU⊗U)
)
· (U− u)
= −hγBU · (U− u)− hf · (u−U)−
h
H
∇x(aH
2) · (U− u)
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Consequently, (3.5) reduces to
E
(
h,u
∣∣∣ H,U) (τ) + ∫ τ
0
∫
Ω
hγ(Bu −BU) · (u−U) dx dt (3.7)
≤ c
∫ τ
0
E
(
h,u
∣∣∣ H,U) (t)dt
+2a
∫ τ
0
∫
Ω
((H − h)∂tH +∇xH · (HU− hU)) dx dt−
∫ τ
0
∫
Ω
divxU
(
ah2 − aH2
)
dx.
Finally, write
divxU
(
ah2 − aH2
)
= divxU
(
ah2 − 2aH(h−H)− aH2
)
+ 2adivxUH(h−H),
where, similarly to the above, the first term can be handled by Gronwall’s argument. Seeing the H ,
U satisfy the equation of continuity (1.1) we conclude that
E
(
h,u
∣∣∣ H,U) (τ) + ∫ τ
0
∫
Ω
hγ(Bu −BU) · (u−U) dx dt ≤ c
∫ τ
0
E
(
h,u
∣∣∣ H,U) (t)dt;
whence, by Gronwall’s lemma, E
(
h,u
∣∣∣ H,U) (τ) = 0 for a.a. τ ∈ (0, T ).
Q.E.D.
4 Concluding remarks
In view of Theorem 3.1, we are tempted to say that imposing the energy inequality (3.2) eliminates
the “non-physical” oscillatory solutions, the existence of which is claimed in Theorem 2.1. However,
the method of convex integration may be used to obtain the following result that can be shown in
the same way as [4, Theorem 4.2].
Claim. Under the hypotheses of Theorem 2.1, let T > 0, h0 be given. Then there exists
u0 ∈ L
∞(Ω;R2)
such that the Savage-Hutter system admits infinitely many dissipative weak solutions in (0, T ) × Ω
starting from the initial data [h0,u0].
We leave the proof of Claim to the interested reader.
Finally we would like to mention that the same results hold in case of different choice of friction
term. According to [17] the Savage-Hutter model is well valid for sand avalanches, however for
the case of snow avalanches there is often considered a second velocity-dependent contribution, e.g.
h|u|u. In a consequence, in terms of new variables the friction term reads for some coefficients
γ1, γ2 ≥ 0 as follows −
(
γ1
(
h
2E
)1/2
+ γ2
(
2E
h
)1/2)
(v +V +∇xΨ).
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