A Gaussian correction scheme is proposed and a G-PSO algorithm is proposed. Through the introduction of Gaussian coefficients, we modify the fitness function of PSO algorithm, the particle individual velocity and the position updating strategy. Furthermore, two test functions are used to analyze the performance of G-PSO algorithm to solve the global optimal solution. Experimental results of virtual machine deployment show that G-PSO algorithm is faster to deploy, has higher deployment precision, and has higher resource utilization after deployment.
Introduction
Cloud computing is being widely concerned by academia and industry. It is a further development of distributed computing, parallel processing and grid computing. The goal of cloud computing is to provide users with secure, fast and convenient data storage and network computing services with the Internet as the center. As a new computing technology, cloud computing is designed to dynamically provide the resources needed for computing and storage, and manage workloads to meet the needs of a large number of applications [1] . The core idea of cloud computing is to use a large number of distributed computers to achieve fast and efficient computing, rather than in the local computer or a separate remote server [2] .
Infrastructure-as-a-service is the most basic type of service in cloud computing. When the user asks the IaaS service provider for service, IaaS service providers use virtualization technology to encapsulate the CPU, memory, hard disk storage and other resources in a virtual machine. And the virtual machine is provided to the user [3] .
Different from the traditional application model, in the cloud computing environment, the user's application is deployed to the virtual resources rather than physical resources. In recent years, driven by the rapid development of computer hardware resources, the physical resources (including CPU, network, storage, I / O devices, VMware as the representative) virtualization technology has made considerable progress, and provides a solid foundation for the rapid development of cloud computing [4] .
Virtualization technology is to make the entire operating system of the virtual machine as a separate program, running on the original physical computer. Running multiple virtual machines in it, and consolidating multiple virtual machines onto the same physical platform to reduce the space and administrative costs of hardware maintenance. Physical resources based on the same virtual platform provide a great convenience for unified automated management, so that users can also solve the heterogeneous problems of operating systems between the physical platforms [5] .
Cloud data centers make extensive use of this virtualization technology, so that multiple virtual machines can be deployed in a single physical machine. However, due to the difference between the virtual machine and the physical machine configuration, it is necessary to solve the problem of virtual machine deployment when constructing the cloud data center [6] .
Cloud computing is a business model that benefits from providing services and delivers high-quality services through the cloud data center to meet customer needs. Yu demonstrated that the quality of service can be improved by using a loadbalancing scheduling, and that the strategy's quality determines the degree of improvement [7] . Bayyapu found that this load-balancing scheduling problem can be reduced to a subset-sum problem in a polynomial time [8] when only load balancing scheduling of single CPU resources is considered. Beloglazov pointed out that, the resources need to be considered is not only CPU in the real environment, and the problem will become more complex [9] . Therefore, when deploying virtual machines, how to balance the load of physical machine resources is an NP-Hard combinatorial optimization problem. At present, most of the open source IaaS solution simply uses greedy algorithms for virtual machine deployment. Since the greedy algorithm does not consider the difference between virtual machine and physical machine, in order to balance the physical load, in the actual use of these solutions, usually by the user to write their own algorithms.
Compared with other intelligent optimization algorithms, Particle Swarm Optimization (PSO) has the advantages of simple concept, easy implementation, less parameters and no gradient information. Therefore, there are researchers using PSO algorithm to solve the problem of virtual machine deployment. However, when dealing with complex problems, PSO still has some disadvantages such as slow convergence speed and easy to fall into local optimum. Therefore, this paper introduces the Gaussian processing mechanism to modify the PSO algorithm to make it better applied to the deployment of cloud computing virtual machine.
Gaussian Modification Scheme of PSO Algorithm
PSO algorithm has many advantages and has been widely used in engineering design, artificial intelligence, multi-objective optimization and other fields. However, PSO algorithm also has some shortcomings, mainly are:
(1) Although the PSO algorithm provides the possibility of global search, it cannot guarantee convergence to the global optimal point. For a function with multiple local extremum points, it is easy to fall into the local extremum, and the correct result cannot be obtained. There are two reasons for this phenomenon, one is the nature of fitness function itself, and the other is due to the diversity of particles in PSO algorithm, making it disappear too fast, resulting in a premature convergence.
(2) PSO algorithm does not make full use of the information obtained in the calculation process. It can be seen that in each iteration, the PSO algorithm uses only the information of the group optimal and the individual optimal. Coupled with the lack of precision of the algorithm itself, the results of the PSO algorithm cannot be guaranteed that is always accurate.
(3) PSO algorithm is a heuristic bionic optimization algorithm. There is no strict theoretical basis. It is only a simple simulation of a population search phenomenon.
Because the PSO algorithm is easy to fall into the local optimal solution, it is considered that the particle may find a better position under the influence of the current best g . Therefore, this paper will improve the PSO algorithm, the idea is to improve the Gaussian parameters of the PSO algorithm is optimized, the specific optimization process is as follows: 2  is introduced to represent the Gaussian variance of the fitness of each particle after each iteration, and i f is the fitness value of the i particle. Let fˆ denote the mean of the current fitness values of all particles, and introduce the f factor to limit the size of 2  , where f satisfies two conditions:
(2) f can evolve with the evolution of the particle, which is calculated as follows:
The relationship between Gaussian variance 2  and f is as follows:
When the optimal solution is reached, all particles have the same fitness value, and 0 2   . If the population fitness variance is equal to zero and the optimal solution is not the theoretic optimal solution or the desired optimal solution, then the PSO will fall into the local optimum and the algorithm will converge prematurely when the PSO runs.
Advanced Science and Technology Letters Vol.142 (GDC 2016) Therefore, if we want to overcome the premature convergence problem, we must provide a mechanism. When the algorithm converges prematurely, the algorithm can jump out of the local optimum and continue to search the other regions of the solution space until the global optimal solution is found.
The mutation operation is designed as a random operator. First, we need to determine the convergence degree of all the particles. When 0 2   , the mutation best g satisfies the mutation condition, and it varies with a certain probability p.
Probability p is automatically adjusted, the formula is as follows: 
Experimental Results and Analysis of Virtual Machine Deployment
In this paper, we use CloudSim, an open-source cloud computing simulation platform launched by Grid University of Melbourne, Australia and Gridbus project (refer to Amazon EC2 (Elastic Compute Cloud)), and extend it on this basis. The physical configuration of the resulting cloud data center is shown in Table 1 , and the virtual machine configuration is shown in Table 2 . Between these 10 virtual machines, there are still some communication relationship.
In the following, we will give the realization of the optimal solution of the Gaussian modified PSO algorithm in the algorithm. Taking into account the actual situation, we use reverse solutions to solve the virtual machine placement program. In order to verify the performance of the Gaussian modified PSO algorithm in the implementation of virtual machine deployment, the following experimental study is carried out. First, the G-PSO algorithm and the PSO algorithm are compared to obtain the global optimal solution, as shown in Figure 1 . From the comparison of the curves in Fig. 1 , it can be seen that the G-PSO algorithm not only converges faster, but also has smaller iteration error than the PSO algorithm.
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Conclusions
In this paper, a Gaussian modified PSO algorithm is proposed to solve the problem of virtual machine deployment in cloud computing. Experimental results show that compared with the PSO algorithm, the iterative process of Gaussian modified PSO has faster convergence speed, higher optimization precision and higher resource utilization of virtual machine deployment.
