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Abstract 
Cooperative communication allows for single users in multi user wireless network to share 
their antennas and achieve virtual antenna transmitters, which leads to transmit diversity. 
Coded Cooperation introduced channel coding into cooperative diversity over traditional 
pioneer cooperative diversity methods which were based on a user repeating its partner's 
transmitted signals in a multi-path fading channel environment in order to improve Bit Error 
Rate (BER) performance.. 
In this dissertation the Coded Cooperation is simulated and the analytical bounds are 
evaluated in order to understand basic cooperation principles. This is done using Rate 
Compatible Punctured Convolutional Codes (RCPC). Based on the understanding of these 
principles a new protocol called Cross Layer Hybrid Automatic Repeat reQuest (ARQ) 2 
Cooperative Diversity is developed to allow for improvements in BER and throughput. 
In Cross Layer Hybrid ARQ 2 Cooperation, Hybrid ARQ 2 (at the data-link layer) is 
combined with cooperative diversity (at the physical layer), in a cross layer design manner, to 
improve the BER and throughput based on feedback from the base station on the user's initial 
transmissions. This is done using RCPC codes which partitions a full rate code into sub code 
words that are transmitted as incremental packets in an effort to only transmit as much parity 
as is required by the base station for correct decoding of a user's information bits. This allows 
for cooperation to occur only when it is necessary unlike with the conventional Coded 
Cooperation, where bandwidth is wasted cooperating when the base station has already 
decoded a user's information bits. 
The performance of Cross Layer Hybrid ARQ 2 Cooperation is quantised by BER and 
throughput. BER bounds of Cross Layer Hybrid ARQ 2 Cooperation are derived based on the 
Pairwise Error Probability (PEP) of the uplink channels as well as the different inter-user and 
base station Cyclic Redundancy Check (CRC) states. The BER is also simulated and 
confirmed using the derived bound. The throughput of this new scheme is also simulated and 
confirmed via analytical throughput bounds. This scheme maintains BER and throughput 
gains over the conventional Coded Cooperation even under the worst inter-user channel 
conditions. 
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1.1 Next Generation Broadband Wireless Communications 
Next generation wireless networks have very demanding requirements with regard to multi 
rate multimedia at exceptionally high data rates. The wireless networks thus have to contain 
advanced protocols and algorithms to meet the Quality of Service (QoS) demands required by 
different media classes. Real-time voice applications, data, video and internet are some of the 
flavours of services that are required for the next generation network but they need to be 
mixed and packaged together based on consumer demands. Fixed - Mobile convergence is a 
huge driver for improvements on broadband wireless communications in order to deliver any 
kind of service to an end user based on the QoS requirements, which have to be guaranteed. In 
order to meet the QoS demands for the next generation network the BER and throughput of 
wireless systems need to be improved from that of the current generation. This is one of the 
biggest challenges. 
Current third generation, the future fourth generation networks and beyond will not bear any 
similarity to the first and second generation networks at all. Tailor - made techniques in digital 
communications, which would suit the specific needs of a wireless network environment, are 
being investigated. Components such as modulation, coding and decoding are being combined 
and implemented to suit the specific needs of the network. These new ideas drift away from 
the traditional digital communication scenarios where there would be a separate source and 
channel encoder. 
In an effort to achieve the next generation network demands, there has to be major 
improvements to deterrents on the wireless radio channel; which is electromagnetic in nature. 
One of the main problems faced on the wireless channel is multi path fading. Take a voice call 
as an example - mobile users experience variable signal attenuation due to multi path fading. 
This variability, due to signal attenuation, causes a drop in the average data rate and also 
degrades the instantaneous achievable data rate causing severe fluctuations in signal 
magnitude. The provisioning of real-time services such as voice, video and audio are affected 
by this severe variability of the instantaneous achievable data rate. Hence next generation 
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wireless networks and systems have to produce algorithms and protocols to reduce the 
variability of the instantaneous channel throughput. 
The wireless channel is modelled as a random process and supports the modulation of 
electromagnetic (radio) waves, with a carrier frequency of a few MHz to many GHz to 
transfer information between points in a given network. The output of the wireless channel 
can be considered to be a function of the radio propagation effects in the environment. 
Multiple delayed receptions of signals transmitted to a destination occur due to reflections, 
scattering and diffraction of the transmitted signals of obstacles along the path which include 
buildings, hills, cars etc. Line of sight between a wireless transmitter and the destination is not 
always possible. Each path taken by each multiply delayed signal has a different attenuation, 
time delay and phase shift. 
Since the numerous delayed signals have relative phase shifts they constructively and 
destructively interfere with each other. The superposition of these signals is received at the 
destination and results in a phenomenon called multi path fading. Rayleigh fading is a subset 
of Multi path fading. Rayleigh fading can be generalised to scenarios when the source and 
destination have various transmission paths between them. 
Current generation communication systems use single antennas. Since there is a high BER and 
significant loss on throughput with the use of current single antenna systems today due to 
multipath fading, future generations will require improvements with regard to capacity and 
BER. This gives rise to multiple input-multiple output wireless communication systems. 
1.2 Multiple Input Multiple Output Systems 
With the introduction of Multiple-Input Multiple-Output (MEVIO) systems multiple antennas 
can be deployed at the transmitter and the receiver. Since the channel statistics are very often 
Rayleigh in nature the ability for the receiver to determine the transmitted signal is difficult 
unless multiple less attenuated replicas of the same signal are transmitted and presented to the 
receiver to use collectively for decoding. This method of transmission is referred to as 
diversity. 
Some of the pioneer work in the MBVIO system area was looked at in [51] and [52] based on 
information theoretic approaches and showed that MIMO channels can improve the channel 
capacity upper limit far more significantly than in single antenna or Single Input Single 
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Output (SISO) systems. The upper limit on the capacity of a wireless channel is referred to as 
the Shannon limit as developed in [54]. In [51] it is showed that the capacity of a MIMO 
system is directly proportional to the minimum between the number of transmit antennas and 
the number of receive antennas. 
Techniques and algorithms that exploit spatial diversity by the use of MIMO systems have 
evolved. In some situations the wireless channel is neither time variant nor frequency variant 
and hence only spatial diversity will improve the system performance. These transmission 
coding techniques were termed space-time codes. The first transmit diversity technique was 
proposed in [55]. Then [51] introduced a layered space - time architecture. Later space - time 
trellis coding was introduced in [56]. In [56] it is seen that space time trellis codes designed 
for two transmit and four receive antennas perform very well in slow fading scenarios and 
produced bandwidth efficiency of which is at least three times greater than that of current 
systems. 
In [53] the production of a simple transmit diversity technique for two transmit and 1 receive 
antenna based on the one transmit and two receive Maximal Ratio Receiver Combiner 
(MRRC) was developed. The scheme was then generalized to two transmit antennas and M 
receive antennas. 
1.3 Cooperative Diversity 
Cooperative wireless communication involves work on wireless adhoc networks [24],[41]-
[43], wireless sensor networks, Wireless Local Area Networks (WLAN) and cooperation in 
wireless cellular networks namely the current generation, Third Generation (3G), and below in 
which wireless agents can improve their QoS by cooperating. 
The QoS improvements can be measured using performance parameters such as block error 
rates, bit error rates, throughput and outage probability. Note that cooperative communications 
involves the cooperation between users in any wireless network; however a lot of the work 
done in this regard is based on cellular networks, which is used as an example. In future for 
the purposes of brevity but without loss of generality the cellular network scenario will be 
considered. The same methods can be applied to ad-hoc wireless networks and wireless sensor 
networks alike. 
Certain MIMO system applications have been used in wireless standards, one of these being a 
transmit diversity method called Alamouti signalling as mentioned above in [53]. From the 
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decoder's point of view (base station or access point etc. in a wireless network) transmit 
diversity is beneficial in terms of increasing the performance of the system. 
Size, cost and hardware limitations will cause a wireless agent not to be able to support 
multiple transmit antennas thus rendering transmit diversity not feasible. Handsets, for 
example, are limited in size in a wireless network. Nodes in a wireless sensor network are 
limited by size as well as power. 
Cooperative communication allows for single antenna mobiles to reap some of the benefits of 
MIMO systems by creating a virtual MIMO system (users share their antennas and obtain 
transmit diversity). 
By transmitting separate copies of a signal (using a virtual MIMO system) which are 
statistically independent from each other, diversity results and thus reduces the effects of 
fading. Spatial diversity, in particular, as mentioned above allows for the transmission of the 
same signal from different positions allowing several differently faded versions of the same 
signal to be available at the receiver. 
Figure 1.1, taken form [16], shows two wireless nodes communicating with the base station. 
Since each user has only one antenna it cannot generate spatial diversity. A user may be able 
to detect the partner's transmitted signal and can then forward the partner's parity as well as 
its own data to the destination. The path between respective users and the base station are 
statistically independent and hence spatial diversity is created. 
Figure 1.1 -Cooperative Communication 
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Some of the issues raised regarding cooperative communications are related to the loss of data 
rate of each user (since each user now has to send data to its partner as well as its own data to 
the destination) and changes to the transmit and receive powers of the wireless handsets. 
In cooperative communications each wireless agent transmits and passes data to its 
cooperating partner as shown in Figure 1.2, which is taken from [16]. Each user then transmits 
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Figure 1.2: User - Relay Relationship in Cooperative Communications 
Since each cooperating wireless user now transmits data for its partner and itself, it would 
seem that the transmit power of the mobile would have to be larger, however the baseline 
transmit power of each user actually reduces. The rate of data transmission from each 
cooperating user would also seem to be slower, however the spectral efficiency of each 
wireless user increases and this increases the data rate (due to increase in channel code rates) 
of each user in cooperation mode. 
The pioneer theory into cooperative communication started from the relay channel done by 
Cover and El Gamal, which was a three node network consisting of a source, destination and a 
relay as shown in Figure 1.3, which is taken from [16]. 
5 
Broadcast Multi-access 
Figure 1.3: The Relay Channel 
The system can be seen as a broadcast channel from the viewpoint of the source and a 
multiple access channel from the receiver side. The relay channel as explained in [16] differs 
somewhat from the cooperative diversity studies. Cooperative diversity involves the analysis 
of the fading channel but Cover and El Gamal considered an Additive White Gaussian Noise 
(AWGN) channel. In the relay channel the actual relay relays data along the main channel. In 
cooperative communication the cooperating users are information sources as well as relays. 
1.4 Detect and Forward Signalling 
The Detect and forward protocol resembles the relay channel concept and allows for a user to 
attempt to detect its partner's transmitted bits and then retransmit the detected bits. 
Sendonaris et al. implemented detect and forward in [l]-[3] and [5]. The implementation was 
based on Code Division Multiple Access (CDMA) cooperation. Each user was given a unique 
spreading code denoted by c. (?) where i e {1,2} and two user cooperation was considered. 
The user's data bits are given by bt (n) and n denotes the time interval for the respective 
transmitted information bits from the source. The index i S {1,2}. Three bits are transmitted 
over each signalling period and power allocation is controlled by the definition of power 
control factors, of the signal amplitudes, at , and j = {3 — i). The signal of each user is 
denoted by Xx (?) and X2 (?) respectively and is given by: 
Xx(t) = anbl{\)cl{t), a ! 2 /31(2)c,(r), a13bl(2)c](t)+alAb2(2)c2(t) 
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X2 ( 0 = a2lb2 (l)c2 (t), a22b2 (2)c2 (f), a234 (2)q ( O + ^ . A (
2 K ( 0 
(1.2) 
Figure 1.4 below, taken from [3], shows the transmission of Xx (7) and X2 (7) over three bit 
periods. 
User 1 Tx:XU—UT_: 
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Figure 1.4: CDMA signalling protocol for detect and forward 
During the first and second bit transmission intervals each user transmits its own bits to the 
base station and these bits are inherited by the partner due to the omni directional nature of 
electromagnetic waves. The partners then attempt to detect each other's second bit and during 
the third bit transmission interval transmit, on the uplink to the base station, a linear 
combination of their second bit and the partner's second bit each multiplied by the respective 
spreading code. 
Note that the average power constraint is kept to by allocation of the factors a. j. Power 
control is obtained by varying the values of at . based on the interuser channel conditions i.e. 
more power is allocated to cooperation during favourable interuser conditions and less power 
is allocated during unfavourable cooperative conditions. 
In [4] methods to improve power efficiency using power control is investigated for detect and 
forward. Although this protocol allows for adaptability to channel conditions there is room for 
error introduction when one considers the cooperating partner's incorrect detection of its 
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partner's second transmitted bit. This results in detrimental effects on decoding at the base 
station. 
In [1], [2], [3] and [5] information theory is used to derive bounds on outage probability, 
coverage analysis and achievable rate regions. 
In [7] and [9] a Hybrid detect and forward method is proposed which allows for cooperation 
based on the fading channel instantaneous Signal to Noise Ratio (SNR). When the fading 
channel has a high instantaneous signal to noise ratio, the users will perform detection and 
forwarding of their partners' data. During opposite conditions i.e. when the channel has a low 
signal to noise ratio - non cooperation is adopted. This is advantageous over detect and 
forward in that during poor fading channel conditions in the interuser channel - no power is 
allocated to cooperation, which will introduce error into the system, which is done by varying 
the factors a., during detect and forward. Figure 1.5 below, taken from [24], illustrates the 
detect and forward protocol. 
Figure 1.5: Detect and forward 
1.5 Amplify and Forward 
In [7] and [9] Laneman et al developed the amplify and forward protocol in which each user 
utilises the noisy version of the partners uplink transmission to the base station. The user then 
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amplifies the noisy received version of the partner's transmission and forwards this to the base 
station. 
Even though the partner amplifies noise by cooperating, the base station still has a greater 
chance of making a better decoding decision since it has two independently faded versions of 
the same signal to consider. 
Amplify and forward protocol assumes that the interuser fading coefficients are known at the 
base station. Obtaining a method of estimating or passing this information to the base station 
is not a trivial exercise. In [7] and [9] it is shown that in the high SNR regime a diversity order 
of two can be obtained. Figure 1.6, taken from [24], gives a visual representation of the 
Amplify and forward protocol. 
Figure 1.6: Amplify and forward 
Other areas of research in Cooperative Diversity involve Space Time Cooperation in [8]. 
Space time transmission is considered in [26] and [27], under noisy interuser channel 
conditions with the assumption that each cooperating node has multiple transmit antennas. In 
[10] network coding gain is investigated using information theoretic concepts to derive the 
outage probability. In [11] and [12] modulation and demodulation of cooperative systems are 
considered. Cooperative routing is looked at in [13]. In [14] and [15] transmission strategies 
for relaying are developed which comprise of a combination of both decode and forward and 
amplify and forward protocols. Channel coding design and analysis is done in [28], [32] and 
[33] together with cooperation to achieve full diversity gain for two user cooperation. 
Cooperative region analysis and network geometry is investigated in [30] and [35]. Various 
9 
combining methods are investigated in [29], at the base station based on cooperative 
information transferred from the relays to the destination. Source and channel coding is 
combined in [31], [36] and [38] in an effort to improve spectral efficiency and reduce 
distortion at the source caused by compression and channel errors. 
1.6 Channel Coded Cooperation 
In this cooperative signalling method [17]-[19] and [21]-[24] channel coding is combined with 
cooperative diversity. This is a significant improvement from amplify and forward and detect 
and forward where some form of repetition of the partner's information is presented to the 
base station. In Coded Cooperation a user attempts to decode the partner's transmitted 
information and if successful transmits additional parity for the partner based on a forward 
error correction scheme. The users employ CRC error checking in order to avoid introducing 
error into the system by transmitting erroneous parity for the partner. Coded Cooperation 
ensures that the code rate, bandwidth and transmit power are exactly the same as that of a 
comparable non cooperative system. 
Coded Cooperation in this way addresses the concerns and risks of employing amplify and 
forward or detect and forward as mentioned above in [1], [3], [5], [7] and [9] in that no 
amplification of the partner's noise is introduced into the system or no erroneous estimates of 
the partner's information is forwarded to the base station (as in detect and forward). 
The use of amplify and forward also bears the limitation that the base station has to have 
knowledge of the interuser channel fading coefficients as shown in [7] and [9], which is 
complex. The performance of amplify and forward and detect and forward and their 
associated introduction of error into the system is very much dependant on the quality of the 
interuser channel. During poor interuser channel conditions the system performance 
deteriorates rapidly due to error introduction. 
1.7 Research Motivation: Cross Layer Hybrid ARQ 2 Cooperative 
Diversity 
The conventional Coded Cooperation framework is not an efficient transmission scheme since 
in some cases the base station has already decoded a particular set of information bits using a 
user's initially transmitted parity and not all parity bits are required. The user however is not 
informed of this by the base station. This results in Coded Cooperation not being bandwidth 
efficient. This dissertation proposes an efficient transmission scheme called Cross Layer 
10 
Hybrid ARQ 2 (HARQ 2) Cooperative Diversity. By combining HARQ 2 (at the data link 
layer) with Cooperative Diversity (at the physical layer) feedback from the base station is 
available for users. Users can then transmit incremental parity packets and await feedback 
from the base station to decide whether further parity is required for a particular set of 
information bits. This is done using an incremental redundancy coding scheme. CRC is also 
employed for error detection. Improvements in BER and throughput are observed by the Cross 
Layer Design over Coded Cooperation. 
1.8 Dissertation Outline 
In Chapter 2 the Coded Cooperation protocol is investigated based on the work done in [24] 
and [21]. The scheme is analysed and the simulation parameters and certain performance 
issues are examined. The cooperative scheme is based on RCPC codes. The theoretical 
analysis of Coded Cooperation using RCPC codes is also looked at since these principles lay 
the foundation for further complicated theoretical analysis in Chapter 3 based on the new 
proposed Cross Layer Hybrid ARQ 2 protocol. A bit more detail is given with regard to 
Coded Cooperation theoretical analysis of the BER which is not so visible in [24] and [21] 
from an implementation point of view. Comparisons are made between reciprocal and 
independent interuser channel conditions for the BER. Simulations of BER are confirmed by 
theoretical analysis. 
In Chapter 3 Cross Layer Hybrid ARQ 2 Cooperative diversity is proposed. Here incremental 
redundancy is implemented using a hybrid ARQ 2 scheme so that feedback from the base 
station to the users occurs. RCPC codes are employed here for the ease of incremental 
redundancy implementation. Users only cooperate when they need to during this scheme and 
improvements in BER are seen over that of Coded Cooperation. Simulation results and 
theoretical results are presented in this chapter for BER. The analytical bound for the BER is 
derived using the PEP. Comparisons of BER are made between reciprocal and independent 
interuser channel conditions for this scheme also to show the validity of assuming reciprocal 
interuser channel conditions. 
Chapter 4 proposes an in depth look at throughput analysis for the Cross Layer Hybrid ARQ 2 
scheme. Theoretical analysis throughput comparisons are done between the new proposed 
cross layer scheme and Coded Cooperation. Here concepts such as retransmission probability 
and packet successful rate are developed based on manipulation of the BER results. 
Simulations and theoretical analysis show that the throughput of Cross Layer Hybrid ARQ 2 
Cooperative Diversity improved markedly over Coded Cooperation. This cross layer scheme 
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adapts well to channel conditions and can collectively improve throughput and BER at the 
same time. 
In chapter 5 conclusions on this dissertation are made and future avenues of work in The 
Cooperative Diversity research area are discussed. The contributions made in this dissertation 
and the summary of work done is also presented. 
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Chapter 2 
In Chapter 1 the concept of the pioneer Coded Cooperation was presented. In this Chapter 
Coded Cooperation from [17]-[19] and [21]-[24], in the paradigm of RCPC codes, is 
investigated in detail. The analysis of Coded Cooperation with regard to BER is also looked at 
in an effort to create awareness of the PEP and other performance related principles that will 
be used extensively in Chapter 3, when further complicated performance analysis is presented. 
Simulations are performed and compared to the BER analytical bounds. 
2 Coded Cooperation 
2.1 The Coded Cooperation Protocol 
Two user cooperation is considered and each user has a K bit information source block 
which contains CRC concatenation. Each user uses a suitable Forward Error Correction (FEC) 
code to encode the K bit source block and obtain an overall rate R code. The amount of 
encoded bits (JV) that each user possesses, from a K bit source block, can be calculated 
using N = *y„. It should be noted that since the amount of information bits is in the 
hundreds of bits that a few bits allocated for error detection via CRC is negligible and does not 
present any overhead. Note that for the simulations presented in Section 2.9, K is set to 128 
bits and 16 CRC bits are concatenated into the 128 source block. This was done to conform to 
the simulation parameters used in [17]-[19] and [21]-[24]. In this case a 12.5 % CRC overhead 
is observed. This however is a simulation and in a live network scenario the maximum 
transfer unit would be in the order of thousands of bytes. If the IEEE 802.16 (d and e) 
standard is looked at one would see that the maximum transfer unit is 1500 bytes. Hence in 
this case the 16 bit CRC overhead is negligible. 
The JV bit codes that are encoded by each user are used in cooperation but its transmission is 
partitioned into two time periods or two frames being denoted by Nx and JV2 respectively 
such that JVj + N2 = N. During first frame transmission each user transmits a weaker code of 
ratei?, (i^ >R) to the base station which is inherited and attempted to be decoded by the 
partner to obtain the source information. During first frame transmission the amount of 
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encoded bits transmitted by a user is given by Nl = y „ . If a user can successfully decode 
the partners first frame rate Rx code then the user can cooperate and transmits an additional 
N2 encoded bits for the partner during the second frame. The user knows if it has decoded the 
partner's first frame correctly or not by computing the CRC syndrome for the partner's first 
frame. If the CRC syndrome is not equal to 0 then the user reverts to non cooperative mode 
and transmits N2 parity bits for itself in the second transmission frame. 
It should be noted that each user in Coded Cooperation attempts to transmit incremental 
redundancy for its partner and if this is not possible, due to errors in first frame transmission, 
the users revert to non cooperation mode. The use of CRC for error detection also allows for 
error propagation to be avoided. 
2.2 Coded Cooperation using RCPC Codes 
Coded Cooperation is a generic framework. The coding schemes, in Coded Cooperation, that 
can be used could be convolutional codes, block codes, product codes and even concatenated 
codes. 
Coded Cooperation, using RCPC codes, is investigated here based on [24]. A specific RCPC 
code family is chosen here based on a family of codes given in [57]. The mother code chosen 
for the overall rate R code is y. . To obtain the rate Rx (i?, < R) code a puncturing matrix 
operation is performed on the mother code of rate R . The N2 encoded bits transmitted during 
the second transmission frame are the remaining parity bits that were not transmitted during 
the first frame transmission. The following matrices are used in the Coded Cooperation 
framework based on the family of codes chosen from [57] and are given by, puncturing 
matrices, P50% and P25% below: 
1 1 1 1 1 T 
1 1 1 1 1 1 
1 1 1 1 1 1 
0 0 0 0 0 0y 
A " 1 " in the puncturing matrices, P50% and P25%, denotes a bit that is transmitted in the rate 
/?j code and a "0" denotes a bit that is not transmitted in the rate Rx code but that will be 
P = 
1 50% 
<\ i i i i i i r 
1 1 1 1 1 1 1 1 
o o o o o o o o 








transmitted in the second frame transmission with the remaining N2 parity bits. The 
subscripts of 50% and 25% denote the cooperation level which is defined to be the number of 
parity bits that a user transmits for its partner out of the total amount of parity bits 
i.e. A = VCr, where X is the cooperation level. Note that each user always transmits a total 
of N bits during a timeslot irrespective of whether cooperation takes place or not. Figure 2.1, 
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Figure 2.1: RCPC transmission using Coded Cooperation 
During the second transmission frame the users act independently without knowing whether 
their partners have decoded the first frame transmissions correctly or not. This leads to four 
possible transmission scenarios. 
The four transmission scenarios are named Casel, Case 2, Case 3 and Case 4 as shown in 
Figure 2.2. During case 1, full cooperation occurs i.e. both users decode each other's first 
frame transmission and hence transmit N2 incremental parity bits for their partners in the 
second frame. 
During case 2 both users revert to non cooperation mode since both do not decode each 
other's first frame transmission. This is the opposite of case 1 and is the same as that of direct 
transmission. 
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Case 3 is a partial cooperation case which is advantageous to user 1 since here user 1 cannot 
decode user 2's first frame, but user 2 can decode user l 's first frame. Thus user 1 and user 2 
transmit user l 's parity bits and none of the users transmits parity for user 2. Since there are 
two independent copies of user l 's parity at the base station during the second frame 
transmission the base station optimally combines the copies using Maximal Ratio Combining 
(MRC). 
Case 4 is the opposite of case 3, i.e. user 2 benefits from partial cooperation and neither user 
transmits parity for user 1 in the second frame. The two independent copies of parity bits 
transmitted for user 2 in the second frame is again optimally combined at the base station 
using MRC. Figure 2.2. adapted from [24], shows the four possible first frame transmission 
scenarios. 
Case 1 Case 2 
Case 3 Case 4 
- • User 1's parity 
- • User 2's parity 
Incorrect inter-user 
CRC decoding 
Figure 2.2: The four cooperation transmission scenarios 
2.3 The Channel Model 
In a two user cellular transmission scenario cooperation can take place due to the multi-user 
presence. The uplink channels of each user and the interuser channel are considered mutually 
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independent of each other and experience flat Rayleigh fading. Spatial diversity is exploited 
during flat fading, however, the system can be implemented in a block or frequency selective 
scenario. 
Orthogonal transmissions are undertaken by each user (using either Frequency Division 
Multiple Access (FDMA), CDMA or Time Division Multiple Access (TDMA)) so that each 
user and the base station can independently decode each other. Binary Phase Shift Keying 
(BPSK) modulation is used and it is assumed that all receivers have Channel State 
Information (CSI) and that coherent detection occurs. In this way only the magnitude of the 
fading needs to be taken into account and not the phase. 
The users in the coded cooperative system can be defined by i e {1,2}, being the transmitting 
users, and j e {0,1,2}, being the receiving users and the base station, where 7 = 0 denotes 
the base station and j ^i. 
The channel modelling and analysis that follows is adopted from [24], however it is critical 
that this information is summarised and laid out here, in this chapter, so that the reader is 
introduced to the concepts of PEP , the Block Error Rate (BLER) for convolutional codes, the 
first event error probability and the case probabilities for second frame transmissions. These 
concepts are used as tools of foundation in the next two chapters for further complicated cross 
layer cooperation analysis. 
The transmitted signal from each user can be described as: 
ru W = a u («V^7 • bt W+ZJ W (2-1) 
Here bt\n)& {-1,1} is the modulated encoded bit at time instant n, which is BPSK in nature 
and Eb t is the transmit bit energy. The term Zj(n) models noise at the receiver j as samples 
N i / of an independent white Gaussian noise process with a variance of yi and a zero mean. 
The fading coefficient magnitude is given by a,- •(«). The subscript in a. An) denotes 
fading between user i and j and oc^yn) are considered as samples of an independent 





The expectation operator is given by Ea for the fading coefficient a ; •(«). During slow 
fading conditions the fading coefficients remain constant in value over each transmitted block 
of Ambits by each user. This implies that cct \n) is the same for each instant of n over N i.e. 
ai j \n) = ai •. In the inter-user channel the instantaneous received SNR between user /' and 
afAn)Ebi 
j can be modelled as TiJ{
n):=—' and is exponentially distributed with a mean 
j 






r , . is the average received SNR and is used as a measure for SNR during all simulations and 
for performance analysis. Statistically similar (symmetric) and dissimilar channels 
(asymmetric) are considered on the uplinks i.e. cases where r , 0 = T2 0 and where 
r , 0 J£ Y2 0 are considered. 
In [24] using a TDMA framework with reciprocal inter-user channels are assumed. This 
means that at • («) = ajt («) . This assumption is reasonable in TDMA and CDMA, but is 
not always true in FDMA since the correlation of the fading coefficients for different 
frequency channels is not always identical. Note that there is some correlation between the 
frequency channels and that they are not fully independent. In this dissertation TDMA is used 
and the performance loss by having independent interuser channels as opposed to reciprocal 
interuser channels is examined. 
2.4 Performance Analysis of Coded Cooperation 
In [21] the performance of Coded Cooperation is shown to be largely dependant on the PEP of 
the convolutional channel code. As in [21] the PEP is defined to be incorrect selection of the 
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error code vector e = fe(l),e(2), . . . . ,e(iV)J when the actual transmitted code vector was 
c = [c(l),c(2),....,c(N)~\ . In [44] the PEP is shown to be set as a conditional probability 
conditioned on the instantaneous received SNR vector y, where 
y = \y ( l ) , y (2) , . . . . ,y (Nyj and y (n) denotes the instantaneous SNR at code bit number n. 
The conditional PEP is given by-[58]: 
P(c^e\y) = Q 22>(«) 
v ne7? 
(2.4) 
where Q{x)represents the Gaussian Q-function. TJ is the set denoting the positions in which 
c{n) and e(ri) differ, i.e. c{n)=te(n). If the hamming distance between vector cand eis 
computed (d ) then the cardinality of TJ is obtained. Without loss of generality the all zero 
sequence is assumed to be input to the decoder during this performance analysis. The reason 
for this is that for a convolutional code a tree diagram can be drawn and if a comparison is 
made (in the hamming sense) between sequences of codes generated in a tree diagram up to a 
point to the all zero sequence this would yield the same result as a comparison between 
sequences of codes generated up to a point in the tree diagram and any other code sequence. 
Thus for simplicity the all zero sequence is assumed to be transmitted. Note that the PEP 
depends on d and not on c and e. 
2.5 No Cooperation Analysis 
During non-cooperation (direct transmission) a user transmits all the parity bits, using the 
mother code rate, to the base station on its uplink. This implies that dx =d and d2 = 0 . Note 
that dl and d2 are the individual hamming distance for the first and second frames 
transmitted through user 1 and user 2's uplink channel respectively. 
Since we only take into account the fading magnitude, the PEP is dependant on a scalar value 
of the instantaneous received SNR^. Hence we have the conditional PEP given by: 
P{d\y) = Q(j2dy~) (2.5) 
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To obtain the unconditional PEP the conditional PEP is averaged over the instantaneous SNR 
range i.e. 
P(d)=\P{d\y)pfy)dy (2.6) 
Using the alternate form of the Q function as outlined in [59], i.e. 
fexp| -~ 
7t 
\7l ( -X1 \ 
Ofc)=-]cxA——do 
n i \2sm 6) 
(2.7) 
Where x > 0 . P(d) can be calculated as: 
•77- J ' \ c m H 
de (2.8) 
In (2.8) the inner integral within square brackets has a form that fits the description of a 
moment generating function, which is very similar to the Laplace transform, which has the 
opposite sign in the exponent. 
The moment generating function of a random variable x is given by: 
Mx{s)=\e
sxp{x)dx (2.9) 
Applying (2.9) to the random variable y the following solution is obtained for M ( - s): 
M^'-T^ (2.10) 
where s > 0 
Hence substituting (2.10) into (2.8) it implies that, 
/ 
P(d) = - \M 
-d 
n I I sin 9 
de (2.11) 
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Using (2.10) in (2.11) it implies that: 





The PEP can be upper bounded by using the maximum value of sin2 6 which is 1. This 
implies that: 
l / 2 r 1 P(d)<- \, JO V ' n 0













2.6 The PEP for the Uplink Channels 
During slow fading conditions at , (n) = at , i.e. the fading vector reduces to a scalar during 
the transmission of the entire parity block of JV bits. 
The same principle applies to the received instantaneous SNR at all receivers 
i.e. ylfi (n) = yifi , where i e {1,2} . 
During case 1 when full cooperation occurs each user's second frame transmission involves 
transmitting N2 incremental parity bits for its partner. A user's total Af parity bits are spread 
over both uplink channels. 
The PEP for case 1 on the uplink of user 1 is given by: 
*(d I fi.o»ri,o)=Q\42d\rifi+2diY2fi) (2.16) 
Note that dx+ d2 = d . Also dx denotes the distance between cx and ex for the first frame 
transmission for user 1 and d2 denotes the distance between c2 and e2 for user 2. 
Again to obtain the unconditional PEP for case 1, (2.14) is averaged over the SNR range i.e. 
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oo oo 
P(d) = Jjp(d | ylfi, y20 )p(yi0 )p(y20 )dyl0dy20 (2.17) 
0 0 
Using the alternative form of the Q function in (2.7) and applying techniques used in [60] the 
unconditional PEP for user 1 during case 1 can be derived to be: 
1 /•£«> , 
s in 2 0 'O'l.oVn.o 
-d2yt 
J ctn H s in 2 0 
d9 (2.18) 











2 9 j 
d9 (2.19) 
Looking at (2.17) again an upper bound for P\d) can be obtained by again noting that the 
maximum value of sin2 9 in the integrand is 1. 
The upper bound on the PEP for case 1 is thus given by (2.18) which is derived below: 
/ 







Equation (2.18) shows that a diversity order of two is obtained for user 1 and 2 in the high 
SNR regime. During case 3 when partial cooperation occurs, which benefits user 1, both users 
transmit incremental parity for user 1 during the second frame. This is where MRC is used to 
optimally combine the second frame transmissions for user 1 at the base station. The 
conditional PEP for user 1 is given by: 
Ad I ri,o>r2>o)= Q\pd,yXfi+ 2d2\yl0+y20)) (2.22) 
22 
= Q\pdr10 + 2d2y20) (2.23) 
Applying (2.15) to (2.20) the unconditional PEP for user 1 during case 3 is given by: 
^)4k -dr. 1,0 




1 < — 1 
1 + dT, 1,0 1 + Ct2l 20 
(2.25) 
Equation (2.22) shows that user 1 receives a diversity order of two. 
2.7 Determining the Transmission Case Probabilities 
As explained in Section 2.2 four possible transmission scenarios are envisaged based on the 
first frame transmission decoding at the respective user. The BLER of the first frame 
transmissions can be used to compute the cooperative transmission case probability. 
For a convolutional code the BLER is given by [46-(12)] or [24-(3.26)]: 
Pb!ock(r)^-(
l-pAr))B^B.pE(y) (2.26) 
PE (^) is the first event error probability, which is dependant on y, which is a vector 
containing the instantaneous SNR values for channel. The number B denotes the number of 




Here df is the free distance of the convolutional code and a ( J ) is the multiplicity of the error 
events with hamming weight d . 
As in [24] the four cases are assigned to a set called 9, where 6 e {1,2,3,4}. Since each case 
is dependant on the channel, it has to be conditioned on the channel SNR. The conditional 
case probability for case 1 is given by: 
P(0 = 1 I ha , 7U ) = I1 - P»lock,l (r.,2 )Xl - PHockl i/2,1 )) 
(2.28) 
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In (2.25) the factor y--Pbiock2\Y2\)) denotes correct decoding by user 1 of user 2's first 
frame transmission. The opposite holds true for the factor \i-Pbiockl (ft 2)) ' i-
e- this factor 
denotes correct decoding by user 2 for user l's first frame transmission. The product of these 
two terms hence provide for case 1 of full cooperation. 
Using similar logic the other conditional case probabilities can be derived. In order to remove 
the condition of the transmission case probability on the instantaneous received channel SNR, 
the conditional case probability has to be averaged over the instantaneous SNR range. This 
means that: 
p(0) = j jp(d I ^1,2»r2.i )P(/I,2 )p{r2,1 V/1,2^2,1 (2.29) 
/2.1 n.i 
During reciprocal interuser channel conditions, yx 2 = y2,, we have (2.26) reducing to a single 
integral given by: 
P{6)= \p{0\yia)p{yl2)dYh2 (2.30) 
Note that yl2 =y2\
and they are scalars since slow fading is considered. During independent 
interuser channel conditions yl2 ^y2l even though yx2,T2,i
 a r e still scalars. The case 
probability for case 1 during cooperative transmission under independent interuser channels is 
given below: 
p{e = \)=^-pblock,)^-pblocK2) (2.31) 
In an effort to obtain tight theoretical bounds the techniques employed in [46] called limiting 
the bound before averaging are used to evaluate (2.28) and (2.29) together with the correct 
PEP. Take case 1 as an example, the unconditional case probability is given by: 









?(ruV; 7u (2.32) 









^ l r i , 2 ) = Q ( V
2 d r i , 2 ) (2-34) 
During independent interuser channel conditions the BLER for a user i is given by: 
"block ,i J 
0 
Equation (2.32) can be used in (2.28) to obtain the probability of case 1 occurring during 
independent interuser channel conditions. In all of the BLER equations the PEP used is the 
conditional PEP. 
During case 2 i.e. non cooperative transmission, the conditional PEP used during computation 
of (2.30) or (2.32) is given by (2.5). 
Since the limit before average technique is performed on the bounds a minimization operation 
is performed which means that (2.30) or (2.32) have to be computed via a numerical method. 
1-min 1, Y, <*{d)p\d I r,,j) 
d=df. 
P (r,>: Yi, (2.35) 
25 
2.8 The End to End BER 
The end to end BER is a combination of the unconditional bit error rate for each case averaged 
over the four transmission scenarios. Since the case probability is a discrete variable the 
evaluation of the end to end BER will involve a summation for the averaging of the four 
transmission cases. 
The end to end BER is given by: 
pb=Yupb(e)p{e = i) (2.36) 






->7- Y,c(d)p{d\ylfi,y2fi,9) 2 kc d=d/ri 
p(rh0)p(r2,o)
driodr2,o (2-37) 
Pb (O) is the unconditional bit error rate for a specific instance of 6. The variable c(d) is the 
multiplicity of information bit error events with Hamming weight d . 
The variable kc is the amount of input information bits in each branch of the trellis. Note that 
the conditional BER is given by [24]: 
Pb (y,0) < ±- £ c(d)p{d \r,9) (2.38) 
kc d=d. 
2.9 Simulation Parameters and Discussion 
The BER performance of Coded Cooperation is examined using RCPC codes as outlined in 
Section 2.2. The puncturing period of the code is P = 8, the memory length is M = 4 and 
the mother code rate is R = y. which is taken from [57]. The distance spectra i.e. 
a (c / ) ,c ( i / ) and the separation of d into dx and d2 is computed via enumeration. In order 
to take into account error detection a 16 bit CRC code is used which has a generator 
polynomial given by gcrc (x) = 15935 in hexadecimal. Figures 2.3 to 2.7 show the simulated 
and theoretical analysis results for Coded Cooperation. The amount of information bits in the 
source packet is kept at 128 (K —128). 
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All graphs shown below plot channel SNR or average received SNR versus BER. Plotting 
BER versus information bit SNR will yield the same results but with a lOlogi? db shift on 
the abscissa. 
Symmetrical uplink channel conditions are considered in Figure 2.3 below. 
Average Received SNR at Base Station (dB) 
Figure 2.3: 50% cooperation with symmetric uplinks 
This means that T{ 0 = F2 0 . The cooperation level here is kept at 50% and reciprocal 
interuser channels are considered i.e. yl2 — y2,. Coded Cooperation shows massive 
improvements over non cooperation as the interuser channel quality improves. Even under 
OdB interuser channel conditions Coded Cooperation maintains a 1.8-3dB improvement in 
performance over non cooperation. 
Note that the result of having a BER gain under OdB interuser channel conditions for a OdB 
uplink channel SNR is counter intuitive, because this scenario seems like a case of complete 
non cooperation. Note however that with cooperation an interuser channel is introduced. 
User's now try to exploit the omni directional nature of electromagnetic waves and attempt to 
decode the parity that a partner is trying to transmit to the base station. Since the interuser 
channel is modelled as Rayleigh, the statistical distribution of the fading coefficients will 
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produce fading coefficients in some cases that do not fade the modulated BPSK much and this 
will result in case 1 being observed (full cooperation) in the interuser channel or even case 3 
and 4 (partial cooperation where one user decodes its partner but the partner does not decode 
the other user). During these cases a BER gain will be observed, for a user over non 
cooperation, because two independently faded signals are transmitted for one user to the base 
station. The BER of a specific user thus improves due to better signal quality at the base 
station, where the base station uses an MRC combining scheme to combine one users received 
signal from two different fading paths. Also note that the uplink channels are i.i.d and 
therefore these aid in creating spatial diversity which provides BER improvement for a user. 
Note, however, with the above mentioned points of having case 1,3 and 4 occuring - case 2 
also occurs and is more probable. Hence the BER improvement in performance is small at an 
uplink SNR of OdB for a OdB interuser channel (as high as 1.8 dB) and improves as the 
interuser SNR improves. 
At 10 dB interuser channel conditions Coded Cooperation shows a gain of between 9-10 dB 
over non cooperation at a BER of 10~ . As the interuser channel quality improves so does the 
BER of Coded Cooperation. Coded Cooperation always has a superior performance over non 
cooperation even under the worst interuser channel conditions. 
A comparison between 50% and 25% cooperation is made in Figure 2.4 for lOdB and perfect 
interuser channels. At perfect interuser channel conditions case 1 dominates and full 
cooperation is observed with the performance 50% cooperation exceeding the performance of 
25% cooperation due to the maximisation of dl and d2, during 50%> cooperation, as shown in 
the PEP in (2.18). During lOdB interuser channel conditions, at higher uplink SNR's, 25% 
cooperation has a better performance than that of the performance of 50% cooperation. The 
gains by which the 25% cooperation performance exceeds the 50% cooperation performance, 
at lOdB interuser channel conditions, is as high as 2 dB since the transmission of a stronger 










; Perfect interuser channeH 
2 4 6 8 10 12 14 16 18 
Average Received SNR at Base Station (dB) 
Figure 2.4: A comparison between 50% and 25% cooperation 
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Asymmetric uplink channels are considered in Figure 2.5. User l 's uplink SNR is fixed at 
20dB and user 2's uplink SNR changes from 0dB-20dB. The interuser average received 
channel SNR is set to lOdB. The results show that user 1 with a high uplink channel SNR has 
dramatic performance improvements by cooperating. This significant performance 
improvement over non cooperation is very high even when user 2's uplink SNR is at OdB for 
user 1. User 2's BER performance also improves by a margin of 11-12 dB over non 
cooperation. 
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0 2 4 6 8 10 12 14 16 18 20 
Average Received SNR at Base Station (dB) 
Figure 2.5: Asymmetric uplink conditions 
Figure 2.6 and Figure 2.7 show comparisons between reciprocal and independent interuser 
channels for 50% and 25% cooperation respectively. During 50% cooperation the loss in 
performance due to independent interuser channel conditions can go as high as 2.5dB 
depending on the interuser channel quality. During 25% cooperation the performance loss 
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Figure 2.7: Independent vs. Reciprocal interuser channels for 25% cooperation 
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2.10 Chapter Summary 
An RCPC implementation in a Coded Cooperation framework was considered in this chapter 
based on the work done in [24]. Two user cooperation is enabled by the partitioning of code 
words into two frames of size Nl and N2. A user will always receive N1 bits from the 
partner and will, based upon successful decoding of the partner's first transmitted frame, 
transmit N2 bits of parity for the partner. If the decoding of the N{ bits from the partner is 
unsuccessful the user will transmit N2 parity bits for itself. The base station will receive Nl 
and N2 bits, for each user, via two independently faded paths. 
The BER performance analysis is considered based on the four possible transmission 
scenarios and PEP for each transmission scenario. Coded Cooperation maintains impressive 
BER gains over non cooperation. Even under poor interuser channel conditions Coded 
Cooperation maintains a BER performance gain of 1.8-3 that of a non cooperative mode. 
The code rate, transmit power and bandwidth of each user during Coded Cooperation is the 
same as that of a user transmitting during a non cooperative transmission. The analytical 
analysis concepts for the BER of Coded Cooperation, explained in this chapter, sets up a 
foundation for more complicated Cross Layer Cooperation BER analysis in the next chapter. 
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Chapter 3 
In Chapter 2 Coded Cooperation was investigated in detail. Coded Cooperation is however not 
one of the most efficient transmission schemes, since in some cases the base station has 
already decoded a particular set of information bits based on a user's initially transmitted 
parity. The user is not informed of this, however, and Coded Cooperation allows for a user to 
transmit parity for information bits that have already been decoded. This is bandwidth 
inefficient. This chapter introduces a new framework called Cross Layer HARQ 2 
Cooperative Diversity which combines Cooperative Diversity at the physical layer with 
HARQ 2 at the data-link layer in an effort to improve BER over Coded Cooperation. The use 
of HARQ 2 allows for the user to be informed from the base station on whether further parity 
is required for a particular set of information bits or not. The BER of Cross Layer Hybrid 
ARQ 2 Cooperative Diversity is examined via simulations and by the computation of 
theoretical bounds based on the PEP and the individual transmission case probabilities. The 
BER of Cross Layer Hybrid ARQ 2 Cooperation is compared to that of Coded Cooperation 
showing BER improvements over Coded Cooperation. Cross Layer HARQ 2 Cooperation 
results in efficient use of bandwidth for users during cooperation by selectively cooperating, 
only when necessary, based on feedback from the Base Station. 
3 Cross Layer Hybrid ARQ 2 Cooperative Diversity 
3.1 Modelling the wireless channel 
Consider two wireless users transmitting data to a base station. The interuser channel and the 
uplink channels for each user are mutually independent and follow a block fading model. 
The multiple access scheme used is TDMA. TDMA allows for a cooperating user and the 
destination (the base station) to decode each other's parity. 
Perfect CSI is assumed to be available at all receivers (cooperating users and the base station). 
This is possible through the use of some pilot symbol channel estimation technique which will 
not be pursued in this work. 
Coherent detection is employed at all receivers also, so that the phase components of fading 
coefficients can be ignored and only the magnitude of the fading coefficients are taken into 
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account. BPSK modulation is employed and the received sample for a particular fading block 
" / " can be modelled as: 
y>jj W = a u , i {n)4*%ixijj in)+nj W 
(3.1) 
In (3.1), i (i e {1,2}J denotes the transmitting user, for that transmission, j (j e {0,1,2}J 
the receiving user and the index I (l e {l, 2,3,4} j being the fading block index for the RCPC 
codes used. Note also that / ^ y . T h e block fading model resembles that of [46].The 
variable JA , is a received sample of user V s transmission at user j during fading block / . 
Eb ( is the energy of a transmitted bit, xt Jt is a BPSK modulated symbol i.e. xt . l e {-1,1} at 
time instant « (we{1,2, ,.£}Jand « , («) accounts for noise and other additive 
interference effects at the receiver j and is modelled as samples of a zero mean Gaussian 
N,/ 
random variable with variance of y. . 
at ji{n) are modelled as independent samples of a Rayleigh random variable for a particular 
block / . Reciprocity of interuser channels are assumed i.e. at j, («) = a y , , («) based on [21] 
- [24] and [17]-[19]. The mean square value of at • t («) is given by: 
Qu,.=E,A<A»)] (3.2) 
Based on the perfect CSI assumption at the receiver the instantaneous signal to noise ratio at 




Yt j 1 (n) ls exponentially distributed with a mean value of: 




In (3.3) and (3.4) Q(. . t and T. j l are constant over the range of n. 
34 
3.2 Cross Layer Hybrid ARQ 2 Cooperation Protocol 
Two users i and j have information bits comprising of K bit blocks including c 
concatenated CRC bits. Each K bit information block is encoded into N data bits by a 
R = y j y = y. rate mother convolutional code. The ratio of the augmented number of CRC 
bits to the information block size i.e. y„ is almost zero and hence adds negligible overhead. 
Users i and j cooperate in a selective manner i.e. instead of using the interuser CRC 
syndrome as an indication of whether to cooperate or not, the users look at the base station 
CRC syndrome as well as the interuser CRC syndrome as an indication of whether to 
cooperate. The base station CRC syndrome is the HARQ 2 feedback signal from the base 
station, on whether extra incremental parity is required for a particular user's transmitted 
parity or not. The best case cooperation level Xt is defined to be the ratio of the maximum 
number of cooperation bits user i transmits for user j , divided by mother code encoded 
N. • / 
length i.e. XtJ = >J(MAX)/ w n e r e the notation i,j refers to user / 's cooperation with user 
j -
Each user's N encoded bits are partitioned into four packets i.e. BiX ,Bi2, Bt 3 , -6,4 of equal 
4 
size Nn,Ni2,Ni3,Nu such thatlenght(N) = ̂ lenght(Nr). XtJ is discretized by two 
values for best case cooperation of 0.25 and 0.5, which denote 25% and 50% best case 
cooperation. 
Based on the a priori value of Xi ., cooperation is combined with Hybrid ARQ 2 (feedback 
from the base station) to allow for cooperative transmission only when the base station needs 
additional incremental parity from the partner in order to decode a user's parity correctly. 
User i will transmit an initial amount of parity packets to the base station. The base station 
will attempt to decode this parity. The partner, user j , will also receive this parity transmitted 
by user / (by listening to user i 's transmission ) and will attempt to decode it, using TDMA 
and RCPC decoding i.e. Viterbi decoding. 
35 
If X, , is set at 0.5 then user /' or / 's initial transmissions to the base station are B , , and 
BUJ 2, (which is also picked up by "listening partner i or j " who attempts to decode it) i.e. 
B,l]{t) = Bilhl + Bllh2=fj\Bilh\S(t-l)+ £ \Bilja\5(t-l) (3.5) 
i=i ;=jvt+i 
Using a puncturing matrix specified in [58] only Bu , + Btlj 2 are transmitted out of the total 
N available parity bits. The notation / / 7 denotes either user i or j and S(.) denotes the unit 
impulse function. 
If X, , is set at 0.25 then user i or / 's initial transmissions to the base station are 
BUj j + Bt/J 2 + BU] 3 (which is also picked up by "listening partner i or j " who attempts to 
decode it) such that only BUj x + BtlJ 2 + BUj 3 are transmitted out of the total of N available 
parity bits i.e. 
Bi/J(t) = Bi/J, + Bi/L2 + Bi/j,3=fd\BlJS(t-l)+ X |5 / 7 .J^-0+ S \BiUMt-l) 
l=\ l=N, +1 l=N, +1 
(3.6) 
Selective cooperation by a user z or j is based on the base station's decoding of the initially 
transmitted packets (using Viterbi decoding and computing the CRC parity check sum or the 
syndrome calculation of the initially transmitted packets) of the cooperating user, the 
cooperation level Xi , and the inter-user CRC syndrome calculations. 
Note that the base station combines the initial parity packets together and then decodes them. 
At least two parity packets have to be sent for there to be sufficient parity available at the base 
station for decoding i.e. for a y. mother code rate, R , the minimum punctured rate chosen-
based on the family of codes present in [58] is 0.5. It is for this reason that 50% is chosen for 
one of the best case cooperation levels. If the base station can decode the transmitted data in 
the initial transmissions of user i or j then the base station responds with an Acknowledge 
(ACK) and user i I j transmits parity for the next K bit information block. 
If the base station cannot decode the combined parity packets a Negative Acknowledge 
(NACK) signal is fed back to the transmitting user i and is also picked up by the cooperating 
user j . User i and j then cooperate to transmit parity for user / incrementally (in response 
to incremental feedback from the base station) until the total Â  parity bits of user / is 
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completed i.e. user if jtransmits either Bj/j3 + Bi/J4 or Bj/j3 on their own uplink channels. 
After the completion of TV parity bits if a NACK is still received then the parity frame 
(comprising of incremental packets) is considered erroneous and a new packet transmission is 
started for a new TV bit parity frame. 
Based on the interuser CRC states i.e. crcl and crc2 and the decoder CRC states i.e. dcrcl and 
dcrc2, 16 possible transmission scenarios for initial transmissions could occur. These are 
tabulated in Table 3.1 below where a "0" denotes a NACK and a " 1 " an ACK. 














































































Note that the total parity frame of each user consists of TV parity bits for a K bit information 
block. The TV bit frame is partitioned into sub code words i.e. Bt,, i e {1,2} and 
/ e {1,2,3,4}, which are obtained by applying a puncturing matrix to the entire TV bit frame. 
The puncturing matrices chosen are based on the y. rate mother code and the family of 
codes present in [57]. 
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Figure 3.1 below shows the partitioning of aN bit parity frame into sub code words or parity 
packets. This shows the total amount of parity packets a user will posses for a K bit 
information block. 



















B2,1 B2,2 B2,3 B2,4 
N/4 
Bits 
Figure 3.1: Parity Packet Partitioning of the total parity frame 
Note that the notation for the transmission cases is written with a main case and its four sub 
cases i.e. case 1 which corresponds to dcrci and dcrc2 (base station CRC flags) equal to 0 and 
0 (i.e. dcrci=NACK and dcrc2=NACK) respectively has four sub cases, based on the interuser 
CRC decoding i.e. the values of crci and crc2, which are case 1.1, case 1.2, case 1.3 and case 
1.4. In this way 16 possible transmission cases can be derived from the base station CRC flags 
given by dcrcj and dcrc2. 
The subsequent cooperation and transmission of the remaining user and cooperating partner's 
parity packets is explained in each sub case. Figure 3.2 shows a system diagram of Cross 
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Figure 3.2: Cross Layer HARQ 2 Cooperation: System Diagram 
Initially user 1 transmits B1, and Bx 2 to the base station, shown by the red packets in Figure 
3.2. The base station and the partner receive these two red packets and decode them using a 
Viterbi decoder and then compute the CRC syndrome. The base station sends either an ACK 
or a NACK to user 1, on the downlink, which is inherited by user 2. Based on the received 
CRC signal from the base station and the interuser CRC the users decide to cooperate or not. 
If for example user 1's red packets were decoded correctly, the first time, by the base station 
and user 1 is not cooperating then user 1 will transmit the two dark blue packets which is new 
parity (BA, and Bx 2 ) for a new information packet for himself. On the other hand if the red 
packets were decoded incorrectly then user 1 will incrementally transmit the green packets for 
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himself which would be parity ( Bx 3 and Bx 4 if needed). Note that the subscript " i" is used in 
the green packets for Bt 3 and B, 4 because user 1 could also be transmitting incremental 
cooperation packets for user 2 (user 1 is cooperating) since i e |1,2} in this context. 
Similarly user 2 transmits B2, and B2 2 (yellow packets) for itself initially. Based on the 
feedback from the base station to user 2, which is inherited by user 1, and the interuser CRC 
states user 2 will either cooperate with user 1 by transmitting the light blue packets for the 
partner (Bl3 and Bx 4 if needed) or user 2 could also not have to cooperate and could have its 
own initial parity decoded correctly by the base station, in which case user 2 will transmit the 
purple packets for himself (which is new parity for a new set of information bits) i.e. B21 and 
B2 2 . The subscript" i" is used in the light blue packets for Bt 3 and Bt 4 because user 2 could 
also be transmitting incremental parity packets for itself since i e {1,2} in this context (during 
non cooperation). Note that in Figure 3.2 the transmissions of user 1 and 2 are symmetrical 
about the dashed line. 
3.2.1 Case 1.1 
During case 1.1 user 1 and 2 have incorrect interuser CRC. The base station signals NACK for 
both user 1 's initial transmission of Bu+Bl2 and users 2's initial transmission of B2l+B22 
which are the half rate punctured subcode words from the 0.25 rate mother code. During 50% 
best case cooperation user 1 will transmit Bx 3 and user 2 will transmit B2 3 i.e. each user 
transmits parity for themselves incrementally. If after transmission of Bx 3 and B2 3 by user 1 
and user 2 respectively, the base station still signals NACK's for the decoding of 
Bll+Bl2+Bl3 and B21+B22+B23- then user 1 will transmit an additional parity packet 
Bx 4 and user 2 will transmit an additional parity packet B2 4 . 
Note that if an ACK is reached at any time for B, 3 or Bj 4 , the transmission of parity for that 
set of information bits for user / is stopped and the next set of parity bits is transmitted for the 
next set of information bits for each user. 
During 25% best case cooperation user 1 will transmit Bx 4 and user 2 will transmit B2 4 i.e. 
each user transmits incremental parity for themselves. If after the transmission of 
40 
Bx j + Bx 2 + Bx 3 + Bx 4 by user 1 and B2X+ B22+ B23+ B24 by user 2, the base station still 
signals a NACK for user l's parity and a NACK for user 2's parity i.e. dcrci=0 and dcrc2=0 
then the data packets transmitted by user 1 and 2 are considered erroneous and add to the 
BER. The next set of parity, for new information packets, is transmitted by the users. 
As an example if B2 3 is given an ACK from the base station then user 2 does not have to 
transmit B2 4 and user 1 can continue to transmit Bx 4 if Bx 3 was received incorrectly. This 
could lead to some "disynchronisation" between sets of N bits for each user i.e. user 1 could 
be transmitting the parity packet Bx 4 for the previous set of information bits whilst user 2 will 
be transmitting parity packets B2 x and B2 2 for the next of its information bits. HARQ 2 allows 
for the transmission of incremental parity packets to a receiver and for feedback signals from 
the receiver (ACK or NACK) on whether more incremental parity packets are required. 
HARQ 2 can be implemented in any multiple access scheme, TDMA, CDMA and FDMA. 
These multiple access schemes cannot solve the problem of packet synchronisation issues so 
that cooperation opportunities are not missed in some cases. 
One method of solving the above problem is to have user 1 and 2 transmit Bx 4 (this happens 
in the case when B2 3 leads to correct decoding of user 2's parity but Bx 3 is received 
incorrectly for user l 's parity) for user 1 and have MRC at the base station to combine user 
ones received signal that is transmitted form both users. This would result in further BER 
gains. Cross Layer Hybrid ARQ 2 Cooperative Diversity tries to improve throughput also and 
therefore has difficulty in using the approach of both users transmitting Bx 4 for user 1. Instead 
the protocol allows for the case of "disynchronisation" to occur (user 1 could be transmitting 
the parity packet Bx 4 for the previous set of information bits whilst user 2 will be transmitting 
parity packets B2, and B2 2 for the next of its information bits) with the following reasoning 
below. 
Cross Layer Hybrid ARQ 2 Cooperative Diversity is a cross layer design between the physical 
and data-link layer. In order to also improve throughput, the protocol assumes that there are 
higher layer (network layer) scheduling algorithms that will take QoS constraints into account 
for specific types of traffic so that desynchronized cooperation packets will be buffered and 
scheduled at the correct time in order to facilitate synchronized cooperation and still meet QoS 
demands. 
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3.2.2 Case 1.2 
During case 1.2 user 2's interuser CRC flag is correct i.e. user 2 can decode user l's initial 
transmission of BXX+BX2 but user l 's interuser CRC flag is incorrect i.e. user 1 cannot 
decode user 2's B2X +2?22initial transmission. The base station has also not been able to 
decode BXX+BX2 transmitted by user 1 and B21+B22 transmitted by user 2 and signals 
NACK for dcrcl and dcrc2. During 50% best case cooperation both users transmit parity for 
user 1 i.e. both users transmit Bx 3 . The base station employs MRC to combine the same 
parity signals from the both users for user 1. If the base station is still not able to decode 
Bxx+ BX2+BX i
MRC then user 1 and 2 transmit Bx 4 for user 1. Again the base station employs 
MRC to combine both the Bx 4 - same parity signals coming from both users. 
Note that if an ACK is reached at any time during the transmission of Bx 3 or BlA (from both 
users) then the transmission of parity, for that set of information bits for user 1, is stopped and 
the next set of parity bits is transmitted for a new set of information bits. 
During 25% best case cooperation user 1 and 2 will transmit Bx 4 for user 1. The base station 
will use MRC to combine the same parity transmitted for user 1 by both users. 
If after the transmission of Bx 4
AfflC by user 1 and 2, the base station still signals a NACK for 
user l 's parity i.e. dcrci=0 then the parity packets transmitted for user 1 is considered 
erroneous and adds to the BER. The next set of parity for new information packets is 
transmitted by the users. 
3.2.3 Case 1.3 
During case 1.3 user 2's interuser CRC flag is incorrect i.e. user 2 cannot decode user l 's 
initial transmission of BXX+BX2 but user l's interuser CRC flag is correct i.e. user 1 can 
decode user 2's B2l +B22 initial transmission. The base station has also not been able to 
decode BXX+BX2 for user 1 and B2l+B22 for user 2 and signals NACK for dcrci and dcrc2. 
During 50% best case cooperation both users transmit parity for user 2 i.e. both users transmit 
B2 3 . The base station employs MRC to combine the same parity signals from the both users 
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for user 2. If the base station still is not able to decode B2l+B22+B23 then user 1 and 2 
transmit B2 4 for user 2. Again the base station employs MRC to combine the same parity 
B2 4 signals coming from both users. 
Note that if an ACK is reached at any time during the transmission of B2 3 or B24 the 
transmission of parity for that set of information bits for user 2 is stopped and the next set of 
parity bits are transmitted for a next set of information bits for each user. During 25% best 
case cooperation user 1 and 2 will transmit B2 4 for user 2. The base station will use MRC to 
combine the same parity transmitted for user 2 by both users. 
After the transmission of B2 4
MRC by user 1 and 2, the base station still signals a NACK for 
user 2's parity i.e. dcrc2=0 then the parity packets transmitted for user 2 is considered 
erroneous and adds to the BER. The next set of parity for new information packets is 
transmitted by the users. 
3.2.4 Case 1.4 
During case 1.4 user 1 and 2 have correct interuser CRC. The base station signals NACK for 
both user 1 's initial transmission of Bir+Bl2 and users 2's initial transmission of B2l+B22 
which are the half rate punctured sub code words from the 0.25 rate mother code. During 
50% best case cooperation user 1 will transmit B2 3 and user 2 will transmit Bx 3 i.e. each user 
transmits parity for its partner incrementally. If after transmission of B2 3 and Bx 3 by user 1 
and 2 respectively, the base station still signals NACKs for the decoding of B21 + B22+B23 
and Bll+B12+Bli- then user 1 will transmit an additional parity packet ofB24 and user 2 
will transmit an additional parity packet of Bl 4 . 
Note that if an ACK is reached at any time during the transmission of Bj 3 or Bt 4 then the 
transmission of parity for that set of information bits for user i is stopped and the next set of 
parity bits is transmitted for the next set of information bits - for each user. 
During 25% best case cooperation user 1 will transmit B2 4 and user 2 will transmit Bx 4 i.e. 
each user transmits incremental parity for its partner. After transmission of B2 4 and Bx 4 by 
user 1 and 2 respectively the base station signals NACK for the decoding of 
43 
B}1+Bl2+Bl3 + Bl4and B2l+B22+ B23+ B24 then the packet is considered an error 
packet and a new packet transmission is started. 
After the transmission of Bxl + Bl2 + B13
user2 + B,™'2 and B2l + B22 + B23"*
erl + B2/
serl by 
user 1 and user 2, if the base station still signals a NACK for user 1 's parity and a NACK for 
user 2's parity i.e. dcrc^O and dcrc2=0 then the parity packets transmitted by user 1 and 2 are 
considered erroneous and add to the BER for user 1 and 2. The next set of parity for the new 
information packets is transmitted by the users. The subscript in the notation B2 3
mer means 
user 1 transmits the parity for user 2 during the third incremental parity packet transmission of 
#2,1 + #2,2 + #2,3 + #2,4 
3.2.5 Case 2 
During this case dcrci= 0 and dcrc2=l i.e. the base station has only signalled a NACK for user 
l's parity transmission of Bn + Bx 2. Hence parity has to be transmitted for user 1 only in this 
case. Based on whether or not user 2 has decoded user l 's initial transmission of Bn + Bx 2 
i.e. if crc2 is equal to 1 or 0, user 2 will either transmit incremental parity for user 1 or not. 
During case 2.1 and 2.3 user 2 will have crc2=0 and will not be able to incrementally transmit 
Bl 3 and B14 (if needed) for user 1 and user 1 will transmit B13 and Bx 4 (if needed) for itself 
only. 
In cases 2.2 and 2.4 user 2 has crc2=l and thus user 2 can transmit Br 3 and Bx 4 (if needed) for 
user 1. The base station then uses MRC to combine the two spatially diversely received same 




user (if needed) from user 1 and 2 for user 
1. The "if needed" words in brackets mean that in the case where user 1 and 2 transmitted Bx 3 
for user 1 and MRC was performed at the base station and the base station could still not 
decode the transmitted parity for user 1, then user 1 and 2 would transmit #14 for user 1 
because this parity is now needed by the base station. The base station again will perform 
MRC for the received Bx 4 signal from user 1 and 2 for user 1 's parity. 
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3.2.6 Case 3 
This case is the same as case 2 with the roles of user 1 and 2 swapped. 
3.2.7 Case 4 
During the first frame transmissions by user 1 and 2, B11+Bl2 and B21+B22 are transmitted 
correctly and the base station signals an ACK for both of them i.e. dcrci=l and dcrc2=l. The 
users do not need to transmit any more parity to the base station, for that set of information 
bits, and hence continue transmitting parity for the next set of information bits. Table 3.2 on 
the next page summarises all the possible transmissions by the users based on the scenario. 
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User l 's 
Transmission 
Bl3 and 
B14 (if needed) 
B13 and 
BX4 (if needed) 
B2 3 and 
B2 4 (if needed) 
B23 and 
B2 4 (if needed) 
B13 and 
Bx 4 (if needed) 
Bl3 and 
Bx 4 (if needed) 
B13 and 
Bl 4 (if needed) 
B13 and 
Bx 4 (if needed) 
A,l + B\,2 
for next frame 
B\,\ + B\,2 
for next frame 
B2 3 and 
B2 4 (if needed) 
2?23and 
B2 4 (if needed) 
for next frame 
Bl,\ + B\,2 
for next frame 
Bi,\ + Bia 
for next frame 
BU + B\,2 




B2 4 (if needed) 
Bl3 and 
Bx 4 (if needed) 
i?23and 
B2 4 (if needed) 
Bl3 and 
Bl4 (if needed) 
B2l + B22 
for next frame 
B13 and 
5j 4 (if needed) 
52,1 + 52,2 
for next frame 
Bl3 and 
Bx 4 (if needed) 
jB23and 
B2 4 (if needed) 
523and 
B2 4 (if needed) 
#2 3 and 
B2 4 (if needed) 
523and 
B2 4 (if needed) 
5 2 , l + 5 2 , 2 
for next frame 
B2l+B22 
for next frame 
5 2, l+- 8 2,2 
for next frame 
52,1 + S2,2 





















3.3 No Cooperation Analysis 
- 1/ During no cooperation a user, using a R = y. rate, transmits incremental packets up to the 
full mother code to the base station, incrementally. The conditional PEP is dependant on the 
instantaneous received SNR given by (3.3) and is given by: 
p(d\ ru,rU2»rhs»riA) = Q A p £ d u y u (3.7) 
where yll,y12,yl3 and ft 4 are mutually independent of each other. To obtain the 
unconditional PEP the conditional PEP is averaged over the range of gamma i.e. 
P{d)=\p{d\y)pr{y)dy (3.8) 
Since there are four fading blocks four fold integration is performed to compute a lower bound 
for the unconditional PEP Shown below. 
QQ OD 0O OU 4 
p(d)-JiJlp{d\^n^rl,3,r1A)-tlp{ru)
dri,1dyl2dyl3dyll (3.9) 
Using the moment generating function and the alternate form of the Q function as shown in 
(2.9) and (2.7) respectively, the unconditional PEP is simplified to be: 
/ 
P(d) = ~JM. 
K X 
y sin2 6 j 
M.. n.i ^ sin2 0 j 
M„ 
n,3 













1 + d3Tx 3 
1 
l + dAThA_ 
(3.10) 
3.4 Determining the PEP on The Uplink Channels 
During block fading conditions at •, («) = a •,, («) over the range of TV . The fading block 
vector, at . ; ( « ) , thus reduces to a scalar. 
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Based on the interuser and base station CRC states, the conditional PEP can be determined. 
The CRC states are explained in Table 3.1. 
During case 1.1 no cooperation occurs and so each user transmits parity for itself. The PEP 
for case 1.1 for each user is given by: 
( 
p(d\ru, 7x,i, n,3 > nA)=Q J
2Z 4 A (3.11) 
Note that d = / ^ dx. where dx,. are the distances (Hamming distance) between cu and eu 
1=1 
where u e {1,2,3,4} or portions of the error event for each sub code word or incremental 
packet. During case 1.4 we have full cooperation (since the interuser CRC states crci = 1 and 
crc2 = 1 and the base station CRC states i.e. dcrci and dcrc2 are equal to 0) with each user 
transmitting parity for the other and the conditional PEP for each user is given by: 
p{d\ yu,yh2,y2^,y2A)= Q 
( 2 4 ^ 
V '=1 >=3 
(3.12) 
During case 1.2 partial cooperation occurs i.e. we have MRC combining at the base station 
since both users transmit incremental parity for user 1. The conditional PEP for user 1 is 
given by: 
p(d I y u , n,2 >r\,-i, rlA, r2>3» VIA ) = Q 
( 4 4 A 
2 2 X ' ^ > ' + 2 2 X J / 2 J 
^ '=1 J=3 
(3.13) 
3.5 Determining the Transmission Case Probabilities 
Cross layer hybrid ARQ 2 cooperation has 16 possible transmission scenarios which are 
determined based on the BLER during transmission of the first 2 or 3 incremental packets 
depending on the best case cooperation level X,}. 




Where the first event error probability PE (7) is given by: 
PE(7)<±a(d)P{d\y) (3.15) 
d=d, 
The probability of case 1.1 can be calculated, under reciprocal interuser channel conditions, 
using: 
-P V I ^1.2,1' Y 1,2,2' / i , i ' Y\,i' ^2 ,1 ' Yi,i) 2Trans 
1 1 Pblock,\ \Yl,2,i ) " 1 1 PblockX \Y\,j ) \ 1 Pblock,2 \Y2jc ) 
/=1 J ;=1 k=\ 
(3.16) 
Where the factor pblock x (y{ 2,) denotes the interuser BLER under reciprocal interuser channel 
conditions. The factor pbhckl (YIJ) denotes the BLER for an incremental packet on user l 's 
uplink channel and the factor pblock2 \Y21) denotes the BLER for an incremental packet on 
user 2's uplink channel. The "2Trans" subscript in (3.16) means two incremental packets are 
transmitted first i.e. 50% best case cooperation is employed. During 25% best case 
cooperation (3.16) is modified to: 
P\" ~ '••'•I 71,2,19^1,2,2 '^1,2,3 ' Yl,l » / l , 2 ' Y\,3 ' ^ 2 , 1 ' 7*2,2 9 7*2,3/ 
3 I 2 3 3 




Where the subscript "3Trans" means three initial incremental packets are transmitted i.e. 25% 
best case cooperation is employed. 
Equation (3.11) and (3.15) are used in (3.14) together with the limit before averaging 
techniques as outlined in [47] to obtain a tight bound for the case 1.1 conditional probability 
given on the next page in (3.18). 
49 













i J «(rf)^(rflix,) 
v rf=rf/^ /y 
^ 
1 - min i J «(</)/>(</1 r2)t) 
V ^ 
(3.18) 
To obtain the unconditional case probability the conditional case probability is averaged over 
the instantaneous SNR range i.e. 
P(0)= \P{61 y)p(y)dy (3.19) 
y 
Where y is the fading vector representing the channel state. Using (3.18) the case probability 
for case 1.1 is derived to be: 
oo oo co co co oo 
7-1 0 0 0 0 0 0 '=1 
2 2 2 2 
n p fo*) • n dh2,< • n ^ • n ^ 
7=1 4=1 
(3.20) 
This happens during 50% best case cooperation. Note that in (3.20) the unconditional case 
probability is not averaged over X12i>ft 2 2'ftni'ftn2 but
 onty o v e r ft2i»ft2 2 s*nce m e 
channel is assumed to be reciprocal. 
During 25% best case cooperation, the case probability for case 1.1 can be calculated to be: 
COCOCOCOOOOOOOOOOO 
P{e=lA\Trans= J J j J j | J j j ^ (^ = ! " ! I ft,2,l' ft,2,2 ̂  ft,2,33 ft,l» ft,2^ ft,3'ft.l'ft,2'ft,3 ) ' -
0 0 0 0 0 0 0 0 0 
3 3 3 3 3 3 
n p (ft,2,<) • n p (ft J ) • n p (^) • n ^^ • n ^ • n ^ 
7=1 k=\ j=\ k=l 
(3.21) 
Similarly the case probabilities for the other transmission cases can be calculated based on the 
interuser and base station CRC states. Equation (3.18) is thus integrated over the entire 
instantaneous SNR range in (3.20) to obtain p {9 = 1. ^)2Trcms • 
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Case 1.4 for example has the following conditional case probability for 50% best case 
cooperation: 
P \ " ~ * -^ I ^1,2,1' ̂ 1,2,2 ' Y\,\» Y\,2 ' Yl,\' ^2,2 ) 2 'ITrans 
2 
n (i - PMOCKI (nXi)) n Pbiocn (YU ) n Phloem {ji,k) 
(=1 J 7=1 k=l 
(3.22) 
In this case full cooperation occurs and each user transmits parity to its partner incrementally. 
During independent interuser channel conditions the conditional case probability has to be 
modified with regard to the interuser BLER factor for the transmission case probability. As an 
example if case 1.4 had occurred under independent interuser channel conditions then (3.22) 
has to be modified to: 
'ITrans 
p[6 = 1.41 y X 2 X , y X 2 2 , y u l , y x 2 , y 2 l , y 2 > 1 ) , 
2 ~| r 2 
n (i - Phloem (ru„)) • n (
i - Pbiocu (Y2,U )) n Pbioc^ (YU ) n Pbiocki (Y2J ) 
(3.23) 
k=\ 1=1 
Where the factor 
2 2 
n (i - PuocKi (YiXi)) • n (
i - Pbiocu (YIXJ )) 
i=l J 7=1 
represents the interuser 
CRC states. Here yx 2, is not equal to y2 j . 




for the interuser states, since yx 2. is 
equal to y2 x ,- the interuser bit error probability for each incremental packet is equal, which 
results in the square of a user's product of bit error rates for its transmission. This is shown by 
the square factor in this paragraph above. 
3.6 The End to End Bit Error Probability 
The BER for Cross layer Hybrid ARQ 2 Cooperative Diversity is given by the BER for each 
transmission case weighted by the case probability and takes into account correct decoding 
before the maximum amount of packets is transmitted. Appendix A contains detailed 
derivations of the end to end BER bounds. In this chapter the end to end theoretical BER 
bound equations are presented and explained. This is done by introducing the concepts of the 
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individual transmission case probability and the individual BER for each transmission case 
probability. 
When cooperation level lies between 0-50% (i.e. 50% best case cooperation) the end to end 
BER is given by: 
2 4 4 
PEER = Z E E A (° = l>r)j P(0 = l>r)j <3-24> 
/=1 r=\ j=2 
The factor pb{9 = l,r\. denotes the BER for a specific case on the uplink channel whilst the 
factor p[0 = l,r). denotes the case probability. 
Since pb [0 = I, r ) is the BER at a specific instance of 0 it can be generalized as: 
Pb(0 = l,r).<,^mD. i f ±c(d)p(d\r) 
L Kc d=dfree 
p(y)dy (3.25) 
Since y is the vector state of the channel, for a specific transmission scenario, (3.25) has to be 
expanded based on the individual case. The PEP i.e. p{d \ y) has to also be determined for 
each case. 
During case 1.4 the BER for 50% best case cooperation is given by: 





p(d\YwYv) = Q J 22X/fi„ 
V '=\ 
During 25% best case cooperation the end to end BER is given by: 
(3.27) 
l=\ r=\ j=3 
(3.28) 
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The only difference between this equation and Equation (3.24) is that the 25% cooperation 
level is taken into account in this equation by changing the lower limit of the subscript j i.e. 
3 initial parity packets are transmitted. 
3.7 Simulation Parameters and Discussion of Results 
The performance analysis of Cross Layer HARQ 2 Cooperation is analysed here using the 
BER performance metric. The mother code is still kept sX.R = y., the memory length, 
M = 4 and the family of RCPC codes is again used from [57]. The amount of information bits 
in the source packet is kept at .ft" = 128 information bits. The distance spectra a(d)and 
c(d)are computed via computer enumeration as well as the separation of the minimum 
distance d into dx v or d2 v where v e {1,2,3,4} . 
Error detection is handled via 16 bit CRC (augmented into the K bit source packet) with the 
generator polynomial equal to: gcrc (x) = 15935 in hexadecimal notation. Figures 3.3 to 3.8 
show comparisons between simulated and theoretical BER for Cross Layer HARQ 2 
Cooperation. 
Figure 3.3 shows the performance of BER under symmetrical uplink ( r i 0 = r 2 0 ) channels 
for 50% best case cooperation, with reciprocal interuser channel conditions i.e. yx2, =y2\i 
where / e {1,2}. Cross layer HARQ 2 Cooperation shows massive improvements in 
performance over non cooperation, for the block fading channel, as the interuser channel 
quality improves. Even under OdB interuser channel conditions Cross layer HARQ 2 shows a 
0.6 dB improvement in performance over non cooperation at a BER of 10~4. As the interuser 
channel quality improves the BER of Cross Layer HARQ 2 cooperation also improves. 
At lOdB interuser channel conditions Cross Layer HARQ 2 Cooperation maintains a 2.1 dB 
gain over non cooperation at a BER of 10~ . Note that since this is a block fading channel the 
SNR regime is smaller over the range of BER. 
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Perfect interuser channel 
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Awrage Recei\ad SNR at Base Station (dB) 
Figure 3.3: 50% cooperation with symmetric uplinks 
Figure 3.4 shows a comparison between 50% and 25% best case cooperation under 5dB and 
perfect interuser channel conditions. During 5dB interuser channel conditions, indicated by a 
dotted line in the legend, 25% best case cooperation is better than 50% best case cooperation 
under higher SNR conditions, since more parity is needed by the base station during the initial 
transmission by the user to decode the user's parity correctly. Hence a stronger code in the 
initial transmission by a user is of more importance to a user's performance. 
During perfect interuser channel conditions the case x.4 is observed, where x € {1,2,3,4} . 
At lower uplink SNR the probability of x = 1 i.e. case 1.4 occurring is the highest and as the 
uplink SNR reaches a maximum of 8dB the probability of X = 4 is the highest i.e. case 4.4 
occurring. In the intermediate SNR note the transmission case scenarios will fluctuate between 
case 1.4 to case 4.4 with case 2.4 and case 3.4 occurring more often as partial cooperation. 
Note that during case 1.4 full cooperation is observed and during case 4.4 since correct 
transmissions are received at the base station no cooperation is required and the users transmit 
their next set of parity for their next set of information bits. 
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Figure 3.4: A comparison between 50% and 25% cooperation 
Figure 3.5 and 3.6 shows a comparison between reciprocal and independent interuser channel 
conditions for both 50% and 25% best case cooperation. The loss in BER performance 
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Figure 3.5: Independent vs. Reciprocal interuser channels for 25% Best Case cooperation 
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Figure 3.6: Independent vs. Reciprocal interuser channels for 50% Best Case cooperation 
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Figure 3.7 shows Cross Layer HARQ2 Cooperation during asymmetric uplink channels. User 
l 's uplink channel is fixed at 8dB and user 2's uplink varies form 0-8dB. User 2's BER 
improves dramatically by cooperating with user 1 even under poor interuser channel 
conditions. The performance of user 1 reduces slightly by cooperating under poor uplink 
conditions but this is negligible and improves as the uplink quality improves. Note that the 
interuser channel quality is set to 5dB so this also contributes to the slight degradation of BER 
for user 1. 
J::::::::::::::t:::::::::::::J::::::::::::::t:::::::::::::J::::::::::::::l:::::::::::::J: 
0 1 2 3 4 5 6 7 8 
Average Received SNR at Base Station (dB) 
Figure 3.7: Asymmetric uplink conditions 
In Figure 3.8 comparisons are made between Cross Layer FIARQ 2 Cooperation and Coded 
Cooperation at OdB and 5dB interuser channel conditions. Cross Layer Hybrid ARQ 2 
Cooperation always performs better than Coded Cooperation even under poor interuser 
channel conditions with a performance gain of as high as 2.1 dB at OdB interuser channel 
conditions. Note that during higher interuser channel conditions 25% cooperation outperforms 
50% cooperation during high uplink conditions for both Coded Cooperation and Cross Layer 
HARQ 2 cooperation. 
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A\erage Recei\ed SNR at Base Station (dB) 
Figure 3.8: Comparison between Cross Layer HARQ 2 Cooperation and Coded Cooperation 
3.8 Chapter Summary 
RCPC codes were used to partition a N bit convolutional code into individual parity packets 
or sub code words as shown in Figure 3.1. Four incremental parity packets can be created via 
puncturing i.e. Bu,Bl2,Bl3,B14or B21,B22,B23,B24 for user 1 and 2 respectively. Based 
on the cooperation level Xt a partner j will receive at least Btx,Bj2 from user / during 
50% best case cooperation or 5 l,Bi2,Bl 3 during 25% best case cooperation. 
Based on the interuser CRC states i.e. crci and crc2 and the base station CRC states i.e. dcrcj 
and dcrc2 the partners will either cooperate, by incrementally transmitting parity, or will not 
cooperate - because there is no need to (i.e. base station has sent back ACK signals for both 
users' incremental parity transmissions). Since the base station CRC states and the interuser 
CRC states yield values for 4 bits, 16 possible transmission states are possible and thus 16 
possible transmission scenarios occur for each user. 
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Analytical analysis of BER for Cross Layer Hybrid ARQ 2 Cooperation is performed using 
the unconditional PEP, in each transmission scenario, and summing the individual BERs for 
each case weighted by the case probabilities. The analytical BER bounds confirm the 
simulated results for Cross Layer Hybrid ARQ 2 Cooperation. 
Simulations show improvements in Cross Layer Hybrid ARQ 2 Cooperation over Coded 
Cooperation for BER during all interuser channel conditions. The BER performance for Cross 
Layer Hybrid ARQ 2 Cooperation also shows gains in performance over non cooperation even 
at an interuser channel condition of 0 dB. As the interuser channel condition improves the 
performance gain of Cross Layer Hybrid ARQ 2 Cooperation improves dramatically over non 
cooperation. 
The performance loss in BER due to the use of independent interuser channel conditions is 
also shown to be within 1 dB of that of reciprocal interuser channel conditions. 
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Chapter 4 
Chapter 3 introduced Cross Layer Hybrid ARQ 2 Cooperative Diversity and presented 
simulation and analytical bound results with regard to BER improvements over Coded 
Cooperation. In this Chapter the throughput of Cross Layer HARQ 2 Cooperation is examined 
via simulations and by computation of theoretical throughput bounds, using principles of 
packet error probability and average amount of transmitted sub code words per source 
information packet, as mentioned in [47]. These mentioned analytical throughput principles in 
[47] are used as a foundation and understanding in order to be able to compute higher level 
throughput bounds that occurs in Cross Layer HARQ 2 Cooperation. The throughput of 
Coded Cooperation is also computed and compared to that of Cross Layer HARQ 2 
Cooperation, showing the throughput efficiency of Cross Layer Hybrid ARQ 2 Cooperation 
over Coded Cooperation. 
4 Throughput Evaluation of Cross Layer HARQ 2 
Cooperative Diversity 
4.1 Throughput Improvements in Cross Layer HARQ 2 Cooperation 
Cross layer Hybrid ARQ 2 combines cooperative diversity at the physical layer and truncated 
ARQ at the data link layer. 
The Cross Layer Hybrid ARQ 2 protocol involves a cooperating user attempting to decode its 
partners first two transmitted parity packets, which is evaluated based on the computation of a 
CRC parity check sum. By using CRC the room for introducing further performance error's 
into the system (via estimation of the partners transmitted signal) is minimized to zero. This is 
in contrast to fixed cooperation protocols such as amplify and forward and detect and forward 
where the cooperating partner is chosen irrespective of the interuser decoding scenario (these 
are termed fixed cooperation protocols). These two fixed cooperation protocols operate based 
on exploitation of the omni directional electromagnetic waves emitted from the source, which 
involves signal processing on an analog signal. Detect and forward would detect the analog 
transmission for the source based on thresholding of the received signal. 
Choosing a suitable threshold is a difficult matter since it depends on the instances of the 
fading coefficients. If too high a threshold is chosen then the performance is reduced. When a 
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low threshold is chosen then an extra amount of error is introduced into the system which 
would also reduce the system performance. 
Coded Cooperation [17]-[19], [21]-[24], helped to solve this problem by introducing error 
detection codes (Cyclic Redundancy Check - CRC) into the system, so that cooperating users 
append CRC bits in their information packet, which is then encoded (using RCPC codes) and 
transmitted. The receiving partner used a Viterbi decoder to decode the RCPC code and then a 
CRC syndrome calculation was done to check if the source data packet is received correctly or 
not. In this way cooperation only takes place upon successful CRC syndrome calculations i.e. 
CRC parity check sum has to equal to zero. 
Coded Cooperation, however, allows for continual transmission. The user's continued 
transmission is oblivious to the fact that the destination (base station) could have received the 
initial parity transmissions correctly and so continued transmissions until all parity is 
completed. Although Coded Cooperation results in good BER performance the protocol does 
not allow for efficient utilization of bandwidth i.e. in some cases there is no need to cooperate 
anymore. 
By combining Automatic Repeat re-Quest (ARQ) at the data-link layer and cooperative 
diversity on the physical layer, in a cross layer approach, control can be achieved on the 
amount of parity to transmit by a cooperating or non cooperating user. This results in 
improvements in throughput. 
Instead of having just the partners decoding the interuser CRC, the destination also decodes 
the user's parity, in groups of packets, until sufficient parity is available to successfully 
decode the user's information (with the help of cooperation parity packets and MRC being 
performed at the base station). 
4.2 Throughput Analysis 
The throughput can be defined to be the successful data rate, which is given by: 
B Ps 
V = ~ *Y (4.D 
B + c L 
Where B denotes the information packet length and excludes the " c " CRC bits concatenated 
with the information packet. Note that ps is defined to be the packet successful probability. 
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The following notation has to be taken into account during the derivation of the throughput 
bounds: 
1. p . denotes the packet error probability for direct incremental transmission i.e. no 
cooperation. 
2. pp'R is the packet error probability for incremental retransmission for user 1. 
3. ppR is the packet error probability for incremental retransmission for user 2. 
4. psd denotes the symbol error probability for direct incremental transmission 
involving no cooperation. 
5. p\R denotes the symbol error probability for incremental retransmission by user 1. 
6. p\R denotes the symbol error probability for incremental retransmission by user 2. 
7. L is the average amount of transmitted sub code words per source information 
packet. 
During direct transmission i.e. no cooperation the packet successful probability ps is given 
by: 
Ps=l-Pp/(PPR
{1))2 ( « ) 
L ,during direct transmission, is given by: 
L=pp/[l + pJ
1)] (4.3) 
Note that ppd = l-(l-psdf and similarly pj
l) = 1 - (l - psR
{1)) and 
ppR —1 — 11 — psR ' I which yields the relationship between packet error probability and 
symbol error probability. Since BPSK is used the symbol error rate is equal to the bit error 








Using the approach taken in [47] the calculation of L involves computing the union of all 
possible transmission scenarios during Cross Layer Hybrid ARQ 2 Cooperative Diversity. 
This involves no cooperation, partial cooperation and full cooperation. Note that during 50% 
best case cooperation the source node will always first transmit two packets of parity to the 
base station which will be inherited or listened to by the cooperating partner node, hence the 
PPd
2 t e r m -
During 25%) cooperation best case cooperation L is calculated to be: 
1 = 1 + (pj[^p%-pf^pf^-pfRyp%^-p^{i-p%)^-pfR) (4.5) 
During 25% best case cooperation the source node will always first transmit three packets of 
parity to the base station which will be inherited or listened to by the cooperating partner 
node, hence the ppd term. 
Note that the packet error probability for retransmission by user 1 and 2 is given by 
P% =l ~ (l ~ P 2 ) and P(PR = 1 - (l - P?J ) respectively. 
The packet successful probability for 50%> best case cooperation is calculated using a similar 
approach to [47] but now extending this to the Cross Layer HARQ 2 cooperation protocol i.e. 
Ps = 
l~(pPd) (p%) -P(no cooperation) + l-(ppd) (pfR) (pfi) .p(cooperation) 
(4.6) 
The same approach can be applied for 25% best case cooperation but now taking into account 
that three initial parity packets are transmitted by each node to the base station before 
cooperation begins i.e. 
Ps 
l~(pPd) (P{PI) -P(no cooperation) + l-(ppd) (p%)(p$) -P(cooperation) 
(4.7) 
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Refer to Appendix B for further insight into the derivation of ps and L . The calculation of 
^(cooperation) involves correct interuser CRC syndrome calculations. This involves 
evaluation of the block error probability in the interuser channel. 
Assuming reciprocal interuser channels p(cooperation), during 50% best case cooperation, 
is calculated to be: 
2 
j9 (cooperation) = Yl(l-Pbiock,i(ri,2,i)) 
. <=i 
(4.8) 
During 25% best case cooperation ^(cooperation) is given by: 
p (cooperation) = 
5 
n ( i _ /w,i(ft,2,,)) (4.9) 
Using the block error probability bound for a convolutional code i.e. 
Pbiock (r) > Pwock (r) ^ 1 - (! - PE (r)) > w here PE (r) is the first event error probability and 
is bounded by: 
PE{y)<fja(d)P(d\r) 
d=df 
p (cooperation) can be calculated to be: 
p (cooperation) = f l 1-min l'd3
 a(d)p(d\n,2,i) 
i = l V V free j 
(4.10) 
(4.11) 
during 50% best case cooperation using the first event error probability. Similarly 
p(cooperation) during 25% best case cooperation is given by: 
P ( cooperation ) = 
" 3 ( f n 1 - min 
_ M V \ 
1 1 a(d)p(d\yl2i) 
V d=dfree J) 
(4.12) 
The inverse calculation is performed for p (no cooperation). Thus incorrect interuser CRC 
syndrome calculations are obtained by the users. This involves evaluation of the block error 
probability in the interuser channel. Assuming reciprocal interuser channels 
p(no cooperation), during 50% best case cooperation, is calculated to be: 
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p(no cooperation) = 1 \_Pblock,\ V l,2,i J 
;=1 
(4.13) 
During 25% best case cooperation p (no cooperation) is given by: 
p{no cooperation) = 1 \_Pblock,l \Yl,2,i) 
. '=1 
(4.14) 
Following the same approach as that of the calculation of p (cooperation) but this time for 
incorrect interuser CRC results p(no cooperation) is calculated during 50% best case 
cooperation as: 









( . y ^ l 
1, £a(rf)p(j \/ixi) 
\ d=dfi« ) , > J. 
(4.15) 
Similarly during 25% best case cooperation p(no cooperation) is derived to be: 




1, £ a{d)p(d\yl2i) 
\ \ B\ 
V d=dfm J) 
(4.16) 
Using the end to end BER results derived in Chapter 3 i.e. (3.24) and (3.28),/?^ and p$ • 
during 50% best case cooperation is given by: 
2 4 4 
PEER = Z £ X P» i° = l>r)j P i° = l> r ) } <
417) 
l=\ r=\ j=2 
Since BPSK modulation is used the symbol error rate is equal to the bit error rate. 
Usingpy) and pyR'we can compute pyR and p^\ as shown in (4.18) and (4.19) below: 
J * m - 1 - ( ! - « . " ) ' (4.19) 
65 
The bit error rate for 25% best case cooperation is given by: 
2 4 4 
PEER = Z E E P » (0 = l>r)j P(0 = l>r)j <4-20> 
1=1 M j=3 
Using (4.20) p"J and plJ are calculated for 25% best case cooperation, since they are equal 
to (4.20) and thus pyR and p^J are calculated using (4.18) and (4.19) respectively. 
4.3 Simulation Parameters and Discussion 
Figure 4.1 shows a throughput comparison between Coded Cooperation and Cross Layer 
HARQ 2 Cooperation using only analytical bounds for 50% best case cooperation. The dotted 
lines represent Coded Cooperation and the solid lines represent Cross Layer Cooperation as 
shown in the legend. 
At all interuser channel conditions Cross Layer HARQ 2 Cooperation always maintains a 
throughput improvement over Coded Cooperation. Note that at high SNR the throughput 
performance of Coded Cooperation degrades. As an example in Figure 4.1 the throughput of 
Coded Cooperation at 5dB drops below the throughput of Cross Layer Cooperation at Odb at 
high uplink SNRs. This is due to the fact that at high uplink SNRs the amount of parity 
packets transmitted during Cross Layer Cooperation reduces due to good uplink conditions 
whilst Coded Cooperation continues transmitting all the parity available and thus experiences 
a major reduction in throughput. The same throughput degradation is seen for Coded 
Cooperation with a perfect interuser channel i.e. the throughput of Coded Cooperation under 
perfect interuser channel conditions drops below the throughput of Cross Layer Cooperation 
at 5dB interuser channel conditions. 
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Figure 4.1: Throughput comparison between Cross Layer HARQ 2 Cooperation and Coded 
Cooperation for 50% best case cooperation 
Similar comments can be made for Figure 4.2 from that of Figure 4.1, the only difference 
being that here 25% best case cooperation is being evaluated. The throughput range however 
reduces intuitively due to the fact that three incremental parity packets are transmitted upfront 
by each user as opposed to two due to the variation in cooperation level from 50% best case to 
25%> best case. Cross Layer FIARQ 2 Cooperation again maintains a throughput performance 
gain over Coded Cooperation at all interuser channel conditions. Coded Cooperation again 
shows throughput degradation at higher interuser channel conditions due to the transmission 
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Figure 4.2: Throughput comparison between Cross Layer HARQ 2 Cooperation and Coded 
Cooperation for 25% best case cooperation 
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Figure 4.3: Theoretical throughput bound vs. throughput simulation for 50% best case 
cooperation 
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Figure 4.4: Theoretical throughput bound vs. throughput simulation for 25% best case 
cooperation 
Figures 4.3 and 4.4 show the performance comparison between the simulated and analytical 
bounds Cross Layer HARQ 2 Cooperation for both 50% and 25% best case cooperation. The 
analytical results confirm the simulations at all interuser channel conditions to within 0.5dB's 
of performance variation. The dotted lines show the simulations of the throughput and the 
solid lines represent the analytical bounds - as shown in the legends. 
4.4 Chapter Summary 
Due to the bandwidth saving nature of Cross Layer HARQ 2 Cooperation, throughput bounds 
are developed in order to analyse the performance of the protocol and to compare it to Coded 
Cooperation. Higher throughput performance is observed for Cross Layer HARQ 2 
Cooperation over Coded Cooperation under both 50% and 25% best case cooperation levels. 
The packet successful probability and the average amount of retransmitted sub code words are 
used to compute the throughput bound. Cross Layer HARQ 2 Cooperation always maintains a 
competitive throughput performance gain over Coded Cooperation due to the incremental 
nature of the protocol over Coded Cooperation, which in some cases transmits parity when it 
is not needed. 
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Cross Layer HARQ 2 Cooperation is thus bandwidth efficient whilst also using CRC to adapt 
to channel conditions. In this way BER and throughput are improved during Cross Layer 
HARQ 2 Cooperation over Coded Cooperation since Coded Cooperation will always result in 
a user transmitting all its available parity without checking or realizing that sufficient parity 
has been transmitted to the base station - for the decoding of a particular information bit block. 
This results in the throughput of Coded Cooperation at higher interuser SNR channel 
conditions to drop below the throughput of Cross Layer Hybrid ARQ 2 Cooperation with 
lower interuser SNR channel conditions during higher uplink SNR conditions. 
The simulations of Cross Layer Hybrid ARQ 2 cooperation match the analytical bounds 
closely for both 25% and 50% best case cooperation. 
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Chapter 5 
5 Conclusions and Future Work 
5.1 Dissertation Achievements 
Pioneer work in the area of cooperative diversity as explained in Chapter 1 involved users 
repeating the transmitted parity of their partners to the base station in an effort to create spatial 
diversity via repetition. There were two signalling methods of repetition, which were Detect 
and forward and Amplify and forward. Amplify and forward allowed for a user to first 
amplify the partner's transmitted parity and then forward it to the base station. Detect and 
forward on the other hand involved a user first estimating every transmitted parity symbol of 
its partner and then transmitting the estimated signals to the base station. 
Amplify and forward however assumed that interuser fading coefficient knowledge is 
available at the base station. Obtaining a method of passing or estimating this information to 
the base station is not a trivial exercise. Note also that at poor interuser channel conditions the 
user amplifies the partner's noise as well which will degrade the BER performance at the 
receiver. 
The introduction of error into the system is also provided for by the detect and forward 
signalling method. Again at low interuser channel conditions the probability of the user 
detecting the partner's transmitted parity (via threshold estimation) correctly is low and thus 
the user transmits an incorrect estimate of the partner's signal to the base station. 
Coded Cooperation took care of the error introduction into the system, by the cooperating 
users, even before decoding is performed at the base station. This was catered for by using 
channel coding and error detection codes such as CRC. The user only cooperated with a 
partner if the CRC syndrome calculation of the partner's initial parity transmission (to the 
base station which is inherited by the user) was successful. This allowed for Coded 
Cooperation to have a competitive edge over Detect and forward, Amplify and forward and 
also non cooperation transmission. Even under poor interuser channel conditions Coded 
Cooperation performed at least as well as non cooperation. Coded Cooperation showed 
massive improvements in BER, as the interuser channel quality improved, over non 
cooperation. 
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In Chapter 2 the Coded Cooperation scheme was examined in a slow fading channel. The 
protocol was simulated based on the work done in [24], which involved an RCPC 
implementation of Coded Cooperation. The Coded Cooperation system was then used as a 
baseline system with the introduction of a new protocol to follow. The theoretical analysis 
done on Coded Cooperation was split into various parts in order to obtain an end to end BER 
bound. The bit and block error rates had to be determined first, which was used to derive the 
interuser case transmission probability. The conditional PEP had to be determined for the 
uplink channels based on the cooperative case transmission probability. The end to end BER 
was then calculated using a weighting between the case probabilities and the BER for a 
specific case probability. The simulations and BER bounds confirmed each other. The 
theoretical analysis done for the BER in Coded Cooperation helped outline and lay the 
foundation for much more complex Cross Layer BER theoretical analysis proposed in Chapter 
3. 
The BER performance curves under asymmetric uplink conditions show that even the user 
with the good uplink condition (i.e. user 1 uplink SNR=20dB) exhibits BER performance 
gains by cooperating with a user with a poor uplink SNR for both 50% and 25% cooperation. 
This is not a very intuitive result. 
The interuser assumption of reciprocal channels, in Coded Cooperation, was qualified by 
comparisons between reciprocal and independent interuser channel conditions. At worst case a 
2.5 dB loss in performance is experienced at 50% cooperation by the use of an independent as 
opposed to a reciprocal interuser channel. 
In Chapter 3 a new protocol is developed, called Cross Layer Hybrid ARQ 2 Cooperative 
Diversity, in an effort to improve the BER as well as the throughput of the system jointly. 
Coded Cooperation, although it exhibits impressive BER performance over non cooperation 
and pioneer cooperative diversity methods, does not posses the most efficient use of 
bandwidth during cooperation. During Coded Cooperation users continue cooperating and 
transmitting parity for their partners when it might not be required, because the base station 
could have already decoded the user's parity correctly. 
By introducing HARQ 2 into the system and combining this with Cooperative diversity the 
users only have to transmit parity for their partners when it is required. The base station 
provides feedback on whether a specific user's information has been decoded correctly or not 
through the use of ACK or NACK signals. In this way a user does not have to transmit a full 
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parity frame of N bits if not required for a set of K information bits. This results in 
improvements in throughput as well as BER over Coded Cooperation. 
Simulations are performed for the BER of Cross Layer Hybrid ARQ 2 Cooperation and these 
are confirmed via computation of analytical bounds. These analytical bounds are a bit more 
complicated since the cooperative case probabilities are dependant not only on the interuser 
CRC states but also the base station CRC states. Hence the BLER has to be computed for the 
interuser channel as well as the uplink channels. The BER has to then be determined using the 
PEP for each transmission case for the uplink channel and weighted based on each 
transmission case probability and the amount of parity packets transmitted. 
Both analytical and simulated results show that Cross Layer Cooperation always maintains a 
BER performance advantage over Coded Cooperation even under the worst interuser channel 
conditions. Cross Layer Cooperation also shows impressive gains over non cooperation even 
under poor interuser channel conditions. During asymmetric uplink conditions the BER 
performance of user 1 reduces slightly by cooperating with user 2 (user 1 uplink SNR = 8dB) 
however this is negligible and the performance increases again as the uplink channel quality 
improves. Note that the interuser channel quality of 5dB also contributes to the BER reduction 
of user 1 at low uplink SNRs. 
The assumption of using reciprocal instead of independent interuser channels is qualified by 
comparing the BER performance loss between reciprocal and independent interuser channel 
conditions, for the end to end BER during Cross Layer Cooperation. The BER performance 
loss is less than 1 dB for both 50% and 25% best case cooperation. 
Chapter 4 looks at throughput analysis of Cross Layer Hybrid ARQ 2 Cooperation under 
various interuser channel conditions. Analytical throughput bounds are derived based on the 
packet successful probability and the average amount of transmitted sub code words per 
source information packet. Since Cross Layer Cooperation is incremental in nature the 
throughput is improved dramatically over Coded Cooperation since efficient use of bandwidth 
is performed. This is done by users selectively only transmitting incremental parity for their 
partners if it is required. This is not the case with Coded Cooperation and results in the 
throughput of Coded Cooperation, at higher interuser SNR channel conditions, dropping 
below the throughput of Cross Layer Hybrid ARQ 2 Cooperation, with lower interuser SNR 
channel conditions, during higher uplink SNR conditions. During the throughput analysis 
presented in Chapter 4 the throughput of Coded Cooperation, at 5 dB and perfect interuser 
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channels, drops below the throughput of Cross Layer Hybrid ARQ 2 Cooperation, at 0 dB and 
5 dB interuser channel conditions, for uplink SNRs starting from as low as 4 dB's. 
The analytical throughput bounds are confirmed via simulations for Cross Layer HARQ 2 
Cooperation. 
Chapters 3 and 4 demonstrate the performance of a new Cross Layer Cooperation protocol 
that improves BER and throughput, two important QoS metrics that will be extensively 
demanded with the ever so dynamic Next Generation Broadband Wireless Network 
requirements. Cross Layer Cooperation will allow for the support of real-time applications 
that have very stringent QoS demands with regard to throughput and BER. Cross Layer 
Cooperation allows for improved signal quality of a user at the base station with a throughput 
improvement and a BER improvement all at the same transmit power, rate and bandwidth as 
that of non cooperation but at the same time also maintaining a performance (BER and 
throughput) edge over Coded Cooperation. 
5.2 Future Work 
In [39] the concept of multiple source cooperation is born. Extending the amount of users, 
using Cross Layer HARQ 2 Cooperation, would be an interesting future study. This can be 
extended in a multiple source context with the use of Low Density Parity Check (LDPC) 
codes. In the multi user regime cluster size, inter and intra cluster routing become very 
important and also very complicated. To manage the amount of users in a cluster and to create 
a cluster boundary is difficult because when the amount of users increase, the throughput 
reduces. Also inter cluster routing introduces delays in transmission. These issues define 
research areas individually in their own right. 
Another rich area currently in the cooperative diversity area is partner choice during multiple 
source cooperation. Choosing the correct partner can be done using channel estimation 
techniques as well as using other metrics. Extending Cross Layer Hybrid ARQ 2 Cooperation 
to a multiple source cooperation setup, with well defined node clusters and proper intra and 
inter cluster routing - catering for high code rates and high diversity orders will result in 
outstanding performance results. 
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5.3 Current Literature Contributions to the Research Area 
Conference Papers: 
1. S.R. Beharie, H. Xu and F. Takawira, "Cross Layer Hybrid ARQ 2 Cooperative 
Diversity in Next Generation Wireless Networks," SATNAC 2008, South Africa. 
2. S.R. Beharie, H. Xu and F. Takawira, "Cross Layer HARQ 2 Cooperation with 
Throughput Improvement" Submitted to IEEE Wireless Commimications and 
Networking Conference (WCNC), Hungry, April 2009. 
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Appendix A 
Derivation of the End to End BER Bounds for Cross Layer Hybrid ARQ 2 
Cooperative Diversity 
Derivation of the 50% Best Case Cooperation End to End BER Bound 
During 50% best case cross layer cooperation the end to end BER is given by (3.24): 
PSER=TttdPt(0 = hr)Jp{0 = l,r) 
1=1 r=\ 7 = 2 
Note that to derive the end to end BER bound for user 1 one needs to calculate the case 
probability (p(0 = l,r) , / e {l,2},r e {1,4},;' s {2,4}) for each case where dcrci is equal 
to 0 i.e. a NACK is received for parity transmitted for user 1 (This would be the same as 
calculating the BER of user 2). This includes cases 1.1 to 2.4, which is highlighted in blue in 













































































One also needs to calculate the BER during the individual case probability i.e. pb (9 = / , r ) .-
/ e {1,2},re {1,4},y €{2,4} and the PEP for each instance o fp (# = / , r ) . Based on 
(3.24), the individual case probabilities (pb{& = l,r) ) are computed and the individual BER 
i.e. pb (6 = / , r ) . for each case, for a specific set of incremental packets is computed. The 
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PEP for the individual BER - based on j is also computed. These equations are listed below 
and are substituted into (3.24) to obtain the end to end BER for 50% best case cooperation. 
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Note that no BER is observed here, for user 1, since user 1 transmits parity for user 2 in this 
incremental parity slot i.e. pb (9 = \^>\Tr(ms
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Note that no BER is observed here, for user 1, since user 1 transmits parity for user 2 in this 
incremental parity slot i.e. pb {6 = l,3)4Tnms
 = 0. 
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The 25% Best Case Cooperation End to End BER Bound 
In order to sustain brevity but not lose generality this BER bound will not be derived but will 
be explained rather. Equation (3.28) given below is the end to end BER bound for 25% best 
case cross layer cooperation. 
PsER-JLYLP^^r) p{6 = l,r) 
1=1 r=l 7=3 
Note that the only difference between (3.28) above and (3.24) is the change in limits (due to 
25% best case cooperation) of j i.e. y e {3,4} and hence when computing pb{9 = / , r ) 
( / e {1,2},re {1,4},ye {3,4}) the PEP for each pb(0 = l,r) and p(6 = l,r) is taken 
into account. This occurs due to the user initially transmitting 3 incremental packets during 
25% best case cooperation. After having computedpb [0 = l,r)., p{6 = l,r} and the PEP 
for each/^, \0 = l,r) ., they need to be substituted into (3.28) above to obtain the end to end 
BER for 25% best case cooperation. 
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Appendix B 
Derivation of throughput bounds for Cross Layer Hybrid ARQ 2 
Cooperative Diversity 
Derivation of Non Cooperative Direct Transmission Throughput Bound 
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Figure B.l: Transmission Scenarios during Non Cooperative Direct Transmission 
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The transmission scenarios are vital for the computation of L . The definition of throughput is 
given by (4.1) i.e. 
B Ps 
B + c L 
The computation of L involves the computation of all transmission scenarios whilst the 
computation of ps, the packet successful probability, is trivial. During non cooperation L is 
computed to be the union of all the possible transmission scenarios shown in Figure B.l. 
The scenario probabilities are listed below: 
Scenario 1: (1 - ppd
2 J 
Scenario 2: p p d
2 
Scenario 3: ppd (l - pj
l)) 
Scenario 4: pjpjl) 








Using the packet successful probability of Equation (4.2) for direct transmission i.e. 
Ps=l-Ppd
2(PpR{l)) 
Equation (4.2) and (B.l) can be substituted into (4.1), listed below for convenience, in order to 
calculate the throughput of direct transmission. 
B + c L 
Note that B is equal to 128 and cis equal to 16. Using a similar approach and drawing the 
possible transmission scenarios during 50% and 25% best case cooperation L can be 
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calculated during cooperation also. After L andps are determined the throughput can be 
calculated by substituting L andp5 into (4.1). 
L , during 50% cooperation, is derived to be: 
L = (1 - /V2) + PJPJX) + PJ ( P / } )2 + PJ + PJ (l" ^ 0 ) ) + /V V > t1" PJl)) 






During 50% best case cooperation ps is calculated to be: 
l~(pPd) (p%) -P(
no cooperation) + \-{ppd) (p%) [pfR) -P(cooperation) 
as in (4.6). 






During 25% best case cooperation/^ is calculated to be: 
Ps = 
l~(pPd) (pfR) -P (no cooperation) + l-{ppdj[p%){pfR) -P (cooperation) 
as in Equation (4.7). 
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