is an open question how to best account for heteroscedasticity and for covariance among observations induced by random effects. This paper proposes a new approach that addresses this issue and is universally applicable. It is exemplified using three biological examples.
Introduction
The coefficient of determination, also denoted as R 2 , is perhaps the most popular measure of goodness of fit for linear models (LM) (Draper and Smith, 1998) . It is defined as the proportion of the corrected sum of squares that is explained by the model. LM can be extended in two important ways. The first is to allow for random effects, leading to linear mixed models (LMM) (Searle et al., 1992) , and the second is to allow for other distributions than the normal, leading to generalized linear models (GLM) (Nelder and McCullagh, 1989) .
Both extensions can be combined, amounting to generalized linear mixed models (GLMM) (McCulloch et al., 2005; Lee et al., 2006; Stroup, 2013) . Users of GLMM procedures have a keen interest in measuring goodness of fit in a similar fashion as available for LM via R 2 .
Several proposals have been made for R 2 measures, some targeting GLM (Zhang, 2017) , others targeting LMM Liu et al., 2008; Demidenko et al., 2012) , and yet others covering GLMM (Nagakawa and Schielzeth, 2013; Jaeger et al., 2017; Nakagawa et al., 2017; Stoffel et al., 2017) . Some of the proposals are applicable only to somewhat specialized settings and specific linear predictors (e.g., with independent random effects with constant variance). Although a lot of progress has been made recently, there does not as yet seem to be a generally agreed procedure that is broadly applicable to any GLM, LMM, or GLMM, including models with complex variance-covariance structure such as those needed, e.g., with repeated measures (Jennrich and Schluchter, 1986) or spatial data (Zhang, 2002) .
For an R 2 measure for GLMM to find broad usage and be appealing to data analysts, it needs to have a simple definition in terms of variance explained that is easy to understand and communicate. Moreover, such a measure should reduce to the usual R 2 in case of LM. In the presence of random effects, the measure should also account for any covariance and heterogeneity of variance among observations. The purpose of this paper is to propose such a measure and illustrate its properties and usage. The key new idea compared to previous proposals is that with correlated data the total variance is best assessed based on the variance of pairwise differences rather than the marginal variance of the observed data, which is commonly used. The paper is organized as follows. To set the stage, we briefly revisit the definition of R 2 for LM. In the next section an R subsequently extended to the variance explained by random effects and to GLMMs. Three examples are used to illustrate the method.
The coefficient of determination for LM
The LM is given by
where y is a response vector of length n , with fixed effects vector  and associated design matrix X , and 
where n 1 is a vector of ones and  is the intercept. The residual error under this null model is distributed as
. The coefficient of determination can be defined as
where   V  quantifies the total variance implied by the variance-covariance structure V , and
is the variance explained by the effects added in the full model relative to the null model. For LM we use   
If the variance components in (4) are estimated by maximum likelihood (ML), we obtain the ordinary coefficient of determination, R 
Measuring total variance in LMM
The LMM can be defined as (Searle et al., 1992 )
where y ,  and X are as defined for LM, u is a random effects vector 
Our coefficient of determination for fixed effects in LMM will have the same form as the one used for LM (equation 4), now using the variance-covariance structure V for the full model in equation (5) 
because this allows components of explained variance to be decomposed in a natural way.
Two measures of total variance are considered. The first is based on the marginal variance (mv). For an individual response variable i y this is given by
where ij v is the ij-th element of V . This marginal variance may be averaged across observations to yield the average marginal variance (AMV)
The trace of a variance-covariance matrix is a common measure of total variance in multivariate analysis. The major downside of this criterion is that it does not account for , 1997; Johnson and Wichern, 2002, p.139) . There are several alternative measures of total variance commonly used in multivariate analysis that allow accounting for covariance, such as the determinant of V , also known as generalized variance in this context (Wilks, 1932; Goodman, 1968; Seber, 1984; Stanek, 1990; Mostonen, 1997) , or its standardized form, given by the positive n-th root of the generalized variance,
, which is denoted as standardized generalized variance (SenGupta, 1987) and reduces to 2 e  for LM. This criterion is a nonlinear function of the elements of V , however, and as such fails to meet the additivity requirement (7). Moreover, in degenerate cases with very large correlations the generalized variance may become zero (Mostonen, 1997; Johnson and Wichern, 2002, p.130) . Also, when V is diagonal, Wilk's lambda, Roy's largest root; see, e.g., Johnson and Wichern, 2002, p.139) , but all of these are also nonlinear functions of the elements of the variance-covariance matrices involved. For these reasons, we do not consider such alternative measures.
Instead, we propose a second measure that is also a linear function of the elements of V . The main motivation for this new measure is to account for the covariance among observations in an easily interpretable way. Rather than focusing on the marginal variance, we may consider the variance of a difference between observations. Arguably, this provides a natural way to account for covariance. 
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The semivariance (or semivariogram) is a measure of variance commonly used for spatially correlated data (Isaacs and Srivastava, 1991 
A coefficient of determination for random effects in LMM
We can also define a coefficient of determination for random effects u as
The variance explained jointly by the fixed and random effects can be assessed by
Furthermore, on account of the additivity requirement for   V  as per equation (7), we can compute partial coefficients of determination by partitioning the random effects as ... 
Extension to GLMM
A GLMM has the linear predictor
with fixed and random effects as defined for LMM in equation (5). The observation vector y is assumed to have conditional expectation
where   . g is a link function. It may be assumed that the conditional distribution of y given  is from an exponential family, in which case the model can be estimated, e.g., by full ML using adaptive Gaussian quadrature (Pinheiro and Bates, 1995) or by the Laplace method (Wolfinger, 1993 ). An alternative is to only make an assumption about the variance function    | var y and allow overdispersion relative to parametric distributions in the exponential family. Such models can be fitted by pseudo-likelihood (Wolfinger and O'Connell, 1993) or penalized quasi-likelihood (Breslow and Clayton, 1993) . Another option to allow for overdispersion is to include a random unit effect among the random effects u on the linear predictor scale.
The residual variance occurs on the observed scale ("R-side"), which is not the linear predictor scale except when an identity link is used, whereas the variance due to random effects occurs on the linear predictor scale ("G-side") (Stroup, 2013) . This makes it difficult to assess the total variance. A further complication is that variance on the observed scale depends on the conditional mean via the linear predictor (16), which in turn depends on the random effects and thus the overall variance structure. When considering a null model with fixed effects reduced to  n 1 , the conditional mean structure  , given the random effects u , is altered. In order to preserve as much as possible of that conditional mean structure so that residual variance on the observed scale is modelled properly, it is suggested here to generally add a random unit effect f with zero mean and
in the linear predictor (Nakagawa and Schielzeth, 2013) :
The main purpose of the random unit effect f is to capture any unexplained variance on the linear predictor scale. Also note that the random unit effect accounts for overdispersion, and overdispersion is clearly to be expected if important predictors are omitted from the fixed effects structure  X .
In order to preserve additivity, it is necessary to assess the total variance on the linear predictor scale. To this end, we further introduce an auxiliary random residual vector   ,... , asking which variance-covariance structure Foulley et al., 1987) . Note that this auxilliary random effect h is not to be confused with the random unit effect f included in the linear predictor (18 
For other distributions and links, no such exact results are available, so we take recourse to an approximation based on a Taylor series expansion (Foulley et al., 1987; Nakagawa et al., 2017) . It is assumed here that
where  A is a diagonal matrix with diagonal elements equal to evaluations of the variance function at the mean  and R is an unknown matrix. This variance structure allows for overdispersion, and estimation in case of overdispersion requires pseudo-likelihood methods to be used (Wolfinger and O'Connell, 1993 
where  W is a diagonal matrix with functions of the mean  on the diagonal. Expanding
in a Taylor series about the mean  of the linear predictor, we find that to first order
where
Comparing coefficients between (20) and (22) yields
. This approach is an extension of a method proposed by Foulley et al. (1987)  is the standard normal probability density (Bennewitz et al., 2014) .
Examples
Example 1: We consider the data by Potthoff and Roy (1964) from an orthodontic study with 11 girls and 16 boys. At ages 8, 10, 12 and 14 years, the distance (mm) from the center of the pituitary to the pterygomaxillary fissue was measured for each child. This dataset has also been used by other authors to illustrate their proposed R 2 measures (Zheng, 2000; Orelien and Edwards, 2008) . We here fit the same models as in Edwards et al. (2008) , using their nomenclature to identify models so our results can be directly compared to their Edwards et al. (2008) are: 1 = random intercept for individuals, 2 = random intercept and slope with unstructured 2  2 variance-covariance matrix, and 3 = 2 with heterogeneity of residual variance between girls and boys. The residual effects in these models are assumed to be independent with the same variance at each time point. For comparison, we added the following variance-covariance structures: 0 = independent residual with constant variance (corresponding to an LM), 4 = unstructured residual variance-covariance, 5 = unstructured residual variance-covariance with heterogeneity between girls and boys. Results are shown in Table 1 , so accounting for the covariance among observations does make a difference, albeit not a very large one in this example.
- Table 1 The models fitted by Nakagawa and Schielzeth (2013) had independent homoscedastic random effects for population and container and fixed effects for treatment, habitat. For body length, the model also comprised a fixed main effect for sex. These models were fitted here using REML for body length and the Laplace method (Wolfinger, 1993) Variance estimates for all traits agree with those of Nakagawa and Schielzeth (2013) to three decimal places ( , using the fixed-effects estimates themselves to estimate the variance explained by these. By contrast, our approach uses both the fits of the full and null models and assesses explained variance based on estimates of V and 0 V . The egg counts have larger estimated coefficients of determination  (Table 3) , but again these are smaller than those reported in Nakagawa and Schielzeth (2013).
- Table 2 about hereExample 3: Zhang (2017) used data from a study of nesting horseshoe crabs (Agresti, 1996) to illustrate different definitions of R 2 for GLM. A total of 173 crabs were assessed for colors (C), spine conditions (SC), carapace width (CW), and weight (W), each with a male crab attached to her in her nest. To investigate the effect of these factors on the number of satellites, i.e., any other males riding near a female crab, a GLM with log-link and Poisson distribution was fitted by Zhang (2017) . Here, we fit a GLMM with independent homoscadastic random effect for units (
) in the linear predictor so that the unexplained variance under the reduced models can be captured by that effect and thus allocated to the model's variance. The models are fitted by both the Laplace method (Wolfinger, 1993) and adaptive Gaussian quadrature (Pinheiro and Bates, 1995 coincide. On average, estimates of   in Table 3 are slightly larger than the R 2 measures proposed by Zhang (2017) , but give a similar ranking among models.
We also fitted a GLM by pseudo-likelihood and residual pseudo-likelihood (Wolfinger and O'Connell, 1993) , using a Taylor series expansion around (18) ( Table 4 ). Coefficients of determination based on pseudo likelihood are slightly lower in magnitude compared to those in Table 3 . Residual pseudo-likelihood (akin to REML) yields smaller coefficients of determination than pseudo-likelihood (akin to ML) as expected. The residual pseudolikelihood method picks the model with the single covariate W as the best, whereas the other methods, all of which use ML, select more complex models. This outcome illustrates that use of REML-like methods for estimating variance components in GLMM leads to coefficients of determination that behave like adjusted R 2 for LM. Zhang (2017) also found the same best model using an adjusted R 2 measure for GLM.
- Tables 3 and 4 about here -
Discussion
There are several proposals of R 2 measures for GLM, LMM and GLMM in the literature, and most of them share the desirable property to reduce to the common R 2 in case of LM (Cameron and Windmeijer, 1996) . This may be considered a necessary but not a sufficient condition, however. There are several proposals, mostly targeting GLM, that are functions of the maximized likelihood of quasi likelihood under the full and null models, most notable among them the likelihood ratio statistic (Maddala, 1983; Cox and Snell, 1983; Magee, 1990; Nagelkerke, 1991; Zheng, 2000) and the Kullback-Leibler divergence (Cameron and Windmeijer, 1997) . While these measures certainly have their merits, they are more difficult to communicate to research scientists primarily familiar with ordinary least squares for LM and the concept of "explained variance".
There are several measures, mainly proposed for LMM, that make use of quadratic forms of y . For example, Buse (1973) , Kramer (2005) and Demidenko et al. (2012) assess the unexplained variance for fixed effects based on the weighted residual sum of squares,
. While this measure does account for covariances among observations, it does so via 1  V rather than the variance V , which may be difficult to explain to non-statisticians. Also, it is not immediately obvious how exactly W SS is related to the variance of the data V . Here, I am not refering to the mathematical relationship, which is obvious, but for an intuitive explanation that is easily grasped by a research scientist. Finally, the approach only works for LMM but not for GLMM. Edwards et al. (2008) and Jaeger et al. (2017) Vonesh et al., 1996; Liu et al., 2008) or the unweighted sum of squares of fitted values for  X (Nakagawa and Schielzeth, 2013; Nakagawa et al., 2017) . These measures do not make explicit use of V , other than in the generalized least squares estimator of  . Hence, it may be said that these measures do not account for covariances among observations or heterogeneity of variance.
This paper has proposed a new method to assess the coefficient of determination that is generally applicable to any GLM, LMM or GLMM, regardless of the variance-covariance structure used, and reduces to R for LMM and GLMM, primarily when G has a simple variance-components structure (Snijders and Bosker, 1999; Nakagawa and Schielzeth, 2013; Nakagawa et al., 2017) . A major limitation of this measure, however, is that it cannot account for the covariance among observations. A key feature of the approach based on the second measure,
, which is novel, is that covariance among observations is taken into account by assessing total variance in terms if the mean variance of a difference among observations. This idea has roots in geostatistics where semivariograms are used routinely to describe spatial variance and covariance (Isaacs and Srivastava, 1991) , and it also bears some relation to experimental design, where efficiency may be assessed in terms of the average pairwise variance of a difference among treatments (Bueno Filho and Gilmour, 2003; Williams and Piepho, 2015) , and to methods used for the estimation of heritability in plant breeding experiments. Note that the heritability has an interpretation of R 2 for the regression of phenotypes on genotypes (Falconer and Mackay, 1996) . In fact, when y is a random vector of adjusted genotype means based on an analysis of an individual experiment or of a series of experiments, R is the associated variance-covariance matrix of adjusted means,
is the genetic variancecovariance matrix, and
, then u  is equivalent to the broad-sense heritability defined in eq. (19) in (Piepho and Möhring, 2007) .
All analyses were implemented using the MIXED and GLIMMIX procedures of SAS. These procedures were used to fit the full and null LMM, producing estimates of V , 0 V and R . For GLMM, output from GLIMMIX was post-processed to obtain estimates of Ṽ , 0 V and R .
These outputs were then submitted to a macro that computes estimates of   , u  and
The full code for the three examples is provided with the Supporting Information. 
