Abstract. We describe the shrinking target problem for random iterated function systems which semi-conjugate to a random subshifts of finite type. We get the Hausdorff dimension of the set based on shrinking target problems with given targets. The main idea is an extension of ubiquity theorem which plays an important role to get the lower bound of the dimension. Our method can be used to deal with the sets with respect to an more general targets and the sets based on the quantitative Poincaré recurrence properties.
Introduction
This paper investigate the shrinking target problem for random iterated function systems. On a base probability space (Ω, F, P) with a measure preserving ergodic transformation σ on it, we can define a family of random attractors generated by random iterated function systems. We will consider the Hausdorff dimension of the points whose orbit can be well approximated.
Shrinking target problem is considering such a set:
{x ∈ X : T n x ∈ A n , for infinitely many n ∈ N}, where {A n } n∈N is a given (decreasing in some sense) sequence of subsets of the giving compact space X and T : X → X is a continuous (normally expanding) map. It was proposed in [13, 14] where they consider an expanding rational map on Riemann sphere acting on its Julia sets. There are two field to study such a set: in the sense of measure and dimension. See the results of measures in [5, 7, 3, 20, 11, 9, 17] and the results of dimension in [25, 28, 27, 23, 6, 18, 24, 22] for instances. Shrinking target problem for nonautonomous dynamical systems corresponding to Cantor series expansions has been considered in [10] (in the sense of dimension) and [26] (in the sense of measure). There is a strong relationship between nonautonomous dynamical systems and random dynamical systems. In this paper, we study the dimension result of such problem for random iterated function systems, which can be seen as an extension of [10] . We derive the formula for Hausdorff dimension of the considering set after some reasonable assumptions.
The outline of the paper is as follows: Section 2 develops background about random iterated function systems and presents our main results, namely theorem 2.1 and corollary 1 and 2. Section 3 provides the basic properties that will be used in the proof of our results. Section 4 will give the upper bound while section 5 will give the lower bound by building a theorem of an extension of ubiquity theorem which can go back to [8, 1, 4, 2] to deal with limsup set. Section 6 will return to explain the corollaries which can be seen as an extension of theorems 2.1.
Setting and main result
2.1. Random subshift and the pressure. Denote by Σ the symbolic space (Z + ) N , and endow it with the standard ultrametric distance: for any u = u 0 u 1 · · · and v = v 0 v 1 · · · in Σ, d(u, v) = e − inf{n∈N: un =vn} , with the convention inf(∅) = +∞. Let (Ω, F, P) be a complete probability space and σ a P-preserving ergodic map. The product space Ω × Σ is endowed with the σ-field F ⊗ B(Σ), where B(Σ) stands for the Borel σ-field of Σ.
Let l be a Z + valued random variable such that log(l) dP < ∞ and P({ω ∈ Ω : l(ω) ≥ 2}) > 0.
Let A = {A(ω) = (A r,s (ω)) : ω ∈ Ω} be a random transition matrix such that A(ω) is a l(ω) × l(σω)-matrix with entries 0 or 1. We suppose that the map ω → A r,s (ω) is measurable for all (r, s) ∈ Z + × Z + and each A(ω) has at least one non-zero entry in each row and each column. Let
and F ω : Σ ω → Σ σω be the left shift (F ω v) i = v i+1 for any v = v 0 v 1 · · · ∈ Σ ω . Define Σ Ω = {(ω, v) : ω ∈ Ω, v ∈ Σ ω }. The space Σ Ω is endowed with the σ-field obtained as the trace of F ⊗ B(Σ). Define the map F : Σ Ω → Σ Ω as F ((ω, v)) = (σω, F ω v). The corresponding familyF = {F ω : ω ∈ Ω} is called a random subshift. We assume that this random subshift is topologically mixing, i.e. there exists a Z + -valued random variable M on (Ω, F, P) such that for P-almost every (a.e.) ω, A(ω)A(σω) · · · A(σ M (ω)−1 ω) is positive (i.e. each entry of the matrix is positive). For each n ∈ N, define Σ ω,n as the set of words
n , we write |v| for the length n of v, and we define the cylinder
For any s ∈ Σ ω,1 , p ≥ M (ω) and s ∈ Σ σ p+1 ω,1 , there is at least one word v(s, s ) ∈ Σ σω,p−1 such that sv(s, s )s ∈ Σ ω,p+1 . We fix such a v(s, s ) and denote the word sv(s, s )s by s * s . Similarly, for any w = w 0 w 1 · · · w n−1 ∈ Σ ω,n and w = w 0 w 1 · · · w m−1 ∈ Σ σ n+p ω,m with n, p, m ∈ N and p ≥ M (σ n−1 ω), we fix v(w n−1 , w 0 ) ∈ Σ σ n ω,p (a word depending on w n−1 and w 0 only) so that w * w :
We say that a measurable function Υ :
(1)
where Υ(ω) ∞ =: sup v∈Σ |Υ(ω, v)|, (2) for any n ∈ N, there exists a random variable var n (Υ, ·) such that
Furthermore, for P-a.e. ω ∈ Ω, var n (Υ, ω) → 0 as n → ∞. Now, if Υ ∈ L 1 (Ω, C(Σ)), due to Kingsman's subadditive ergodic theorem,
exists for P-a.e. ω and does not depend on ω, where S n Υ(ω, v) = n−1 i=0 Υ(F i (ω, v)). This limit is called topological pressure of Υ.
2.2.
A model of random iterated function systems. We present the model of random iterated function systems. Fixed any nonempty compact set U ⊂ R d such that U = Int(U ). We assume that for any s ∈ N, for any ω ∈ Ω, there exists a homeomorphism map g s ω from
We can define the following sets:
It is easy to check that g
We say that a function ψ :
for any ε > 0, there exists a random variable var( ψ, ·, ε) such that
Furthermore, for P-a.e. ω ∈ Ω, var( ψ, ω, ε) → 0 as ε → 0. The following assumptions will be needed throughout the paper.
(
and
Under the assumptions, fixed x 0 ∈ U , there is P-almost surely a natural projection π ω : Σ ω → X ω defined as
Noticing that this mapping may not be injective, but it should be surjective.
Shrinking target problem and result.
For any ω ∈ Ω, fix any point z ω ∈ X ω . Now we consider the points in X ω whose orbits are well approximated by the sequence {z σ n ω } n∈N with rate corresponding to φ, that is
where for any n ∈ N, for any
The main aim of the shrinking target problem is to consider the dimension and the measure of the set W (φ, ω). In this paper we will fix our effort on the Hausdorff dimension of it.
Define
for any ω ∈ Ω and any
Theorem 2.1. Under our assumption, for P-a.e. ω ∈ Ω, the Hausdorff dimension of the set W (φ, ω) is the unique root q 0 of the equation P (q(Ψ + Φ)) = 0, where the pressure function P is defined in (1).
In theorem 2.1, for a fixed ω ∈ Ω, the targets are {z σ n ω } n∈N which are just depends on n. Using a similar method of the proof of the theorem, we can deal with general targets {z v σ |v| ω } v∈Σ σ |v| ω which are depends on v. It is described in the following corollary which will be explained in section 6. Corollary 1. For any ω ∈ Ω, for any n ∈ Z + , for any v = v 0 v 1 · · · v n−1 ∈ Σ ω,n , fix z v σ n ω ∈ X σ n ω . We make the following assumption: there exists a Z + -valued r.v. M on (Ω, F, P) such that
Now we consider the following set
The Hausdorff dimension of W (φ, ω) is equal to the unique root q 0 of the equation P (q(Ψ+ Φ)) = 0.
Here, the equation (5) means that the target can be hit. In the fullshifts situation for each point z σ n ω ∈ X σ n ω , it can be hit for some x ∈ X v ω for each v ∈ Σ ω,n which means
We make a more general condition that we do not need to wait too long to get a point that can be hit (that is g vv ω (z vv σ n+k ω ) ∈ X vv ω ). In fact, here the random variable M play the same role as M . Instead of the equation (5) in the assumption, we can also use the following condition: For P-a.e. ω ∈ Ω, there exist a sequence {γ n } n∈N of positive numbers decreasing to 0 such that for all n ∈ Z + , for all v ∈ Σ ω,n , there exist k ∈ N, k ≤ γ n and v ∈ Σ σ n ω,k satisfying vv ∈ Σ ω,n+k and g vv ω (z vv
Corollary 2. We make the following assumption: there exists a Z + -valued r.v. M on (Ω, F, P) such that
Consider the following set
W (φ, ω) can be seen as the points x whose orbits come back closer and closer to x at a rate φ possibly depending on x which is also called "quantitative Poincaré recurrence property". Equation (6) in the assumption of corollary 2 is not surprising. First, for P-a.e. ω ∈ Ω, for any v ∈ Σ ω,n with n large enough, the fixed
exists. In fact we just need to notice (2) and (3), using Birkhoff ergodic theorem, we know that the map g v ω is a contraction, the contraction mapping principle ensures the existence of the fixed point. Second, we want to deal with T v ω x − x ≤ exp(S |v| φ(ω, x)) which can be seen as they are very near to the fixed point of T v ω . Third, since we want to deal with the fixed point of T v ω : X v ω → X σ |v| ω , it is reasonable to assume the fixed point is in X v ω ∩ X σ |v| ω . At last, in the deterministic situation with full coding, it is easy to see that the fixed point is inside the attractor.
Remark 1.
• In fact if we have the separation condition, that is
In our setting we know their inners are pairwise disjoint, but they may intersect on their boundary where there is a trouble to define T ω .
• In fact, both (2) and (4) can be replaced as: there exists n ∈ N such that
where ψ ∈ {ψ, φ} Let us make some comments on our setting and result:
• In many works on the shrinking target problems (for example [13, 14, 25] ), there will be conformal situation which fails in our case. This takes a big trouble to control measures of balls. Since we are dealing with higher dimension, it is not easy to use the trick in [29, 30] where we give a good control of neighbor cylinders. Without the method in [28, 23] , we overcome such a trouble (see the proof of lemma 5.2) by using the cylinders with radius about r to cover a ball B(x, r), and noticing the number of them is not so big since they are inside B(x, 2r).
• As was noted, the maps g s ω with 1 ≤ s ≤ l(ω) may not be contraction, but they are contraction in average which means they are contractions if we look for a long time.
• We now deal with subshift situation which have not been considered before.
• As in [25, 28, 27, 23, 6, 18, 24, 22] , they are dealing the deterministic situation.
In our case, we deal with the random iterated function systems with respect to a random subshift. The randomness makes many more models are fall in our situation, but more difficult to treat. Especially, the random variable M in the topologically mixing property is no longer constant. Furthermore, the random iterated function systems in our situation is of C 1 which makes the pressure function no longer differentiable, so we need to distribute the measure by step in the manner of approximation. Here we define a sequence of good sets (Ω i ) i∈N such that each point in them has good properties we want. Also, the ubiquity theorem (see [8, 1, 4, 2] ) has been developed in our situation.
• In [10] , if we add some restriction on Q = (q i ) i∈N , such as limsup n→∞ n+1 i=0 q i n < +∞, the result can be seen as a good sample in our theorem.
• We have consider two classes of shrinking target problems. The one is for given targets (see theorem 2.1 and corollary 1), the other is with respect to quantitative Poincaré recurrence properties (see corollary 2). The sequence (z σ n ω ) n∈N in W (φ, ω) of theorem 2.1 can be see as (z n ) n∈N which are always to be z in deterministic system. Furthermore, W (φ, ω) is an extension of W (φ, ω), and it also give a good description of W (φ, ω) as a special case when the fixed points are chosen.
Basic properties
Now we will introduce random weak Gibbs measures and the related properties which have been prepared in the previous works.
For
Proposition 1. [15, 21] Removing from Ω a set of P-probability 0 if necessary, for all ω ∈ Ω there exists λ(ω) = λ Υ (ω) > 0 and a probability measure
We call the family { µ ω : ω ∈ Ω} a random weak Gibbs measure on {Σ ω : ω ∈ Ω} associated with Υ. If we want, we can use { µ Υ ω : ω ∈ Ω} to declare that it is with respect to Υ ∈ L 1 (Ω, C(Σ)).
Let u = {u n,ω } be an extension and
ä is called n-th partition function of Υ in ω with respect to u. Due to the assumption log(l) ∈ L 1 (Ω, P), using the same method as in [12, 16] , it is easy to prove the following lemma.
Then lim n→∞ 1 n log Z u,n (Φ, ω) = P (Φ) for P-almost every ω ∈ Ω. This limit is independent of u.
Using a standard approach, it can be easily proven that for P-almost every ω ∈ Ω, the Bowen-Ruelle formula holds, i.e. dim H X ω = t 0 where t 0 is the unique root of the equation P (tΨ) = 0.
Noting the assumptions in subsection 2.2, especially ψ ∈ L 1 (Ω, ‹ C(U )) and (3), using the same method in [29, proposition 3], we can proof: Proposition 2. For P-almost every ω ∈ Ω, there are sequences ( (ψ, ω, n)) n∈N (also denote as ( (Ψ, ω, n)) n∈N ) and ( (Υ, ω, n)) n∈N of positive numbers, decreasing to 0 as n → +∞, such that for all n ∈ N, for all v = v 0 v 1 . . . v n ∈ Σ ω,n , we have :
≤ exp(n (Υ, ω, n)).
Remark 2.
• By Maker's ergodic theorem from [19] , we can get that for Υ ∈ L 1 (Ω, C(Σ)), for P-a.e. ω ∈ ω we have lim n→∞
var n−i (Υ,σ i ω) n = 0. Without any difficulty, we can ask
, also by Maker's ergodic theorem, we can ask that for any n ∈ Z + , for any v ∈ Σ ω,n and any x, y in U v ω , we have |S n φ(ω, x) − S n φ(ω, y)| ≤ n (Φ, ω, n)
for any x, y in U v ω .
• From item 1 of proposition 2, we can easily get that for P-almost every ω ∈ Ω, there is a sequence ( (ψ, ω, n)) n∈N of positive numbers, decreasing to 0 as n → +∞, such that for all n ∈ N, for any v ∈ Σ ω,n , U v ω contains a ball with radius |U v ω | 1+ (Ψ,ω,n) . we do not distinguish between (Ψ, ω, n) and (Ψ, ω, n) for the convenient of writing.
We now start a series of estimations that will be useful later. These estimations can be seen from [29, 30] . At first, choose M ∈ N large enough such that
Second, Birkhoff ergodic theorem and Egorov's theorem yields there exist C > 0 and a measurable subspace ‹ Ω ⊂ {ω ∈ Ω : M (ω) ≤ M } such that P( ‹ Ω) > 6/7 and for all ω ∈ ‹ Ω, n ∈ N and for Υ ∈ {Φ, Ψ}, one has
Furthermore, there exist c > 0 small enough and N ∈ N with N > M large enough such that for any n ≥ N one has
Third, we say that a function Υ : Σ Ω → R is a random Hölder continuous potential if
For any {ε i } i∈N be a sequence of positive numbers, let {Ψ i } i∈N , {Φ i } i∈N be two sequences of random Hölder potentials such that
For each i ∈ N, using Birkhoff ergodic theorem and Egorov's theorem, there exists a measurable set Ω(i) ⊂ ‹ Ω and N i ∈ N such that
• by using proposition 2, we can ask that for each ω ∈ Ω(i), the measure µ i σ N ω =:
is well defined such that for any n ∈ N, for any
Using the same method as in [29, lemma 3.15] , more easily we can get:
− β ≤ ε. The notation v ∧ v means the longest common prefix of v and v , that is:
Notation. For any ω ∈ Ω, for any i ∈ N define θ(i, ω, 1) = inf{n ∈ N : σ n ∈ Ω i } and for any p ∈ N with p > 1 define
Since N is countable, P-a.e. ω ∈ Ω, for any i ∈ N, equations (14)and (15) also hold. There is no trouble that we can assume that they hold for all ω ∈ Ω.
Remark 4.
It is important that we introduce the sequences {Ψ i } i∈N , {Φ i } i∈N of random Hölder potentials to approximate Ψ and Φ. First, this can be done, see the details in [29] . Second, if we define a function T that is the root of P (qΦ − T (q)Ψ), we just know the function T is concave. But for the function T i which is the root of P (qΦ i − T i (q)Ψ i ), it is not only differentiable but also analytic (see [21, chapter 9] and [12] ). This will provide us lots of good informations. Furthermore, let q i be the root of P (q(Ψ i + Φ i )) = 0, we can easily get that lim i→∞ q i = q 0 . Recall that q 0 is the root of P (q(Ψ + Φ)) = 0.
Upper bound
It is easy to check: x) )}, using (3) and the same method in proposition 2, we can easily get there exists a sequence { n (ω)} of positive number such that n (ω) decreasing to 0 as n increasing to ∞ and for any y
Proof. For any q > 0 and δ > 0 denote by H q δ the q-dimensional Hausdorff pre-measure computed using coverings by set of diameter less than δ. For any N ∈ N, define δ N := sup n≥N sup v∈Σω,n |V v ω |. Then for any M ≥ N
Since (16), we have
If q > q 0 , P (q(Ψ + Φ)) < 0. From lemma 3.1, for P-almost every ω ∈ Ω, there exists N (ω) ∈ N, for n > N (ω) we get
This implies
Since q > q 0 is arbitrary, we get that dim H X ω ≤ q 0 .
Lower bound
Theorem 5.1. For P-almost every ω ∈ Ω, there exists a set K ω ⊂ W (φ, ω) and a probability measure η ω on it such that dim H η ω ≥ q 0 . Then we have dim H W (φ, ω) > q 0 .
Proof. From (9) and (10), we know that for P-a.e. ω ∈ Ω, there exists K = K(ω) ∈ N such that for all n ≥ K, for all v ∈ Σ Ω,n we have
We now fixed a sequence {ε i } i∈N of positive numbers deceasing to 0 such that for any i ∈ N, one has:
Step1: α 1 (σ m+N ω, N 1 , ε 1 ) ,
We will easily obtain that ζ ω,w (E(ω, w)) = 1.
For n ≥ N 1 , define
can be extracted from F w,n , so that
Since ζ ω,w (E(w)) = 1, there exists j such that
.
Again, we extract from F j w,n a finite family of pairwise disjoint balls D(w, n) =
Now we can get (see lemma 5.2 in general situation):
For any x ∈ E(ω, w), for r ≤ |U w ω | exp(−(C + 4)mε 3 1 ), one has that ζ ω,w (B(x, r)) ≤ (3r
Now choose p 1 ≥ N 1 large such that
, and
Noticing that there exists 1 ≤ s ≤ l(σ m+N +p 1 +N ω) such that
. Now we can choose the smallest p and v (l) ∈ Σ σ m+N ω,θ(2,ω,p)−m−N such that
and |U
(see (32) and (33) 
From (20) and (21), we will get (see (36) in general situation):
Step 2: Suppose that G ω,i is well defined and so is the set function η i ω on it. For any w such that U w ω ∈ G ω,i , set m = |w|, then σ m ω ∈ Ω i+1 and the following hold
Now, we define
We will easily obtain that ζ ω,w (E(ω, w)) = 1. For any n ≥ N i+1 , define
Since ζ ω,w (E(ω, w)) = 1, there exists j such that
Again, we extract from F j w,n a finite family of pairwise disjoint balls D(w, n) = {B 1 , · · · , B j } such that
For each B l ∈ D(w, n), there exists
Now we turn to prove the following lemma.
Lemma 5.2. For any x ∈ E(w), for r ≤ |U w ω | exp(−(C + 4)mε 3 i+1 ), one has that
Proof. Define
recall the definition of in subsection 2.1. Let k 1 = inf{|v|, U w * v ω ∈ ∆ w,r } and k 2 = sup{|v|, U w * v ω ∈ ∆ w,r }. Noticing the following fact:
). From (9) and (22), we have
, and then n ≥ N i+1 by N + N i+1 ≤ mε 3 i+1 .
• from (11), (12) and (13), we have that for any v ∈ [w * v] ω with U w * v ω ∈ ∆ w,r ,
• for any U w * v ω ∈ ∆ w,r , using (24) , (25) and (26) and the definition of ζ ω,w and ζ ω,w , we can get
• 
(see (27) )
Noticing that there exists 1 ≤ s ≤ l(σ m+N +p i+1 +N ω) such that
It is just from (9) and (28), then (24) and (25) ≥ exp(−14p i+1 ε
Noticing item 1 of proposition 2 and (22), we have
see (33) in lemma 5.3 and(19)
So that for any U
From the construction we can easily get K ω ⊂ W (φ, ω). Noticing the definition of {η i ω } i∈N , we can distribute a probability measure η ω on the algebra generated by ∪ i∈N G ω,i such that for any
We have the following properties:
where q i ∈ Q i is such that T j i (q i ) = d i . Because of the separation property (i), the probability measure η ω can be extends to the σ-algebra generated by ∪ i∈N G ω,i and it is easy to notice that η ω (K ω ) = 1. The measure η ω can be also extended to U by setting, for any B ∈ B(U ), η ω (B) := η ω (B ∩ K ω ). step 4: Now let us estimate the lower Hausdorff dimension of η ω and then get the lower bound for the Hausdorff dimension K ω . If q 0 = 0, there is nothing to prove. So we assume that q 0 > 0. Let us fix a ball B which is a subset of U with length smaller than that of every element in G ω,1 , and assume that B(x, r) ∩ K ω = ∅. Let U w ω be the element of largest diameter in i≥1 G ω,i such that B intersects at least two elements of G ω,i+1 and is included in U w ω ∈ G ω,i . We remark that this implies that B does not intersect any other element of G ω,i and as a consequence η ω (B) ≤ η ω (U w ω ). Let us distinguish three cases:
• |B| ≥ |U w ω |: from (37) in property (iii) we have
• |B| ≤
are the elements of G(ω, w) ⊂ G ω,i+1 which have non-empty intersection with B. From (38) in property (iv), we get
From property (i) we can also deduce that max{|U
). Using lemma 5.2, we can get:
So that
From lim inf i→∞ α i > 0 and lim i→∞ q i = q 0 > 0 we have q i+1 (1 + α i+1 − 2ε i+1 ) − q i (1 − 4ε i ) ≥ 0 for i large enough. Further more since 3|B|/|U w ω | ≤ 1, we have: 
It follows from the estimations (39), (40) and (41) that
Remarks of corollary 1 and corollary 2
This section is mainly to explain the result in corollary 1 and corollary 2. For the upper bound of the Hausdorff dimension, it is the same in section 4, where we use a very natural cover to get the control of the upper bound. Now we begin to explain the lower bound. For corollary 1. The lower bound is almost the same of section 5 except the preparation of the choice of v (l) in step 2 .
The important procedure of choosing p and v (l) in step 2 is to search a point x ∈ X w * v(l) ω so that to make sure the existence of them. Let us compare z σ n ω ∈ X σ n ω and (5) in assumption of corollary 1. In step 2 of the proof of theorem 5.1, for given w and v(l), (8) implies for 1 ≤ s ≤ l(σ m+N +p i+1 +N ω), we can joint the words w * v(l) and s as w * v(l) * s and z σ m+N +n+N ω ∈ X σ m+N +n+N ω ensures that we can find s with z σ m+N +n+N ω ∈ X s σ m+N +n+N ω . So we have . This will also implies the existence of p and v (l). In fact the word w * v(l) v plays the similar role as w * v(l) * s in the proof of theorem 5.1.
