Many variables in governance are measured with uncertainty. This paper addresses this problem, showing that interval variables are a suitable way to handle it, providing an application in corporate governance. We build two constructs, one for Investor protection and the other for Constraints on shareholders based on the original dataset by La Porta et al. (1998) and we find that for very low levels of investor protection, constraints are a suitable way to provide some form of safeguard. We also provide evidence for the theoretical claim that investor protection and constraints on shareholders work as substitutes under specific circumstances.
Introduction
Measuring governance has been a major endeavor in the last twenty years. This effort has been both methodological and empirical, trying to understand what can be measured, its nature (de facto or de jure), the degree of subjectivity involved in the measurement. It is fair to say that in several circumstances the indicators are constructed with uncertainty. In this case, building composite indicators in which it is not clear what are the relevant variables in order to measure the latent variable we are interested in may be an appropriate solution.
1
The measurement error that is associated with this uncertainty for the endogenous variable this does not cause estimated coefficients to be biased because the error term catches this additional variation, but the estimation results are weakened due to a low ratio of signal-tonoise, whereas in exogenous variables causes coefficient estimates to be biased and inconsistent (Börsch-Supan and Köke, 2002) .
The aim of this paper is to introduce some tools from statistics, namely interval variables and interval regression, that address the problem of uncertainty in governance indicators, and to provide a simple application. The intuition behind it works as follows:
suppose we want to measure a governance feature, and we already have some variables in the literature that partially capture that issue; we propose to take all possible combinations of these variables to provide a construct 2 characterizing the feature you are interested in. From each combination we extract a statistical value that captures the commonality among the variables, and then from the different values obtained we build an interval of values between the minimum and the maximum. The uncertainty in measurement may be high or low, 1 Latent variables, as opposed to observable variables, are variables that are not directly observed but are rather inferred through a mathematical model from other variables that are observed and directly measured.
2
A construct is the abstract idea, underlying theme, or subject matter that one wishes to measure using survey questions. Some constructs are relatively simple (like political party affiliation), while other constructs are more complex (such as employee satisfaction). Complex constructs contain multiple dimensions or facets that are bound together by some commonality that, as a whole, compose the construct.
depending on the size of this interval. Then we use these intervals to make regressions and establish some statistical relationships between the constructs.
3
The issue of uncertainty in composite indicators 4 has been highlighted in the literature. Kaufmann et al. (2007) summarize and reply to eleven critiques raised since the inception of the World Bank Governance Indicators (WGI), ranging from comparability across time and space, biases, aggregation, and so on. Thomas (2010) claimed that WGIs lack 'construct validity' under three dimensions. The first is 'content validity', i.e. they are insufficiently grounded in theory; the second is 'convergent validity', i.e. the indicators are correlated with things that theory says they should be correlated with, and finally 'discriminant validity', i.e. the indicators are not correlated with things that theory says they should not be correlated with.
5
Kersting and Kilby (2014) analyzed the impact of foreign aid on democracy using the well-known Freedom House ratings to assess democracy.
6
The 3 WGIs are provided giving a point estimate and an interval to measure uncertainty. However, as described above the way in which they are calculated is pretty different, and our aim is also to use these intervals to run regressions between these constructs in order to take into account this uncertainty when establishing empirical regularities.
4
A general reference on the topic is OECD (2008).
5 Kaufmann et al. (2010) replied that these criteria are of dubious value to assess the quality of empirical measures because they would cause confirmatory biases in the empirical analysis using these indicators.
6
The overall rating is an average of two sub-ratings, Civil Liberties (CL rating) and Political Rights (PR rating).
Each is reported on a seven-point scale, with 1 denoting the fewest restrictions (the best rating) and 7 denoting the most restrictions (the worst rating). The CL rating is based on a more fine-grained Civil Liberties score (CL Answers to each question assign a score from 0 (less free) to 4 (more free) so that the CL score ranges from 0 to 60. The PR rating is based on a Political Rights score (PR score) generated from responses to a 10 question check-list so PR score ranges from 0 to 40. The ranges of CL score corresponding to the 7 ratings are [0] [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] . This approach differs from ours since here the intervals are taken from the already known building blocks of the indices, whereas our intervals are created from a statistical procedure that builds constructs starting from a number of variables for which we do not have underlying intervals.
employed an interval regression to account for Freedom House's method of rating countries and found a significant positive relationship in 122 countries between 1972 and 2011.
The paper is organized as follows: first, we introduce interval variables, and then we apply this method to the well-established dataset on law and finance provided by La Porta et al. (1998) . We provide two constructs, one for investor protection and another for constraints on minority shareholders, and we show that for the subsample of low investor protection countries, there is a negative relationship between them, which we interpret as constraints substituting for investor protection. In the last section we provide some conclusive remarks.
Interval variables
To represent complex concepts in governance we need to design some appropriate statistical tools as the composite indicators (Freudenberg, 2003) . However, we are not sure which indicators specifically use to adequately represent the concepts, therefore we face an uncertainty problem. For this reason, we propose to take all the composite indicators given by the possible combinations of the variables. Furthermore, since using the mean, the median or a function to aggregate these data clearly leads to an information loss (Diday, 2013) , we consider an approach that explicitly takes into account the variation in data, such as interval data (Billard, 2008; Drago, 2014, Drago and Gesuele (2014) . 
Where ܻ and ܻ are the lower and the upper bounds of the interval.
There are various statistical approaches to build composite indicators (for a review see Nardo et al., 2005) , we consider the outcomes from the Principal Component Analysis 7 (PCA thereafter). The advantage of PCA is that we do not need to consider a specific weighting of the various constructs that can lead to very different results. We start from the data matrix and we perform each PCA, then the results from the PCA analysis are considered.
8
Before building a unique construct we need to test its internal consistency whose measure is based on the correlations of the different variables adopted.. In other words, we need to detect whether different variables can lead to the construction of a single unidimensional construct. To do so, for each group of variables we calculate the Cronbach alpha (Cronbach, 1951; Nardo et al., 2005) : For a complete reference to the principal component analysis, see Jolliffe (2002) .
A very important point in the construction of the composite indicators is that the results can heavily depend on the weights that are chosen (Freudenberg, 2003) .
Every PCA needs to extract the first component, since this is the most informative to measure the latent construct. The other components (eigenvalue criterion smaller than one) are less informative than the original variables (Gherghi and Lauro, 2004) . Therefore, for each composite indicator c we will consider all the possible specifications k and so we obtain a different outcome for the composite indicator ܻ .
The interval variables characteristics of the constructs
The different composite indicators represent the uncertainty in measuring the complex concept. We can usefully represent this complexity as an interval variable, which can be characterized by its lower and upper bounds, while other characteristics of the intervals of the constructs are the centers and the radii. Being c the constructs considered and k the interval variables obtained, we can have:
Where ܻ and ܻ are the lower and the upper bound of the constructs, respectively. The center can be defined as the central measure of the interval considered, the measure to compare different interval variables k. The center is not the only measure that we can consider. It is also possible to take into account a measure of the variation between the two bounds, the radius of the interval and the upper and the lower bounds. With the same notation above, we have:
The radius of the interval shows the variation in the interval. With respect to the center, it allows to analyze the variation of the measures obtained by considering the constructs.
Interval regression
We can now consider some basic statistical methods to analyze the interval indicators we have previously constructed. Following Lauro and Gioia (2005) , the mean of the interval variable is:
Where ܻ is the lower bound of the interval variable measured for the different observations and ܻ is the upper bound. The interval variables are obtained for each observation (for example different measurements of the latent variable for each country). Here the mean M is the average of the intervals, with ‫ܯ‬ the lower bound and ‫ܯ‬ is the upper bound.
The linear regression model is the most frequently used form in interval regression analysis for expressing the relationship between one or more explanatory variables and response. For the sake of simplicity, the case of simple linear regression model involving a single independent variable is considered, which can be easily generalized to the case of multiple inputs, although computationally more complex.
The objective of the interval regression is to determine a functional linear relationship:
where Y is the interval model output, X the interval model input and A0 and A1 the interval parameters,
i.e. unknowns to be estimated from interval data.
The coefficients of the model can be estimated by applying the classical model to the mid-point of the intervals (Billard (2008) , Billard and Diday (2000) , Arroyo et al. (2010) and Lima-Neto et al. (2006)).
9
The estimation of the parameters may be obtained by an adaptation of the solution obtained by the Least Square estimation method for the classical linear model, where relevant definitions of variance and covariance are used.
3. An application to the law and finance literature incentives to monitor them (Jensen and Meckling 1976, Shleifer and Vishny 1986) . However, some dispersion of ownership is also desirable to diversify risk. As argued by Shleifer and Vishny (1997) , very high ownership concentration may be a reflection of poor investor protection. La Porta et al. (1998) Tables 1 and 2 show the intervals, the centers and the radii of each construct.
[ Table 1 about here]
[ Table 2 about here]
The coefficients of the regression line are estimated through the mid-point approach outlined above. More specifically, we regress the interval variables for the investor protection and the constraints on shareholders considering two groups of intervals: higher and lower investor protection (calculated with respect to the mean of the investor protection). To perform the interval regression, we take the midpoints of each interval variable.
Conclusions
This paper has suggested the use of interval variables as an effective way to deal with uncertainty in measuring corporate governance variables. This uncertainty may come from a number of sources: lack of a theoretical foundation on how to measure a certain variable, measurement errors in both left-and right-hand side variables, etc. Interval variables depart from the measurement of a single variable and allow building constructs obtained from different variables measuring a similar phenomenon. Interval variables explicitly take this uncertainty into account and, depending on the way in which they are built, can provide different results contingent to the approach followed. The center of the interval can be considered as the value that represents more likely the "real" value, and the size of the interval is a measure of the uncertainty.
We apply this methodology the well-known La Porta et al. (1998) dataset on law and finance. We build two constructs (one for investor protection and the other for constraints on shareholders) and we find that in a bivariate interval regression constraints work as a substitute for investor protection in countries in which the latter is small. Clearly, these results are very simple and do not come from a full-size econometric model in which several covariates are included. In any case we have provided a primer on the use of a statistical tool that may address some important issue in governance measurement. 
