x ( n + 1 ) = ϕ C ( W a x ( n ) + W b u ( n ) ) = = ϕ ( real (W a x ( n ) + W b u ( n ) ) + i ϕ ( imag( W a x ( n ) + W b u ( n ) ) = = x R ( n + 1 ) + i x I ( n +1 ) =
(1) y ( n ) = C x ( n )
where W a is a q-by-q matrix, W b is a q-by-m matrix, C is a p-by-q matrix and ϕ: ℜ q → ℜ q is a diagonal map described by x 1 Ror I ϕ ( x 1 Ror I ) x 2 Ror I ϕ ( x 2 Ror I ) :
: : :
ϕ:
x q R or I → ϕ ( x q R or I )
for some memoryless component-wise nonlinearity ϕ c : C→C. The spaces C m , C q , and C p are named the input space, state space, and output space, respectively. It can be said that q, that represents the dimensionality of the state space, is the order of the system. So the state space model of the neural network depicted in figure 1 is an m-input, p-output recurrent model of order q. Equation (1) is the process equation and equation (2) is the measurement equation. Moreover, W a contains the synaptic weights of the q processing neurons that are connected to the feedback nodes in the input layer. Besides, W b contains the synaptic weights of each one of the q neurons that are connected to the input neurons, and matrix C defines the combination of neurons that will characterize the output. The nonlinear function ϕ c (.) represents the sigmoid activation function of each one of the q neurons supposed to have the form
It should be noted that the function ϕ C defined by equation (4) is scalar and is obviously different from the vector function ϕ C defined by equation (1).
CRTRL learning representation using a state space model
This section derives the CRTRL learning algorithm in terms of a state space model presented in section 3. The process equation (1) can be written in an expanded form as
where it is supposed that all q neurons have the same activation function given by (4) and H is the Hermitian operator. The (q+m)-by-1 vector w j is defined as the synaptic weight vector of neuron j in the recurrent neural network, so that w a, j w j = , j = 1,2, ..., q w b, j
where w a , j e w b , j are the j th columns of the transposed weight matrices W a T e W b T respectively. The (q+m)-by-1 vector ξ(n) is defined by 
Updating equations for the matrices Λ j A B ( n ) is needed for the CRTRL training algorithm.
There are four such matrices and they all can be obtained using their formal definitions. For instance:
and so
However,
and
The other ones can be obtained in a similar way. The four matrices can be written in a compact form as
The weights updating equations are obtained by minimizing the error
The error gradient is defined as
and ∂ ε ( n ) = -Λ j R I ( n ) T C T e R (n) -Λ j I I ( n ) T C T e I (n)
The weights updating equation uses the error gradient and is written as
So the weights adjusting equations can be written as
The above training algorithm uses gradient estimates and convergence is known to be slow This motivates the use of faster training algorithms such as the one using EKF techniques which can be found in for real valued signals. Next section shows the application of EKF techniques in the CRTRL training.
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EKF-CRTRL learning
This section derives the EKF-CRTRL learning algorithm. For that, the supervised training of the fully recurrent neural network in figure 1 can be viewed as an optimal filtering problem, the solution of which, recursively utilizes information contained in the trained data in a manner going back to the first iteration of the learning process. This is the essence of Kalman filtering (Kalman, 1960) . The state-space equations for the network may be modeled as
where ω j (n) is the process noise vector , υ (n) is the measurement noise vector, both considered to be white and zero mean having diagonal covariance matrices Q and R respectively and now the weight vectors w j (j= 1, q) play the role of state. It is also supposed that all q neurons have the same activation function given by (4). It is important to stress that when applying the extended Kalman filter to a fully recurrent neural network one can see two different contexts where the term state is used (Haykin, 1999) . First, in the evolution of the system through adaptive filtering which appears in the changes to the recurrent network's weights by the training process. That is taken care by the vectors w j (j= 1, q). Second, in the operation of the recurrent network itself that can be observed by the recurrent nodes activities. That is taken care by the vector x(n). In order to pave the way for the application of Kalman filtering to the state-space model given by equations (6), it is necessary to linearize the second equation in (6) and rewrite it in the form w 1 x( n ) = [ Λ 1 (n -1) . . . Λ j (n -1) . . . Λ q (n -1) ] : w j : w q
= ∑ j=1 q Λ j (n -1) w j + υ (n)
The synaptic weights were divided in q groups for the application of the decoupled extended Kalman filter (DEKF) (Haykin, 1999) . The framework is now set for the application of the Kalman filtering algorithm (Haykin, 1999) which is summarized in Table 1 . Equations in Table 1 are extensions from real to complex values. The expression involving Λ j can be evaluated through the definition Λ j (n) = ∂x (n) / ∂w j R -i ∂x (n) / ∂w j I
The training procedure was improved in the EKF training by the use of heuristic fine-tuning techniques for the Kalman filtering. The tuning incorporated in the filter algorithm in Table  1 is based on the following. It is known that initial values of both the observation and the process noise covariance matrices affect the filter transient duration. These covariances not only account for actual noises and disturbances in the physical system, but also are a means of declaring how suitably the assumed model represents the real world system (Maybeck, 1979) . Increasing process noise covariance would indicate either stronger noises driving the dynamics or increased uncertainty in the adequacy of the model itself to depict the true dynamics accurately. In a similar way, increased observation noise would indicate the measurements are subjected to a stronger corruptive noise, and so should be weighted less by the filter. That analysis indicate that a large degree of uncertainty is expected in the initial phase of the Kalman filter trained neural network so that it seems reasonable to have large initial covariances for the process and observation noises. Therefore the authors suggest a heuristic mechanism, to be included in the extended Kalman filter training for the recurrent neural network, that keeps those covariances large in the beginning of the training and then decreases during filter operation. In order to achieve that behavior, a diagonal matrix is added both to the process and to the observation noise covariance matrices individually. Each diagonal matrix is composed by an identity matrix times a complex valued parameter which decreases at each step exponentially. The initial value of this parameter is set by means of simulation trials. Simulation results indicated the success of such heuristic method.
Initialization: 1. Set the synaptic weights of the recurrent network to small values selected from a complex uniform distribution. Compute for n = 1, 2, ... The authors applied the EKF-CRTL training in channel equalization problems for mobile and cell communications scenarios and representative papers are , (Coelho, 2002) and, ).
Results and conclusion
Numerical results were obtained for the EKF-CRTRL neural network derived in the previous section using the adaptive complex channel equalization application. The objective of such an equalizer is to reconstruct the transmitted sequence using the noisy measurements of the output of the channel (Proakis, 1989) . A WSS-US (Wide Sense Stationary-Uncorrelated Scattering) channel model was used which is suitable for modeling mobile channels (Hoeher, 1992) . It was assumed a 3-ray multipath intensity profile with variances (0.5, 0.3, 0.2). The scattering function of the simulated channel is typically that depicted in figure 2. This function assumes that the Doppler spectrum has the shape of the Jakes spectrum (Jakes, 1969) . The input sequence was considered complex, QPSK whose real and imaginary parts assumed the values +1 and -1.The SNR was 40 dB and the EKF-CRTRL equalizer had 15 input neurons and 1 processing neuron. It was used a Doppler frequency of zero. The inputs comprised the current and previous 14 channel noisy measurements. Figure 3 shows the square error in the output vs. number of iterations. Figure 3 shows a situation where the mobile receiving the signal is static, e.g. Doppler frequency zero Hz. Figure 4 shows a scenario where the mobile is moving slowly, e.g. Doppler frequency 10 Hz. To assess the benefits in the EKF-CRTRL training algorithm one can compare the square error in its output with that in the output of the CRTRL algorithm that uses gradient techniques as described in section 3. Figure 5 shows the square error in the output of the CRTRL equalizer for a 0 Hz Doppler frequency. It can be noted that convergence is slower than the EKF-CRTRL algorithm and that was obtained consistently with all simulations performed. The results achieved with the EKF-CRTRL equalizer were superior to those of . However, the proposed equalizer is outperformed by the class of equalizers known in the literature as (PSP (Per Surviving Processing) equalizers which are a great deal more computational complex than the proposed equalizer. Figure 6 and 7 show comparisons involving the recurrent neural network equalizer regarding symbol error rate performances where one can see the superiority of the PSP-LMS equalizer. Details of such class of equalizers can be found in (Galdino & Pinto, 1998) and are not included here because is beyond the scope of the present chapter. In order to assess the EKF-CRTRL equalizer performance compared with traditional equalizers figure 8 shows symbol error rates for the equalizer presented in this chapter and the traditional Decision feedback equalizer (Proakis, Fig. 8. Symbol Error Rate (SER) x SNR for f D =10 Fig. 9 . Performance of the Kalman filter trained equalizer with Tuning for f D = 0 www.intechopen.com
Fig. 2. Scattering Function of the Simulated Mobile Channel

