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Introduction
Risk is generally expected to be positively associated with returns. However, Bowman (1980) observed an interesting phenomenon in a sample of 387 firms from 11 industries (from 1955 to 1973) and in a sample of 1572 firms from 85 industries (from 1968 to 1976) . He found a negative correlation between accounting risk and return at the industry level. This phenomenon has since been referred to as Bowman's risk paradox, or the negative correlation between accounting based performance and the variance of accounting-based performance.
Bowman's paradox is considered a phenomenon and not a theoretical framework because it is counterintuitive to the generally accepted logic in financial economics -higher risk must accompany higher returns. Since Bowman's initial findings in 1980, strategy literature has addressed Bowman's paradox in a series of studies (Andersen & Bettis, 2015; Andersen, Denrell, & Bettis, 2007; Núñez Nickel & Rodriguez, 2002) . Broadly, explanations for Bowman's paradox have focused on prospect theory or behavioral theory of the firm, statistical artifacts, and good management conduct (Andersen & Bettis, 2014, page 63) . Drawing on prospect theory (Kahneman & Tversky, 1979) , researchers have argued that low performing firms had a negative risk-return relationship and high performing firms had a positive risk-return relationship (Fiegenbaum & Thomas, 1988) . Others have found a curvilinear relation between risk and return (Chang & Thomas, 1989) . Relatedly, drawing on behavioral theory of the firm (Bromiley, 1991a) , researchers have found that, when performance is below (above) aspiration levels, managers take more (less) risks, resulting in a negative (positive) cross-sectional relationship between risk and return (Bromiley, 1991b; Miller & Leiblein, 1996; Palmer & Wiseman, 1999) . Others have proposed that the negative relationship is more likely among firms with high levels of unrelated diversification (Bettis & Hall, 1982; Chang & Thomas, 1989; Kim, Hwang, & Burgers, 1993) , among firms with high market power who have lower variation in sales (Cool, Dierickx, and Jemison, 1989; Woo, 1987) , or among firms with high risk in the previous period (Miller & Leiblein, 1996) . Furthermore, as firms get closer to bankruptcy, the relationship between risk and return becomes increasingly negative (Miller & Bromiley, 1990) .
Interest in Bowman's paradox has continued in recent years. Although studies have traditionally used ROA as a measure of return, For instance, Brick, Palmon, and Venezia (2015) conclude that "positive relationship between mean ROE and its standard deviation is far more likely than a negative one" (page 99). In another study, Brick, Palmon, and Venezia (2012) conclude that the risk-return relationship is positive or non-significant after adjustments to beginning of year, instead of end of year, for equity and reported net income of accruals. To resolve Bowman's paradox using computational simulations, Andersen and Bettis, 2014 that "both imperfect learning and a mindless random walk can lead to the inverse longitudinal risk-return relationships observed empirically" (page 1135), and others support for a U-shaped relationship (Pan & Zhou, 2015) . Recent theoretical focus include behavioral theory of the firm (Xiaodong, Fan, & Zhang, 2014) , managerial myopia (Holder, Petkevich, & Moore, 2016) , and adaptive systems (Song, An, Yang, & Huang, 2012 ). Bowman's paradox was recently used as a backdrop to understand variations in risk preferences among female executives (Perryman, Fernando, & Tripathy, 2016) .
In addition to theoretical explanations, others have pointed to potential statistical issues such as the use of accounting-based performance data (Marsh & Swanson, 1984) , lack of lags (Miller & Leiblein, 1996) , outliers and spurious correlation, and non-normal distribution of performance at the industry level (Henkel, 2009) . A review of studies on Bowman's risk paradox also reveals that virtually all studies have drawn on US based samples, using Compustat, Fortune 500 firms, Value line, Census of Manufacturing, Arbitron, and PIMS [except for Jegers (1991) who drew on a sample of 3250 Belgian firms] (Andersen & Bettis, 2015; Núñez Nickel & Rodriguez, 2002) .
The above discussion suggests that despite focus on mostly US based samples and correcting for statistical artifacts, Bowman's paradox continues to be supported in studies over the years. However, to extend the validity of this phenomenon, whether the relationship can be replicated in a cross-country context is essential to further build this framework.
The strategic management literature increasingly seeks to improve generalizability of management phenomena and scholars have called for a greater need for replication in different contexts (Harzing & Harzing, 2016; Hubbard, Vetter, & Little, 1998) . Testing Bowman's risk paradox in a cross-country context is theoretically important and practically relevant as risk preferences, the mainstay of prospect theory and behavioral theory of the firm, are known to be culture specific or influenced by institutional factors (Rieger, Wang, & Hens, 2014) . As risk-return relationship is influenced by cross-country differences, Bowman's risk paradox could vary across countries. Indeed, if Bowman's paradox were inconsistent across different countries, future research could further explore boundary conditions based on variations in cultural and institutional factors. In contrast, if the relationship were less variable across countries, firm-or industry-specific effects would be stronger in driving the relationship, and culture and institutional factors would be less influential. The proposed framework could help practitioners further understand the drivers of risk-return relationship.
This study assesses the generalizability of Bowman's risk paradox through a replication across 28 countries. It attempts to increase generalizability of the past findings by: (a) replicating past findings for US firms using a different time period (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) ; (b) generalizing Bowman's paradox by drawing on a sample 12,235 firms from 28 countries (excluding the US) from 1998 to 2012; (c) assessing robustness of findings by using proposed corrections of statistical artifacts by using lags, and splitting firms above and below median industry performance; and (d) correcting for potential spuriousness due to right skewness in performance of firms in the industry as recommended by Henkel (2009) . Overall, our study contributes to the literature at the intersection between strategy and international business management by replicating the generalizability of Bowman's paradox in different countries around the world.
Background on Bowman's risk paradox
Investors require higher returns for undertaking higher levels of risk. Unlike investors who can generally mitigate financial risk through diversification, firm managers must manage multiple forms of business risks that cannot be diversified easily. Considering a broader set of risks, Miller and Bromiley (1990) propose three types of risks -income stream risk, stock returns risk, and strategic risk. Although the three forms of risks are interrelated, managers are concerned about long-term strategic risk and variations in income over time. As investors can diversify stock return risk, stock return risk may not fully capture the total risk faced by the firm. Due to variegated notions of both income and strategic risks, literature on Bowman's paradox has proposed a variety of accounting-based measures of performance and alternate specifications of variation in accounting-based measures of performance. Studies have found broad support for a negative relationship between cross-sectional accounting performance and variance of performance (Andersen & Bettis, 2015; Núñez Nickel & Rodriguez, 2002) .
To provide a theoretical lens to explain the negative association between risk and return, scholars have drawn on prospect theory (Fiegenbaum & Thomas, 1988; Kahneman & Tversky, 1979) and behavioral theory of the firm (Bromiley, 1991b) . Through the lens of behavioral theory of the firm, managers undertake more risk when performance is below aspiration, and they take low risk when performance is above aspirations. Due to contemporaneous association between risk-taking and low performance, contemporaneous relationship could be negative; as lower performance and higher risk are observed in cross-sectional accounting data, or lagging effects of risk and performance would continue in the short-term in longitudinal accounting data. Through the lens of prospect theory (Kahneman & Tversky, 1979) , studies have argued that managers in low performing firms face negatively framed prospects and are thus more likely to undertake high risk. In contrast, managers in high performing firms face positively framed prospects and take low risk, resulting in negative correlation between high performance and low risk. Thus, prospect theory and behavioral theory of the firm provide possible explanations for the negative relationship between risk and return. Comeig, Holt, and Jaramillo-Gutiérrez (2015) further elucidate the joint mechanisms of prospect theory and behavioral theory of the firm in the context of Bowman's risk paradox by identifying reference points (of relative performance) and probability weights (of payoffs from risk). That is, when performance is below aspirations, decisions are framed negatively and managers undertake more risk. In evaluating such risky actions, managers underweigh downside of lower payoffs from increased risk. Similarly, when performance is above aspirations, managers undertake lower risk and assign low probability to higher payoff and thereby avoid risky actions. 1 In addition, studies have shown that the negative relationship is also driven by adaptation capabilities, nature of diversification, distance from bankruptcy, and market power. Firms with high adaptation capabilities realize higher returns despite taking lower risks (Andersen et al., 2007) . Adaptation capabilities allow firms to meet challenges of the changing environment, thus lowering variance in performance. Firms with high levels of unrelated diversification have lower variation in returns, and thus have negative correlation between variance in performance and mean performance (Chang & Thomas, 1989) . As higher market power is negatively related to variance in performance, the negative risk-return relationship is likely to be higher in such firms. Finally, firms closer to bankruptcy could also have a negative risk-return relationship.
In addition to the theoretical explanations, several studies attribute the negative relationship to statistical artifacts. First, prior studies have often measured risk contemporaneously with returns. As mean return and variance in return are derived from the same underlying distribution of returns, the negative correlation may not be based on a theoretically meaningful relationship but on statistical artifacts resulting from model specification. However, Bowman's risk paradox is robust under lagged models (Andersen & Bettis, 2015) or under alternate measures of risk (based on survey questionnaire or managerial risk aversion coefficient obtained from utility function) or prospective and non-accounting measure of ex-ante level of risk -variability in stock analyst forecasts (for a review refer to Núñez Nickel & Rodriguez, 2002) . Second, others indicate that managers take multifaceted and multi-contextual view of risk. Managers focus more on downside risk than on upside risk and therefore their assessment of risk must be distinct from the theoretically espoused understanding of risk. However, studies using alternate measures of risk have found support for Bowman's paradox (Núñez Nickel & Rodriguez, 2002) .
Third, and more importantly, critics have highlighted the endogenous relationship between return and variance in returns, non-normality in distribution of returns (Marsh & Swanson, 1984) , and choice of aggregation periods (Ruefli & Wiggins, 1994; Ruefli, 1990 Ruefli, , 1991 . While studies have relied on shorter time periods to lower effects of non-stationarity in returns, estimates from such specifications are sensitive to outliers.
Finally, focusing on different time periods to understand the risk-return relationship could also bias the findings (Bromiley, 1991a) . Furthermore, due to different strategic and competitive goals over the life-cycle of a firm, and changing industry characteristics over time could influence risk-return relationship. Therefore, relying on longitudinal samples or lowering survivor bias could help provide more robust inferences. As an example of where longitudinal data with industry controls could offer different inferences, Henkel (2009) shows that the negative correlation could be an artifact of right skewness in distribution of return among firms in the industry, and proposed a methodology to correct for such spuriousness.
Overall, past research has proposed different theoretical rationales for explaining the negative correlations, or has suggested that negative correlation could be an artifact of sampling criteria or statistical artifacts in measurement and analyses.
The need for replication
We undertake the replication with multiple objectives in mind. First, most studies on Bowman's risk paradox have drawn on US firms. We do not know whether Bowman's paradox is generalizable across different countries. It is possible that different country -and country × industry-specific unobserved heterogeneity could show a positive, negative, or non-significant association. Therefore, the primary aim of this study is to replicate Bowman's paradox in firms across 28 countries (excluding US firms).
Second, past studies have found different relationships based on different specifications of time periods used to analyze the data. To address this issue, we also conduct a split sample analysis by including different periods for generalizing cross-sectional (1998-2002; 2003-2007; 2008-2012) and lagged relationship (1998-2007; 2007-2012) .
A criticism of studies on Bowman's risk paradox is the contemporaneous measurement of risk. Based on Andersen and Bettis (2015) , we also test for longitudinal relationship between risk and return. Moreover, as most US based studies of Bowman's paradox have relied on samples of US firms from 1970s to mid-1990s, we also replicate these findings using US firms from a more recent time period -from 1998 to 2012.
Third, to assess generalizability of prospect theory or behavioral theory of the firm explanations, following Andersen et al. (2007) , we test for differences in correlation for firms with performance below and above median industry performance.
Fourth, in response to Henkel (2009) call for correction for potential spuriousness in risk-return correlation driven by skewness in performance of firms in the industry, we include correction for spuriousness. Table 1 provides a summary of theoretical and empirical issues incorporated from past work into this replication study.
Sample description
To replicate the testing of Bowman risk paradox in non-US sample, we obtained data from Global COMPUSTAT, which provides data items similar to the North American COMPUSTAT. In their review of the literature, Núñez Nickel and Rodriguez (2002) identify ROA and ROE as widely used outcome measures (as reviewed in Table 2 of their article). However, as equity levels are subject to different regulations in different countries and firms use different policies to value equity, we use ROA that is subject to lesser biases on differences in equity valuation practices in cross-country settings. Following previous studies (Andersen et al., 2007; Fiegenbaum & Thomas, 1988; Henkel, 2009; Núñez Nickel & Rodriguez, 2002) , we used return on asset (ROA) as the measure for firm performance and to ensure reliability of aggregated correlations we only included industries with more than 25 firms in the sample.
We focused on a 15-year period from 1998 to 2012. This allows us to calculate three concurrent risk-return relationship (consecutive 5-year periods: 1998-2002; 2003-2007; 2008-2012) and two sets of longitudinal risk-return relationship (the first ten year period from 1998 to 2007 and the second ten year period from 2003 to 2012). The final sample from COMPUSTAT Global data consisted of 12,235 firms from 28 countries from years 1998 to 2012. We list country-industry distribution of firms in Table A .1 in Appendix.
Analyses
We first computed concurrent risk-return correlation using the correlation between ROA and standard deviation of ROA. Table 2 summarizes results for concurrent risk-return relationship for the three time periods. Table 3 summarizes results for concurrent risk-return relationship with Henkel's (2009) These statistics strongly suggest that negative risk-return relationship is independent of country differences. In addition, we also found that average risk-return relationships are very stable for these three 5-year periods (average correlations for these three periods are −0.535, −0.497, and −0.526 for 1998-2002; 2003-2007; 2008-2012, respectively) . Similar patterns are observed with Henkel's (2009) correction in Table 3 .
To assess support for prospect theory or behavioral theory of firm explanations, we split the sample using the median performance of the industry following Andersen et al. (2007) approach. In years between 1998 and 2002, only two industries had a negative risk and return relationship among firms with performance above industry median. Therefore, for firms with performance above industry median the contemporaneous risk-return relationship is mainly positive. In contrast, risk and return relationship is broadly negative for firms performing below the industry median. Similar pattern carries on to the samples in years between 2003 and 2007 and years between 2008 and 2012 . As such, we conclude that across 28 countries, firms performing below industry median generally have a negative correlation between risk and return, whereas firms performing above industry median generally have a positive correlation between risk and return.
The contemporaneous correlation between risk and return has been criticized by prior studies (e.g. Andersen & Bettis, 2015) . Empirical evidence has shown that correlation between average performance and standard deviation of subsequent period tends to be less negative than the cross-sectional risk-return relationship (Miller & Chen, 2004) . To replicate these results, we used longitudinal risk-return correlation suggested by Andersen and Bettis (2015) . Their computation of longitudinal risk-return relationship is calculated as the correlation between the average ROA over the first five period and the standard deviation of ROA over the next five year period. As such, our first set of risk-return relationship was calculated as correlation between the mean ROA over year [1998] [1999] [2000] [2001] [2002] and the standard deviation of ROA over years [2003] [2004] [2005] [2006] [2007] . Our second set of risk-return relationship was computed as the correlation between the mean ROA over year [2003] [2004] [2005] [2006] [2007] and the standard deviation of ROA over years [2008] [2009] [2010] [2011] [2012] . Table 4 summarizes our findings.
We continue to find negative risk and return relationship. For instance, in the first ten year period (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) , only two industries show weak positive risk and return relationship (r < 0.015). Over the next ten-year period (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) , three industries show positive risk and return relationship. Again, such relationship is relatively stable (average correlations are −0.317 and −0.321 for the two periods). As expected, the average correlations are weaker than the cross-sectional correlations. Of these, electric services (SIC = 4911) in 2003-2012 shows moderate positive relationship (r = 0.189). Similarly, when we only considered firms with performance above median, we did detect most industries experience positive risk and return relationship for both periods. Again, when we exclusively focused on firm performance below median, we did find broad support for positive risk and return correlations. Overall, both cross-sectional and longitudinal calculations provide strong support for the existence of inverse risk and return relationship across 28 countries. Fig. 1 presents the cross-sectional (Table 2) , and longitudinal (Table 4) relationship between performance and variance in performance and the risk-return relationship for firms with performance above or below industry median (Table 4) .
Robustness check with the US sample
Our replication using Global COMPUSTAT provides results consistent with previous studies (e.g. Andersen & Bettis, 2015; Andersen et al., 2007) . However, one might question whether our results will hold in the US sample for period that we used. Hence, we replicated our study using US COMPUSTAT for years between 1998 and 2012. We replicated Tables 2 and 4 in Tables 5 and 7 , respectively, for the US sample between 1998 and 2012. The US sample shows a similar pattern.
Similar patterns are observed with Henkel's (2009) correction in Table 6 . Consistent with past work, we find a negative risk-return relationship and such relationship is more pronounced in samples with relatively lower performance. Furthermore, longitudinal correlations are weaker than cross-sectional correlations. Similar to Fig. 1 , for US firms, Fig. 2 presents the cross-sectional (Table 5) and longitudinal (Table 7) relationship between performance and variance in performance and the risk-return relationship for firms with performance above or below industry median (Table 7) .
Supplementary analysis
We further checked our analyses for country-specific heterogeneity. Given some countries covered relatively few cases (e.g., 100 cases), we focused on countries with relatively large sample size to calculate longitudinal risk-return relationship. Overall, countries like Australia, England, and most others showed that most industries have negative risk-return relationship. In Appendix Figs. A.1 and A.2, we present country-level results related to for longitudinal risk-return relationships between 1998 and 2007 and between 2003 show that most of correlations are below zero. In certain countries and in certain industries, the correlation is positive. Specifically, India, Japan and Korea have positive risk-return correlation for most of the periods and across industries, but the remaining countries have negative correlation across industries. For example, in Japan 19 out of 37 industries showed positive risk return relationships. Future research might consider the country-specific difference in affecting the risk-return relationship. Overall, Bowman's paradox is broadly supported under different sample and statistical specifications.
Conclusion
The phenomenon of Bowman's risk paradox has for long intrigued strategic management scholars. Bowman's risk paradox refers to the negative relationship between mean and variance in accounting performance. To ascertain the boundary conditions of this phenomenon, predominantly studied in the US context, we replicated Bowman's risk paradox across 12,235 firms from 28 countries in Asia, Europe, and South Africa during the period between 1998 and 2012. We assessed risk-return relationship using contemporaneous (1998-2002; 2003-2007; 2008-2012) and Cross-sec tional sample (199 8-2002 ) longitudinal (from 1998 to 2007 and from 2003 to 2012) sampling frames. Based on recent work, we also corrected for spuriousness, resulting from right skewness in performance, in risk-return relationship.
In diverse country settings, firms performing below industry median have negative relationship between risk and return, whereas firms performing above industry median have positive relationship between risk and return. These findings are consistent with prospect theory and behavioral theory explanations, and do not support variation in the relationship based on country-related factors, The replication indicates that Bowman's risk paradox phenomenon is broadly supported across a wide range of countries. However, there are some exceptions to the overall results. For instance, many industries in India, Japan, and Korea show positive correlations between risk and return. Future studies could take a closer look at why such differences arise. We hope that our study serves to deepen our understanding in explaining the relationship between accounting based risk and return.
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