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We demonstrate a scalable device architecture that facilitates indirect exchange between singlet-
triplet spin qubits, mediated by an intermediate quantum state. The device comprises five quantum
dots, which can be independently loaded and unloaded via tunnelling to adjacent reservoirs, avoiding
charge latch-up common in linear dot arrays. In a step towards realizing two-qubit entanglement
based on indirect exchange, the architecture permits precise control over tunnel rates between the
singlet-triplet qubits and the intermediate state. We show that by separating qubits by ∼ 1 µm,
the residual capacitive coupling between them is reduced to ∼ 7 µeV.
Entangling qubits by conditioning the state of one
qubit on the state of another is a central requirement of
universal quantum computing [1, 2]. Ideally, two-qubit
interactions should be strong, such that entangling gates
are fast with respect to single-qubit coherence times, and
controllable, to prevent two-qubit interactions from in-
terfering with single-qubit operations. Direct exchange
coupling between neighbouring spins offers a straightfor-
ward means of realising fast two-qubit gates [3–6], how-
ever such approaches are challenging since qubits must be
positioned in very close proximity to each other [7] and
operated in a way that avoids leakage from the logical
qubit space [8, 9]. An alternative approach is to use the
direct capacitive coupling between spin-dependent charge
dipoles [10–12], although, at present, this capacitive in-
teraction is relatively weak in comparison to the deco-
hering charge noise of the qubit environment.
The need to overcome these challenges has created sig-
nificant interest in alternative approaches to entangling
gates with spin qubits. Proposals include the use of float-
ing metallic structures [13], ferromagnets [14], cavity-
mediated interactions [15–17], crossed Andreev reflec-
tion in superconductors [18], surface acoustic waves [19–
21] and quantum Hall resonators [22, 23]. With many
of these schemes, a major driver is the desire to sepa-
rate qubits, thereby overcoming gate-crowding and un-
wanted single-qubit crosstalk whilst maintaining control
over two-qubit interactions.
Here, we demonstrate a device architecture which facil-
itates indirect exchange coupling between two spatially
separated singlet-triplet qubits formed in double quan-
tum dots (DQDs). Coupling is mediated by a multi-
electron quantum dot acting as a non-computational, in-
termediate quantum state (IQS) [7, 24–26] as shown in
Fig. 1(a). Overcoming the challenge of loading and un-
loading electrons in linear arrays [27], we position ac-
cumulation gates over the tunnel barriers to the IQS,
allowing transfer of electrons to and from the IQS in-
dependently of adjacent qubits, without charge-latching.
This architecture also enables qubit interactions to be
controlled, either by opening and closing tunnel barriers
to the IQS or by modulating its chemical potential.
Mechanisms for coupling spin qubits via an IQS include
direct exchange [7, 28], super-exchange [29, 30], virtual
population [26, 31] and the Ruderman-Kittel-Kasuya-
Yosida (RKKY) interaction [28]. Regardless of the spe-
cific coupling mechanism, a key requirement is the in-
dependent loading of qubits and precise control over the
tunnel rates between the IQS and adjacent quantum dots.
In the present work our focus is coupling two-electron
singlet-triplet qubits, although we note that our device
can also be configured to couple single spins.
The DQDs and IQS are formed in a two dimen-
sional electron gas located 91 nm below the surface of
a GaAs/AlGaAs heterostructure (with a density of 1.5
× 1011 cm−2, and a mobility of 2.4 × 106 cm2/Vs).
Hafnium oxide, deposited using atomic layer deposi-
tion, separates TiAu gates from the heterostructure and
enables positive voltages to be applied without gate-
leakage. Experiments were performed in a dilution refrig-
erator at a base temperature of 20 mK, with an electron
temperature Te ∼ 90 mK. All data presented was taken
in the presence of an applied parallel magnetic field of B
= 100 mT. A scanning electron micrograph of the device
is shown in Fig. 1(b). To define the DQDs [shaded blue
in Fig. 1(b)] we use a well-established gate configura-
tion, known to produce configurable qubits in isolation
[32, 33]. This gate configuration allows each double-dot
to be tuned independently prior to coupling via the IQS.
The IQS is a large, multi-electron quantum dot, config-
ured using both depletion (N1, N2, JBC , JBBL, JBBR),
and accumulation gates (JBTL and JBTR). Positive
voltages applied to the accumulation gates control the
tunnel barriers between the leads and IQS and ensure
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FIG. 1. (a) Cartoon of our device architecture for coupling singlet-triplet qubits via an intermediate quantum state. (b)
Electron micrograph and circuit schematic of the double quantum dots (blue circles) coupled by an intermediate quantum
state (brown ‘jellybean’ ellipsoid). Crosses indicate ohmic contacts. Inductors (L1 and L2), in resonance with the parasitic
capacitance (Cp), for tank circuits for impedance matching. (c) Charge stability diagram measured with the left sensor as a
function of the gates on the left double dot, and without the presence of the dot associated with the IQS, and (d) with the
IQS configured using gates JBC , JBBL, JBBR and N2. Labels indicate the charge states (see text). (e) The occupation of
the intermediate quantum state can be controlled via JBC . Transitions associated with the left double dot are seen as the two
darker transitions with the shallowest slope. (Inset) Transitions between QD2 and the IQS exhibit a curvature at their triple
points, characteristic of level repulsion.
3that coupling of the JBC gate to the IQS - DQD tunnel
barriers can be compensated, such that the barriers re-
main sufficiently transparent. Readout is performed via
rf-reflectometry [34], using an rf-quantum point contact
(rf-QPC) to sense the left DQD and an rf-sensing dot (rf-
SET) to sense the right DQD. The demodulated reflec-
tometry signal, Vrf , is proportional to the conductance
of the sensors, determined by the charge configuration of
the multi-dot system.
We first independently tune both the left and right
DQDs into the single electron regime, measuring typi-
cal charge stability diagrams, such as what is shown in
Fig. 1(c) for the left DQD, where the notation (n,m, k)
refers to the number of electrons in each triplet-dot sys-
tem, with k or n indicating the number in the IQS, when
referring to the left or right DQD respectively. We next
bring up the IQS, and configure it in a regime where
there is tunnelling into both the IQS and DQDs. This
is straightforward since both charge sensors, positioned
at the ends of the array, are sensitive to charge transi-
tions of the IQS as well as their proximal DQD, as seen
in Fig. 1(d) for the left sensor. Here, charge transitions
of the IQC can be seen overlaying the familiar honey-
comb charge stability diagram of the DQD. Note that
the presence of the IQS, when configured appropriately
with accumulation gates, hardly shifts the gate voltages
needed to define the left DQD. Furthermore, the number
of electrons in the IQS can be independently controlled
using gate JBC , as shown in Fig. 1(e), which plots the
left sensor signal as a function of voltage applied to JBC .
Close inspection of Fig. 1(e) shows several near-
horizontal lines that correspond to charge transitions on
the left DQD, whereas the more vertical transitions cor-
respond to the IQS. The IQS occupancy is tunable over
a range of at least 50 electrons, and for certain values of
JBC , the transitions alternate between the signatures of
a single and a double dot. In what follows we operate the
IQS as a single quantum dot, but note the potential for
more complicated interactions when the IQS itself com-
prises a tunnel-coupled double dot.
The data in Figs. 1(d) and (e) indicate that the charge
transitions in the left DQD undergo level-repulsion with
the states of the IQS, although it is not clear from this
data whether this interaction is simply capacitive or also
involves tunnel coupling (i.e. quantum fluctuations) be-
tween the states of the DQD and IQS, which is needed
for exchange coupling of the spin states [35]. The picture
is made more difficult to interpret since (intra-dot) tun-
nel transitions between any of the dots and the leads will
also modify the energy levels of the system. Separating
capacitive and tunnel contributions, both inter-dot and
intra-dot, is possible by extracting the width of the tran-
sitions, as well as by observing how occupancy of the dots
depends on the sweep direction of the gates that control
the chemical potential.
We first examine tunnelling between the right DQD
30 20 10 0 -10
RW2 [mV]
-890 -870 -850-880 -860
-540
-550
-560
LW
2 [
m
V
]
-540
-550
-560
LW
2 [
m
V
]
LW1 [mV]
-840 -820 -800 -780
-465
-475
-485
-465
-475
-485
R
W
1 
 [m
V
]
10 0
(N, 0, 2)
(N, 0, 2)(2, 0, N)
(1, 0, N)
(N, 0, 1)
(N, 0, 1)
(1,0, N+1)
(1, 1, N)
(N+1, 0, 1)
(N+1, 0, 1)
(N, 1, 1)
(N, 1, 1)
Vrf LS  [a.u] 
(1, 0, N+1)
(1, 1, N)
(2, 0, N)
(1, 0, N)
Vrf  RS [a.u]
(a) (b) (i) (ii)
(iii) (iv)
(c) (d)
(e) (f)
R
W
1 
 [m
V
]
QD3 QD4IQS
Left DQD Right DQD
Right DQDLeft DQD
FIG. 2. (a) Micrograph of device is displayed for reference.
(b) Chemical potentials of the multi-dot system when elec-
trons can tunnel directly from the IQS or DQD to a reservoir.
(i)-(iv) In the case that the IQS and DQD are tunnel coupled
and the barriers are sufficiently opaque, the inner dots (QD2
and QD3) unload via the IQS or outer dot. When the poten-
tial of an inner dot is rapidly swept, its charge state depends
on whether it is being loaded or unloaded. Unloading ((i)
and (ii)), is facilitated by elastic tunnelling through excited
or empty states on the IQS, while loading ((iii) and (vi)) can
occur once the inner dot potential falls below the IQS poten-
tial. (c) & (e) Charge stability diagram for the left double dot
(sensed with left sensor), as RW1 is swept from more (less)
to less (more) negative. Coloured boxes correspond to the
potential configurations in (b). (d) & (f) Charge stability
diagram for the right double dot (sensed with right sensor),
sweeping LW2 from more (less) to less (more) negative.
and the IQS, in the regime where inelastic tunnelling be-
tween the inner dot (QD3) and leads is suppressed. When
the potential of QD3 is rapidly increased, it is energeti-
cally unfavourable for electrons on QD3 to tunnel to the
reservoirs, except via inelastic tunnelling through unoc-
cupied excited states of the IQS, as shown in (i) of Fig.
2(b). Tunnelling out to the lead will therefore not occur
for QD3 until the effective triple dot is configured such
that the IQS excited state is accessible, as indicated in
4(ii) in Fig. 2(b). Similarly, depending on whether the en-
ergy level of the inner dot is increasing or decreasing, the
conditions for loading or unloading electrons via the IQS
will differ, as shown in (iii) and (iv) of Fig. 2(b). We look
for the signatures of these conditions in the charge sta-
bility diagrams for both the left and right DQDs, making
use of the corresponding left and right charge sensors.
The stability diagrams for both the left and right
DQDs are acquired using fast charge-sensing by rapidly
sweeping the gate that corresponds to the vertical-axis
of each data-set from negative to positive, [Fig. 2(c)
and (d)], and from positive to negative [Fig. 2(e) and
(f)]. The gate indicated on the vertical-axis couples most
strongly to the respective inner dot. Comparing Figs.
2(c) and (d) for the left and right DQDs respectively, we
see that IQS transitions modify the bare DQD charge
stability diagram such that it resembles the diagram ex-
pected for a triple-dot system [36]. Furthermore, we find
that this triple-dot pattern now appears different for op-
posite directions of the gate sweep. This directional de-
pendence arises when considering the different gate-bias
conditions under which the dots will be in a stable oc-
cupancy configuration, loading and unloading via tun-
nelling through states in the IQS [as indicated in Fig.
2(b)].
Having demonstrated that the DQDs and IQS can be
configured such that tunnelling occurs between the DQDs
and IQS, we now turn to controlling this tunnel rate.
The magnitude of the effective exchange interaction be-
tween two singlet-triplet qubits separated by an IQS can
be tuned by controlling tunnelling rates between the in-
ner dots and IQS [7, 26, 29]. Zooming-up on the charge
stability diagram, a transition from the states (N,0,2) to
(N-1,1,2) is shown in Fig. 3(a), where the diagonal line
indicates the axis of detuning  between the two states.
Plotting the normalized probability P of occupying the
(N,0,2) state as a function of detuning, Fig. 3(b) shows
how the width of the transition is controllable by altering
the bias applied to gate N2. Fitting to these transitions
[37], we extract the tunnel couplings between the IQS
and DQD, which varies from 5.4 GHz to 1.5 GHz with a
20 mV change in N2 [38].
For singlet-triplet qubits coupled via direct exchange,
the requirement of tunnel coupling necessitates that
quantum dots are in close proximity, where their charge
dipoles will also couple via the bare capacitive interac-
tion. In our indirect-exchange architecture, the use of
the IQS allows the qubits to be separated by a distance
that diminishes their electrostatic coupling such that 2-
qubit interactions can be effectively switched-off via gate
control of the IQS. To further evaluate our architecture
we next measure the residual capacitive coupling when
the DQDs are separated by ∼ 1 µm, 10 times the typical
distance of qubits engineered with intentionally strong
capacitive-coupling [10, 11]. Tuning the IQS into the
Coulomb blockade regime, we configure both DQDs as
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FIG. 3. (a) Charge stability diagram of the intermediate
quantum state (IQS) and right DQD, detected with the right
charge sensor. (b) Line-cuts taken through the inter-dot tran-
sition, along the axis of detuning  for different voltages ap-
plied to gate N2. Tunnel couplings tc are extracted.
singlet-triplet qubits operating on the two-electron sys-
tem that spans the (0,2)-(1,1) charge states. To measure
the capacitive coupling, Figs. 4(a) and 4(b) show the re-
sponse of each sensor, with the colour scale normalised to
configurations of the two-electron charge states of each
DQD.
The transition, from orange to blue in Fig. 4(a), corre-
sponds to the left target DQD switching its charge state
from (1,1) to (2,0) with detuning , as measured by the
left sensor. Figure 4(b) shows the equivalent transition
for the right DQD, from (1,1) to (0,2), now measured
with the right sensor. To determine the capacitive cou-
pling between the two dipoles, we looks for a shift in the
position of this transition δ on the left target DQD, as
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FIG. 4. (a) Transition of the target DQD, from (1,1) (red)
to (0,2) (blue) as the control DQD is configured to switch
state from (1,1) to (2,0). DQD configuration detected with
the left sensor. The white line corresponds to the position, in
gate-space, where  = 0. Dashed yellow and white lines are
guides to the eye: white lines indicate the continuation of  =
0 in the absence of a second DQD, while yellow dashed lines
indicate the approximate  = 0 coordinates on the opposite
double dot. (b) Same as (a), but on the right DQD, mea-
sured with the right charge sensor. Using lever arms from
both double dots, and appropriate projections, we estimate
an electrostatic coupling energy of 6.0 µeV on the left DQD,
and 7.7 µeV on the right DQD.
the right control DQD switches between its two charge
states. Fitting the position of the transitions with gate
voltage (the gate values for which  = 0) is shown in
white in the stability diagrams of Fig. 4(a) and (b) [37].
Finally, the shift in position of the target transition δ can
be converted to an effective electrostatic energy using the
lever-arms separately extracted from bias-spectroscopy
measurements of the DQDs. Using this approach we
measure a differential cross-capacitive interaction of 6.0
µeV when the left DQD is configured as the target and
7.7 µeV when the target is the right DQD. These ener-
gies can be compared to measurements made in ref. [11],
where a 100 nm DQD separation yields an interaction
energy of ∼ 25 µeV. We presume that in our device the
presence of the IQS, populated with some tens of elec-
trons, accounts for the enhanced capacitive coupling over
what may be expected from considering the linear scaling
of the bare device geometry.
In summary, we have presented a device architec-
ture that enables independent loading and unloading of
electrons across five quantum dots using both depletion
and accumulation gates to control tunnel barriers. Fast
charge sensors, positioned at the ends of the device struc-
ture, are shown to be sufficiently sensitive to allow tuning
of both DQDs and the quantum dot that is host to the
intermediate quantum state. The platform alleviates the
burden of spatial-crowding suffered by qubits that are
coupled via direct-exchange, and opens a means of scal-
ing spin qubits beyond linear arrays.
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