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ABSTRACT 
The design and analysis of time-invariant linear control systems give rise to a 
variety of interesting linear-algebra problems. Numerically effective methods now 
exist for several of these problems. However, algorithms for large-scale computations 
and efficient parallel algorithms for these problems are virtually nonexistent. In this 
paper, we propose several efficient general-purpose parallel algorithms for single-input 
and multiinput eigenvalue assignment problems. A desirable feature of these algo- 
rithms is that they are composed of simple linear-algebraic operations such as 
matrix-vector multiplication, solution of a linear system, and computations of the 
eigensystem and singular values of a symmetric matrix, for which efficient parallel 
algorithms have already been developed and parallel software libraries are being built 
based on these algorithms. The proposed algorithms thus have potential for implemen- 
tations on some existing and future parallel processors. We also propose a numerical 
method for the Sylvester matrix equation arising in the construction of a Luenberger 
observer. The method does not need reduction to “condensed’ forms and is thus 
suitable for large and sparse matrices. The method also exhibits a certain parallelism. 
INTRODUCTION 
The design and analysis of the continuous-time linear control system (in 
state-space form) 
i(t)=Ax(t)+Bu(t), t 20, 
Y(t) = W> 
(1.1) 
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and its discrete counterpart 
x(k+l)=Ax(k)+Bu(k), 
y = cx( k) 
0.2) 
often give rise to a variety of interesting algebra problems-to mention a 
few: eigenvalue and eigenstructure assignment problems, matrix-equation 
problems, stability and inertia problems, and frequency-response problems, 
[5, 6, 15, 261. N umerically effective algorithms have been developed for 
several of these problems in the last few years. Most of these methods are 
designed for small and dense problems only. However, several practical 
situations, such as the design of large space structures [4], and the control of 
power systems [48], give rise to very large-scale control problems, and, like 
many problems, these problems are usually structured too. For detail see 
Balas [4]. The existing numerical techniques are not applicable in these 
situations. The reasons are that most of these algorithms require transforma- 
tion of the system matrix A into condensed forms such as Hessenberg or real 
Schur form [38, 51, 301. It is known [23] that Householder’s and Givens’s 
methods, which yield the Hessenberg forms, and the Francis QR method 
which yields the RSF, are prohibitive, with regard to computational time and 
storage requirements, for large problems. 
One approach that has been taken in the past to reduce the complexity of 
large-scale power systems was to use a network decomposition technique 
based on graph theory [48-491. The basic idea is to decompose a large 
problem into a set of independent problems, which are solved separately, and 
then piece together individual solutions to get the solution of the original 
problem. This is certainly a useful tool in some situations, but should be 
supplemented by matrix techniques, as the subproblems can themselves be 
large. 
Another important thing that is lacking in the area of computational 
control theory is the availability or even existence of parallel algorithms for 
control problems: algorithms that can exploit the parallel or vector processing 
available in various powerful existing or future-generation multiprocessors. 
There exist many real-time problems for which a solution is needed instantly 
for an immediate action to be taken, as in flight control systems. For these 
applications, it is of vital importance to investigate new methods for parallel 
architectures and to design software packages based on these algorithms. It is 
important to note in this context that in recent years several practical parallel 
algorithms (algorithms that might very well be suitable for a variety of 
existing architectures) have been proposed for solutions of some important 
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matrix computational problems, such as 
(1) inner product and outer product computations, 
(2) matrix multiplications, 
(3) solution of dense and special structured linear systems, 
(4) orthogonal factorization of a matrix (e.g. QR factorization), 
(5) solution of symmetric-matrix eigenvalue problems, and 
(6) computation of singular-value decomposition. 
Some of these algorithms have been or are presently being implemented on 
several existing architectures, and parallel software libraries are being built. 
For an account of these algorithms and some of their implementational 
aspects, see [7, 9, 24, 25, 45-471. 
It is natural to investigate if one can take advantage of these existing 
parallel algorithms for matrix computations to design parallel algorithms for 
some of the control problems. One great advantage in using the existing 
matrix parallel algorithms and the associated software libraries is that, when 
implementing the parallel algorithms (for control problems) to be developed, 
on a given architecture, programming effort will be greatly reduced. 
In a recent paper [17], we have described algorithms for determining (1) 
relative primeness and the number of common eigenvalues between two 
matrices and, (2) inertia and stability of a matrix. Sequentially, these algo- 
rithms are faster than the existing ones, and in parallel, they can be 
implemented in 0( n log, n) parallel steps using at most 0( n2) processors. 
The present paper is a sequel to the above paper. In this paper, we propose 
several parallel algorithms for single-input and multiinput eigenvalue assign- 
ment problems (AEP) (commonly known as pole assignment problems). We 
also present some ideas for large-scale solutions of several control problems, 
including the Sylvester matrix equation arising in the construction of 
Luenberger observers [15]. These ideas do not require transformation of the 
system matrix A to a “condensed form” and can be implemented by using 
matrix-vector multiplications only. 
The parallel algorithms proposed in the paper and the ones in [17] make 
use of the existing low-level matrix computation modules described above, for 
which there already do exist efficient and implementable parallel algorithms. 
The proposed algorithms thus have potential for implementations on existing 
and future multiprocessors. 
PARALLEL ALGORITHMS FOR EIGENVALUE-ASSIGNMENTS 
Given a pair of matrices (A,B) and a set of numbers Q=(x,,...,x,), 
the eigenvalue assignment problem (EAP) (more commonly known as the 
246 BISWA NATH DATTA 
pole assignment problem in control theory) is the problem of choosing 
a matrix F such that A - BF has the spectrum a. Some authors (e.g. 
Rosenbrock [42]) have considered choosing both B and F. The problem is 
important in the design of the control system (1.1). For example, if the 
system is controllable but unstable, it is natural to investigate how the system 
can be stabilized by means of a feedback matrix F. 
It is well known [55] that the EAP has a solution if and only if the pair 
(A, B) is controllable. In the single-input case, F is unique when it exists. 
There are various sequential methods available for this important prob- 
lem, and several studies are presently going on. The best known sequential 
approaches are: 
(1) implicit QR methods (Minimis and Paige [35]; Pate1 and Misra [39]), 
(2) the matrix-equation approach (Bhattacharyya and De Souza [8], 
(3) solution via the real Schur form (Varga [53], Lee and Liaw [33]), 
(4) the eigenvalueeigenvector approach (Mayne and Murdoch [34], 
Konstantinov, Petkov and Christov [28]), 
(5) iterative algorithms (Arbel and Rath [l]), 
(6) an algorithm based on a simple recursive evaluation (Datta [16]), 
(7) the SVD approach (Kautsky, Nichols, and Van Dooren [27, 511). 
The last one is especially designed for the multiinput problem. For an 
account of the existing procedures for eigenvalue assignment by output 
feedback, see Pate1 and Misra [38]. A generalization of the approach in [16] 
to the multiinput case has been recently reported in [2]. 
Some of these approaches, though they are efficient and appear to be 
numerically effective, do not seem to be suitable for parallel processing (e.g., 
in the QR-type methods, the eigenvalues are assigned one at a time). 
In this section, we propose several parallel algorithms for the EAP. The 
algorithms are efficient sequential algorithms and can be implemented in 
parallel in 0( n log, n) parallel steps using 0( n2) processors. In the multiin- 
put case, the matrix equation approach of Bhattacharyya and De Souza [8] 
seems to be quite promising. However, a parallel algorithm for solving the 
Sylvester equation AX + XB = C is needed first. 
Algorithm A: Single-Input Case 
Given a controllable pair (A, b), this algorithm finds a vector f such that 
A-bfT=A-C hasthedesiredspectrum D=A,,X,,...,A,. 
Stage I. Transform (A, b) by orthogonal similarity to the pair (H, c), 
where 
PAPT = H= (hii) (2.1) 
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is an upper Hessenlkg matrix and 
‘a 0’ 
Pb=c= : , a # 0. 
,O, 
Note: The controllability of (A, b) assures that H is unreduced (that is, 
hi,i_l,i = 2 )..., n, are different from zero) and (Y # 0 (see [39]). 
Stage ZZ. Solve the n Hessenberg systems in parallel: 
(H-hiz)zi=c, i=l,...,n. (2.2) 
Stage ZZZ. Solve for d: 
where 
L*d = r, 
L=(l,,l,,...,~,), 
rT=(a,a )..., a). 
Stage IV. Compute f = (d */a)P. 
THEOREM. A - bf * has the spectrum il. 
Proof. Let B = diag(X,, X, ,..., X,). Then the matrix L constructed in 
the algorithm is such that 
HL - LB = R = CU*, (2.3) 
where ~*=(l,l,..., 1). Assume that L is nonsingular; then from (2.3) we 
have 
H - cu*L-’ = LBL-‘. 
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Now, u~L-l=(l,l,...,l)L-‘=dT/a. Therefore, H-c(dr/cy)=LBL-’ 
has the desired spectrum. But 
PT 
dT 
i i 
dT 
H - c- P = P*HP - PTc-P = A - bfT. 
a a 
Parallel Steps and the Number of Processors 
Reduction to Hessenberg form in stage I (assuming that this can be done 
in parallel) requires O(n log, n) steps with O(n2) processors [45]. All the 
coefficient matrices in stage II are Hessenberg, and a Hessenberg system can 
be solved in O(n) steps with O(n) processors [47]. The solution of the system 
in stage III needs O(n) steps and 0( n2) processors. Finally, stage IV requires 
(log, n) + 1 steps with 0( n2) processors. Thus the algorithm can be imple- 
mented in parallel in 0( n log, n) steps with 0( n2) processors. 
Numerical Experiments 
In this subsection, we present some test results on our sequential imple- 
mentations of the algorithm for the single-input EAP. The algorithms are 
presently being implemented in parallel on the Encore Multimax. 
Note that after stage I, the remaining stages of this algorithm amount to 
finding a vector f such that when the first row of the transformed unreduced 
Hessenberg matrix is replaced by this vector f ‘, the resulting matrix has the 
desired spectrum. In the following, starting with an unreduced upper Hessen- 
berg matrix A, we first compute its eigenvalues; then, after removing the first 
row of A and filling it in with zeros, the algorithm is applied to this 
transformed matrix with the computed eigenvalues as the ones to be as- 
signed. As a final check, we compute the eigenvalues of the resulting matrix. 
EXAMPLE I. 
A= 
20 0 
20 19 
20 18 
20 17 
0 20 1 
I 
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(Wilkinson [54]). Tb is is a well-known example of a matrix with very 
ill-conditioned eigenvalues. The example was also considered by Miminis and 
Paige 1351 as a test matrix for their eigenvalue assignment algorithm. 
The computed eigenvahres are: 
19.99999915993897, 19.00001263068889, 
17.00041036220765, 15.9986799856298 1, 
13.99401747030408, 13.00887487912328, 
11.01048022615658, 9.991558177467623, 
7.997123668056497, 7.001229085491616, 
5.000105295577979, 3.999980916325759, 
1.999999919259227, 0.99999999944191970, 
The entries of the computed first row are: 
17.99990944194849, 
15.00317156098901, 
11.98928788058510, 
9.005459286049973, 
5.999587950976992, 
3900002109797407, 
2O.OOOOOO029818743, 
0.1064531574~221~29E - 08, 
0.307579739455832168E - 09, 
0.307579739455832168/E - 09, 
0.6695133336620529OOE - 10, 
0.8993097933007773208E - 11, 
0.784489613298456484E - 12, 
0.8247916238879327OlE - 13, 
3104666753359997943 - 13, 
- 0.456210590138450555E 14, - 
0.28214763858613872~ - 10, 
0.114066986411920368E - 08, 
0.552394213704232584E - 09, 
0.152114675022740897E - 09, 
0.261029180041727482E - 10, 
0.27426949600330867lE - 11, 
0.220115592419745098E - 12, 
0.3387263549065377338E - 14, 
0.81162222667456596OE - 14, 
0.1295177565567359333 - 15. 
The eigenvalues of the resulting matrix are: 
19.99999823474338, 19.00002690281246, 
17.99980369631405, 17.00090722345973, 
15.99700590601784, 15.00734174500817, 
13.98565160505534, 13.02171686322757, 
11.97280282094995, 11.02741721116688, 
9.9776366494061462, 9.015237218802411, 
7.991800263232545, 7.003625894012329, 
5.998754747872858, 5.000327973340067, 
3.99998211941558, 3900007398306221, 
1.999999597703538, 0.9999999950388756. 
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%AMPLE II. Consider the 12X 12 Frank matrix 
A= 
12 11 10 9 ... 1 
11 11 10 9 a*. 1 
0 10 10 9 . . . 1 
0 0 9 9 ... 1 
. . . . . . . . . . . . . . . . . . . . . . 
0 0 0e.e 22 
0 0 0.e. 01 
The Frank matrices are known to have very ill-conditioned eigenvahres too. 
The computed eigenvalues are: 
32.22889150157172, 20.1989864587672, 
12.31107740086837, 6.961533085567064, 
3.511855948580720, 1.553988709132209, 
0.6435053189991253, 0.3102805968012489E - 01, 
0.4890743079409297E - 01, 0.8122765866976736E - 01, 
0.1456365196297972, 0.2847497206292101 
The entries of the computed first row are: 
12.oooooooO87310780, 10.9999999905379370, 
10.ooooooooO872238010, 9.ooooooooooO1038813, 
7.99999999999267497, 7.oooooooooooo4218, 
6.oooooooooooo40723, 5.oooooooooooo43765, 
4.oooooooooooo49849, 3.oooooooooooo44231, 
2.ooooooooooo43085, l.oooooooooooO16542 
The eigenvalues of the resulting matrix (with the computed first row) are: 
32.22889150157135, 20.19898864587638, 
12.31107740086822, 6.961533085567012, 
3.511855948580682, 1.553988709132365, 
0.6435053189917139, 0.3102807803862270~ - 01, 
0.4950739876002362z - 01, 0.8122768330682689E - 01, 
0.1436465170342935, 0.2847497210026038. 
A Multiinput Version of the Algorithm 
A generalization of the algorithm to the multiinput case is stated below. 
We just present the algorithm without proof. The algorithm is presently being 
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investigated in detail. The proof and other details of the algorithm along with 
its implementational aspects will be deferred to another paper. 
Partition the desired set of eigenvalues X,, X,, . . . , X n into 
Set 
and 
A = diag( A,,, A,,,. .., A,,,,). 
Transform (A, B) into block form using parallel Householder or Givens 
transformations; that is, 
H=PAP*, H=(Hij) 
is a block upper Hessenberg matrix; Hij is ni x nj, n = n, + n2 + . . . + nk, 
nl > n2 >, . . . > nk; and 
is a nonsingular upper triangular matrix. 
Stage I. Solve the k equations in parallel: 
HL,- LiAii= ‘;’ , 
i i 
where R(') is the first ni columns of R. Note: Each of the small systems can 
be solved in parallel. Let Li be the jth column of Li; then 
252 
can be solved for the columns of Li in parallel: 
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(H-hjZ)Z,{= rj 
i i 0 . 
Stage ZZ. Solve the system 
‘I (1) ’ 
L=K=, : 
\ ‘W , 
where Zcij is the first n, rows of I,,,, and 
L= (L,, Ls,..., Lk), 
Li = (Lf, Lf,. . .) LYC)“, Xn,. 
Stage ZZZ. Set F = KPT. 
Then A - BF has the desired spectrum. 
Algorithm B 
In this subsection, we present two more parallel algorithms for the 
single-input problem: one for an arbitrary matrix, and the other specially 
designed for symmetric matrices. The algorithms are parallel versions of the 
single-input pole assignment algorithm recently proposed by B. Datta [16] 
and were developed with the help of Professor Ahmed Sameh of the 
University of Illinois, Urbana-Champaign. We gratefully acknowledge the 
contribution of Professor Sameh. The basic idea in [16] is: Given the pair 
(A, b), we first transform A into a lower Hessenberg matrix H and then 
solve the reduced problem for the pair (HT, el); that is, we find a column 
vector f^such that HT - eI( f)’ has the desired spectrum Xi,. . . , A,. Once f^ 
is obtained, the desired vector f for the original problem is retrieved by an 
orthogonal matrix multiplication. 
To solve the reduced problem, we proceed as follows: Set 
B= 
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We now construct a nonsingular matrix C such that HC - CB = (0, s). This 
can always be done according to a theorem of K. Datta [19]. Since C is 
nonsingular, 
H-CBC-'=(O,s)C?, 
H-se,TC-'=CBC-'. 
That is, HT - (CT)-le,,(s)T has the desired spectrum. If we choose 
'0' 
ci = (first column of C) = e, = 
0 
. , 
,i, 
71 
(CT)plen= p , 
\O, 
where 
1 
T1= rI;~;h, i+i ’ 
and C has the form 
Set f^= ris. Then HT - exf)' has the spectrum A,, . . . , A,. The straight- 
forward scheme for computing C is as follows: Set ci = (O,O, . . . , l)?‘ = e,‘. For 
i=1,2,...,n-1 do 
‘i+l = (H- hiZ)ci, 
‘i+l 
ci+l + - 
ai 
( ai is a suitable scaling factor). 
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s=Cn+l =(H-X”Z)C,. 
A Scheme for Parallelizing This Recursion by Taking Advantage of the 
Special Structure of C 
Since C has the special structure above and the entries c,_ r, c,- r,a,. . . , cl,, 
are all predetermined as 
h n-l,n h,,hm . . . L,, 
C n.1 = 1, Cn-1.2 = - a..., Cln = 
a1 (Yl(Y2”‘1y,-1 
the above recurrence can be expressed, after suitable rearrangements, as a 
linear triangular system 
Lc=P. 
This system consists of n - 1 interlocking triangular systems, the first one just 
containing one equation and one unknown, the second one containing two 
equations and two unknowns, and so on. As soon as the unknown of the first 
system is determined, the two unknowns of the second system can be 
computed in parallel, and once the two unknowns of the second system are 
obtained, the three unknowns of the third system can be computed in 
parallel, and so on. We believe this pipelining is ideally suited for a multipro- 
cessor. 
The first component of s can be computed only after the first two 
components of c, are computed, after which one component of s is com- 
puted for each new component of c,, the last two components of s being 
computed simultaneously. 
We illustrate below the structure of L and computations of non-prede- 
termined unknown entries in the case n = 4. After a Little rearrangement, the 
recurrence can be written as 
“1’42 - P 1~ 
kc42 - (~2~33 = P27 
(h44 - ‘2)‘42 - “~~43 = b3’ 
h,C,, - “3c24 = b4 T 
(h, - h,)C, - h,C43 - (~3~34 = IL 
h,,C, + h44C43 - 0~3~44 = Ps .
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The unknown entries of C are computed columnwise, one column at a time, 
all the entries of each column being computed simultaneously. That is, 
/ - a1 0 0 0 0 0 
44 - a2 0 0 0 0 
h,,-X2 0 -a2 0 0 0 
0 h23 0 - a3 0 0 
0 h,-A, h, 0 -01~ 0 
\ 0 4, h,, 0 0 - (~3 
\ 
‘42 \ 
( 
%3 
c43 = 
‘24 
c34 
1’ C44 I \ 
A Parallel Symmetric Eigenvalue Assignment Algorithm 
In case the matrix H is a symmetric matrix ‘1‘, the eigenvalues and 
eigenvectors are easily computed and we can obtain the following parallel 
scheme. 
(1) Get the eigenvalues and eigenvectors using a scheme which is suitable for 
multiprocessors, such as (i) multisectioning followed by inverse iterations, 
or (ii) a parallel version of the QR algorithm. 
(2) Once we have the spectral decomposition Q’TQ = Z = diag(a,, . . . , (I,,), 
the recurrence reduces to the triangular system 
1 I Cl 
\ , 
Q ‘e” \
at, 1 c2 0 z . 
\ P, z En;,, 10, 
where $=(AiZ-E)=diag(w(,‘),...,wr)), and Fj=QTci with s=c,+~. 
This system consists 
namely W,v, = e:v,, 
of n independent systems, each of order n + 1, 
l<k<n,or 
I 
/ 
1 YP ’ / YP \ 
WC’ 1 Yf’ = 0 
I 
. 9 
WV’ 1 yp+l) 0 , \ 
where WY) = Ai - ok, and yfj) = elQTcj with yin = ekTQTq,. 
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(3) 
(4) 
.,(n+ 1) = 
Ik 
using appropriate scaling. 
Once &+i is computed, 
QC,+r 
s=c,+1 is retrieved by the multiplication 
Given p processors, each computes [n/p] of the quantities 
1 i=l 
An important feature of this algorithm is that we can either compute or 
estimate the smallest and largest singular values of each wk, thus yielding 
information regarding the condition of the problem representing our formula- 
tion of the inverse eigenvalue problem. 
LARGE-SCALE COMPUTATIONS 
As stated in the Introduction, algorithms for large-scale solutions of 
linear-algebraic problems in control theory are virtually nonexistent. A few 
references known to us are the papers by Arbel and Rath [l], Saad [43], Duff 
et al. [22], and Boley and Golub [lo]. 
In [l], Arbel and Rath have proposed an iterative algorithm for solving 
the multiinput pole assignment problem. Thus, given a pair of matrices 
(A, B), the algorithm computes iteratively a matrix F such that A + BF has 
a desired set of eigenvalues. The method requires computation of a nonsingu- 
lar transforming matrix T that transforms the given system to an equivalent 
system. The method for constructing T proposed by the authors is clearly 
unattractive computationally. T is computed as 
In [43], Saad has proposed an algorithm for partial pole placement suited 
for large systems. “It is based on computing an orthonormal basis of the left 
invariant subspace associated with the eigenvalues to be assigned and then 
solving a small inverse eigenvalue problem resulting from projecting the 
initial problem into that subspace.” 
In [22], Duff, Reid, Munksgaard, and Nielsen have developed a direct 
factorization method for computing the inertia of a large, sparse, symmetric 
matrix. 
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Boley and Golub [lo] have described algorithms based on Amoldi- 
Lanczos iterations to compute the controllable space of a large dynamical 
system. 
The techniques of Lanczos iterations and the Amoldi method [3, 32, 441 
have been found to be reasonably effective in large-scale solutions of several 
numerical linear-algebra problems. These techniques can also be profitably 
used in large scale solutions of several control problems. Indeed, we note the 
following: 
(1) The relationship between QR factorization of a symmetric matrix and 
the Lanczos iteration can be exploited to obtain a test of controllability of a 
large, sparse, and symmetric system. 
(2) The Lanczos algorithm can be used to solve the single-input pole 
placement problem for a large, sparse, and symmetric matrix. The process 
will consist of two steps: First, we transform A into tridiagonal form T using 
Lanczos iterations choosing the initial vector 
b 
Then, w,e solve the reduced problem for the pair (T, e,), that is, we find a 
vector f such that T - e,(f)’ has the desired set of eigenvalues. This 
reduced problem can be solved using any of the singleinput pole placement 
algorithms. 
(3) The inertia of a large and sparse symmetric matrix A can be com- 
puted by transforming A into a symmetric tridiagonal matrix T using 
Lanczos iteration with partial reorthogonalization followed by the Sturm- 
sequence method. A comparison of this approach with Duff-Reid- 
Munksgaard-Nielson approach is presently being made [41]. 
A LARGE-SCALE SOLUTION OF THE SYLVESTER EQUATION 
ARISING 1N AN OBSERVER 
Given an arbitrary matrix A (note that for convenience only we trans- 
formed A into a controller-Hessenberg form) and a chosen bidiagonal matrix 
B with a selected set of eigenvalues, as noted earlier, our single-input pole 
assignment algorithm, reported in [16], basically computes a set of normal- 
ized vectors 1, through Z,, i such that with L = (I,, . . . , I,), we have 
AL-LB=(O,Z,+,). 
The vector 1, + i is used to compute the state feedback vector. 
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It is easy to see that the algorithm can be extended to solve the large-scale 
Sylvester matrix equation arising in the construction of observers, namely, the 
equation where the vector c is given in advance, and unlike I,, i is not 
constructed during the process. Given an n X n matrix A, a vector c, and a 
suitably chosen m X m lower bidiagonal matrix (m < n), the following 
algorithm computes an n X m matrix V = (vi,. . . , v,,) such that 
AV-VH=(O,O ,..., 0,~) 
with eig(H)=(~l,Clz,...,Clm) and 
hl 
ZZ= 
Pl 
\O 
P2 
Pm-1 
where pi’s are preassigned and pr, . . . , p,_ 1 are the scaling factors to be used 
in the algorithm as described below. Let P,(x)=(x-~L~),...,(~-c~,). 
Then 
1. Set 
f,=p,(A)-‘c, 
2. For i = 1,2,. . . , m do 
‘i+1 = (A -piZ)vi, 
Pi+l= Il”“i+llly 
‘it1 =‘i+l/Pi+l* 
3. v = C+l+lc/&+r. 
4. v= V(Vi )...) v,). 
Note that the vectors vi,. . . , v,,,+i are normalized and the algorithm 
requires only matrix-vector multiplications and is thus suitable for large-scale 
computations and vector implementations. 
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An Illustrative Example 
A and c were randomly generated by MATLAB, with n = 32, m = 4, and 
eig( H) = ( - 1, - 1.5, - 2, - 2.5). The polynomial system p,(A)r = c was 
solved in an obvious way, that is, by solving successively (A - pi)xi + 1 = xi, 
i = 0,1,2,3, with x0 = c and r4 the final solution. A more effective technique 
is described in the next section. We have 
c = (0.8419,0.4807,1.0811,2.0017, 
- 0.3368,0.3817,1.2535,05715, 
- 0.5272, 0.2135, 2.6886,0.5567, - - 
- 0.4061, 1.1710,1.4910, 0.4355, - - 
0.4598, - 0.1592,1.2060, - 1.1306, 
- 1.6540,0.6829, 0.1986,0.1544, - 
0.7746, - 0.3088, - 0.4270,0.3065, 
- 1.2804, 1.0050,0.2490,0.5927)T, - 
I 
- 1.0000 0.0000 09000 
H= 1.3870 1.5009 0.0006 - 
0.0600 0.7325 - 2.0000 
o.oooo o.oooo 0.3354 
The residual (AV-VH)-(O,O,...,O,c) is given in Table 1. 
REMARKS. 
(1) The obvious bottleneck in practical implementation of the algorithm 
is, of course, the solution of the polynomial system 
The obvious way of solving this system is to solve successively the linear 
systems 
(A-piI)xi+,=xi, i=o ,...,?n-1, 
with x0 = c and x, the final solution. For a very small m, this might not 
pose any problem. In general, however, it is not satisfactory. First, it is too 
expensive. Direct methods are excluded because A is assumed to be very 
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TABLE 1 
RESIDUAL’ 
.oooo .oooo 
.oooo - .OOOl 
.OOOO - .OOOl 
.OoOO 0000 
.OOOO .OOOO 
.OOOO .OOOO 
.OOOO 0000 
- .OOOl .OOOO 
.OOOO .OOOO 
.OOOo .OOOO 
0000 0000 
.OOOO .OOOO 
.OOOO .OOOO 
.OOOO 0000 
0000 .OOOO 
.OOOo 0000 
0000 .OOOO 
0000 .OOixl 
.OOOo .OOOO 
0000 .OOOO 
.ooOO .OOOO 
.OOOO .OOOO 
.OOoO .OOOO 
.OOOO .OOOO 
.OOOo .OOOo 
.OooO .OOOO 
.OOOO .OOOO 
.ooOO .OOOO 
0000 .OOOO 
.OOOO .OOOO 
.OOOl 
.OOOO 
.OOOl 
0000 
.OOOO 
.OOOO 
.OOOO 
OOOO 
0000 
.OOOO 
.OOOO 
.OOOO 
.OOOO 
.OOOO 
.OOOO 
.OOOO 
.OOoo 
- .OOOl 
.OOOo 
.OOOO 
.OOOO 
.OOOO 
- .OOOl 
.OOOO 
.OOoo 
.OOoo 
.OOoo 
.OOOO 
.OOOl 
.OOOl 
.0052 
- 0.156 
.0623 
.0641 
0094 
- .0659 
- .1098 
- .1104 
.0359 
.0724 
.0429 
.0379 
- .0402 
- .0670 
.0277 
- .0534 
.0020 
- .0489 
.0377 
- .0320 
.0020 
.0222 
- .0193 
- .0467 
- .0265 
- .0281 
.0319 
- .0295 
- .0298 
.0859 
“In units of 1OK”. 
large. Second the iteration could be unstable. A more effective way taken 
from a joint work with Saad [20] is described as follows: Let 
1 1 
f(t) = q(t) = rI,m,# -pi) ; 
then the desired solution x can be written as 
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In other words, all we need is to solve m independent linear systems 
(A - piZ)r, = c 
and then obtain x by the linear combination 
x= 5 
1 
i-1 q’o”’ 
Each individual system now can be solved using the Arnoldi-GMRES procedure 
[44], which is a reasonably effective way to solve large problems. The details 
of this solution procedure will be outlined in Y. Saad [20]. 
(2) Though the algorithm produces a set of normalized vectors, a more 
desirable situation is to have a set of orthonormal vectors. Thus, an Amoldi or 
perhaps nonsymmetric Lanczos method will be more promising for this 
problem. An investigation to this effect is being made jointly with Youcef 
Saad. In addition to obtaining an orthonormal solution, the Amoldi-based 
solution might be used to solve the partial pole assignment problem: the 
problem of replacing only a few unstable eigenvalues of a large and sparse 
matrix by feedback, keeping the stable ones unchanged. The results of an 
investigation have been reported in [20]. 
(3) The arbitrary right-hand side in the equation perhaps can be handled 
by choosing H as block Hessenberg rather than scalar and using block 
Amoldi methods, if an Amoldi-type algorithm is used. 
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