Abstract. Given an algebraic first order autonomous ordinary differential equation F (y, y ′ ) = 0, we prove that every formal Puiseux series solution of F (y, y ′ ) = 0, expanded around any finite point or at infinity, is convergent. The proof is constructive and we provide an algorithm to describe all such Puiseux series solutions. Moreover, we show that for any point in the complex plane there exists a solution of the differential equation which defines an analytic curve passing through this point.
Introduction
We study local solutions of nonlinear autonomous first order ordinary differential equations of the form F (y, y ′ ) = 0, where F (y, p) is a polynomial (or indeed a holomorphic function) in two variables. Rational and algebraic solutions of these equations have been studied in [11, 12] and [2] . In particular, they found degree bounds of the possible rational or algebraic solutions such that these global solutions can be computed algorithmically. In [10] it is proven that any formal power series solution of an autonomous first order ordinary differential equations is convergent. We extend this result to the case of fractional power series solutions and give an algorithm to compute all of them.
The problem of finding power series solutions of ordinary differential equations has been extensively studied in the literature. A method to compute generalized formal power series solutions, i.e. power series with real exponents, and describe their properties is the Newton Date: August 27, 2019. First author partially supported by MTM2016-77642-C2-1-P (AEI/FEDER, UE). Second and third authors partially supported by FEDER/Ministerio de Ciencia, Innovación y Universidades Agencia Estatal de Investigación/MTM2017-88796-P (Symbolic Computation: new challenges in Algebra and Geometry together with its applications). Second author also supported by the Austrian Science Fund (FWF): P 31327-N32. polygon method. A description of this method is given in [13, 14] and more recently in [15, 8, 1] . In [6] , the first author, using the Newton polygon method, gives a theoretical description of all generalized formal power series solution of a non-autonomous first order ordinary differential equation as a finite set of one parameter families of generalized formal power series. This description of the solutions is in general not algorithmic by several reasons. One of them is that there is no bound on the number of terms which have to be computed in order to guarantee the existence of a generalized formal power series solution when extending a given truncation of a determined potential solution. Also the uniqueness of the extension can not be ensured a-priori. The direct application of the Newton polygon method to a first order autonomous differential equations does not provide any advantage with respect to the non-autonomous case, because during the computations the characteristic of being autonomous gets lost.
In [19] they derive an associated differential system to find rational general solutions of non-autonomous first order differential equations by considering rational parametrizations of the implicitly defined curve. We instead consider its places and obtain an associated differential equation of first order and first degree which can be treated by the Newton polygon method, described in [4] . Using the known bounds for computing places of algebraic curves (see e.g. [9] ), existence and uniqueness of the solutions and the termination of our computations can be ensured.
The structure of the paper is as follows. Section 2 is devoted to recall the preliminary theory on formal Puiseux series and algebraic curves used throughout the paper. In Section 3 we show that every nonconstant formal Puiseux series solution defines a place of the associated curve. We give a necessary condition on a place of the curve to contain in its equivalence class formal Puiseux series solutions of the original differential equation, and show the analyticity of them. In the case where the solutions are expanded around a finite point, the necessary condition turns out to be sufficient as well. As a byproduct, we obtain a new proof of the fact that there is an analytic solution curve of F (y, y ′ ) = 0 passing through any given point in the plane. This result is a consequence of section 6.10 in [3] . In Section 4 algorithms for computing all Puiseux series solutions are presented and illustrated by examples. Subsection 4.1 is devoted to solutions expanded around zero. For proving the correctness of the algorithm, we give a precise bound on the number of terms such that the solutions are in bijection with the corresponding truncations. In Subsection 4.2 we consider solutions expanded at infinity. Here we are able to compute for every solution a corresponding truncation, but in this case we are not able to guarantee the uniqueness of the extension.
Puiseux series solutions and places
In this section we introduce the notation, assumptions, and main notions that will be used throughout this paper.
Let us consider the differential equation
where F ∈ C[y, p] is non-constant in the variables y and p.
We will study the existence and the convergence of formal Puiseux series solutions of (2.1). Formal Puiseux series can either be expanded around a finite point or at infinity. In the first case, since equation (2.1) is invariant under translations of the independent variable, without loss of generality we can assume that the formal Puiseux series is expanded around zero and it is of the form ϕ(x) = j≥j 0 a j x j/n , where a j ∈ C, n ∈ N \ {0} and j 0 ∈ Z. In the case of infinity we can use the transformation x = 1/z obtaining the (non-autonomous) differential equation F (y(z), −z 2 y ′ (z)) = 0. In order to deal with both cases in a unified way, we will study equations of the type
with h ∈ Z \ {1} and its formal Puiseux series solutions expanded around zero. We note that for h = 0 equation (2.2) is equal to (2.1) and for h = 2 the case of formal Puiseux series solutions expanded at infinity is treated. In the sequel, we assume that h is fixed. We use the notations C [[x] ] for the ring of formal power series, C((x)) for its fraction field and C((x)) * = n≥1 C((x 1/n )) for the field of formal Puiseux series expanded at zero. We call the minimal natural number n such that ϕ(x) belongs to C((x 1/n )) the ramification order of ϕ(x).
Associated to (2.2) there is an affine algebraic curve C(F ) ⊂ C 2 defined by the zero set of F (y, p) in C 2 . We denote by C (F ) the Zariski closure of C(F ) in C 2 ∞ , where C ∞ = C ∪ {∞}. In addition we assume throughout the paper that F has no factor in
Additionally, we may require that a formal Puiseux series solution y(x) of (2.2) fulfills the initial conditions y(0) = y 0 , (x h y ′ (x))(0) = p 0 for some fixed p 0 = (y 0 , p 0 ) ∈ C 2 ∞ . In the case where y(0) = ∞, y(x) = 1/y(x) is a Puiseux series solution of a new first order differential equation of the same type, namely the equation given by the numerator of the rational function F (1/y, −x h p/y 2 ), andỹ(0) ∈ C. Therefore, in the sequel, we assume that p 0 ∈ C × C ∞ .
Here we recall some classical terminology, see e.g. [20] . A formal parametrization centered at p 0 ∈ C (F ) is a pair of formal Puiseux series A(t) ∈ C((t)) 2 \ C 2 such that A(0) = p 0 and F (A(t)) = 0. In the set of all formal parametrizations of C (F ) we introduce the equivalence relation ∼ by defining A(t) ∼ B(t) if and only if there exists a formal power series s(t) ∈ C[[t]] of order one such that A(s(t)) = B(t). A formal parametrization is said to be reducible if it is equivalent to another one in C((t m )) 2 for some m > 1. Otherwise, it is called irreducible. An equivalence class of an irreducible formal parametrization (a(t), b(t)) is called a place of C (F ) centered at the common center point p 0 and is denoted by [(a(t), b(t))]. In every place there is exactly one formal parametrization of the type (a 0 + t n , b(t)) and we refer to them as classical Puiseux parametrizations. We observe that ord t (a(t) − y 0 ) and ord t (b(t)) are independent of the representative (a(t), b(t)) of a place of C (F ) centered at p 0 .
Puiseux solution places
Let us consider the sets Sol(p 0 ) containing the non-constant formal Puiseux series solutions of equation (2.2) with initial values p 0 , IFP(p 0 ) containing all irreducible formal parametrizations of C (F ) at p 0 and Places(p 0 ) containing the places of C (F ) centered at p 0 . Let us define the mapping ∆ :
where n is the ramification order of y(x) and denote by δ :
The map ∆ is well defined because on the one hand, ∆(y(x)) is a formal parametrization of C (F ) centered at p 0 and on the other hand, by the definition of the ramification index, one deduces that ∆(y(x)) is irreducible. We remark that, since ∆ is well defined, a necessary condition for y(x) ∈ Sol(p 0 ) is that p 0 ∈ C (F ). Definition 3.1. A place P ∈ Places(p 0 ) is a (Puiseux) solution place of (2.2) if there exists y(x) ∈ Sol(p 0 ) such that δ(y(x)) = P. Moreover, we say that y(x) is a generating Puiseux (series) solution of the place P. An irreducible formal parametrization A(t) ∈ IFP(p 0 ) is called a solution parametrization if A ∈ Im(∆).
Note that the above definition generalizes the notion of solution place in [10] for formal power series solutions to Puiseux series solutions. Now we give a characterization for an irreducible formal parametrization to be a solution parametrization. Later we will show how to decide whether a given place contains a solution parametrization, i.e. whether it is a solution place.
Lemma 3.2. Let y(x) ∈ Sol(p 0 ) be of ramification order n, and let (a(t), b(t)) = ∆(y(x)). It holds that
Proof. Since a(t) = y(t n ) and b(t) = t hn y ′ (t n ), by the chain rule
Equation (3.2) is obtained by taking the function order in t on both sides of equation (3.1).
) is a solution parametrization if and only if there exists n ∈ N such that equation (3.1) holds. In this case, n is the ramification order of (a(t), b(t)).
Proof. The first implication follows from Lemma 3.2. Let us now assume that (3.1) holds for an n ∈ N and write a(t) = y 0 + ∞ j=k a j t j with k > 0, a k = 0, and
Thus, y(x) ∈ Sol(p 0 ). It remains to show that n is the ramification order of y(x). Otherwise, there exists a natural number m ≥ 2, such that m divides n and if a i = 0 then m divides i. By assumption, we have that a j+n(1−h) = 0 if and only if b j = 0. Hence, if b j = 0, then m divides j. This implies that (a(t), b(t)) is reducible in contradiction to our assumption. Therefore, n is the ramification order of y(x) and ∆(y(x)) = (a(t), b(t)).
Lemma 3.4. All Puiseux series solutions in Sol(p 0 ), generating the same solution place in Places(p 0 ), have the same ramification order. We call this number the ramification order of the solution place. As a consequence, the map ∆ is injective.
Proof. Let y 1 , y 2 ∈ Sol(p 0 ) be such that δ(y 1 ) = δ(y 2 ). Let n and m be the ramification orders of y 1 and y 2 , respectively. Then there exists an order one formal power series s(t) such that ∆(y 1 )(s(t)) = ∆(y 2 )(t). Let us denote ∆(y i ) as ∆(
Since
Finally, comparing orders, since h = 1 by assumption, we get that n = m. Assume now that ∆(y 1 ) = ∆(y 2 ). Then, δ(y 1 ) = δ(y 2 ) and hence,
Definition 3.5. The ramification order of a solution parametrization A(t) is defined as the ramification order of
In the following we analyze the number of solution parametrizations in a solution place. We start with a technical lemma.
Lemma 3.6. Let a(t) ∈ C((t)) be non-constant and let α 1 , α 2 ∈ C be two different k-th roots of unity. If a(α 1 t) = a(α 2 t), then there exists m ∈ N, with 1 < m ≤ k, such that a(t) can be written as
Let m ∈ N be such that α 1 /α 2 is an m-th primitive root of unity. Then (α 1 /α 2 ) j = 1 if and only if j is a multiple of m and this implies that a(t) = j≥j 0 /m a jm t jm . 
be two different solution parametrizations. As a consequence of equation (3.3), we get that the order one formal power series s(t) relating (a 1 , b 1 ) and (a 2 , b 2 ) satisfies
where n is the ramification order of the place. Conversely, let s(t) be a solution of (3.4) with ord t (s(t)) = 1 and (a 3 (t),
and by using equation (3.4),
Then, by Proposition 3.3, (a 3 (t), b 3 (t)) = (a 1 (s(t)), b 1 (s(t)) is a solution paramerization. Let us compute the solutions of (3.4) by separation of variables. If h ≤ 0, then s(t) = α t, where α n(1−h) = 1. Therefore, the set of all solution parametrizations in [A] is
Let us verify that #(A) = n(1 − h). If n(1 − h) = 1, the result is trivial. Let n(1 − h) > 1, and let us assume that #(A) < n(1 − h). Then, there exist two different n(1 − h)-th roots of unity,
This implies that (a 1 , b 1 ) is reducible, which is a contradiction.
If h ≥ 2, the solutions of (3.4) are of the form
where c is an arbitrary constant and α n(h−1) = 1. Note that s(t) can indeed be written as a formal power series of first order and for every choice c ∈ C the solution parametrization is distinct. Now, in the case of non-positive h, we are in the position to decide whether a given place P ∈ Places(p 0 ) is a solution place by a simple order comparison. Theorem 3.8. Let P = [(a(t), b(t))] ∈ Places(p 0 ) and h ≤ 0. Then P is a solution place if and only if equation (3.2) holds for an n ∈ N * . In the affirmative case the ramification order of P is equal to n.
Proof. The first direction is Lemma 3.2. For the other direction let (a(t), b(t)) and n ∈ N * be such that equation (3.2) holds. For every
] with ord t (s(t)) = 1 we claim that (a(s(t)), b(s(t)) is a solution parametrization if and only if s(t) satisfies the following associated differential equation
For showing that such a solution exists, we need the technical Lemma 3.9. Now let s(t) ∈ C[[t]] with ord t (s(t)) = 1 be a solution of (3.5).
Then (ā(t),b(t)) = (a(s(t)), b(s(t)) fulfills equation (3.1) and by Proposition 3.3, (ā(t),b(t)) is a solution parametrization with ramification order equal to n.
The following lemma analyzes the solvability and properties of solutions of the associated differential equation.
, with ord t (s(t)) = 1, satisfying the associated differential equation (3.5). If h ≥ 2, then (3.5) has either no solution or a family of solutions involving one free parameter. Moreover, the following statement holds:
(1) If a(t) and b(t) are convergent as Puiseux series, then s(t) is convergent. (2) If the coefficients of a(t) and b(t) belong to a subfield L of C, then the coefficients of s(t) belong to the extension field L(σ 1 , c), where σ 1 is the first coefficient of s(t) and σ
∈ L and c is an arbitrary constant. If h ≤ 0, the constant c does not appear and the field extension is simple radical. (3) For any m ∈ N, the first m coefficients of s(t) depend only on the first m coefficients of a(t) and b(t), on σ 1 and, if h ≥ 2, on c.
Proof. Let us denote k = ord t (a(t) − y 0 ) and r = ord t (b(t)). By hypothesis, n = k−r 1−h ≥ 1. First, let h ≤ 0. Multiplying both sides of (3.5) by s(t) −r , we obtain c(s(t)) · s
′ ] is convergent in s provided that c(t) and d(t) are convergent as power series in t.
Let us apply the Newton polygon method for differential equations (see section 1 of [4] ) to describe all possible solutions s(t) of G = 0. The Newton polygon N (G) of G is sketched in the left picture of figure 1. Let us write s(t) = σ 1 t +s(t), wheres(t) is a formal power series of order greater than 1. By Lemma 1 of [4] , the constant σ 1 is a root of the polynomial Φ (G,1) (C) = c n(1−h)−1 C n(1−h) − nd 0 associated to the slope −1. n(1 − h) ) and v 1 = (n (1 − h) − 2, 1) in N (G 1 ) . Moreover, the monomials of G 1 corresponding to the vertex v 1 are A t n(1−h)−2s (t) + B t n(1−h)−1s′ (t), where
We have that −A/B = −(n(1 − h) − 1) ≤ 0 and in particular −A/B ∈ Q ≥1 .
In order to prove the first part of the Lemma, we first show the existence and convergence and then the uniqueness of a formal power series solutions of G 1 = 0 with order greater than one. Ifs = 0 is a solution of G 1 = 0 we are already done. Otherwise N (G 1 ) has a vertex v 2 lying on the abscissa axis. By construction of G 1 , the point (n(1 − h) − 1, 0) does not appear in N (G 1 ), and the abscissa of v 2 is an integer greater than n(1 − h) − 1. Let L the side of N(G 1 ) containing v 1 and v 2 . The slope of L is −1/µ 1 , where µ 1 is an integer greater than 1. Since −A/B ∈ Q ≥1 , we can apply Theorem 1 of [4] and L is the "principal side" of G 1 . Thus, there exists a formal Puiseux series solutions of G 1 = 0 of order µ 1 > 1. Moreover, since the "pivot point" (see the proof of Theorem 1 in [4] ) is reached at the initial step, the Puiseux series solution is in fact a formal power series solution. Theorem 2 in the same reference guarantees that the obtained solution is convergent provided c(s) and d(s) are convergent.
In order to prove the uniqueness of the solutions of G 1 = 0 and the remaining points (2) and (3), we explicitly describe how to compute the coefficients ofs(t). The coefficient σ 2 is a root of the polynomial Φ (G 1 ;2) (C) of G 1 = 0 associated to the slope −1/2. We have that
Let us recursively define 
where ψ(t) = σ 1 t + · · · + σ m−1 t m−1 . Item (3) is a consequence of the equation above and the fact that ord t (ψ(t) i ) = i. Second, let h ≥ 2. Then we obtain similarly as above
. After the change of variables s(t) = σ 1 t +s(t), the Newton polygon N (G 1 ) of the differential equation G 1 (t,s,s ′ ) = 0 has a vertex v 1 = (n(h − 1), 1) with monomials A t n(h−1)s (t) + B t n(h−1)+1s′ (t), where
So the critical value for the slope is −A/B = n(h − 1) + 1. For 1 < µ < n(h − 1) + 1 the characteristic polynomial Φ µ (C) is uniquely solvable. For µ = n(h − 1) + 1 the characteristic polynomial is a constant. If it is non-zero, then s(t) cannot be continued to a solution of (3.5). If it is zero, then σ µ can be chosen arbitrary and for µ > n(h − 1) + 1 the coefficients σ µ are again uniquely determined as the roots of Φ µ (C).
In the case that a solution s(t) exists, since the above coefficient B = 0, the linearized operator along s(t) has a regular singularity and by the main result from [17] , s(t) is convergent. Alternatively one could use directly Theorem 2 in [5] , because the pivot point of s(t) with respect to G is v 1 and the coefficient of the highest derivative B is non zero. The remaining items in the case of h ≥ 2 follow as above.
Theorem 3.10. Any formal Puiseux series solution of (2.1), expanded around a finite point or at infinity, is convergent.
Proof. In order to prove the statement we show that every formal Puiseux series solution of equation (2.2), in particular for h ∈ {0, 2}, expanded around zero is convergent. Let y(x) ∈ Sol(p 0 ). Performing the change of variableỹ(x) = 1/y(x) if necessary, we can assume that y 0 ∈ C. Let n ≥ 1 be the ramification order of y(x) and ∆(y(x)) = (a(t), b(t)). By Lemma 3.2, equations (3.1) and (3.2) hold. Let k = ord t (a(t) − y 0 ) ≥ 1. By Section 2 of Chapter IV in [20] , there exists a formal power series s(t) ∈ C[[t]], with ord t (s(t)) = 1, such that a(s(t)) − y 0 = t k .
Letā(t) = a(s(t)) andb(t) = b(s(t)). Then (ā(t)
) is a local parametrization of the non-trivial algebraic curve defined by F (y − y 0 , p). Hence, by Puiseux's theorem,b(t) is convergent.
Let r(t) be the compositional inverse of s(t), i.e. r(s(t)) = t = s(r(t)). Then r(t) is a formal power series of order one and a(t) = a(r(t)), b(t) =b(r(t)). Since equation (3.5) holds for (ā(t),b(t)) and r(t), by Lemma 3.9, r(t) is convergent. This implies that a(t) is convergent and therefore, y(x) = a(x 1/n ) is convergent as a Puiseux series. Notice that in Theorem 3.11 we can give a lower and an upper bound for the number of solution parametrizations passing through a given point (x 0 , y 0 ) ∈ C 2 . First, every side with slope greater or equal to zero defines a different solution parametrization. Thus, a lower bound can easily be derived after computing the Newton polygon N (F ).
Second, let Σ (x 0 ,y 0 ) denote the set of solution parametrizations passing through (x 0 , y 0 ). The set of corresponding solution places are denoted by P(y 0 ) = {[(a(t), b(t))] | (a(t), b(t)) ∈ Σ (x 0 ,y 0 ) }. Since every solution parametrization passing through (x 0 , y 0 ) is a solution parametrization centered at (y 0 , p 0 ) for some p 0 ∈ C ∞ , by Lemma 3.7,
The last inequality is a well known result for algebraic curves and can be found for example in [9] [Theorem 1].
As a consequence for example the family of functions
where c is an arbitrary constant, cannot be a solution of any first order autonomous ordinary differential equation. Otherwise, there are infinitely many distinct formal parametrizations (y(x), y ′ (x)) with y 0 = 0 as initial value and the sum of the ramification indexes of P ∈ P(y 0 ) is infinite in contradiction to the bound above.
We note that there might be families of formal Puiseux series solutions at infinity for a first order autonomous ordinary differential equation as we will see in example 4.5.
Algorithms and Examples
In this section we outline an algorithm that is derived from the results in Section 3, in particular, for h ∈ {0, 2}. We can describe algorithmically all formal Puiseux series solutions of the differential equation If F is reducible, one could factor it and consider its irreducible components and the solutions of the corresponding differential equations. However, from a computational point of view, this is not optimal, and we compute the square-free part of F instead. So let us assume F ∈ C[y, p] to be square-free and have no factor in C[y] or C[p] in the remaining of the paper. Since each formal Puiseux series solution y(x) gives rise to an initial tuple p 0 = (y(0), (x h y ′ (x))(0)) in C (F ), we will describe for each point p 0 ∈ C (F ) the set Sol(p 0 ). We note that if ord x (y) ≥ 0 and h ≥ 2, then p 0 will necessarily be of the type (y 0 , 0) for some y 0 ∈ C. 4.1. Solutions expanded around zero. In this subsection we consider formal Puiseux series solutions of (2.1), or equivalently, solutions of (2.2) with h = 0 expanded around zero. A point [10] ). Under our assumptions, the set of critical curve points, denoted by B(F ), is finite.
If p 0 = (y 0 , p 0 ) ∈ C (F ) \ B(F ), we can apply the method of limits (see Chapter XII in [16] ). The only formal Puiseux series solution with p 0 as initial tuple is a formal power series and its determined solution truncation is given by y 0 + p 0 x.
The points p 0 = (y 0 , ∞) ∈ C (F ) with y 0 ∈ C, can be computed by considering F ∈ C[y][p] and determining the zeros of the leading coefficient in y. As already remarked in Section 2, the possible curve point (∞, ∞) can be handled by a suitable change of variables. Note that there cannot be a solution with an initial tuple of the form (∞, p 0 ) with p 0 ∈ C, because if ord x (y(x)) < 0 then ord x (y ′ (x)) < 0 as well.
Assume that p 0 is a critical curve point. Let RTrunc
] denote the set of truncations of non-equivalent classical Puiseux parametrizations (y 0 + t k , b(t)) ∈ Places(p 0 ), where the first N terms of b(t) are computed. In [9] is presented an algorithm to compute RTrunc N (p 0 ) and with N equal to 2(deg p (F ) − 1) deg y (F ) + 1 or the Milnor number (see [18] ) is given a bound for the truncation such that RTrunc N (p 0 ) is in one-to-one correspondence to Places(p 0 ). Moreover, the ramification indexes of the approximated places are determined then such that we can check whether equation (3.2) 
2) can be checked. In the negative case, [(a(t), b(t)] is not a solution place. In the affirmative case compute by the Newton polygon method for differential equations the first N terms of the solutions s 1 (t), . . . , s n (t) of (3.5), denoted byŝ 1 (t), . . . ,ŝ n (t). Then the first N terms ofâ(ŝ i (x 1/n )) are the determined solution truncations with p 0 as initial values.
In the following Lemma we show that the output truncations are indeed determined solution truncations, which also proves correctness of Algorithm PuiseuxSolve. Proof. Let p 0 ∈ C (F ). From [9] it follows that # RTrunc
n i where every summand n i is equal to the ramification index of the corresponding place (or 0, if (3.2) is not fulfilled). It remains to prove that
n i , or in other words, that all output elements of PuiseuxSolve are distinct.
If r 1 = r 2 or h 1 = h 2 , the statement holds. So let us assume that r = r 1 = r 2 and h = h 1 = h 2 .
LetÂ 1 =Â 2 . Then, by the definition of RTrunc N (p 0 ),b 1 (t) =b 2 (λt) for every λ ∈ C with λ r = 1. Let m ∈ N be the first index such that b 1,h+m = b 2,h+m . If the quotient b 1,h+m /b 2,h+m is equal to a λ ∈ C with λ r = 1, then considerÂ 2 (λt) instead ofÂ 2 (t) and set m to the first index where the coefficient of t h+m inb 1 (t) andb 2 (λt) are distinct. Letŝ i (t) = H i −h+1 j=1 σ i,j t j be the truncated solutions of (3.5) corresponding toÂ i (t). First, assume that m = 0. Then
The coefficient of t r inâ i (ŝ i (t)) is equal to σ r i,1 and thus, the outputŝ a i (ŝ i (x 1/n )) are distinct already in the first coefficient. Now let us consider m > 0. Then σ n 1,1 = σ n 2,1 and without loss of generality we can choose σ 1,1 = σ 2,1 . By Lemma 3.9, item (3), and the fact thatâ 1 (t) =â 2 (t), the coefficients σ 1,1 , . . . , σ 1,m coincide with σ 2,1 , . . . , σ 2,m . As we have seen in the proof of the same Lemma, C m+1 in formula (3.6) is equal to the coefficient of t n−1+m in 
The critical set is B = {(0, 1), (α, 0), ( We now analyze the critical curve points. Let c α = (α, 0) where
We get the place
which does not provide any solution (see equation (3.2)). Thus, the constant α is the only solution with the initial tuple c α . Let c 1 = (0, 1). The truncated classical Puiseux parametrizations at c 1 are
+ O(t 6 ))
+ O(t 6 )).
So we have n = 2 for P 1 and P 2 and n = 1 for P 3 and P 4 . Then equation (3.5) corresponding to P 1 is
We obtain the solutions
Therefore, P 1 (s 1 (x 1/2 )) and P 1 (s 2 (x 1/2 )) are determined solution truncations of F (y, y ′ ) = 0. Similarly we can find two determined solution truncations coming from P 2 and one for each P 3 and P 4 . We note that the solutions corresponding to P 3 and P 4 are formal power series and already detected in [10] . Thus,
is the set of all determined solution truncations with c 1 as initial tuple. Let c β,γ = 4β 9
, γ , where β 2 = 3, and 27γ 2 − 54γ + 19 = 0. We get the place 4β
Thus, (3.2) is fulfilled with n = 2. Similarly as before, we obtain at c β,γ the set of solutions
+ γx + 
Let us analyze c ∞ = (∞, ∞). The places at the origin of C(G) are given by
which do not define a solution place. Now the set {y(x; y 0 )}∪{α}∪ U c 1 ∪ U c β,γ describes all formal Puiseux series solutions of F = 0.
4.2.
Solutions expanded at infinity. In this subsection we describe the formal Puiseux series solutions of (2.1) expanded around infinity, or equivalently, formal Puiseux series solutions of (2.2) with h = 2 expanded around zero.
That (3.2) is only a necessary and not a sufficient condition in this is shown in the following example. 
coming from F (y, p) = yp + y 2 + p. By the Newton polygon method for differential equations we directly see that there is no formal Puiseux series solution with y(0) = 0 except the constant zero. On the other hand, (t, −t 2 + O(t 3 )) is a formal parametrization of C (F ) fulfilling (3.2) with n = 1.
Nevertheless, it can still be checked whether there exists a solutions fulfilling the necessary condition (3.2) or not and therefore, we can algorithmically compute all solutions as in the previous subsection.
Similar to section 4. Add to the output the constant solutions y(x) = y 0 . For every truncation (â(t),b(t)) ∈ RTrunc N (p 0 ) corresponding to [(a(t), b(t)] ∈ Places(p 0 ), equation (3.2) can be checked. In the negative case, [(a(t), b(t)] is not a solution place. In the affirmative case check by the Newton-polygon method for differential equations whether (3.5) is solvable. Note that in (3.5) the critical term with slope µ = n + 1 is already covered by the first N terms, since n ≤ deg y (F ) + 1 ≤ N. In the affirmative case compute the first N terms of the solutions s 1 (t), . . . , s n (t) denoted byŝ 1 (t), . . . ,ŝ n (t), which contain a transcendental element. The first N terms ofâ(ŝ i (x −1/n )) are solution truncations with y 0 as initial value.
Let y 0 ∈ C be such that p 0 = (y 0 , 0) ∈ C (F ) and let us again denote the formal Puiseux series solutions expanded around infinity with p 0 as initial tuple by Sol(p 0 ) and the output of Algorithm PuiseuxSolveInfinity by STrunc N (p 0 ).
Since V (F (y, 0) ) is a finite set and termination of the Newton-polygon method for computing formal parametrizations and of the Newtonpolygon method for computing the reparametrizations is ensured, also termination of Algorithm 2 follows. Correctness of Algorithm 2 follows from section 3 and the following Corollary. Proof. Since in Algorithm 2 all places fulfilling the necessary conditions (3.2) and all solutions of (3.5) are treated, the statement holds.
In Theorem 4.1 we were able to additionally show that the corresponding output truncationsỹ 1 ,ỹ 2 ∈ RTrunc N (p 0 ) coming from different places or different reparametrizations do not coincide. However, in Algorithm PuiseuxSolveInfinity we cannot guarantee this. The problematic cases are those where the order of the first distinct (up to multiplication with roots of unity) coefficient of some formal parametrizations (y 0 + t r , b 1 (t)) = (y 0 + t r , b 2 (t)), let us say m ∈ N, and the ramification order n of the solutions coincide. and its formal Puiseux series solutions expanded around infinity. We obtain V(F (y, 0)) = {0}. For p 0 = (0, 0) compute the formal parametrization (a, b) = (t, −t 2 ), which fulfills (3.2) with n = 1. Equation (3.5) simplifies to s ′ (t) = −t −2 s(t) 2 having the solutions s(t) = −t 1 − c t = −t − c t describes all formal Puiseux series solutions expanded around infinity.
