We make two observations regarding a recent tight example for a composition theorem for randomized query complexity: (1) it implies general randomized query-to-communication lifting is not always true if one allows relations, (2) it is in a certain sense essential that a relation is used in constructing the example.
Recently, a version of composition theorem for randomized query complexity is proved independently in [3, 5] . Given a boolean function f : {0, 1} n → {0, 1}, and another function g : {0, 1} m → {0, 1}, their composition f • g : {0, 1} mn → {0, 1} is defined by (f • g)(x) := f (g(x 1 ), g(x 2 ), . . . , g(x n )), where x = (x 1 , x 2 , . . . , x n ) ∈ {0, 1} m×n and each x i ∈ {0, 1} m . The definition of composition can be straightforwardly generalized to the case when f is a general relation and g is a partial function. Let R(f ) denote the bounded two-sided error randomized query complexity of f .
Theorem 1 ([3, 5]). For any relation f ⊆ {0, 1}
n × {0, 1} t and partial function g : {0, 1} m → {0, 1},
The theorem is shown to be tight via the following example.
n × {0, 1} n be a relation defined by
That is, for a given x ∈ {0, 1} n , any n-bit string in the set f (x) is deemed to be a correct output of f . Let g : {0, 1} n → {0, 1} be a partial function defined by
It is shown in [3] ,
Specifically, [3] shows
The following are two observations regarding Example 1. * McGill university. yaqiao.li@mail.mcgill.ca 1. Implication in randomized query-to-communication lifting phenomenon Given a boolean function f : {0, 1} n → {0, 1}, and another two-party function (usually called a gadget in the literature)
where x = (x 1 , x 2 , . . . , x n ) ∈ {0, 1} m×n , y = (y 1 , y 2 , . . . , y n ) ∈ {0, 1} m×n , and each pair (
m . Similarly, the definition can be generalized to allow partial functions or relations. Let CC R (f ) denote the randomized communication complexity of a two-party function f with bounded two-sided error. Let Ind m : [m] × {0, 1} m → {0, 1} be the two-party index gadget that is defined by Ind m (x, y) := y x , here y x is the bit in the string y indexed by the integer x. In [4] , the following randomized query-to-communication lifting theorem is proved for the index gadget when the size of the gadget satisfies certain condition.
Furthermore, (3) also holds even if f is a partial function or a general relation.
Example 1 implies that such a general randomized query-to-communication lifting is not true for the socalled gap Hamming distance gadget if one allows the outer f to be a relation. The gap Hamming distance two-party partial function GHD n : {0, 1} n × {0, 1} n → {0, 1} is defined as,
It is well-known (e.g., see [1] or [6] ) that CC R (GHD n ) = Θ(n). Let f, g be as in Example 1. Then R(g) = Θ(CC R (GHD n )). By definition,
Observe that CC R (f • GHD n ) ≤ 2R(f • g), since Alice and Bob can compute the two-party f • GHD n by simulating the randomized decision tree for f • g. Therefore,
as claimed. The above discussion does not, however, rule out the possibility that if we insist f to be a boolean function then the randomized query-to-communication lifting might still be true for GHD n . It is worth noting that [2] proves the deterministic query-to-communication lifting theorem for GHD n gadget.
2. In Example 1, in a certain sense it is essential that f is a relation Recall Example 1, the computational task f • g is: given n 2 bits as input, output an n-bit string that differ from the n-bit string (g(x 1 ), g(x 2 ), . . . , g(x n )) by at most n/2 − √ n positions. The algorithm given in [3] that shows R(f • g) = O(n) is very simple: uniformly at random sample one bit from each n-bit string x i , call it b i , and output the n-bit
, hence the string b and the string (g(x 1 ), g(x 2 ), . . . , g(x n )) will have ≥ n × (
√ n bits in common, in expectation. In another words, they differ by at most n 2 − √ n in expectation. To compute f • g with probability of being correct ≥ 2/3, instead of sampling one single bit from each x i , one samples a constant number of bits from x i and takes the majority to boost the probability from This implies ρ ≥ 1/3, a contradiction.
