Abstract: A complete review of scientific studies and relevant patents oriented to voice pathology detection is presented in order to provide a good and quick reference for readers who want to understand how the field of automatic detection of voice disorders has evolved. Referenced works are divided into three groups, one focused on classical Acoustic Analysis of Voice (AAV), second on Non Linear Dynamics (NLD) and third on different and relevant patents presented in the development of systems for the automatic evaluation of pathological voices. The first group comprises not only typical acoustics but also noise measures and Cepstral analysis. In terms of NLD, both complexity measures and different versions of the entropies have been included, as well as other features. The patents referenced here have been presented from
INTRODUCTION
Voice pathologies have been typically diagnosed by means of invasive techniques, i.e. using different instruments that must be introduced inside the patient mouth and/or nose. These procedures are not recommended by health specialists since they can produce psychological trauma and stress in patients.
Diagnosis techniques based on Acoustic Analysis of Voice (AAV) and Non Linear Dynamics (NLD), are noninvasive in nature and appropriately assess different pathologies in the vocal tract. This paper intends to present a general review of the non-invasive techniques based on AAV and NLD that have been used for the diagnosis of different pathologies such as dysphonia, polyps, nodules, unilateral laryngeal paralysis, hypernasality, among others.
This review is focused on building a useful tool for both those just beginning their work in voice pathology detection and for those who have experience in the field and are looking for some previous material in this area.
Each reference mentioned in this paper has been analyzed in detail, outlining the objectives, fundamental concepts applied in the study, the database used for the experiments, and the most relevant results. Likewise, to make reading more straightforward for the reader, the references have been presented as far as possible, in chronological order.
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The rest of the paper is organized as follows: section 2 contains the review of studies on Acoustic Analysis of Voice, section 3 presents some of the most relevant publications in voice pathology detection using Non Linear Dynamics. Section 4 is a brief discussion about possible trends found to address the problem of automatic detection of vocal pathologies.
ACOUSTIC ANALYSIS OF VOICE -AAV
From the decade of 1970, the research community has studied abnormal changes in the acoustic features of voices; particularly in 1971, Fujimura, et al. [1] made a detailed analysis of the variation in the voice tone in records from 6 people, 3 male and 3 female, who generated a total of 250 voice samples. The main purpose of this work was oriented to understanding how the variation in the characteristic curves of the voice signal is related to different articulatory movements when people pronounce different phonemes.
Years later, in 1982, analyzing the existence of noise in pathological voices, Yumoto et al. [2] presented a technique where the voice signal is considered as the sum of several signal segments with length close to the fundamental period of the voice (pitch). Concatenation of voice intervals generates a new averaged voice signal to which the total energy is calculated. Noise energy is calculated as the subtraction between energy of the original signal and the energy of the averaged signal. Finally, the purposed feature is the relationship between the energy of the harmonic structure of the signal and the additive noise due to different vocal disorders. This quotient is called Harmonics to Noise Ratio (HNR).
In the work of Yumoto et al. HNR was applied to estimate the hoarseness level in patients while pronouncing the vowel /a/ in a sustained manner. For the estimation the authors considered at least fifty pitch periods and the database included voices of 42 healthy people and 20 patients with some hoarseness level, giving a total of 42 healthy and 41 pathological registers.
Spectrograms of the voice samples were evaluated subjectively by a health specialist. When both results were compared, a high connection between them was found, and it was reflected in a Spearman Rank Correlation Coefficient of 0,849 with a statistical significance of 0,001. When HNR was tested by the authors for automatic detection of voice pathologies, they obtained accuracy levels of about 83,3%.
One year later, Kasuya et al. [3] performed a detailed analysis of different perturbations on the amplitude and period of pitch, and considered a database with 101 pathological voices and 39 healthy ones. All people in this study pronounced the five Japanese vowels in a sustained manner; however, the authors showed that the variance of Pitch Perturbation Quotient (PPQ) and Amplitude Perturbation Quotient (APQ) is not significant between vowels; only utterances of the vowel /e/ were considered.
Experimental results indicate that it is possible to detect voices with glottic cancer when amplitude and period perturbations of pitch are estimated; although, authors didn't present success rates or other indicators to measure the accuracy of the proposed methods.
Subsequently, in 1985 Glass et al. [4] focused their analysis on the low frequency region and formulated different acoustic features for the detection of nasalization in English. All features considered in this work were oriented to the spectral analysis of voice, seeking for poles and zeros due to nasalization, and bandwidth changes of different harmonics in the signal.
In order to carry out the study, the authors built a database composed of 200 words pronounced by 6 healthy people (3 male and 3 female). In total, the corpus included 1200 English words. The classification between normal and nasalized was performed by means of a log-likelihood detector, obtaining accuracy rates of 74%.
Another "classical" feature, based on noise measures to detect voice pathologies, is Normalized Noise Energy (NNE), which was formulated in 1986 by Kasuya et al. [5] as a technique able to detect pathologic voices. The estimation of this feature requires finding the relationship between noise energy and the energy of the entire voice signal, both measured in dB.
In their experiments, the authors presented a database with 186 pathological voices and 64 healthy ones. All people in this study pronounced the Japanese vowel /e/ five times in a sustained manner. In the same work, for comparison purposes, the discriminant capacity of HNR was also tested in 52 voices of patients with glottic cancer and the 64 healthy voices, obtaining an overall success rate of 74.13%. When NNE was tested over the same database, success rate increased to 88.8%.
Years later, considering that techniques in frequency domain have problems in estimating noise in harmonics, and that Cepstral techniques offer the possibility of estimating noise levels in all spectral components, in 1993 Guus de Krom formulated CHNR (Cepstral -HNR) [6] .
Cepstral analysis involves the calculation of inverse Fourier Transform of the logarithm of the signal spectrum and allows for the separation of existing noise in the transformed signal of the harmonic components in the same signal [7] . Equation 1 summarizes the described process:
where S(f ) is the spectrum of the signal.
For the estimation of CHNR, Cepstrum of the original voice is filtered (in this domain this procedure is called liftering), thus leaving only noise components in the domain. The difference between Cepstral spectrum of the original signal and the spectrum of filtered signal (noise spectrum), is CHNR.
Four years after the formulation of CHNR, and considering the dependence on the fundamental frequency of voice for the estimation of known features, Michaelis, et al. [8] proposed the Glottal to Noise Excitation Ratio (GNE). A robust characteristic that does not require previous pitch estimation. This feature is based on the correlation coefficient of voice signal Hilbert envelopes found for different frequency bands. Its estimation is oriented to quantifying the amount of vocal excitation due to vocal fold vibration versus the excitation due to turbulent noise, and was tested with synthesized voices.
With the aim of verifying the discriminant capacity of GNE in real voices, one year after its formulation, Michaelis et al. [9] decided to make a correlation analysis between different acoustic features; included in their study such as Jitter, Shimmer, NNE, CHNR and GNE. This time, the authors worked with 447 pathological registers and 88 healthy ones. All people in the study pronounced the German vowel / :/ in a sustained manner. The reported results indicate that NNE and CHNR have a high correlation level (between 0,88 to 0,96) in high frequency bands for pathological voices. Additionally, by means of a Principal Component Analysis and using Singular Value Decomposition, the authors showed that GNE is the feature that provides more information to the process of automatic voice pathology detection.
Later, in 2005 Murthy et al. [10] applied a modified version of the CHNR to characterize pathological voices. This new version considers more precisely aspiration noise, the influence of the glottal source and the window function. The use of the Cepstral domain was motivated again by the difficulty in estimating the pitch period in pathological voice registers and by the problems in estimating noise level on harmonic zones in the spectrum.
Another group of features commonly used in pathology detection is the set of Mel Frequency Cepstral Coefficients (MFCC). In 2002, Dibazar et al. [11] implemented a set of MFCC besides pitch to perform the automatic classification of pathologic voice registers. The classifier implemented in the tests is based on Hidden Markov Models (HMM) and the considered corpus was developed by the Massachusetts Eye and Ear Infirmary voice and speech laboratory [12] . This database is composed of 710 pathologic registers and 53 healthy voices; all registers came from the sustained phonation of the English vowel /a/.
Results reported by Dibazar, et al. demonstrated accuracy rates of up to 98,59%.
In the meantime, in 1994, Douglas Carins, et al. in [13] focused on the detection of a less studied voice pathology, proposed a technique for hypernasality detection based on the Teager Energy Operator (TEO), which is defined in equation 2 as in [14] :
Making a detailed analysis of LP (Linear Prediction) spectrum in the low frequency region, the authors found that such spectrum has additional components around first formant when the voice signal is hypernasal; taking advantage of this special behavior and considering that TEO is highly sensitive to multicomponent signals, the authors proposed Correlation of Teager Energy Operator (CTEO) as a feature that allows the detection of hypernasal voices.
One of the difficulties of the proposed procedure is the accurate detection the first formant in the LP spectrum. In this study, the authors applied the Iterative Energy Separation Algorithm (IESA) previously presented by Maragos, et al. [15] .
Later, with the aim of classifying normal and hypernasal voices, the authors applied HMM with a dataset composed by 11 healthy voices and 11 voices simulated as hypernasal, i.e. the same people without pathology simulated hypernasal voices and the level of nasalization was measured using a Kay Elemetrics nasometer (model 6200). The results of the proposed system were compared to subjective medical results (supported again by the nasometer), obtaining accuracy levels of 100% for hypernasal voices (simulated) and 98,8% for healthy voices.
Two years later, the same authors presented in [16] an improved system also based on TEO, using a likelihood detector for the classification stage. In the experiment, again eleven hypernasal voices were simulated by healthy people, and all of them pronounced English vowels /a/ and /i/ that were previously segmented from several Consonant-VowelConsonat (C-V-C) words pronounced. The success rate in this experiment was 93% for healthy voices in vowel /a/ and 94% in vowel /i/, while for the simulated hypernasal voices, the success rates were 93,3% and 94,7% for vowels /a/ and /i/, respectively. [17] and in 2007 with [18] , performed a spectral analysis of voices to detect nasalization in English. Their experiments were carried out with 630 registers of healthy people that pronounced 10 phrases each.
This work improved the approach of Cairns et al. in several aspects and additionally, the first formant was calculated using the formant tracker based on the ESPS algorithm presented by Talkin in [19] .
The automatic detection of nasalization system was tested in three different databases; one with 896 registers which included vowels and words, another with 630 registers coming from 630 people (10 registers per person), and finally one with 5100 voice registers.
The results on each corpus, using a Support Vector Machine (SVM) as classifier, were 96,28%, 77,9% and 69,58%, respectively.
Because techniques based on TEO and on noise estimation such as HNR, CHNR and NNE, require previous estimation of the fundamental voice frequency, their complexity in the implementation process and robustness are exposed.
On the other hand, GNE estimation does not require previous calculation of pitch. In order to evaluate its discrimination capacity, in 2010 Godino, et al. [20] implemented this feature and tested it with a Kay Elemetrics database subset, which is described in [61] and that includes 53 normal and 173 pathological voice registers.
The authors conclude that in general, to perform voice analysis oriented to the detection of pathologies, a multidimensional analysis is highly recommended; however, for clinical purposes, it is valid to work with a good discriminative parameter. Specifically, the authors highlighted the set of features that consider noise perturbations and those that consider periodicity perturbations in voice.
Within the work of Godino, et al. [20] , the efficiency in the detection of pathological voices was measured among others, for GNE, NNE, CHNR and HNR, obtaining accuracy levels in automatic classification of 89,91%, 89,71%, 90,01% and 84,57%, respectively.
The authors conclude that the performance of the first three features is comparable; however, GNE has an advantage over the rest because it does not require previous estimation of pitch period, therefore it is considered to be more accurate and stable.
Recently, with the aim of evaluating the hypernasality detection capacity of TEO considering real voice registers, in 2011, Orozco et al. in [21] implemented the feature in a database with voices from children with Cleft Lip and Palate (CLP). These registers were previously diagnosed as hypernasal by a language therapist expert. In the same work, the authors implemented alternative versions of TEO, one based on the generalization presented by Kvedalen in [22] and the other based on Fast Fourier Transform (FFT) formulated by Ying et al. in [23] .
The authors applied a quadratic Bayesian classifier based on the covariance of the data to the process of automatic detection of hypernasality, obtaining a success rate of 92.51% for the Spanish vowel /a/ when the TEO version presented in [13] was considered. The database in this study included 110 healthy registers and 156 hypernasal records.
On the other hand, from 2005, Vijayalakshmi et al. [24] have been working on the signal spectrum to detect hypernasality. Relying on the theory proposed by Murthy et al. in [25] , they applied group delay functions to improve the voice spectrum resolution and extract acoustic features that allow the detection of the pathology. Working with 15 registers of people with CLP, which produce hypernasal voice due to their velopharingeal incompetence, their most relevant result was the recurrent detection in the hypernasal spectrum, of an extra peak located in 250Hz.
Considering the recurrent finding of the extra pole in 250Hz for hypernasal voices, the authors exhaustively analyzed the low frequency region in the voice spectrum, and using band-limited group delay functions, reported a new study in 2007 [26] . In this case the experiment was performed with 33 hypernasal voices and 30 normal ones, obtaining accuracies of 100%, 88,7% and 86,66% in the detection of the pathology for vowels /a/, /i/ and /u/ of one Indian language, respectively.
In 2009, Vijayalakshmi et al. [27] presented a technique for the automatic detection of hypernasal voices based on the modification of the poles in the LP spectrum. The method consists on calculating 28 LP coefficients (high order LP spectrum) in order to identify additional peaks due to nasalization components. Once the highest peak in the spectrum is detected, it is flattened modifying the magnitude of the corresponding pole in the Z plane. After flattening the peak, a new synthetic voice signal is generated. Finally, original and synthetic signals are compared using the correlation coefficient. When the coefficient is higher than 0.65, a number that was used by the authors after several trial and error tests, it is estimated that the voice sample is normal, since the spectrum with the flattened pole is similar to the original spectrum. When the coefficient is lower than the threshold, the voice sample is classified as hypernasal, since the modification in the spectrum introduces some differences in the signal compared to the original, producing a low correlation between them.
The database used in this work contains 25 normal registers and 25 hypernasal voices coming from patients with unrepaired CLP, who pronounced vowel /a/ in a sustained manner. The authors reported 100% accuracy when this technique was applied.
In 2008, with a novel focus on the problem of automatic detection of hypernasal voices, Maier et al. [28] presented a study where different voice intonation features were introduced as an alternative to evaluate hypernasality in children with CLP for different phonemes and words. Such features had already been introduced by Maier in 2006 as a useful tool for evaluating the intelligibility in voices of children with CLP [29] . Additionally to these features, the authors implemented 24 Cepstral Coefficients (MFCC), achieving success rates of 71,1% in vowels and 75,8% in words. The database used in the work includes 26 children with CLP, who pronounced words and phrases in German, according to the evaluation protocol detailed in [30] .
Subsequently, in 2009 Maier et al. made a detailed analysis of possible articulation problems in children with CLP [31] . The database built by the authors includes 58 hypernasal voices of children, and the system for evaluating of articulatory problems presented in the paper includes intonation features, MFCC and Teager energy profiles. Automatic segmentation of words and phonemes in the experiments was performed by an automatic speech recognition system based on HMM, as in [32] .
Facing the same problem of automatic detection of hypernasality in voice, but using acoustic analysis and noise measures, in 2011 Murillo et al. [33] reported that noise features such as HNR, CHNR, NNE and GNE provide relevant information for automatic detection of hypernasality in children with CLP. For their study, the authors implemented the mentioned noise measures as well as Jitter, Shimmer and eleven MFCC.
The authors performed a Principal Component Analysis (PCA) based method to select the most relevant features for hypernasality detection
The database considered for this work included 1280 voice registers of five Spanish vowels (256 per vowel) pronounced in a sustained manner. 110 of the registers belong to normal (control) class and the remaining 156 belong to hypernasal class; all registers were evaluated by a language therapist expert. The classification between healthy and hypernasal voices was carried out by a linear Bayesian classifier, obtaining accuracies of 79,57%, 88,82%, 87,49%, 84,10% and 78,86% for vowels /a/, /e/, /i/, /o/ and /u/, respectively.
In the same work, the authors showed how noise measures can contribute with up to an additional 20% in success rates, confirming the hypothesis that hypernasality causes the child to make compensatory and improper articulatory movements in all of his/her vocal tract, including vocal folds and glottal zone, generating turbulent noise that can be measured by known noise features.
Also in 2011, Delgado et al. [34] presented a methodology based on a Rademacher Complexity Model for the automatic detection of hypernasal voices, evaluating unvoiced Spanish stop consonants. The authors considered a database with 88 children, 44 of them were hypernasal and the remaining 44 were healthy; all of the children pronounced the words /koko/ and /papá/. The results indicate accuracy rates of 85,2% in verification stage for voiceless plosive /k/ and 89,5% for the phoneme /p/. When both phonemes were considered, accuracy rate increases to 92,7%.
This study is important because hypernasality has been classically evaluated in voiced sounds, and here the authors proposed a methodology useful for evaluating the velopharingeal incompetence suffered by CLP patients.
In this section, a state of the art in automatic detection of voice pathologies by means of acoustic analysis of voice has been presented. To complete a study that considers different mathematical and conceptual points of view, in the following section, a review of studies devoted to the analysis of pathological voices using Non Linear Dynamics is presented.
NONLINEAR DYNAMICS ANALYSIS -NLD
In 1993, Titze et al. [35] showed that vocal fold vibration is a non-linear phenomenon. One year later, Titze performed a classification of different kinds of voices based on NLD [36] . In this work, he considered that there are three kinds of voices: type I, that represents signals that are quasi-periodic segment to segment, type II which are signals with more complex spectral content, hence is not easy to find its fundamental frequency due to the existence of modulation or sub-harmonics; and finally, type III, where signals are completely irregular and non periodic.
After demonstrating the existence of non-linear dynamics in voice production, different authors have been focused on the characterization of signals using non-linear methods. In 1999, Giovanni et al. [37] presented the estimation of Largest Lyapunov Exponent (LLE) as an alternative in the process of automatic voice pathology detection. This feature was implemented on a corpus that includes12 healthy voices and 26 voices with unilateral laryngeal paralysis. Patients with pathologies were aged between 22 and 64, while those who were healthy were between 19 and 44.
Both populations were evaluated while pronouncing the French vowel /a/ in a sustained manner.
Their results show that for normal voices, LLE is 0.38 ± 0.182, while for pathological voices it is 0.57 ± 0.337, demonstrating that this feature is a useful complexity measure for analyzing pathological voices.
The authors also show how LLE can be used to measure the divergence rate in the trajectories of the attractor, allowing the complexity measure in voice signals; however, the authors note that this feature can has problems in identifying voices labeled as type I and as type II (considering voice types mentioned in [36] ).
In the same year, Giovanni et al. [38] published another work where the larynx is modeled based on Amplitude and Frequency Modulations presented in vocal signals. Using this model, the authors demonstrate the existence of nonlinearities in larynx, which leads them to suggest the need for future work on NLD techniques applied to the analysis of voice pathologies.
Meanwhile, also in 1999, Banbrook et al. [39] tried to show that every voice signal can be modeled as the output of a nonlinear system. The authors also illustrate that vowel sounds are nonlinear but not chaotic.
For their experiments, the authors built a database with voice registers of 15 people whose native language is English; each register is composed of 12 words according to the structure Consonant-Vowel-Consonant (C-V-C). During phonation, each person must sustain the vowel on each word for about 2 seconds; in the processing of the signals, only segments of the pronunciation of vowels were considered, avoiding co-articulation areas.
The results indicate that it is possible to produce vowels and words from nonlinear dynamic models; additionally, they show that the required embedding dimension for the construction of attractors in vowels is low (near 3).
On the other hand, seeking to evaluate voice pathology detection capacity of NLD and acoustic techniques, in 2000, Matassini et al. [40] built a representation space that includes some entropy measures, correlation dimension (D c ), first zero crossing of the autocorrelation function, LLE, Jitter and Shimmer, among others.
The considered database incorporated 17 healthy voices and 16 pathological voices; all of them pronouncing the Italian word aiuole. This word was elected for the experiment as it includes five vowels, avoiding the use of sustained vowels, a case that does not consider the effort made by the patient during vocal phonations and glide between vowels.
In their experiments, the authors performed a principal component analysis to construct a bi-dimensional space that included only correlation dimension and the first zero crossing of the autocorrelation function. To identify healthy voices, the authors found that with these two features were enough; however, for pathological voices, the required degrees of freedom were 5.
Although the authors don't provide success rates or performance of the proposed system, they can show that NLD is able to classify real pathological voices effectively, since the proposed method was shown to be robust when pathological voices were simulated by healthy people.
Five years later, working to find an adequate model for the vocal fold vibration system with a unilateral polyp, Zhang et al. [41] proposed a nonlinear dynamic model to build bifurcation diagrams from which they showed how the size, stiffness and damping of the lateral polyp influences the folds vibration. As the authors found positive values of the first Lyapunov exponent, they concluded that vocal fold vibration in pathological voices is chaotic.
Additionally, in 2005, Alonso et al. [42] addressed the problem of determining the optimal size of voice windows for performing automatic detection of pathological voices by means of NLD, as well as the use of LLE and D c for the automatic detection of pathological voices. For their experiments, the authors worked with 100 healthy voices and 68 pathological voices. All people pronounced five Spanish vowels in a sustained manner during at least 2 seconds per vowel.
Their results indicate that optimal size of the windows must include a minimum of three pitch periods, and working with this size, they achieved success rates of up to 92,76%. For the classification stage, the authors implemented an array of different classifiers based on two hidden layer neural nets trained according to back propagation algorithm [43] .
In the same year, Zhang et al. [44] presented a detailed analysis of the discriminant capacity of the Correlation Dimension (D c ) applied to the detection of voice pathologies and compared the performance of this feature with typical acoustic features such as Jitter and Shimmer. They worked with a subset of the Kay Elemetrics database [12] that included 57 healthy voices and 67 voices of people with unilateral laryngeal paralysis. Their results confirmed some annotations made previously by other scientists, who suggested that features such as Jitter and Shimmer are only reliable for quasi-periodic voice signals.
One of the advantages of D c over Jitter and Shimmer, is that it doesn't requires previous estimation of pitch period, thus D c is more robust to changes in the periodicity level of the signal. The authors also pointed out that it is not possible to conclude that NLD features will replace typical techniques mainly based on perturbation measures as Jitter and Shimmer; however, they indicated that NLD must be considered for increasing the performance and stability of existing systems, and based on this they deemed appropriate to mix both techniques in order to achieve higher success rates. The main aim of this paper was focused on comparing PPQ, APQ and D c to classify both pathologies. General results showed that average values of each feature were higher for voices with polyps.
Automatic classification of these two pathologies (nodules and polyps) was performed using a Support Vector Machine (SVM), achieving success rates near to 90% with D c and 80% with PPQ and APQ. This result suggests that correlation dimension must be considered in studies oriented to the detection of several pathologies with different levels of severity.
Concurrent to the work presented by Behroozmand et al. one of the most referenced papers in nonlinear dynamics applied to voice processing was presented. Jiang, et al. [49] made use of the classification performed by Titze in [36] to identify different pathology levels.
After analyzing the behavior of features such as Jitter, Shimmer, D c and LLE, the authors concluded that NLD shouldn't replace traditional techniques; on the contrary, they indicate that NLD must be considered as a complement for achieving better descriptions of voices with laryngeal pathology.
The experiments performed by the authors included 122 voice records with some pathology (laryngeal paralysis, carcinoma, Parkinson, nodules, polyps, etc.), although they highlighted the need for more studies that consider other kinds of pathologies.
One year later, in 2007 Little et al. [50] argued that classical techniques for voice analysis can't directly measure symptoms such as complexity nonlinear aperiodicity and turbulent, aeoracoustic, non-Gaussian randomness. To demonstrate their hypothesis, the authors implemented two novel tools for voice analysis, the scale exponent , and the scale entropy H. The scale exponent was estimated using the Detrended Fluctuation Analysis (DFA) method as in [51] . In terms of the scale entropy, this was found with the close returns method [52] .
With these features, Little et al. reproduced the hoarseness diagram originally formulated by Michaelis et al. [9] .
For their experiments, the authors worked with the full Kay Elemetrics database [12] , i.e. they considered 707 voice registers, of which 53 belong to a healthy class and the rest belong to pathological classes. Results obtained with a quadratic classifier showed an accuracy of 91,8% ± 2,0% in the classification of healthy and pathological voices. In this paper, the authors implemented classical acoustic features such as Jitter, Shimmer and fundamental frequency of voice. They suggest that one of the shortcomings of their results is the lack of other comparable studies with children.
One year later, Heríquez et al. [54] implemented six NLD features: first and second order Rényi entropies, correlation entropy, correlation dimension, First Minimum of Mutual Information (FMMI) and Shannon entropy. Rényi entropies as well as correlation entropy, are implemented to estimate the amount of loss information in a time dependent dynamical system; likewise, Shannon entropy is applied to quantify how near is a time series (voice signal) from a random behavior. Correlation dimension and FMMI are considered in this study due to their capacity to measure the dependency between samples of the signal, which is considered as a complexity measure.
The representation space built by the authors was tested on two databases: Kay Elemetrics [12] , considering 53 healthy voices and 657 pathological ones, and a database from "Doctor Negrín" general hospital in Gran Canaria, Spain. This database includes registers of 85 healthy voices and 57 registers of voices with some pathology [53] .
The second database includes the five Spanish vowels, while the first one only includes English vowel /a/; additionally, the registers of this database were labeled by phoniatric experts, according to GRBAS scale, which is a numeric scale that reflects the level of pathology in voice records: 0 for healthy, 1 for voices with mild disease, 2 for moderate and 3 for registers with severe level of the phathology [55] . On the other hand, Kay Elemetrics database only considers registers labeled with two classes, healthy and pathological.
The overall performance of the classification system was 82,47% ± 3,1% for the database of the general hospital, and 99,69% ± 0,2% for Kay Elemetrics database. The classification stage was based on neural nets, additionally, to follow a validation methodology that allows direct comparison with other works, the authors presented their results according to [56] .
Recently, in 2010 Ghazaleh et al. [57] performed automatic pathology detection in voice using five NLD features: D c , LLE, aproximate entropy, fractal dimension and Lempel-Ziv complexity (LZC). Furthermore, they implemented Jitter and Shimmer for comparison purposes. They used a subset of the Kay Elemetrics database [12] including 329 pathological and 58 healthy registers.
Their best results, with a SVM classfier, indicate success rates of 94,4% with D c and 88,9% with LLE. In terms of acoustic features, for Jitter and Shimmer, the authors reported success rates of 73,33% and 71,12%, respectively.
In the same year Shaheen et al. [58] tried to quantify changes in the voice quality of dysphonic patients, before and after their surgery. This quantification was made using the correlation dimension estimated for a database that includes 88 patients who have not been surgically intervened and 88 patients in post-operative care.
Due to the excess of the pathology level and the excess of turbulent noise in some voice signals, 22 of the 88 records were removed from the study since the value of the correlation dimension didn't converge.
The authors recommended further studies considering several NLD features (multidimensional analysis); additionally, they recommended comparing traditional acoustic methods and NLD based techniques, in order to quantify the clinical utility and relevance of nonlinear methods in voice quality assessment.
Currently in 2011, Little et al. [59] and Arias et al. [60] presented studies considering both acoustic and NLD features. Little et al. analyzed in pre and post operatory patients with vocal fold unilateral paralysis. Their study considered a database that includes 17 patients and 11 healthy people, and implemented acoustic features such as Jitter, Shimmer and HNR. In regards to NLD features, their implementations include Recurrence Period Density Entropy (RPDE), Detrended Fluctuation Analysis (DFA) and correlation dimension D c .
Results show than NLD features seem to be stable and reliable for performing voice pathology analysis. The authors also indicated that this kind of work is greatly relevant for the scientific community and motivates the development of computer aid systems for the automatic detection of vocal pathologies based on NLD.
Regarding the work of Arias et al. [60] the authors combine different acoustic analysis techniques with NLD; specifically, they built a representation space that included NNE, GNE, HNR, twelve MFCC, LLE, D c , RPDE, DFA and seven entropy estimators.
In total, their space has 26 dimensions, and for the classification space, they combined two strategies: one based on Gaussian Mixture Models (GMM) and the other based on Support Vector Machines (SVM).
Their experiments were performed with a subset of Kay Elemetrics database [12] which includes 173 pathological voices and 53 healthy ones, as is described in [61] .
After combining both methods (AAV and NLD), results indicate maximum success rates of 98,23% ± 0,001%.
Similarly to [53] , the results of this work are presented according to the methodology described in [55] , allowing comparisons with future studies that use the same method.
RECENT PATENTS RELATED TO SPEECH PATHOLOGY ASSESSMENT
Considering the detection of pathologies in voice by means of the speech processing, between 2003 and 2008 there are a number of patents related.
In 2003, Fred Evangelist [62] presents the patent US6623273. It is a portable speech therapy device for postoperative vocal organ cancer patients. This device enables patients for practicing voice exercises without the direct supervision of the speech therapist. After, in 2004 J. Masteron, et al. [63] present the patent US6732076 which includes a speech analysis and therapy system and method. This patent presents a methodology for the assessment of the voice; it is able for analyzing and evaluating a group of problematic sounds, testing the user's articulation and generating clinical reports.
One year after, M. Rothenberg [64] published the patent US6850882, a system for measuring velar function during speech is presented. The device measures the functioning of the velum in the control of nasality during speech, and it is mainly focused on the acoustic analysis of voice considering different spectral features. Subsequently, in 2007 S.G. Fletcher et al. [65] present the patent application 20070168187; although it is still pending for an official registration, it is important to mention that this invention presents a methodology for real time voice analysis and method for providing speech therapy. The system was invented for people with hearing and/or speech impairments and it considers particular features of the voice such as the intonation of vowels in different languages. It is also able to provide real time visual feedback to the patient, allowing the achievement of better results in less time during the speech therapy.
In the same year, J. Meyerhoff and J.H.L. Hansen [66] present the patent US7283962 about methods and systems for detecting, measuring and monitoring stress in speech is presented. This patent, financed by the US government, is focused on achieving better results in the detection of stress while a person is speaking. The process is based on the Teager Energy Operator (TEO).
In 2008, M. Rosalyn et al. [67] published the patent US7457753, related to the detection of pathologies in speech. This patent is oriented to the telephone pathology assessment, enabling the remote evaluation of patients with vocal impairments. The system is based on the measurement of HNR, jitter, shimmer and MFCC and the algorithms were tested on the Kay Elemetrics database.
Recently, in 2011 V.E. Mikhajlovich et al. [68] presented a patent RU2433488. In this development, the use of the ratio between the energy content in high frequency and energy content in low frequency is presented as an alternative to obtain higher selectivity and specificity in the detection of pathological voices. 
DISCUSSION
There are different acoustic features, with different focus, some attempt to measure instabilities in voice signal reflected in abnormal variations in the vocal fold vibration period and others seek to measure noise content due to general articulatory problems in the vocal tract.
Most of the acoustic features depend on the estimation of the fundamental voice period; when a person has a pathological voice, the instability in their vocal fold vibration causes problems when estimating such a period; due to this challenge, scientists have focused on developing robust features that are independent of the pitch estimation.
On the other hand, Mel Frequency Cepstral Coefficients (MFCC) have demonstrated to be useful in the detection of different voice disorders.
There is also an important line of work that is mainly oriented to the analysis of the low frequency region of the voice spectrum. It is clear that with this kind of analysis it is possible to find patterns related to different voice pathologies, e.g. hypernasality, where additional spectral Another focal point considers some mathematical transformations either in the temporal or frequency domain.
Those transformations can improve the discrimination capacity of some voice acoustic features; however, according to this review, multivariate analysis is needed to consider parameters that measure different problems in the phonation process; after that, a relevance analysis is required to find and sort those features that provide greater information. Finally, automatic classification of pathological voices takes place using any of the known techniques for this purpose Table 1 summarizes the referenced studies in Acoustic Analysis of Voice oriented to the automatic detection of pathologies, mentioning year of publication, database used and best results reported, among other details.
Additional to acoustic methods, there is an important amount of literature focused on the nonlinear dynamics analysis of voice applied to the detection of pathologies.
For Nonlinear Dynamics, this review not only mentions studies oriented to voice pathology detection but also some devoted to demonstrating the existence of nonlinearities in vocal fold vibration; the reader can find a summary of the NLD studies referenced in Table 2 .
Having demonstrated that voice production process is nonlinear in essence; scientists have focused on designing and applying different techniques that allow them to understand voice from a nonlinear point of view. Some of these techniques are based on embedding.
According to embedding theory, once the attractor of a phenomenon is built, one can perform different measures over it. Particularly, in the process of automatic detection of pathologies in voice, much effort has been devoted to quantify the complexity of the attractors to determine about the pathology levels in voice signals.
In this review, different complexity measures and entropy estimators have been treated. Showing an obvious interest in the scientific community to develop accurate, stable and reliable systems designed to support clinical diagnosis.
However, as well as the challenge of finding feature methods oriented to detecting different pathologies in voice, there are two other problems in the development of systems oriented to the detection and quantification of such pathologies. One is the lack of wide databases with a large number of records and different pathologies. The community must devote efforts to building wider databases and standardizing methodologies and validation procedures that allow future comparisons between results.
On the other hand, the low number of patents focused on the automatic evaluation of pathological voices, reflects the need of such systems in the clinical environments. Both, the work for providing new computational tools for the clinical evaluation of the speech and the design of a standard methodology for validating results of different studies are required.
CURRENT AND FUTURE DEVELOPMENTS
Considering the information presented here, there are different research groups and companies interested in the development of useful computational tools for the automatic evaluation of the pathological content in the voice.
In Colombia, the excellence research center ARTICA, funded by COLCIENCIAS and TIC minister, have been working in the development of different tools for the automatic evaluation of pathological voices. Particularly, a soundproof booth has been built in the Fundación Clínica Noel for the recording of speech signals in controlled conditions. Different algorithms have also been developed for the automatic detection of hypernasality in children with repaired CLP. The developed methodology includes both, the acoustic analysis of voice and nonlinear dynamics [69, 70] .
For the future work, the research center is developing different methodologies that enable the analysis of voice records in non-controlled conditions. The center is also focused in the development of different methodologies for the evaluation of the voice in patients with neurodegenerative diseases such as Parkinson and Alzheimer.
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