If x(t) is a real valued stochastic process on the linear set T and / is a function on T, we will write Px and Px+f for the probability measures induced on sample space by the processes x(t) and x(i) +/(() respectively. Thus, if g is a measurable function of x(t¡), •■■,x(tn),
Example 3('). Let x(t) be a process with independent increments whose Levy representation is log íeUxit)Px(dx) = -\<J2(f)X2 + f (eUu-1 -iXu)Q(dz,du) J 2 J\u\gl;0$t£t + Í (eUu -l)Q(dx,du).
J |u|>l;OSigi cs2(i) is nondecreasing and represents the Gaussian part of x(t), that is, we can write x(t) = xG(t) + y(t) where xG(i) is a Gaussian process with correlation function R(s, t) = o2(min(s, t)) and y(t) is independent of xG(i). Then, [6, Theorem 4, p. 421], M(x) = M(xc) = R1,2(L2(T)).
Theorem 1. M(x) c R1/2(L2(T)).
Proof. x(i) is a measurable process and its sample functions are in L2(T) with probability one so, for any h in L2(T), 9(h,x) = fTx(t)h(t)dt is a Px-measurable function of x. An easy computation shows that ¡Q2(h, x)Px(dx) = ¡T(R112 h)2(t)dt. Hence, if R1/2h" converges to Rll2h, 6(h",x) is L2(PX) convergent and some subsequence converges to 8(h,x) almost everywhere. Now the distribution of 9(h",x) with respect to Px+/ is the same as the distribution of 6(hn,x) + \Tf(t)hn(t)dt with respect to Px, so if Px+r < Px, ¡Tf(t)hn(t)dt must converge to ¡Tf(t)h(t)dt whenever R1/2h" converges to Rll2h, and this implies that/ is in R1I2(L2(T)).
If M(x) is a measurable set, then Px(M(x)) would give another, more intrinsic measure of the size of M(x). The only result of this kind known to the author, except for cases where M(x) = (0), is in the Gaussian case where Px(M(x)) = 1 or 0 depending on whether R has finitely or infinitely many nonzero eigenvalues [4, p. 42] .
II. The semigroup of isometries associated with M(x). We now replace the assumptions of the previous section by a separability assumption. x(i) is measurably separable if there exists a countable subset (í¡) of T such that the smallest o field with respect to which all the x(í¡) are measurable is equivalent to S' under Px. Any process whose sample functions are continuous with probability one is measurably separable. We shall write x, for x(í¡) throughout this section and S" for the field generated by x1,---,x". If n"<j> is the conditional expectation of tp on S", then n" has a unique extension to a projection in LP(PX) whenever co > p ^ 1 and nn converges strongly to the identity. It follows that LP(PX) is separable for oo > p ^ 1.
If/ is in M(x) and cp is a bounded S"-measurable function, we define for each oo > p ^ 1 (writing/-fox f(t¡)). upf is densely defined and preserves positivity and norm in LP(PX), hence has a unique extension to a positivity preserving isometry in LP(PX) which we also denote by up. This definition is clearly independent of the particular sequence (t) which was used.
Theorem 2. If x(t) is measurably separable, thenf' + g is in M(x) whenever f and g are, and up+g = upug for all p. The semigroup Up(x) = \up\feM(x)~] is strongly closed.
Proof. Let cb be a bounded S"-measurable function and \p be a nonnegative bounded Sm-measurable function.
and this relation extends by continuity to all nonnegative \¡j in LP(PX). In particular, if g is in M(x), we can apply this equation with \]/ = dPx+g/dPx and p = 1 to get
which proves that/+g is in M(x) and that dPx+f+g/dPx = u)(dPx+g/dPx). Now applying the equation to upg(\¡i) we have
which shows that upup and upf + g agree on nonnegative functions and hence on all functions in Lp(Px). Now suppose V is in the strong closure of Up(x). For each ( in 7' and rea 1 number X, there is a sequence (/") from M(x) with V(l) = lim upn(l) and
which shows that fn(t) converges to a limit which we call f(t). f(t) clearly does not depend on the particular sequence (/") and since a common sequence (f'n) can be found for both expiAx(i) and expipx((), it does not depend on the choice of X. For any real numbers Xx,---,Xka sequence (/") can be found so that upn will approximate Fon all the functions 1, expil1x1,---,expiA,txfc and exists for all t in T, and if
fc->00 J J -ft«i-/■&).-.«*-/*('*))\dtt-dtk goes to zero as inf(n,m) goes to infinity, f is also in M(x) and dPx+f/dPx is the Ly(Px) limit of dPx+fJdPx. Let t be a point of T at which / does not vanish, say f(t) > 0, and define A" to be the set where nf(t) ^ x(t) <(n + l)f(t). The next theorem gives the form of the infinitesimal generators of these groups in some cases. We restrict attention to the case p = 1 because it is easier computationally and also because it is the most important in practice (see We now return to the assumptions of §1, namely, §x(t)Px(dx) = 0, \x2(t)Px(dx) < co, ¡Tx2(t)dt< co with probability one, and R(s,t) square integrable on T x T. Let (X,) and (g¡) be the eigenvalues and corresponding eigenvectors of R. We will write x" for the random variables x" = X~112 $Tx(t)g"(t)dt;
Sn for the field generated by Xy,---,xn; Sx for the field generated by all x"'s and n"cp for the conditional expectation of cp on S". Soe is not larger than S' and for many applied problems is a more realistic field to deal with than S'. Since the proof of Theorem 1 was essentially an L2 proof, it also applies to M(x,Soe) and hence the numbers/",/" = X~112 ¡Tf(t)gn(t)dt, satisfy In°°=1/"2< co for any/ in M(x,SJ.
Theorem 6. If for every n the joint distribution of Xy,-,x" is given by a density p" satisfying 
