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Abstract
In English, speakers highlight new or semantically focused information by prosodic enhancement–greater
pitch, greater duration, and greater intensity–as compared to words that are already given in, or inferable
from the prior discourse context. If speakers signal discourse meaning in their speech, then listeners may use
that information in comprehending utterance meaning. This dissertation includes four studies that inves-
tigate the perception of four different categories of discourse meaning (i.e., meaning related to information
structure for a noun in subject position: broad focus, contrastive focus, narrow focus, and discourse-given).
In the first experiment, the perception of the subject noun’s information structure in terms of these categories
was examined in the absence of any explicit discourse context. Participants were randomly assigned to an
experiment testing one pair of information structure categories, for a total of six experiments covering all
possible pairings of the four information structure categories. Participants heard recorded sentences in one of
two conditions that differed in the information structure of the subject noun. The results show that response
accuracy varied greatly depending on the pair of information structure categories that was tested, suggesting
that meaning related to information structure is not evoked from acoustic cues alone. In the second exper-
iment, naturally produced utterances were resynthesized in pitch, duration, and intensity to examine the
individual contribution of each acoustic cue to the perception of two information structure categories: broad
focus and contrastive focus–one of the pairs that was well distinguished in the first experiment. Pitch was
found to be the key feature that when changed, led to changes in the perception of information structure. In
experiments three and four, the perception of all four information structure categories of the subject noun
was again examined, now with an explicit discourse context presented to participants. Participants were
again randomly assigned to experiments testing two of the four discourse categories, and were presented with
a series of two question-answer mini-dialogues. The two mini-dialogues differed in whether the question was
explicitly about the subject noun (Who broke the record?) or was about the sentence as a whole (What
happened?). On each trial, one question-answer pair was congruent in that the accentuation of the subject
noun in the answer was appropriate for the question that preceded it, while the other question-answer pair
was prosodically incongruent, i.e., the accentuation of the subject noun was not appropriate for the pre-
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ceding question. In these experiments, accent contrasts were naturally produced and involved all acoustic
prosodic dimensions: pitch, duration, and intensity. The participants’ task was to choose the mini-dialogue
that was prosodically congruent. Similar to the results of experiment 1, accuracy depended on the pair of
information structure conditions that were tested in the experiment, providing more evidence that listeners
do not perceive specific discourse meaning solely on the basis of prosodic cues. The four studies here show
that while there may be acoustic cues that differentiate information structural meaning, the prosodic cues in
an utterance are appropriate for a variety of discourse meanings. The results suggest that listeners have bi-
ases about the prototypical prosodic cues associated with particular information structural meanings. These
findings suggest that listeners do not have strong associations between discrete information status categories
and the patterning of acoustic prosodic that they use in comprehending discourse meaning.
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Chapter 1
Introduction
Cross-linguistically, the suprasegmental qualities of speech, intensity, pitch, and duration, can be employed
to convey information about lexical contrast (e.g. stress or tone), discourse meaning (e.g. question vs.
statement), and a speaker’s affect and emotional state. In English, one way in which these suprasegmental
qualities are used is to convey information structure–speakers highlight new or semantically focused infor-
mation while deemphasizing words that are predictable from or explicitly given in the prior discourse, as in
the example below:
Q: Who ate the sandwich?
A: Mary ate the sandwich.
The act here, “eating,” and the object of the action, “sandwich,” are both predictable in the response
and in a typical reply, they would both be phonologically or phonetically deemphasized while “Mary”, the
new part of the response that answers the question, would typically be emphasized in some way. It is in
this sense that prosody conveys the information structure of an utterance. “Mary ate the sandwich” has
a different interpretation than “Mary ate the sandwich” (where bolded words are prosodically prominent)
even though lexically they are the same.
“Mary” in this example carries narrow focus, which licenses it to be prosodically prominent. Focus is
a semantic notion that relates to information structure, and there are different types of focus. This thesis
considers three different kinds: narrow focus, broad focus, and contrastive focus. Givenness, another aspect
of information structure, is also examined. Work on the mapping of semantic focus to suprasegmental
features of the acoustics in an utterance (e.g. focus projection in Selkirk (1996)) predicts acoustic differences
for sentences such as “Mary ate the sandwich” uttered under these four conditions for information structure.
If speakers are conveying information about focus in their speech, then listeners should be sensitive to it. In
a series of four perception experiments, this thesis examines how listeners perceive the information structure
condition of a word based on acoustic cues and the immediate (textual) discourse context. Are listeners able
to distinguish these four conditions of information structure? Can they determine the discourse contexts
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that elicited the utterances?
The next chapter lays out some of the preexisting work on the prosodic encoding of information structure,
which is the background for the present study. Then the research questions presented above are examined
in a series of four perception experiments.
2
Chapter 2
Literature Review
The prosodic encoding of information structure allows speakers to signal different kinds of discourse meaning.
Féry (2008), argues that there are several different types of information structure distinctions: all-new,
eventive, given, focus, and topic. From this pool, she derives ten different categories of information structure.
Other studies, such as Katz and Selkirk (2011), argue for a more conservative, three-way distinction between
contrastive focus, discourse new, and discourse given. This thesis takes a similarly conservative set of
information status distinctions, and investigates broad focus, contrastive focus, narrow focus, and given.
Although the different kinds of focus have been described in different ways or using different terms, for
the purposes of this paper I will be using them as described here. Broad focus, one kind of discourse-new
focus, refers to utterances that are uttered “out-of-the-blue”, with no special emphasis, and with no content
that was mentioned prior in the discourse. These are often answers to non-specific questions such as “what
happened” or statements that otherwise were not prompted as in table 2.1. On the other hand, contrastive
focus is used to correct an utterance that was just spoken where prominence falls particularly on the element
being corrected as in table 2.2. Narrow focus is used to present new information to the discourse, typically in
response to a question for specific information as in table 2.3. An utterance might be acoustically unmarked
as given if all of the components are predictable as in table 2.4
Contrastive focus, narrow focus, and broad focus differ from something that is discourse given. They
all operate by emphasizing a portion of the utterance while words and longer referring expressions that are
already in the discourse are deemphasized. In tables 2.2 and 2.3 the unbracketed portions of the response are
deemphasized as they are already part of the discourse. In most cases, only semantically rich words (nouns,
verbs, adjectives, adverbs) are emphasized although depending on the speaker’s intentions, any word could
potentially be given or focused.
In this thesis, I examine utterances in which the subject noun is in one of these four different focus
conditions. Although utterances like those in table 2.2 contain contrastive and given elements, I refer to
such utterances as contrastive, describing the information status on the subject noun, which is the target of
study here.
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Speaker 1: What happened yesterday?
Speaker 2: [Mark ripped the ledger.]
Speaker 1: I just remembered! [John finished the pie.]
Table 2.1: Two examples of broad focus. Words in square brackets are emphasized.
Speaker 1: Yesterday Sarah and John saw a movie.
Speaker 2: No, yesterday Sarah and [Mark] saw a movie.
Table 2.2: Example of contrastive focus. Words in square brackets are emphasized.
Speaker 1: Who turned off the lights?
Speaker 2: [Jennifer] turned off the lights.
Table 2.3: Example of narrow focus. Words in square brackets are emphasized.
Speaker 1: Did Sam call his mom?
Speaker 2: Yes, Sam called his mom.
Table 2.4: Example of given. No words carry any emphasis.
2.1 The Acoustics of Information Status
All languages have a way to mark the information status of elements in an utterance, however, how this
is done depends on the language. In English, prosody plays an important role in marking information
status. Words that have narrow or contrastive focus are prosodically prominent and are assigned a pitch
accent. Words that convey new information, as in a broad focus context, are also prosodically prominent,
and are likely to be accented, though perhaps not as reliably as words with more marked focus. Prominence
is acoustically expressed through longer duration and higher intensity, compared to non-prominent words.
Pitch accent further adds a salient pitch movement. In other languages, a different set of these prosodic
features or a completely different mechanism may be used. In Spanish, every content word may receive a pitch
accent (Hualde, 2002), so other mechanisms, such as word order are used to convey information structure
(Bolinger, 1954). In Russian, both acoustic features and word order are used in marking information structure
(Luchkina and Cole, 2017).
Although many studies on English have found some combination of pitch, duration, and intensity to
be correlated with prominence (Breen et al., 2010; Buxó-Lugo et al., 2013; Pell, 2001), the exact utility of
each feature and the different kinds of meaning that that these features can convey is less clear. Kochanski
et al. (2005) investigated acoustic correlates of prominence in dialects of British English, where prominence
was marked by a small number of linguistically informed annotators, who listened to the speech while also
viewing the waveform and spectrogram display. That study reports that intensity was the best predictor of
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prominence, followed by duration, while F0 contributed relatively little. Cole et al. (2010) also conducted
a perception study over spontaneous speech in American rather than British English, with non-expert
annotators, and with only auditory presentation of the speech materials; however, they found that intensity
and F0 contributed relatively little while duration was the strongest predictor of percieved prominence.
Studies that search for acoustic cues differentiating different kinds of prominence encounter even more
disagreement. Pierrehumbert and Hirschberg (1990) in their theoretical framework on intonation present
L+H* as a unique tone designating contrastive focus from other kinds of focus. In a study on Dutch,
(Krahmer and Swerts, 2001) found that contrastive utterances are perceived to be more prominent than
new-information focus. They also found some evidence for different intonational contours for these two
types of prominence, but they argue that the difference is better understood as a difference between nuclear
and prenuclear pitch accents. They report that a nuclear accent on an adjective in a Adj-N sequence is
realized with a steeper fall under contrastive focus, though they do not associate this pitch contour with a
specific tonal melody, such as L+H*. On the other hand, Katz and Selkirk (2011) find acoustic evidence
distinguishing contrastive focus from new-information focus but fail to find a difference in contour type.
And in a literature review on prominence studies, Féry (2008) concludes that while acoustic cues may be
associated with certain types of focus these cues are often optional and are also used to signal other kinds
of information, meaning that there are no features that uniquely signal certain kinds of information status.
These studies present a conundrum for scholars planning new experiments. The present work follows the
findings of Krahmer and Swerts (2001) and assumes that there is a perceivable difference between contrastive
focus and new-information focus. The production of the stimuli takes into account the findings of Féry (2008)
and makes sure that the cues are present in the productions.
2.2 Confounds of Information Status and Acoustics
Recent research has shown a number of factors that could be responsible for the less-than-direct relationship
seen between prosodic cues and information status and the studies with conflicting results. While prosody
is used in the expression of information structure it is also used to convey emotion. Pell (2001) investigated
the occurrence of focus under four different emotional states and found that F0 was less dependent on the
information structure in an utterance under conditions with strong emotion.
Another important component of the realization of prosodic cues is syntactic context or location in an
utterance. Breen et al. (2010) found that the acoustic correlates of focus differed in sentences such as “Damon
fried the omelet” depending on whether the subject, verb, or object was being focused. Their results further
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showed that meaningful cues to the information status of the focused word could be found by examining
elements of the utterance that were not focused. Similarly, Xu and Xu (2005) found that, for narrow focus,
focused items exhibit expanded pitch range, as expected, while post-focal items have reduced pitch range.
Cooper et al. (1985) found a similar effect for pitch but no such effect for duration. These findings open
the possibility that listeners use at least some prosodic information to anticipate future content and confirm
or correct content that has already been uttered. On the other hand, it isn’t clear why the realization of
prosodic cues depend on their location in an utterance.
Krahmer and Swerts (2007) showed that, for Dutch, speakers place more emphasis on words if their
production is accompanied by a visual cue (eyebrow movement or head nod) and that subjects are more
likely to perceive a word as prominent if accompanied by a visual cue. That perception of prominence is
multi-modal does not come as a surprise given that other aspects of speech perception have also shown to
be multi-modal (McGurk and MacDonald, 1976; Gick and Derrick, 2009).
Several recent studies have investigated the communicative value of information structure. Breen et al.
(2010) found acoustic differentiation for focus and non-focus items to be stronger when utterances were
produced to someone who needed to know the content of the utterance, as opposed to when the utterances
were said to no one. Rosa et al (2012) ran a study on pairs of subjects where one speaker was providing
instructions and the other subject was carrying out the instructions while possibly engaged in a second,
demanding task. Durations were longer when the listener was engaged in the demanding task than when they
were not engaged. Snedeker and Trueswell (2003) showed that prosodic cues that are produced and perceived
in ambiguous sentences are not present in unambiguous sentences. Buxó-Lugo et al. (2013) similarly showed
that prosodic cues were more strongly produced in an engaging task than when a speaker is addressing
no one. Thus, studies that involve no discourse exchange or discourse with very weak communicative value
might exhibit considerably weaker prominence-marking patterns than studies where such marking is essential
to the task.
Wagner (2005) conducted a prominence marking experiment where subjects labeled syllables as prominent
after hearing a normal utterance, an utterance with reduced prosodic cues, or with no audio. Her results
show that listeners expectations of prominence placement aligns with the acoustic cues, suggesting that
top-down knowledge can be used to guide perception.
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2.3 Summary
Research into the production and perception of prominence paints a complex picture. The suprasegmental
spellout of a word depends on the word’s information structure, the information structure of other words
in the utterance, the speaker’s emotional state, the word’s location within the utterance, the presence of
any physical gestures made by the speaker, the presence of a listener, and the attentive state of the listener.
Similarly, the perception of this spellout is influenced by physical gestures made by the speaker. And if the
speaker failed to use the expected cues or if the listener couldn’t hear the cues used by the speaker, they
can use their expectations of where prominence should go to guess the intended meaning.
This body of research shows how complex the perception of duration, intensity, and pitch are, for all
of the things that they cue, and how many unresolved questions there are in this area of phonology. The
present study attempts to shed light on one small issue. I attempt to address the question: what is the role
of the prosodic cues duration, intensity, and pitch in the perception of information structure. According
to previous studies, it would seem that all three acoustic parameters are important although some studies
suggest that one cue may be more important than others. However, all of the studies cited above have a
major shortcoming in that they have not directly investigated the influence of these three cues on listeners’
perception of information structure. These studies indirectly observe the role of prominence in perception
by correlating listener’s judgments of prominence with associated acoustic cues.
While this seems like a reasonable approach, it can be misleading. Acoustic cues are heavily overloaded
and it might be unreasonable to expect listeners to be sensitive to all possible interpretations of lengthened
duration, for example. Mahrt et al. (2011), in a corpus study that paired inter-rater prominence agreement
scores (p-scores) with various measures of these three acoustic cues, found that words with high agreement
for prominence (p-score of 1) had acoustic cues that fell into a subset of the range of values for words with
high agreement for non-prominence (p-score of 0). Thus it is possible to label some words as non-prominent
based on their associated acoustic measures but for many words, no prominent or non-prominent label can be
reliably assigned based only on acoustic measures from the target word. Even though there is a correlation
between the acoustic cue and prominence, it might be that listeners cannot use this information to reliably
mark words as prominent.
That listeners are unable to map acoustic cues to the prominence status of words is only one interpretation
of the result from Mahrt et al. (2011). Watson (2010) provides evidence in support of this interpretation.
The results of a carefully controlled production experiment showed that lengthened duration was a reflex
of lexical access for new words, intensity was an expression of speaker effort, and F0 carried information
structural meaning. Prominent items tend to mark words that introduce new information to the discourse,
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and also tend to carry a pitch accent, so it is not a surprise that these features often co-occur appearing, on
the surface, to signal prominence in general.
This thesis continues the line of inquiry into the relationship between prosodic cues and the kinds of
meaning they convey. Chapters 3, 5, and 6 investigate whether listeners can accurately map between utter-
ances and their associated information structure contexts. If acoustic cues are clearly signaled by speakers
and unambiguously perceived by listeners, than listeners should be able to map from an acoustic signal to
a context and vice versa. The results show that this is largely not the case. Chapter 4 investigates whether
changes in duration, pitch, and intensity through resynthesis leads to changes in perceived information struc-
ture. The results, consistent with Watson (2010), show that listeners either only use pitch or that listeners
weight pitch more heavily.
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Chapter 3
Experiment 1: Perception of
Information Structure without
Context
Speakers can convey discourse-level information in an utterance by manipulating their prosody. If speakers
are conveying this information, then listeners should be sensitive to it. In this study, the information
structure (IS) categories of broad focus, contrastive focus, narrow focus, and givenness were investigated.
Experiment participants were exposed to naturally produced utterances of English and asked to identify the
discourse context that they were produced in, in a binary decision task. The results show that not all IS
categories are identifiable from other IS categories. It is not clear if this behavior is purely driven by the
available acoustic cues, or if it reflects the representation of IS categories in the mind of the listener.
Acoustically-signaled information can be split into two types: segmental and supra-segmental. Segmental
information is used by speakers to convey the lexical information in an utterance, however the supra-
segmental content of an utterance can be used to augment a signal in a number of ways—including conveying
the emotional state of the speaker, altering a statement into a question or a command, or by situating the
utterance inside of a discourse-level context.
In English, speakers manipulate the discourse-level context through the use of acoustic prominence.
Words that are introduced to the discourse or that are otherwise unexpected can be made acoustically
prominent while words that are predictable or that have already been introduced in the prior discourse
are acoustically deemphasized or nonprominent. For example, given the question “Who ate the cheese?” a
typical response might be something like “Mary ate the cheese” where Mary, in bold, is the new information
and receives acoustic prominence. Novel words have the option of not being acoustically marked while words
that are already part of the discourse cannot be acoustically marked without changing the interpretation of
information structure for the utterance. For the question “Who ate the cheese?” compare “Mary ate the
cheese” with “Mary ate the cheese.” In these responses, “Mary” is the new information and “cheese” is the
old information. The first response would be fairly typical while the second response would be very strange.
In English, words that are acoustically prominent may bear a pitch accent, be louder in intensity, and
be longer in duration in comparison to words that are not. These three acoustic correlates of prominence
are all relative measures. Individual speakers differ in their pitch range due to physiological and cultural
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Context Response
Broad Focus What happened yesterday? Mary ate the cheese.
Narrow Focus Who ate the cheese Mary ate the cheese.
Contrastive Focus Did Bob eat the cheese? No, Mary ate the cheese.
Given Did Mary eat the cheese? Yes, Mary ate the cheese.
Table 3.1: Examples of contexts and responses for the four types of information status categories investigated
in this research. Words marked in bold may be acoustically prominent. Underlined words can appear with
even greater prominence
differences. Vocal loudness and speech rate are also influenced by cultural differences. Furthermore, even
within a community of speakers, there can be large differences between individuals in these three acoustic
correlates. Listeners, however, are able to accommodate for inter-speaker differences when perceiving acoustic
prominence related to discourse meaning.
This research involves four different kinds of discourse-level meaning that can generate four distinct
patterns of prominent and non-prominent words in an utterance: broad focus, narrow focus, contrastive
focus, and given (for examples see Table 1). Broad focus utterances occur in an out-of-the-blue situation,
where there is no immediate shared context. In a sentence under broad focus, each content word can be
accented and can receive a similar level of acoustic prominence. Narrow focus utterances typically contain a
mix of words that are already part of the discourse and words that are new to the discourse. Content words
that are already part of the discourse should be unaccented, to the extent that the utterance is likely to
sound strange or carry a different interpretation if a discourse-given word is accented, while the new content
words are likely to be marked with acoustic prominence. Narrow focus is licensed only in certain discourse
contexts, such as when responding to a question or elaborating on a point. Contrastive focus is used to
present information, new or old, which corrects information in prior discourse context. The content words
bearing contrastive focus can be marked with a particularly strong degree of prominence which includes a
distinct shape on the pitch contour. Finally, given utterances occur when all of the material has already
been introduced in the prior discourse. Sentences that are given should not carry any acoustic prominence.
Research Question 1: Are utterances produced under different information status categories perceptually
distinct?
If IS distinctions are prosodically encoded in speech, then the hypothesis is that listeners should be
attentive to the cues conveying specific IS categories. Thus, the first hypothesis is:
Hypothesis 1: Listeners will be able to accurately assign an IS label to an utterance on the basis of the
available acoustic cues.
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1. Daisy warned the owner.
2. Damon fried the omelet.
3. Dorah filmed the movie.
4. Harry raised the window.
5. Jamie dyed the laundry.
6. Jonny helped the warden.
7. Jonah burned the onion.
8. Maddie found the tv.
9. Mary rolled the barrel.
Table 3.2: Sentences used in this study.
3.1 Methodology
3.1.1 Stimuli
Nine different English sentences were used in this study (Table 3.2). Each of these nine sentences was
recorded from a model speaker four times, once for each: broad focus, contrastive focus, given, and narrow
focus. The stimuli were recorded in a soundproof booth with a high-quality, head-mounted microphone.
One informed female speaker of American English produced all of the stimuli. Several speakers were
originally used to produce the stimuli. However, impressionistically, they failed to consistently produce the
utterances under the different types of information status used in this study. Using only a single speaker
has drawbacks in the generalizability of the findings. However, using only a single speaker makes it simpler
to compare responses across different test items. Similarly, using the same dataset for all of the studies used
in this dissertation makes it simpler to compare the results across each experiment.
To make the productions as natural as possible, the model speaker was presented with questions that
prompted a particular response under a given focus condition. For the response “John ripped the ledger”,
the broad prompt was “Do you know what happened yesterday?”, the given prompt was “Did John rip
the ledger?”, the contrastive prompt was “Did Mark rip the ledger?”, and the narrow prompt was “Do you
know who ripped the ledger?” Except for the response to the given prompt, which was scripted, the model
speaker’s responses were spontaneous. She was shown the list of names used in the prompts, as a memory
aid. Each of the questions required a “yes” or “no” response. A single neutral production of the words “yes”
and “no” were also recorded from the same speaker and spliced into each recording, followed by a short
pause.
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During the recording session, when a mistake in articulation was made, the response and question pair
was repeated, but otherwise, the first production of a token was kept. The order that stimuli were produced
under was randomized to help prevent the production of the stimuli from being systematic.
The stimuli were recorded in a single session in a sound-proof booth with a high-quality head-mounted
microphone. After obtaining the recording, the peak amplitude of the entire recording session was maximized
using the normalize function in Audacity with the DC offset removed and peak amplitude normalized to -1.0
db. The utterances were then segmented using the hand-corrected output of a voice activity detector. The
result of this process resulted in 36 utterances (9 utterances under 4 different types of information status).
To ensure that the stimuli were acoustically differentiable into four discrete classes, the stimuli were
modeled with a linear discriminant analysis (LDA). First, a variety of measures of pitch, intensity, and
duration were extracted from the subject, verb, and object positions of the utterances (word-level features:
RMS intensity, znormalized RMS intensity, mean F0, max F0, min F0, F0 range, variance in the F0, standard
deviation of the F0, and znormalized max F0; stressed-syllable-level features: duration; stressed-vowel-level
features: duration and znormalized duration–where znormalization was conducted over the scope of an
utterance). These were fed into an lda analysis using the R MASS package (Venables and Ripley, 2002).
The function indicated that there was colinearity. To determine which variables exhibited colinearity, the
correlation of all possible feature pairs was taken and, for each correlated pair, only one of the features was
chosen to be in the final set of acoustic features (see r script 1). With the final selection of acoustic features
chosen, the lda was run a final time. Using a leave-one-out-analysis, the lda was able to discriminant the
four IS categories with high accuracy (Table 3.3).
This lda analysis is not meant to be a proxy for a test of human perception but only to independently verify
that the four IS categories are in some way acoustically distinct from one another. There is some overlap
between the categories which could point to acoustic ambiguity in some of the productions. Alternatively,
if other acoustic measures were used, the distinction between the four IS categories might have been better
captured, leading to higher accuracy. This research is not primarily concerned with the how these categories
are accoustically differentiated from one another. For the purposes of this research, it is sufficient to have
shown that the four IS categories are acoustically differentiated.
Actual Category
broad contrastive given narrow
Predicted broad 8 0 0 0
Category contrastive 0 9 0 0
given 0 0 8 1
narrow 1 0 1 8
Table 3.3: Confusion matrix for lda analysis. Overall accuracy = 33 / 36 = 91.6%
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3.1.2 Participants
Participants were recruited online via the work crowd-sourcing website Amazon Mechanical Turk (AMT).
Participants were restricted to people from the US via filtering of IP address by the AMT system, and
participants had to be at least 18 years old. After consenting to participate in the study, participants filled
out a demographics survey. The participants came from all around the U.S. Participants who reported
themselves as being non-native speakers or indicated that they were born and grew up outside of the U.S.
had their data excluded from the study. To prevent incentivizing participants from being dishonest, they
were not told that they had to be a native speaker of American English to participate and they were still
compensated for their time, regardless of whether or not their data was used. Data that had to be thrown
out, because the participant was not a native English speaker, was replenished by running more participants.
180 participants were recruited for this experiment and had their data included in the analysis. The
participants were divided into 6 groups of 30, where each group was given a different information structure
pair (broad focus and given, broad focus and contrastive focus, broad focus and narrow focus, given and
contrastive focus, given and narrow focus, and contrastive focus and narrow focus). The experiment took
about 10 minutes to do and participants were compensated $1.50.
Participants made 18 judgments (9 sentences * 2 types of information structure) in the task.
3.1.3 Task
To investigate the research question, a perception experiment was conducted using a typical stimuli-identification
task. Broadly speaking, experiment participants listened to utterances and indicated which information
structure category it belonged to. This experiment was administered using the Language Markup and
Experimental Design Software, LMEDS, a web-based platform for perception experiments (Mahrt 2016).
LMEDS administers informed consent and presents experiment instructions, training items, experiment
stimuli, and demographic surveys. For more information on LMEDS and its use in this thesis, please see
Appendix B.
Because the task of explicitly labeling different kinds of information status is not something that casual
listeners do in their daily lives, before the presentation of the stimuli, participants were first presented with
an informational page. Each participant only saw two of the four types of information status, which were the
same two that they would be hearing in the test stimuli. They were given a description of the two categories,
information on their use, and a short audio example of an appropriate context and response, in order to
familiarize them with the two types of information status they would encounter. The audio example was
not used elsewhere in the experiment. The training model included text that encouraged the participants
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to think about similar contexts when they are doing the experiment.
In the task, participants were presented with a single audio recording of simple SVO sentences and two
response options–one for each of the two kinds of information status for the subject noun in the sentences they
were trained on. The response options were shown as “Contrastive”, “Narrow”, “Broad”, and “Given”. For
each audio recording, they had to decide which of the two kinds of information status most aptly described
the subject noun. Participants could listen to the audio as many times as they wanted.
Information status is produced in a context–a word is highlighted (via prominence and pitch accenting) or
de-accented by the speaker to inform the listener of its status in the utterance. No explicit discourse context
was provided in these tasks. In the instructions, participants were told that they could try to imagine a
context where the utterance would be appropriate, as one possible strategy for performing this task.
The items for this task were randomized. After the order was randomized, items were shuffled by hand
such that no two consecutive items contained the same lexical content. Randomization was not done per
participant.
The experiment used a between-subjects design, with participants exposed to sentences in only two of
the four IS conditions. Participants were randomly assigned to one of six groups, one group for each pair of
IS conditions (e.g., Contrastive & Narrow; Contrastive & Broad; Contrastive & Given; etc.). Participants in
each group heard sentences presented auditorily, and for each sentence they had to choose which of the two
IS conditions of the experiment best identified the information structure of the subject noun. One answer
was always correct, and the other incorrect. If hypothesis 1 is correct, then task participants should have
very high, if not near perfect, accuracy. If there is no acoustic differentiation or the acoustic differentiation is
not meaningful to the listener, then accuracy should be at chance, at around 50% accuracy. Other outcomes
could have accuracy being between these two extremes. There may be partial overlap in acoustic cues
differentiating IS categories or in some items a speaker may not have conveyed clear acoustic cues to IS. In
this case, we expect that contrastive focus should have the highest accuracy, as it is supposed to be the most
perceptually salient. For the other categories, it is less clear. It is also possible that there is a response bias
that favors one or more IS category over others.
3.2 Results
The results are shown in three figures that provide different perspectives of the same data. The figures are in
order of more generalized results to more narrow, specific results. Figure 3.1 shows the average participant
accuracy for each of the four IS categories. Next, figure 3.2 breaks the previous figure down one level–showing
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Figure 3.1: Experiment 1 results organized by IS category
the overall accuracy between each IS category pair tested. And finally, figure 3.3 shows the accuracy for
each IS category within IS category pair.
The results show that overall listeners are able to perform this task with above-chance accuracy. From
figure 3.1, contrastive focus is the most accurately identified IS category of the four. This result is not
surprising, as contrastive focus is canonically marked with particularly salient acoustic emphasis. Moving
to figure 3.2, accuracy in labeling contrastive focus is near the ceiling except when paired with narrow
focus. This decreased accuracy is also not surprising as contrastive focus and narrow focus share more in
common—both feature one accented word—compared with given where all words are unaccented, or with
broad focus, where all content words are accented.
Broad focus, is the least easily identifiable IS status of the four. Listeners identify broad focus at chance
except when it is paired with contrastive focus, in which case accuracy is near the ceiling. However, for the
other categories paired with broad focus, a different result emerged. When broad focus is paired with narrow
focus, accuracy for broad focus drops to chance and when paired with given, accuracy for both broad and
given is near chance (figure 3.3).
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Figure 3.2: Experiment 1 results organized by experiment pairs (B – Broad focus; C – Contrastive focus; N
– Narrow Focus; and G – Given)
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Figure 3.3: Experiment 1 accuracy for each IS category within the tested IS category pairs.
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3.3 Discussion
The results confirm hypothesis 1 and resolve the research question. Listeners are able to distinguish at least
some different kinds of information status with above chance accuracy. However, although listeners were
able to identify the different kinds of information status, accuracy is lower than expected, which opens new
questions.
Research Question 2: Do the acoustic cues that signal different IS categories overlap?
The linear discriminant analysis shows that the stimuli can be classified by their IS category, given their
prosodic acoustic cues. The results of the lda analysis would not predict the accuracy results found in this
study. One possibility is that differences found by the lda are imperceptible to the ear. On the other hand,
even if the stimuli are audibly distinctive based on IS category, those differences might not be meaningful
to the listener.
Research Question 3: Are listeners sensitive to the acoustic expression of IS categories?
In other words, while speakers may be producing distinctive signals to convey meaning related to the
information structure or words in an utterance, listeners might not be able to reconstruct the speaker’s
exact intended meaning. If listeners cannot map from the acoustics cues to the exact intended meaning then
either A) they are not attentive to these acoustic cues or B) there is a problem with the mapping between
acoustics and the intended meaning. The results indicate that listeners do attend to acoustic prosodic cues,
contrary to scenario A. However, there are at least three reasons for why listeners might experience difficulty
in mapping the speech signal to the speaker’s intended meaning.
First, IS categories might not always be discretely signaled by acoustic cues. In other words, listeners
may be sensitive to all of the cues, but there may be ambiguity in mapping back to the intended meaning.
Researchers have been looking for reliable, invariant prosodic cues to different kinds of meaning but have
yet to find any (see Féry (2008), for a review) . This may be in part because prosodic cues have additional
functions other than just marking prominence. For example, lengthened word duration indicates prominence
but also the end of a phrase.
Second, some purported cues might not be cues at all. There is some limited evidence of this. Although
duration, intensity, and pitch are considered to be cues to prominence, most research examines this rela-
tionship through correlation measures. (Watson et al., 2008) found that duration and intensity might be
accentuated in prominent words due to “speaker-centered” reasons, rather than “listener-centered” reasons.
For example, words that are not part of the discourse (not primed) take longer to access than words that
exist in the discourse (primed), which has an effect on word production. In other words, although prominent
words may be produced with longer duration and higher intensity, this may not be intentional. If speakers
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are not modeling this information, it calls into question whether listeners do.
Third, marking of prominence is highly contingent on a number of contextual factors. Acoustic cues
are more pronounced when the interlocutor is present (Breen et al., 2010; Buxó-Lugo et al., 2013), when
the speaker believes that the listener is distracted (Rosa et al., 2015), and when there is ambiguity in the
context (Snedeker and Trueswell, 2003). This results in listeners having a broad array of mappings between
acoustic spellout and an intended meaning. One can imagine the dialog “A: Did Mark eat the Cheese? B:
No, [Mary] ate the cheese” being produced in a number of situations. Consider the case where the speakers
are shouting at each other in a wind tunnel compared with when speaker B is bored and occupied with their
phone.
All three of these introduce a complication for the listener’s attempt to reconstruct the meaning in an
utterance. This problem, however, is not a problem in normal conversation. Listeners do not need to fully
reconstruct the prosodic structure produced by the speaker using only prosodic information. Instead, the
listener may only need to complement what they understand from the context and the lexical content of the
utterance. Furthermore, Wagner (2005) showed that in the absence of prosodic cues, listeners are able to use
top-down knowledge to accurately predict prominence. These findings all point to a scenario where listeners
may only use a very shallow representation of the prosodic cues produced by the speaker. If listeners are
using a shallower representation, what might it look like? A simple model would be the degree of relative
prominence that falls on each word.
Hypothesis 2: Listeners interpret the prosodic cues to information status through relative degrees of
prominence.
In the literature, contrastive focus is reported to have a particularly salient pitch accent, and so it
would be at the top of the prominence scale. Given is the absence of prominence, so it would be at the
bottom of the prominence scale. Narrow and broad focus sentences are expected to be intermediary on the
scale of perceptual salience. A sentence with broad focus has a pitch accent on the final content word and
additional (optional) prenuclear accents, but these accents will be of lesser prominence than the accent that
marks contrastive focus–H* is a typical prenuclear accent with a broad focus sentence, while L+H* marks
contrastive focus. Narrow focus is marked with a perceptually salient pitch accent on the focused word,
which could be L+H* or H*, and which is expected to be of intermediate perceptual salience, between broad
and narrow focus. The greater prominence of sentences with narrow or contrastive focus, compared to broad
and given, is partly due to the de-accenting of post-focal words.
This prominence-based ranking of the IS categories correctly predicts some of the results obtained in
this perception study. Accuracy for given is highest when paired with contrastive focus—the two opposite
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Given Broad Narrow Contrastive
Figure 3.4: A hypothetical scale of relative prominence from least to greatest prominence (going left to
right).
ends of the prominence scale—and then next highest with narrow focus and then broad focus. However,
this ranking does not predict the accuracy ranking for narrow focus. Accuracy was highest for narrow focus
when paired with contrastive and lowest for given—when it should have been the opposite, according to the
prominence scale. In terms of acoustics, there is no explanation for why listeners would have more difficulty
in identifying narrow focus when paired with given than narrow focus paired with broad focus.
If there indeed is a problem in mapping from the acoustic cues to meaning, then introducing context may
change how listeners perform this task. In everyday situations, listeners do not participate in conversations
that lack context of the sorts seen in the present study. One possibility is that the learners were unable
to rely on their notions of these IS categories and were instead forced to learn two new prosodically-cued
categories. Another possibility is that, divorced from context, listener’s models of the IS categories is greatly
impoverished without context. Turnbull et al. (2014), in a perception task, found that words bearing a
L+H* accent, which is typically associated with contrastive focus, were more likely to be perceived as
prominent when they were heard in a discourse context than when heard as out of context. Participants
in that study however, did not attempt to distinguish different kinds of meaning—participants were only
marking prominence. In contrast, in the present study, participants were given explicit instructions about
the nature of IS categories and marked their answers using the given IS category labels. However, it may be
that the instructions and labels were meaningless to the participants and that their responses did not reflect
their knowledge of IS categories. If discourse context is important in the processing of the acoustic cues to
discourse context, then repeating the experiment with the addition of context in the task should improve
results. This is the focus of the next experiment.
A perception study was run investigating whether four different IS categories—broad focus, contrastive
focus, narrow focus, and given—are acoustically differentiable. Participants were tested over two different IS
categories in an identification task. The results show that this is indeed the case; however, accuracy results
are lower than predicted. Furthermore, identification accuracy depends on the IS category pair. A model of
acoustic prominence explains most of the results. One explanation for the results is that the task might not
have tapped into the listeners notions of IS categories. Labeling of IS categories is not a very natural task.
If listeners were unable to tap into their knowledge of IS categories in doing the task, then they would have
to learn the two categories on the fly. The next experiment will address this shortcoming.
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Chapter 4
Experiment 2: Perception of
Resynthesized Tokens
In the last chapter, in examining the perceptual space of different types of information status, it was found
that contrastive focus is well distinguished from broad focus and given but not narrow focus and that other
pairs of information status are not well differentiable, using an identification task.
However, it is not clear what elements of the utterance listeners use to identify information status (or
specifically to distinguish contrastive focus from broad focus and given). As information status is conveyed
though prosody, this study directly examines the role that acoustic cues related to intensity, duration, and
F0, individually play in the perception of prominence.
In the current experiment the audio stimuli will be modified through resynthesis, to change a single
acoustic parameter from an utterance naturally produced in one IS context towards the values of the same
utterance naturally produced in a different IS context (e.g. utterances produced in a broad focus context will
have their prosodic cues shifted towards that of the corresponding utterance produced under a contrastive
focus context). If the manipulated cues are important for perception, then manipulating utterances in this
fashion should lead to changes in the perception of the IS category of the utterance.
Different from the experiment presented in chapter 3 is that here only broad focus and contrastive focus
are being investigated. Based on acoustic measures mentioned in Chapter 3, some of the utterances are
not well distinguished in IS pairs that include narrow focus and given, which makes it difficult to predict
how resynthesis would affect the perception of IS for those items. Therefore we choose only the broad and
contrastive focus items for this study.
The research question here is the same as Research Question 1 in the last chapter: “Are utterances
produced under different information status categories perceptually distinct?” However, this study examines
this question with a sharper focus than the previous study.
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4.1 Methodology
4.1.1 Stimuli
7 different English sentences were used in this study (Table 4.1). Each sentence was uttered in a broad focus
context and contrastive focus context, resulting in 14 utterances.
The stimuli were recorded in a soundproof booth with a high-quality, head-mounted microphone. The
author, a male speaker of American English from the midwest, produced the stimuli for this study. Stimuli
were elicited in the same manner as was as in chapter 3.1.1; a prompt appropriate for broad focus (“What
happened yesterday?”) or contrastive focus (“Did Chris warn the owner?”) was given before each stimulus
was produced.
The 14 utterances were recorded twice, in two different sessions using the same sentences, setup, and
equipment. The two sessions were recorded in two different styles–one intended to exaggerate the difference
between broad focus and contrastive focus and one intended to be in a clear speech style (set B), as described
in section 4.1.1. These two sets provide two different ranges for our acoustic cues and allow us to better
explore the research question. After the recordings were made, the utterances were segmented by hand. The
14 selected sentences, produced under 2 different styles, yielded 28 utterances.
The 28 utterances were then processed to create the resynthesized stimuli. First, time-aligned phone
markings, in the form of Praat TextGrids, were generated using the Penn Forced Aligner (Yuan and Liber-
man, 2008) and the resulting phone boundaries were hand-corrected in Praat (Boersma and Weenink, 2015).
The audio files together with the phone boundaries were used to create three resynthesized versions of each
of the utterances, one for each of duration, pitch, and intensity. The manipulation process maps one aspect
of an audio recording onto a different audio recording. For example, for a stimulus produced in a broad
focus context, the F0 manipulation replaces the broad production’s F0 contour with the F0 contour of the
corresponding utterance produced in a contrastive context, while maintaining the duration and intensity in
the broad production. This mapping was done at the phone level over the entire utterance (see Appendix
A for more detailed information about the manipulation process).
With 28 different naturally produced utterances and 3 different manipulations for each of them, 84
manipulated utterances were generated, yielding a total of 112 utterances. These were the stimuli that were
used in the present study.
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1. Daisy warned the owner.
2. Damon fried the omelet.
3. Dorah judged the movie.
4. Harry raised the window.
5. Jamie dyed the laundry.
6. Jonah burned the onion.
7. Maddie worried the woman.
Table 4.1: Sentences used in this study.
Set A and Set B: Stimuli and Speech Styles
Stimuli Set A and Set B are differentiated by the style of speech that were used to produce them. In Set
A the broad stimuli were produced in a casual but clearly enunciated style and the contrastive stimuli in a
clear and exaggerated style. Both the broad and contrastive stimuli in Set B were produced in a clear-speech
style. The use of clear speech results in well-formed resynthesized utterances. A third set of utterances was
recorded in a casual style, however, the phonetic reductions that were produced created problems for the
resynthesis process, so they were not included in this study.
Various acoustic prosodic measures were examined as correlates of focus, to establish that there were
sufficient acoustic cues to identify or discriminate between focus conditions of the stimuli. For example,
one expected difference between the subject under broad focus and contrastive focus should be that the
contrastive production is more prominent. Past studies have shown that the stressed vowel in prominent
words have higher intensity, greater pitch excursions, and longer duration than the corresponding vowels in
non-prominent words. For that reason, measures of these three cues are extracted.
A Kolmogorov-Smirnov test was conducted on each broad and contrastive pair to examine whether or
not the distribution of values under these conditions were the same or not. A significant difference for any
individual cue would allow the possibility that listeners could use the cue to identify or discriminate between
focus conditions. If the test fails (p > 0.05) then it is unlikely that listeners will be able to differentiate
the broad and contrastive productions on the basis of this acoustic measure alone. I do not claim that the
acoustic measures tested here are the primary cues, or the only cues, but a positive finding for these acoustic
measures would merit further investigation into the status of the measures as perceptual cues. Table 4.2
contains the results of the acoustic analysis.
For the most part, the elicitation of broad and contrastive utterances seems to be successful in the two
sets. However, did the elicitation instructions for Set A and Set B result in acoustic differences in the two
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Set A Set B
RMS Intensity Broad 2801 3543
of the Contrastive 5298 4671
stressed vowel KS Statistic 0.90 0.56
p-value 0.00 0.08
Duration (s) Broad 0.096 0.137
of the Contrastive 0.183 0.168
stressed vowel KS Statistic 1.00 0.44
p-value 0.00 0.25
Max F0 (Hz) Broad 128.76 132.59
of the Contrastive 216.58 201.57
utterance KS Statistic 1.00 1.00
p-value 0.00 0.00
Table 4.2: Mean values for various acoustic measures. Also contains the results of Kolmogorov–Smirnov
tests which investigate if the distribution of measures in broad utterances is the same as for contrastive
utterances. Highlighted cells are not statistically significant (p < 0.05).
sets of stimuli? Running the Kolmogorov-Smirnov test between the stimuli in Set A and Set B (Table 4.3)
shows that, as was intended, there was a significant difference between the duration measures in the broad
context. There was also a small (approximately 20 hz) but significant difference between the F0 values in
the contrastive context. There were no effect of elicitation style on intensity for either focus condition.
In summary, this study uses two sets of similar acoustic data. Each set contains sentences produced in
a broad context and in a contrastive context. Acoustic analysis shows that there is a difference between
the broad and contrastive productions (Table 4.2) and from productions in Set A and Set B (Table 4.3).
This experiment examines whether, individually, these acoustic differences will be perceived as meaningful
by listeners. The intention of Set A was to maximize the distinction between broad focus and contrastive
focus, while Set B contains a less exaggerated difference. These two sets will make it possible to explore the
acoustic space more effectively. If there is no effect found for Set A, then there should be no effect for Set
B. And if there is an effect found for Set B, then there should be an even stronger effect for Set A.
4.1.2 Participants
30 participants were recruited online via the work crowd-sourcing website Amazon Mechanical Turk (AMT)
using the same criteria as in Chapter 3. The experiment took about 30 minutes and participants were
compensated $4.50.
4.1.3 Task
Using the resynthesized versions of utterances from Sets A and B, a perception experiment was administrated
remotely over LMEDS, a web-based platform for perception experiments (Mahrt, 2015a).
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Broad Contrastive
RMS Intensity Set A 2801 5298
of the Set B 3543 4671
stressed vowel KS Statistic 0.56 0.40
p-value 0.07 0.34
Duration (s) Set A 0.096 0.183
of the Set B 0.137 0.168
stressed vowel KS Statistic 0.78 0.24
p-value 0.00 0.90
Max F0 (Hz) Set A 128.76 216.58
of the Set B 132.59 201.57
utterance KS Statistic 0.26 0.59
p-value 0.86 0.04
Table 4.3: Examines stimuli items under the same condition but in different blocks (i.e. are the stimuli in
Set A different from the stimuli in Set B?). Highlighted cells are not statistically significant (p < 0.05).
Similar to the experiment in Chapter 3, participants were briefed on the differences between broad focus
and contrastive focus, with the same instructions and examples as used in that experiment.
After the instruction of the experimental materials, stimuli items were presented individually. Each
utterance had to be listened to at least one time and could be listened to a maximum of 3 times. After
listening to an utterance, subjects had to choose whether it was broad, contrastive, or neither broad nor
contrastive. A similar, two-response forced-choice task was not used because it is possible that the acoustic
manipulations of the source recordings would be perceived as having neither broad or contrastive focus. If a
production sounds like neither (but instead, for example like a question), it is a different task to ask listeners
whether the utterance is more like a broad utterance or a contrastive utterance.
Stimuli were presented in two blocks. Set A with 56 stimulus items was presented first, followed by Set
B with 56 stimulus items. The presentation of stimuli within each block was randomized.
In Chapter 3 it was shown that listeners can identify broad focus and contrastive focus with high accuracy.
As the task is the same here, unmodified stimuli (i.e., the source recordings before resynthesis) should be
similarly distinguished with high accuracy. In Chapter 3, the only cues to the information status of the
utterance that participants had were suprasegmental cues in the signal. If duration, intensity, or pitch were
important cues that listeners used, then removing information from those cues in the resynthesized stimuli
should lead to lower accuracy–due to either uncertainty or a complete shift in perception. If a cue is not
used, then no change should occur.
The acoustic analysis of Set A and Set B in section 4.1.1 creates a set of hypotheses (Table 4.4). If
listeners are sensitive to only a specific aspect of the signal–for example the duration of the stressed vowel
or the relative peak height of the pitch accent on the target word–the resynthesis process will still remove
these aspects from the signal, and shifts in perception, possibly not predicted by table 4.4 are still expected.
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Resynthesis Direction Projected to be Perceived As
From To Set A Set B
Intensity Broad Contrastive Contrastive Broad
Contrastive Broad Broad Contrastive
Duration Broad Contrastive Contrastive Broad
Contrastive Broad Broad Contrastive
F0 Broad Contrastive Contrastive Contrastive
Contrastive Broad Broad Broad
Table 4.4: Hypotheses for perception results assuming each cue is individually sufficient for perception.
Highlighted cells have had their hypothesis modified (to ’no change in perception’) based on the acoustic
analysis reported in Table 4.2.
4.2 Results
In this experiment participants had three response options: broad, contrastive, and neither. Figures 4.1, 4.2,
and 4.3 contain accuracy rates, error rates, and the percent of items that were marked as ‘neither broad or
nor contrastive’.
The first question to answer is: were the results of the experiment in Chapter 3 replicated? Accuracy for
all unmodified stimuli is above 90% (figure 4.1), which is even higher than in the last experiment.
For the resynthesized utterances, the results of a Fisher’s exact test for count data showed that responses
were different from the unmanipulated stimuli for all groups except broad utterances with resynthesized
intensity in Set A (Table 4.6). Those resynthesized in intensity or duration saw a small drop in accuracy, with
a slight increase in inaccuracy and also in the ’neither broad nor contrastive’ choice (figure 4.1). However,
contrary to the predictions in Table 4.4, the utterances with resynthesized pitch were the only resynthesized
utterances where accuracy was at or below chance. Taken together, the results of the resynthesized utterances
suggest that pitch is the most salient or informative cue for distinguishing broad focus from contrastive focus.
Intensity and duration might contribute to pitch, but if so, it is to a lesser degree than pitch.
Set A and Set B were constructed to further explore the role that the acoustics play in perception. A
Fisher’s exact test for count data tested whether Set A and Set B were of the same distribution of response
patterns (Table 4.5). There was no difference for responses in the unmodified stimuli, as would be expected.
Listeners are able to identify broad focus and contrastive focus, regardless of whether the utterances are
spoken clearly or in an exaggerated style. However, the response patterns between Set A and Set B for broad
and contrastive pitch, broad intensity, and contrastive duration were found to be different. This shows that
the relationship between the cues is important and reinforces the finding that pitch is not alone in conveying
information status.
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Figure 4.1: Accuracy in the identification task.
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Figure 4.2: Percent of items marked incorrectly in the identification task.
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Figure 4.3: Percent of items marked as neither broad nor contrastive in the identification task.
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Broad Contrastive
Unmodified 0.51 0.24
Pitch 0.00 0.00
Intensity 0.01 0.33
Duration 0.07 0.02
Table 4.5: Fisher’s exact test for count data p-values testing if Set A and Set B come from the same
distribution. Highlighted cells were not statistically significant (p > 0.05), suggesting that the responses in
Set A and Set B are in the same distribution.
Set A Set B
Broad Contrastive Broad Contrastive
Pitch 0.00 0.00 0.00 0.00
Intensity 0.47 0.00 0.00 0.00
Duration 0.00 0.00 0.00 0.00
Table 4.6: Fisher’s exact text for count data p-values testing if the responses to the unmanipulated stimuli
and the manipulated stimuli come from the same distribution. Highlighted cells were not statistically
significant (p > 0.05), suggesting that the responses are in the same distribution.
4.3 Discussion
The main finding of the results is the importance of pitch in signaling the difference between these two types of
information status. The responses for almost all synthesized utterances were different from the unsynthesized
utterances, which suggests that even though pitch was the strongest cue, intensity and duration are also used.
When those cues were removed, there was a small but significant drop in accuracy. However, even intensity
and duration combined are a weaker cue than pitch, as seen in the pitch manipulated utterances–those
utterances contained the correct duration and intensity cues but incongruent pitch cues and the response
patterns were at or below chance.
Considering the accuracy results for the utterances that were modified in pitch, there was a large and
significant difference between accuracy results in Set A and Set B. Set A was constructed to exaggerate the
differences between both broad focus and contrastive focus and accuracy drops to less than 30% for the
pitch-modified resynthesized versions of those utterances. In other words, an exaggerated utterance with a
mismatched pitch contour was consistently judged to have the focus condition signaled by the pitch contour,
even in the presence of conflicting duration and intensity cues.. Set B was constructed to be more casual
(less pronounced differences). Despite the fact that listeners could correctly label utterances produced in
a broad focus and contrastive focus context when the stimuli were unmodified, in Set B, accuracy for the
pitch modified tokens were around chance.
Taking the findings of Set A and Set B together, pitch is the strongest cue to information status and
the more emphatic it is, the more it dominates over other cues. If listeners receive weak pitch cues with
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other, incongruent cues (e.g. a casually-produced utterance with contrastive pitch and broad duration and
intensity), they may be unable to determine the intended information status. But if the pitch cues are strong
enough, then the listeners appear to ignore other cues. Similarly, if listeners receive intensity or duration
that is incongruent with the rest of the prosodic cues (e.g. an utterance with contrastive duration and broad
pitch and intensity), the combination of pitch and other cues overrides the incongruent cue, leading to high
accuracy.
In the experiment in Chapter 3, listeners performed poorly in distinguishing different types of information
status, except for the pairs broad focus and contrastive focus and given and contrastive focus. Contrastive
focus has a distinct pitch contour, that is reported to be particularly salient. If listeners are primarily using
pitch to distinguish utterances produced under different types of information status in these tasks, that would
explain why they are poor at distinguishing broad focus, narrow focus, and given–because the differences in
pitch within these three types of information status might be less than between them and contrastive focus.
Narrow focus was hypothesized to be between contrastive focus and the other two, on a scale of prominence.
Following this hypothesis, it’s possible that listeners similarly cannot distinguish between contrastive focus
and narrow focus–there may be pitch differences between them but the differences in pitch are less extreme
than between contrastive focus and given or contrastive focus and narrow.
The purpose of this study was to examine the individual role that acoustic cues play in the perception of
information status. If listeners are sensitive to a particular cue, removing it or significantly altering it, should
lead to changes in perception. The results of this study show that pitch is a powerful cue that listeners can
use to differentiate between broad focus and contrastive focus and also that other cues seem to be involved
as well but to a much lesser degree. This finding suggests that the result from Chapter 3 that listeners
are more accurate in identifying contrastive focus compared to other IS categories likely reflects a bigger
and more salient pitch excursion marking contrastive focus. It remains to be tested whether intensity and
duration cues play a bigger role in identifying other types of IS that have less salient pitch excursions, such
as narrow focus, broad focus, or given.
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Chapter 5
Experiment 3: Perception in Context
In the last two chapters, the relationship between acoustics and information status was examined, first
revealing that identification of IS depends on the pairing of IS conditions within the experiment, with higher
accuracy for some pairs of IS conditions than for others. A second finding was that pitch seemed to be the
most important cue to information status.
However, in both of those experiments, the experiment design relied on the participant’s success in
learning in a short tutorial about these two different types of information status and then labeling utterances
as being one of those two types–which is not a typical task for English speakers. This has two problems:
first, if participants fail to understand the training or are unable to keep in their mind the training, they
may attempt to categorize the stimuli according to some other criteria than the qualities presented in their
training. Second, it may be that activating a context with a response is a hard task to do, thus also leading
to lower accuracy.
Experiment 2 lent some evidence to this idea. Although there were measurable differences in pitch,
duration and intensity in the stimuli, listeners were primarily sensitive to changes in pitch, at least in an
experiment where pitch contours for the two IS conditions (broad, contrastive) were markedly different.
In the experiment for this chapter, participants are presented with stimuli in context–mini dialogs of
question-answer pairs. Rather than being tasked with assigning explicit IS labels to heard utterances,
they instead choose the most “natural” dialog. Participants are never told about information status or
the nature of their labeling. Instead, they are expected to tap into their experience and familiarity with
English intonation–a more natural task than the one used in the earlier-described experiments. If providing
a discourse context results in a simpler task or a more clearly defined task, we might obtain more informative
results, particularly with respect to the pairs containing broad focus, narrow focus, and given.
The research question of Experiment 1 in Chapter 3 was:
Research Question 1: Are utterances produced under different information status categories perceptually
distinct?
Experiments 1 and 2 involved identification of question responses without hearing the question that
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elicited the response. The experiments in this chapter use a similar setup as in Experiments 1 and 2, but
now introduce a contextual question as a prompt that elicits the target utterance as a response. Experiment
3, uses a discrimination task, described further below, and an identification task similar to the one used in
Experiments 1 and 2. Rather than asking participants to identify an IS label, as in Experiments 1 and 2, the
experiments presented in this chapter require participants to match a target utterance with an appropriate
prompting question, where the prompting question provides a discourse context that establishes the IS
condition of the target utterance. This is an instantiation of the question-answer congruence paradigm that
is widely used in the literature on on prosody. We reformulate the hypothesis from Experiment 1 as follows:
Hypothesis 1: Listeners will be able to use acoustic cues to IS to accurately match a target utterance to
a corresponding discourse prompt.
Research has shown that context plays an important role in both the production (Breen et al., 2010;
Buxó-Lugo et al., 2013; Rosa et al., 2015; Snedeker and Trueswell, 2003) and perception (Turnbull et al.,
2014) of prosodic cues. If it is the case that in experiments 1 and 2, that listeners were able to tap into
their notions of information status, then the inclusion of context in the present experiment should result in
higher accuracy:
Hypothesis 2: Listeners will be able to identify IS categories with higher accuracy when target utterances
are provided in a context than when a context is absent.
5.1 Methodology
5.1.1 Stimuli
This experiment used the set of 36 stimuli (9 sentences produced under 4 different types of information status–
broad focus, contrastive focus, narrow focus, and given) as described in chapter 3. One woman recorded 9
audio files that were produced in four different discourse contexts: broad focus, narrow focus, given, and
contrastive focus. In addition to these recordings, I recorded myself saying the appropriate prompts for the
four focus conditions (see Appendix 1). These were normalized in loudness using the normalize function in
Audacity.
5.1.2 Participants
360 participants were recruited for this experiment using the protocol described in chapter 3. Each partici-
pant saw only two types of information status and only performed one task. There were 6 IS pairings and
two tasks (discrimination and identification), for 12 different experimental conditions. 30 participants were
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assigned to each condition, thus there were 12 different groups of 30 participants each. Participants made
18 judgments (9 sentences * 2 types of information status) in the task. The task took about 15 minutes to
do and participants were compensated $2.25.
5.1.3 Task
This experiment was administered using LMEDS as in Experiments 1 and 2 (Mahrt, 2015a). The experiment
was conducted using a between-subjects design, as in Experiment 1, with different groups of participants
tested for different pairs of IS conditions. Each participant was tested using only two of the four types of
information structure. In the task, participants were presented with two ‘play’ buttons. Clicking a button
would play one of the two dialogs. In one dialog, the question and answer pair was matched while in the other
dialog the question and answer pair was mismatched. Participants were instructed to choose the dialog that
sounded “the most appropriate or natural”. No information was given about information structure, prosody,
or IS categories.
There were two versions of the task. In one version, the two dialog questions varied while the two
responses were the same. This version examined whether listeners felt the same response could fit within
multiple informational contexts. It is labeled here as the “identification” task because listeners are in effect
identifying the context that suits the prosodic cues in the response (see Figure 5.1 for an example). In
the other version, the two dialog questions were the same while the two responses varied. This version
examined whether listeners could accept varied acoustic signals in a discourse context. It is labeled here as
the “discrimination” task because listeners are choosing between the prosody cued in two different utterances.
For both tasks, the lexico-syntactic content of the answers was always congruent with the questions; only
the prosody of the answer determined if the question-answer pair was congruent.
Testing discrimination and identification separately allows us to explore possible sources of ambiguity
in the range of acceptable acoustic cues and overlap in perceived meaning. Experiment participants were
presented with either the first version of the task or the second version of the task for all of the task items
they encountered. If hypothesis 1 is correct that context improves the import of the acoustic cues to IS
categories, then listeners should be able to do well in both tasks. However, the task is also different from
the previous experiment. Lower accuracy in one or both versions of the task is also possible. If listeners are
unable to accurately choose which of two response utterances is most appropriate for a particular prompting
question (the discrimination task), that would indicate that the IS meaning set up by the prompting question
is congruent with (at least) two acoustically distinct prosodic expressions. On the other hand, if listeners are
unable to accurately choose which of two prompting questions is most appropriate for a particular response
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Dialog 1 Dialog 2
Do you know what happened yesterday? Do you know who ripped the ledger?
Yes, [Mary] ripped the ledger. Yes, [Mary] ripped the ledger.
Figure 5.1: Example dialogs in the identification task. The response has narrow focus on “Mary.” If narrow
focus is acoustically marked and salient to the listener, Dialog 2 should sound more natural
(the identification task), that would suggest that the prosodic encoding for that response is congruent with
(at least) two distinct IS meanings. If participants in the present experiment are unable to accurately identify
IS conditions in the question-answer congruence task, then they are not making use of whatever acoustic
prosodic cues the speaker has produced.
Participants made 18 judgments each–one judgment for each of the 9 utterances produced under 2
different kinds of information status.
Similar to the experiment from Chapter 3, this experiment investigates how acoustics contribute to
the perception of information status. However, the modifications in the methodology make it possible to
investigate the degree to which the relationship between information status and acoustics is one-to-one. If the
acoustics in an utterance uniquely signal a certain IS meaning, then the four different types of information
status should be acoustically differentiable and the results of this experiment should show high accuracy
in both the discrimination and identification tasks. If this relationship does not hold, then we may see
lowered performance in one or both of the tasks. Low performance in the identification task would mean
that there is significant acoustic overlap between the two types of information status. Low performance in
the discrimination task would mean the acoustics for one type of information status don’t signal a specific
kind of meaning.
5.2 Results
The results are shown in several figures. The figures are ordered from more general to more specific. Figure
5.2 shows boxplots of individual participants’ accuracy (over all trials), grouped by IS category and task.
Figure 5.3 shows the distribution of participants’ accuracy scores for each tested IS condition pair. Overall
accuracy for each IS category within the tested IS category pairs (pooling over 30 participants) can be found
in figures 5.5 and 5.4.
Comparing the results in Figure 5.2 from this chapter with Figure 3.1 from Chapter 3, it is not the case
that accuracy is overall higher in the presence of context and so Hypothesis 2 is rejected. However, accuracy
is still well above chance in the discrimination task, so Hypothesis 1 is partially confirmed.
In the identification task, participants were unable to hear the difference between the two categories
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Figure 5.2: Experiment 2 results organized by IS category
(figure 5.2), for all pairs except Given and Contrastive. For all other pairs, errors stemmed from bias,
rather than from guessing. When the response was marked with broad information status, participants
overwhelmingly chose the non-broad prompt (figure 5.5). On the other hand, participants preferred to select
the “narrow” prompt even when the response was not narrow.
The results of the discrimination task were very different (figure 5.4). Given and contrastive were well
distinguished, as in the identification task, but so were all the pairs that included broad. Accuracy levels
for the pairs given & narrow and contrastive & narrow were near chance with a slight selection bias towards
one category.
5.3 Discussion
The research question that motivated this experiment was “Are utterances produced under different informa-
tion status conditions perceptually distinct?”. The results of this experiment show evidence that categories
are both perceptually distinct and overlap with one another. The identification task suggests heavy bias
in meaning–given a choice in meaning listeners lean towards or away from certain meanings while the dis-
crimination task shows that listeners can hear the difference between different kinds of information status
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Figure 5.3: Experiment 2 results organized by experiment pairs (B – Broad focus; C – Contrastive focus; N
– Narrow Focus; and G – Given)
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Figure 5.4: Accuracy for the discrimination task.
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Figure 5.5: Accuracy for the identification task.
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and can select the most appropriate response for a context. Taken together, the mapping from acoustics to
meaning appears to be probabilistic and subject to bias from factors unrelated to the acoustic cues present
in a particular utterance.
The response pattern in the discrimination task suggests sharp categorical distinctions between three of
the six pairs. The response pattern in the identification task suggests fluid boundaries–subjects answered
either “not broad” or “narrow.” This suggests that the acoustics found in a narrow production can be used
in a variety of contexts and similarly that any type of information status can be used in a broad context.
The prosodic encoding of IS is optional, perhaps especially when the discourse context is clear. But when
the information status is not being conveyed, what prosodic patterns are used instead? On the other hand,
when the acoustics are present, they are realized in stereotypical fashion–flattened pitch contour and shorter
duration for given, L+H* pitch accent on contrastive focus, and expanded pitch, duration, and intensity
on words with focus followed by post-focal pitch compression. When presented with two competing tokens,
listeners pick out the token that is a more stereotypical example of that category. When presented with two
competing contexts, listeners are biased towards particular categories, suggesting some sort of hierarchy in
the categories–although it isn’t clear what arranges the structure of the hierarchy.
Given and contrastive were unlike the other pairs in the identification task, in that participants are able to
correctly assign the context to the response. On a scale of acoustic prominence, given is the least prominent
and contrastive is the most prominent. It is not surprising that while both would overlap with categories that
lie between them on the scale of acoustic prominence (broad and narrow), these two categories themselves
do not overlap.
In chapter 3 the results raised the possibility that listeners were not using their intuitions of IS categories
to perform the task. The present experiment was designed to avoid this issue. In the present experiment,
listeners are identifying IS only indirectly, by evaluating the appropriate pairing of discourse context and
response. Despite this difference in tasks, the results were not very different. The introduction of context
helped raise the accuracy for broad focus considerably but it also lowered the accuracy for the pair contrastive
focus and narrow focus. A reduction in accuracy was not expected—the hypothesis was that the additional
contextual information would only help listeners. However, there is an explanation for lowered accuracy.
In the experiment presented in chapter 3, listeners were trained on the different categories. It may have
been easy for them to distinguish the pitch accent of narrow focus with the more exaggerated pitch accent
of contrastive focus. However, in the present experiment, if listeners can accept a pitch accented word as
carrying contrastive focus or narrow focus, then they would experience difficulty in matching a response to
its original discourse context. Thus, even though utterances with broad focus are acoustically distinct in
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a perceptual way from utterances with contrastive focus, listeners might not assign a different meaning to
those utterances. The next experiment will explore this possibility by enabling listeners to indicate whether
both dialogs are acceptable, whether one is preferred, or whether only one is possible.
In the identification task there was a heavy bias away from the broad category and towards the narrow
category. It is not clear why this is. Does this reflect the representations of these categories in the mind of
the listener? Or perhaps it was some effect of the task?
A perception study was run investigating whether the prosodic cues signaling broad focus, contrastive
focus, given, and narrow focus were perceived by listeners in simple question-and-answer discourse contexts.
In an identification task, listeners showed strong biases against broad focus and for narrow focus—this result
goes unexplained for the moment. In a discrimination task, the results show that listeners are able to hear
these four IS categories at levels above chance, although accuracy decreased in discrimination task between
narrow focus and contrastive focus, relative to the first experiment. One explanation is that although there
are salient differences between narrow focus and contrastive focus, those differences are not meaningful. In
the next chapter, Experiment 4 will repeat this experiment but will give allow users to express when both
contexts or responses are valid in order to investigate this issue.
37
Chapter 6
Experiment 4: Perception in Context
with Expanded Choices
In Experiment 3, presented in chapter 5, evidence was found that utterances could be discriminated based
on prosodically encoded IS, even though individual utterances could be mapped to multiple IS conditions, as
specified by the discourse context. In that experiment, participants were presented with two audio dialogs
and told to choose the one that sounds most appropriate or natural. If there is overlap in the prosodic cues
to the four tested IS conditions, listeners might experience utterances as more or less ambiguous as to their
IS meaning, depending on the degree to which the prosodic cues map onto multiple IS categories. This is
in fact what was found in the results of Experiment 3. In the present experiment, participants are asked to
indicate their perceptual preferences on a five-point rather than a two-point scale. If categories do overlap,
then this should be evident in the experiment results.
There is some natural variation in the way each stimulus was produced. For example, it is possible
that some contrastive utterances are more emphatic or exaggerated than other productions and that some
productions are less so. I would anticipate that the more prototypical productions will have no change
in outcome from the results of Experiment 3, but the less emphatic utterances may be more likely to be
perceived as a different category or as acceptable for multiple categories.
With five response options instead of two, the results will be more diffuse.
6.1 Methodology
6.1.1 Stimuli
This experiment uses the stimuli as described in chapter 5 (36 stimuli–9 sentences produced under 4 different
types of information status–broad focus, contrastive focus, narrow focus, and given).
6.1.2 Participants
180 people were recruited for this experiment, using the method described in chapter 3. These participants
were divided into 6 groups of 30–one group for each of the six pairs made from the four types of information
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status under investigation. The experiment took about 25 minutes to complete and participants were
compensated $3.75.
6.1.3 Task
As with Experiment 3, each participant was given utterances from only two of the four types of information
status. There were two tasks in this experiment: identification and discrimination. Under both tasks,
participants were presented with two question-answer pair audio dialogs (one play button was positioned
on the left side of the screen and the other on the right side of the screen) and, new to this experiment,
five response options: “only left”, “left preferred”, “equally good” and, “right preferred”, and “only right”.
Participants could listen to the audio files as many times as they wanted.
As in Experiment 3, under the identification task, the questions would vary while the responses would
stay the same. Under the discrimination task, the answers would vary while the questions would stay the
same. The visual presentation of the pages was the same for both tasks. In the instructions, participants
were told that sometimes the responses would vary in the way they were said and sometimes the questions
would vary, and that their task was to select the most appropriate rating among the five options given. No
instructions were given about information status or about the acoustic nature of the possible differences in
the responses.
Unlike in Experiment 3, each participant did both tasks. Due to concerns of the order in which to run the
two tasks in the experiment, a pilot study was run involving 45 subjects. These subjects were recruited in
the same manner and under the same criteria as the full experiment. In the pilot, a third of the subjects first
did the identification task followed by the discrimination task, another third did the tasks in the opposite
order, and the final third did them interleaved.
The results of the pilot showed that the task done second resulted in higher performance than when it
was performed first, while performance when the tasks were interleaved was between these two, suggesting
a learning effect. All tasks used the same stimuli, so in the case of the ordered experiments when the second
task is presented, subjects may bring with them knowledge about the stimuli from their exposure to the
same stimuli in the first task. When the tasks are interleaved, this problem also exists, but as the test items
are randomly intermixed, the experiment does not favor one task over the other. On the basis of these
findings, in the full experiment the items were interleaved in a random fashion.
Participants made 36 judgments, 18 per task where each task contained each of the 9 utterances produced
under 2 different kinds of information status.
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6.2 Results
The results are shown in figures 6.1, 6.2, 6.3, 6.4, 6.5, and 6.6. Figure 6.1 shows boxplots of individual
participants’ accuracy (over all trials), grouped by IS category and task. Figure 6.2 shows the distribution of
participants’ accuracy scores for each tested IS condition pair. Figures 6.3 and 6.4 show the overall accuracy
for each category (pooling over 30 participants) within the tested IS category pairs–for the discrimination
and identification tasks, respectively. Figures 6.5 and 6.6 show the distribution of responses across the five
response options that the participants were given.
In Experiments 1, 2, and 3 a response was considered correct if the participant selected the appropri-
ate response (either the correct IS category or the congruent dialog pair). However, in this experiment
the response options were on a gradient scale of “appropriateness,” rather than a discrete opposition. To
determine “correctness” in this experiment, a response was considered correct if the user selected either
“only” or “preferred” for the correct dialogue pair. Selecting the incorrect dialogue pair as the “preferred”
or “only” dialogue pair led to the response being considered incorrect. On the other hand, selecting “equal”
is considered neither correct nor incorrect. Such responses were not included in the calculations of average
accuracy in figures 6.1, 6.2, 6.4, and 6.3, however, they can be seen in figures 6.5 and 6.6 and, in the table
of raw response frequencies, in Appendix C.
Compared to the results seen in figures 5.5 and 5.4, accuracy here is generally the same if not better. This
is as expected–listeners have the chance to mark any items they are unsure about or that are “equally good”.
Such items would have contributed to the error rate in Experiment 3. In particular, there was a strong bias
against the broad focus category in the identification task–accuracy was well below chance, however, in this
experiment accuracy was right at chance. However, as can be seen in figure 6.4, in the tested IS category
Broad vs Narrow, participants still have a strong bias towards the Narrow category. Digging deeper though,
figure 6.5 shows that listeners most frequently rate items as ‘equal’ when broad or narrow is one of the IS
categories being tested–this conforms with the findings in chapter 5–listeners made errors because they were
forced to choose a category for an utterance whose prosody signaled multiple interpretations.
6.3 Discussion
The results from Experiment 3 in chapter 5 suggested that IS categories may be prosodically encoded with
distinct acoustic cues, and yet there may also be overlap such that a particular utterance can be associated
with more than one IS meaning. The results from the present experiment provide evidence for this kind of
overlap. There are very few ratings for “only this dialogue”. Listeners tended to mark either “this dialogue
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Figure 6.1: Experiment 4 results organized by IS category
Figure 6.2: Experiment 4 results organized by experiment pairs (B – Broad focus; C – Contrastive focus; N
– Narrow Focus; and G – Given)
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Figure 6.3: Accuracy for the discrimination task.
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Figure 6.4: Accuracy for the identity task.
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Figure 6.5: Distribution of responses for the discrimination task in Experiment 4. The values 1-5 represent
the response scale from 1 (strong preference for the ’incorrect’ or incongruent dialog pair) to 3 (no preference
between the congruent and incongruent dialog pairs) to 5 (strong preference for the ’correct’ or congruent
dialog pair). The raw values used to generate this figure can be found in Appendix C.
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Figure 6.6: Distribution of responses for the identification task in Experiment 4.The values 1-5 represent the
response scale from 1 (strong preference for the ’incorrect’ or incongruent dialog pair) to 3 (no preference
between the congruent and incongruent dialog pairs) to 5 (strong preference for the ’correct’ or congruent
dialog pair). The raw values used to generate this figure can be found in Appendix C.
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is preferred” or “both dialogues are equal” in both the identification and discrimination task. The high
accuracy found in the chapter 5 identification task suggests that the acoustics are differentiated in some way
that is meaningful to listeners, however, there are no discrete acoustic categories. Perhaps there are centers
to the categories, but the categories overlap.
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Chapter 7
Discussion
What is the relationship between acoustics and meaning with regards to information status? The literature
review paints a bleak picture for listeners–purported cues to information status are overloaded, cueing
multiple kinds of information (e.g. emotion), and marking of information status is at the discretion of the
speaker. The four experiments presented stack the deck in favor of the listener–stimuli were produced in a
manner that is clear and prototypical for the context they were elicited in. And the results are congruent
with a perceptual system that has to be accommodating.
The experiments presented in chapters 3 and 4 where no context was given seem to provide quite different
results than those presented in chapters 5 and 6, where a context was given. In chapter 3 participants
performed poorly on all pairs except contrastive focus & given and contrastive focus & broad. If there were
only two pairs that listeners could perform the identification on, I would have guessed those two, as among
all pairs of information status, those are the two that should be maximally distinct in acoustics. But why
did participants fail the identification task for other pairs of information status?
The accuracy levels in chapter 5 are also quite low but pattern in a very different way than in 3. There,
the only pair that listeners performed well on was contrastive vs given (and if we had to choose a pair that
they would have performed well on, it would have been this pair). However, unlike the case when there was no
context, with context, participants gravitated towards narrow focus and away from broad focus, when they
had the chance. This experiment was intended to be a simpler version of the first experiment. However, rather
than superceding the earlier experiment, the experiment with context provides complementary information
to the experiment without context.
With context, the experiment relies on listeners’ implicit expectations based on their familiarity with the
language when it asks them to select the most “natural” dialog. The strong bias towards narrow focus and
away from broad focus suggests something about the nature of these categories–one possibility is that any
category can stand in for broad focus. If acoustic cues to information status are optional, broad focus could
be seen as the “default” prosody in the absence of more specific cues. And in the task here, listeners prefer
the more specific option, even when given the acoustics elicited in a broad focus context—perhaps because
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the broad focus prompt is too generic (“What happened yesterday?”). It is not clear why narrow focus is
preferred over other categories. Perhaps narrow focus is more frequent than other types of focus or carries
some special status.
Thus without context, responses inform us more about the acoustics (better acoustic differentiation leads
to higher accuracy in identification) while with the context, responses inform us more about the meaning
(the possible category space in the mind) and the mapping between acoustics and meaning (listeners are
aware of the best or optimal acoustics for a context, but the range of acoustics that are appropriate for a
context is very wide).
7.1 Is the perception of information status categorical?
This thesis started with the assumption that there are categorical distinctions in information status that
are prosodically encoded and which are salient in the mind of the speaker and listener. The experimental
results presented here suggest a somewhat different system, in which IS distinctions overlap in their mapping
to prosodic form, and this overlap results in perceptual ambiguity. The experimental findings do support a
categorical perceptual distinction between contrastive focus and other types of IS, which was also reflected
in the comparison of acoustic measures of some of the experimental stimuli (Chapter 4). Contrastive focus
is reported to carry a special amount of emphasis and the results in all the experiments seem to agree that
stronger acoustic contrast results in higher accuracy in the identification task. As for the other three types
of information structure–narrow focus, broad focus and given–there is little evidence to support perceptually
salient categorical distinctions based on acoustic cues alone.
If IS distinctions other than contrastive focus do not map onto corresponding categorical prosodic dis-
tinctions, how might they relate to prosody? One possibility is that IS distinctions relate to prosody through
the notion of prominence. Specifically, we propose that IS distinctions are themselves ranked along a scale
of meaning prominence, from the most informative (specific, emphatic) to the least informative: contrastive
> narrow > broad > given. A word may have a prominence value on this scale, and it will also have a
prominence value along a prosodic scale. The prosodic prominence scale would specify the assignment of
pitch accent, and the acoustic scaling of pitch, duration and intensity, among other parameters. In this
model, a speaker associates the prominence of a word on both scales, preserving the relative prominence
relations among the words in an utterance.
This multi-scale, prominence-based model of IS would explain why identification of IS is difficult. To ask
“if a word in this utterance has this acoustic expression of prominence, what IS meaning does it carry?”, is
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absurd if specific categories don’t exist. The prominence-based model of IS predicts that participants will
have a difficult time with the tasks given in the experiments presented here and participants were unable
to do the task. But if given a choice between utterances produced with two different patterns of acoustic-
prosodic prominence, they are able to pick the correct one–not because the acoustics lie closer to the center
of some perceptual category but because they can determine the relative prominence along the prosodic
dimension for words in the two utterances, and choose the stronger or weaker of the two according to the
relative prominence of the IS meaning established by the discourse context.
The model tested in this thesis, with a discrete mapping from IS categories to prosodic categories, is not
strongly supported by the perceptual evidence presented in this thesis–at least not for the full set of four
IS categories tested here. The alternative model sketched above, with a scalar, prominence-based model of
IS, seems more compatible with the perceptual results presented here. A goal for future research will be to
establish how the models differ in their predictions and to find ways to empirically test those predictions.
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Chapter 8
Conclusion
8.1 Summary of Findings
This thesis investigated the role that acoustics play in the perception of broad focus, contrastive focus,
narrow focus, and discourse givenness, through a series of four experiments.
In the first experiment (chapter 3), after receiving some explicit training on the nature of information
status, participants were tasked with providing the appropriate information status label for a series of
utterances elicited under one of four information status conditions–established by the immediately prior
discourse context. Participants performed with high accuracy in identifying IS when presented with options
that are most strongly differentiated by prosodic features: contrastive focus vs. given, and contrastive vs.
broad focus.
In the second experiment (chapter 4), only broad focus and contrastive focus were examined. Participants
again were given explicit training on the nature of information status. They then performed an identification
task. However, in addition to naturally produced stimuli, some of the stimuli were manipulated in either
pitch, duration, or intensity with cues taken from the non congruent production (broad utterances were
made more contrastive and contrastive utterances were made more broad). If listeners are sensitive to a
particular cue, then manipulating that cue should lead to changes in accuracy in the identification task. The
results showed that modifications in pitch led to a large shift in response while modifications in intensity
and duration led to relatively minor changes.
In the third experiment (chapter 5), all four types of information status were examined. Participants
were given a series of two pairs of question and answer dialogs and they had to choose the one that sounded
most natural. For each pair, either the questions varied or the responses varied. The question-varying items
investigate whether listeners can choose the appropriate context for a given utterance and the answer-varying
items investigate whether listeners can choose the appropriate utterance for a context. Listeners were quite
poor at selecting a context given an utterance–preferring the context that does not elicit broad focus or that
does elicit narrow focus. Listeners were better at selecting the best response for a context and performed
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better on this task than on the comparable identification task in Experiment 2 (3), perhaps as a result of
the task being easier.
In the fourth experiment (chapter 6), participants performed the same experiment as in chapter 5 except
that instead of having only two response options, they had five (left audio file only, left audio file preferred,
both equally, right audio file preferred, right audio file only). When listeners had to choose the context given
the audio file, the bias against selecting the broad focus context seen in the previous experiment decreased.
And overall, listeners largely felt that either or both audio dialogues were appropriate.
8.2 Conclusion
This dissertation has investigated the interplay between acoustics and meaning with respect to information
status. The major finding is that perceptually there is a lot of overlap between different kinds of information
conveyed in speech. The suprasegmental qualities signaled in the acoustics are appropriate for a variety of
information structural meanings. Nevertheless, listeners are able to reliably select prototypical responses for
a particular information structural context.
Two models of the relationship between IS and prosody were advanced that are compatible with the
results obtained over the course of four perception experiments. On the one hand, listeners might have
explicit categories of information status that can be perceptually activated. On the other hand, there may
not be perceptually salient, categorical distinctions in IS, but instead information status may exist purely
as a semantic (or otherwise non-phonological) notion that is mapped to prosody via a mechanism such as
prominence.
Further work is needed in this area. One possible future experiment would be a repetition of the exper-
iment in chapter 6 where participants hear two utterances in context with five choices. If the stimuli they
hear are resynthesized as in chapter 4 we may anticipate changes in response. Further extending that study,
we can combine multiple tokens or look at proportional changes in pitch (if the pitch is halfway between
broad focus and contrastive focus, how will the utterance meaning be perceived?). These experiments should
further our understanding of the interplay between acoustics and meaning in information status.
The two models of information status proposed here come with different hypotheses and assumptions,
which can be investigated. If prominence is the correct model of the perception of information status,
listeners should change their perceptual strategies as words in an utterance change in prominence. But is it
the absolute prominence of an word, the relative prominence of a word with respect to the other words in the
utterance, or both? One experiment to test this would be to start with naturally produced utterances and
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resynthesize them on a granular scale to make them both more prominent and less. Using a similar procedure
to the task in chapter 6, when given a context and utterances with carefully manipulated prominence, do
we find predictable response patterns?
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Appendix A
Manipulation of the Stimuli
To facilitate the manipulation process and in anticipation of future experiments using a similar methodology,
three scripts were made to automate the manipulation process–for convenience I refer to this process of
manipulation as “prosody morphing” as these scripts morph the prosodic content of one signal to the prosodic
content of another. These scripts all have the ability to generate not only a completely morphed signal but
also intermediate steps in the morphing process of arbitrary granularity. For example, starting with a broad
focus production, one could over ten steps gradually morph the F0 values to that of a contrastive focus
production.
These scripts have been released as open source software (Mahrt, 2015b).
A.1 Duration Manipulation
Duration was resynthesized through the Pitch Synchronous Overlap and Add (PSOLA) algorithm (Moulines
and Charpentier 1990) as implemented in Praat. The PSOLA algorithm is well established in the literature
for it’s use in resynthesizing stimuli in duration for perception studies (Isaacs and Watson, 2008; Vroomen
et al., 1993; Zheng and Pierrehumbert, 2010). Praat uses an interval-marked DurationTier to specify the
amount to stretch or compress segments of an audio file. Each interval is associated with a weight that
indicates the relative increase or decrease in length to that interval–a value of 1.0 indicates no change, a
value of 0.5 indicates a reduction by 50%, a value of 2.0 indicates a doubling of length, etc.
These DurationTiers were generated automatically. The phone lengths were extracted from the source
and target TextGrids, according to the equation in Figure A.1. The value ratio expresses the relative differ-
ence in length between the source and the target audio. Multiplication factor does as well, but additionally
takes into account the current step, stepj. In the first iteration (step0), multiplication factor0 is 1–indicating
no change from the source file. In the last iteration (stepmax), ratio and multiplication factormax are the
same–indicating the full difference in duration between the source and target audio files. Figure A.2 shows
a schematic of this iterative process.
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ratio = duration targetduration source
multiplication factorj = 1 +
(ratio− 1) ∗ stepj
number of steps
Figure A.1: Calculates the multiplication factor to be used by PSOLA in a Praat DurationTier.
Figure A.2: Application of duration morph over ten iterations for the utterance “Bobby ripped the ledger.”
This duration manipulation, however, is not perfect. Figure A.2 shows hypothetical new duration values,
however, the actual duration after manipulation are off by some amount. This is in part due to the inexact
nature of phone alignment. More work will is needed to discover how much these manipulations are off by
and where the error is coming from.
A.2 F0 Manipulation
F0 was resynthesized through the Pitch Synchronous Overlap and Add (PSOLA) algorithm (Moulines and
Charpentier 1990) as implemented in Praat. PSOLA has been used in many experiments to manipulate the
pitch of perceptual stimuli (Isaacs and Watson 2008, Vrooman et al 1993). Given an audio file and a contour,
Praat will resynthesize the pitch in the audio file to match that of the given contour. These contours are
specified within a PitchTier–a list of pitch values with associated timestamps. These contours can be more
stylized, containing only a few pitch points or they can dictate an exact shape.
In this study, the pitch values in the source and target audio files are first extracted using ESPS, an
autocorrelation-based pitch detector, through the tkSnack python library. ESPS outputs a pitch value for
every 10 ms of the audio file. This series of pitch values is median filtered with a window of 5 samples and the
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morphed pitchij = source pitchi +
stepj ∗ (source pitchi − target pitchi)
number of steps
morphed timeij = source timei +
stepj ∗ (source timei − target timei)
number of steps
Figure A.3: Calculates the morphed pitch and its associated timestamp calculated in relative time.
Figure A.4: The application of F0 morph to a sample file. Areas with no data that appear before and after
the contour are the silent parts surrounding the utterance “Bobby ripped the ledger.”
first 3 samples from the start and end of the file are cropped. The resulting data is saved as a Praat PitchTier.
The PitchTier is then opened in Praat and visually inspected for any errors or minor perturbations in the
signal that might not have been filtered out. Most files received no manual modifications.
To perform the morph, the pitch data points for a phone in the source audio file and the corresponding
pitch data points in the target audio file are extracted. The PitchTier contains the absolute time at which
they occur but these are converted to relative time here, with the start of the phone being 0.0, the middle of
the phone being 0.5, and the end of the phone being 1.0. The source pitch points are then matched with the
target pitch points that occur closest in relative time. These values are then used to calculate the morphed
pitch and time as in Figure A.3. After this process, the morphed time value is cast back to the absolute
time of the source audio file and number of steps iterated pitchTiers are generated. Each of these pitchTiers
is used in Praat to replace the pitch of the source audio file in Praat, yielding the desired morphed output.
An example of this iterated morphing process can be seen in Figure A.4.
54
normalization factor = min
(max reference value
max actual value , abs
(min reference value
min actual value
))
Figure A.5: Calculates the normalization factor in acoustic normalization
A.3 Intensity Manipulation
Normalization of audio files, as performed in off-the-shelf software packages, typically increases or decreases
either the peak or mean amplitude of an audio file to some target decibel level. Normalizing based on peak
amplitude has the advantage that no clipping will be introduced. However, if part of the signal is already
clipped, then the signal will not be able to be boosted further. Normalizing based on mean amplitude is
not sensitive to this issue but may introduce clipping. For the morphing process used here, calculations are
made based on peak values, rather than mean, however either could be used.
Under typical audio normalization, a single normalization factor is obtained using Figure A.5. Normally,
the user would specify the target decibel level that they wish to adjust their audio file to. For example, to set
an audio file so that the loudest segment is as loud as possible, one would input 0db which has corresponding
maximum and minimum reference values of 32767 and -32767 respectively (Figure A.5). Every sample in
the audio file would then be multiplied by this normalization factor resulting in a new audio file that was
either louder or quieter than the previous one but otherwise unchanged.
The intensity morph operates similarly with two key differences. First, rather than being predetermined,
the maximum and minimum reference values are determined by the target audio file. Second, rather than
using a single normalization factor to modify the entire source audio file, many are used. The use of a
single normalization factor would only make the peak intensities in the source and target audio files match–
a uniform increase or decrease in the intensity in the whole audio file; it would not account for different
modulations in intensity that occurred throughout the utterance. If a single normalization factor was used
for each phone, this problem could be mitigated to a certain extent but, particularly for longer phones
such as stressed vowels, this could still be an issue. Furthermore, audible clipping would occur at phone
boundaries.
Thus, instead, the intensity morph is done in a piecewise fashion over each phone and interpolation is
conducted over the whole utterance to prevent clipping at boundaries. First, the experimenter selects a
window size of n samples; in this study n = 600 (see section A.3.1). For each phone, the script undersamples
or oversamples from the target audio so that it has the same number of samples as the source audio.
Then, the script chunks the source and target data into segments that are n/2 samples long. Each
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morphed sampleij = source samplei ∗ linear interp(1.0, normalization factori, stepj)
Figure A.6: Calculates the multiplication factor to apply to each audio sample
Figure A.7: Application of intensity morph for the utterance “Bobby ripped the ledger.” In this example
the subject is getting louder while the rest of the utterance is getting quieter.
normalization factor is obtained by using the samples contained in two adjacent segments. For the first
normalization factor, the first value is repeated n/2 times and for the last normalization factor, the last
value is repeated as many times as needed for the final segment to have n/2 samples. These sample points
are linearly interpolated over and from this interpolation we receive a normalization factor for every sample
in the source audio file.
In order to produce intermediate audio files between the source audio and the fully-morphed audio, once
the interpolated normalization factors have been obtained, a series of normalization factors is generated. For
each normalization factor the script linearly interpolates between the values 1 and the normalization factor
itself over the specified number of steps (Equation 4). Thus, the first step in the interpolation represents no
change in the source audio file and the final step of the interpolation represents a complete morph in intensity.
Finally, the individual samples in the source audio file are multiplied by their corresponding normalization
factor, resulting in an audio file that is the same as the source except that it has the intensity of the target
file. Figure 4 shows a sample plot of the intensity for a given source and target file and the iterated morphing
intensity.
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A.3.1 Sample Size Selection
As can be seen in Figure A.7, the morphed audio does not have the exact same intensity as the target audio.
This is due to the way that the normalization factors are obtained, which involves making generalizations
over chunks of data. Thus, the selection of the chunk size is important. If the chunk size is too small, the
morphed audio is subject to more perturbations that are not an accurate reflection of what is in the source
or target audio–these perturbations manifest themselves in pops and clicks in the audio file. Similarly, if the
chunk size is too large, important events can be glossed over. Impressionistically, a sample size in the range
of 500 to 1000 sample points is a good balance between these two. A sample size of 600 was used in the
intensity morph used in this study.
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Appendix B
LMEDS - A Platform for doing
Perception Experiments over the
Internet
LMEDS (Language Markup and Experimental Design Software) is a platform for running speech perception
experiments over the internet. It was first designed for collecting annotations under rapid prosody tran-
scription tasks (Cole et al., 2010) over the internet. These sorts of tasks require experimenter control over
audio playback–such as the ability to determine the number of times annotators can listen to a recording–
and the ability for the user to annotate a text. For the needs of this dissertation, LMEDS was extended
with functionality to do forced-choice audio perception tasks. Being able to present the stimuli over the
internet makes it possible to crowd source the collection of experimental data. Online forums, social media
sites, and paid crowd sourcing platforms like Amazon mechanical turk can be used to recruit large numbers
of experiment participants in a shorter amount of time than may be feasible using traditional recruitment
methods on university campuses.
LMEDS has been released for use by the community. It is freely available to download (https://github.
com/timmahrt/LMEDS) and requires minimal steps in order to get started. LMEDS is open-source software
and other tech savvy researchers can extend it with new functionality to suit their research needs.
LMEDS was written in python and javascript. The only resource needed to run experiments over the
internet with LMEDS is a web server with python installed. Experiments can also be run locally on a
computer with python installed. This can be useful when doing field work or when in settings where internet
may not be reliable. LMEDS is distributed with a user manual that describes detailed instructions on
how to set up LMEDS, design and administer experiments, and to collate experiment results into an excel
spreadsheet. The interface and instruction text can be in whatever language the experimenter wants or can
even be in multiple languages.
For the experiments in this dissertation, LMEDS was used to administer informed consent, to present
the demographics survey, to provide instructions, and to present the stimuli.
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Figure B.1: LMEDS login screen
Figure B.2: A cropped view of the consent form used in this thesis as presented in LMEDS.
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Figure B.3: A cropped view of the demographics survey used in this thesis as presented in LMEDS.
Figure B.4: A cropped view of one of the instruction pages used in this thesis as presented in LMEDS.
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Figure B.5: One of the stimulus presentation pages as presented in LMEDS.
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Appendix C
Five Point Results Data
This appendix contains the raw results for experiment 4, described in chapter 6. In that experiment,
participants were presented with two dialogues and given five response options: “left dialogue only”, “left
dialogue preferred”, “both dialogues equally good”, “right dialogue preferred”, and “right dialogue only”. In
the analysis the results were made into a binary right or wrong response. This was done by first converting
responses to a five point response (see table C.1). After transforming the data, the data was transformed a
second time. Values of 1 and 2 were considered “incorrect”, values of 3 were discarded, and values of 4 and
5 were considered “correct”. This binary result was used for the analysis in chapter 6. The aggregate raw
responses are listed in table C.2.
1 Participant selected “only this dialogue” for the incongruent dialogue
2 Participant selected “this dialogue preferred” for the incongruent dialogue
3 Participant selected “both dialogues equally ok”
4 Participant selected “this dialogue preferred” for the congruent dialogue
5 Participant selected “only this dialogue” for the congruent dialogue
Table C.1: Five point response value interpretations.
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IS Category Pair Response IS Category Identification Discrimination
B/C 1 Broad 0.07 0
B/C 2 Broad 0.27 0.08
B/C 3 Broad 0.25 0.22
B/C 4 Broad 0.38 0.57
B/C 5 Broad 0.03 0.13
B/C 1 Contrastive 0.01 0.01
B/C 2 Contrastive 0.09 0.07
B/C 3 Contrastive 0.19 0.3
B/C 4 Contrastive 0.52 0.55
B/C 5 Contrastive 0.19 0.07
IS Category Pair Response IS Category Identification Discrimination
B/N 1 Broad 0.09 0
B/N 2 Broad 0.49 0.07
B/N 3 Broad 0.29 0.46
B/N 4 Broad 0.13 0.41
B/N 5 Broad 0.01 0.06
B/N 1 Narrow 0 0
B/N 2 Narrow 0.01 0.11
B/N 3 Narrow 0.2 0.53
B/N 4 Narrow 0.57 0.31
B/N 5 Narrow 0.21 0.04
IS Category Pair Response IS Category Identification Discrimination
B/G 1 Broad 0.02 0.01
B/G 2 Broad 0.27 0.14
B/G 3 Broad 0.31 0.42
B/G 4 Broad 0.34 0.35
B/G 5 Broad 0.06 0.08
B/G 1 Given 0.03 0.06
B/G 2 Given 0.16 0.22
B/G 3 Given 0.4 0.39
B/G 4 Given 0.39 0.29
B/G 5 Given 0.03 0.05
Table C.2: Proportion of responses in the identification and discrimination tasks for the five response options
in experiment 4.
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IS Category Pair Response IS Category Identification Discrimination
C/G 1 Contrastive 0.02 0.01
C/G 2 Contrastive 0.08 0.11
C/G 3 Contrastive 0.27 0.34
C/G 4 Contrastive 0.43 0.44
C/G 5 Contrastive 0.19 0.11
C/G 1 Given 0.04 0.01
C/G 2 Given 0.13 0.07
C/G 3 Given 0.47 0.17
C/G 4 Given 0.26 0.5
C/G 5 Given 0.1 0.25
IS Category Pair Response IS Category Identification Discrimination
C/N 1 Contrastive 0.02 0
C/N 2 Contrastive 0.41 0.22
C/N 3 Contrastive 0.39 0.5
C/N 4 Contrastive 0.17 0.27
C/N 5 Contrastive 0.01 0.01
C/N 1 Narrow 0.01 0
C/N 2 Narrow 0.15 0.17
C/N 3 Narrow 0.44 0.56
C/N 4 Narrow 0.39 0.26
C/N 5 Narrow 0.02 0.01
IS Category Pair Response IS Category Identification Discrimination
G/N 1 Given 0.04 0.01
G/N 2 Given 0.35 0.1
G/N 3 Given 0.35 0.58
G/N 4 Given 0.24 0.24
G/N 5 Given 0.03 0.07
G/N 1 Narrow 0.01 0.01
G/N 2 Narrow 0.14 0.09
G/N 3 Narrow 0.33 0.62
G/N 4 Narrow 0.43 0.24
G/N 5 Narrow 0.08 0.04
Table C.2: (Continued) Proportion of responses in the identification and discrimination tasks for the five
response options in experiment 4.
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