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“(...) and Thales, according to what is related of him, seems to have regarded the soul as something
endowed with the power of motion, if indeed he said that the loadstone has a soul because it moves
iron.”
Aristotle on Thales of Miletus,
about the first recorded description of magnetism.

ABSTRACT
Spin transfer torque nano-oscilators (STNOs) are spintronic devices that explore the spin trans-
fer torque (STT) mechanism to operate. More precisely, the STT effect enables the magnetiza-
tion control through polarized electrical currents. Hence, STNOs take profit of the current-
induced persistant magnetic dynamics to obtain novel radiofrequency (RF) sources designed
for microelectronic applications, such as chip-to-chip or wireless communications and phase-
array transceivers. Despite the notorious advantages of STNOs, such as broadband output,
frequency tunable by current and/or magnetic fields, possibility of integration with CMOS,
and small device footprint, some requirements still have to be fulfilled. Namely, the need
for large output powers (above 1 μW) and narrow linewidths (below 1 MHz), so that this
technology can be pushed into the market.
Magnetic tunnel junction (MTJ)-based STNOs constituted the bedrock of this thesis, from
their fabrication to physical studies. In fact, one of the milestones consisted in the develop-
ment of the nanofabrication process necessary to achieve high-quality STNOs. State-of-the-art
MTJs with resistance × area products (RA) below 1 Ωµm2 and tunnel magnetoresistance ratios
(TMR) above 100% with diameters down to 50 nm were achieved. Such nanofabrication pro-
cess incorporates a novel ion beam planarization (IBP) step to confer electrical and physical
stability to the MTJ nanopillars.
Moreover, the effect of the MgO barrier thickness on the performance of STNOs was also
unveilled. In particular, it was found that there is an intermediate MgO thickness (RA between
7.5 and 12.5 Ωµm2) that maximizes the output power up to 200 nW without affecting the
signal linewidth. Such methodology is cumulative with other improvements of the STNOs
(such as magnetic vortices, incorporation of perpendicular magnetic anisotropy or oscillator
synchronization).
The MTJ fabrication process was also adapted to different geometries of STNOs. More pre-
cisely, nanopillar structures with nano-constrictions for current confinement, STNOs with
magnetic vortex configurations and MTJs with homogeneous in-plane magnetization incor-
porating a perpendicular polarizer, were successfully implemented.
Finally, fundamental physical studies using THz spectroscopy on magnetoresistive materi-
als, were performed. A strong correlation between the THz transmission and the resistance of
materials used in spintronic applications was demonstrated. These results pave a way to THz
probing of the magnetoresistance and push spintronics to the THz regime.
vii

RESUMO
Nano-osciladores por transferência de spin (NOTS) são dispositivos de spintrónica que ex-
ploram o mecanismo de transferência de spin-torque (TST) para operar. Mais concretamente,
o efeito de TST possibilita o controlo da magnetização através de correntes elétricas polar-
izadas. Desta forma, os NOTS usam a dinâmica magnética pesistente induzida por corrente
para obter novos geradores de sinais de radiofrequência (RF) concebidos para aplicações de
microeletrónica, como comunicações chip-para-chip ou sem fios e transceptores de fase. Ape-
sar das notórias vantagens dos NOTS, como sinal de banda larga, frequência sintonizável por
corrente e/ou campos magnéticos, possibilidade de integração com CMOS e pequena pegada
de dispositivo, alguns requisitos ainda têm que ser cumpridos. Nomeadamente, a necessidade
de elevada potência de saída (acima de 1 µW) e larguras de banda estreitas (abaixo de 1 MHz),
para que esta tecnologia possa ser introduzida no mercado.
NOTS baseados em junções de efeito de túnel (JET) constituem o alicerce desta tese, desde
o seu fabrico até aos seus estudos físicos. De facto, um dos marcos desta tese consistiu no
desenvolvimento do processo de nanofabricação necessário para atingir NOTS de elevada
qualidade. Conseguiu-se obter JETs do estado-da-arte com produtos de resistência× área (RA)
abaixo de 1 Ωµm2 e magnetorresistência de túnel (MRT) acima dos 100 % com dimensões até
os 50 nm. Este processo de nanofabricação incorpora um novo passo de planarização por feixe
de iões (PFI) para conferir estabilidade elétrica e física para os nanopilares de JET.
Além disso, o efeito da espessura da barreira de MgO na performance dos NOTS foi tam-
bém desvendada. Em particular, foi descoberto que existe um valor intermédio de espessura
da barreira de MgO (RA entre 7.5 e 12.5 Ωµm2) que maximiza o sinal de saída até 200 nW sem
afetar a largura de banda do sinal. Tal metodologia é cumulativa com outros aperfeiçoamentos
dos NOTS (como vórtices magnéticos, incorporação de anisotropia magnética perpendicular
ou sincronização de osciladores).
O processo de fabricação de JETs foi também adaptado a diferentes geometrias de NOTS.
Mais precisamente, estruturas de nanopilares com nanoconstrições para confinamento de cor-
rente, NOTS com configurações de vortices magnéticos e JETs com magnetização homogénea
no plano incorporando um polarizador perpendicular, foram implementadas com sucesso.
Finalmente, estudos físicos fundamentais, usando espectroscopia de THz em materiais mag-
netorresistivos, foram efetuados. Uma forte correlação entre a transmissão de THz e a resistên-
cia de materiais usados em aplicações de spintrónica foi demonstrada. Estes resultados abrem
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caminho para sondas de THz para magnetorresistência, encaminhando a spintrónica para o
regime dos THz.
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INTRODUCT ION
The term spintronics refers commonly to phenomena in which it is the spin and not the
charge of electrons that plays the major role in electronic components. More precisely, the
phenomenon known as magnetoresistance (MR), which consists in the dependence of the
electrical resistance on the magnetic state of a material or device, is the key element that
enabled most of the stunning progress observed in this research field during the last decades.
In this chapter we outline the technological progress triggered by the field of spintronics
along with their physical explanation, culminating in novel spin transfer torque (STT)-based
technologies such as the spin transfer nano oscillators (STNOs).
1.1 anisotropic magnetoresistance (amr)
Although the above definition of MR is quite general, the nature and physical mechanisms
which result in the MR effect are broad. The first observation of magnetoresistive effects oc-
curred in 1857 when Lord Kelvin discovered the anisotropic magnetoresistance (AMR). This
effect is observed in 3d transition metals and their alloys. It consists in a change of the elec-
trical resistance with the orientation of the magnetization with respect to the direction of the
electrical current flowing in the material. The origin of AMR is related with the simultaneous
action of the d-band splitting and the spin-orbit effect [1, 2, 3]. For most materials, the electri-
cal resistance depicts a cos2(θ) dependence, where θ is the angle between the current and the
magnetization, given by:
ρ(θ) = ρ⊥ + (ρ‖ − ρ⊥)cos2(θ), (1.1)
where ρ⊥ and ρ‖ are the resistivities for θ = 90º and θ = 0º, respectively. In bulk materials
AMR ratios can go up to 6%while in thin films they are limited to around 3%. Despite its early
discovery, it was only more than one century later that the AMR effect found its greatest use
in hard disk drive read heads for data retrieving. The large need for such application at the
time, due to the growing demand for storage capacity, fueled the research in magnetoresistive
effects [4].
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1.2 giant magnetoresistance (gmr)
As the storage density in hard disk drives (HDDs) escalated, the demand for a larger mag-
netoresistive effect ignited extended research worldwide. In 1988, Albert Fert [5] and Peter
Grünberg [6] independently observed that the antiparallel (AP) magnetic configuration of
Fe/Cr/Fe multilayers depicted a higher resistance that the parallel (P) one. For the discov-
ery of this phenomenon, denominated as giant magnetoresistance (GMR), they were both
awarded with the Nobel Prize in Physics in 2007. GMR ratios up to 20% could be achieved
in ferromagnetic (FM) layers separated by a non-magnetic (NM) metal (FM1/NM/FM2; spin
valves). This higher MR ratio quickly launched the spin valve use in read heads and magnetic
sensor applications.
To understand the physical nature of the GMR effect, let us consider the simplest trilayer
case (spin valve). A small thickness of the NM spacer (d) is required so that electrons traveling
through this layer undergo negligible spin-flip processes (spontaneous flip of the electron).
If we consider the case where electron transport occurs in the direction orthogonal to the
FM1/NM/FM2 interface, the electron current traveling through the spin valve can be divided
into two independent channels of spin up and down electrons (relatively to the axis parallel
to the magnetization of the FM layers). The magnetization orientation of the FM layers leads
to different densities of states (DOS) and thus to differently populated spin channels. More
precisely, the majority (minority) spin channel is constituted by electrons whose spins have the
same (opposite) direction of the magnetization of the FM. Since these majority and minority
channels are differently populated, they also depict different scattering rates and thus different
channel resistances (R↑ and R↓, respectively). Therefore, the GMR effect is caused by a spin-
dependent scattering cross section, i.e. electrons with spin opposite to the magnetization of
the FM layer they travel in are usually more easily scattered than electrons with spins in the
same direction as the magnetization of the FM layer. Therefore, when the magnetization of
both layers has the same direction (P orientation) the majority channel experiences a weak
scattering (resistance of 2R↑) while the minority channel is highly scattered [resistance of 2R↓;
Fig. 1.1(a)], leading to an equivalent resistance of:
RP =
2R↑R↓
R↑ + R↓
. (1.2)
When the magnetizations of the FM layers have opposite orientations (AP orientation) both
conduction channels are strongly scattered [Fig. 1.1(b)] each having a resistance of R↑+ R↓, so
that the total equivalent resistance is:
RAP =
R↑ + R↓
2
. (1.3)
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Figure 1.1: Schematic representation of the spin dependent scattering for the (a) P and (b) AP states
in a spin valve. The spin↑ and ↓ have different scattering rates that give rise to different
electric resistances.
Hence, spin dependent scattering leads to a magnetic control of the resistance state in spin
valves being the resistance in the AP state (RAP) usually higher than the resistance in the
P state (RP). The magnitude of this variation is given in percentage by the magnetoresistive
ratio:
MR =
RAP − RP
RP
(%). (1.4)
Only two configurations (P and AP) were considered here, but in fact the magnetoresistance
can be computed for arbitrary magnetic orientations between FM layers [7]. A considerable
advantage of spin valves relies on their simple fabrication process due to the metallic nature of
all the layers. However, the GMR ratio is limited to around 20% and they have a low resistance
(mΩ to Ω), making them difficult to integrate into complementary metal oxide semiconductor
(CMOS) technology.
1.3 tunnel magnetoresistance (tmr)
So far, we have only considered fully metallic structures. Nevertheless, magnetoresistive ef-
fects had been previously observed in magnetic tunnel junctions (MTJs) which are structures
that consist in a thin insulating barrier sandwiched between two FM layers (FM1/I/FM2). In
fact, prior to the discovery of the GMR effect, Jullière reported in 1975 tunnel magnetoresis-
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Figure 1.2: Development of the TMR ratio at RT for Al-O and MgO-based MTJs [12].
tance (TMR) in Fe/Ge-O/Fe MTJs [8]. The insulating barrier of an MTJ has to be very thin (of
the order of the nm or below) to enable the transport of electrons through the insulating layer
through tunneling. Similarly to the case of spin valves, the magnetization of a FM layer can
be pinned while the other rotates freely upon the application of an external applied magnetic
field, allowing us to easily control the corresponding magnetic configuration (P or AP). De-
spite its early discovery, in this first experiment the TMR was limited to 14% at 4.2 K. The low
temperatures necessary to observe the TMR greatly reduced the interest in this effect. With
the discovery of the GMR, extensive experimental and theoretical efforts were performed to
achieve sizable TMR at room temperature (RT). In 1995 Miyazaki et al. [9] and Modera et
al. [10] used MTJs incorporating an insulating layer of aluminum oxide (Al-O) and 3d ferro-
magnetic electrodes, achieving TMR ratios as high as 18% at RT. The optimization of the FM
electrodes and of the fabrication conditions of the Al-O barrier led to an increase of the TMR
to about 70% [11].
In 2001, first principle calculations performed by Butler et al. [13] and Mathon and Umerski
[14] pointed out the possibility of achieving TMR ratios as high as 1000% for MTJs with fully
ordered (001)-oriented MgO barrier layers and Fe, Co and FeCo FM electrodes. This giant
TMR originates from the fact that, in these epitaxial MTJs, the tunneling across the MgO
is dominated by ∆1 Bloch states which are spin-polarized, enhancing the TMR ratio. These
theoretical predictions were soon followed by their experimental verification [15, 16]. In Fig.
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Figure 1.3: Transfer curve of an MTJ with a TMR of 156%, an RA of 1.8 Ωµm2 and lateral dimensions
of 130 × 50 nm2.
1.2 we show the development of the TMR ratio for Al-O and MgO-based MTJs at RT. In 2004,
Yuasa et al. reported TMR ratios of 88% at RT in fully epitaxial Fe/MgO-based MTJs prepared
using molecular beam epitaxy [17]. This surpassed the highest value reported in Al-O-based
MTJs of 70% [11]. Subsequent experiments demonstrated TMR ratios up to 600% at RT and
1144% at 5 K in CoFeB/MgO/CoFeB-based MTJs without an antiferromagnetic layer and for
resistance × area (RA) product of the order of 104 Ωµm2 [18]. In the lower RA region, which
is the most relevant for applications, we were able to reach TMR ratios above 150% for an RA
of 1.8 Ω µm2 (Fig. 1.3). The reason for this drastic TMR ratio increase when compared with
AlOx-based MTJs is related with the different physical mechanisms of the TMR effect in both
cases.
1.3.1 Jullière model
The physical phenomenon responsible for the magnetoresistance observed in MTJs is spin-
polarized tunneling (SPT) [19, 20, 21]. SPT consists in an imbalance of the electrical current (I)
carried by up- (↑) and down-spin (↓) electrons that tunnel through an insulating barrier. The
spin polarization (P) of the tunneling current is then given by:
P =
I↑ − I↓
I↑ + I↓
. (1.5)
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This phenomenon originates from the fact that the probability of electron tunneling through
the barrier depends on the corresponding Fermi wave vector. In FM metals the electronic
bands are exchange-split. The consequent different Fermi vectors of spin up and spin down
electrons naturally results in a spin dependent tunneling probability. A model that explains
the TMR effect based on SPT was proposed by Jullière [8]. This model is based in two as-
sumptions. (1) Since the wave function of the electrons is the same in both electrodes, all the
quantum numbers of the electrons are conserved in the tunneling process. Consequently, elec-
trons are only able to tunnel between states of equal spin. This first assumption implies that
the tunneling of up and down spin electrons takes place through two independent spin chan-
nels [22, 23, 24]. This means that electrons originating from one spin state of FM1 will only
undergo tunneling to unfilled states of the same spin in FM2. (2) According to the Fermi’s
golden rule, the current for a particular spin orientation is proportional to the product of the
effective DOS of the initial and final FM layers. Following these assumptions, one easily con-
cludes that the tunneling probabilities between FM1 and FM2 are different for the P and AP
configurations. For the P case, the minority spins tunnel to the minority states and the majority
spins to the majority states [Fig. 1.4(a)]. However, in the AP case, the minority spins tunnel to
the majority states and the majority spins to the minority states [Fig. 1.4(b)]. Therefore, using
assumption (2), the tunneling current density through the insulating layer from FM1 to FM2
for the P (JP) and AP (JAP) configurations are given by:
JP ∝ D
↑
1D
↑
2 + D
↓
1D
↓
2 , (1.6)
and
JAP ∝ D
↑
1D
↓
2 + D
↓
1D
↑
2 , (1.7)
where Dsi is the DOS at the Fermi level (the electrons at the Fermi level contribute to almost
all of the tunneling conduction) of the FMi with spin s. From Eq. (1.6) and (1.7), it is clear
that the P and AP states have different resistances. Therefore, using these equations, the spin
polarization Pi can be written as:
Pi =
D↑i − D↓i
D↑i + D
↓
i
. (1.8)
Hence, the TMR is given by:
TMR =
RAP − RP
RP
=
JP − JAP
JAP
, (1.9)
allowing us to arrive at Jullière’s formula:
TMR =
2P1P2
1− P1P2 , (1.10)
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Figure 1.4: Schematic representation of the spin dependent tunneling for the (a) P and (b) AP states
in an MTJ. In the P state the majority-majority and minority-minority transitions result in
a high tunneling probability (low resistance). In the AP state the majority-minority and
minority majority transitions result in smaller tunneling probability (high resistance).
where P1 and P2 are the spin polarizations of FM1 and FM2, respectively. Equation 1.10 has
been widely used to infer the polarization of several FM using the measured TMR values.
Despite the simplicity of the model and the fact that it only takes into account the polarization
of the FM layers, and not the influence of the tunnel barrier, it describes well the tunneling
transport across many usual tunnel barrier materials such as TaOx [25], HfOx [26], LaSrMnO3
[27], ZrO [28], ZrAlO [28], AlN [29] and AlOx.
It was later shown that the value of P depends not only on the FM electrodes but also on
the nature of the insulating barrier [30, 31]. The interfacial bonding and the importance of the
spin symmetry have a fundamental role in determining the hybridization between the Bloch
states of the metal and the slowly decaying states in the insulating layer [13, 32, 33, 34, 35].
More precisely, different barriers depict different symmetry rules that select different wave
functions for each spin direction. Insulating barriers that depict coherent tunneling, such as
MgO, generate spin dependent tunneling that increases the TMR up to 600% at room tem-
perature [18]. A deep understanding of the main difference between incoherent and coherent
tunneling is thus required for us to understand the effect of the insulating barrier on the TMR.
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Figure 1.5: Schematic representation of the (a) incoherent tunneling through an amorphous Al-O bar-
rier and (b) coherent tunneling through a crystalline MgO barrier [36].
1.3.2 Incoherent Tunneling through amorphous barriers
Electrons traveling through a crystal can depict several wave functions (Bloch states) with
different symmetries. Let us first consider the case of an amorphous barrier. These electrons,
having different Bloch states that arise from the FM layers of an MTJ, will tunnel through
the insulating layer. However, due to the lack of crystallographic symmetry of the amorphous
barrier, all the Bloch states have the same tunneling probability (incoherent tunneling) where
neither the momentum nor the coherence of the Bloch states are conserved. Figure 1.5(a)
illustrates the effect of incoherent tunneling for Fe (0 0 1)/AlOx-based MTJs. Since all the
states have the same tunneling probability, incoherent tunneling is well described by Jullière’s
model.
Nevertheless, for AlOx barriers, there are important discrepancies between the experimen-
tally measured values of TMR and the ones calculated using known polarization values and
Jullière’s model. In fact, tunneling through an AlOx barrier is not completely incoherent as de-
scribed by Jullière’s model nor as coherent as the tunneling through crystalline MgO barriers.
1.3.3 Coherent tunneling through crystalline barriers
For an accurate description of tunnel barriers one needs to take into account the realistic
electronic band structure both for the barrier and electrodes. In that respect, an MgO barrier
has four electronic bands: ∆1, ∆5, ∆2 and ∆2’, which correspond to different symmetries of
the Bloch states. Contrary to the case of the incoherent tunneling, in the coherent case the
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Figure 1.6: Tunneling DOS calculated across a Fe(100)\MgO(100)\Fe(100) trilayer for the four possible
transitions. The top images (bottom) represent the P (AP) state for (a) majority-majority, (b)
minority –minority, (c) majority-minority and (d) minority-majority transitions [37].
different bands have distinct decay rates within the barrier [Fig. 1.5(b)]. Figure 1.6 shows
the calculated DOS available for electrons tunneling from the left to the right electrode in
Fe/MgO/Fe MTJs [13, 37]. The P and AP states are considered for all the possible transitions
[majority-majority (a) and minority-minority (b) in the P configuration and majority-minority
(c) and minority-majority (d) in the AP configuration]. For the P configuration in the majority-
majority transitions most of the tunnel current is performed by the ∆1 electrons [Fig. 1.6(a)].
As for the AP configuration, the ∆1 Bloch state is also dominant in the majority-minority
transitions [Fig. 1.6(c)], while the ∆5 dominates in the minority-majority transitions [Fig. 1.6
(d)]. However, since the ∆1 band in the majority-minority transition is by far the one with
more electronic states available in the second electrode, the transport in the AP configuration
is also dominated by the ∆1 Bloch states.
The important feature of this symmetry selection consists in the fact that the ∆1 states are
highly spin-polarized at the Fermi level, not only in bcc Fe (0 0 1), but also in many other
bcc FM metals and alloys based on Fe and Co (e.g. bcc CoFe and some of the Heusler alloys).
In Fig. 1.7 it is shown the band structure for Fe (0 0 1) and Co (0 0 1). Since the ∆1 states of
Fe and Co are fully spin-polarized at the Fermi level and the conductance across the MgO
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Figure 1.7: Band dispersion in Fe and Co. (a) Band dispersion of Fe bcc in the (0 0 1) direction and (b)
of Co bcc in the (0 0 1) direction. The thick black and gray lines represent the majority-spin
and minority-spin bands (Δ1 bands), respectively.
barriers is dominated by these Bloch states, highly spin-polarized tunneling takes place in Fe
(0 0 1)/MgO (0 0 1)/Fe (0 0 1) and Co (0 0 1)/MgO (0 0 1)/Co (0 0 1) epitaxial MTJs. This
spin-polarized tunneling resulting from symmetry filtering led to the prediction of enhanced
TMR ratios [13, 38] of more than 1000% with (100)-Fe electrodes and even higher for CoFe
electrodes. Experimentally, a TMR of 600% at RT was reported in CoFeB/MgO/CoFeB stacks
[39, 18]. The main advantage of CoFeB that leads to these high TMR values consists in the
amorphous nature of this material. If an annealing is performed to CoFeB/MgO/CoFeB MTJs,
the MgO imposes its crystallographic structure leading to epitaxial structures that result in the
selection of the ∆1 states and thus to the high TMR values.
1.4 magnetization equation of motion
Magnetic fields allow the control of magnetic moments. For instance, applying magnetic fields
to MTJs we are able to change from the P to the AP configuration, or vice versa. The effect
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of the magnetic fields on the magnetization can be described if we approximate individual
magnetic moments to an average over a small region of volume V. Then, the magnetization
(magnetic moment per unit of volume) can be written as M = Msm(r) where Ms is the
magnetization saturation (expressed in A/m) andm(r) is the unit vector of the magnetization
direction. The effective magnetic field (He f f ) exerts a torque on the magnetization which is
given by:
m˙(r) = −µ0m(r)×He f f (r), (1.11)
where the notation X˙ stands for ∂X
∂t for any functionX , µ0 is the magnetic permeability and t
and r are the time and position, respectively. The local effective magnetic field consists in the
contributions of the external applied magnetic field and the field created by the neighbouring
magnetic moments and thus depends on the position. The local magnetic field can be derived
from the Gibbs free energy (E):
He f f = − 1µ0MsV
∂E
∂m(r)
, (1.12)
that leads to the Larmor equation:
m˙(r) =
γ
MsV
m(r)× ∂E
∂m(r)
, (1.13)
where γ is the gyromagnetic ratio. In a complex magnetic structure there are several energy
contributions to the Gibbs free energy. For instance, the free layer magnetization of an MTJ
is subjected to internal and external fields arising from adjacent layers and applied fields.
These different contributions to the energy are schematically depicted in Fig. 1.8 and can be
separated in the following terms:
E = EZ + Ean + Edem + Ebias + Edip + ERKKY + Eex, (1.14)
where EZ is the Zeeman energy generated by the interaction with an external magnetic field,
Ean is the magnetocrystalline or anisotropy energy, Edem the demagnetizing field energy, Ebias
the exchange bias energy, Edip the dipolar field energy, ERKKY the energy arising from the
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction and Eex the exchange energy.
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Figure 1.8: Schematic representation of the interactions involved in a magnetic stack. The layer-layer
interaction fields (left): exchange bias (Ebias), dipolar (Edip) and RKKY interaction (ERKKY)
along with the external applied field that leads to the Zeeman energy (EZ). Detail of the
magnetic domains in a FM layer (right) which result from the competition between the
exchange field (Eex), the demagnetizing field (not shown) and EZ.
1.4.1 Zeeman energy (EZ)
An applied external magnetic field interacts with the magnetic moments of a magnetic mate-
rial leading to an energetic contribution designated as Zeeman energy (EZ). This contribution
is minimized when the spins are aligned to the applied field (Ha) and is given by:
EZ = −µ0MsVHa ·m. (1.15)
1.4.2 Anisotropy energy (Ean)
Different crystallographic orientations change the geometry of the lattice and the distance
between neighbouring atoms. Therefore, the interactions between the magnetic moments are
also changed and one or several directions for the magnetization might be favoured. In the
case of uniaxial anisotropy (only one favoured direction) the anisotropy energy is given by:
Ean = KanV[1− (uk ·m)2], (1.16)
where Kan is the anisotropy per unit of volume caused by the crystalline induced magnetic
orientation and uk is the favoured direction. From Eq. (1.16) we can conclude that the energy
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is minimal when the magnetization has the same direction as uk (and is the same for both
orientations). The anisotropy field can then be written as:
Han =
2Kan
µ0Ms
. (1.17)
One of the cases with more relevance for applications in spintronics is that of perpendicular
magnetic anisotropy (PMA). In this case, a magnetic layer has a crystallographic orientation
that favors an out-of-plane (OOP) magnetization. This anisotropy energy has a bulk (K⊥V ) and
a surface (K⊥S ) contribution and is expressed as:
E⊥ = (K⊥VV + K
⊥
S S)[1− (u⊥ ·m)2], (1.18)
where S is the surface responsible for the anisotropy and u⊥ is the direction normal to the
surface. In MTJs this anisotropy can be achieved through two different approaches. (1) By
depositing materials with the proper crystalline growth such as Co/Pt multilayers. The (100)
texture of these multilayers has a strong PMA and, when coupled to the MTJ, can induce such
anisotropy to the CoFeB electrodes. (2) PMA also arises from the interface between a metal
and an oxide. In particular, the MgO/CoFeB interface generates PMA in the magnetic layers.
Since this is an interfacial effect only thin CoFeB layers (below ~ 1.0 nm) are perpendicularly
magnetized. The amplitude of K⊥S was found to be related with the TMR (increasing for larger
TMR values) [40, 41, 42, 43, 44].
1.4.3 Demagnetizing field energy (Edem)
The demagnetizing field (Hdem) is a field of magnetostatic origin generated by the shape of
the magnet. It follows from the laws of Maxwell that state that the divergence of a magnetic
field (B) must be zero:
∇B = 0, (1.19)
where B is the sum of the magnetization and the demagnetizing field (Hdem):
B = µ0(M +Hdem). (1.20)
Therefore, the demagnetizing field is equivalent to a field that counters the magnetization,
closing the flux lines. The demagnetizing field energy corresponds to the interaction of the
magnetization withHdem and can be expressed as:
Edem = −12µ0MsVHdem ·m. (1.21)
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Since the demagnetizing field depends on the magnetic configuration and shape of the
magnet, it is quite difficult to determine. If we assume that the sample is an ellipsoid, Hdem
is uniform and corresponds to the tensorial product between the magnetization M and a
constant symmetric tensor N:
Hdem = −MsN ·m. (1.22)
The tensor N is diagonal in the basis of the Cartesian axes of the ellipsoid (ux, uy, uz) with
unit trace. Thus, in this caseHdem can be written as:
Hdem = −MsNxxmx −MsNyymy −MsNzzmz, (1.23)
where Nxx + Nyy + Nzz = 1 are the diagonal values of the tensor. The thinner the ellipsoid
in the directions ui, the larger is the corresponding Nii element. For instance, if we have an
elliptical magnetic thin film with the longer direction along ux and the thickness along uz, we
will have Nxx < Nyy ≪ Nzz. Hence, the demagnetizing field would benefit an in-plane (IP)
magnetization along the ux direction.
1.4.4 Exchange bias energy (Ebias)
An antiferromagnet (AFM) is a magnetic material possessing spin lattices that point in oppos-
ing directions, leading to a zero total magnetic moment. When an AFM layer is in contact with
a FM, the first atomic planes of the AFM pin the FM causing a shift in the hysteresis curve.
More precisely, the FM layer is pinned in a certain direction which is set when the sample is
annealed and cooled down under applied magnetic field from a temperature above the Néel
temperature. Thus, during annealing the AFM temperature rises above the Néel temperature
losing its magnetic order. Since the Curie temperature of the FM is usually higher, it will be
aligned along the external field direction. During cooling, the first atomic layer of the AFM
aligns with the FM moments saturated by the external field. Therefore, upon cooling a higher
field will be required to rotate the FM layer. As a first approximation, the exchange bias en-
ergy is equivalent to the energy generated by an additional constant field (Hb). Thus, it can
be written as:
Ebias = −µ0MsVHb ·m. (1.24)
The strength of this fieldHb depends on the nature of the AFM and defects on the interface.
This effect is used in a large variety of spintronic nanodevices [45, 46] and novel magnetore-
sistive structures where the AFM plays an active role in the transport mechanism [47].
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1.4.5 Dipolar field energy (Edip)
The dipolar field energy has the same origin as the demagnetizing field energy but it concerns
the interaction between the magnetization of one layer with the field created by another layer.
This contribution is caused by the closure of the lateral magnetic flux arising from the magnetic
layers. This coupling becomes more pronounced for smaller lateral dimensions of the MTJs
[48].
1.4.6 Ruderman-Kittel-Kasuya-Yoshida (RKKY) energy
The Ruderman-Kittel-Kasuya-Yoshida (RKKY) interaction consists in the coupling of two mag-
netic layers separated by a thin metallic spacer and is mediated by the conduction electrons.
This indirect exchange coupling occurs when the nuclear spin of one atom interacts with a
conduction electron through the hyperfine interaction and moves to another layer, interacting
with another nuclear spin and generating a correlation between the nuclear spins of different
layers. The energy associated with this coupling can be written in the macrospin approxima-
tion [49] as:
ERKKY = −JRKKYSm1 ·m2, (1.25)
where JRKKY is the interaction energy per unit area, S the interface area and mi the magneti-
zation of the magnetic layers interacting with each other. The value of JRKKY depends on the
non-magnetic spacer and has an oscillating nature with the spacer thickness. It can be both
positive and negative, inducing a FM or AFM coupling, respectively.
1.4.7 Exchange energy (Eex)
The exchange energy is an interaction between unpaired electrons in nearby atoms. This is a
short distance spin-spin quantum interaction deriving from the fact that the wave function of
indistinguishable particles is subjected to exchange energy. The energy associated with this
interaction can be written as:
Eex = Jex(S1 ·S2), (1.26)
where S1 and S2 are the spins of two neighboring unpaired electrons and Jex is the exchange
constant. The sign of Jex can be both positive and negative inducing a P or AP alignment,
respectively. Hence, this interaction is responsible for collective ordering in FMs. Despite the
fact that in FMs the exchange interaction induces a homogeneous alignment between spins,
the presence of a magneto-static energy can lead to the formation of domain walls and conse-
quently magnetic domains such as the ones schematized in Fig. 1.8 (right).
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(b) (c) (d)
Figure 1.9: Magnetic vortices. (a) Schematic representation of a vortex magnetization configuration.
Topological charges of a FM vortex: (b) vorticity, (c) polarity and (d) chirality [52].
1.5 magnetic vortices
The interplay between the different magnetic energy terms can generate non-trivial magnetic
configurations. One of the most studied of magnetic configurations are magnetic vortices,
which are a consequence of the interplay between the dipolar and the exchange energies. This
configuration consists on a curling spin structure in the plane of the magnetization around
a central region (core), where the magnetic moments are pointing OOP to avoid creating a
singularity [Fig. 1.9(a)]. A vortex can be described by three topological charges: the vorticity
q [Fig. 1.9(b)], the polarity p [Fig. 1.9(c)] and the chirality c [Fig. 1.9(d)] [50]. The vorticity
describes the curling of the magnetic moments, being q = 1 associated with the vortices and
q = −1 associated with the anti-vortices (other geometries are described for different q values
[51]). The polarity defines the orientation of the vortex core with respect to the plane of the
FM (with values of p = ±1). The chirality indicates the rotation of the moments and can be
clockwise (c = 1) or counterclockwise (c = −1).
To obtain a vortex configuration a soft FM with a weak magneto-crystalline anisotropy
(such as NiFe) is required. In Fig. 1.10 the phase diagram of the magnetic states is shown
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Figure 1.10: Phase diagram of nano-sized discs. The different ground states are: vortex state, magne-
tized uniformly IP and magnetized uniformly OOP. The red region marks the range where
the vortices are metastable, below that region no complete vortices can be present [54].
[53, 54]. If the disc thickness (L) is much larger than its radius (R), the demagnetizing field
will favour the OOP homogeneous magnetization state. On the other hand, if R is much larger
than L, the IP homogeneous magnetization state is favored. If, however, the radius is larger
than the exchange length (LE; typically 5-10 nm) and if the L/R ratio is neither too large
(OOP magnetization) or too low (IP magnetization), a vortex magnetization can be achieved.
Note also that metastable states, where both homogeneous and vortex magnetization states
are energy minima can occur (red area of Fig. 1.10). Furthermore, if the lateral size becomes
too large, multiple domains may appear.
1.6 gilbert damping torque
Starting from the free energy E we are able to determine the Larmor equation [Eq. (1.13)].
This equation describes a precessional magnetization with constant energy. However, in a real
material, energy dissipation takes place as well. This dissipation converts the energy coming
from the magnetic excitations into phonons and ultimately heat. Therefore, a phenomeno-
logical torque has to be added in order to account for magnetic energy dissipation (Gilbert
damping). The magnetic motion equation becomes:
m˙ =
γ
MsV
m× ∂E
∂m
+ αm× m˙, (1.27)
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where α is the adimensional phenomenological Gilbert damping constant. If now we make
the vectorial product of m× m˙ and since m is a unitary vector with constant norm, we arrive
to the Landau-Lifshitz-Gilbert equation:
m˙ =
γ
1+ α2
1
MsV
m× ∂E
∂m
+
γ
1+ α2
α2
MsV
m× (m× ∂E
∂m
). (1.28)
If now we define a modified gyromagnetic ratio as γ∗ = γ1+α2 and considering that α is small
(approximately 0.02 in transition metals) the change of the gyromagnetic ratio is negligible and
we can re-write Eq. (1.28) as:
m˙ =
γ
MsV
m× ∂E
∂m
+ α
γ
MsV
m× (m× ∂E
∂m
). (1.29)
The effect of the damping then consists in decreasing the energy of the system until an
energy minimum (global or local). The relaxation time of this process is given by:
τD =
1
αµ0γHe f f
. (1.30)
The time corresponding to the precessional dynamics of a magnetic moment can also be
estimated from Eq. (1.29) and lies in the ns range, corresponding to the GHz in the frequency
domain. This is the reason why spintronic devices can be used as radiofrequency (RF) emitters
as will be discussed later.
1.7 spin-transfer-torque (stt)
Magnetic fields are not the only mechanism that allows the control of the magnetization.
In fact, the angular momentum of the electron spins can be absorbed by spin-dependent
scattering and other processes in a lattice, leading to a spin transfer torque (STT) which is
equal to the rate of change of angular momentum in the lattice [55]. Therefore, the total
angular momentum of the electron current and lattice is conserved and can only be transferred
within these systems. Hence, STT allows the excitation of magnons [56], to move domain
walls [57, 58], reverse the magnetization of magnetic materials [59, 60] and induce magnetic
precession [61, 62]. Note that even an initially unpolarized current can become spin polarized
by spin dependent scattering in a FM material and exert a torque in another FM layer. For
instance, consider an MTJ (FM1/I/FM2) where FM1 has its magnetization pinned (e.g. by
exchange bias) in direction m1 and FM2 has a free magnetization direction m (for simplicity).
An unpolarized electrical current passing from left to right would become spin polarized
after passing through FM1 [Fig. 1.11(a)]. As they are injected into FM2, electron spins realign
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Figure 1.11: Schematic representation of the torques induced in the free layer of a MTJ. (a) In the case
of electrons traveling from the pinned to the free layer the induced STT favors the P state
[63]. (b) Representation of the STT and IEC torques applied to the free magnetic layer.
towards the direction of m. However, due to the conservation of angular momentum, the
momentum of the spins is also transferred to FM2. Thus the magnetization m feels a torque
with the same direction of m1. Note that the STT effect is also present when the electrons
pass through FM1. However, since FM1 is pinned the effect is negligible. The STT effect also
depends on the direction of the current: when the current flows from right to left (from the
free to the pinned layer) it becomes spin polarized in FM2 along the direction of m. However,
when the current passes through FM1, it realigns in the direction of m1, and the electron spins
transmitted through FM1 will have the same direction as m1. On the other hand, the spins
reflected at the interface will have the opposite spin orientation and thus induce a torque in
FM2. Note that the torque induced to the free layer has different orientations depending on
the current direction. In particular, for the P state, electrons traveling from the pinned to the
free layer favor the P state and electrons traveling from the free to the pinned layer induce the
AP configuration. Therefore, a larger magnetic precession or even full magnetization reversal
is obtained in the last case. For analogous reasons, in the AP case, electrons flowing from the
pinned to the free layer favour the magnetization dynamics.
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Hence, the STT effect depends on the angle between the magnetic orientation of the two
FM layers (θ), the current density (J) and material parameters such as the TMR. It can be
expressed as:
τSTT = aJ(J, θ)m× (m×m1), (1.31)
where aJ is the STT amplitude that depends on the used material and TMR.
Another contribution to the electron-induced magnetization dynamics is the field-like torque,
or interlayer exchange coupling (IEC) torque, that has the same form as the torque applied by
an external magnetic field and can be written as:
τIEC = bJ(J, θ)m×m1, (1.32)
where bJ is the STT amplitude. Therefore, τSTT and τ IEC are orthogonal to each other [Fig.
1.11(b)], being the maximum value of bJ ~ 30% of aJ . Thus, despite the fact that both torques
are present, τSTT has the main contribution. The value of bJ is proportional and opposite to
aJ and is usually written as:
bJ = −αβ IECaJ . (1.33)
This definition is used because the coefficient β IEC is 1 when only the damping related to
the STT is considered [64].
By adding these contributions to Eq. (1.29) we arrive at the Landau-Lifshitz-Gilbert-Slonczewski
(LLGS) equation:
m˙ =
γ
MsV
m× ∂E
∂m
+ α
γ
MsV
m× (m× ∂E
∂m
) + γµ0aJm(m×m1)− γµ0αβ IECaJm×m1.
(1.34)
The LLGS equation describes the behaviour of the magnetic moment of the free magnetic
layer for a certain current density J and effective field He f f . The first term describes the
precession ofm around He f f . The second describes the damping due to the loss of magnetic
energy and will act to align the magnetic moment to He f f . The third is the STT effect that
can either act along or against the damping torque, depending on the direction of the applied
current. The last term models the IEC torque which can be often neglected since STT has the
main effect of the current induced dynamics. In Fig. 1.12(a) we show a representation of the
torques applied tom (neglecting the IEC torque). Depending on the direction and strength of
the current, magnetization dynamics can follow three different types of paths. If the damping
and the STT have the same direction, their joint effects will align m with He f f [Fig. 1.12(b)].
If the current is applied in the opposite direction and the damping and STT compensate each
other, the magnetization reaches a steady magnetic precession [Fig. 1.12(c)]. Note that in this
case different values of J can lead to steady precessions with different amplitudes. Finally,
when the STT is stronger than the damping, the complete switching of the magnetic moment
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(a)
(b) Damping (c) Precession (d) Switching.
Figure 1.12: (a) Schematic representation of the torques exerted in the magnetization of the free layer:
conservative torque (m×He f f ), damping and STT. Different trajectories that can be per-
formed by the magnetization: (b) damped oscillation, (c) magnetic precession and (d) mag-
netic switching.
can be achieved. In this case, m will move away from Heff until a critical angle is reached,
at which point it will change direction and spiral to the opposite orientation and magnetic
switching is achieved [Fig. 1.12(d)].
Hence, the STT effect allows the effective control of the magnetization of nano-magnets us-
ing spin-polarized electrical currents. Contrary to the case of magnetic fields, the STT effect
is intrinsically scalable since higher current densities increase the magnitude of the STT effect
opening the possibility of devices with small footprint and high density. Therefore, novel tech-
nologies that use this effect to operate promptly appeared, such as STT controlled magnetic
random access memories (STT-MRAM) or spin transfer torque nano-oscillators (STNOs). In
the scope of this thesis, we mainly explored magnetic precessions [Fig. 1.12(c)] that allow the
fabrication of STNOs.
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1.8 stt-induced dynamics in magnetic vortices
Similarly to the homogeneous magnetization case, STT can also induce dynamics in more
intricate magnetic structures, such as magnetic vortices [65] or skyrmions [66]. In the case of
the magnetic vortices (see section 1.5), its core is “trapped” to the central region since this
is the magnetic configuration that minimizes the energy. It can, however, be moved from its
equilibrium position using magnetic fields or the STT effect leading to the gyrotropic motion
of the core. In fact, the core can then be treated as a domain wall and starting from the LLGS
equation [Eq. (1.34)] the Thiele equation for the vortex core position (X) can be derived [67]:
− ∂W
∂X
+ G× dX
dt
− DdX
dt
+ FSTT = 0, (1.35)
where G = −2pLMs/γez is the gyrovector, L the thickness of the FM layer, Ms the saturation
magnetization, p the core polarity, γ the gyromagnetic ratio and ez the unit vector along the
normal direction.W(X) is the potential of the off-centre vortex, and D is the damping factor. In
Fig. 1.13 these four contributions are depicted schematically, along with the core position and
trajectory (red line). The first two terms, corresponding to the restoring force and gyrotropic
force, respectively, are radial with respect to the core trajectory and their compensation defines
the motion frequency. The last two terms, corresponding to the viscous damping and the
effect of the STT (FSTT), respectively, are tangent to the trajectory and their balance sets the
the orbit amplitude. Here, FSTT only accounts the effect of the Slonczewski term of the STT.
The smaller effect of the field-like term would be equivalent to an additional magnetic field
directed along the current polarization. The gyrovector, directed perpendicular to the disc
plane, is responsible for the vortex core oscillation. If the excitation is turned off, the core goes
back to its equilibrium position in a spiral movement. The vortex core precession frequencies
are located in the range of the hundreds of MHz.
1.9 spin-transfer-torque nano-oscillators (stnos)
The current driven magnetic precession induced by STT enables the fabrication of novel RF
generators. These STNOs use the persistent magnetic dynamics of the free magnetic layer of an
MTJ or spin valve to retrieve the RF electrical signal (Fig. 1.14) [69]. They have several advan-
tages over standard LC-tank voltage-controlled oscillators (VCOs). They depict a broadband
output and can be biased at low voltages (< 1 V) and their frequency is tunable by current
and/or magnetic fields. In STNOs the oscillation frequency can be tuned over several GHz just
by changing the current and up to 40 GHz by an external magnetic field for particular configu-
rations [70], while VCOs only allow a 20% frequency change compared to the carrier frequency.
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Figure 1.13: Schematic representation of the different forces acting on the vortex core [68].
Figure 1.14: General concept of the STNO operation. A current passes through a spin valve or MTJ, the
STT excites the magnetization dynamics and the resistance variation caused by the device
magnetoresistance leads to a RF signal.
STNOs are amongst the smallest RF emitters developed, over 50 times smaller than a VCO
in CMOS technology [71]. They also work over a large temperature range. STNOs are thus
versatile and compact RF emitters which can be fabricated on chip and used in applications
such as chip-to-chip or wireless communications, local on-chip clocks for very-large-scale in-
tegration applications, microwave sources for nanosensors, phase array transceivers and high
density parallel microwave signal processors [72, 73]. The main limitations of STNOs are the
need for a large output power (Pout ~ 1 µW is needed while typical STNOs show Pout in the
nW range) and narrow linewidths (Γ < 1 MHz). Several configurations have been pursued in
order to fulfill these objectives.
1.9.1 Geometry
Accordingly to sample patterning, several geometries have been developed to obtain efficient
STNOs [74], being the most relevant nanopillars [Fig. 1.15(a)] and point-contacts [Fig. 1.15(b)].
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Figure 1.15: STNOs geometries. (a) Nanopillar, (b) point contact.
In the case of a nanopillar, the free magnetic layer has a finite lateral size and reflecting
boundaries in the plane of the layer. In the case of a point-contact, the free magnetic layer
is not bounded in the layer plane but a dielectric constriction (typically 10-80 nm) leads to
localized current densities that excite propagating spin waves. The nanopillars usually show
a higher amplitude signal while the linewidth is usually smaller in structures incorporating
point contacts. However, since MTJs are more resistive than spin valves, in a point contact
with an MTJ stack the electrons will spread along the FM layer, leading to smaller current
densities. Therefore, point-contacts are mainly used in spin valves but in principle can also be
implemented with MTJs with low RA product. In fact, a particular type of point-contact, the
“sombrero-shaped” point contact was used in MTJs and a large Pout (2 µW) was reported [75].
It is important to stress that in both geometries the cross section of the bias current must be
nano-sized (current densities of the order of 106 - 107 A/cm2). Such high current densities are
necessary for the STT effects to manifest, compensating magnetic damping in the free layers
to generate RF emission. Nevertheless, the continuous device miniaturization is not always
beneficial. In fact, it has been shown that larger nanopillars (diameters of 300 nm) maximize
Pout [76].
1.9.2 Magnetic stack
It is widely accepted that CoFeB/MgO/CoFeB MTJs with a thin dielectric layer are the best
option to achieve STNOs with large Pout due to their large TMR that enhances the RF emission.
The first significant result of a pronounced narrow peak (linewidth of 21 MHz at a frequency
of 7 GHz) was obtained in 2006 [77]. Despite the fact that a relatively thin MgO barrier (RA
< 50 Ωµm2) is necessary to achieve sufficiently high current densities, it was shown that high
and low resistance STNOs have distinct dynamic behaviours [78, 79, 80, 81]. Furthermore,
several magnetic configurations for STNOs have been tried. These include homogeneous IP
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magnetization structures, where both the free and the pinned magnetic layers have an IP easy
axis [Fig. 1.16(a)] [61, 70, 79]. Usually, this configuration requires a relatively large magnetic
field a few degrees away from the magnetic easy axis in circular samples [61] or with a larger
angle in samples with shape anisotropy [80] to produce a high microwave signal. This config-
uration explores the large TMR obtained in IP epitaxial MTJs, but the same orientation of both
FM layers hampers large amplitude and well-defined magnetic precessions. Magnetic layers
with PMA can also be incorporated in STNOs. A fully perpendicular device (with both free
and pinned layers perpendicularly magnetized) can be fabricated using materials with strong
PMA [Fig. 1.16(b)] [82]. In this case, the relative orientation of both layers is also the same and
thus it also requires an external magnetic field to achieve oscillations and does not present
significant advantages for STNO applications. To maximize the STT induced in the free layer,
MTJs with IP reference layer and free layer depicting PMA have also been developed. The
configuration with fully OOP free layer is not beneficial for STNOs since the induced STT
will damp the magnetic oscillations in some regions of its trajectory. Nevertheless, a tilted free
layer magnetization [Fig. 1.16(c)] has been shown to excite large precessions amplitudes and
decreased linewidths even without applied magnetic fields [83, 84, 85]. Very recently, large Pout
values up to 2.8 µW have been reported through the conjugation of free layers with PMA and
OOP fields [76]. The PMA can be further explored to obtain oscillators with a fully planar MTJ
and perpendicular polarizer [Fig. 1.16(d)] [86]. STNOs with non-homogeneous magnetization,
such as the vortex configuration have also been successfully implemented [Fig. 1.16(e)] [68, 87].
This configuration can be obtained using thick layers of soft FM materials such as NiFe. In this
case, large amplitude (in the µW range) with low linewidth (below 1 MHz) oscillations could
be achieved but with frequencies below 1 GHz, making them less attractive for applications.
Moreover, a large OOP magnetic field was necessary to trigger large Pout. This need for a large
field can be solved by using vortex oscillators incorporating a perpendicular polarizer. Such
configuration led to a large Pout values (0.6 µW) without applied field [Fig. 1.16(f)] [88].
The different types of STNOs can cover different frequency ranges and can thus be used in
different applications. In Fig. 1.17 we summarize the different features of the existing STNO
types, based on vortex magnetization, homogeneous magnetization (nanopillar shaped) and
point-contacts. Vortex-based STNOs cover the lowest frequency range (< 1 GHz), while STNOs
cover the intermediate frequency window (2-10 GHz) and nanocontacts achieve the largest fre-
quencies (> 20 GHz). However, usually the amplitude is higher for the vortex-based STNOs,
decreases for the homogeneous magnetization STNOs and decreases further for the nanocon-
tact ones. The decrease of amplitude observed for the point-contact geometries is related to
the fact that spin valves are mostly used. The quality factor (Q = Pout/Γ), however, is usually
smaller in STNOs with uniform magnetization. Despite the larger Q values obtained for vor-
tices and point-contacts, the former STNOs are restricted in terms of frequency and the latter
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Figure 1.16: Magnetic configurations used in STNOs. (a) In plane anisotropy; (b) fully perpendicular; (c)
in plane reference layer and free layer with PMA; (d) in plane with perpendicular polarizer;
(e) magnetic vortex; (f) magnetic vortex with perpendicular polarizer.
would have to be implemented with MTJs to increase Pout. Hence, each type of STNO has
margin for further study and improvement in order to push this technology into the market.
1.9.3 Output power (Pout)
The RF signal emitted by a STNO can be characterized accordingly to parameters such as Pout,
linewidth and frequency. The Pout is one of the most important figures of merit since values
above 1 µW are required for STNOs to reach commercial applications. As discussed before,
the Pout value depends on the magnetic configuration, the sample geometry and is usually
higher for MTJs than spin valves. Large Pout values of 0.28, 0.6 and 2 µW were reported for
devices with a homogeneous magnetic layer with PMA [84], magnetic vortices incorporating
a perpendicular polarizer [88], and for a particular case of point contacts with MTJs [75], re-
spectively. Pout arises from the temporal voltage variation caused by the current (Ibias)-induced
magnetic precession of a magnetoresistive structure. This voltage variation is given by:
Vout(t) = ∆R · cos(wt)Ibias, (1.36)
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Figure 1.17: Representation of the region of operation of different STNOs. From the vortices, to the
homogeneous magnetization, to the nanocontact STNOs, the frequency increases and the
amplitude decreases. The Q factor is usually higher for the homogeneous magnetization
STNOs.
where ∆R corresponds to the peak-to-peak amplitude of the STNO impedance variation dur-
ing an oscillation period (that depends on the MTJ resistance, TMR and magnetic precession
amplitude). Hence, the power generated by an MTJ with resistance R, is then delivered to a
load of impedance RL and is given by [69, 73]:
〈Pout〉 ≈ 〈V
2
out〉
RL
=
I2bias∆R
2RL
2(R+ RL)2
. (1.37)
From Eq. (1.37) it is clear that the maximization of Pout is complex since it depends on
interconnected variables. The magnetic precession amplitude depends on the Ibias value, that is
limited by the MTJ resistance (breakdown voltage ~ 1 V). On the other hand, Pout also depends
explicitly on R and the TMR. These two quantities are also dependent on each other since a
thicker MgO usually leads to larger TMR values. Thus, Pout is approximately proportional
to TMR, the precession amplitude and the impedance mismatch ratio R/RL. Despite the fact
that some works achieved large Pout values with relatively thick MgO barriers (RA > 4 Ωµm2)
[84, 85, 81, 88], most reports still rely on very thin MgO barriers (RA ~ 1 Ωµm2) [68, 89, 78, 80,
90, 91, 92, 93].
The two limitative factors still preventing the realization of high power oscillators are the
MTJ endurance and the critical current density for STT-induced magnetic precession (JSTT).
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The MTJ endurance is limited by the dielectric breakdown of the MgO insulating layer under
voltage or current stresses. While higher currents can be sustained with thinner MgO, a contin-
uous and more crystalline barrier can endure higher breakdown voltages. This is particularly
important in STNOs because in this case a continuous and large current density is required,
while in e.g. STT-MRAMs, current pulses can be used (RF breakdown > DC breakdown). A
very low JSTT is also required to achieve large amplitude oscillations before dielectric break-
down. In fact, it was shown theoretically that Pout increases with J/JSTT [94]. In the macrospin
approximation, JSTT can be written as [74]:
JSTT =
2eµ0Msαd
h¯
(
Me f f
2
+ Ha) · 1
P
(1.38)
where e is the charge of the electron, µ0 is the permeability of free space, h¯ the Planck constant,
Ms the magnetization saturation, α the Gilbert damping constant, d the thickness of the free
layer, Me f f the effective demagnetizing field (given by the demagnetizing factor minus the in-
terface perpendicular magnetic anisotropy), Ha the applied field and P the spin polarization.
From Eq. (1.38) we can see that JSTT can be decreased by decreasing α or Me f f or by increas-
ing P. The damping α can be decreased, for instance, by using softer FMs (which will also
decrease the TMR), Me f f can be decreased by using materials with strong PMA and P can be
increased by increasing the TMR. Such critical current is usually larger than 106 A/cm2 and
had so far only been decreased by using free layers with large PMA [84, 85]. However, such
strategy, usually achieved using thin CoFeB layers, also leads to the decrease of Pout. Therefore,
new approaches to decrease the value of JSTT, while maintaining (or increasing) Pout are of
fundamental importance for STNO applications.
1.9.4 Linewidth (Γ)
The linewidth (full width at half maximum of the power spectra; Γ) is a measure of the
coherence of the precession of an oscillator. In the case of an ideal oscillator, a Dirac function
with Γ = 0 would be obtained in the frequency domain. However, in a real oscillator there
is always a finite Γ, which, in the case of the STNOs for commercial applications, should
be below 1 MHz. In practice, Γ is a measure of the phase noise of the oscillator, i.e. short-
term random phase fluctuations [95]. In the case of linear or quasi-linear oscillators the phase
noise is decoupled from the power noise. However, in STNOs the effective field applied on the
magnetization leads to a coupling between the phase and the power noise. This coupling leads
to an additional contribution to the phase noise from a renormalization of the power noise
through a non-linear frequency shift [96]. It was also shown that there is a strong dependence
of Γ with the IP field angle, consistent with the minimization of the coupling between phase
and power noise [97, 98].
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The Γ of a STNO can vary depending on the geometry used, materials and operation con-
ditions. In MTJ based STNOs with homogeneous magnetization, Γ can go down to the tens of
MHz [78, 80, 84, 85, 77, 99]. Nevertheless, lower Γ values, down to a few MHz were obtained
in spin valve-based point-contact geometries [70, 83, 100]. This can be related with the fully
metallic nature of this STNO, but also with the geometry, since defects and inhomogeneities
are inherent to the nanopillar definition, broadening the RF emission. Vortex based STNOs
also depict smaller Γ (associated to a smaller emission frequency). In fact, even sub-MHz Γ
could be obtained using magnetic vortices [68, 87, 88]. However, the most promising way to
decrease Γ, in conjugation with a Pout increase, is based on STNO synchronization.
1.9.5 Synchronization
The synchronization of oscillators is a deeply studied physical phenomenon. From the syn-
chronization of pendulums, to the acoustic waves and more recently in systems such as arrays
of superconducting Josephson junctions [101] and neuronal networks [102]. The synchroniza-
tion occurs when two or more oscillators are pushed to the same frequency. Furthermore, for
N synchronized oscillators the linewidth drops as 1/N and the output power increases as N2,
when compared to a single unsynchronized oscillator [103]. It is worth noting that if only a
single peak is observed when measuring the signal of more than one oscillator, but an accen-
tuated linewidth decrease and power increase is not observed, most likely the oscillators have
the same resonant frequency but are not synchronized. In the case of STNOs, the linewidth
decreases by at least one order of magnitude when compared to the unsynchronized case. To
obtain phase locked oscillations, the oscillators have to share the information concerning their
respective phases, and be able to influence the other’s phases, i.e. they have to be coupled.
This mediation could be achieved through spin waves (Fig. 1.18) [104, 62] and, in vortices,
mediated by antivortices [105]. The present record is the synchronization of 5 STNOs through
spin waves, leading to a linewidth as small as 11.2 MHz [106]. This is an efficient coupling
scheme allowing a significant linewidth reduction. However, it requires the same FM layer
to be used in all the phase locked STNOs for the spin waves to propagate. Hence, this is a
local mechanism and a relatively small separation between contacts (< 1000 nm) is necessary.
Furthermore, it requires the nanocontacts to be connected in parallel. This shunts the total
emitted power so that, even if the oscillators are perfectly synchronized, the final power is
equal to or less than the emission of a single nanocontact. Moreover, the requirement of the
nanocontacts makes it difficult to incorporate with MTJ stacks.
Another phase locking mechanism consists in the coupling between a STNO to the fre-
quency of an injected RF signal. The phase locking of an oscillator with an external RF current
whose frequency is a multiple or integer fraction of the oscillator frequency was demonstrated
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Figure 1.18: Phase locking. Combined spectrum for two nanocontacts: contact A with fixed current (IA
= 8 mA) and as a function of the current in contact B (IB). The spectral density (color map)
is in logarithmic scale [62].
[107, 108, 90]. Very small linewidths down to 3 kHz and large locking ranges (up to 1/3 of the
oscillator frequency) were obtained [108]. Furthermore, the phase locking of a STNO with a
reference clock was achieved and a very low linewidth (< 1 Hz) observed [109].
1.10 conclusions
The development of spintronics along the last decades culminated in the development of
novel technologies that use the STT effect to operate. Within these technologies, STNOs are
one of the best positioned to reach commercial applications in the next years. However, the
technological requirements for commercialization (Pout > 1 µW and Γ < 1 MHz) were still
not met. MTJ-based STNOs are so far the most promising candidates to meet these needs
due to their larger output powers. Besides all the encouraging results with different geome-
tries (nanopillars and point-contacts) and magnetic configurations (magnetic vortices, homo-
geneous magnetization, incorporation of PMA, etc.), there is still plenty of room for research
and improvement for STNOs. In this thesis, we performed highly applied research to move a
step forward on the development of STNOs. Studies on material engineering, nanofabrication
and magnetic dynamics, along with more fundamental research of magnetoresistive materials
were performed.
2
EXPER IMENTAL METHODS
The fabrication of magnetic tunnel junctions (MTJs) with namometric dimensions is a de-
manding process that requires very specific and complex tools. In the scope of this thesis, a
new process for the nanofabrication of MTJs was conceived and developed (Chapter 3) taking
full advantage of the state-of-the-art facilities of INL. This nanofabrication procedure required
a broad range of specialized systems that enabled deposition, lithographic and etching pro-
cesses. Furthermore, the electrical, magnetic and structural characterization of the MTJs (both
before and after nanofabrication) was also performed using the characterization tools of INL.
In this chapter we provide a detailed description of the systems used to fabricate and charac-
terize the studied MTJ devices.
2.1 deposition systems
2.1.1 Sputtering deposition
Several deposition methods have been developed for the preparation of thin films and nanos-
tructures, such as thermal evaporation, laser ablation, molecular beam epitaxy and sputtering
deposition. Within these techniques, the most widely used are the methods of physical vapor
deposition (PVD) which include thermal evaporation and sputtering. In general terms, PVD
is a process by which a film of a material is deposited on a substrate accordingly to the fol-
lowing sequence of steps: 1) conversion of the material to be deposited into a vapor phase by
physical means; 2) the vapor transportation across a low pressure region from its source to
the substrate; and 3) the vapor condensation on the substrate to form the thin film.
The sputtering technique is the most broadly used PVD process. In this case, the atoms
are pulled out from the surface of a material target as a result of the impact of high-energy
particles. The main reasons that justify the mainstream use of the sputtering technique is
the fact that any material can be volatized, the stoichiometry of the material to deposit is
conserved, it allows a uniform deposition on large areas and the plasma can also be used
to clean substrates before deposition [110, 111]. Sputtering operates by generating a plasma
that will volatile a target. This is performed by controllably introducing atoms of an inert
gas, usually Xe or Ar, in a vacuum chamber and applying voltage to the target. Although
most of the gas atoms are electrically neutral, there are always ions present among them. Two
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modes can then be used: DC and RF sputtering. In DC sputtering, the target is biased with a
negative voltage that accelerates the ions towards the target. If their energy is large enough,
they will ionize other neutral atoms in scattering events along the way. This cascade process
will eventually result in the formation of a plasma. The DC sputtering is commonly used to
deposit metallic films. To deposit insulating materials, RF sputtering must be used. In this
case, the target is biased by an RF power supply, otherwise the insulator becomes charged.
In both modes, these accelerated ions will then sputter atoms from the surface of the target.
These ions are ballistically transported to the substrate through a region of reduced pressure
and condense on the substrate, forming the film.
The substrate can also be grounded or biased by an RF power supply. This creates a plasma
close to the surface that partially removes the material being deposited, decreasing the effec-
tive deposition rate and reducing the roughness or the film. It can also be used before film
deposition to clean metallic surfaces with a thin oxide layer (etching).
In sputtering, the down limit of pressure for deposition is imposed by the quantity of inert
gas required to start a stable plasma that will pulverize the atoms of the target. One way to
reduce this value of pressure consists in using a magnetron sputtering [112] (Fig. 2.1). This
technique includes a magnetic field that confines the plasma in a region close to the target
and induces a spiraling motion in the injected electrons (of the ionization process), increasing
the probability of further gas ionization. Thus, the required pressure to sustain the plasma
drops and the pulverized particles maintain most of their kinetic energy when they reach the
substrate, allowing the deposition of more compact and denser films. The low pressure also
reduces the redeposition of pulverized atoms in the target and allows the use of lower voltage
values. Both the target and the magnets are water cooled.
2.1.1.1 Timaris multi target mode (MTM)
The Timaris multi target mode (MTM; Fig. 2.2) is a magnetron sputtering industrial system
with 10 targets and the possibility to change from DC to RF deposition. The targets are rect-
angular with different lateral dimensions for each material as shown in Table 2.1. This cluster
tool is located in the INL cleanroom and is especially designed for deposition of ultra–thin
films, magnetic films, high–quality metallic films, conductive and insulating films and mul-
tiple film stack deposition comprising these materials without the need to break ultra-high
vacuum on 200 mm wafers with good uniformity (U; in percentage). Here U is defined as:
U =
tmax − tmin
2tave
× 100,
where tmax, tmin and tave are the maximum, minimum and average thickness, respectively.
A 3% uniformity was achieved for the metallic layers, whereas a 0.5% uniformity was ob-
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Figure 2.1: Schematic representation of a magnetron sputtering system [113].
tained for the MgO deposition [leading to a 10% uniformity of the resistance × area product
(RA)]. Note that the system comprises a transport module, a multi-target PVD module, a soft
etch/oxidation module and a loadlock with a cassette for 25 wafers. In the case of the RF de-
position, two adjustable capacitors were used to impedance mismatch the plasma. The Timaris
MTM performs depositions under an applied magnetic field. This is important to define the
magnetic easy axis during the deposition of magnetic materials (which can be redefined with
annealing).
The thin film deposition is performed using a linear dynamic deposition that consists of
horizontal movements of the wafer under the plasma. This system allows the adjustment of
the deposition rate by changing the plasma power and pressure. Moreover, one can define
the number of passes (horizontal movements) and the velocity to obtain a certain thickness.
In most cases the plasma power is fixed and the number of passes and the stage velocity are
changed to obtain films with different thicknesses. Furthermore, by passing the wafer with an
accelerated movement we are able to deposit wedge films (variable thickness along the wafer;
see chapter 4). These features allow an effective and simple way to study the dependence
of several parameters across the same wafer. In Appendix A we discuss further how the
conditions for different film thicknesses are calculated. Once the deposition conditions for
each thickness and material are determined, the deposition recipe can be defined. In Fig. 2.3
the software interface where the recipes are edited is shown (with the numbers indicating the
sequence of the different steps). In step 1 the Ar flux is injected into the chamber and the
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Target Size (mm2)
Co40Fe40B20 550 × 130
Co70Fe30 550 × 130
Cu 420 × 110
Ir20Mn80 420 × 110
Ni81Fe19 550 × 130
Ta 420 × 110
Ru 420 × 110
Mn62Pt38 420 × 110
Ni 550 × 130
Co 550 × 130
MgO 550 × 110
Al 420 × 110
Table 2.1: Rectangular target sizes of each material used in the Timaris MTM.
Figure 2.2: Multi-target magnetron sputtering system for MTJ depositions (INL cleanroom).
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Figure 2.3: Timaris MTM software. Steps that determine a single layer deposition recipe.
wafer positioned in the starting position. In step 2 the magnet height is adjusted, in step 3 the
RF power is turned on to start the plasma, and in step 4 the magnet position is defined (the
magnet follows the wafer during deposition). In step 5 the wafer moves into the deposition
chamber so that the material is deposited (the number of passes and velocity will define
the film thickness). Steps 6 and 7 stop the RF power and the injected gas, respectively. This
example represents a low level recipe, higher level recipes are then defined and sequences
with etch, alignment and multistack depositions can be performed.
2.1.1.2 Kenosistec
The Kenosistec deposition system (Fig. 2.4) is another sputtering magnetron tool available at
INL, having eleven 2” diameter magnetrons. It includes 11 magnetrons in a confocal geometry
for the co-deposition of materials optimized for 200 mm wafers and achieving uniformities
down to 5%. Since the used targets are smaller than in the case of the Timaris MTM system
(previous section), the uniformity over a 200 mm wafer is also smaller. Therefore, the Kenosis-
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Target Power (W) Voltage (V) Current (mA) Flux (sccm) Press. (mbar) Dep. rate (A˙/s)
Pt 30 410 76 5 2.7 × 10−3 0.492
Co 50 325 150 15 5.3 × 10−2 0.1846
Ta 50 330 150 5 2.8 × 10−3 0.248
Table 2.2: Deposition conditions of the materials deposited in the Kenosistec deposition.
tec tool was mainly used to test and optimize thicknesses and structures and as a backup tool
for the deposition of capping layers. Moreover, since the targets in this tool are smaller, the
most expensive materials, such as Pt and Pd, were only available in this system. Hence, it was
used for the deposition of materials with strong perpendicular magnetic anisotropy (PMA;
such as Co/Pt multilayers).
Each material has different deposition conditions, nevertheless, the same steps are used
to start the deposition process. First, with the shutter closed, a plasma is injected into the
chamber (usually 5 sccm more than the flux used during deposition) for a few seconds (10-
15 s). Afterwards, the RF power is applied to strike the plasma (the same power value used
during deposition). After the plasma strike, the Ar flux is decreased to the values that will be
used during the deposition (for 15-20 s) to stabilize the plasma in the deposition conditions.
The lower flux leads to a smaller pressure and, thus, a slower and more uniform deposition.
Finally, the shutter is open and the deposition performed. The deposition conditions along
with the deposition rates of the materials used in this thesis (Pt, Co and Ta) are shown in
Table 2.2. Despite the smaller targets, the achieved uniformity in the case of materials with
strong PMA was enough to enable a functional perpendicular polarizer over full 200 mm
wafers (see chapter 6).
2.1.1.3 Timaris flexible target module (FTM)
Both the Timaris MTM and the Kenosistec are high precision tools for the deposition of ultra-
thin films with sub-nm precision. However, there are several parts of the process where the
required thickness of the films is higher and such accurate deposition is not necessary. In fact,
for these stages of the process, a less time consuming deposition is an advantage.
The Timaris flexible target module (FTM) tool (Fig. 2.5) also located in the INL cleanroom
is a magnetron sputtering system for the rapid deposition of thick films. This tool consists
of a central dealer, a 200 mm-cassette load-lock, a four-target linear module (AlSiCu, TiWN,
SiO2 or Al2O3) with two DC and one RF sources, and a soft etch module. The targets are
rectangular with dimensions of 420 × 110 mm2. This tool allowed us to perform the steps of
metallization and passivation during the nanofabrication process of MTJs.
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(a)
(b) (c)
Figure 2.4: Kenosistec magnetron sputtering system located in the INL cleanroom. (a) Overview of the
tool; (b) deposition chamber and (c) targets inside the chamber covered by the shutters.
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Figure 2.5: Timaris FTM sputtering system for thick layer depositions (INL cleanroom).
Figure 2.6 shows the software interface with two distinct levels of the recipe definition. Fig-
ure 2.6(a) depicts a high level recipe where an etch followed by three depositions is performed.
The wafer alignment is performed only in the first step and the angle can also be defined. In
Fig. 2.6(b) the detailed steps performed in each layer deposition is shown. These steps define
several parameter, such as stage speed, number of passes, Ar flux, or process time. This allows
a high control of the deposition rates that can be adapted depending on the needs.
2.2 etching systems
The fabrication process developed during this thesis was mostly based on etching (only one
step of the process based on lift-off). Etching processes are a fundamental part of micro and
nanofabrication procedures to ensure the transfer of the pattern from the lithography to the
deposited materials (see section 2.3). They allow the fabrication of well-defined structures
with sharp features and the definition of multilayers, being usually faster and cleaner (fewer
residues) than lift-off processes.
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(a)
(b)
Figure 2.6: Timaris FTM software. Definition of a deposition recipe: (a) sequence of the etching and
deposition steps of a high level recipe and (b) detailed steps used to perform a single
deposition.
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2.2.1 Ion Milling
There are several etching processes, such as ion milling, reactive ion etch and wet etch. In what
concerns the work performed in this thesis, the removal of material was performed using ion
milling [114] [Nordiko 7500; Fig. 2.7(a)]. This ion milling tool includes a loadlock, a dealer and
a process chamber for 200 mm wafer.
In an ion milling system, a physical etch induced by incident ions is performed. To do
that, it is first necessary to create a plasma. The plasma is created in an ion gun outside the
deposition chamber, to avoid the formation of defects. To create the plasma Ar atoms are used.
A small flux (usually 20 sccm) is provided to the chamber. The power required to ionize the
gas atoms is provided by an RF source. In order for the RF power to be effectively absorbed by
the plasma the impedance of the RF supply circuit must be matched with the impedance of the
plasma. This is performed with two adjustable capacitors, the first connected between the RF
source and the power supply and the second between the power supply and the ground. The
adjustment of the capacitors is done automatically when striking the ion gun by an impedance
coupling circuit board. The heat excess created by the plasma is removed through a cooling
water system.
The ions of the plasma beam used during the milling process will lead to charge accumu-
lation. This charge accumulation generates a varying etching rate (the ions of the beam are
decelerated by the sample charge); the charge accumulation in resist masks or thin dielectrics
might cause electrostatic discharges that damage the dielectric materials; and the repulsion
between ions in the beam changes its shape decreasing the etching uniformity. To minimize
these effects, two neutralizers were used. These neutralizers emit electrons that neutralize the
beam of positively charged ions, minimizing this repulsion effect and increasing the unifor-
mity. Furthermore, they will also improve the convergence of the beam. The electron beam
current is around 20% above the ion beam in order to neutralize the totality of the ions. Two
voltages (with opposite polarities) are then used to control the plasma: one to extract the pos-
itively charged ions of the plasma after its formation and another to accelerate the ions to
the required energy. This grid assembly consists of three grids with a specific hole pattern
with several apertures that form the broad ion beam. The source generates a plasma, which
can be extracted from the ion source through the grids with a well defined energy. The spe-
cific voltages applied between the grids provide the driving force and focusing of the ions.
Therefore, the optimization of such parameters allowed us to optimize the etching rate and
the uniformity of the process. Two sets of etching conditions were used during the sample
fabrication: (1) high etch rate conditions and (2) low etch rate conditions (Table 2.3). The low
etching rate conditions were necessary to etch the sensitive magnetic layers of the MTJs, while
the higher etching rate conditions with better uniformity were used as the standard recipe.
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(a)
(b)
Figure 2.7: (a) Nordiko 7500 for physical ion milling (INL cleanroom). (b) SIMS plot used to determine
the etching stopping point during MTJ definition.
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Power (W) Pos. voltage (V) Neg. voltage (V) Intensity (mA)
High rate 360 600 -2250 235
Low rate 370 150 -1750 235
Table 2.3: Etching conditions of the high and low rate recipes.
Material Al2O3 Ta Cu
Etch rate (nm/min) 4.0 5.0 10.0
Table 2.4: Etch rate for different materials (for an incident angle of 50˚ and HE conditions ).
Note that these conditions were fine-tuned when necessary (due to changes in the chamber
conditions inherent to the use of the tool), although always within small variations of the
standard parameters.
To improve the etching uniformity during process, the wafer is rotating with an adjustable
speed (30 rpm were usually used). Moreover, the angle between the incident beam and the
wafer normal can be controlled. The adjustment of this angle is not trivial because a normal in-
cidence leads to a high quantity of redeposited material while a grazing angle leads to shadow
effects that prevent the formation of vertical sidewalls. It was observed that an incident an-
gle of 50˚ led to the most vertical sidewalls and thus this condition was used in the majority
of the millings performed. For the processes where a grazing angle was necessary (sidewall
cleaning and ion beam planarization), an incident angle of 10˚ was used (see Chapter 3). The
etching angle also affected the uniformity and etch rate of the process. In fact, by changing
the incident angle from 50˚ to 10˚ (at HE conditions), the etching rate in Al2O3 passed from
4.0 nm/min to 1.2 nm/min. Different materials also depict different etch rates, as shown in
Table 2.4 (for an incident angle of 50˚). The LE conditions also depict a lower etch rate when
compared to the HE conditions (approximately 7 times lower for metals).
Due to the fact that the ion milling is a non-selective process that allows us to easily etch
multilayers (e.g. MTJ stacks), it is critical to correctly choose the stopping point of the etching
process. To do that, a secondary ion mass spectrometer (SIMS), incorporated with the etching
system, was used. This detector uses an applied magnetic field to induce a parabolic path to
the etched atoms. Atoms with different mass/charge ratios are then collected from different
detectors and the elemental composition of the etched materials can be determined. In Fig.
2.7(b) we show an example of a SIMS plot used to determine the stopping point during the
MTJ definition.
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Figure 2.8: Schematic representation of the lithographic process. (a) A sample covered with resist is
irradiated. Effect after development for (b) positive and (c) negative resist.
2.3 lithographic techniques
To develop devices with dimensions ranging from the µm down to the nm scale, the ability
to selectively deposit or remove materials from a substrate is required. To do that, a mask
with the expected features is used and a pattern can be defined [115]. This mask consists of a
sensitive polymer called photoresist (PR). More precisely, when exposed to light with a specific
wavelength (oprtical lithography) or electrons (e-beam lithography), a chemical reaction is
triggered that can either break or induce connections between the polymer molecules and
thus change the solubility of the PR in a developer solution. Thus, the PR can either become
more polymerized (negative PR), or more soluble (positive PR) upon incident radiation [Fig.
2.8(a)]. This selective change of solubility can be used to engrave a mask on top of the substrate.
Figures. 2.8(b) and (c) schematically represent the definition of the PR mask using a negative
and positive PR, respectively. After radiation, a developer solution removes the exposed (not
exposed) positive (negative) PR, thus defining the mask.
There are two ways to transfer the pattern to the substrate: etching and lift-off. In an etching
process, the material to be patterned is deposited prior to the lithography step. This material
is covered with a PR mask that selectively protects the deposited material [Fig. 2.9(a)]. During
the etching process, the material that was not protected is removed and thus the pattern trans-
ferred [Fig. 2.9(b)]. The removal of the mask is the final part of this micro or nanofabrication
process [Fig. 2.9(c)].
In a lift-off process, the first step consists in the definition of a mask that selectively covers
a part of it [Fig. 2.10(a)]. Then, the material to be patterned is deposited on the substrate with
the mask [Fig. 2.10(b)]. When the PR is removed, the material covering it is also removed and
the pattern is transferred [Fig. 2.10(c)]. This removal of the mask is performed by leaving the
sample in acetone and ultrasounds. The lift-off process has some limitations since the thicker
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Figure 2.9: Schematic representation of the etching process. (a) Mask definition through lithography;
(b) after etch; (c) after removal of the resist.
the deposited material and the smaller the features, the more difficult is the process. Also,
the pointy structures (“rabbit ears”), shown in Fig. 2.10(c), are usually a consequence of this
process. The lift-off time is also an issue, in particular for the smaller features such as sub-µm
MTJs. Depending on the material, the lift-off time can range from a few minutes to weeks
[116]. Therefore, in the critical steps, such as the nanopillar definition and the opening of the
pillar, etching processes were used. The passivation of the bottom contacts (step 8 of Chapter
3), which have µm dimensions and required the deposition of 15 nm of TiWN, was the only
part of the process where lift-off was used. To facilitate the lift-off, an extra chemical treatment
(soaking) can be used. This treatment leads to tilted sidewalls [Fig. 2.10(d)] of the PR mask
that minimize the contact between the deposited material on top of the PR and the one on top
of the substrate [Fig. 2.10(e)] leading to an easier lift-off.
2.3.1 Coating and developing
In order to remove any moisture from the substrate and promote the adhesion of the PR
and the e-beam resist to the substrate, an HMDS (hexamethyldisilizane) priming process is
performed prior to PR coating [vapor prime; Fig. 2.11(a)]. It consists of a thermal treatment
with HMDS to maximize the PR adhesion to the sample. This process offers the advantage
of combined dehydration and priming in the same process chamber. HMDS forms a strong
bond with the oxide surface of the sample, leaving at the same time free bonds to react
with the resist and to improve adhesion. An initial high temperature bake and dehydration
process is also needed for a uniform and stable vapor priming of the substrates. This step is of
critical importance due to the ever diminishing critical feature size in both optical and e-beam
lithography.
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Figure 2.10: Schematic representation of the lift-off process. (a) Mask definition; (b) after material de-
position; (c) after lift-off. Representation of the soaking treatment effect (d) PR profile after
soak and (e) deposition.
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Figure 2.11: (a) Vapor prime for wafer treatment prior to coating and (b) coating and developing auto-
matic track (INL cleanroom).
To have a homogeneous pattern over a full 200 mm wafer it is essential to have uniform
PR coating and developing processes. To do so, sequential spinning and thermal treatments
for both coating and developing steps were performed using an industrial Karl Suss Gamma
Cluster track [Fig. 2.11(b)]. These cluster tracks enable automatic spin coating and develop
processes of up to 200 mm wafers and thick resist coating. They were used for all lithographic
processes (both optical and e-beam) and other type of processes such as rinsing with water,
developer soaks, or resist removal. The control of the resist thickness after developing [600 nm
for the optical lithography and 200 nm for the e-beam lithography was performed using the
Nanocalc (see section 2.5.4)].
2.3.2 Optical Lithography
Optical lithography [117] is a microfabrication process used to define a pattern that will be
transferred to the deposited materials (either by etching or lift-off). In this case, the PR is
sensitive to UV light and this radiation is thus used to define the mask (as shown in Fig. 2.8).
In this work, the coatings were performed by spin coating AZ1505 photoresist (6 mL) onto a
rotating wafer at 1500 rpm, followed by a 30 s rotation at 3500 rpm and a soft bake at 100 ºC
during 60 s. The development was performed by first cleaning with water for 3 s at 800 rpm,
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followed by a spin coating of the AZ400K developer (1:4 dilution in water) with a rotation
of 800 rpm for 2 s, 35 rpm for 4 s, 10 rpm for 2 s and a 30 s pause (this sequence is then
repeated). When required, a soak treatment [Fig. 2.10(d)] was performed after coating. This
treatment was performed using the TMAH developer (4:3 dilution in water) by dispensing
the TMAH with a rotation of 1500, 800 and 40 rpm for 2 s each, followed by a 40 s stop and
cleaning with water (10 s at 800 rpm and 10s at 1000 rpm). Finally, a bake at 100ºC for 30s
is performed. This coating and developing conditions allowed the fabrication of a relatively
thick mask (600 nm) with lateral dimensions down to 1 µm.
2.3.2.1 Direct Write Lithography (DWL)
Direct Write Lithography (DWL) allows the direct writing of a pattern in a PR by using a
laser beam. This is a maskless lithographic system which offers flexibility, ease of use and cost
effectiveness. A digital mask (autoCAD software) is provided to the DWL software where it
is converted. Afterwards, a coated sample is prepared and aligned and the laser exposes the
mask pattern. After the exposure and developing, the pattern will be transferred to the PR.
This is a raster technique since the pattern is written using a UV laser that will draw the mask
provided to the software.
We used a DWL 2000 (Fig. 2.12) located in the INL cleanroom which has the capability of
exposing at two different wavelengths (405 and 375 nm; in the scope of this thesis 405 nm
was the used wavelength). The maximum speed is 105 mm2 per minute, with a 700 nm min-
imum structure size. It has the option to autofocus either pneumatically or optically, with
programmable scripts for automatic measurements of critical dimensions. The autofocus ca-
pability is essential to process wafers with several steps and topography. Alignment marks
are defined in each step which allows different layers of the process to be aligned during
overlay. As will be shown in the next chapter, the alignment marks have a cross shape and the
system detects the centre of this mark with an error < 0.5 µm. On top of that, there is also a
positioning error of the stage of ∼ 0.1 µm.
The main disadvantage of the DWL is its long exposure time. For instance, a layer exposed
in a full 200 mm wafer can take up to 8 hours to be completed, depending on the num-
ber of dies. The main advantage is that it is an adaptable tool and the masks can be easily
changed and adapted to each process. Thus, it is the adequate tool to develop new designs
and perform complementary studies. Despite the fact that a mask aligner (next section) is a
faster lithographic tool, variations and improvements of the masks used were continuously
performed. Therefore, the DWL was the main tool used to perform the optical lithography
steps.
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Figure 2.12: Optical lithography system DWL 2000 (INL cleanroom).
2.3.2.2 Mask aligner
To obtain a viable process at an industrial scale, a fast lithographic process over a full wafer is
required. To achieve a fast exposure, a raster technique such as the DWL is not the best option.
A different approach consists in using a physical photomask with the desired pattern [Fig.
2.13(a)]. The irradiation is performed with a UV source that covers the full wafer. The mask
will selectively protect the sample upon UV incidence and thus transfer the pattern to the
PR. The masks were prepared using the DWL and a transparent substrate (soda-lime) covered
by a chromium/chromium oxide film. These photomasks are expensive and were therefore
only used after process optimization, with masks being prepared for each of the 5 steps of the
process that required optical lithography.
We used a Karl Suss MA6 BA6 mask aligner [Fig. 2.13(b)] located in the INL cleanroom.
It is a high resolution mask aligner that allows us to perform vacuum contact (with vacuum
between mask and sample), hard contact (mask and sample in physical contact) and proxim-
ity (small gap between sample and mask) exposures. The exposures with contact can achieve
better resolution but damage the mask. Since in our process we only used the optical lithog-
raphy to define the big structures of our final devices, the proximity mode exposure (with a
gap of 20 µm) was used. The exposure times changed throughout the work performed in this
thesis due to changes inherent to the UV light source. However, the required exposure time
was always of the order of 3 s (with 15 s of contact). Moreover, contrary to the DWL system,
the exposure of a larger surface of the wafer does not lead to an increase of the process time.
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Figure 2.13: (a) Photomask used in a (b) mask aligner system (INL cleanroom).
The mask aligner system also allows the alignment of different exposures provided that the
alignment marks are defined.
2.3.3 Electron-beam lithography
The fabrication of the MTJs for STNOs applications requires a resolution in the nanometer
scale that cannot be achieved using a standard optical lithography tool. The minimum feature
size of a lithographic system is given approximately by:
d = k
λ
NA
, (2.1)
where k is a constant coefficient (typically 0.4 for optical lithography production), λ the wave-
length and NA is the numerical aperture as seen from the wafer. To decrease the feature size
we can either increase NA (by using a tighter focused beam) or decrease the wavelength of the
beam. To decrease λ we can use the wavelength characteristic of electron beams (e-beams) that
arises from the particle-wave duality (de Broglie relation). In fact, the wavelength associated
to the electrons is typically of the order of 3.7 pm (100 keV).
Hence, e-beam lithography [118, 119] is a technique similar to its optical counterpart but,
instead of UV light sources, uses e-beams which significantly decrease the minimum feature
size. This technique is more similar to the DWL in the sense that it is a raster technique instead
of using a physical mask as in a mask aligner.
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Other factors also contribute to an accentuated improvement of the resolution of e-beam
lithography. First, the focusing of the beam is performed with electromagnetic lenses that lead
to beam diameters of typically 2 nm. Also, the chemical nature of the e-beam resist differs from
those for optical lithography. In the case of the negative e-beam resist (which was the type used
in this thesis), the resolution is associated to the size of the molecules formed after e-beam
irradiation. For the used resist (ARN7520) the minimal feature size that it can form is 30 nm.
In fact, the smallest pillars obtained in this work had 50 nm of diameter, which is comparable
to the minimal possible size. Furthermore, due to the competition between resist cohesion
and surface energy, any resist has a certain maximum aspect ratio that can be obtained (5 in
the case of the ARN7520). Thus, a thinner resist thickness allows the achievement of smaller
features. Then, the use of smaller resist thicknesses in the case of the e-beam lithography
when compared to the optical lithography further enables the definition of smaller structures.
However, care must be taken since if the resist thickness is too small, it might be completely
removed during the etching process.
We used a Vistec 5200 ES 100 kV tool (Fig.2.14). This e-beam lithography system is designed
for high resolution fabrication of structures down to 8 nm (with the proper resist and exposure
conditions). The used e-beam resist consisted in the diluted 1 part ARN7520-18 and 1 part
AR300-12. The spin coating was performed at 2750 rpm and the soft bake at 85 ˚C for 60 s
leading to a 200 nm thickness. The development was performed with the developer AR 300-
47 diluted (4 parts developer, 3 parts deionized water). With this resist and the optimized
exposure conditions (step of 2 nm, a dose of 612 µC/cm2 and a beam current between 330 pA
and 1 nA) we were able to achieve dimensions down to 50 nm (resist thickness of 200 nm).
These features were used for the nanopillar definition. The exposures could be performed in
glass or Si without significant changes on the final lithographic features.
2.3.4 Resist strip
The process of resist removal after exposure can be performed using acetone and ultrasounds
(as in the case of lift-off processes). However, this system for resist removal is usually time
consuming. Moreover, processes such as physical etching can modify the properties of the re-
sist and further hamper resist removal. Therefore, a simple and fast way to selectively remove
this material represents a significant improvement of the process.
The PVA Tepla GIGAbatch 360M (plasma asher; Fig. 2.15) is a system designed for the
removal of PR and other polymers. It can also be used for surface activation for posterior
processes. It offers, in principle, good selectivity of resist with respect to metals and oxides.
However, care must be taken since we observed that it can oxidize Cu and even remove Ru.
On the other hand, it works quite effectively with TiWN or oxide top layers. This system uses
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Figure 2.14: e-beam lithography system placed in the INL cleanroom.
a microwave plasma operating at 2.45 GHz with typical process pressure ranging from 0.6
to 1.5 mbar. This microwave plasma (without radio frequency power) is the reason why it
is so selective to organic compounds. The design of the plasma asher is not optimized for
a uniform process; for this a higher control of the temperature along the wafer would be
necessary. However, since this is a selective process, the uniformity is not relevant because the
process can be performed until the polymer is removed in every region of the wafer surface.
The gases available are O2, N2, Ar, and CF4. The resist strip process that we used consisted in
an atmosphere of O2 (200 sccm) and Ar (200 sccm), a microwave plasma with a power of 230 W
and a starting pressure of 0.2 mbar (0.63 mbar during process) and a maximum temperature
between 110 and 130 ˚C. Note that the removal rate is highly temperature dependent. The used
process was optimized to remove all the resist without a significant temperature increase.
The plasma asher was used in most resist strip steps. Unfortunately, it cannot be used
for lift-off since a physical mechanism (such as ultrasounds) is necessary to break the mate-
rial deposited on top of the PR. Moreover, the plasma asher was found to damage the MTJ
nanopillars (see Chapter 3) and thus could not be used to remove the e-beam resist after
etching.
This system was also used as a pre-treatment for the wafer before coating with e-beam resist
(followed by vapor prime). It was verified that the samples with this pre-treatment revealed
a better adhesion of the resist allowing the definition of nanopillars with smaller sizes. This
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Figure 2.15: Plasma asher system for resist removal located in the INL cleanroom.
effect is probably caused by the removal of some organic compounds that can be present on
the surface of the sample due to successive lithographies. Unfortunately, it could only be used
with TiWN capping layers since Ru was affected by the plasma asher.
2.4 magnetic annealing
The annealing step is of fundamental importance to induce the proper crystallographic orien-
tation and achieve fully epitaxial (001)-oriented CoFeB/MgO/CoFeB MTJs that maximize the
tunnel magnetoresistance (TMR). It is also important to obtain stacks with different magnetic
properties [120], such as strongly pinned layers, orthogonal magnetic orientations between
free and pinned layers, perpendicular magnetic anisotropy, etc. To achieve these properties,
the annealing is performed under an applied magnetic field to induce the desired magnetic
orientation during re-crystallization. A magnetic annealer (Fig. 2.16) that allowed uniform
annealings up to 400˚ under controlled magnetic fields (up to 2 T), in Ar or vacuum, with
programmable temperature ramps and cool down was used. The standard annealing condi-
tions used to obtain MTJs with high TMR consisted in 330 ˚C at 1 T for 2 hours with cooling
(with He atmosphere) while the magnetic field was still applied. An example of the software
interface depicting the temperature change during this standard annealing is shown in Fig.
2.17. The tool allows not only the control of the temperature, times and magnetic fields but
also the temperature slope.
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Figure 2.16: Magnetic annealer located in the INL magnetometry laboratory.
Figure 2.17: Annealing software interface depicting the temperature data of a standard annealing (330
ºC at 1 T for 2 hours).
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2.5 structural characterization
The fabrication of sub-µm MTJs for STNOs applications is a complex process that involves
the optimization of the electrical and magnetic counterparts for the final device fabrication.
Furthermore, the miniaturization of the MTJs with low RA while maintaining high TMR is a
challenging task. Hence, high quality structural characterization is a requirement to optimize
MTJ nanofabrication by obtaining critical insights on the morphology and crystallinity of the
nanofabricated devices.
2.5.1 Scanning electron microscopy (SEM)
The basis of electronic microscopy is the wavelength associated to incident electrons from the
de Broglie relation. This wavelength decreases with the increase of kinetic energy and has
a typical value of 0.1 nm in electronic microscopes. Therefore, the process is similar to an
optical microscope but the electron beam setting and focusing is performed by electrostatic
and magnetic lenses. The short wavelengths can lead to an extremely small electron beam
diameter and angular aperture, allowing a much higher resolving power and field depth.
Hence, scanning electron microscopy (SEM) [121, 122] was used in the scope of this thesis
to study the morphology of the fabricated nanodevices, providing images with a resolution
below 5 nm. SEM consists in irradiating a sample with a beam of high energy electrons focused
by a set of magnetic lenses. As the electrons hit each spot of the sample, electrons and photons
are emitted by the specimens in the surface. This radiation will then be used to form the SEM
image, being the most commonly used the secondary electrons, backscattered electrons and
X-rays. The SEM operation requires the use of high vacuum chambers.
Here, we used a NovaNanoSEM 650 (Fig. 2.18) that detects the secondary electrons (with
two secondary electron detectors with accelerating voltages from 0.5 – 30 kV). These electrons
are the product of ionization and provide a clear and focused topographical image of the
sample. This system is capable of handling multiple sample/wafer sizes up to 200 mm. It
uses a cold field emission electron source and can achieve an ultimate resolution of 1.0 nm at
15 kV and 2.0 nm at 1 kV. The NovaNano SEM is fully integrated with an automation software
to enable the full control of the scanning electron microscope for metrology recipe creation,
image and edge recognition, scanning and stage movements.
The SEM inspection was mostly used to control the parts of the process that concern the
nanopillar fabrication and opening. It was used to inspect the morphology, control the time of
the sidewall cleaning process and detect the stopping point of ion beam planarization, as will
be described in the next chapter.
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Figure 2.18: SEM located in the INL cleanroom.
The SEM also incorporates an energy dispersive spectroscopy (EDS) tool that analyzes the
emitted X-ray spectrum determining the elemental composition of the sample. The electron
beam ionizes inner shell electrons of the sample atoms and the resultant vacancy is filled by
an outer electron, which emits energy in the form of Auger electrons or X-rays. Since these
radiations are specific for each element, the composition of the material can be inferred. This
technique allows a qualitative and/or quantitative analysis on the elements present at different
points of the sample and to map the concentration of an element as a function of the position.
2.5.2 Transmission electron microscopy (TEM)
Similarly to the SEM, the transmission electron microscope (TEM) [123] also uses an electron
beam to obtain high resolution imaging. However, in the case of the TEM, the detected elec-
trons are transmitted through a very thin sample (< 500 nm of thickness). The electrons pass-
ing through the sample interact with its structure, being more reflected in the region where
the atoms are present and more easily transmitted where they are not. From the pattern of the
transmitted electrons we are able to obtain microscopic images with atomic resolution. TEM
requires extensive sample preparation and was thus not as extensively used as SEM. However,
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Figure 2.19: High resolution TEM located in the INL high accuracy laboratories.
its higher resolution was of fundamental importance to retrieve structural and crystallographic
information of the MTJs, in particular from the thin MgO barriers.
The used high resolution TEM tool was the Titan ChemiSTEM aberration corrected electron
microscope (Fig. 2.19). It allows 80-200 kV operation achieving 0.08 nm point resolution. The
system is also equipped with X-ray detectors that allow the determination of the material
composition (EDS analysis). In the scope of this thesis, the TEM was mainly used to observe
the crystalline growth of the epitaxial MTJs, in particular the very thin (< 1 nm) MgO barriers.
2.5.3 Focused ion beam (FIB)
The SEM images of the surface provide useful insight regarding the morphology, topogra-
phy and even composition of the nanofabricated devices. However, to access information of
the stack, crystallography and material distribution in a transverse section (of patterned or
unpatterned structures), it is necessary to perform a cross sectional cut of the samples. For
this, a focused ion beam (FIB) [124, 125] was used to prepare lamellas employing the Helios
NanoLab Dual FIB (30 kV) with SEM (Fig. 2.20). The process of lamella preparation requires
the deposition of a Pt stripe to protect the structure from incurring FIB induced damage with
minimum impact on the sample [Fig. 2.21(a)]. It will also confer physical stability to the struc-
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Figure 2.20: FIB with incorporated SEM located in the INL high accuracy laboratories.
ture after the thinning of the lamella [Fig. 2.21(b)]. These cross section cuts were also lifted
and attached to a TEM grid. After the thinning of the lamellas, the ion beam was used, with
low energy conditions (2 kV), to clean the amorphous layer damage induced by the ion beam
during sample preparation.
2.5.4 Nanocalc
The Nanocalc [Fig. 2.22(a)] is a system used to extract the thickness of transparent layers on
different substrates. It uses an interferometric technique to determine the layer thicknesses
by providing an educated guess of what should be the measured stack (thickness range and
optical constants - refractive index and extinction coefficient) and the substrate. The thickness
of mono or multilayers can be determined through this technique. The principle of operation
consists in vertically illuminating the sample with white light via an optical fiber and the
measurement of the reflected light as a function of the wavelength using a spectrometer. The
reflected light will have different phase shifts and superposition of amplitudes accordingly
to the wavelength. This reflected signal depends on the thicknesses and optical properties of
the materials being measured. Therefore, using this spectral measurement and providing to
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(a) (b)
Figure 2.21: Lamella preparation. (a) After ion beam Pt deposition and (b) the thinning of the lamella.
the software the substrate, materials of the stack and an estimation of their thicknesses, we
can retrieve to a good approximation, the thickness of each layer. Prior to each measurement,
a reference sample is used as calibration. Information regarding the quality of the fit is also
provided for each measurement.
The thicknesses of each sample could be determined in isolated points or in a sequence of
points along the wafer. A sequence of points uniformly distributed along a 200 mm wafer was
used to perform uniformity measurements. The Nanocalc was thus mainly used to determine
the deposition or etching rates and their uniformity. For this purpose, the system can also
make the difference between the measurements before and after the etching or deposition. An
example of these kind of measurements is shown in Fig. 2.22(b). The most commonly used
material to perform these tests was Al2O3 deposited on top of a 200 mm Si substrate.
2.5.5 Contact profilometer
The contact profilometer is a surface metrology tool that provides information regarding the
surface topography. It has a very simple principle of functioning: a diamond tip makes contact
with the sample surface and performs a path (always in contact with the surface). From the
vertical deviations of the tip, a direct measurement of the topography is obtained. The pro-
filometer used (KLA Tencor P-16+; Fig. 2.23) is capable of performing automated step height
analysis, surface contour, waviness and roughness measurements with detailed 2D or 3D to-
pography analysis of surfaces and materials. It was mainly used to calibrate the materials’
deposition rate. The achieved resolution depends on the vertical step (Table 2.5).
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Figure 2.22: (a) Nanocalc system for the interferometric measurement of films’ thicknesses (INL clean-
room). (b) Example of a uniformity measurement (of an Al2O3 layer on top of a Si wafer
after etching with low energy conditions and an incident beam at 50˚) performed using
the Nanocalc.
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Vertical range (µm) Resolution (Å)
±6.5 0.008
±32 0.04
±173 0.2
Table 2.5: Profilometer resolution.
Figure 2.23: Contact profilometer for surface topography characterization (INL cleanroom).
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Figure 2.24: XRD located in the INL facilities.
2.5.6 X-ray diffraction (XRD)
X-ray diffraction (XRD) allows the identification and structural characterization of crystalline
materials. As X-ray radiation passes through the sample and interacts with the electrons in
the atoms, scattering of the radiation occurs. Since the wavelength of X-rays is of the same or-
der of magnitude of interatomic distances in a crystalline lattice, interference of the scattered
particles in these solids will occur and thus form a diffraction pattern with constructive and
destructive interferences. Most crystals have several atomic planes with characteristic interpla-
nar distances. In that case, for a particular angle of X-ray incidence, an intensity peak in the
diffraction pattern will appear due to constructive interference between reflections in different
atomic planes. Accordingly to Bragg’s law these intensity maxima of the diffraction pattern
appear when:
nλ = 2dhklsinθ, (2.2)
where λ is the wavelength of the incident wave, dhkl is the distance between planes with the
Miller indexes (hkl), n an integer and θ the angle formed between the propagating vectors of
the incident and scattered waves.
In this thesis, a PanAnalytical X Pert PRO materials research diffractometer (MRD) system
was used (Fig. 2.24). It can be set to different configurations such as grazing incidence, in-plane
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diffraction, reciprocal space mapping, reflectometry, and small-angle scattering for thin film
research. It allows the study of layer thicknesses, lattice constants, lattice mismatch, periodicity,
mosaic spreads, lattice stress and strain, composition, etc. In this thesis, it was mainly used to
determine the crystalline phase of materials with strong PMA.
2.6 magnetic measurements
Prior to sample fabrication it is important to verify if the magnetic properties of the MTJ
stack have the expected behavior. Moreover, through the measurement of the magnetization
curves as a function of the applied magnetic field, it is possible to optimize the magnetic
stack for a certain application before nanofabrication. Magnetic characterization tools are thus
fundamentally important to the development of magnetic devices.
2.6.1 Vibrating Sample Magnetometer (VSM)
The Vibrating Sample Magnetometer (VSM) [126] allows the measurement of the magnetic
moment as a function of the applied magnetic field of unpatterned samples. Thus, it allowed
us to measure and optimize the magnetic stacks and annealings used during this project. The
principle of functioning of a VSM consists on physically vibrate sinusoidally a sample, typi-
cally through the use of piezolelectric actuators. Then, through Faraday induction, a changing
magnetic field will produce an electric field that will be detected by pick-up coils. This field
is proportional to the magnetic moment of the sample and independent on the applied mag-
netic field. The induced voltage is measured using a lock-in amplifier and piezoelectrics as
reference, allowing the retrieval of the magnetic moment of the sample.
The used VSM system (Fig. 2.25) can measure magnetic signals down to 5×10-7 emu and
very low coercivities (10 mOe; field resolution) and can apply fields up to 2 T. It allows the
fast and accurate measurement of the magnetic moment, not only as a function of the applied
magnetic field, but also with temperature (which can be swept from 83 to 570 K). Angular
and time dependences of the magnetization can be measured as well. Different recipes can
be programmed using the VSM software with controllable field (range and steps per range),
angle and temperature [an example of a recipe is shown in Fig. 2.26 (a)]. In Fig. 2.26 (b) an
example of a magnetization curve as a function of the magnetic field is also shown.
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Figure 2.25: VSM placed in the INL facilities.
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Figure 2.26: VSM software. (a) Measurement recipe and (b) measured magnetization curve as a func-
tion of the applied field.
2.7 electrical characterization 65
2.7 electrical characterization
MTJs require the development and optimization of the magnetic and electrical counterpart. In
fact, it is possible to have MTJ devices fully operational magnetically that do not have an elec-
trical response (due to wrong crystalline phase, discontinuous MgO, fabrication defects, etc.).
Therefore, the DC electrical characterization allows the MTJ stack optimization and constitutes
the ultimate test to verify if the devices are functional after fabrication.
2.7.1 Current in-plane tester (CIPT)
To verify the transport properties of MTJs before nanofabrication a current in-plane tester
(CIPT) was used [Fig. 2.27(a); model CIPTech M-200]. It performs TMR and RA measure-
ments of bulk MTJ stacks. This is a very useful tool since it allows us to retrieve fundamental
information of the MTJ stack prior to fabrication. To perform these measurements, the sys-
tem contacts 12 cantilever electrodes with a variable spacing, down to 750 nm. It performs
electrical measurements (current and voltage) through the different cantilevers with differ-
ent spacing between them. Different spacings have different contributions for the measured
electrical signals. For instance, a large spacing between tips allows the current to spread, re-
ceiving contributions from the top and bottom of the insulating barrier [Fig. 2.27(b)]. On the
other hand, small spacing between tips leads to a larger contribution from the top layer [Fig.
2.27(c)]. By performing a fit to the measured values for the different spacings between tips, it
is possible to determine the RA and TMR. The CIPT can determine RA values down to 0.1
Ωµm2 and measure the TMR with both in-plane and perpendicular anisotropy with in-plane
fields up to 2500 Oe and perpendicular fields up to 1400 Oe.
2.7.2 Semi-Automatic Transport Measurement Setup
Once the MTJ fabrication process is complete, thousands of MTJ devices can be measured over
the full wafer. By measuring them we can obtain statistically meaningful data regarding the
device TMR, RA, shape of the transfer curves, and corresponding deviations arising from the
nanofabrication process. To do that, in a fast and efficient way, a semi-automatic probe station
was used [Fig. 2.28(a)]. This setup uses a system with 40 tips so that 10 MTJs can be charac-
terized per landing in a 4-contact scheme [Fig. 2.28(b)]. Moreover, the electrical measurements
across the tips can be programmed so that different types of measurement or measurements
of different contact configurations can be performed. The tips have a separation of 250 µm
between each other and the fabricated contacts were prepared to fit this requirement.
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Figure 2.27: (a) CIPT located in the INL facilities. Representation of the current lines across an MTJ
structure for (b) large and (c) small spacing between tips.
With this prober we were able to easily extract useful information from the fabricated de-
vices, such as transfer curves, I-V curves, breakdown voltages and MTJ stability. Furthermore,
a software allows a simple data treatment since we can characterize different figures of merit
(TMR, RA, coercive field, linear range of the curve, etc) and organize them for different param-
eters (die number, pillar sizes, TMR and RA range, etc). In Fig. 2.28(c) it is shown an example
of this data treatment with the analysis of a transfer curve.
2.7.3 RF measurements
After the MTJ fabrication and DC electrical measurements, the RF electrical properties of the
STNOs were also characterized. A homemade setup and software were used to measure the
RF emission of the MTJs upon current injection. This allowed us to perform studies of our
devices for applications as oscillators.
2.7.3.1 RF prober for in-plane magnetic fields
Electrical contact to characterize RF devices was performed using special Cascade Microtech’s
probes. These probes allow high accuracy RF measurements with low contact resistance. Their
characteristic impedance is 50 Ω and RF signals up to 67 GHz can be measured. The signal
makes only one transition to the coplanar contact structure maintaining the signal integrity
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Figure 2.28: (a) Semi-Automatic Transport Measurement Setup placed in the INL facilities. (b) Tips
used to perform the electrical measurements of the fabricated MTJs. (c) Software used for
data treatment.
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with stable performance over a wide temperature range. An optical microscope in conjugation
with holders that allow high accuracy movements (both for the sample and the tips) are used
to connect the contacts to the device [Fig. 2.29(a) and (b)]. The RF measurements can be
performed while injecting a DC current in the MTJ. Moreover, synchronization [107, 108, 90]
and spin diode torque studies [127] can also be performed since an RF signal can be provided
to the MTJ and the generated DC voltage measured.
The signal is then transported through coaxial cables to a 3 Hz - 44 GHz spectrum analyzer
where the emission spectrum can be acquired. Power suppliers are used to provide current
both to the MTJ and the magnet. Automated control of the complete system can be performed
to make sequences with different values of current and magnetic field. An amplifier is usu-
ally used to increase the measured signal, although its use was not necessary in the cases of
MTJs with high output power. A bias tee is used to separate the DC and RF electrical com-
ponents (being the last one sent to the spectrum analyzer). The magnetic field was applied
using a small magnet. The orientation of the magnet could be manually changed but it was
limited to relatively small magnetic fields (up to 200 Oe) in the in-plane direction. A schematic
representation of the circuit used for this setup is shown in Fig. 2.29(c)
Using this setup a spectrum is obtained for each value of current and magnetic field. How-
ever, in order to calculate the actual power emitted from the MTJ some calculations are still
required. Moreover, due to the impedance mismatch between the MTJ and the load there is
some reflected power that has to be taken into account. Here, we provide an overview of the
steps used in the RF prober to retrieve the data from the measured values, focusing on the
determination of the integrated output power matched to the load:
1. The analyzer measures the spectrum [V( f )] for a certain value of current (Ibias) and field
(H).
2. Another measurement is performed at zero current but the same magnetic field [V0( f )].
3. In order to minimize the noise, the difference between the two measured spectra is
calculated: S = V2( f )− V20 ( f ), where S is the considered signal. Negative values of S
derived of fluctuations when the signal is small are made equal to zero.
4. We then divide the calculated value by the gain (g) of the amplifier S = S/g( f ). Despite
the fact that the gain dependence on the frequency is not very pronounced, the measured
g( f ) was used instead of a constant factor.
5. S is then divided by the bandwidth (BW) of the measurement (distance between 2 data
points) because the measurement will be integrated over the full frequency range.
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(a) (b)
(c)
Figure 2.29: RF prober for IP magnetic fields, (a) overview with the power suppliers and the spectrum
analyzer and (b) sample with the tips, the magnet and the microscope. (c) Schematic rep-
resentation of the experimental setup used for the RF emission characterization.
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Figure 2.30: Schematic representation of the equivalent circuit of the MTJ (with resistance RMTJ and
voltage VMTJ) that delivers RF power to a load (with resistance RL and voltage VL).
6. The non-matched integrated output power is then given by:
Pnon−matched =
∫
S
RL
d f =
∫
V2( f )−V20 ( f )
RL
d f , (2.3)
where RL is the load resistance (≈ 50 Ω). The division by RL is performed because the
power is given by P = V2/R, measured at the load.
7. In the case of the power matched to the load, we have to consider the equivalent circuit
shown in Fig. 2.30. From this equivalent circuit, we can write the voltage delivered by
the MTJ at the load as:
VMTJ =
VL
RL
(RL + RMTJ). (2.4)
Now, if we consider that we have a matched load (R′L = RMTJ), we obtain that the voltage
delivered to the matched load is given by:
V
′
L =
RL + RMTJ
2RL
VL. (2.5)
Hence, the power delivered by the MTJ to a matched load is given by:
Pmatched = Pnon−matched · (RMTJ + RL)
2
4RMTJRL
. (2.6)
Using this procedure we were able to determine both the measured output power and the
power matched to the load. The power matched to the load is more meaningful since it de-
scribes the actual power emitted by the MTJ.
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(a) (b)
Figure 2.31: RF prober for OOP magnetic fields; (a) use of the optical microscope to position the tips
and (b) positioning of the magnet for the magnetic field dependent measurements.
2.7.3.2 RF prober for out-of-plane magnetic fields
A similar homemade RF prober (same power supplies and spectrum analyzer), but for out-
of-plane magnetic fields, was also used (Fig. 2.31). The improvement of this setup when com-
pared with the previous one is the achievement of stronger magnetic fields (up to 1.6 T) in
the out-of-plane direction. Moreover, the applied magnetic field value is measured directly
using a gaussmeter. The setup requires the positioning of the tips with the aid of an optical
microscope [Fig. 2.31(a)]. After the tips are properly connected to the contacts the microscope
is easily displaced and the magnet positioned in the sample position [Fig. 2.31(b)].

3
NANOFABR ICAT ION PROCESS
With the announced end of Moore’s law, it becomes increasingly important to develop efficient,
high yield and uniform nanofabrication processes that can work at an industrial scale. More-
over, novel technologies, such as magnetoresistive nanosensors and spin transfer torque-based
applications, rely on the possibility to nanostructure magnetic components. In particular, the
nanofabrication of magnetic tunnel junctions (MTJs) is particularly challenging, due to the
conjugation of the electric and magnetic counterparts and the effect of the nanofabrication on
both. Hence, one of the main goals of this thesis was to develop a nanofabrication process of
MTJs with large tunnel magnetoresistance (TMR; above 100%) that works in the low resistance
× area product (RA) region (down to ~ 1 Ωµm2). In this chapter, we describe the developed
nanofabrication process used to obtain the state-of-the-art sub-µm MTJs. The nanopillar defi-
nition was performed with a three-step etching: a high energy etching of the capping layers
with a beam incidence that leads to vertical sidewalls (50º with respect to the wafer surface); a
low energy etching at normal incidence used for the etching of the sensitive magnetic layers;
and a low energy etching with a grazing angle (10º) to clean re-deposited material side walls
of the nano-pillar. Usually, after the nanopillar definition, MTJ nanofabrication processes are
based either on lift-off or chemical-mechanical polishing (CMP) steps to gain electrical access
to the top part of the MTJ nano-pillar. While lift-off processes, at the nanoscale, are very time
consuming (up to weeks) and have very poor yield and reproducibility for smaller nanopillars,
CMP processes are hard to implement with a good enough control of the end-point, and create
a significant amount of residues. As an alternative, an ion beam planarization (IBP) process
was developed and successfully implemented of an Al2O3 dielectric through a grazing angle
etching. Furthermore, we perform a detailed analysis of the nanopillar definition variables
(etch angle, sidewall cleaning, resist strip and capping layer composition) and their effect on
the nanopillar morphology. With this process, performed in 200 mm industrial wafers, we
were able to achieve nanodevices depicting TMR values up to 156% in the low RA region
(below 2 Ωµm2), with a typical total process time of 2 weeks (which could be reduced to 4
days in the best possible conditions). A statistical analysis of the MTJ performance over the
full wafer was also performed. Yields up to 80% were achieved for dimensions down to 100 ×
100 nm2. The goal of this thesis consisted in using these devices for applications in spin trans-
fer nano-oscillators (STNOs). In fact, the studies detailed on the next chapters used STNOs
fabricated using this process. Nevertheless, this is a transversal process that has already been
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applied at INL to different applications, such as nanosensors and novel devices controlled by
pure spin currents.
3.1 nanofabricated magnetic tunnel junctions : applications
Spintronics is a well-established field that jointly explores spin and charge degrees of freedom
to operate [128, 69, 129]. With the development of nanofabrication tools and techniques, new
applications emerged, being the most relevant nanosensors and novel spin transfer torque
(STT)-based technologies. Moreover, magnetoresistive sensors have been developed both in
the micrometric [130, 131, 132, 133, 134] and the nanoscale [135, 136]. Such nanosensors find
applications in the areas of biomedical imaging, magnetic mapping, read heads and single
nanoparticle detection. Furthermore, the recently discovered possibility to effectively and se-
lectively manipulate the magnetization of nano-magnets using spin polarized electrical cur-
rents instead of magnetic fields promptly led to the appearance of novel technologies. This
capability is based on the STT effect which consists of the transfer of angular momentum
from polarized currents to the magnetic layers [55]. However, the large current densities re-
quired to observe STT-related phenomena demands the nanofabrication of magnetoresistive
structures. The first STT-based devices that emerged were STT-MRAM which are based on
the current-induced switching of the magnetic state [60, 59] and spin-transfer-torque nano-
oscillators (STNOs) which are RF emitters triggered by the magnetic precession of the free
magnetic layer [61, 62, 137]. In what concerns STT-MRAMs, with the continuous increase of
the storage capacity, the size of the recording bits decreased to the order of tens of nm. More-
over, the announced end of Moore’s law [138] further increases the need to push the process
to its technological limits. As for the STNOs, different families have been developed. In partic-
ular the ones based on homogeneous magnetization which work in the GHz range [81, 84, 85]
and the ones based on magnetic vortices that depict a lower frequency range (below 1 GHz)
[139, 105, 68, 88, 52]. Also, both point contact [62, 105, 75] and nanopillar [81, 68] geometries
have been used. Furthermore, the recently discovered possibility to control the magnetization
with pure spin currents [140, 141, 142] is quite promising since it allows the fabrication of
electronic components without significant heating effects. This possibility has started to be
explored both for STT-MRAM [143, 144, 145, 146] and STNOs [147, 148].
All these novel devices have in common the need for a magnetoresistive component with
nanometric dimensions. MTJs consisting of MgO tunneling barriers and CoFeB magnetic lay-
ers are regarded as the most suitable for such applications due to their large TMR of up
to 600%, (for an RA of 104 Ωµm2 and without antiferromagnetic layer) [18]. However, for
STT-based applications, a lower RA product is required to achieve large current densities be-
fore barrier breakdown. Such low RA region leads to a degradation of the MgO layer quality
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(higher roughness, presence of pin-holes and crystallinity loss) that severely decrease the TMR
[39]. In fact, even in state-of-the-art MTJs (prior to nanofabrication) the TMR drops to values
below 200% in the low RA region (below 5 Ωµm2) [39, 149]. Moreover, several problems arise
from the MTJ nanofabrication, being one of the most prominent material re-deposition on
the sidewalls of the nanopillars during ion beam etching. This re-deposition inflates the final
device critical dimension and, more importantly, causes electrical shunting across the barrier
which decreases the TMR. To remove the re-deposited material, a low angle milling is usually
used after pillar definition. However, this process creates damage in the device edges, gener-
ates shadowing effects that prevent the formation of vertical sidewalls and decreases process
uniformity due to the clamps used at the wafer edges [150, 151]. The edge damage can be
minimized by using a low beam energy milling. However, the use of low energy increases
the divergence of the beam and thus a compromise must be found [152]. Therefore, after
nanofabrication the TMR of state-of-the-art MTJs is usually below 120% in the low RA region
[81, 153, 78, 80] and only few reports address process uniformity over a full wafer [154].
Another problem related to the nanofabrication process consists of separating electrically
the bottom and the top part of the MTJ. This is essential to enable the microfabrication of the
remaining components of the device that allow the reading/writing of the MTJ. To achieve
this structure, a dielectric material is deposited after nanopillar definition that must then be
removed from the top of the pillars by opening a via to the MTJs. This can be achieved using
processes based on lift-off [116] or CMP [155]. Despite the simplicity of the lift-off process,
the yield of the open nanopillars is relatively low and it has a process time that can go up to
weeks for nanostructures. Moreover, the process is intrinsically worse for smaller nanopillars.
As for the CMP, it is a very fast process that opens more easily the smaller pillars. However, a
large amount of residues arise from the planarization, and a good uniformity and control of
the stopping point are difficult to achieve.
In this chapter we describe sequentially all the steps developed in this thesis to fabricate
the MTJ devices that will be later applied to the study of STNOs. In particular, we focus on
the novel method that we used to achieve a plane insulating matrix with the MTJs open on
top based on a low angle milling. The conjugation of this ion beam planarization (IBP) with
the nanopillar definition by etch allowed the nanofabrication of MTJs with TMR values up
to 156% in the low RA region (below 2 Ωµm2). Full 200 mm wafer yields of ~ 80% were
achieved for dimensions as small as 100 × 100 nm2. Moreover, a wide range of dimensions
(from 50 to 500 nm) could be fabricated in the same wafer. A detailed description of the
nanofabrication process is given, including the nanopillar definition variables (etching angles,
sidewall cleaning, resist strip and capping layer) and the IBP process. A thorough analysis
of the variation of the TMR and RA along the full range of the wafer is also shown. This
nanofabrication process is transversal to different geometries and MTJ stacks and can thus
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be implemented for the different applications at the nano-scale. For instance, this process has
been already successfully adapted for applications in spin Hall effect-based oscillators and
nanosensors.
3.2 tools and conditions used during fabrication
During the development of this nanofabrication process several MTJ stacks were deposited
and fabricated. These stacks are multilayered systems that were deposited onto 200 mm
Si wafers using the TIMARIS multi target mode (MTM) system (see section 2.1.1.1) with a
base pressure of 2.0×10−9 mbar. These stacks can be composed of different materials and
thicknesses depending on the application. To achieve nanopillars, we used a combination of
electron-beam (e-beam) lithography and ion beam etching. The e-beam lithography was per-
formed in a Vistec 5200 with the ARN7520 photoresist (section 2.3.3). The etching processes
were performed using a Nordiko 7500 system (section 2.2.1). Two sets of conditions were used
corresponding to high (low) energy etching conditions with an acceleration grid current of 235
mA, a negative acceleration grid potential voltage of 2250 (1750) V and a positive potential
of 600 (150) V. The etching process could be monitored in situ using a secondary ion mass
spectrometer (SIMS) which detected the material being etched. The neutralizers were set to
280 (120) mA and 10.0 (6.0) sccm for the high (low) energy conditions. In both cases a rotation
of 30 rpm was used. In most of the etchings, high energy (HE) conditions with an incident
angle of 50º were used. This led to a high etch rate (~ 4.0 nm/min in Al2O3) with a good
uniformity in 200 mm (below 5%) and vertical sidewalls. During the IBP an etch with HE
conditions but 10º of beam incidence was used. During the nanopillar definition, low energy
(LE) conditions were necessary in order to avoid the sidewall damage of the MTJ nanopillars.
The nanofabrication process was characterized using a Scanning Electron Microscope (SEM)
NovaNanoSEM 650 (section 2.3.3). A semi-automatic probe station was used to perform the
full wafer DC electrical characterization (section 2.7.2).
3.3 contact geometries
The MTJ fabrication process comprises not only the definition and opening of the MTJ nanopil-
lars, but also the definition of the contacts that allow the measurement of their electrical prop-
erties. Therefore, despite the fact that the nanofabrication is the most demanding part of the
process, it is also essential to define a suitable contact geometry. A 4-contact geometry allows
the electrical measurements to be performed without contact resistance. Hence, 4 contacts (2
connected to the top and 2 to the bottom) were fabricated. This contact scheme allowed us to
measure the actual TMR and RA values of the fabricated MTJs.
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(a) DC dies (b) DCRF dies
Figure 3.1: Images obtained by optical microscopy of the types of fabricated dies after the process is
finished: (a) DC and (b) DCRF.
The contact geometry can then be adapted to different needs and applications. In the scope
of this thesis, two types of geometries were fabricated: a mask with a standard 4-contact geom-
etry [DC dies; Fig. 3.1(a)] and another that incorporates wave guides [DCRF dies; Fig. 3.1(b)].
Both of them allow electrical measurements (DC and RF) but the mask with the wave guides
can be used to make measurements with high frequency coplanar microprobes with band-
widths up to 40 GHz. The STNOs characterized in this thesis revealed RF signals below 10
GHz, thus, both contact geometries could be used. In both masks we were able to measure the
transfer curves and no significant variation of electrical or magnetic properties was observed.
For simplicity, in this chapter we describe the process for the DC dies, but the DCRF were
built in an analogous way. The size and distance between contacts was chosen accordingly to
the pads used in the semi-automatic DC prober (section 2.7.2).
In spite of the geometries shown here, different variants of the process can be performed,
such as nanopillars with point contacts (see section 5.1), MTJs in series and MTJs with heat
lines. The fabrication of these devices is almost independent on the MTJ stack, hence, no
significant changes have to be introduced for the different stacks (besides the used mask and
etching times). During the full fabrication process, there is only one e-beam lithography (step
5; nanopillar definition). The remaining steps were performed using optical lithography. The
used photoresist (PR) for the optical lithography was the AZ1505, the developer AZ400K
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and both the mask aligner (section 2.3.2.2) and the direct right lithography (DWL; Section
2.3.2.1) could be used. The mask aligner only takes a few seconds to operate but the masks
are not adaptable, whereas the DWL has longer exposure times but the masks can be easily
changed. Since the masks were regularly altered from sample to sample, the DWL was the
main lithographic tool.
This process allowed us to fabricate MTJ nanopillars with a high yield process with up to
32 dies (with dimensions of 1.9 cm per 1.9 cm each) in a 200 mm wafer. However, usually
only 6 to 8 dies were fabricated per wafer since it is a good compromise between processing
time and final number of devices. Each die is divided in 3 major vertical columns (C1, C2 and
C3), each of this major columns is divided in 10 sub vertical columns (positions; Pi) and a
maximum of 35 rows (Ri) in the case of the DC dies (Fig. 3.2) and of 17 rows in the case of
DCRF. In each of the intersections (Ri, Pi) an MTJ with a 4-contact scheme [such as the one
of Fig. 3.1(a)] is fabricated. Thus, up to 1050 sub-µm MTJs per die and 33600 per wafer can
be achieved (the number of functional devices depends on the size and position dependent
yield; see section 3.5). Usually we chose to fabricate some dies with DC and others with DCRF
structures, but dies with mixed structures were also fabricated. Note that different nanopillar
dimensions can be defined for each position. We chose to maintain the sizes constant along
the rows and change it along the positions. In each lithographic step, alignment marks were
defined that are used to align the lithographies sequentially (Fig. 3.2 right inset; similar marks
were defined in the dies with DCRF structures).
3.4 process steps
Step 1: MTJ deposition
The process starts with the deposition of 100 nm of Al2O3 in the TIMARIS FTM. The deposi-
tions were performed mainly in Si 200 mm wafers. This layer of Al2O3 is used to prevent the
electric contact between the Si substrate and the MTJ. This step is followed by the MTJ stack
deposition that takes place in the TIMARIS MTM tool with a base pressure of 2.0×10−9 mbar.
Previous to any deposition the targets were cleaned by performing five MTJ depositions in a
dummy wafer. Different types of stacks, such as MgO wedges, structures with perpendicular
magnetic anisotropy, or stacks with thick soft ferromagnets for vortex formation, could be
deposited. For the sake of simplicity we consider that every deposited stack consists of the
following parts: Bottom contact (BC) / MTJ / Capping layer (CL). The BC usually consists
on a CuN / Ta multilayer and different CL were used (as shown in step 5). The MTJ part is
the core of the stack, here it was called MTJ for simplicity but it can be a complex structure
with a synthetic antiferromagnet (SAF), perpendicular polarizers, double MgO barriers, etc.
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Figure 3.2: Autocad mask used to perform the lithographies of the process. Each color represents a
different layer. The bottom inset shows three sequential structures whereas the right inset
shows the used alignment marks.
In section 3.5 an example of a complete stack and its electrical and magnetic properties will
be provided.
Step 2: Magnetic annealing
The magnetic annealing could be performed either before or after nanofabrication. Usually,
it was performed before the process in order to verify the bulk electrical and magnetic prop-
erties of the MTJ before processing using the CIPT and the VSM, respectively. Moreover, it
is possible that the annealing induces stresses on the fabricated device that lead to the loss
of electrical contact. The annealing was performed in vacuum (to avoid oxidation) under an
applied magnetic field to define the easy magnetization direction and to promote the right
crystalline orientation of the CoFeB/MgO/CoFeB trilayer. Note that to achieve a large TMR
an epitaxial bcc (001) MTJ crystalline structure is necessary (section 1.3.3). This is achieved by
depositing amorphous CoFeB and during annealing the proper crystalline growth is induced
by the MgO. The annealing that maximized the TMR consisted on 330 ºC with an applied field
of 1 T for 2 hours; these conditions were the ones used in the work performed in this thesis.
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Step 3: Sacrificial top contact deposition
Different CLs were deposited. In the case of AlSiCu/TiWN layers, this deposition was per-
formed in the Timaris FTM after the annealing. However, it was verified that a CL consisting
of Cu 150 nm/Ru 30 nm led to the best nanopillars’ profile with less redeposition (see step
5). Therefore, after some point this was the used CL. The deposition of the Cu/Ru-based CL
was performed in the Timaris MTM after the MTJ deposition (step 1) without vacuum break.
However, it was observed that both Ru and Cu are affected during the plasma asher (section
2.3.4) process. Hence, when this CL was used, the photoresist had to be removed in acetone
with ultrasounds. The CL is necessary since it will allow the electric contact between the MTJ
and the top contacts.
Step 4: Trenches for Nanocalc
The first lithographic step consists in the die definition within the wafer. The dies are macro-
scopic (1.9 cm per 1.9 cm) with 0.6 cm of separation between each other. The lithography
is performed using the mask shown in Fig. 3.3 and the pattern transfer is achieved through
etching all the way down to the Si substrate (as shown in the inset of Fig. 3.3). The three main
purposes of this step are:
1. Define the dies within the wafers. Each die can be fabricated with different purposes and
using different pillar sizes or geometries. Usually, some dies were used to fabricated DC
and others DCRF contact geometries.
2. During IBP (step 6) it will be necessary to determine the Al2O3 thickness during the
etching. The space between dies etched until the Si substrate (trenches) will afterwards
be used to measure the deposited Al2O3 thickness during IBP. Therefore, these trenches
will be important for a fundamental part of the process.
3. Define the first alignment marks that will be used to align the next lithographic process
(nanopillars defined through e-beam lithography). The alignment marks used for the
e-beam lithography consists of a square (lateral size of 2 µm), whereas the ones used for
the optical lithography are cross-shaped (right inset of Fig. 3.2). This difference is due to
the different algorithms used to detect the centre of the mark.
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Figure 3.3: First layer for lithography of the process – trenches for Nanocalc (step 1). The inset shows
the cross section after etching Si.
Step 5: Nanopillar definition
In the majority of the nanofabrication procedures, the bottom contact is defined before the
nanopillar. However, in this work, the nanopillar is defined before the bottom contact (which is
defined in step 7) to minimize the topography during the nanopillar definition. This improves
the control and reproducibility of the process. The nanopillar characteristic dimensions (below
1 µm) cannot be accessed using optical lithography. Since the characteristic wavelength of an
electron beam (e-beam) is much smaller than their optical counterpart, one can use e-beam
lithography to define the nanopillars [Fig. 3.4(a) and (b)]. The e-beam resist used was the
ARN7520. To define the smaller features we used a step of 2 nm, a dose of 612 µC/cm2 and a
beam of 33 pA. Lateral dimensions down to 50 nm could be achieved with resist thicknesses
of 200 nm. In this step we also divide the die in the different columns and lines. In Fig. 3.4(c)
we show a schematic representation of the mask used in each nanopillar position. Marks were
introduced in order to find the pillars more easily in the SEM, with the triangular shape being
chosen so that the wafer orientation was clear during SEM inspection.
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(a) (b)
(c)
Figure 3.4: SEM images of the e-beam resist after lithography for pillar sizes of (a) 60 nm and (b) 300
nm. (c) Schematic representation of the pattern defined during the e-beam lithography for
each pillar position.
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Figure 3.5: Schematic representation of the three-step milling for the nanopillars definition. (a) etch CL
with best possible profile (50º) and LE conditions (red arrows); (b) etch magnetic sensitive
layers with an orthogonal beam with LE conditions (blue arrows); (c) sidewall cleaning with
a grazing angle of 10º and LE conditions.
The MTJ pillars fabricated in this thesis for the electrical measurements were defined using
a three step milling as schematized in Fig. 3.5. (1) The CL was etched with HE conditions
and the incidence angle that led to the best profile of the sidewalls (incidence angle of 50º).
(2) The magnetic sensitive layers were etched with LE conditions and normal incidence, so
that the transverse component of the beam would be minimized and the formation of a dead
magnetic layer avoided. (3) A sidewall cleaning with LE conditions and grazing angle (10º)
was performed in order to clean material re-deposited on the pillar walls.
The etching of the two first millings could be monitored using the SIMS. We chose to stop
the first etch as soon as the first layer of the MTJ was detected (we usually used a Ru thin layer
on top of the magnetic layers in order to define a stopping point). As for the second milling
we chose to stop within the bottom contact. In Fig. 3.6 the SIMS plot used to control the
stopping point during the nanopillar definition is shown (second etch at normal incidence).
In this case the bottom contact consisted in a Ta layer and the etching stopped after 1h and 10
min. The signal corresponding to the other layers (Co, Fe, Ru, etc. could also be monitored).
The spreading of the peaks is a consequence of the large wafer size and the very thin layers.
Note that this step uses LE conditions and thus the etching rate is lower. The etching at 10º
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Figure 3.6: SIMS plot of the nanopillar definition etch (LE conditions and normal incidence).
of incidence angle could not be monitored using the SIMS because the signal was too low.
Moreover, during the sidewall cleaning we are interested in etching the re-deposited material,
which is a mixture of the various materials present in the sample. Therefore, this step of the
process was controlled through time and checking the nanopillars state by using the SEM.
In the following sections, we will present a detailed overview of the steps that led us to this
three-step nanopillar definition. Variables such as milling angle, resist strip and the effect of
the CL were considered. This angular dependence of the etching was performed in an early
stage of this thesis, when the etching conditions were still not optimized. The conditions used
here were an acceleration grid current of 400 mA, a negative acceleration grid potential voltage
of 3000 V and a positive potential of 500 V. The neutralizers were set to 230 mA and 4.0 sccm.
The results were consistent for the optimized conditions.
Ion milling angle
Nanopillar definition using ion milling is a complex process with a large amount of variables
affecting the obtained profile and, thus, the final magnetic and electrical properties. The etch-
ing angle has a strong influence on this profile by affecting the sidewall re-deposition and
causing a shadow effect. Figure 3.7 shows SEM images of nanopillars etched with different
milling angles (between the beam and the surface of the wafer). It is clear from Fig. 3.7(a)
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that an ion beam incidence at high angle (70º) leads to a high quantity of re-deposited mate-
rial. This occurs because the material etched from the sample surface spreads in all directions
and some eventually re-deposits on the nanopillar sidewalls. As the angle of the ion beam
incidence decreases, the amount of re-deposited material decreases but the shadow effect be-
comes increasingly more important. [Fig. 3.7(d); etching at 40º]. It appears for lower angles
because, when the incidence is not orthogonal to the sample surface, the pillar itself blocks the
ion beam, causing an effect equivalent to a shadow. Also, since the beam component parallel
to the sample surface becomes more relevant, the low angle milling favours the formation of
nanopillars with inverted sidewalls. This strong parallel component not only makes it harder
to know the exact value of the MTJ size but, more importantly, damages the MTJ sidewalls,
leading to a degradation of its magnetic properties. A fine-tuning is needed to balance these
factors. Figure 3.7(b) and (c) show the nanopillar after etching at 55º and 50º respectively. De-
spite the small variation of the milling angle, there is a significant impact on the nanopillar
profile. We have then chosen to use a 50º incidence of the ion beam for most etching steps
since it allowed the formation of vertical sidewalls with a small amount of re-deposition.
3.4.0.3 Sidewall cleaning
Even using a beam incidence that allows the formation of nanopillars with vertical sidewalls,
it is difficult to avoid the presence of some re-deposition. This re-deposited material decreases
the TMR of the MTJ by shunting the insulating barrier. One way to prevent this effect and clean
the re-deposited material consists of using a grazing angle milling step after the nanopillar
definition. Figure 3.8 shows the evolution of the profile of the same pillar with the sidewall
cleaning time (under a 10º beam incidence). In Fig. 3.8(a) it is shown the nanopillar after defi-
nition with an incidence angle of 90º which leads to significant re-deposition. As the sidewall
cleaning proceeds, and re-deposited material is etched, the pillar lateral dimensions decrease.
It is clear from Figs. 3.8(d) and (e) that re-deposited material starts to be removed from top to
bottom since the top part is affected both by the parallel and normal component of the beam,
while the bottom part is only affected by the parallel component. When all re-deposited ma-
terial is removed, the selectivity between different layers leads to a variation of the nanopillar
dimensions along its height [Fig. 3.8(f)].
Resist strip
After the nanopillar definition there may still be e-beam resist present on top of the MTJ. This
residual resist could, in principle, prevent electrical contact between the top electrode and
the MTJ. We were not able to remove the exposed e-beam resist using a standard resist strip
process (acetone + ultrasounds). Therefore, a plasma asher treatment was tried to remove the
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(a) θ = 70 º (b) θ = 55 º
(c) θ = 50 º (d) θ = 40 º
Figure 3.7: SEM images of nanopillars after definition with a single step ion milling with different
incident beam angles: (a) 70º; (b) 55º; (c) 50º; (d) 40º. The conditions used here were an
acceleration grid current of 400 mA, a negative acceleration grid potential voltage of 3000 V
and a positive potential of 500 V.
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(a) t = 0 s (b) t = 400 s
(c) t = 800 s (d) t = 2000 s
(e) t = 2800 s (f) t = 3600 s
Figure 3.8: Effect of 10º sidewall cleaning on the MTJ profile of the same device. (a) after nanopillar
definition at 90º beam incidence; after sidewall cleaning with beam incidence of 10º during
(b) 400 s, (c) 800 s, (d) 2000 s, (e) 2800 s and (f) 3600 s. The conditions used here were an
acceleration grid current of 400 mA, a negative acceleration grid potential voltage of 3000 V
and a positive potential of 500 V.
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(a) Before plasma asher (b) After plasma asher
Figure 3.9: SEM image of the same nanopillar after (a) ion beam definition and (b) the same pillar after
definition and plasma asher.
remaining resist. This system uses a microwave plasma to remove polymeric material. From
Fig. 3.9(a) after nanopillar definition and (b) after plasma asher it is clear that the e-beam
resist is indeed removed. However, this process also strongly affects the metallic materials of
the nanopillar, oxidizing them and affecting the profile and, most likely, the electric properties
of the MTJ. Due to this issue we chose to continue the process without this step. Furthermore,
notice that this resist on top of the pillar will be residual or even absent when the process
is finished. This occurs because, from the initial thickness of e-beam resist (~ 200 nm), only
a small fraction will remain after the 3-step nanopillar definition. Moreover, during the IBP
(step 6) we chose the stopping point to be within the thick CL and after the resist is etched
away.
Capping layer
The CL plays a fundamental role in the IBP process as will be shown in step 6. However, the
thickness and composition of these layers also affects the profile of the nanopillars and thus
their electric and magnetic performance. Figure 3.10 shows nanopillars with different CLs
after nanopillar definition (the dimensions of the pillars after e-beam lithography were 100 ×
100 nm2). In the three cases we etched the CL with HE conditions at 50º incidence and the
magnetic layers with LE conditions at normal incidence. The nanopillars with a CL of AlSiCu
(150 nm)/TiWN (80 nm) revealed a large amount of re-deposition that resulted in a cone-like
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(a) AlSiCu (150 nm) / TiWN (80 nm) (b) AlSiCu (150 nm) / TiWN (5 nm)
(c) Cu (150 nm) / Ru (30 nm)
Figure 3.10: SEM images nanopillars with e-beam dimensions of 100 × 100 nm2 after etching of the CL
(with LE etch and an incidence of 50º) and the magnetic layers (with LE etch and normal
incidence) for different capping layers: (a) AlSiCu (150 nm) / TiWN (80 nm); (b) AlSiCu
(150 nm) / TiWN (5 nm); and Cu (150 nm) / Ru (30 nm)
shape [Fig. 3.10(a)]. If the thickness of the TiWN is reduced to 5 nm [Fig. 3.10(b)] more vertical
walls are obtained but still some re-deposition is present. Heavier metals (such as TiWN) are
prejudicial as CLs because, after etching, they have low kinetic energy and thus will remain
close to the sample surface and re-deposit on the pillars. Since a thick CL is necessary for
the IBP process, the best way to reduce re-deposition is to use lighter materials. In fact, for a
Cu (150 nm)/Ru (30 nm) structure we observe a significant decrease of the re-deposition [Fig.
3.10(c)]. After the optimized process, the Cu (150 nm)/Ru (30 nm) CL was the mainly used CL.
Nevertheless, functional devices could be achieved with different CLs. In fact, the electrical
measurements that will be shown in section 3.5 were obtained with a AlSiCu (150 nm)/TiWN
(5 nm) CL.
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(a) (b) (c)
Figure 3.11: Schematic representation of the planarization process. (a) Conform deposition of the Al2O3;
(b) the grazing angle etch (10 deg) etches and planarizes the surface; (c) when the thickness
of the Al2O3 is smaller than the height of the pillar we were able to obtain a plane surface
with the nanopillars open on top.
Step 6: Ion Beam Planarization (IBP)
After the nanopillars are defined, we have to confer physical and electrical stability to the struc-
ture, protect the sidewalls of the MTJ and isolate the bottom from the top contact. Therefore,
our goal consists of obtaining a matrix of a robust insulating material, involving the pillars,
which in turn are open on the top. To do that, we deposited an Al2O3 layer (600 nm), thicker
than the height of the pillar (usually ∼ 200 nm) so that we have enough material to planarize.
This Al2O3 layer deposition is conform and thus follows the profile of the nanopillars [Fig.
3.11(a)]. This occurs because the target is larger than the sample and thus the lateral walls are
always exposed to the deposited material, forming a bump of Al2O3. To achieve the matrix of
Al2O3 surrounding an open MTJ we have to planarize and reduce the thickness of the insulat-
ing layer. Our approach consisted in using an ion beam milling step (with HE conditions) at
grazing incidence (10º). With these etching conditions, the etching rate in the direction parallel
to the surface is higher than that in the direction normal to the surface. Thus, the structure
becomes less conform [Fig. 3.11(b)] and eventually planarizes completely with the top CL of
the pillars open [Fig. 3.11(c)]. Due to the conform Al2O3 deposition, the bump width will de-
pend on the pillar size. A throughout study of this dependence was not performed, but it was
observed that the 600 nm of Al2O3 are sufficient to planarize structures with pillars as big as
500 nm (of diameter).
In order to obtain fully operative devices, the stopping point of the IBP has to be within
the CL in the full wafer. Since the open pillars do not have a significant area, SIMS cannot be
used to determine the stopping point. Therefore, we use a combination of two complementary
methods to determine the etching stopping point. (1) Trenches without deposited material on
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top of the Si substrate were defined in the first optical lithography process (step 4), so that the
thickness of the Al2O3 layer can be measured using an optical profilometer (section 2.5.4). (2)
SEM images are also taken to verify the planarization state of the Al2O3 layer and if the MTJ
pillars are already open. Figure 3.12 shows the sequence of the IBP process for different milling
times for a pillar of 100 × 100 nm2. Figure 3.12(a) shows the pillar buried in the insulating
layer after the deposition of 600 nm of Al2O3. The highly conform oxide leads to a high
bump in the region with approximately 450 nm of diameter. As the planarization proceeds
the diameter of the bump decreases and the oxide layer becomes smoother [Fig. 3.12(b)]. Note
that the etch rate in the direction parallel to the surface (measured as the variation of the bump
diameter per time) is close to 6 nm/min, which is higher than in the direction perpendicular
to the surface (~1.5 nm/min). Finally, the Al2O3 is completely planarized but the nanopillar
is still completely immersed in the oxide matrix [Fig. 3.12(c)]. When the CL is reached a
higher contrast is observed in the SEM image [Fig. 3.12(d)] due to the presence of conductive
materials. Figure 3.12(e) shows a schematic representation of the structure after IBP, with the
pillar open within the CL involved in a matrix of Al2O3. The grazing milling and the different
material selectivities lead to some profile of the top part of the pillar. This small profile helps
to resolve the SEM image and might even remove residual e-beam resist.
The planarization revealed a strong dependence in the etching angle. In fact, the IBP per-
formed with a grazing angle of 10º between the sample surface and the ion beam led to a
planarized structure with the nanopillar open on top of the Al2O3 matrix [Fig. 3.13(a)]. On
the other hand, IBP with an incidence angle of 15º already revealed an etching rate normal
to the sample higher than in the parallel direction, preventing the planarization to occur [Fig.
3.13(b)]. In this case, a final plane structure could not be achieved and despite the fact that
we can distinguish the profile of the pillar, it is still covered with Al2O3. In the structures
fabricated with 15º of tilting angle during IBP open circuits were obtained, which indicates
that the nanopillars were not open on top.
The IBP process allowed the fabrication of sub-μm MTJs in a 200 mm process. The unifor-
mity of the etching with the grazing angle of 10º is ~12% in the full wafer with an etch rate
of 1.5 nm/min in Al2O3. This uniformity is approximately 2 times worse than the one with
an incidence of 50º (the angle that maximizes the etch rate to 4.4 nm/min). It is difficult to
improve the uniformity at these grazing angle millings due to the presence of the clamps
holding the substrate. However, during the IBP process at most 400 nm of Al2O3 are etched,
corresponding to an error of 48 nm along the full wafer. Even taking into account extra uni-
formity variations arising from the stack deposition and nanopillar definition, the thick CL
guarantees that all devices are open without damaging the magnetic layers in the full 200
mm wafer. The IBP process is also better suited to smaller devices since they have a smaller
profile after Al2O3 deposition. After the IBP step is complete, 15 nm of TiWN were deposited
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(a) tAl2O3 ~ 600 nm (b) tAl2O3 ~ 340 nm
(c) tAl2O3 ~ 260 nm (d) tAl2O3 ~ 215 nm
(e)
Figure 3.12: SEM images of different steps of the planarization process (at incidence angle of 10º). (a)
after the depositing the thick Al2O3 layer (tAl2O3 ~ 600 nm); after planarization for (b) 1000
s (tAl2O3 ~ 340 nm);.(c) 2740 s (tAl2O3 ~ 260 nm); and (d) 3770 s (tAl2O3 ~ 215 nm). (e)
Schematic representation of the device after IBP.
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(a) θ = 10 º (b) θ = 15 º
Figure 3.13: SEM images of MTJ pillars after the planarization process at different incident beam angles:
(a) 10º and (b) 15º for HE conditions.
to protect the exposed part of the pillar and allow electrical contact (as will be shown in the
following steps). Figure 3.14 shows a cross section of a nanopillar after completing the full
fabrication process. Despite the presence of some shadow effect on the nanopillar profile, it
was verified that the MTJ part is confined to the part with vertical sidewalls.
Step 7: Bottom contact leads definition
After the IBP, the nanofabrication process is finished and the remaining steps concern the
microfabrication of the contacts required to establish electrical contact to the bottom and top of
the MTJ. The structure after IBP for each position consists on an MTJ nanopillar involved by a
dielectric matrix that confers stability and electrical isolation. These nanopillars are connected
to a metallic layer on top (15 nm of TiWN deposited after the planarization) and to the BC
below the planarized dielectric in the bottom.
Hence, the next step consists in defining the bottom contact leads. This structure will be
used to define the two bottom contacts on the edge of the contact leads. This is done by
defining the structure shown in Fig. 3.15(a; red part) using optical lithography and etching
until the Al2O3 below the bottom contact [see inset of Fig. 3.15(a)]. Once again, SIMS is used to
determine the stopping point [Fig. 3.15(b)]. Note that, in the center of the bottom lead, there is
the MTJ connecting the top and the bottom metallic layers. Using the plasma asher, the resist
is removed and we obtain MTJs electrically separated from each other and the bottom contact
leads defined.
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(a)
(b)
Figure 3.14: (a) Cross sectional SEM image of the MTJ final device obtained with a focused ion beam
system. MTJ nanopillars with vertical sidewalls and negligible re-deposition can be seen.
The shadow effect is confined to the bottom contact and so will not affect the magnetic
properties of the MTJs. The inset shows a TEM image of the epitaxial MTJ. (b) TEM energy
dispersive spectroscopy (EDS) images showing the material distribution of Mg, Co, and Fe
in an MTJ cross-section.
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(a)
(b)
Figure 3.15: Bottom contact leads. (a) Mask used to define the bottom contact leads (red part). The
brown triangles were defined during the e-beam lithography to make it easier to find the
nanopillars during the SEM inspection. The orange point in the centre of the triangles is
the nanopillar. The inset represents a cross sectional cut along the yellow line after step 7
is complete. (b) SIMS plot used to determine the stopping point during the bottom lead
definition; the etching was stopped after the BC (Ta BC in this case).
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Step 8: Vias to Bottom Contact
After the bottom contact leads are defined, the conductive layers of the BC under the pla-
narized Al2O3 still have to be reached. This will allow us to electrically connect to the bottom
of the MTJ allowing the bottom contact definition. To do so, the optical lithography pattern
shown in Fig. 3.16(a; yellow part) is defined. Note, however, that this lithography is reversed
(clear mode) and the exposed part is open and thus PR-free. The SIMS data of the previous
step [Fig. 3.15(b)] will help us to determine the etching stopping point at the BC. Figure 3.16(b)
shows the SIMS plot of this etching step, stopped within the BC, and with a time in agreement
with the previous etch. Moreover, the lithography is performed with soak, which is a chemical
treatment with a developer that leads to a tilted profile of the PR [Fig. 3.17(a)]. This type of
lithography is performed to facilitate the lift-off process that will be performed in this step
(see section 2.3).
Hence, the goal of this step consists of reaching the BC and protect it from the chemicals
used during the process (e.g. the developer KOH reacts with Cu and Ta). To do that, after
lithography an etching through the Al2O3 until the BC is performed [Fig. 3.17(b)]. This is a
critical step since if we etch too much we will etch the BC and if we etch too little we will stop
in the Al2O3 layer. In both cases we would not be able to establish contact with the bottom part
of the MTJ. A good etching uniformity is thus required to stop in the BC in all the fabricated
dies. As shown previously, we were able to stop within the BC [Fig. 3.16(b)]. Afterwards, a thin
layer of TiWN (15 nm) is deposited [Fig. 3.17(c)]. The purpose of this layer is to protect the BC
from subsequent chemical treatments. After deposition, a lift-off in acetone and ultrasounds
is performed. This lift-off is usually fast (~30 min) since the TiWN layer is relatively thin.
After the lift-off, a structure as schematized in Fig. 3.17(d), with an open vias to the bottom
contact is obtained. After finishing the process, these pads will allow us to access electrically
the bottom part of the MTJ.
Step 9: Sacrificial pillar cap definition
At this point, our device consists in a bottom contact lead, mainly composed by an insulating
Al2O3 layer between two metallic layers (the BC in the bottom and TiWN layer on top). Except
for the center of the lead where an MTJ nanopillar connects both metallic layers and in the
bottom pads where we etched until the bottom conductive layer and deposited a protective
TiWN layer. The main objective of this and the following steps is to ensure that we can define
the top lead that will allow us to access electrically the top of the MTJ.
Note that the bottom contact lead was defined by etching and thus has the lateral wall
exposed [inset of Fig. 3.15(a)]. Therefore, if the top contact would be deposited directly, a short
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(a)
(b)
Figure 3.16: Bottom contacts. (a) Mask used to define the holes where the etch until the BC will be
performed (brown part). (b) SIMS plot used to determine the stopping point during the
definition of the bias to the bottom contact; the etching was within the BC.
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Figure 3.17: Schematic representation of the process for opening the bottom pads. (a) Lithography with
soak that leads to the PR with the tilted walls; (b) etch until the BC; (c) TiWN deposition;
and (d) after lift-off with acetone and ultrasounds.
circuit between the top TiWN and the BC would be obtained. To prevent this to happen, the
sidewalls have to be insulated before the top lead definition. This insulation will be performed
in the next step by depositing a thick Al2O3 layer that will cover the sidewalls. Nevertheless,
first we have to make sure that we are able to access the bottom contacts and the top part of the
MTJ. Thus, first a sacrificial pillar cap, that consists of a trilayer with TiWN (15 nm)/AlSiCu
(10 nm)/TiWN (15 nm), has to be deposited. This trilayer structure is used so that it is easy
to choose a stopping point in the following step (in between the TiWN layers). Then, again by
lithography (without soak) and ion milling, three PR squares are defined: one on the top of
the nanopillar and one on each bottom contact [Fig. 3.18(a); green part]. The etching stopping
point is the Al2O3 below the sacrificial cap and the TiWN deposited after IBP [see inset of
Fig. 3.18(a)] and is also controlled using SIMS [Fig. 3.18(b)]. After etching, the plasma asher is
used and the sacrificial caps are obtained on top of the bottom contacts and MTJ.
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(a)
(b)
Figure 3.18: Sacrificial pillar cap definition. (a) Mask used to define the sacrificial caps (green part). The
inset represents a cross sectional cut along the yellow line after step 9 is complete. (b) SIMS
plot used to determine the etching stopping point after the definition of the sacrificial cap
(and the extra TiWN layer deposited after IBP).
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Step 10: side-wall insulation
After the definition of the sacrificial cap, and prior to the definition of the top contacts, the
insulation of the sidewalls [inset of Fig. 3.15(a)] has to be performed. To do this, 300 nm
of Al2O3 are deposited. This Al2O3 thickness was chosen so that it can effectively cover the
sidewalls of the structure (with height of ∼200 nm). However, this insulating layer covers
the sacrificial caps as well, preventing electrical contact to the bottom contacts and top of the
MTJ. Therefore, a new lithography is performed (clear mode), where three square PR holes
are defined on top of each sacrificial cap defined in step 9 [Fig. 3.19(a); orange part]. Again,
using ion milling in conjugation with SIMS, an etch through the 300 nm of Al2O3 until the
sacrificial caps are reached is performed, stopping in the AlSiCu between the TiWN layers.
This is a difficult step because the SIMS signal is usually very low [since it arises from µm-
sized structures; Fig. 3.19(b)]. Due to this issue, an extra Si piece with the sacrificial cap and
the 300 nm of Al2O3 was sometimes used to detect the stopping point (depending on the
number of dies). After etching, the PR is removed (using the plasma asher) and a structure
with the sidewalls protected by Al2O3 [inset of Fig. 3.19(a)] and open on top of the bottom
pads and MTJ is obtained.
Step 11: Top lead definition
Finally, we are in conditions to define the top lead that will allow the electrical contact with the
top and bottom of the MTJ enabling the transport measurements to be performed. A trilayer
consisting of TiWN (15 nm)/ AlSiCu (300 nm)/TiWN (15 nm) is deposited in the Timaris FTM.
This thick AlSiCu layer is used to reduce the contact resistance and enhance the maximum
current that can be injected. It is encapsulated between TiWN layers to prevent the Al diffusion
to the pillar during annealing. After the deposition the last lithography is performed defining
the top lead and the bottom pads (Fig. 3.20; blue part). This lithography is performed so that
these structures are protected and the contacts can be defined by etching. After resist strip the
device is complete and we can use it to perform electrical measurements in the MTJ with a
4-contact geometry.
3.5 electrical measurements
The process described in the previous sections was used to nanofabricate several MTJ stacks.
In particular, during the development of the process, it was necessary to nanofabricate a sig-
nificant number of samples. In this section, we will focus on the electrical measurements per-
formed on one MTJ stack that was nanofabricated over the maximum possible surface of the
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(a)
(b)
Figure 3.19: Open of via until sacrificial cap. (a) Mask used to define the holes that will be open by etch
(orange part). The inset represents a cross sectional cut along the yellow line after step 10 is
complete. (b) SIMS plot used to determine the etching stopping point within the sacrificial
cap.
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Figure 3.20: Top lead definition. Used mask to define the bottom and top contacts. After step 11 is
finished the sample is ready to be measured.
wafer (the electrical properties of other samples will be also discussed in the following chap-
ters). The goal of this sample was to determine the limits of the process in terms of achievable
TMR (in the low RA region) and how the MTJ properties vary along the wafer position. The
deposited stack was: 5 Ta/50 CuN/5 Ta/50 CuN/5 Ta/5 Ru/20 IrMn/2 CoFe30/0.85 Ru/2.6
CoFe40B20/MgO [2×82 3kW 600sccm]/2.6 CoFe40B20/10 Ta/7 Ru, where the thicknesses are
in nm. The sidewall cleaning time was 900 s and the capping layer consisted in 150 AlSiCu/5
TiWN. We fabricated 52 square dies with lateral dimensions of 2.2 cm occupying almost the
totality of the 200 mm wafer. Each die has 1050 rectangular devices with lateral dimensions
ranging from 100 × 40 nm2 to 100× 450 nm2. The electrical characterization was performed
using the semi-automatic prober (section 2.7.2) and by measuring ~ 25% of all the devices
equally distributed along the wafer. Using this process, we were able to extract full TMR from
the MTJs in the low RA region for a large number of devices.
Sample miniaturization has a crucial importance for technological applications. Therefore,
it is extremely important that even the smallest fabricated devices depict a very high TMR.
Figure 3.21(a) shows the transfer curve for our record device, having a TMR of 156% for 1.8
Ωμm2 with a size of 130 × 50 nm2. As an example, Fig. 3.21(b) shows the transfer curve at low
bias for one of the smallest devices fabricated (40 × 100 nm2), displaying a high TMR of 138%
with an RA of 4.6 Ωμm2.
The uniformity of the etching process is fundamental to the electrical and magnetic prop-
erties of the MTJs over the whole wafer. To determine how the RA and TMR vary along the
wafer, we calculated the mean value of these quantities in each of the 52 dies to all the func-
tional devices. In Fig. 3.22(a) we schematically represent the TMR values for all die positions
across the wafer. A TMR drop from the wafer center to the edge can be seen. In the central re-
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Figure 3.21: Transfer curves of devices with (a) 130 × 50 nm2 displaying a TMR of 156% and an RA of
1.8 Ωμm2 and (b) 40 × 100 nm2 displaying 138% and an RA of 4.6 Ωμm2.
gion, in an area equivalent to 6 inch wafers (4×4 central dies), we achieved a mean TMR value
above 100%. Although, there is a small loss of TMR in the next dies, a high value could still
be achieved. However, in the outer most dies the TMR drops significantly. This loss of TMR
as we approach the edge of the wafer is mostly related with the uniformity of the etching
processes. Due to the presence of the clamps in the etching module, the etching of the wafer
edge is not as effective as the one in the wafer center. This effect is particularly important
during the sidewall cleaning due to the grazing angle etch. This results in the presence of a
higher quantity of re-deposited material in the pillars of the outer dies than on those in the
center, leading to a smaller TMR value.
Despite this straightforward relation of decreasing TMR as we approach the edge of the
wafer, the RA relation is not as simple. In Fig. 3.22(b) we show the average RA for each
die position. The central dies, that depict TMR values above 100% (4×4 central dies), also
revealed a similar and low average RA value of around 1.6 Ωμm2. In the following dies, the
RA values increase to values above 2 Ωμm2 and, in the outer most dies, RA decreases in 3
sides but remains high in the other. Since the average TMR drop when approaching the wafer
edge was related with sidewall re-deposition, one expected the RA to also decrease. The RA
distribution seems to indicate the overlap of two different factors. On one hand, the MgO
thickness seems to increase from the wafer center leading to an increase of RA. On the other
hand, as we approach the edge of the wafer, the effect of the re-deposited material becomes
more important leading to an RA and TMR drop. The fact that the right edge revealed a high
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Figure 3.22: Average (a) TMR and (b) RA for all the devices in each die position.
RA indicates that the MgO thickness variation is not completely radial as the TIMARIS MTM
system uses horizontal movements during deposition. Despite the higher mean RA of the
dies in the right edge, the distribution of the TMR vs RA graphs within these dies reveals an
accentuated slope similar to the remaining dies on the edge of the wafer (not shown), which
is an indication that some re-deposition might be present in the outer dies.
Due to the re-deposition phenomena taking place for the dies on the edge of the wafer, in
the following analysis we exclude the outmost ones [see inset of Fig. 3.23(a)]. Figure 3.23(a)
shows the TMR vs RA plot for devices with one lateral dimension of 100 nm and the other
ranging from 40 nm to 450 nm and for which switching could be achieved with a field of 200
Oe (the maximum applied field). The results reveal that most of the MTJs have a TMR centered
on 110% with an RA smaller than 2 Ωμm2. The observed dispersion arises from the etching
and e-beam steps of this highly sensitive nanofabrication process. One can also identify that
some results deviate from the main cluster and are directed to the origin. This trend is the
signature of electrical transport performed by other mechanisms rather than tunneling. The
origin of such mechanisms can be either through re-deposited material on the surface of the
pillars, or defects present in the MgO barrier (such as pin-holes). As will be shown in the
next chapter, we have strong indication that the effect of the re-deposition can be completely
overcome through the sidewall cleaning step (at least in the central part of the wafer). Hence,
we believe that this trend of the TMR and RA decrease is mostly due to the presence of defects
on the MgO barrier (which become more relevant for smaller pillar sizes). Nevertheless, the
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number of devices present in the slope region are a minor percentage of all the nanofabricated
MTJs (~2%).
Different pillar sizes and aspect ratios depict different magnetic properties. Moreover, since
the ion milling is a physical etching process, the variation of the pillar dimensions might affect
the nanopillar definition leading to size dependent electrical properties. From Fig. 3.23(a) we
observe that the dispersion of the TMR and RA decreases with the increase of one of the
dimensions. This feature can derive from both the presence of re-deposited materials (mostly
present in the edge of the wafer) and defects on the MgO barrier (also observed in the central
part of the wafer). Note that the same amount of re-deposited material has a higher effect on
smaller nanopillars and a defect in the MgO has a higher impact on a smaller area. Hence,
in both cases, the dispersion is enhanced for smaller pillars. It was also verified that devices
rotated by 90º have equivalent TMR vs RA graphs (not shown).
To take full profit from the 200 mmwafer nanofabrication, a high process yield is fundamen-
tal. Thus, a statistical analysis of the electrical and magnetic properties of the functional MTJs
for all the measured sizes was performed. In Figs. 3.23(b) and (c) we show respectively TMR
and RA histograms of the 100 × 100 nm2 MTJs. The mean TMR value is 105% and the standard
deviation (σv) is ~ 29%. As for the RA, the mean value is 1.7 Ωμm2 with σv ~ 0.37 Ωμm2. On the
other hand, 100 × 450 nm2 pillars have an average TMR of 105% and a decreased standard
deviation of 18% (not shown). As for the RA, the mean value is 1.9 Ωμm2 with σv ~ 0.21 Ωμm2.
As expected from Fig. 3.23(a), the standard deviations decrease for both TMR and RA. The
mean TMR is remarkably constant for different sizes. In fact, it was observed that, for pillar
dimensions equal or higher than 100 nm, the mean TMR was always between 104% and 110%,
although it decreases down to ~ 40% for the 100 × 40 nm2 pillars.
If we consider the TMR values within ± 2σv of their mean value for the 100 × 100 nm2
pillars, 93% of the measured functional devices are contained within this range. In the case
of the 100 × 450 nm2 pillars, 95% of the devices fall in the ± 2σv range for TMR. Note that,
in a perfect Gaussian distribution 95.44% of the values should be included within this range,
which indicates that for the 100 × 450 nm2 pillars the TMR distribution is very close to a
Gaussian. If we define the yield of the process as the devices with a TMR within the range
of ± 2σv and consider all the fabricated MTJs (functional and non-functional), a yield of 80%
was achieved for both 100 × 100 nm2 and 100 × 450 nm2 pillars. This yield is remarkably high
and revealed the same value for both dimensions. However, if we consider the 100 × 40 nm2
pillars, the overall yield drops to 6%. Regarding the wafer position, the yield variation was
negligible (in spite of the lower TMR). Therefore, we conclude that this variation is mostly
related with the e-beam process due to the thick resist necessary for the milling steps, while
the IBP process allowed a very efficient opening of the fabricated pillars.
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Figure 3.23: (a) TMR as a function of RA for all the measured devices in the central dies (blue dies
in the inset) with sizes ranging from 100 × 40 nm2 to 100× 450 nm2. Histogram of the (b)
TMR and (c) RA for the 100 × 100 nm2 MTJ pillars.
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3.6 conclusions
One of the milestones of this PhD thesis was the development of a sub-µm MTJ nanofabrica-
tion process. This goal was successfully fulfilled with the demonstration of the fabrication of
MTJ pillars down to lateral dimensions of 40 × 100 nm2 with full TMR conservation in the low
RA region. In fact, even smaller dimensions (50 ×50 nm2) could be achieved in other wafers
with smaller stacks. In this chapter, a description of the developed protocol was performed
including deposition, annealing, microfabrication of the contacts and nanofabrication of the
MTJs. Higher emphasis was given to the most challenging nanofabrication part and the effect
of the etching angle, sidewall cleaning and capping layers unveiled. The final process consists
in a three step nanopillar definition in conjugation with a novel IBP process allowed us to
achieve TMR values up to 156% with RA values below 2 Ωμm2. The IBP reveals significant
advantages when compared to the lift-off (lower process time and better for smaller pillars)
and the CMP (smaller amount of residues and higher uniformity). Furthermore, a detailed
and statistical description of the electrical performance of MTJ devices fabricated over a full
200 mmwafer was made. It was observed that the developed process is uniform, with average
TMR values around or above 100% in 6 inch and that a more significant TMR decrease is only
observed for the outmost dies. Process yields up to 80% were achieved for pillar dimensions
down to 100 × 100 nm2. Note that the electrical measurements studied here were the results
that depicted the best full wafer uniformity with large TMR. In several wafers the results were
not so homogeneous and in most cases it was not the goal (only central dies were fabricated).
Some examples of other nanofabricated wafers will be given in the next chapters. This process
constitutes the bedrock of this thesis and was used to obtain the performance of STNOs.

4
IMPACT OF THE MGO THICKNESS ON THE PERFORMANCE OF THE
OSC ILLATORS
To obtain steady-state microwave emission in spin transfer torque nano-oscillators (STNOs),
most reports rely on very thin insulating barriers [resulting in a resistance × area product
(RA ) of ~1 Ωµm2] that are able to sustain large current densities and thus trigger large orbit
magnetic dynamics. In STNOs with a homogeneous free layer configuration these dynamics
occur in the GHz range of the frequency spectrum with integrated matched output powers
(Pout) in the range of 1 - 40 nW. Such thin barriers are more prone to depict defects that hamper
their tunnel magnetoresistance ratio (TMR). Moreover, despite the larger precession dynamics
sustained by thinner insulating barriers, the associated voltage variation may be smaller due
to the lower associated resistance. The effect of the RA on the performance of STNOs has been
seriously overlooked since it is generally assumed that thinner insulating barriers maximize
Pout due to the enhanced magnetization precessions.
In this chapter we used the process described in Chapter 3 to fabricate two tunnel junction
(MTJ) stacks over 200 mmwafers. These MTJ stacks have the particularity of depicting an MgO
wedge and thus the fabricated MTJ pillars depict a RA from ~1 Ωµm2 up to ~40 Ωµm2. We
observed that intermediate insulating barriers (RA ~10 Ωµm2) result in an enhanced Pout (up
to 200 nW) without compromising the ability to trigger self-sustained oscillations and without
any noticeable degradation of the signal linewidth (Γ). Moreover, a significant decrease of the
critical current densities for spin transfer torque induced dynamics (JSTT) was observed using
thicker barriers, which have a larger TMR, a larger breakdown voltage and presumably a lower
defect count. Further increase of the barrier thickness leads to low breakdown currents dimin-
ishing again the emitted power, leading to an optimal RA region (between 7.5 - 12.5 Ωµm2).
These results mark a change of paradigm in STNOs since the RA target for increased Pout is
no longer the very thin range. In fact, the unveiled optimal RA range uses thicker barriers
easier to work with. Furthermore, the results shown here are cumulative and can be directly
applied to other types of STNOs (vortices, with perpendicular anisotropy, synchronized, etc.).
4.1 mgo thickness and performance of the oscillators
The spin transfer torque (STT) effect [55, 156, 157, 158, 159, 160, 161, 162] allows the effective
and selective manipulation of the magnetization of nano-magnets using local spin polarized
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electrical currents. It has been suggested as a key mechanism enabling a large number of
spintronic devices, including magnetic random access memories (MRAM) [163], domain wall
based storage [164] or spin transfer torque nano-oscillators (STNOs) [69, 61, 62, 137, 165, 68,
139, 86]. With respect to STNOs, these devices take advantage of the STT effect to achieve RF
emission from persistent magnetic precession, driven by DC currents. They show major ad-
vantages over conventional complementary metal-oxide-semiconductor (CMOS) and crystal
based oscillators, such as being tunable by both electrical currents and magnetic fields, work-
ing in a large range of temperatures, having a broadband output and a nanometric footprint
while keeping the compatibility with a CMOS backend process. STNOs are thus versatile and
compact RF oscillators that can be vertically integrated with CMOS, making them highly at-
tractive for applications such as chip-to-chip or wireless communications, microwave sources
for nanosensors or phase-array transceivers [69, 89].
There have been several proposals for alternative magnetic arrangements with different
advantages explored in the context of specific applications. These include, homogenous in-
plane oscillators [78], vortex oscillators [68], oscillators integrating perpendicular polarizers
[88] or oscillators using free layers with canted magnetization [84, 85] and point-contact nano-
oscillators [75, 106].
The STNOs with the largest reported integrated matched output power (Pout) are fabricated
starting from magnetic tunnel junction (MTJ) stacks based on CoFeB/MgO/CoFeB which ben-
efit from their high tunnel magnetoresistance ratio (TMR) [69, 84, 85, 81, 166]. However, the
MTJ endurance is limited by the dielectric breakdown of the MgO insulating layer. This is
a critical point for STNOs wherein, to observe persistent oscillations, one must apply large
and continuous current densities. This is a fundamental difference with respect to other ap-
plications exploring the STT phenomena, such as MRAM, which can use short pulses of very
large current (and voltage) amplitude to excite the free layer magnetization. The barrier is able
to sustain large pulsed voltages with amplitudes well above the DC breakdown value whilst
large angle magnetization dynamics can still be excited. For STNO applications, the excitation
current must be maintained in the steady state and therefore large current densities, capable
of exciting persistent dynamics, must be reached with DC voltages that the MgO barrier can
endure.
Despite the fact that a small number of reports achieved large Pout values with relatively
thick MgO barriers [resistance × area product (RA) > 4 Ωµm2] [84, 85, 81, 88], most works still
rely on very thin MgO barriers (RA ~ 1 Ωµm2) [68, 89, 78, 80, 90, 91, 92, 93, 76]. Hence, the
consensus solution to excite STT excitations in nanofabricated MTJ stacks has been the use of
ultra-low RA barriers. In that respect, these ultra-thin MgO barriers can sustain high current
densities but the so far unavoidable presence of a large density of defects and pinholes at such
low barrier thicknesses (and low RA) results in smaller TMR, lower breakdown voltage and an
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overall decrease in reliability and reproducibility. Apart from the requirement of having ultra-
low RA, the role of the tunnel barrier on the properties of STNOs has been so far critically
overlooked. The large majority of reported results rely in MTJs where transport properties are
dominated by defects. These defects are present already on the as-deposited state [167] or, in
some cases, are created prior to the dynamic characterization of the system by applying large
currents that irreversibly change the transport properties of the device in a non-controlled
way, which is required in order to observe STT persistent oscillations [168]. The effect of
such defects on the dynamics is still not well accounted and, on top of that, the higher TMR
and resistance of thicker MgO barriers should increase Pout. The assessment of such large
unexplored region for STNO operation could reveal crucial operating conditions to boost
their applicability and offer new fundamental physical insights.
In in this work, the role of the tunnel barrier on the STNO dynamics is studied using ho-
mogeneous in-plane magnetized STNOs. Such STNOs have output powers in in the range
of 1 – 40 nW [78] and critical current densities required to excite auto-oscillations (JSTT) are
often larger than 106 A/cm2 [84, 81]. The STNOs were nanofabricated from MTJ stacks with
an in-plane free layer magnetization, deposited on 200 mm diameter wafers, and incorporat-
ing an MgO wedge (resulting in measured RA values in the range 1 – 40 Ωµm2). Two wedge
samples have been processed into nano-pillars with diameters of 200 nm which were char-
acterized statically (TMR, low bias RA and transfer curves, DC voltage/current breakdown)
and dynamically (frequency spectrum versus bias current at fixed applied field). The results
obtained in the two fabricated samples are consistent and clearly show that there is a trade-off
between endurance to large currents (maximized for low RA MTJs) and large TMR (maxi-
mized for large RA MTJs), with an optimal RA region showing the largest Pout in the 7.5 –
12.5 Ωµm2 range. In this region, STNOs with large impedance matched Pout values up to 200
nW are consistently found. This optimal RA region was corroborated by micromagnetic sim-
ulations that revealed a good agreement with the experimental data. Furthermore, a decrease
by 2 orders of magnitude of JSTT was observed when going from very thin (below 5 Ωµm2)
to thicker MgO barriers. As a result, very small JSTT values (down to 1.17 × 105 A/cm2) are
achieved in the large RA and large TMR region, resulting in an enhancement of the STNOs
operational window. More precisely, as the RA increases, the operational window [JSTT onset
to breakdown current density (Jbreak)] increases, contributing to an enhancement of the device
robustness. Thus, the modification of the tunnel barrier thickness alone provides a mechanism
to decrease the value of JSTT, and simultaneously increasing Pout, something of fundamental
importance for all types of STNOs.
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4.2 sample nanofabrication
Two MTJ stacks incorporating MgO wedges were deposited over 200 mm Si <100> wafers
in a Timaris Singulus tool, leading to a variable RA over the wafer from below 1 Ωµm2 up
to 40 Ωµm2. The two deposited stacks were S1: substrate/100 Al2O3 5 Ta/50 CuN/10 Ru/50
CuN/20 Ru/17 Pt38Mn62/2 CoFe30/0.85 Ru/2.6 CoFe40B20/MgOwedge/2 CoFe40B20/10 Ru/150
Cu/30 Ru and S2: substrate/100 Al2O3/3 Ta/30 CuN/5 Ta/17 Pt38Mn62/2 CoFe30/0.85 Ru/2.6
CoFe40B20/MgO wedge/1.4 CoFe40B20/10 Ru/150 Cu/30 Ru (thicknesses in nm). Despite
other differences in the stack, the only meaningful variation between the two deposited wafers
concern the free layer thickness: for S1 tCoFeB = 2.0 nm and for S2 and tCoFeB = 1.4 nm. Both
CoFeB layers have their magnetization in-plane, although in the case of S2 the CoFeB is already
close to the transition between in-plane to out-of-plane magnetization (observed at ~1.1 nm
of CoFeB). The majority of results reported here were collected from wafer S1 with S2 being
mainly used to corroborate and demonstrate the reproducibility of the observed results. Upon
deposition, the wafers were annealed for 2 h at 330 °C and cooled down under a magnetic
field of 1 T along the easy axis defined during deposition.
Both stacks were then patterned into circular devices with diameters of 200 nm. To that
end, the nanofabrication described in chapter 3 was used. Each nanopillar has four-dedicated
contact pads which were used to measure the TMR and RA without any contribution of
contact resistances. All the MTJ nanopillars produced were measured under quasi-static mag-
netic field sweeps (up to 200 Oe) in the semi-automatic DC prober. Figure 4.1(a) shows the
RA values obtained from these transport measurements performed on the MTJ pillars along
the MgO wedge position. The RA values extracted from transport measurements in patterned
nanopillars follow the same trend observed in the current in-plane tester (CIPT) measurements
with increasing RA along the wafer position. The TMR values obtained from the patterned
nanopillars are plotted against the measured RA value, as shown in Fig. 4.1(b). Below 10 Ωµm2
a strong linear correlation between TMR and RA , which crosses the plot origin, is observed.
This correlation is the signature of the presence of leakage currents through conduction chan-
nels that do not preserve the spin of the electrons. In nanometric sized nanopillars this role
is usually attributed to re-deposited material in the nanopillar side-walls formed during the
nanopillar ion milling etching. In this case, however, an effort to monitor and remove the extra
material in the nanopillar sidewall was made during the nanofabrication process. The data in
Fig. 4.1(b) indicates that this effort was successful: notice that the linear correlation between
TMR and RA exists only in the region bellow 10 Ωµm2. If redeposited material were present
in the fabricated nanopillars, it would affect all nanopillars, regardless of the RA value. In
fact, it should lead to a much larger TMR reduction in pillars with a large RA compared to
those with a small RA. Still, a distribution of data points linking the high RA data points to
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Figure 4.1: DC electrical characterization. RA and TMR values extracted from the measured transfer
curves in a 4-point contact geometry (red triangles correspond to S1 with tCoFeB = 2.0 nm
and the blue circles to S2 with tCoFeB = 1.4 nm). (a) RA of the measured MTJs and CIPT (of
sample S1) measurements along the wafer position (green line) (b) TMR vs. RA measured
for the full collection of 200 nm MTJ pillars.
the plot origin is not observed. Thus, the conclusion is clear: the nanofabrication process was
successful in preventing the formation of redeposited material shorting the tunneling current
through the MgO layer, but below the 10 Ωµm2 value, the thin MgO barrier contains intrinsic
defects that partially de-polarize the current that crosses it [167].
4.3 ferromagnetic coupling
The transfer curve of the MTJ nanopillars is also dependent on the MgO thickness. Figure
4.2(a) shows three transfer curves for RA values of 11, 5, and 2 Ωµm2 (for sample S1 with
tCoFeB = 2.0 nm). Besides the decrease in TMR with the decrease of MgO thickness, there is
also an increase of the ferromagnetic coupling field (HF) which displaces the center of the
hysteresis curve and is increasingly more accentuated as the MgO becomes thinner. In Fig.
4.2(b) the HF dependence as a function of the RA is shown for both samples. The origin of
this coupling is twofold. The first contribution is related to the closure of the lateral magnetic
flux arising from the synthetic antiferromagnet (SAF) that leads to stray fields that couple
with the free layer. This coupling becomes significant for small MTJs and remains important
for high MgO thicknesses [48]. The second contribution is related to Néel coupling induced
by the roughness of the MgO/CoFeB interface and is more accentuated for smaller MgO
thicknesses [169, 170].
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Figure 4.2: Ferromagnetic coupling. (a) TMR curves for different values of RA (11, 5, and 2 Ωµm2).
Variation of HF as a function of (b) RA and (c) calculated tMgO. Red triangles correspond to
S1 (tCoFeB = 2.0 nm) and blue circles to sample S2 (tCoFeB = 1.4 nm). Fit performed using
Eq. (4.1) for S1 (black line) and S2 (gray line).
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The Néel coupling can be estimated using the following equation [171]:
HF =
pi2√
2
(
h2
λtCoFeB
)Msexp(−2pi
√
2
λ
tMgO), (4.1)
where h is the roughness amplitude, λ is the roughness period, Ms is the magnetization
saturation, and tMgO is the MgO thickness. Ms was measured using the vibrating sample
magnetometer (the obtained value was Ms = 1.36× 106A/m2), and the MgO thickness for
different conditions of deposition was obtained using the exponential relation:
RA = A · exp(B · tMgO), (4.2)
where A = 5× 10−3 Ωµm2 and B = 9.05 nm−1. This relation was obtained by determining
tMgO from X-ray diffraction and RA from CIPT measurements in structures with thin MgO
(<10 nm). Furthermore, it is well known that in ideal insulating barriers, there is an expo-
nential relation between RA and tMgO [172]. Therefore, from the measured values, a fit was
extracted and Eq. (4.2) determined. The data in Fig. 4.2(c) were fitted to Eq. (4.1) for both
samples, where h and λ were kept as free parameters. From the fitting (black line for sample
S1 with tCoFeB = 2.0 nm and gray line for sample S2 with tCoFeB = 1.4 nm), the extracted
values for the MgO roughness amplitude were h1 = 0.0482 nm and h2 = 0.0225 nm, and the
value extracted for the period was λ1 = 1.20 nm and λ2 = 1.72 nm, for S1 and S2 respectively.
Note that the small discrepancy with Ref. [79] for sample S1 is a consequence of the different
RA ranges used in both cases. However, the values calculated here have a larger range and
thus are, in principle, more reliable. We note that despite the simplicity of the model, sample
S2 revealed a smaller MgO roughness amplitude with a larger period. This might explain the
higher TMR observed in this case (despite the thinner free layer; Fig. 4.1) since such insulating
barrier would be less prone to have defects. The reason why a smoother MgO barrier was
observed in S2 might be related with the thinner bottom contact used in this case.
When tMgO increases, the effect of the Néel coupling vanishes but HF does not drop to zero.
Instead, it goes to a stable value that is caused by the stray fields of the SAF. It is interesting to
note that the this limit HF value has a different sign for each sample. In fact, from the fittings
we obtained the values of 14.5 Oe for S1 and -50 Oe for S2. This indicates that in the former
case the parallel alignment is favored by the stray fields while in the latter the antiparallel (AP)
alignment is favoured. One of the reasons for this difference might be the different thicknesses
of the free layer. However, further work is still required to fully understand the mechanisms
that lead to the distinct magnetic couplings observed.
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4.4 characterization of the rf output in the frequency domain
To characterize the RF emission caused by STT excited oscillations of the free layer magnetiza-
tion, a sub-set of the available MTJ nanopillars was selected. The emission was studied at room
temperature in the frequency window 3 Hz – 10 GHz under a static bias current (Ibias) and
bias field (Hbias) which were systematically swept within the limits of the experimental setup.
As reported by other groups [61], it was verified that Pout is maximized when applying a large
static magnetic field in a direction close, but with a slight offset from the direction that sets
the free layer in the AP direction. In the case of the results reported here, an external applied
field Hbias = 200 Oe applied along the plane (large enough to saturate the MTJ nanopillars
in the AP direction) was used. The Ibias was then ramped up until STT persistent oscillations
were observed in the frequency spectrum and then a small tilt of the magnetic field direction
was introduced with the purpose of maximizing Pout. Once the magnetic field direction was
optimized, the systematic characterization of the output spectrum was performed, sweeping
Ibias at constant Hbias.
An example of a frequency spectrum can be seen in Fig. 4.3(a) along with the Ibias de-
pendence of (b) resistance, (c) frequency, (d) linewidth and (e) power. This result concerns a
nanopillar from wafer S1 with an RA of 11.5 Ωµm2 and a TMR of 87.8% exhibiting a Pout of
200 nW at Ibias = -2 mA. As shown, the spectrum is highly asymmetric with respect to the
bias current polarity. Large amplitude, small linewidth peaks consistent with STT enabled
auto-oscillations are observed only for negative bias currents (negative current is defined here
as electrons traveling from the pinned to the free layer). In such configuration, the STT desta-
bilizes the AP configuration which is set by the magnetic field. Besides the large Pout, the
device also exhibits a reasonable linewidth (below 100 MHz). On the other hand, low power
RF emissions with large linewidths consistent with thermal excitations are observed for pos-
itive currents, a configuration for which STT stabilizes the AP configuration. Note that, the
studied nanopillars have a relatively large diameter (200 nm). Despite the common belief that
smaller pillars (< 100 nm) have a better defined monodomain behaviour, it was observed in
the work performed in this thesis that larger pillars usually depict larger Pout. In fact, recent
results corroborate this observation with an optimal diameter for Pout optimization of 300 nm
[76].
In order to compare the output power of nanopillars with different RA , care must be taken
concerning the impedance mismatch in the acquired spectrum. The emission spectrum of
the MTJ nanopillars is amplified by an amplifier with a 50 Ω input impedance before being
injected into the spectrum analyzer where the spectrum is collected (section 2.7.3). Due to the
resistance mismatch between the amplifier input impedance (RL ~ 50 Ω) and the MTJ, the
measured output power is only a fraction of that actually emitted by the MTJ. The fraction
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Figure 4.3: RF emission characterization. (a) Unmatched power spectral density (PSD) measured at the
amplifier input with Ibias = ± 1.25 mA. (b) Resistance, (c) frequency, (d) linewidth and (e) Pout
as a function of Ibias. The red (blue) points represent the integrated Pout matched to the load
for negative (positive) Ibias, while the black points represent the non-matched power. The
magnetic field was kept constant (200 Oe) in a direction close to the easy axis. (f) Schematic
representation of the experimental setup used for the RF emission characterization.
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of the amplified power depends on the absolute resistance of the MTJ. For this reason, the
output power collected in the amplifier for nanopillars with different resistance values are
not directly comparable. To account for the effect of the impedance mismatch the integrated
matched output power Pout of each device was computed (see section 2.7.3). To that end, for
each measurement of the voltage [V( f )] at a certain Ibias and Hbias, the integrated non-matched
power (Pnon−matched) collected at the amplified input was calculated using:
Pnon−matched =
∫
V2( f )−V20 ( f )
BW · g( f )
1
RL
d f . (4.3)
Here, V0( f ) is the voltage measured at Ibias = ∅, BW the measurement bandwidth (the value
used in these measurements was 3 MHz) and g( f ) the gain of the amplifier. The integrated
matched output power Pout considering the measurement setup circuit is then calculated from
[173]:
Pout = Pnon−matched · [ (R+ RL)
2
4R · RL ]. (4.4)
The effect of this correction can be seen in Fig. 4.3(e). For a nanopillar with a resistance be-
tween 400 Ω and 600 Ω (depending on Ibias), Pout can be larger by a factor of 2 than Pnon−matched
at the amplifier input.
4.5 relation between tmr , RA and Pout
In order to clarify the role of the MgO thickness in the RF emission of the final devices, the
RF emission of a sub-set of the devices represented in Fig. 4.1 was characterized. Figure 4.4(a)
shows the position of the selected devices in the TMR versus RA phase space together with
the maximum measured Pout value which is represented as a colour scale. The size of each
dot encodes the linewidth information at the Ibi as value that maximizes the quality factor
(Q = Pout/Γ) with larger dots representing larger linewidths. It is important to note that
the maximum Pout represented in Fig. 4.4(a) were obtained under different Ibi as values for
different devices. Due to the different impedance values of the patterned nanopillars (which
have all the same area, but different MgO thicknesses) the optimum current that maximizes
Pout depends on the position of the devices on the wafer.
It is clear from Fig. 4.4(a) that Pout is maximized in the RA region between 7.5 - 12.5 Ωµm2.
In this region, Pout is larger by a factor of 5 when compared to that obtained in the ultra-low
RA region close to 1 Ωµm2 which is usually targeted in STNO devices. At a first look, one
could argue that the optimal RA region that maximizes Pout is just the region that displays
higher TMR with the lowest possible RA values. However, if we compare the STNO with the
highest TMR in the region below 5 Ωµm2 (69%) with the oscillator with the lowest TMR in
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a
Figure 4.4: DC and RF electrical characterization. TMR versus RA for all the studied STNOs (circles
with black border correspond to S1 with tCoFeB = 2.0 nm and the circles with dashed red
border to S2 with tCoFeB = 1.4 nm). The color scale of the points represents the maximum
Pout of the RF emission and the size of the points the linewidth for the oscillation with
the highest Q. The inset shows a schematic representation of the deposited MTJ stack. (b)
Simulated Pout at the breakdown voltage, versus RA and TMR (for tCoFeB = 2.0 nm).
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the optimal region (73%) the Pout values are still higher in the optimal region (65 and 121
nW, respectively). Furthermore, despite the fact that there is some variability in the Pout of
oscillators with similar positions in the TMR vs RA plot, the lowest measured Pout value in
the optimal region is always larger than the highest Pout for the small RA samples (below 5
Ωµm2). Therefore, one concludes that, even though lower RA values allow the use of higher
currents that may excite larger oscillations, the decrease of RA is not always the best option to
achieve optimal STNOs. In fact, the higher resistance characteristic of a thicker MgO results
in a larger voltage variation of the oscillator even for similar TMR ratios. A similar conclusion
can be extracted if the Pout for STNOs in the optimum RA region is compared with that
of devices in the larger RA range. This occurs because for more resistive MTJs the Jbreak is
achieved before the excitation of large magnetic precessions, leading to an optimal RA region.
The observed variation of the Pout values likely results from the unavoidable process variability
(small differences in sizes, density of defects or edge roughness). Despite this factor, the large
number of characterized devices allowed us to determine clear trends as a function of RA. This
behaviour was observed and reproduced in the two wedge wafers nanofabricated, despite the
different magnetic configurations (tCoFeB = 2.0 nm for S1 tCoFeB = 1.4 nm for S2).
To further corroborate the observation of an optimal RA region where Pout is maximized,
these experimental results were compared with micromagnetic simulations of the STT-induced
dynamics. The simulations were performed using the object oriented micromagnetic frame-
work (OOMMF) [174] to solve the Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equation[55].
A 2.0 nm thick CoFeB free layer patterned in a 200 nm diameter pillar was considered (match-
ing the stack and geometry of S1 devices). Apart from the geometry, the remaining parameters
that were kept constant in the simulations were: Gilbert damping α = 0.01, free layer moment
Ms = 1.36 × 106 A/m2 and applied field Hbias = 200 Oe. The interfacial perpendicular mag-
netic anisotropy induced by the MgO layer was also taken into account (interfacial anisotropy
constant of 1.5 × 10−3 J/m2 extracted from magnetic measurements).
The free input parameters in the simulations were the TMR and RA, which were swept sys-
tematically within the limits of Fig. 4.4(a). The simulations were performed with a bias current
density of Jbias = Vbreak/RA, which corresponds to the current at the dielectric breakdown of
the MgO barrier. This is the maximum possible current density that can be reached and, the-
oretically, the current that maximizes Pout (within the range of the experimentally achievable
values). In fact, it was verified that, for any given TMR and RA value, the simulations showed
a continuous increase of the precession amplitude with the applied current. The values of this
maximum current were experimentally measured as a function of RA using a ramp procedure
(in a sub-set of devices of Fig. 4.1), in which the applied current was successively increased
until dielectric breakdown is observed. This discrete data set was fitted to a continuous expo-
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nential law Vbreak = V0[1− exp(RA/τ)] which best described the experimental data, with V0
= 1.15 V and τ = 7 Ωµm2.
The Pout delivered to a load with impedance RL was then calculated from the magnetization
dynamics using [69, 73]:
〈Pout〉 ≈ 〈V
2
out〉
RL
=
I2bias∆R
2RL
2(R+ RL)2
. (4.5)
Here, Vout(t) = ∆R · cos(wt)Ibias is the RF output voltage, R stands for resistance of the STNO
and ∆R stands for the peak-to-peak amplitude of the STNO impedance variation during an
oscillation period.
Therefore, the input RA value will set the Ibias used, along with the value of R and ∆R
(this last parameter also depends on the TMR). As for the input TMR value, it has a twofold
influence on Pout. On one hand, ∆R for a given oscillation amplitude is proportional to the
TMR value. On the other hand, the oscillation amplitude for a given current density depends
on the spin current polarization (P) which is also linked to the TMR value. Here, Jullière´s
model [10] was considered to correlate TMR with P [TMR = 2P2/(1− P2)]
During the simulations, the Pout values delivered to a matched load were computed from
equation (4.5) by setting RL = R with the result of this procedure being plotted in Fig. 4.4(b).
Remarkably, the optimal RA region where Pout is maximized was also observed in the sim-
ulated case, although with the optimal region occurring for smaller RA values (maximum
around 8 Ωµm2). The calculated Pout values (up to 100 nW) are also lower than the ones that
were experimentally measured (up to 200 nW). A part of this discrepancy can be attributed to
the thermally-induced precessions that were neglected in the simulations. Note that an overall
increase of the magnetization oscillation amplitude would increase Pout more significantly for
larger RA values, moving the optimal RA region to values closer to the experimental data.
Nevertheless, the simulations corroborate the observation of an RA region that maximizes
Pout.
4.6 critical current densities for stt
To achieve very large amplitude oscillations before the dielectric breakdown of the MTJ, a
very low critical current density for STT-induced magnetic precession JSTT is required. In
fact, it was shown theoretically that Pout increases with J/JSTT [94]. The fact that STT excited
oscillations are observed in the full measured RA range is surprising. Since these oscillations
can only be obtained when the condition JSTT < Jbreak is met, the observation of oscillations
even for RA values of ~ 40 Ωµm2 can only be understood if, in this large RA range, JSTT is
unexpectedly small or Jbreak is unexpectedly large.
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The values of JSTT can be calculated by identifying the deviation from the linear dependence
of the inverse power on the bias current. An example of this derivation is plotted in Fig.
4.5(a), where the value of the critical current density JSTT was extracted by extrapolating
the inverse power times the current squared (I2bias ⁄Pout → 0). JSTT can be derived using the
relation (J2bias ⁄Pout) ∝ (JSTT − Jbias), valid in the thermally activated region and noting that,
as the inverse power approaches zero, Jbias → JSTT [84, 94]. Thus, JSTT is determined by the
x-axis intercept with the linear fit in the thermally excited region. In Figs. 4.5(b) and (c) the
calculated values of JSTT are shown as a function of RA and TMR, respectively. From the
RA dependence of S1 [Fig. 4.5(b); red triangles] one can observe that JSTT sharply decreases
by 2 orders of magnitude as the MgO thickness is increased. In fact, the TMR dependence
[Fig. 4.5(c)] indicates that large TMR values, characteristic of continuous MgO barriers, depict
significantly lower values of JSTT with smaller error bars (note the logarithmic scale). The
values of JSTT obtained for S2 (blue circles) corroborate the observed tendencies but with larger
values of JSTT . Further work is still required to understand the reason of this discrepancy.
In the macrospin approximation, the critical current density for STT oscillations JSTT can be
written as [74]:
JSTT =
2eµ0Msαd
h¯
(
Me f f
2
+ Hbias) · 1P , (4.6)
where e is the charge of the electron, µ0 is the permeability of free space, h¯ the Planck constant,
Ms the magnetization saturation, α the Gilbert damping constant, d the thickness of the free
layer, Me f f the effective demagnetizing field (given by the demagnetizing factor minus the
interface perpendicular magnetic anisotropy) and P the spin polarization.
The value of JSTT is expected to be inversely proportional to the spin polarization of the cur-
rent [Eq. (4.6)]. Jullière´s model was used to correlate the TMR with the spin polarization and,
in conjugation with Eq. (4.6), the expected trend of JSTT as a function of TMR was estimated.
This was performed, using the value of JSTT measured for S1, with the calculated trend repre-
sented by the green line in Fig. 4.5(c). Despite the fact that the predicted trend indeed reveals
a decrease of JSTT with TMR, the experimentally observed dependence is not completely con-
sistent with the model. The discrepancy between the model and the experimental data can be
attributed to different effects not accounted for in this simple model. As a first possibility, the
TMR value used in the model was measured at low bias and decreases for higher bias voltages.
It is expected that in conditions consistent with STT excitations the spin polarization of the
current being injected in the free layer decreases compared to the low bias condition. However,
this decrease in the spin polarization under STT conditions should be more pronounced for
devices in the large RA range when compared to devices in the low RA range (which have
lower breakdown voltages and therefore a smaller TMR decrease with increasing Ibias). So this
effect should have a contribution which opposes the trend observed experimentally. Either
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Figure 4.5: Critical current density for STT-induced oscillations. (a) Example of the determination of the
critical current by the x-axis interception of the linear fit of I²/P in the thermally activated
region. Calculated values of JSTT as a function of (b) RA and (c) TMR for tCoFeB = 2.0 nm
(red triangles) and tCoFeB = 1.4 nm (blue circles).
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this effect has a small contribution or there are some other factors playing a more important
role. A second possibility consists on the HF which depends on the MgO thickness due to
the orange peel coupling. The HF field is larger for thinner barriers, and it can easily reach
values of the order of 100 Oe near the 1 Ωµm2 range (see section 4.3), which is comparable
to the applied field Hbias = 200 Oe, meaning that the effective field acting on the free layer
can have a non-negligible dependence on RA as well. However, this effect is expected to be
small since HF is around one order of magnitude smaller than the effective demagnetizing
field. Finally, as discussed previously, the data of Fig. 4.1 indicates that for devices with RA <
10 Ωµm2 there are intrinsic defects in the MgO barrier which provide alternative conduction
channels dominated by transport mechanisms other than tunneling [167]. Only the fraction of
current which crosses the MgO barrier through tunneling is described by the Jullière model.
In the presence of such defects, the fraction that is not described by the Jullière model and
does not conserve the spin of the electrons increases as RA decreases. This is perceived as a
decrease in the spin polarization which results in larger JSTT values compared to a scenario
where spin conservative tunneling is the only transport mechanism. This effect is consistent
with the mismatch observed in Fig. 4.5(c), although a better understanding of the different
transport mechanisms and the fraction of current carried by each of them is required for a
quantitative analysis.
4.7 operational window
For STNOs to reach commercial applications it is important to have a large Pout and a small
bandwidth but also stable devices that achieve large oscillations for safe conditions with cur-
rents well below breakdown. To determine this range of operation, in Fig. 4.6 it is depicted
the current density values at which the Q factor is maximized (white diamonds) along with
Jbreak (red circles) and JSTT (blue triangles) for each STNO characterized in wafer S1.
For low RA values (below 5 Ωµm2) the current density that optimizes Q and the Jbreak
values are quite large. However, the JSTT values are also significantly large so that the region
for STNO operation (STNO region) is particularly thin. The reason for this is that despite the
large Jbreak, the breakdown voltage (Vbreak) is smaller in this region. In fact, while for RA values
bellow 5 Ωµm2 one has Vbreak ≈ 0.35 V (due to the presence of small defects in the insulating
layer), above 5 Ωµm2, Vbreak increases to ~ 1 V. As RA increases, the MgO barrier gets thicker
and its quality improves (more continuous and better defined crystalline texture), the voltage
endurance of the MTJ is higher and simultaneously the values of JSTT get significantly lower.
As a result, although the maximum current density endured by the tunnel barriers decreases
with RA, the value of JSTT also decreases but at an even faster rate which results in a broader
STNO operating region. Moreover, the higher resistance of these MTJs gives rise to larger
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Figure 4.6: Range of operation of STNOs. Critical current density for STT-induced oscillations JSTT
(blue triangles), breakdown current density Jbreak (red dots) and current for which the high-
est Q is achieved (white diamonds). The lines are splines fitted to the data separating the
region without STT effects (dark gray), the STNO region (light gray) and the breakdown
region (white). The considered sample was S1 with tCoFeB = 2.0 nm.
voltage variations for the same magnetic precession amplitude leading to larger Pout values
observed in the intermediate RA region.
From Fig. 4.6 one can also see that, for lower RA, the values of current that maximize Q are
closer to the bottom limit of the STNO region whereas for higher RA they are closer (or even
coincident) to the breakdown current. In Fig. 4.7, the characteristic resistance as a function of
Ibias for two MTJs, one with thin MgO and another with MgO with intermediate thickness, are
shown (constant field of 200 Oe; AP state). It is clear that, depending on the MgO thickness,
different breakdown mechanisms take place. In the case of the thinner MgO, the breakdown is
caused by increasing the size of defects or pin-holes (notice the more accentuated decrease of R
after ~ - 4.75 mA). On the other hand, for thicker MgO, a sharp breakdown is observed, caused
by dieletric rupture [167]. Furthermore, in the case of the thinner MgO, the value of current
that leads to the highest Q and Pout occurs before the current breakdown (in agreement with
Fig. 4.6). This can be caused either by the slower MgO degradation that progressively reduces
the quality of the RF emission or because the oscillation with largest amplitude is achieved
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Figure 4.7: Breakdown mechanisms. Resistance as a function of the Ibias for a MTJ with thin MgO (black
squares) and one with intermediate MgO thickness (white diamonds).
before breakdown. For the thicker MgO layers, the peak power increases until breakdown is
reached, which indicates that the magnetic precession with largest amplitude was not achieved
up to that point. This means that, for RA values above ~ 20 Ωµm2, only small amplitude
oscillations can be achieved before Jbreak, leading to a new decrease of Pout and confirming the
optimal RA region between 7.5 and 12.5 Ωµm2.
4.8 open prospects
Despite the large effort of the STNOs community to work in the lowest possible RA range,
this work presents a consistent set of data showing that thicker MgO barriers increase the Pout
of these oscillators. From an application point of view this is a twofold advantage, since Pout
is increased and thicker and more homogeneous MgO barriers have less defects and higher
reproducibility. This optimal RA region is situated within 7.5 - 12.5 Ωµm2 where Pout values
up to 200 nW were observed, which are a factor of 5 larger than those obtained from devices
with RA ~ 1 Ωµm2. The results were corroborated by micromagnetic simulations and by a
second fabricated MTJ incorporating an MgO wedge, both depicting the optimal region for
maximized Pout. The main fact responsible for this large output is the low JSTT (down to 1.17
× 105 A/cm2) obtained for the more continuous and crystalline MgO. Further investigation is
still required to fully understand the mechanisms responsible for the ultra-low values of JSTT.
Another worthwhile aspect of the results shown here is that the intermediate thickness of the
MgO barrier can be applied to different STNOs geometries. The increase of the MgO thickness
4.8 open prospects 127
had no other discernible impact in the main operational figures of merit of the STNOs apart
from the increase of Pout (frequency of operation and linewidth remained unchanged). It is
therefore expected that the reported Pout increase in the intermediate MgO thickness range can
have a cumulative effect when combined with other improvements of magnetic nature (such as
vortex oscillators, STNOs incorporating perpendicular magnetic anisotropy or perpendicular
polarizers) or device configurations (synchronized oscillators) that are also known to result in
an increase of Pout when compared to homogeneous in-plane magnetization STNOs.

5
ALTERNAT IVE GEOMETR IES FOR OSC ILLATORS
Magnetic tunnel junction (MTJ) nanopillars with homogeneous magnetization were the main
structures studied in the scope of this thesis. Nevertheless, the performance of other types of
geometries (e.g. point-contacts) and magnetic configurations (e.g. magnetic vortices) as spin
transfer nano oscillators (STNOs) have also been broadly studied. In this chapter, we will elab-
orate on these different configurations for STNOs. In particular, a novel geometry consisting
on nanopillars with point-contacts for current confinement was developed. Such geometry im-
plied some changes to the process described in Chapter 3. This changed process was success-
fully implemented and these novel structures fabricated. However, an undeniable conclusion
of the effect of these nano-constrictions was hampered by the low yield and TMR obtained
in this sample. Further work is thus still necessary to conclude if this geometry holds a sig-
nificant advantage. Moreover, STNOs based on vortex magnetization were also successfully
implemented. The conditions for the vortices formation (NiFe thickness and MTJ diameter)
were unveiled. The measured vortex-based oscillators depicted output powers (Pout) 1.49 µW
in conjugation with a small linewidth of 0.94 MHz at a frequency of 265 MHz. Hence, these
oscillators cover a different frequency range and can be used as a complementary technology
to STNOs based on homogeneous magnetization.
5.1 nanopillars with point-contacts for current confinement
STNOs can be classified according to their electrical, magnetic and geometrical properties.
Regarding the electric part, spin valves [61, 175, 176, 177] or MTJs [69, 84, 85, 81, 166, 79]
can be used to retrieve an electrical signal from the current-induced oscillations. The main
advantage of spin valves is their easier fabrication process, but higher Pout can be obtained
using MTJs depicting high tunnel magnetoresistance ratio (TMR). The magnetic optimization
is also of fundamental importance to the optimization of STNOs. Some configurations can be
used such as the magnetic vortex configuration [68, 88, 139, 178, 105] and the homogeneous
magnetization [84, 85, 81, 179]. The magnetic vortices, that will be studied in the next section,
allow a higher ratio between Pout and linewidth (quality factor; Q) but their low frequency
(below 1 GHz) is not suitable for most applications. The most common is the one based
in in-plane (IP) homogeneous magnetic configuration. This configuration generates a high
frequency but is usually associated with smaller amplitude and broader linewidth [61, 137].
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Figure 5.1: Alternative geometry for STNOs. Nanopillar with point-contact for current confinement.
It was demonstrated that the incorporation of magnetic layers with perpendicular magnetic
anisotropy (PMA) leads to a decrease of the signal linewidth [84, 85]. Concerning STNO ge-
ometry, nanopillars [84, 85, 81] or point contacts [156, 159, 83, 180] can be used (see section
1.9.1). The nanopillars usually lead to a higher amplitude signal while the linewidth is usually
smaller in structures incorporating point contacts. However, since MTJs are more resistive than
spin valves, ballistic electron transport is difficult to achieve and the current spreads along the
ferromagnetic (FM) mesa decreasing the current density. Therefore, point contacts are mainly
used in spin valves but, in principle, can also be implemented in MTJ stacks depicting low
resistance × area product (RA). In fact, a particular case of the point-contact geometry (the
“sombrero-shaped” point-contact) was incorporated with an MTJ stack leading to a large Pout
up to 2 µW [75]. Nevertheless, results with MTJs with a point-contact geometry are still scarce.
The point-contact geometry also has the advantage to use the same FM mesa that facilitates
the oscillator synchronization leading to an increased Q [105, 165, 62, 104, 106].
The nanofabrication processes used to obtain these geometries can also induce defects that
deteriorate the magnetic and electrical properties of the STNOs. In the case of the nanopillar
based-STNOs this effect is more drastic due to defects and redeposition generated during the
nanopillar definition [116, 151, 150] (see chapter 3). However, the increased confinement of
the current is advantageous when compared to the point-contact geometry, at least in MTJs.
In this section, a hybrid structure consisting of a nanopillar with a point contact on top (Fig.
5.1) is proposed. Such a structure has a twofold advantage: (1) the smaller nanocontact on
top of the pillar will increase the current density, maximizing the STT effect; (2) since the
current is focused in the central part of the MTJ, the lateral sides of the pillar, which are
more damaged during the etching process, will have a smaller contribution for the generated
voltage. Note that, from a technical point of view, smaller point-contacts are easier to achieve
than nanopillars since a thinner layer of e-beam resist can be used. Micromagnetic simulations
of the current distribution of this hybrid geometry were performed [181]. The used geometry
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(a) (b)
Figure 5.2: Micromagnetic simulations of a current passing through a nanopillar with point contact. (a)
Used geometry and (b) current profile within the pillar [181].
(similar to the dimensions and stack of the fabricated sample) is shown in Fig. 5.2(a). Figure
5.2(b) shows the simulated radial current distribution in the MTJ region, indicating that the
current will be confined to the central region of the pillar after passing through the point-
contact. These simulations suggest that ballistic electron transport occurs for low RA MTJs.
Therefore, we expect the increased current density in the less damaged region of the MTJ to
excite a large and coherent magnetic precession that might lead to a larger Pout in conjugation
with a smaller linewidth.
5.1.1 Nanofabrication of nanopillars with point contacts
The fabrication scheme used to obtain these structures consisted on the definition of an in-
sulating layer with a nano-sized hole (point-contact) on top of an MTJ stack and only then
proceed to the nanopillar definition. The deposited stack was: [5 Ta / 25 CuN]×6 / 5 Ta / 5 Ru
/ 20 IrMn / 2 CoFe30 / 0.85 Ru / 2.2 CoFe40B20 / 0.5 CoFe30 / MgO [9.8 Ωµm2] / 0.5 CoFe30
/ 2 CoFe40B20 / 10 Ta / 7 Ru (thicknesses in nm). After the stack deposition we deposited
two extra layers: 15 TiWN / 10 Al2O3. The objective of this bilayer is to define the point con-
tacts while stopping in a conductive layer (Ru oxide is still conductive). After this deposition,
e-beam lithography was performed to define the point-contact structure. The simplest way to
define the nanoholes would be by using positive resist (the exposed area during lithography is
removed). However, the positive resist used in INL (PMMA) had very small selectivity to the
physical etching and would be etched away before the nanoholes would be formed. Therefore,
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(a) (b)
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Figure 5.3: SEM characterization of the point contact definition. Nanoring structure with a hole of 100
× 100 nm2 after (a) e-beam lithography and (b) ion milling with an incident angle of 20˚
until the Ru below the Al2O3 and the TiWN layer. E-beam lithography of the pillar on top
of a point contact (60 × 60 nm2) with the dimensions of (c) 100 × 100 nm2 and (d) 100 × 300
nm2.
a negative resist was used to define a nanoring structure and use its hole as the point contact.
The e-beam conditions had to be optimized and a different dilution (ARN7520 1+4) and dose
(350 µCcm2) were used in order to obtain the nanoring structure with a well-defined hole [Fig.
5.3(a) for a 100 nm hole]. The etching was performed using high energy conditions but with
an incident angle of 20˚ with the normal direction of the sample. This angle was optimized to
allow the etching inside the nanoscopic hole without redeposited material on its edges. The
etching was performed until the signal of Ru was reached. Note that the majority of the signal
comes from outside the nanoring structure and the etching rate inside the hole is smaller due
to the constriction. Therefore, the hole might be in the TiWN layer or even closed. Thus, the
TiWN layer allows a safer margin for the etching stopping point in a conductive layer. After
etching and resist strip (plasma asher), the structure of Fig. 5.3(b) was obtained.
5.1 nanopillars with point-contacts for current confinement 133
The ion beam planarization (IBP) step will require the use of a capping layer. Therefore,
after the definition of the point-contacts a bilayer consisting of 150 AlSiCu / 15 TiWN was
deposited. Afterwards, a new e-beam step (with the standard conditions; section 2.3.3) was
performed to define the nanopillars. Figures 5.3(c) and (d) show the structure after e-beam
lithography for two different pillar sizes. Despite the deposition of the thick capping layer,
the profile of the nanoring structure defined previously is still visible. Moreover, a remarkable
alignment between both e-beam lithographies could be achieved with the pillars defined on
top of the point-contact.
The following step consists in the definition of the pillar by etching through the capping
layer, the Al2O3 nanoring, the MTJ stack and finishing within the bottom contact. The objective
of this etch is to obtain a structure as the one schematized in Fig. 5.1. However, since we had
already defined nanostructures with different materials (and different etching selectivities)
the final structure displays different steps [Fig. 5.4(a)-(c)]. It is clear that the nanorings defined
previously passed their profile due to the slower etch rate of Al2O3 when compared to metals.
However, it is only necessary for the MTJ to be restricted to the pillar region. In Figs. 5.4(d)
and (e) we show cross sectional images of the structure showing that the MgO barrier is in
fact confined to the nanopillar (despite the larger profile obtained in the bottom contact).
5.1.2 DC measurements of pillars with and without point-contacts
After finishing the nanofabrication process the transfer curves of the fabricated MTJ devices
were measured and the RA and TMR values extracted. Both standard nanopillars (without
constriction) and nanopillars incorporating a point-contact were fabricated. Both structures
could be easily obtained in the same wafer just by not performing the first e-beam lithography
for the structures without point contacts. In Fig. 5.5 we depict the TMR vs RA for all the
measured devices (with different pillar sizes ranging from 100 × 100 to 200 × 300 nm2). Two
features are clear from this plot: (1) a relatively low TMR was achieved (below ~50%); (2) there
are significantly more functional standard pillars than pillars incorporating a point-contact.
Since the RA values of the MTJs are close or higher than the nominal value (9.8 Ωµm2) the
sidewall redeposition does not seem to be responsible for the low TMR observed. Furthermore,
in the TEM image of a non-functional device [Fig. 5.4(e)] one can verify that the top part of the
pillar is not open, on the contrary, it is involved in the Al2O3 matrix leading to an open circuit.
The fact that some of the MTJs with point-contacts were operational indicates that some of
the MTJs with point contacts were open on top. In fact, in Fig. 5.4(d) we show one of these
functional devices. Despite the fact that the top part of the pillar is already thinner due to the
extensive etching [as can also be seen in Fig. 5.4(c)], the opening of the pillar could still be
achieved in some cases. This indicates that the IBP step was performed in the limit, leading
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Figure 5.4: Nanopillars with point-contacts. SEM characterization after the nanopillar definition
through etch of pillars with (a) 100 × 100, (b) 100× 300 and (c) 200× 200 nm2. (d) SEM cross
section of a functional pillar with a point-contact. (e) TEM cross section of a non-functional
pillar with point-contact.
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Figure 5.5: Static electrical measurements. TMR vs RA plot for all the measured functional devices
(with different sizes). The black dots are standard pillars (without point contacts) and the
red dots pillars incorporating point contacts.
to functional devices in some cases, open circuits in others and an overall increase of the RA
and decrease of the TMR. More precisely, the case of pillars slightly open after planarization is
equivalent to a resistance in series that increases the RA and reduces the TMR. Furthermore,
it was also verified that all the nanopillars with point contacts smaller than 100 × 100 nm2 led
to open circuits. Thus, during the nanoring definition, the holes with dimensions below 100
× 100 nm2 were not completely open. In spite of the significantly smaller number of devices
with point-contacts, the TMR vs RA trend is similar. This indicates that, in the case of the
open point-contacts, the devices seem to be functional both electrical and magnetically.
5.1.3 Effect of the point-contact on STNOs
After the characterization of the static electric and magnetic properties of the fabricated de-
vices, a DC current was injected in some of the MTJ structures and the generated RF electrical
signal was studied. This RF emission characterization was performed in both standard pillars
and pillars with point-contacts. The objective of this study was to verify if the nanoconstriction
is indeed beneficial for STNOs due to their increased current density and current confinement
to the central (less damaged) region of the pillars. One also has to consider that the nanofab-
rication process has some associated variability due to magnetic domains, grains, defects of
the MgO barrier, defects induced by the etching process, etc. Therefore, a full comparison
between different types of oscillators requires some statistics. However, the small overall TMR
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and the low number of functional nanopillars with point-contacts hampered a deep statistical
analysis. Nevertheless, we were able to select three pillars with different geometries: 200 × 300
nm2 and 100 × 150 nm2 standard pillars and 200 × 300 nm2 pillars with 150 × 150nm2 point-
contacts. The pillars with 200 × 300 nm2 with and without constriction allow us to compare
directly the effect of the constriction. The smaller standard pillars (100 × 150 nm2) allow us
to verify if a larger pillar with a constriction is advantageous when compared to a pillar with
dimensions identical to the constriction size. Note that a relatively large pillar size (200 × 300
nm2) was studied so that the contrast between standard pillars and pillars with constriction
would be enhanced. The smaller standard pillars (100 × 150 nm2) do not have the same size
as the studied constriction (150 × 150 nm2) to minimize the effect of different aspect ratios of
the studied pillar sizes.
Table 5.1 depicts the DC electrical properties [TMR, RA and breakdown current (Ibreak)],
along with the RF electrical properties [frequency, linewidth and maximum matched output
power (Pout)] of the characterized STNOs for each geometry (along with the average values).
The different MTJs lie within the same TMR and RA region so that a straightforward com-
parison could be performed. The dynamic measurements were all performed with the same
applied field of 200 Oe with a small tilting to maximize the microwave emission. Despite some
variation of the measured parameters for the same geometry, the average values allow us to
extract some trends. For instance, Ibreak is higher for the 200 × 300 nm2 standard pillars than
the other geometries. However, if we calculate the current density for breakdown (Jbreak), for
the larger standard pillars we obtain 4.08×106 A/cm2 while for the smaller ones we obtain
7.87 × 106 A/cm2. If now we consider that the effective dimension of the pillar with the con-
striction is 200 × 300 nm2 (pillar dimension) we obtain a Jbreak value of 3.20 × 106 A/cm2,
which is smaller than the one of both the standard pillars. On the other hand, if we consider
that the effective dimension is the one of the nanoconstriction (150 × 150 nm2), we obtain 8.53
× 106 A/cm2, which is larger than both standard pillars. Thus, it is likely that the effective
dimension of the current within the pillar with the point contact is in between the one of the
pillar and the one of the constriction.
Due to the low TMR values of the MTJs (consequence of the incomplete planarization),
a low average Pout (in the tens of pW range) and large linewidth (above 300 MHz) were
obtained. Only in one MTJ pillar with the 100 × 150 nm2 a smaller linewidth (120 MHz) was
achieved. This coherent precession at larger frequency (6.30 GHz) was not observed in any
other case. However, even in this case, Pout was limited below the nW range (0.370 nW). In
Fig. 5.6(a) we show the evolution of Pout as a function of Ibias for the cases with largest output
(MTJ1) for each geometry. The smallest standard pillar was the one that led to the largest
Pout (with the smallest linewidth). This is consistent with the monodomain precession that
is more likely to occur at smaller dimensions. However, we should point out that only one
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Geometry Parameters MTJ1 MTJ2 MTJ3 Average
TMR (%) 17.79 17.65 12.96 16.13
RA (Ωµm2) 11.75 10.92 15.00 12.56
200 × 300 nm2 (standard pillar) Ibreak (mA) 2.70 2.75 1.90 2.45
Frequency (GHz) 2.67 4.74 3.64 3.67
Linewidth (MHz) 267 306 372 315
Pout (pW) 156.3 94.3 43.9 98.2
TMR (%) 13.33 16.73 12.19 14.08
RA (Ωµm2) 13.21 11.48 15.87 13.52
200 × 300 nm2 (with constriction) Ibreak (mA) 1.95 1.95 1.85 1.92
Frequency (GHz) 3.49 4.80 5.18 4.49
Linewidth (MHz) 418 356 381 385
Pout (pW) 108.2 66.7 56.4 77.1
TMR (%) 16.52 15.55 13.89 15.32
RA (Ωµm2) 18.58 5.37 18.52 14.15
100 × 150 nm2 (standard pillar) Ibreak (mA) 0.9 1.5 1.15 1.18
Frequency (GHz) 6.30 3.63 2.28 4.07
Linewidth (MHz) 120 411 390 307
Pout (pW) 370.4 61.8 26.2 152.8
Table 5.1: Measured parameters (TMR, RA, Ibreak, frequency, linewidth and Pout) for three STNOs (and
their average) for each geometry.
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Figure 5.6: RF emission characterization. Comparison between the different studied MTJ pillars (stan-
dard pillars with 200 × 300 and 100 × 150 nm2 and pillar with 200 × 300 nm2 with a
nanoconstriction of 150 × 150 nm2). (a) Integrated matched output power and (b) spectra
for the largest output case for each geometry.
of the three measured MTJs with these dimensions led to this well-defined emission (MTJ2
and 3 led to results similar to the ones obtained with the other geometries). As for the pillars
with dimensions of 200 × 300 nm2, in the case of the pillar with point contact, Pout increases
more sharply with Ibias, but, since Ibreak is smaller, a larger Pout is obtained in the case of the
standard pillar. Figure 5.6(b) shows the measured spectra for each geometry at the Ibias values
that maximized Pout. The RF emission arising from the smallest standard pillar is clearly larger
and with a smaller linewidth than the remaining cases. A larger signal was obtained in the
case of the larger pillar without constriction which is mainly related with the larger Ibreak.
5.1.4 Challenges for future point-contact based geometries
In summary, in this section a nanofabrication scheme to obtain nanopillars with point contacts
for current confinement was demonstrated. The nanofabrication process was successfully im-
plemented and functional MTJ pillars with point contacts (down to 100 × 100 nm2) obtained.
However, the yield of the process was low with most of the structures depicting open circuits
(due to closed point contacts and incomplete IBP). The incomplete planarization also led to
an increase of the RA and decrease of the TMR.
5.2 magnetic vortex oscillators 139
Due to the limited TMR of the fabricated MTJs and the relatively large dimensions and low
yield of the functional nanoconstrictions, it is difficult to conclude if the point contact on top
of a nanopillar is indeed beneficial for STNOs. The results seem to suggest a sharper increase
of Pout with Ibias in the case with the point-contact. However, this variation might be within the
dispersion of the results. As future directions to verify the effect of the point contact, it would
be valuable to optimize the process to obtain smaller open point contacts (e.g. longer etching
times during the nanoring definition). Furthermore, a thinner metallic layer between point
contact and MTJ would perhaps minimize current dispersion within the pillar, regardless of
the fact that the simulations indicate that the current is still confined with the used thickness
(10 Ta / 7 Ru / 15 TiWN). Despite the fact that an intermediate RA is expected to increase Pout
(see chapter 4), in this case it might be useful to use a smaller RA in order to allow a more
ballistic current transport (leading to a smaller spreading of the current). Moreover, note that
for the AP alignment (that maximizes Pout), negative current values (electrons from bottom
to top) lead to a STT in the direction that enhances the precession. However, in the used
geometry, the point contact is on top of the MTJ, minimizing the effect of the nanoconstriction
for this current polarity. It was verified that the RF emission was not improved by using
the P magnetic configuration and reversed current polarity. Finally, as a proof of concept of
the point-contacts, perhaps the best strategy would be to use micrometric sized pillars. In
such large structures, the current densities achieved without point-contacts would lead to
negligible current-induced magnetic dynamics. Thus, we would be able to pinpoint the effect
of the nanoconstriction and, only then, move to nanosized pillars with point-contacts on top.
5.2 magnetic vortex oscillators
In all the STNOs previously discussed in this thesis, the FM layers depict homogeneous mag-
netization. In that case, the STT induces the magnetization dynamics that can be approximated
to a macrospin precession [49] (neglecting inhomogeneties and magnetic domains). An alterna-
tive approach consists of using the STT-driven motion of a magnetic vortex to generate the RF
signal (see section 1.8) [105, 68, 178, 52]. This magnetic configuration consists of a curling spin
structure in the plane of the magnetization around a central region (core), where the magnetic
moments are pointing out-of-plane (OOP) to avoid creating a singularity. The STT effect leads
to a circular motion of the vortex core around its equilibrium position that generates a varia-
tion of the average magnetization of the free layer that results in an RF voltage variation [182].
This oscillation mode leads to very small linewidths (<1 MHz) in conjugation with a large
Pout (in the µW range) [182, 54, 183]. On top of that, the STT-induced vortex oscillations depict
a “textbook” behaviour in good agreement with the theoretical models [68, 184]. However,
the oscillation frequency is limited to the sub-GHz range which is a less interesting range for
140 alternative geometries for oscillators
technological applications. Nevertheless, novel approaches to excite higher frequency modes
[185] and for RF sensor applications [178] have recently emerged. Another issue with vortex-
based STNOs concerns the large OOP magnetic fields necessary to excite large oscillations
and thus maximize Pout [68]. A solution to this problem consisted in the incorporation of a
perpendicular polarizer that led to the achievement of large powers (0.6 µW) without an ap-
plied magnetic field [88]. Another configuration, consisting of a double vortex structure (i. e. a
non homogeneous polarizer), showed narrow linewidths at zero field [186, 187]. Furthermore,
relevant results concerning the synchronization of vortex oscillators have been also achieved
[105, 108, 188].
The objective of the work described in this section was to use the developed nanofabrication
process (Chapter 3) to obtain vortex-based STNOs. The goal was to demonstrate the feasibility
of the vortex configuration, opening the prospect for future work performed with vortex-
based STNOs. To achieve this structure, a soft FM with a weak magneto-crystalline anisotropy
(such as NiFe) has to be incorporated in the magnetic stack. Two samples, whose main differ-
ence is the NiFe thickness (7 and 15 nm) on top of a high quality MTJ, were deposited and
nanofabricated. From the measured transfer curves we explored the conditions (pillar size
and NiFe thickness) that led to the vortex configuration. Moreover, preliminary RF electrical
measurements of the fabricated vortex-based STNOs were performed. Large Pout values (1.49
µW) with a small linewidth (0.94 MHz) at a low frequency (265 MHz) were achieved. Hence,
in this section we demonstrated both the feasibility of the vortex STNOs and the transversality
of the nanofabrication process.
5.2.1 Magnetic stack for magnetic vortices
For the magnetic vortex configuration to be achieved, a NiFe layer was incorporated in the
deposited stack. On top of that, an MTJ depicting large TMR was also used to retrieve a large
Pout from the STT-induced magnetic oscillations. Moreover, the conditions to achieve magnetic
vortices depend on both the nanopillar radius and NiFe thickness (see Fig. 1.10). Thus, some
stack and pillar size optimization is required to achieve vortex-based STNOs. To fulfill this
goal, two different stacks were deposited: (S1) 3 Ta / 30 CuN / 5 Ta / 20 PtMn / 2 CoFe30 /
0.85 Ru / 2.2 CoFe40B20 / 0.5 CoFe30 / MgO [1.45 Ωµm2] / 0.5 CoFe30 / 2.0 CoFe40B20 / 0.21
Ta / 15 NiFe / 10 Ru /10 Ru / 150 CuN / 30 Ru and (S2) 5 Ta / 50 CuN / 5 Ta / 50 CuN / 5
Ta / 5 Ru / 6 IrMn / 2.6 CoFe30 / 0.85 Ru / 1.8 CoFe40B20/ MgO [2.83 Ωµm2] / 2.0 CoFe40B20
/ 0.2 Ta / 7 NiFe / 10 Ta / 30 CuN / 7 Ru (thicknesses in nm). Despite small differences
between the stacks, the most relevant variation is the thickness of the NiFe layer where the
vortex state will be generated. The thin Ta layer (0.2 nm) between the MTJ and the NiFe was
used so that the vortex state of the soft FM (NiFe) is induced in the free layer magnetization.
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Figure 5.7: Magnetization curves of the stacks as a function of the IP magnetic field (prior to nanofab-
rication).
Thus, a vortex configuration can be achieved in conjugation with the high TMR characteristic
of epitaxial CoFeB/MgO/CoFeB MTJs. The standard annealing (330 ºC under 1 T for 2 h) was
applied to both stacks.
In Fig. 5.7 we show the magnetization curves of both stacks with applied IP fields (prior to
nanofabrication). In both cases the NiFe layer is coupled with the free layer of the MTJ. Thus,
in the case of the thickest NiFe layer (S1) there is a larger magnetization jump at low fields
(free layer + NiFe magnetization rotation). As for the synthetic antiferromagnets (SAFs), the
one used in S2 (6 IrMn / 2.6 CoFe30 / 0.85 Ru / 1.8 CoFe40B20) showed an increased stability
when compared to the one used in S1 (20 PtMn / 2 CoFe30 / 0.85 Ru / 2.2 CoFe40B20) since
its rotation occurred for larger magnetic fields. Note that for the vortex state to appear, the
MTJ nanofabrication is required and thus further information about the vortex formation is
difficult to extract from the magnetization curves of unpatterned stacks.
5.2.2 Transfer curve signature of magnetic vortices
Both MTJ stacks (S1 and S2) were then nanofabricated into pillars of several sizes and their
transfer curves measured. In Fig. 5.8 we show the TMR and RA extracted for the circular MTJs
with diameters d ranging from 80 up to 500 nm for (a) S1 and (b) S2 (the same scales were used
in both cases to facilitate the comparison). In the case of S1 [Fig. 5.8(a)], the smaller nanopillars
have a well defined RA and a TMR ranging from 25 to 80%, while the bigger ones depict an
increasing RA and a small TMR. To clarify the reason for the latter behaviour, in Fig. 5.9(a) we
depict a typical transfer curve of this low TMR and high RA region, showing that complete
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Figure 5.8: DC electrical characterization. TMR vs RA map of the measured circular MTJs of samples
(a) S1 and (b) S2 (applied magnetic IP field up to 200 Oe).
switching was not achieved (within the maximum field of 200 Oe). Note that the plotted RA
values correspond to the lowest resistance state (P state in the case of complete switching),
but since the magnetic reversal was not complete, the minimum resistance was not achieved
and thus the measured RA is higher. Therefore, these measured values of RA and TMR are
not the actual MTJ values. To confirm this hypothesis of incomplete switching, the transfer
curves of some larger MTJs, falling in this region of high RA and low TMR, were measured
with a manual setup with larger fields (up to 1.6 T). Figure 5.9(b) shows that in fact the full
magnetic reversal of the free layer could be obtained with larger fields. However, the fact that
these measurements were performed with 2-point contacts and the low statistics hamper a
direct TMR comparison. Such a pronounced incomplete switching was not observed in S2
[Fig. 5.8(b)]. In the region with well defined RA (observed for both S1 and S2; below 3 Ωµm2),
there is also a significant variation of the TMR values. The reasons for this TMR variation
are some incomplete switching and sample variability. A higher average TMR and a better
defined RA were obtained in sample S2. Note, however, that in S2 the larger MTJs led to the
highest TMR. In the case of S1, the larger pillars depicted incomplete switching, it is thus
likely that a higher TMR would be achieved for the larger MTJs of S1.
Let us now focus on the measured transfer curves where complete magnetization switch-
ing was obtained (S1 will be considered). In some cases, a sharp switching characteristic of
homogeneous magnetization is observed [Fig. 5.9(c)]. In these cases, the magnetization of the
free layer is homogeneous and a direct transition from the AP to the P state is induced. Other
transfer curves, however, show a different behaviour [Fig. 5.9(d)]. In these cases, between the
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AP and the P state, there is a linear resistance region where the vortex state is formed. Note
that the net magnetization of a vortex is close to zero and thus the resistance of this state is
in between the ones of the P and AP states. For a certain value of applied magnetic field, the
vortex magnetization is destroyed and the free layer becomes homogeneous along the field
direction. Note that the vortex configuration (but with some coercivity) was also achieved in
the case of the larger pillars [Fig. 5.9(b)]. The vortex states could be achieved in both S1 and
S2, although, some differences between the transfer curves obtained in each sample were ob-
served. In Fig. 5.10 a typical transfer curve with vortex formation measured in S2 is shown. A
large field range for the vortex formation was obtained, indicating that stable vortices could
be achieved with tNiFe = 7 nm. The complete transfer curves measured for the larger pillars of
sample S1 [Fig. 5.9(b); blue line for the pillar with the same diameter (300 nm)] indicate that a
thinner NiFe layer leads to a more stable vortex formation. Moreover, a positive (negative) FM
coupling (HF) was observed in the S1 (S2) which is likely caused by the different free layers
used.
The formation of a magnetic vortex in a FM disc requires a balance between the dipolar
and the exchange energies. Hence, the formation of this magnetic configuration depends on
the disc radius (R) and the FM thickness (L), as was discussed in section 1.5. To compare
our results with the theoretical framework, the transfer curves of nanopillars with different
diameters for both samples were analysed to determine the conditions for vortex formation.
In Fig. 5.11 an experimentally measured phase diagram, similar to the one of Fig. 1.10, is
shown. The value of exchange length (LE) that was considered was 5 nm (usual values are
between 5 and 10 nm), L corresponds to the NiFe thickness of each sample and R the radius
of the measured MTJ pillars. In some conditions the vortex state was achieved systematically
(blue triangles) and in others only homogeneous magnetization was observed (red squares).
In some cases, however, both behaviours (vortex and homogeneous magnetization) were ob-
served for different MTJ pillars (green circles). The gray areas delimiting the regions of the
vortex formation are an extrapolation of the expected behaviour. The case where the vortex
formation is a metastable state (some vortices) was only observed in S2 for d = 150 and 200 nm,
which is in agreement with the larger intermediate region for lower L values (red area of Fig.
1.10). Despite this qualitative behaviour in agreement with the theoretical state diagram (for
NiFe discs), the actual values of R/LE where the vortex state starts to be formed are higher
than the theoretical case (R/LE ≈ 1). The first reason for this discrepancy might be a larger
LE than the one considered. The second reason is related to the fact that the vortex state is
only measured electrically when the CoFeB is in this state. Thus, the vortex state might only
be transferred to the CoFeB when it is very well defined within the NiFe layer (for larger
R/LE values). Moreover, the transfer curves indicate that the OOP magnetization state was
not achieved (hard-axis behaviour was not observed). This is due to the relatively thick CoFeB
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Figure 5.9: DC electrical characterization of S1. Transfer curves measured in the case of (a) incomplete
switching, (b) MTJs depicting incomplete switching at low field (200 Oe) measured at higher
fields, (c) homogeneous magnetization behaviour and (d) formation of the vortex magneti-
zation.
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Figure 5.10: DC electrical characterization of S2. Transfer curve with vortex-state formation depicting a
large field range.
free layer used, depicting an IP easy axis. More samples with different NiFe thicknesses would
be necessary to build the complete state diagram. However, these results are already a very
strong indication that magnetic vortices were successfully achieved.
5.2.3 Vortex-based oscillators
To further confirm that the magnetic vortex configuration was achieved, preliminary RF elec-
trical measurements were performed. The maximization of the output deriving from vortex-
based STNOs usually requires the presence of a large applied magnetic field in the OOP
direction (HOOP) [68]. Thus, the setup for RF electrical measurements with OOP fields (section
2.7.3.2) was used. In Fig. 5.12 a measured spectrum (black squares) obtained from an MTJ
of S2 with a diameter of 350 nm along with a Lorentzian fit of the spectrum (red line) is
shown. DC electrical measurements of this particular MTJ were not performed and thus the
exact value of RA and TMR is not known. Nevertheless, the TMR map of this sample [Fig.
5.8(b)] indicates that the TMR of this MTJ is most certainly above 75%. A very large Pout of
1.49 µW in conjugation with a very small linewidth (0.94 MHz) could be obtained. Note that
a large HOOP (0.4 T) was necessary and the low RA allowed the injection of a large Ibias (13.8
mA). The frequency of the RF emission is, however, limited to 265 MHz. This low frequency
value in conjugation with the large output and small linewidth demonstrates the successful
implementation of the vortex configuration.
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Figure 5.12: RF emission characterization of the vortex-based STNOs. Unmatched power spectral den-
sity (PSD) measured at the amplifier input with Ibias = 13.8 mA, HOOP = 0.4 T.
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5.2.4 Open prospects with the vortex configuration
In this section, it was demonstrated that the nanofabrication process can be adapted for dif-
ferent geometries and magnetic configurations. In particular, MTJs with vortex magnetization
could be achieved just by incorporating a relatively thick permalloy layer (7 and 15 nm of
NiFe). The measured transfer curves revealed the signature of magnetic vortex formation.
Moreover, the state diagram of the magnetic states as a function of the nanopillar size and
NiFe thickness is in qualitative agreement with the expected behaviour. The RF emission gen-
erated by the vortex-based STNOs depicted a large Pout of 1.49 µW with a small linewidth of
0.94 MHz. The measured frequency was 265 MHz which lies within the typical range for such
STNOs. These were the first preliminary measurements of an ongoing work on vortex-based
STNOs and further results are expected.

6
OSC ILLATORS INCORPORAT ING A PERPENDICULAR POLAR IZER
The performance of spin transfer torque nano oscillators (STNOs) depends on several charac-
teristics of the oscillators (electrical, magnetic, structural, etc.). For instance, in chapter 4 the
output power (Pout) was maximized by tuning the MgO barrier thickness thickness [or resis-
tance × area product (RA)] range of the magnetic tunnel junction (MTJ), whereas in chapter 5
nanopillars incorporating point-contacts and magnetic vortices were used. Another approach
consists in optimizing the magnetic properties of the deposited stack to enhance the magne-
tization precession of the free layer, while maintaining a coherent oscillation. In this chapter,
such magnetic configuration, leading to an increased precession amplitude, is pursued. To do
so, the incorporation of materials with strong perpendicular magnetic anisotropy (PMA) was
used. More precisely, a magnetic stack comprising an MTJ with in-plane homogeneous mag-
netization [depicting large tunneling magnetoresistance (TMR)] and a perpendicular polarizer
was developed. The goal of such magnetic structure is to achieve an orthogonal magnetic po-
larization of the electron spins and the MTJ, inducing a large out-of-plane (OOP) precession
of the free layer magnetization. Within the materials that can be used as a perpendicular polar-
izer, Co/Pt multilayers are one of the most common choices due to their strong PMA. However,
the Timaris multi target module (section 2.1.1.1) does not incorporate a Pt target. Hence, the
Kenosistec deposition tool (section 2.1.1.2) had to be used to deposit the perpendicular polar-
izer. Therefore, an ex-situ deposition scheme (with two vacuum breaks) taking profit of both
deposition tools was used. The deposition was optimized, the stack nanofabricated and the
RF emission of the STNOs characterized.
6.1 oscillators with perpendicular magnetic anisotropy
The concept of using the spin of electrons to operate electronic devices, instead of only their
charge, led to the creation and quick expansion of the field of spintronics [5, 6, 17]. A novel
development consisted of the use of the spin transfer torque (STT) effect to generate magneti-
zation precessions in the magnetic layers at the microwave range [55, 189, 61, 70, 175]. These
dynamics are created by spin polarized currents that transfer their angular momentum to the
magnetic layers. STNOs [69] use magnetoresistive structures (such as spin valves and MTJs)
to obtain an RF signal associated with the magnetic precession of the free magnetic layer.
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Since the STT effect is a vectorial quantity, its direction and magnitude depend on the
relative direction between the current spin polarization and the magnetization of the free
layer. More precisely, if a magnetic polarizer with magnetization direction (~m1) in conjugations
with a free layer with magnetization ~m is used, the STT-induced anti-damping torque can be
expressed as [190]:
~τSTT = aJ(J, θ)~m× (~m× ~m1), (6.1)
where J is the current density, θ the angle between the magnetic orientation of the polarizer
and free layer and aJ is the STT amplitude that depends on the used materials and TMR. Note
that Eq. (6.1) shows that an angular deviation between the magnetization of the magnetic
layers is necessary for a significant torque. Nevertheless, some misalignment is always present
due to thermal fluctuations of the magnetization and thus the magnetic precession can be
started even with parallel configurations (such as the results shown in the previous chapters).
Furthermore, two classes of magnetization trajectories can be obtained: in-plane (IP; oscillation
around the IP static magnetization ground state) and out-of-plane (OOP; oscillation around
the OOP excited magnetization state) [55, 86, 191, 192]. The OOP mode usually has a trajectory
with a larger amplitude (the magnetization can oscillate almost between the P and AP states),
leading to a larger emitted output power (Pout). Another difference between these precession
modes consists of their frequency dependence with the applied current (Ibias). While, the OOP
mode is characterized by a frequency increase with Ibias (blue shift), a frequency decrease (red
shift) is observed in the IP mode [193].
Therefore, the STNOs configurations where both the free and pinned magnetic layers have
an in-plane easy axis [61, 70, 79] profit from the large TMR achieved in these structures but
neglect the enhancement of the magnetic precession. Moreover, these magnetic precessions
are usually IP, restraining further the oscillation amplitude. On top of that, this configuration
requires a relatively large magnetic field to produce a high microwave signal [61, 80]. The
incorporation of layers with perpendicular magnetic anisotropy (PMA) can be used to im-
prove the performance of STNOs and several configurations have already been tried. A fully
perpendicular device is not advantageous for STNOs, since the relative orientation of both
layers is still the same, and thus a large applied magnetic field is still required [82]. Promising
results have been achieved using a pinned layer with IP magnetization and free layer with
tilted magnetization leading to Pout values up to 280 nW with a linewidth of 25 MHz [84] and
bias field free emission with 36 nW with a linewidth of 28 MHz [85]. However, the tilted mag-
netization was achieved by decreasing the thickness of the free layer which also decreases the
TMR value and thus limits the extracted power. Another approach to maximize the amplitude
of the magnetic precession with limited TMR loss, consists in using IP magnetized MTJs in-
corporating a perpendicular polarizer. In fact, this configuration has already been successfully
implemented in spin valves [86] and MTJ with magnetic vortex configuration [88]. In the case
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of the MTJ-based vortex configuration, a large Pout (600 nW) was obtained without applied
magnetic field. However, the oscillation frequency was limited to the 180 MHz range which is
less appealing for technological applications. In the measurements performed with spin valve
structures it was observed that an OOP steady state precession trajectory could be obtained by
using the perpendicular polarizer, which indicates that a larger precession amplitude can be
achieved through this magnetic configuration. The effect of a perpendicular polarizer on the
STT-induced magnetic dynamics of a free magnetic layer has already been thoroughly studied
using both a macrospin model [194] and micromagnetic simulations [195].
In this chapter, the fabrication of an MTJ with homogeneous IP magnetization in conjugation
with a perpendicular polarizer is described. Note that in this geometry the IP pinned layer
of the MTJ is still present, shaping the polarization of the current injected in the free layer.
However, as will be demonstrated, the determinant effect of the perpendicular polarizer could
be demonstrated. Thus, the IP pinned layer has a more important role as analyser (due to the
TMR), than as a current polarizer. The stack deposition used in this work was performed ex-
situ, i.e., using two deposition tools with vacuum breaks. We performed this ex-situ deposition
in order to take profit from two distinct deposition tools: one for the deposition of MTJs with
large TMR (Timaris multi target mode; section 2.1.1.1) and another for deposition of Co/Pt
multilayers depicting large PMA (Kenosistec tool; section 2.1.1.2). This deposition scheme
represents an important asset due to the prohibitive costs of targets of materials such as Pt
or Pd necessary to achieve large PMA [196]. The magnetic and electric properties of the stack
were optimized and a full wafer was nanofabricated. MTJ devices with low RA (5 - 6 Ω µm2)
and large TMR (up to ~ 90%) could be obtained. Moreover, the transfer curves revealed the
formation of an intermediate resistance plateau, which is a signature of the generation of OOP
oscillations of the free layer. It was shown that this region depicting the OOP oscillations of
the free layer maximizes the Pout up to 60 nW. However, the minimum linewidth was limited
to the ~500 MHz region. Nevertheless, the largest Pout was obtained without applied field,
which is a relevant aspect for practical applications.
6.2 stack optimization
Two physical vapor deposition systems were used to deposit the magnetic stacks: the Timaris
system (S1) with a base pressure of 2.0×10−9 mbar for the MTJ deposition; and a Kenosistec
system (S2) with a base pressure of 5.0×10−8 Torr incorporating a Pt target used for the de-
position of the perpendicular polarizer. The stack deposition was performed in 3 steps (Fig.
6.1). (1) The deposition of a low resistance bottom contact (BC; 5 Ta / 50 CuN / 5 Ta / 50
CuN / 5 Ru; thicknesses in nm) in the S1 tool. The Ru layer on top allowed us to maintain
the low resistance of the BC after vacuum break since the oxidized Ru is still conductive. (2)
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Deposition of the perpendicular polarizer (PMA1) with strong OOP anisotropy (3 Ta / 3 Pt /
[0.4 Co / 0.9 Pt]×2 / 0.4 Co / 3 Pt) in the S2 tool. The deposition of the last Pt layer allows
for another vacuum break since Pt does not oxidize. It was verified that 3 nm is the minimum
safe thickness that prevents the oxidation of the Co layer underneath. (3) After the deposition
of the perpendicular polarizer we move again to the S1 tool for the MTJ deposition. However,
it has to be considered that the spin diffusion length of Pt is between 1.2 - 3.7 nm at room
temperature [197, 198, 199, 200, 201], and so, most of the spin polarization is lost after passing
through the 3 nm Pt layer. Therefore, a new perpendicular polarizer (PMA2) is deposited prior
to the MTJ with the stack: 0.9 CoFe / 5 Cu to compensate the spin polarization lost while pass-
ing through the Pt layer. The CoFe thickness (0.9 nm) was optimized, as will be shown later,
and the Cu layer (5 nm) does not de-polarize the current (Cu spin diffusion length is above
36 nm but can go up to 700 nm depending on the reports [202, 203, 204]) and it assures that
PMA2 and the MTJ are not strongly coupled. Afterwards, a thin Ta seed layer, the MTJ and
capping layers (0.2 Ta / 2.0 CoFeB / ∼1 MgO / 2.6 CoFeB / 0.85 Ru / 2 CoFe / 20 MnIr / 10
Ta / 100 CuN / 7 Ru) were deposited sequentially and without vacuum break. An annealing
at 330ºC with an applied field of 1 T during 2 h was performed in order to assure the epitaxial
bcc (0 0 1) crystalline growth of the MTJ that allows large TMR values.
In Fig. 6.2 we show the magnetization curves for (a) PMA1, (b) PM1+PMA2, (c) PMA2
without PMA1 underneath and (d) PMA1 + PMA2 + MTJ of unpatterned samples after an-
nealing. It is clear that the Co/Pt multilayer [PMA1; Fig. 6.2(a)] depicts a strong PMA. The
PMA1 + PMA2 magnetization curve also reveals a strong anisotropy indicating that PMA2
depicts OOP magnetization as well (only a small decrease of the coercive field from ∼520 to
∼450 Oe was observed). Thus, this structure will, in principle, be able to polarize the electrons
traveling to the MTJ. One could argue that, since PMA2 has OOP magnetization, PMA1 is not
necessary and an in-situ deposition scheme could be used. However, in Fig. 6.2(c) it is shown
that the magnetization curve of a structure with PMA2 without PMA1 underneath depicts IP
magnetization. The conclusion is that PMA1 is necessary to magnetically couple with PMA2,
inducing the OOP magnetization orientation. The magnetization curve of the full structure
(with the MTJ) is shown in Fig. 6.2(d). The curve for the field applied in-plane shows that
the MTJ has the expected behavior with the rotation of the three magnetic layers (MTJ and
synthetic antiferromagnet; black arrows). The magnetic behaviour with the OOP field reveals
a more elongated hysteretic curve than in the case of the polarizer without MTJ [Fig. 6.2(b)].
This is most likely a consequence of the effect of the field lines arising from the IP MTJ. Nev-
ertheless, an OPP coercive field of ∼150 Oe could still be achieved. Moreover, note that these
measurements were performed in unpatterned samples (necessary to have a measurable sig-
nal). The nanopillar fabrication is expected to increase further the OOP magnetic component
due the reduction of the demagnetizing field.
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Figure 6.1: Deposition scheme used to obtain an MTJ with homogeneous IP magnetization in conjuga-
tion with a perpendicular polarizer. Deposition of the bottom contact (Timaris), deposition
of the materials with strong PMA (Kenosistec) and deposition of the second polarizer and
the IP MTJ (Timaris).
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(c) PMA2 without PMA1
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Figure 6.2: Magnetic curves of the polarizers and MTJ. Magnetic moment as a function of the applied
magnetic field in the OOP direction (red line) and IP direction (black line) for the (a) PMA1
multilayer (3 Ta / 3 Pt / [0.4 Co / 0.9 Pt]×2 / 0.4 Co / 3 Pt); (b) PMA1 + PMA2 (0.9
CoFe / 5 Cu); (c) PMA2 without PMA1 underneath; and (d) PMA1 + PMA2 + MTJ (0.2
Ta / 2.0 CoFeB / MgO [13.7 Ωµm2] / 2.6 CoFeB / 0.85 Ru / 2 CoFe / 20 MnIr). All the
measurements had a protective layer of 10 Ta (thicknesses in nm) and were performed after
annealing. The black arrows represent the magnetization of the FM layers of the MTJ and
the red arrows represent the magnetization of the perpendicular polarizer.
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Figure 6.3: Optimization of PMA2. Magnetization curves measured with OOP applied magnetic fields
of PMA1 (green line) and PMA1 + PMA2 with different CoFe thicknesses of 0.7, 0.8 and 0.9
nm (red, blue and black line, respectively).
The full polarizer (PMA1+PMA2) was optimized to achieve a significant perpendicular
anisotropy, while using the thickest possible PMA2 so that the current is effectively polar-
ized. In Fig. 6.3 the magnetization curves measured in the OOP direction for PMA1 (green
line) and PMA2 with CoFe thicknesses of 0.7, 0.8 and 0.9 nm (red, blue and black line, respec-
tively) are shown. As the CoFe thickness increases, the curve becomes more elongated and the
coercive field decreases, unveiling a slight decrease of the PMA. However, a relatively thick
layer is necessary to fully polarize the current. Hence, the 0.9 nm of CoFe were chosen for
PMA2 since it is already relatively thick while maintaining the OOP magnetization.
Besides the magnetic behaviour, it is important to verify that the electric counterpart of the
MTJ is functioning with a large TMR in order to retrieve a high output signal from the STNO.
To do that, the current in-plane tester (CIPT; section 2.7.1) was used to determine to a good
approximation the TMR of the deposited (unpatterned) samples. In Fig. 6.4 we depict the TMR
as a function of RA for different types of MTJ stacks and different MgO thicknesses. For all the
deposited structures it was verified that the thinner the MgO, the higher the density of defects
and worse the crystallinity, leading to a TMR drop. This TMR drop is more accentuated for RA
values below 2 Ωµm2. Reference structures without perpendicular polarizer, bottom pinned
and with IP magnetization were deposited (5 Ta / 50 CuN / 5 Ta / 50 CuN / 5 Ta / 5 Ru /
20 PtMn / 2 CoFe30 / 0.85 Ru / 2.5 CoFe40B20 / MgO [X Ωµm2] / 2.0 CoFe40B20 / 10 Ta / 30
CuN / 7 Ru). A high TMR above 150% could be obtained in this standard deposition process
(black squares). For the stacks incorporating a perpendicular polarizer, a TMR decrease was
observed. This occurs because the deposition of the perpendicular polarizer requires vacuum
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Figure 6.4: Electrical response of the MTJs. TMR as a function of RA for several MTJ stacks: MTJs with-
out perpendicular polarizer (black squares); MTJ with perpendicular polarizer and interface
Ta layer with 0.2 nm (blue triangles) and 0.3 nm (red circles).
breaks between depositions leading to the oxidation of Ru and, possibly, partial oxidation
of the Pt layer that may alter the surface morphology. Moreover, PMA1 is deposited in a
deposition tool with smaller targets and higher vacuum pressure, leading to an increased
roughness that induces defects in the MgO barrier, decreasing further the TMR. It was verified
that the seed layer (interface between the Cu of PMA2 and the CoFeB of the MTJ) also has
a crucial role in the measured TMR. Without this layer, the TMR drops to values below 50%
(green triangles). This happens because the Cu layer prevents the proper crystalline growth
of the MTJ. An interface layer is thus necessary between the Cu and the CoFeB in order to
obtain epitaxial MTJs depicting large TMR. If we introduce a thin Ta seed layer with a nominal
thickness of 0.2 nm (blue triangles), a TMR above 90% can be achieved. A thicker Ta layer with
a nominal thickness of 0.3 nm was also tried without any noticeable advantage in terms of
TMR (red dots). The Ta seed layer is thus necessary to achieve large TMR; however, it will
introduce some spin de-polarization. In fact, the spin diffusion length in Ta is estimated to
be between 1 - 2.7 nm [205, 206]. Therefore, we chose to use the thinnest Ta layer (0.2 nm)
in order to minimize the spin de-polarization of the current coming from the perpendicular
polarizer. Such a thin Ta barrier is most likely discontinuous and thus some electrons might
even be injected into the FM layer without any interaction with the Ta atoms (preventing
de-polarization).
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6.3 nanofabrication
After the magnetic and electric optimization of the IP MTJ incorporating a perpendicular
polarizer, a stack was deposited on a 200 mm Si wafer and the nanofabrication performed.
The deposited stack for fabrication was: 5 Ta / 50 CuN / 5 Ta / 50 CuN / 5 Ru / 3 Ta / 3
Pt / [0.4 Co / 0.9 Pt]×2 / 0.4 Co / 3 Pt / 0.9 CoFe / 5 Cu / 0.2 Ta / 2.0 CoFeB / MgO [2 ×
75 3kW 600 sccm] / 2.6 CoFeB / 0.85 Ru / 2 CoFe / 20 MnIr / 10 Ta / 100 CuN / 7 Ru and
the deposition was performed as described previously. The MgO deposition parameters were
chosen so that the RA would fall into the optimal region for the output power (Pout; 8 Ωµm2)
as shown in chapter 4. From the CIPT measurements, we also verified that this RA value
depicts a TMR above 80% (Fig. 6.4). In Fig. 6.5 we show the TMR and the RA measured for
every fabricated circular MTJ with different diameters (d). This graph shows that larger pillars
depict larger TMR and smaller dispersion of the results. This effect is probably associated with
some redeposition on the sidewalls, or defects on the MgO barrier (as discussed in chapter 3);
note that both effects are maximized for smaller nanopillars. The average RA for the higher
dimensions is between 5 - 6 Ωµm2, which is consistent with the presence of a small amount
of redeposition (target RA was 8 Ωµm2). Another reason for this small RA variation might be
related with the fact that the pillar size can be slightly larger than the nominal one (from the
scanning electron microscope images the actual size is ∼10 nm larger than the nominal one
for 100 nm diameter pillars).
6.4 dc characterization with in-plane fields
If we consider the deposited and nanofabricated magnetic stack (polarizer + MTJ), it is ex-
pected that the electrons coming from the polarizer will have a spin polarization orthogonal
to the free layer static magnetization. Moreover, when the current direction is reversed, the
electrons reflected by the perpendicular polarizer will also depict OOP spin orientation. This
will induce a torque in the free layer magnetization that will excite its OOP precession. How-
ever, a certain value of critical current (IC) is required to excite this OOP precession of the
free layer magnetization. Moreover, an IP magnetic field applied along the easy axis might
suppress the OOP oscillations. Therefore, the OOP precessions are excited for a current above
IC and by increasing the current this region with OOP oscillations becomes broader, until a
certain value of the IP magnetic field suppresses it. [86]. During oscillation the average mag-
netization is pointing in the OOP direction and thus the MTJ resistance should have a value
between the one of the parallel (P) and antiparallel (AP) state.
In Fig. 6.6 we show several transfer curves at different positive bias current (Ibias; 0.1, 0.5,
1.0, 1.5, 2.0 and 2.5 mA) for a circular MTJ with 200 nm of diameter depicting a TMR of 84%
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Figure 6.5: TMR and RA of the nanofabricated MTJs. Circular MTJs with diameters (d) from 75 nm to
250 nm.
(at low Ibias) and an RA of 4.8 Ωµm2. Here, positive Ibias corresponds to electrons traveling
from the polarizer to the free magnetic layer. As Ibias increases, the TMR decreases due to
the enhancement of thermal effects and the magnetization dynamics. Let us first consider
the transfer curves measured at lower Ibias (0.1, 0.5 and 1.0 mA). In these cases, a transition
between a high resistance (AP) state and a low resistance (P) state was observed. However, if
Ibias is increased above 1.5 mA, a plateau with an intermediate resistance state appears. This
resistance plateau corresponds to a region where the free layer magnetization is tilted (leading
to a resistance between the P and AP state) and thus it is one signature of the OOP precession
region. This plateau region is observed in different field regions when sweeping from the AP
to the P state than the other way around due to the coercivity inherent to the FM free layer.
Dipolar stray fields arising from the polarizer might induce further the OOP orientation of
the free layer. However, this contribution is not current dependent. One could experimentally
determine the role of the perpendicular dipolar stray fields by keeping the polarizer as an
extended film and patterning only the MTJ part.
It was observed that the transfer curves measured with negative Ibias for the same MTJ pil-
lar, also showed the plateau region but for larger Ibias values (absolute value; -2.0 mA). This
happens because, in this case, the OOP spin polarization is transferred through the electrons
reflected by the perpendicular polarizer. Due to the metallic nature of the polarizer, less elec-
trons are reflected than transmitted and thus the plateau formation requires larger currents.
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Figure 6.6: Transfer curves as a function of the applied field obtained for positive Ibias values (from 0.1
to 2.5 mA). The inset represents the magnetic configuration in the resistance plateau region.
One could argue that the plateau region is caused by the incoherent rotation of magnetic
grains or domains. However, the observed bias and field dependence corroborates further the
OOP precession mechanism. In Fig. 6.7(a) we show the state diagram of the magnetic states
for different values of applied field and Ibias. This diagram was obtained by saturating to the
AP state (negative fields) for a certain Ibias and gradually increasing the IP field. In agreement
with Fig. 6.6, larger Ibias values lead to the formation of a plateau resistance state. This plateau
broadens for increasing current values, corroborating the formation of the region with the
OOPmagnetization precession of the free layer. A slight asymmetry of these triangular regions
is observed, with a broader region for positive bias (electrons traveling from the polarizer to
the free layer). In Fig. 6.7(b) we show the resistance of the different magnetic states formed
as a function of Ibias (average resistance within the magnetic field range for each state), with
the plateau region with an intermediate resistance being formed due to the induced OOP
oscillations of the free layer.
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Figure 6.7: State diagram of the observed magnetic states. (a) Resistance states observed as a function
of applied IP field and Ibias. (b) Resistance as a function of Ibias for the P, AP and the plateau
state.
6.5 rf emission characterization
To further corroborate the hypothesis of the OOP precession induced by the perpendicular
polarizer, we fixed Ibias to the highest used value (4 mA) and swept the magnetic field after
negative saturation for each measurement. A spectrum was measured for each field value
and the integrated non-matched and matched output power was determined. In Fig. 6.8(a) we
depict the Pout dependence on the IP applied field with maximum values of 60 nW (matched;
red squares). Most importantly, it is observed that there is a region where Pout is maximized.
This region of maximum Pout coincides with the field region where the plateau is present [Fig.
6.8(b)]. Note that the formation of another smaller plateau with higher resistance was also
observed (-14 to -4 Oe). This plateau is most likely a metastable state where the free layer
magnetization is slightly tilted (it is not always present, as can be seen in Fig. 6.6).
In Fig. 6.8(c) we depict the measured spectra for the different values of magnetic field.
The plateau region has clearly a larger emission than the P or AP states. Another signature
of the effect of the perpendicular polarizer corresponds to a parabolic dependence of the
peak frequency with the magnetic field [86]. Although the frequency dependence does not
show a fully parabolic behaviour, a curvature of the peak frequency with the applied field
was indeed observed, which corroborates further the effect of the polarizer. The tilting of the
parabola might be attributed to the current polarization induced by the IP pinned layer of
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Figure 6.8: Effect of the applied magnetic field on the STNO performance. Field dependence of the
STT-induced RF emission for Ibias = 4 mA. (a) Integrated output power matched to a load
of 50 Ω (red squares) and non-matched (blue triangles), (b) resistance and (c) spectra as a
function of the IP applied magnetic field.
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Figure 6.9: Resistance and power correlation. 3D maps of (a) the resistance and (b) integrated matched
Pout as a function of Ibias and applied field.
the MTJ. Despite the frequency behaviour, the linewidth is still large (~ 500 MHz). A similar
linewidth was also observed in other characterized STNOs from the same wafer. Moreover, a
second smaller peak was also observed (at ~ 4 GHz). This considerable linewidth might be a
consequence of the ex-situ fabrication that leads to a non-uniform precession mode. We point
out that, since the OOP polarizer enhances the oscillation amplitude, local variations of the
polarizer topography or magnetic grains might generate different precession modes within
the free magnetic layer and thus generate a large linewidth and additional modes. Also, it is
possible that this magnetic configuration generates incoherent magnetic oscillations.
To summarize the effect of the magnetic states on the RF emission, in Fig. 6.9 we plot the 3D
map of the resistance [Fig. 6.9(a)] and the integrated matched Pout [Fig. 6.9(b)] as a function of
the applied magnetic field and Ibias. In the resistance map we can identify the AP (P) state for
larger negative (positive) fields. As expected, as Ibias increases the resistance decreases (due to
phonon excitation and magnetic precession). This resistance dependence with Ibias makes it
more difficult to identify the plateau region from this map. Nevertheless, by comparison with
Fig. 6.8(b), it is clear that this plateau corresponds to the cyan region obtained for low positive
fields and larger Ibias values. If we now compare this map with the Pout map, it is clear that
the largest output values were achieved in the plateau region.
The low field value necessary to reach the plateau with maximized Pout (below 14 Oe) is
an important asset of these STNOs. In fact, for other MTJs characterized on the same wafer,
the largest Pout was obtained without an applied magnetic field. Figure 6.10 depicts (a) a
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spectra obtained for Ibias = 4 mA; and the evolution of key parameters of the measured RF
emission [(b) frequency, (c) Pout, (d) linewidth and (e) resistance] as a function of Ibias for a
small applied field (8 Oe). Once again, it is observed that Pout increases in the plateau region
(resistance decrease for Ibias above ∼ 2 mA for both polarities).
Concerning the frequency dependence, the expected behaviour corresponds to a linear in-
crease of f with Ibias while a uniform precession is present [194]. For larger current values, a
non-uniform configuration appears, depicting higher frequency that slightly decreases with
Ibias [195]. In fact, a frequency jump between modes was observed [86, 195]. This behaviour
was not observed in this sample, instead a stepwise increase of f was obtained for positive Ibias.
The frequency increase (blue shift) is consistent with the OOP precessions [193]. The f increase
in discrete jumps might be a consequence of the dipolar interaction field from the polarizer
[195]. In respect to the higher f mode expected at higher currents, the peak at 4 GHz [Fig.
6.10(a)] becomes more pronounced for larger Ibias. It is possible that this peak corresponds
to the higher f mode caused by the non-uniform configuration. Higher Ibias (not achievable
before MTJ breakdown) would be necessary to confirm this hypothesis. There is also a f and
linewidth jump between the AP and the plateau states, which correspond to a change of the
precession modes due to the enhanced OOP precession. Large linewidths (above ~ 500 MHz)
were observed.
It is usually possible to estimate the critical current density for STT-induced magnetic pre-
cession (JSTT) by identifying the deviation from the linear dependence of the inverse power
on Ibias [207, 94, 158, 78]. This estimation is performed using the inverse power value measure-
ments performed in the thermally activated precession region [as shown in Fig. 4.5(a)]. Since
the OOP precessional state is obtained for both polarities, such calculation could not be per-
formed for this mode. One can thus consider that the critical current for the OOP state occurs
in the transition to the plateau region at 1.8 mA (critical current density of 5.73 × 106 A/cm2).
Nevertheless, it is possible to use the inverse power to estimate JSTT for the IP precessions
with smaller Pout. A value of 8.57× 105 A/cm2 was obtained, which is in line with the results
of section 4.6.
Hence, it was shown that different magnetic states could be achieved depending on Ibias
and applied field. The state diagram is mostly in agreement with the macrospin picture for
an IP magnetized free layer in conjugation with a perpendicular polarizer [194]. It is also
expected the formation of an OOP stable state after a certain current threshold. In this state,
the magnetization is pointing in the OOP direction (without significant precession). In fact,
micromagnetic simulations showed the possibility to achieve a vortex configuration with this
structure [195]. The larger Pout values in the GHz range at the plateau region indicate that
such states were not achieved in this device.
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Figure 6.10: RF emission characterization. (a) Power spectral density (PSD) measured at Ibias = 2 mA.
(b) Frequency, (c) integrated matched (black dots) and non-matched (red squares) Pout, (d)
linewidth and (e) resistance a function of Ibias. No magnetic field was applied.
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Note that several STNOs were characterized, with the majority of them depicting the plateau
formation. The increase of Pout in the plateau region was also observed in some cases (but not
in all the measured STNOs). It is possible that in the pillars where the plateau state does
not lead to an increase of Pout, a perpendicular stable state is achieved. Further work is still
necessary to confirm this hypothesis [194]. Other MTJ structures depicted results similar to
the ones shown here. It was also verified that smaller pillars were not advantageous to obtain
a macrospin behaviour, possibly due to the increased density of defects.
6.6 conclusions
An ex-situ deposition process was successfully used to obtain IP MTJs incorporating a per-
pendicular polarizer. This deposition scheme takes profit of two deposition tools: one for the
deposition of high quality MTJs and another, incorporating a Pt target, for the perpendicu-
lar polarizer deposition. The development of such configuration required the optimization
of the magnetic and electric counterparts of the stack. After nanofabrication, these structures
depicted low RA (5 - 6 Ω µm2) and large TMR (up to ~ 90%). The presence of plateau states,
with resistances between the P and the AP states, were observed. These plateau states are a
signature of the OOP magnetization precession of the free layer. It was shown that Pout was
maximized (up to 60 nW) in the plateau region. These observations strongly suggest that
the perpendicular polarizer is effectively polarizing the current injected into the MTJ. More-
over, the state diagram of the different magnetic states as a function of Ibias and IP applied
field could be built. Besides the interesting physical behaviour, it was also observed that the
largest Pout was obtained for low applied magnetic field, which represents a significant asset
for practical applications of STNOs.

7
EXPLORATORY PATH TOWARDS THZ SP INTRONICS
As it has been shown in the previous chapters, the principle of functioning of the spin transfer
nano oscillators (STNOs) relies on the conversion of the magnetic dynamics into an elec-
trical signal due to magnetoresistive (MR) effects. In that respect, the correlation between the
real-time dynamics of the magnetic and electric counterparts is relevant for understanding
spintronic phenomena and, in particular, STNOs. Moreover, in the scope of this thesis, the
frequency domain was almost always used to characterize these oscillators. Thus, a comple-
mentary approach based on time domain measurements is also of interest. Despite the fact
that electrical techniques allowmeasurements in the time-domain, the sub-ps range is still only
accessible using optical techniques. Therefore, the main goal of this work was to determine
how the electrical and magnetic dynamics correlate in spintronics materials. This fundamental
study was performed using different optical characterization tools. This work was performed
in the Institute for Molecules and Materials (IMM) in the Netherlands under the supervision
of Dr. Alexey Kimel and involved the development of setups for spectral measurements (with
the help of Tonnie Toonen), for magneto-optical Kerr effect (MOKE) measurements (with the
help of Dr. Ilya Razdolski) and for THz-time domain spectroscopy (TDS) setup (with the help
of Thomas Huisman and Dr. Rostislav Mikhaylovskiy) and the measurements reported in this
chapter. Due to the exploratory nature of this work, we chose the simplest possible structures
depicting MR and thus magnetic tunnel junctions (MTJs), which consist on a multilayered sys-
tem, were not studied here. Instead discontinuous metal-insulator multilayers (DMIMs) that
depict tunnel magnetoresistance (TMR) values at room temperature (RT) up to 7% were used.
These structures consist on Co80Fe20/Al2O3 multilayers, where the CoFe thickness is varied so
that for some values it is discontinuous and the electrons tunnel between CoFe grains, leading
to MR effects.
The THz-time domain spectroscopy (TDS) setup was the spectroscopic tool of reference
used in the work described in this chapter. The THz (1012 Hz; corresponding to 4.14 meV) are
the typical energy range of electronics intraband transitions, thus allowing the probing of the
charge carrier dynamics. Moreover, the wavelengths in the optical region of the spectrum are
sensitive to the magnetization. Therefore, by using the THz-TDS and the optical pump-probe
setups we were able to characterize and correlate the electric and the magnetic counterparts of
the studied samples. However, the THz transmission could only be measured with the sample
with thickest and continuous CoFe layers (with negligible TMR). Nevertheless, by performing
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temperature dependent measurements, we were able to correlate electrical resistance and THz
transmission. Furthermore, the Maxwell equations were used to associate the THz emission
spectrum to the measured magnetic dynamics. The good agreement obtained supports the
hypothesis that the THz emission originates from the ultrafast laser-induced demagnetization.
These results pave a way to THz probing of the MR state and push spintronics to the THz
regime.
7.1 ultrafast charge and magnetization dynamics
The demand for ever faster and energy efficient data processing has continuously fueled ap-
plied and fundamental research on magnetism over the last decades and resulted in the emer-
gence and rapid development of spintronic technology [208]. At the same time, the engineer-
ing of spintronic devices operating at THz frequencies remains a major challenge, [209, 210]
that can be met by the optical manipulation of spins at sub-picosecond timescales. In fact,
there is a strong need for STNOs working in the THz regime, although, this field of research
is still on its infancy [211].
One of the most efficient ways to study ultrafast dynamics of magnetic materials and struc-
tures is based on the pump-probe technique, in which ultrashort optical laser pulses are used
to induce and probe magnetization dynamics [212]. With the help of pump-probe techniques
many exciting phenomena have been demonstrated, such as ultrafast demagnetization [213],
coherent manipulation of spins with the help of circularly polarized light [214] or helicity
dependent all-optical magnetic switching [215]. Such studies of the magnetic dynamics have
gained renewed importance with the development of practical applications that rely on these
dynamics to operate, being one of the most relevant cases the technologies that exploit the spin
transfer torque (STT) effect (STT controlled magnetic random access memories and STNOs).
At the same time, THz time domain spectroscopy (TDS) [216] is a technique that has been
broadly used to characterize material properties in the THz spectral region. In fact, since this
frequency range corresponds to the characteristic energy of electronic intraband transitions
[217], it allows the probing of charge carrier dynamics. There are several known examples
of this kind of studies for bulk semiconductors and semiconductor nanostructures [218, 219,
220, 221, 222, 223]. Moreover, THz-TDS can be used to investigate magnetic phenomena, like
ultrafast demagnetization [224, 225], precessional modes of magnetic sublattices [226, 227, 228],
as well as novel phenomena for the generation and control of ultrafast electrical currents
[229, 230].
Despite the amount of reports on either ultrafast spin dynamics or THz-TDS, the combined
investigation of the dynamics of spins and charges in technologically relevant materials is
still scarce [231, 232]. The conjugation of both measurements in materials that depict mag-
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netoresistance may elucidate the role of the electrical and magnetic counterpart in transport
phenomena and even push spintronics to the THz region. Here, we study how charges (i.e.
free electrons) and spins respond to ultrafast stimuli such as an electric field at THz frequen-
cies or a femtosecond laser pulse in CoFe/Al2O3 multilayered structures. These nanometric
layers are widely used in the fabrication of spintronic devices, such as magnetic tunnel junc-
tions [10, 233]. The main objective of this work consisted in establishing a bridge between
the magnetic dynamics and the resistance counterpart in relevant materials for spintronics
applications. Since the principle of functioning of the STNOs consists on the conversion of the
magnetic dynamics into voltage oscillations, a deeper knowledge of how the electric and mag-
netic counterparts are correlated is interesting for the study of this type of devices. Certainly,
the THz regime (1012 Hz) is considerably faster than the GHz regime (109 Hz). However, it
was not the objective of this study to observe the real time dynamics induced by the STT effect,
but instead to get insight on the relation between magnetic and electrical dynamics.
7.2 granular samples
Due to the exploratory nature of this task, our main objective was to study simple materi-
als depicting MR. A multilayered structure such as MTJs or spin valves were thus not ideal
since the emitted signals might correspond to different layers (only very recently some results
have been reported regarding THz transmission on spin valves [232]). Thus, a set of [Co80Fe20
(t)/Al2O3 (3 nm)]×10 multilayers that were prepared by ion beam sputtering on 0.7 mm thick
glass substrates in a Nordiko 3000 tool were used (their static magnetic and electrical prop-
erties were reported previously [234, 235, 236]). The values of nominal CoFe thickness t are
1.0, 1.1, 1.2, 1.4, 1.6 and 1.8 nm. For the smaller values of t (from 1.0 to 1.6 nm) the CoFe layer
is organized as a granular layer [Fig. 7.1(a)]. These type of structures are known as discon-
tinuous metal-insulator multilayers (DMIMs). Despite their simplicity, these type of structures
display interesting properties for spintronics applications. For instance, tunnel magnetoresist-
ance (TMR) of 7% at RT for optimized composition and nanogranular structure, with special
sensitivity to low (or moderate) magnetic fields, were reported. The structure with thickest
CoFe (1.8 nm) is already a continuous layer [234].
7.3 spectral measurements
To access distinct properties of the materials, different wavelengths can be used. For instance,
the THz range can be used to extract information regarding the charge carriers while the
optical part is used to access the magnetization. The probing of the magnetization is per-
formed using MOKE, which consists in the rotation of the light polarization after reflected
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(a) DMIM samples (b) Spectral MOKE setup
Figure 7.1: Samples studied and used setup. (a) Schematic representation of the DMIM. The yellow
part represents the Al2O3 and the grey structures the granular CoFe. (b) Representation of
the setup used to perform spectral MOKE measurements.
by a magnetic surface. This effect is broadly used to investigate magnetic materials (in static
magnetization loops, pump-probe techniques and even as a microscopy tool). However, even
within the optical region of the spectrum, the MOKE rotation angle of the polarization might
depend on the used wavelength. On top of that, the dependence of the MOKE rotation with
the used frequency might also reveal insights on the magnetic properties of the samples. Such
magnetic and spectral correlation is still mostly unexplored territory.
Therefore, as a first characterization tool for the studied samples, we developed a spectral
MOKE setup [Fig. 7.1(b)] [237] incorporating a white light source and a monochromator to
control the used wavelength. The light is then polarized and reflected by the sample. Then, a
photo-elastic modulator (PEM) is used to modulate the polarization of the light for a certain
frequency f . After that, using the analyser and the detector, three voltages are measured:
VDC, V1 f and V2 f for the continuous, at frequency f and 2 f , respectively. Using the ratios
between the DC and the AC terms, we can measure quantities that are not affected by light
intensity fluctuations, changes in the transmission, among others. The MOKE rotation (θk) and
ellipticity (εk) can then be calculated using [237]:
θk =
√
2
4J2
V2 f
VDC
, (7.1)
and
εk =
√
2
4J1
V1 f
VDC
, (7.2)
where J1 and J2 are, respectively, the first and second order terms of the Fourier expansion of
the light intensity that can be extracted by ramping the intensity values. Both θk and εk give
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Figure 7.2: MOKE rotation as a function of the magnetic field measured for different wavelengths and
(a) t = 1.0, (b) 1.6 and (c) 1.8 nm.
information regarding the magnetization of the sample (in-plane and out-of-plane component,
respectively). Here, we extracted the MOKE rotation using Eq. (7.1) for different wavelengths.
Figure 7.2 shows magnetization curves measured for different wavelengths for samples with
CoFe thicknesses of t = 1.0 , 1.6 and 1.8 nm [Figs. 7.2(a), (b) and (c), respectively]. It is clear that
different wavelengths lead to different values of MOKE rotation. Moreover, it was observed
that the nominal thickness of the CoFe layer leads to different magnetic behaviours. In fact,
for t = 1.0 nm a superparamegnetic behaviour was observed, while for the remaining values a
ferromagnetic behaviour was obtained. This behaviour is in line with the reported properties
of these samples [234].
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Figure 7.3: Spectral MOKE measurements. (a) MOKE rotation difference between the high and low
resistance state as a function of the wavelength for all the samples. (b) Maximum MOKE
rotation and corresponding wavelength as a function of the CoFe thickness.
A systematic study of the MOKE rotation as a function of the wavelength for all the samples
was then performed. More precisely, the angular MOKE rotation as a function of the magnetic
field from 400 nm to 1000 nm (with 5 nm steps) was determined [Fig. 7.3(a)]. The obtained
MOKE rotation was larger in these measurements (when compared to those shown in Fig. 7.2)
because the alignment was improved between measurements. The observed dependence of
the maximum MOKE rotation with the CoFe thickness [Fig. 7.3(b)] reveals some interesting
features. First, the MOKE rotation (blue squares) decreases with increasing CoFe thickness,
which indicates that the rotation of the polarization depends not only on the quantity of
magnetic material but also on its magnetic properties. Moreover, the value of frequency that
maximizes the MOKE rotation (red circles) revealed a trend that depends on the magnetic
and structural properties of the samples. More precisely, the samples with t between 1.1 and
1.6 nm reached the maximum rotation for lower frequency values. On the other hand, the
samples with t = 1.0 and 1.8 nm reached this maximum for higher frequency values. Note
that the sample with t = 1.0 nm is the only displaying a superparamegnetic behaviour, being
all the others ferromagnetic. Furthermore, the sample with t = 1.8 nm has a continuous CoFe
layer, whereas the others have a granular structure. These features indicates that the spectral
response of the MOKE rotation depends on both the magnetic and structural properties of
the samples. Hence, this tool can in principle be used as a simple characterization tool of
magnetic and structural properties. A deeper study of these spectral dependence was not
performed since the main focus of this work consisted on the characterization of the carrier
dynamics using THz-TDS.
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7.4 thz - time domain spectroscopy (tds) setup
The THz spectrometer used for these measurements was based on a Ti:Sapphire regenerat-
ive amplifier which generates 50 fs laser pulses at the central wavelength of 800 nm with
a repetition rate of 1 kHz and a pump fluence of 1 mJ/cm2. A schematic representation of
the THz-TDS setup is shown in Fig. 7.4. Two different configurations were used with very
few modifications: one for THz transmission measurements (shutter open) and another for
THz emission measurements (shutter closed). The red line represents the optical beam and
the yellow the THz field. Small holes in the parabolic mirrors allow the optical beam to pass
without significant loss of the THz field. The optical laser is divided in three branches: one for
detection (1), one for THz generation (2) and one for optical pump excitation of the sample
(3). For the measurements we employed an electro-optical detector which allows us to determ-
ine the THz electric field. The electro-optical linear effect generates birefringence in materials
with inversion symmetry upon the application of an electric field. In this case, the THz ra-
diation induces the birefringence causing the rotation of the optical probe polarization. The
THz signal is thus measured by resolving the polarization of the optical probe [238]. In the
transmission measurements a THz emitter (a ZnTe crystal) is excited generating THz radi-
ation. This radiation is focused on the sample and one can study how the THz transmission
of the sample changes as a function of the optical pump delay time. In the case of the THz
emission measurements, the optical beam that would lead to the THz radiation of the ZnTe
crystal is blocked and one can study the THz emission of the sample itself. The optical pump
was focused onto the sample at normal incidence. The THz waves emitted from the optically
pumped sample were measured after propagating through the glass substrate of the sample.
An optical filter (transparent to THz radiation) was used to block the optical pulses. The purge
box that involves the measurement setup was used to avoid the presence of water molecules
that absorb THz radiation (N2 was injected into the box). A cryostat was used to change the
temperature of the sample from 300 to 15 K; the cryostat was only used in the temperature
dependent measurements, the remaining experiments were performed at room temperature.
A schematic representation of the magnetic field direction applied during the measurements
is also shown in Fig. 7.4.
The full set of samples were measured using the THz-TDS setup (both in the emission
and transmission mode). It was observed that the the emission results were similar to all
the measured samples but with a higher signal for the sample with the thickest CoFe (t = 1.8
nm). As for the transmission measurements, only the sample with the thickest and continuous
CoFe depicted a variation of the THz transmission upon optical pump incidence. The reason
for this lack of THz transmission variation for the remaining samples may be due to the fact
that the signal was too small to be measured or because the continuous multilayers have a
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Figure 7.4: Schematic representation of the THz-TDS setup. The inset shows how each optical beam is
used (1 - detection, 2 - THz generation and 3 - optical excitation).
different behaviour. Further investigation with different granular samples would be necessary
to clarify this issue. Therefore, from now on, the shown results only concern the sample with
continuous CoFe layers (t = 1.8 nm).
7.5 optical pump-probe technique
In order to probe the ultrafast magnetization dynamics, a time-resolved stroboscopic magneto-
optical pump-probe technique was employed [239]. A Ti:sapphire laser system in combination
with an amplifier was used to generate laser pulses similar to the optical pump used in
the THz measurements with a repetition rate of 250 kHz (and the same pump fluence of 1
mJ/cm2). The same pulse was used as optical probe but with a beam intensity at least 100
times lower.
7.6 thz transmission
With the aim of understanding to what extent THz transmission measurements can serve as a
probe of transport properties in CoFe/Al2O3 multilayers at THz frequencies, we measured the
THz transmission through the multilayer structure as a function of temperature T. In order
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Figure 7.5: THz transmission (TR) and resistance (R) as a function of temperature. The black dots rep-
resent the THz transmission normalized to the transmission of the substrate and the red
line the resistance behaviour for the same sample as reported elsewhere [234].
to deduce the signal originating from the CoFe/Al2O3 multilayer, we normalized the electric
field transmission of the sample with that of the substrate. The result is shown in Fig. 7.5
(black dots). One sees that the THz transmission through the CoFe/Al2O3 multilayer increases
with temperature. This can be understood if one assumes that the transmission is dominated
by the real part of the electric conductivity. As temperature decreases, the scattering rate of
free electrons becomes smaller thereby leading to an increase of the conductivity and thus a
decrease of the transmission of the electromagnetic radiation at THz frequencies. There is a
remarkable correlation between the temperature dependencies of the THz transmission with
the DC electrical resistance, see Fig. 7.5. This finding confirms that the THz transmission can
serve as a probe of the transport properties of spintronics materials at THz frequencies.
To understand if it is possible to control the transport properties of the multilayer structure
with the aid of a femtosecond laser pulse, we performed time-resolved pump-probe meas-
urements in which the sample was first excited by a 50 fs laser pulse and the laser-induced
changes were probed with a pulse of THz radiation. Varying the delay between the pump
and probe pulses we measured how the maximum electric field of the transmitted THz pulse
changes as a function of the delay. The results are shown in Fig. 7.6(a), where the change in
the transmission is measured with respect to the transmission without pump pulses present.
It is seen that the femtosecond laser excitation can indeed cause ultrafast dynamics of the THz
transmission. In particular, the time-resolved measurements reveal three different regimes of
the dynamics: the steep change of the THz transmission on a time-scale of ∼500 fs, a fast de-
cay on a time-scale of ∼0.8 ps and a slower relaxation with the characteristic time of about 140
ps. The dynamics can be understood using the two-temperature model, which describes the
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temporal evolution of the system in terms of two coupled reservoirs of energy representing
free electrons and lattice, respectively [240]:
Ce(Te)
dTe
dt
= −G(Te − Tl) + P(t), (7.3)
and
Cl(Tl)
dTl
dt
= G(Te − Tl), (7.4)
where Cl and Ce are heat capacities of the lattice and the electrons, respectively. Tl is the lattice
temperature, Te is the temperature of the electrons, G the electron-lattice coupling factor and
P(t) the laser heating source. When an intense 50 fs laser pulse is absorbed in the medium,
its energy is transferred to the electron gas, increasing its temperature/energy. This leads to
an increase of the scattering rate and results in a decrease of the conductivity. As a result, the
THz transmission increases and, as can be seen from the experiment in the studied materials,
this increase occurs faster than 0.5 ps (τ0 < 0.5 ps). From the differential equations it is seen
that the time-scale of the process is defined by the time dependence of the source P(t). After
that, due to electron-phonon coupling, the electrons will effectively transfer their energy to
the lattice on a time-scale below 1 ps (τ1 ∼ 0.8 ps) [241, 242]. Phenomenologically, we were
able to describe the transmission change due to a pump pulse using:
∆TR
TR
= [0.5er f (
t
τ0
− 0.5)][A1exp(− t
τ1
) + A2exp(− t
τ2
)], (7.5)
where τ0 is the rise time of the error function, A1 and A2 are exponential amplitudes, and
τ1 and τ2 are exponential decay times. The first term between brackets in Eq. (7.5) describes
the sudden change in the resistivity, while the exponential decays account for the different
relaxation processes. The function described in Eq. (7.5) can perfectly describe our photo-
induced transmission change, as shown by the solid line in Fig. 7.6(a). The decay time τ1
can be interpreted as the characteristic time of the electron-phonon coupling, the strength
of which is described by the factor G [see Eqs. (7.3) and (7.4})]. The observed decrease of
the THz transmission originates from an increase of the THz conductivity and indicates that
this electron-lattice thermalization leads to a temperature decrease of the system. One should
point out that the resistance of a metal is governed by both electron-electron and electron-
phonon scattering. It is expected that the electron-electron scattering rate is proportional to T2,
while the electron-phonon scattering rate is proportional to T5 [243]. Thus, it is not obvious
at the first sight that the conductivity should increase and the THz transmission drop as the
electrons transfer energy to phonons. The conductivity increase on a time-scale of the electron-
phonon interaction can be assigned to the fact that the drop in the electronic temperature is
substantially larger than the increase in the phonon temperature. After the temperatures of
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the electrons and the lattice are equilibrated, the whole excited area will cool down on the
time-scale of the heat-transfer (τ2 ∼ 140 ps). Therefore, τ2 is assigned to the cooling of the
lattice, which results in the coupling of the lattice to an infinite reservoir at room temperature
and is not explicitly shown in this restricted two-temperature model. As the electron scattering
decreases (due to electron-phonon coupling and heat transfer) the conductivity increases and
thus the THz transmission decreases. This behaviour is consistent with Fig. 7.5.
In Fig. 7.6(b) we show τ1 and τ2 as a function of temperature; τ0 appears to be temperature
independent (τ0 ∼ 0.16 ps). The fast recovery (τ1) on a sub-ps time-scale is nearly independent
of the sample temperature, whereas the slow cooling rate (τ2) increases by almost 15% when
going from 300 to 15 K. Since τ2 corresponds to the characteristic time of the longer thermal
relaxation process, as the temperature increases, the thermal relaxation is more efficient and
τ2 decreases. On the other hand, τ1 (which is related to the electron-phonon coupling) is
independent on the temperature since it is mainly affected by the ultrafast heating caused by
the optical laser pulse. As for the exponential decay amplitudes of the transmission (A1 and
A2), a decrease is observed with increasing temperatures [Fig. 7.6(c)]. This result is expectable
since, for high temperatures, the transmission limit is enhanced and thus the decay amplitudes
decrease.
Measurements with different in-plane magnetic fields were also performed (not shown). For
the best sensitivity of our setup we could not detect any dependence of the THz transmission,
with or without pump, on the magnetic field. This is probably related with the small mag-
netoresistance exhibited by this sample [234]. Furthermore, while MR effects are claimed to
be abundantly observed in the mid-infrared optical range [244, 245, 246, 247], less is known
for the THz spectral range [248, 249, 250].
7.7 thz emission
To understand the effect of the optical pump on the CoFe/Al2O3 multilayer structure we also
studied THz emission from the sample after it has been excited by a femtosecond laser pulse
at room temperature. Figure 7.7(a) shows the THz emission waveforms measured at differ-
ent azimuthal angles (θ) between magnetization and the axis of the electro-optical detector
(polarization of the detection beam). The polarization of the detection beam was maintained
constant and the sample rotated. In order to elucidate the origin of the emission, we performed
the measurements for different orientations of the magnetization with respect to the axis of
the detector. Although we clearly observe THz emission when the polarization of the detector
axis and the magnetization are orthogonal, no THz emission is observed with the axis parallel
to the magnetization. To reveal the full angular dependence we measured the strength of the
electric field of the emitted THz radiation as a function of the angle θ between the detector axis
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Figure 7.6: Change in THz peak transmission after an incident optical pump pulse. (a) The change in
THz transmission (relatively to the transmission without the pump pulse, ∆TR/TR) can be
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Figure 7.7: Ultrafast demagnetization results in THz emission. (a) THz emission for different azimuthal
angles θ. (b) Experimental peak intensity as a function of θ (dots) and respective sinusoidal
fit (line). (c) Comparison between the near-infrared MOKE rotation and the THz peak amp-
litude as a function of the applied magnetic field.
and the magnetization. Figure 7.7(b) reveals a periodic dependence which can be accurately
fitted with a sine function. A similar sinusoidal relation to the laser-induced THz emission
was already observed in Fe [251] and Ni films [224]. While the former report claimed that this
emission is generated by an optical nonlinearity due to symmetry breaking at the surfaces of
the films, the latter suggests that the THz emission originates from the ultrafast laser-induced
demagnetization of the metallic magnet. Indeed, it follows from Maxwells’s equations that a
time varying magnetization (M) results in the emission of electromagnetic radiation.
To confirm that the origin of the THz emission is the ultrafast demagnetization, we per-
formed experiments at different applied magnetic fields (H). Since CoFe is a ferromagnetic
material, the dependence of the magnetization M on the field H shows a hysteretic behaviour.
Using MOKE measurements [252] in which the angle of incidence of light was set to 45 de-
grees and the magnetic field applied in the plane of the sample, we obtained the dependence
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of the magnetization on the magnetic field M(H) [see Fig. 7.7(c)]. The figure also shows that
the peak amplitude of the emitted THz radiation as a function of H reveals a similar hysteretic-
like behaviour. It should be noted, however, that since the THz emission measurements run
in a stroboscopic mode with pump pulses present, the interpretation of the outcome of the
measurements in fields lower than the coercive field is ambiguous.
We have also checked if the THz emission is sensitive to the polarization of the optical pump
and found no polarization dependence of the emission signals which again confirms the hy-
pothesis that the ultrafast changes of the magnetization are due to the laser-induced demag-
netization and not opto-magnetic phenomena similar to those described in Ref. [253]. It was
observed (using wiregrid polarisers) that the emission is always purely polarized perpendic-
ular to the magnetization. These measurements support the hypothesis that demagnetization
induced THz emission is observed.
To support the idea of THz radiation being emitted due to ultrafast laser-induced demagnet-
ization, we have compared our experimental results obtained with the help of the MOKE and
THz emission spectroscopy. In particular, taking the data on ultrafast demagnetization from
the MOKE measurements we calculated the electric field of the THz wave emitted as a result
of such a rapid change of the magnetization of the medium. Starting from the derivation of
the plane wave equation for an infinite plane, using Faraday’s and Ampère’s laws and taking
into account the fact that the generated THz radiation before being detected first propagates
through a glass substrate, it is possible to arrive to the following expression for the electric
field of the THz radiation [254]:
E˜y(ω, z) =
4piω
c
im˜x(ω)d
1
n+ 1
exp(−iω
c
nz), (7.6)
where E˜y(w, z) is the generated complex electric field, m˜x is the complex magnetization, ω
the angular frequency, d is the thickness of the magnetic layer, n is the refractive index of the
substrate and c the speed of light in vacuum.
In order to find the electric field of the generated THz radiation, we experimentally found
how the magnetization of the medium changes in time after the sample was excited by a
50 fs laser pulse at room temperature. In particular, we performed all optical pump-probe
experiments in which the medium was excited by a 50 fs laser pulse with a central wavelength
of 800 nm and the temporal evolution of the laser-induced changes was probed with the help
of a similar but weaker probe pulse. Using the procedure described in Ref. [239], we were able
to determine the time-scale and the degree of the laser-induced demagnetization [Fig. 7.8(a)].
The dynamics of the demagnetization obtained at different magnetic fields are shown in Fig.
7.8(a), revealing that it is relatively insensitive to the external magnetic field.
Taking the dependence of the demagnetization from Fig. 7.8(a) we calculated the spectrum
of the THz emission. The outcome of the calculations is shown in Fig. 7.8(b), together with the
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Figure 7.8: Ultrafast demagnetization results in a near-infrared pump-probe system. (a) Pump-probe
measurements of the demagnetization at different applied magnetic fields and (b) compar-
ison between the spectrum of the THz emission and the spectrum calculated through the
demagnetization measurements (both normalized to their highest value).
measured trace of the THz spectrum. Regarding the fact that, in the calculation procedure of
the THz trace no fit parameters are used and the propagation and ZnTe response are neglected,
the similarity between these two spectra is quite satisfactory. However, the spectral width of
the calculated spectrum is broader than the measured one. This can be explained taking into
account that the propagation response will attenuate lower frequencies, while the propagation
through the substrate and the response of the ZnTe detection will attenuate higher frequencies.
7.8 conclusions
In this work, several optical and THz characterization techniques were developed and em-
ployed to understand the charge and magnetic dynamics of materials used in spintronics ap-
plications. The spectral MOKE measurements revealed interesting features. Specifically, they
revealed that the spectral dependence of the MOKE rotation depends on the magnetic and
structural properties of the samples and thus it can be used as a characterization tool. Further-
more, we performed a detailed study of the THz transmission and emission in CoFe/Al2O3
multilayers. It was verified that the THz transmission has the same temperature dependence
as the electrical resistance, opening the possibility of probing the resistance state in the ps time-
scale using THz transmission. In fact, posteriorly to this work it was demonstrated the pos-
sibility of probing the resistance state of spin valves using THz spectroscopy [232]. Moreover,
the effect of a femtosecond laser excitation on the THz transmission, and thus the electrical
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resistivity, was studied. Besides the observed sub-ps change in the resistivity, we also observed
an emission of linearly polarized THz radiation triggered by the ultrafast optical excitation. To
reveal the origin of the emission, we compared the near-infrared MOKE rotation with the THz
peak amplitude. Both these observables appear to show quite similar hysteresis dependencies
on the applied magnetic field. Moreover, the magnetization dynamics deduced from the time-
resolved MOKE measurements was used to calculate the spectrum of the THz emission which
must accompany such a laser-induced magnetization dynamics. The calculated spectrum is in
good agreement with the experimentally obtained spectrum of the electric field of the emitted
radiation. These facts strongly support the hypothesis that the THz emission originates from
the ultrafast laser-induced demagnetization.
8
CONCLUS IONS AND FUTURE D IRECT IONS
Spin transfer torque nano-oscillators (STNOs) are in the forefront of current spintronic applic-
ations. In this thesis, these novel devices were thoughtfully studied from their fabrication to
their RF emission characterization. As for the nanofabrication process, nanometric magnetic
tunnel junctions (MTJs) with tunnel magnetoresistance (TMR) values up to 156% in the low
RA range (below 2 Ωμm2), were successfully obtained in industrial 200 mm wafers. Higher
yields and uniformities were achieved with dimensions above 100 × 100 nm2 (above 80%),
but functional devices down to 50 × 50 nm2 could still be obtained. Moreover, a novel ion
beam planarization (IBP) step, to confer physical and electrical stability to the nanopillars,
was implemented. This IBP step is an important new contribution to the groups working
on MTJ nanofabrication since it has significant advantages when compared to lift-off (lower
process time and better for smaller pillars) and CMP (fewer residues and higher uniformity)
processes. This fabrication protocol was fully developed and applied to STNOs. Nevertheless,
it can be applied to a different range of applications, such as nanosensors, magnetic random
access memories (MRAMs) and novel devices that explore pure spin currents for memories
and oscillators. Hence, this process is not only relevant for the work shown in this thesis, it
can also be the foundation from which new projects will blossom.
Arguably, the strongest contribution of this thesis to the development of STNOs, consisted
in unveiling the effect of the MgO barrier thickness on the performance of the oscillators. It
was until now broadly assumed that thinner MgO barriers (RA ~ 1 Ωµm2), that are able to
sustain larger currents, would enhance the maximum output power (Pout) due to the larger
STT-excited magnetization precessions. Nevertheless, thicker and more continuous MgO bar-
riers depict a larger TMR, smaller defect count and higher breakdown voltage. Moreover, the
larger resistance leads to a larger voltage variation for the same amplitude of the magnetiza-
tion orbits. Still, if the MgO barrier thickness is increased further, the current values sustained
by the MTJ are too small and the STT-induced magnetic precessions are restrained. In fact, it
was determined that there is an optimal MgO barrier thickness (equivalent to an RA range
within 7.5 - 12.5 Ωµm2) where Pout was maximized up to 200 nW (while frequency of op-
eration and linewidth remained unchanged). These values are 5 times larger than the ones
obtained from devices with RA ~ 1 Ωµm2. These results were corroborated by micromagnetic
simulations and by a second fabricated MTJ incorporating an MgO wedge, both depicting the
optimal region for maximized Pout. The main feature responsible for this increased output is
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the very low values of critical current density required to excite auto-oscillations JSTT (down
to 1.17 × 105 A/cm2) that were obtained for the more continuous and crystalline MgO. There
are still open strings left from this work, in particular, further theoretical and experimental
work is still necessary to fully understand the mechanisms that lead to the low measured JSTT
values and their dependence with the TMR and RA. A key aspect of these results, is that
this approach is cumulative with other improvements and STNOs geometries (such as vor-
tex oscillators, STNOs incorporating perpendicular anisotropy, or synchronized oscillators).
Furthermore, this RA range facilitates the MTJ nanofabrication with large TMR values, when
compared to the lower RA region. Hence, this approach represents a simple and beneficial way
to maximize Pout, that is transversal to different STNO configurations. We expect that these
results will have a significant impact in the future research and implementation of STNOs.
The broad application of the nanofabrication process to different geometries and mag-
netic configurations was also tested. A novel geometry incorporating MTJ pillars with point-
contacts (down to 100 × 100 nm2) was successfully obtained. Despite the limited TMR and
yield of this particular sample (due to incomplete planarization), interesting possibilities arise
from such structure. Namely, achieving the synchronization of oscillators is one of the most
promising ways to increase Pout and decrease the linewidth of STNOs. So far, synchroniza-
tion was mainly achieved with point-contact geometries sharing the same ferromagnetic (FM)
mesa. Therefore, we believe that the used fabrication methodology could be applied to µm-
sized pillars incorporating point-contacts. Such structures would allow a clearer understand-
ing of the effect of the nanoconstriction (since large STT-induced magnetic precessions are
not achievable with µm-sized pillars). Moreover, pillars with 2 or more point-contacts could
be envisaged to obtain oscillator synchronization. Hence, this work opens the prospect of
synchronized MTJ-based STNOs. If this structure is demonstrated to be beneficial for STNOs
(even without synchronization), the original geometry of a nano-sized pillar incorporating a
point-contact could be further explored.
The nanofabrication process was also employed to achieve vortex-based STNOs, which is
one of the most well-established sub-fields of the research on oscillators. This configuration
was successfully implemented by incorporating relatively thick NiFe layers (7 and 15 nm)
into the magnetic stack. The obtained state diagram (magnetic state for different pillar radius
and NiFe thicknesses) was coherent with the theoretical framework. Moreover, the RF emis-
sion of vortex-based STNOs was measured and large Pout values of 1.49 µW in conjugation
with a small linewidth below 1 MHz obtained. As expected for this configuration, the signal
frequency was limited to 265 MHz. This work opens the prospect for further investigation
concerning vortex-based STNOs. In fact, collaborations with partner organizations working
on magnetic vortices are ongoing and these results have been recently published [255].
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The last STNO configuration, developed in the scope of this thesis, consisted in MTJs with in-
plane (IP) homogeneous magnetization incorporating a perpendicular polarizer (so far, such
configuration had only been applied to spin valves). In what concerns this thesis, the devel-
opment of such magnetic stack was the most complex in terms of the deposition scheme.
Nevertheless, an ex-situ deposition process was successfully implemented, taking profit of
the two available thin film deposition tools: one for the deposition of MTJs and another in-
corporating a Pt target. After nanofabrication, MTJ structures depicting low RA (5-6 Ωµm2)
and TMR values up to ~ 90% were obtained. Note that, taking into account that two vacuum
breaks were necessary during the stack deposition, a considerable TMR was obtained. The
presence of a plateau state, with resistance between the P and the AP states, is a strong evi-
dence that the perpendicular polarizer is effectively working and OOP magnetic precessions
are obtained in this region. Furthermore, the state diagram of the different magnetic states as
a function of Ibias and the IP applied field is in agreement with the expected polarizer effect.
The excitation of the out-of-plane (OOP) magnetic precessions led to a maximized Pout up to
60 nW (values ~ 10 nW were obtained outside the plateau region). Moreover, this larger Pout
was obtained with low magnetic field (in some structures even without applied field), which
is a significant asset for practical applications. The large measured linewidth ~ 500 MHz is
the most limitative factor of this approach. Further work is still necessary to understand if the
large linewidths are a consequence of this magnetic configuration or the ex-situ fabrication
process.
The key principle of operation of STNOs resides on the magnetization dynamics associated
to a magnetoresistive structure. To further understand these dynamics and their correlation
with the electrical counterpart, an exploratory work using pump-probe techniques in mater-
ials used in spintronics applications, was performed. The main tool used in this study was
the THz-time domain spectroscopy setup (TDS) and the most disruptive results obtained with
CoFe/Al2O3 multilayers. The THz-TDS setup can be set for the study of the THz transmission
or emission of the samples. This wavelength corresponds to the range of electronics intra-
band transitions, thus allowing the probing of the charge carrier dynamics. An impressive
correlation between the THz transmission and the electrical resistance (as a function of the
temperature) was observed. This opens the possibility of electrical transport probing in the ps
time-scale using THz transmission. In fact, posteriorly another group demonstrated the possib-
ility of probing the resistance state of spin valves using THz spectroscopy [232]. Furthermore,
we could correlate the THz emission with the laser-induced ultrafast demagnetization. This
was performed by performing time-resolved magneto optical Kerr effect (MOKE) measure-
ments and comparing the calculated spectrum with the measured THz emission. The good
correlation achieved supports the hypothesis that THz emission originates from the ultrafast
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demagnetization. The collaboration with the group of Dr. Alexey Kimel and Prof. Theo Rasing
remains active with significant results being already achieved [230].
In summary, the results obtained in this thesis open a broad range of possibilities for fu-
ture research directions. Different approaches for STNOs (point-contacts, magnetic vortices,
perpendicular anisotropy) can be explored, pushing even further the limits of this technology.
The intermediate MgO thickness can be applied to maximize the output of STNOs and is
transversal to the different geometries. Moreover, further spintronics applications (sensors and
MRAMs) can be envisaged using the developed fabrication process. Finally, the continuation
of fundamental research on magnetic and electric dynamics might push these technologies to
even faster regimes.
A
T IMAR I S MULT I TARGET MODE DEPOS IT ION CONDIT IONS
Contrary to the remaining deposition schemes, where a static deposition is performed (besides
rotation), the depositions performed in Timaris multi target mode (MTM) are dynamic (based
on horizontal movements of the wafer under a plasma). These horizontal movements are
performed along the deposition chamber with a length L. The deposited thickness will thus
depend on the speed of those movements and the plasma power. More precisely, larger powers
increase the quantity of sputtered material, increasing the deposition rate, while larger speeds
minimize the deposition time, decreasing the deposition rate. Hence, the dynamic deposition
rate Rdyn is defined as:
Rdyn =
tv
nP
, (A.1)
where t is the film thickness, v the speed, n the number of passes and P the power used during
calibration. Rdyn was calculated for each material target and the material thickness obtained
for each deposition can be obtained using:
ti =
1
Rdyn
niPi
vi
. (A.2)
Usually, the power P was maintained constant (the one used for the calibration) and n and
v were changed accordingly to the desired thickness. In Table A.1 we show the values of Rdyn
obtained for each material.
The MgO calibration was performed in a similar way but considering the resistance × area
product (RA) instead of the measured thickness. The exponential law for the RA is given by:
RA = A1exp(
nP
v
1
B1
), (A.3)
where A1 and B1 are constants. By plotting RA as a function of nPv (where P was maintained
constant with a value of 3 kW), the values of A1 and B1 could be determined (4.94 × 10−3
Ωµm2 and 10.8306 W·mm/s, respectively). Finally, by adjusting the values of n and v we are
able to deposit MgO barriers with different RA values.
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Material P (kW) Rdyn (nm/kW·mm/s)
Cu 1.10 548.5
CuN 3.00 467.3
Ta 1.10 216.1
IrMn 2.60 364.4
PtMn 0.35 343.8
Ru 0.60 299.5
CoFe 0.35 187.8
CoFeB 0.40 164.1
NiFe 0.70 203.1
Table A.1: Deposition parameters of the Timaris MTM.
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