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where the gamma function Γ(u) is given by Γ(u) ≡ 
I x (a, b) is numerically evaluated by the Fortran 95 subroutine called DBRAT contained in the NSWC Mathematics Library [7, p. 88] . It requires a, b, x, y as input, where both x and y are specified, so that a value for either x or y that is smaller than can be used.
Here is the smallest positive double-precision number for the computer in use such that 1 + > 0 (see [2] , [3] ). In our use of an IBM PC, = 2 −52
2.220446E(−16). I x (a, b) appears in many branches of science, including atomic physics, fluid dynamics, transmission theory, lattice theory, and operations research [4] . It is perhaps best known in statistics by its direct connection to the F − Distribution, P(F 0 |ν 1 , ν 2 ) [1, p. 946]. The F−Distribution and its complement are given by
Let
Then, it easily follows that x = b/(b + aF 0 ), y = (aF 0 )/(b + aF 0 ) and
With a = 1/2, ν = ν 2 , the F−Distribution reduces to the Student s t − Distribution, (A(t 0 |ν) [1, p. 948] . Thus
In addition, I x (a, b) is also related to the Binomial Distribution, E [1, p. 960], namely
The objective in this report is to give a numerical algorithm to obtain the inverse of I x , that is, to find x (and y) given a, b, I x , I y . In addition, a Fortran 95 computer program will be described that determines the smaller of x and y within a prescribed number of significant digits. For reasons that required the input of both x and y for DBRAT [2] , we will, similarly, now require both I x and I y as input.
II. ALGORITHM FOR x AND y
In order to obtain values of x and y with a prespecified relative accuracy, the smaller of the two is always the one computed, and the other is determined as its one's complement. Also, in referring to I x (a, b) or I y (b, a), it is usually the smaller that is used. Note that I x (a, b) < I y (b, a) does not necessarily imply that x < y. See the example directly following (18). Therefore let I zn (I zo ) denote the new (previous) iterate for I z , where z = x or y or xy, with xy ≡ min(x, y), I xy ≡ min(I x , I y ), I xyn ≡ min(I xn , I yn ) I xyo ≡ min(I xo , I yo ). (12) Also let Previous iterate for x ≡ xo.
New iterate for x ≡ xn. Previous iterate for y ≡ yo.
New iterate for y ≡ yn. Previous iterate for xy ≡ xyo.
New iterate for xy ≡ xyn.
The numerical evaluation of xy from I xy for given a and b is essentially an iterative rootfinding process. For this purpose, the Newton-Raphson (N-R) procedure [5, p. 129] worked very well. By this we mean that it was successfully used to find xy numerically over a large range of input. However, before one can use N-R with assurance, a so-called " domain of attraction" (DOA) must be determined, which contains an estimate for xy from which a few N-R iterations will converge to an acceptable approximation for xy. Extensive testing determined that if I xyn satisfies
then xyn is in DOA. With three independent variables, a, b, I xy , this is the difficult phase of the analysis.
For our purposes it is useful to always have an upper, xyH, and lower, xyL, bound for xy such that xyL < xy < xyH.
Initially, we start with xyL = 0 and xyH = 1. The first approximation for xy is given by
Estimate (16) is particularly good for small a, and (17) 
Since I x (a, b) → 1 as a → 0, then for small a and reasonable values of I x , x will be small so that the last term in (18) is negligible relative to the first, thus yielding (16). For example, given I x = .9 and a = .01, b = 2 (from(16)), xo 9.80047(−6) with x = 9.801426(−6). An argument similar to the one above leads to (17). Improved estimates for xy are attempted by the following: If
then xyn = 2 * xyo < 1. This doubling procedure is continued for a maximum of 12 cycles as long as (19) is satisfied with a resulting improvement in xyL. If (19) is not satisfied initially, then xyn = xyo/2. This halving procedure is continued for a maximum of 12 cycles as long as (19) is not satisfied with a resulting improvement in xyH. At this stage xyn is assigned,
so that an improved value of xyH or xyL is found depending on whether I xyn is greater or less than I xy . This procedure is cycled using (20) a maximum of 35 times unless, at some stage, (14) is satisfied or |xyH − xyL| < eps2 * xyn, eps2 = 1(−13).
If (21) holds, then xyn is accepted as a satisfactory result for xy. If only (14) holds, then xyn is in DOA and the N-R procedure is called. Setting xyn to xyo (see (13)), the new estimate for xy is computed from (N-R) using the following algorithm (see next page). 
where eps is assigned by the user. An eps = 5(−10) requires, for convergence, no more than 4 N-R iterations for a and/or b as large as 1(8) and I xy as small as 1(-10). [7] .
III. COMPUTER PROGRAM FOR
IV. NUMERICAL RESULTS In Table 1 below, the first four columns contain inputs for INVBETA. The next two columns contain outputs x, y, and the last column contains the total number of calls to DBRAT. A row of data refers to one case, or call to INVBETA. There are 23 cases listed. The accuracy parameter was set at eps = 5(−11). 
