Students' academic achievement is largely driven by their social phenomena, which is shaped by social influence and opinion dynamics. In this paper, we employed a machine learning technique to detect social influence and sentiment in text-based students' life stories. The life stories were first preprocessed and clustered using k-means with euclidean distance. After that, we identified domestic, peer and school staff as the main influences on students' academic development. The various influences were used as class labels for supervised classification using SMO, MNB and J48 decision tree classifiers. In addition, the stories were manually labelled with positive and negative sentiments. We employed 10-folds cross-validation in classifying the sentiments and the social influences in the story corpus. The result show that peer influence is more salient on students' academic development followed by staff (15%) and domestic influences (12%). However, the remaining 54% of the stories contains unrelated social and other influences. Also, Students expressed more negative sentiment towards academic engagement than the positive sentiments. As per the classifier performance, SMO was found to be superior over MNB and J48 in the sentiment classification while MNB also performed slightly better than the SMO and J48 in the social influence analysis.
Introduction
Social phenomena are shaped by social influence and opinion dynamics [1] . Social influence occurs when a person's emotions, opinion, or behaviours are affected by others [1] . With this, social influence takes many forms and can be seen in conformity, socialization, peer pressure, obedience, leadership, persuasion, sales, and marketing [2] . Parents, teachers and peers to students are found to be the main sources of social influence on students towards their academic development [13] [14] [15] . In line with this, Ganotice & King [3] found students' higher levels of social support towards their academic development from their parents, teachers and peers. Further, Ganotice & King [3] have asserted, from their study, that students' higher achievement in their test scores is socially influenced. This implies that students' actions, inactions, attitudes and behaviours are influenced by others while conducting their studies [17] . Many students, at the level of their senior high school education, do not earn income that warrant self-dependency, rather they rely hugely on their parents and close relations for their well-being especially in the developing economies [24] .
Opinion dynamics is an important component of social phenomena that has widely been studied in psychology. This is because of its relevance of understanding one's behaviour and their perception towards others in a society. According to Sirbu et al. [7] "opinion formation is a complex process affected by the interplay of different elements, including the individual predisposition, the influence of positive and negative peer interaction (social networks playing a crucial role in this respect), the information each individual is exposed to, and many others". Opinion analysis has long been a subject of interest for researchers in the field of educational technology to assess and predict students' perception towards teaching and teaching methodologies of teachers. In this light, we believe that the magnitude and nature of social phenomenon represents a core component of students' academic development. Hence, the need to explore how computational techniques could be used to analyse social phenomenon in students' life stories, especially on detecting sentiment and social influence from students' generated content. Thus, school counsellors and administrators would be able to assist students in their academic development through an informed decision based on students' sentiments and social influence.
Trust is tacit which represents a core element for students' relationships with others [4] [12] . It is undeniable fact that students need to develop trust in their school counsellors or people close them, in order for them to open up their life confidentialities [20] . Therefore, counsellors are obliged to give students a reason to trust them. Kolog et al. [5] [16] and Glasheen et al. [6] , in their respective studies, believe that many students prefer to be counselled anonymously because of the lack of trust they have in their counsellors. In this light, many students may be confronted with academic and life threatening challenges yet decline to share with counsellors, and rather suffer in silence. In this paper, we collected students' life stories that may have never been shared with their counsellors, and these stories were then developed into suitable corpus for analysis [26] . With machine learning (ML) technique, we aim to analysis students' sentiments and track social influences on students' academic development from the life story corpus.
Generally, the aim of this study is to examine the role of social support from parents, teachers, and peers in students' academic achievement through their life stories. Knowing and understanding of the social phenomena of learners, counsellors, teachers and school administrators are able help learners to manage their academic work. For instance, if a learner experiences a sharp decline in his or her academic performance as a result of parental influence, counsellor can alert parents and get them involve the learner's development. The sentiments associated with students' academic life stories can prompt teachers to modify the content of their teaching methodologies or modify any existing intelligent system for teaching and learning to suit leaners needs.
Related works
Text mining is one of the most sought areas of artificial intelligence (AI) in recent years. The field has attracted a lot of attention from researchers with deferring interests. Most notable of these areas are Natural language processing (NLP), affective computing, computational linguistics and human computer interaction. Usually, these fields employs machine learning (ML) techniques for predictions, clustering, among others. ML is an application of artificial intelligence (AI) that provides systems the ability to automatically learn and improve from experience without being explicitly programmed [8] . Two different approaches of ML are involved: supervised and unsupervised. In supervised ML, training data is required to train a classifier. After that, a model is created, capable of predicting unseen data. Example is a classification of text documents according to predefined emotion categories, such as Ekman [19] and Plutchik's [18] basic emotions. Unsupervised ML, on the other hand, rather looks for patterns in an unseen data, thus training of a classifier is not required.
In a related study, Lopes et al. [9] employed both supervised and unsupervised ML algorithms for automatic classification of sentiments from 2000 social network users. The researchers crawled the experimented data from a social networking platform called Scientia.Net. Scientia.Net is a social network site for academic environment with specific content for scientists who want to share their research or advance in their work through interaction with other researchers [9] . Two supervised classifiers: Multilayer perceptron, support vector machine and two unsupervised classifiers: modified kohonen network and k-means algorithm were used in their experiment. The researchers, in their study aimed to find out which among the aforementioned ML algorithms performed better in the classification. With respect to the results from the supervised classifiers, the researchers found SVM to outperform the multilayer perceptron. Also, the results from the unsupervised algorithms revealed that Kohonen Network obtained an average execution time much longer compared with K-means algorithm, but with a lower error rate regarding the classification.
Pang et al. [10] carried out an experiment on automatic classification of sentiments in text documents using ML algorithms. The researchers classified the text documents by topic, but overall sentiment according to negative and positive sentiments. From their experiment, three ML algorithms were used in classifying sentiments in movie review datasets. The ML algorithms employed by the researchers are Naive Bayes, maximum entropy, and support vector machines. The results from the ML algorithm were compared with human-produced baselines. In the end, Pang et al., [10] found the the ML algorithms to perform better than the human-produced baselines. However, the researchers found the four ML algorithms to perform poorly on the sentiment classification by topic.
Altrabsheh et al. [11] used supervised ML techniques to detect fine-(sentiments) and coarse-grained emotions in student's feedback, of which they collected the feedback from social media, such as twitter. The researchers classify fine-grained emotions in the tweets data by using Naive Bayes (NB), Maximum Entropy (Max. Ent.), and support vector machines (SVM) classifiers. In the end, Altrabsheh et al. [11] concluded that NB, Max. Ent. and SVM classifiers were superior in terms of their capabilities in text classification. While Altrabsheh et al., [11] have demonstrated the superiority of NB, Max. Ent. and SVM in emotion analysis in text, we also employed NB, SVM and MNB classifiers to show their efficacies in detecting sentiment and social influence in students' life stories.
Social influence analysis has long been researched in diverse domains, especially in the fields of psychology and business. Yet, to the best of our knowledge, we could not find studies that have employed machine learning techniques to detect social influence in students' text though there are a vast amount of similar studies in sentiment or opinion analysis in text. For this reason, we believe that this paper will open up the awareness and the need for researchers in computer science to venture. Social influence plays an important role in students' academic development, especially in the context of the emotional and personal-social development.
Experimental setup
This section takes a holistic view of the processes and approaches of the experiment in this work. The source of the data used in this study is outlined in this section as well. We have also elaborated on the various processes of clustering, annotation and classification of the life story corpus according to sentiments and social influence (SI). Figure 1 represents the experimental process of this paper. However, detail explanations of the figure are outlined in the subsections 3.1 to 3.5. In this study, we have considered the influence of students' academic development from the perspective of their peers (PI), school staff (StI), domestic (DI) and other or no social influences (NI) that students have expressed in their life stories.
Figure1. Experimental research process

Dataset
Students from Ghana were tasked to write about their life stories subjectively. The life stories, in this study and as we defined for the students, is concerned with the emotional antecedents or life situations that have affected students in their academic orientation. Given the context and the challenges associated with the inability of many students to use ICT, we administered paper-based questionnaires for the students to express their life situations on which students are able or not able to discuss with their school counsellors. Students were assured that their stories would not be traced to them as they were made not to indicate anything in the stories that might identify them. Ethically, students were made to sign informed consent form before the stories were collected. The collected stories were pre-processed for annotation and for further analysis. After the initial pre-processing, the maximum number of sentences in text instances or document was five while the minimum sentence was only one.
Cluster analysis
Clustering is unsupervised ML technique that classifies new cases based on a similarity measure (e.g. distance function). For pre-processing of the data before the cluster analysis, we developed a Python script that counted certain keywords from the life story dataset. The usage of key words, such as multiple occurrences of 'father' or 'mother' in the life story indicated that the story is most likely to have domestic influence. The Python script generated 1-dimentional input vector space for the cluster analysis with each of input vector having the length of 3 indices: the first index indicated the occurrence of domestic keywords, the second index indicates the occurrence of staff keywords and the third index indicates the occurrences of peer keywords. Sample stories from the students with the keywords highlighted:
"For my first day in school, I have realised that most of the teachers don't attend to class and this is really affecting us badly in academic work"
"I have a good relationship with my friends. Anytime I don't understand anything in class my friends and other mates helps me to understand"
After the pre-processing of the dataset, we used two different widely known cluster algorithms to cluster the data. The algorithms were k-means and hierarchical cluster algorithms, all with euclidean distance as a distance metrics. Euclidean distance computes the root of square difference between co-ordinates of pair of objects [21] . For instance, If X = (x 1 , x 2 , …..., x n ) and Y = (y 1 , y 2 ,…., y n ) are two points Euclidean n-space, then the distance (Dist.) from X to Y, or from Y to X is given by the Pythagorean formula in the eq. 3.1. The number of clusters were set to 4. In this light, our hypothesis before the cluster analysis was that:
• One of the clusters would have high number of vectors that contain high number of domestic influence attributes, such as parents, family, among others. • One of the clusters would have high number of vectors that contain peer influence attributes, such as friend, mate, colleagues, among others. • One of the clusters would be influenced highly by their teaching or nonteaching staff, such as teacher, counsellor, staff, among others. • The remaining data would have low or no aforementioned attributes.
Cluster evaluation
For the evaluation of the clustering algorithm, we used Silhouette index [22] . Silhouette index calculates how well a dataset vector is clustered. Silhouette index varies from -1 to 1, where -1 and other low values indicate that the vectors might be in the wrong clusters. The performance of k-means was slightly better (0.8 compared to 0.4 of hierarchical cluster analysis algorithm). Based on the Silhouette index of kmeans, we chose to maintain the results of k-means algorithm and as we expected, the resulted clusters contained either high domestic influence attributes, high peer influence attributes, high staff attributes and attributes where all values were low (neutral influence). For instance, one of the clusters held the input vectors [1, 11, 2] and [0, 4, 0] which indicates higher staff influence. Another example is an input vectors of [0, 0, 4] and [0, 0, 3] which also indicates a higher peer influence. In the neutral cluster some of the input vectors, for instance, were [0, 0, 0] and [1, 1, 0] , which also indicates low occurrences of all the influences. Finally, the labels and the clustered input vectors created by the k-means acted as the basis of the supervised classification process.
Annotation and classification
The various social influences that were identified during the cluster analysis were used as class labels for the life story corpus. The rationale is to further apply supervised text classification technique on the labelled corpus. Tables 2 represents the instances (documents) of the stories for each class labels (social influence) in the life stories. Another objective of this study is to examine and extract the sentiments students expressed in their life stories. With this in mind, the corpus was given out to three selected counsellors to annotate them with positive and negative sentiments. A kappa score of 82% was obtained, which was deemed suitable for classification [14] . The kappa score was obtained after a repeated exercise and consensus among the annotators. Table 1 shows the number of instances (documents) identified for each class labels in the life stories for the sentiments analysis.
WEKA software [23] was used to perform the classification exercise. WEKA was developed by Machine Learning Group at the University of Waikato in the New Zealand 1 . It is a collection of machine learning algorithms for data mining tasks. The algorithms can either be applied directly to a dataset or called from one's own Java code. WEKA contains tools for data pre-processing, classification, regression, clustering, association rules, and visualization [23] . It is also well-suited for developing new machine learning schemes.
Two different classification tasks were carried out in this work: social influence and sentiment classifications. In WEKA, we employed SMO (sequential minimum optimisation) for SVM (support vector machine), J48 decision tree and MNB (Multinomial Naïve-Bayes) classifiers for the classification task. During classification in WEKA, 10-folds cross-validation was performed for the dataset, where the original sample is randomly partitioned into 10 equal size subsamples. With this, the crossvalidation process is repeated 10 times (the folds), with each of the 10 subsamples used exactly once as the validation data. During classification, the life story corpus was converted into bag-of-words features, as part of the pre-processing, with 'StringToWordVector' filter in WEKA. 
Results and discussion
This section presents the results and discussion of this study. While we report and discuss the findings of the sentiment and social influence classification, the section also reports the performance of the various classifiers used in the classification task.
Sentiments
The results in Table 1 show that students expressed more negative (approx. 56%) sentiments in their life stories than positive (approx. 44%) sentiments. The difference could be alluded to the fact that students' sentiments towards their academic development is mostly marred with challenges and difficulties. As observed from the dataset, we can argue that many of the students understood their life stories to be their life challenges though their understanding was partly in line with our expectations. Being able to detect students' social phenomena (sentiment and social influence), counsellors and perhaps school administrators will be able to assist students in creating awareness to the various sources of social influences on students' academic development.
Having established the quantitative levels of sentiments expressed by the students in their life stories, it is important to look into the performance of the ML classifiers. We used precision (P), recall (R) and f-measure (F) to report the performance of the various classifiers used in this study. In this light, the various evaluation measures were computed for each individual sentiment categories, and as well the overall weighted performance of the classifiers (shown in Table 3 ).
As indicated in Table 3 , the performance of all the classifiers in the classification of each of the sentiments were high. This implies that the machine learning techniques are suitable for sentiment classification of students' life stories. By comparing the accuracies of each of the classifiers, the performance of MNB (83%) surpasses that of the SMO (80%) and the J48 (69%) classifiers. Apart from the MNB classifier, SMO and J48 in classifying sentiments in the stories were below the baseline of the kappa score from the counsellors as indicated in Section 3.3. 
Social influence
We also looked into the various social influences found in the students' life stories. From Table 2 , apart from the 'neutral and other influences' (approx. 54%) expressed by the students, peer influence (approx. 20%) was found to be salient influence on students' academic development followed by the staff (approx.15%) and domestic influences (12%). This implies that students' academic development, based on their life stories, is mainly influenced by peers, such as course mates and friends. For instance, while some students are inspired to learn or receive help from their friends, others may be bullied or be discouraged by their friends while conducting their studies. Interestingly, this finding is consistent with Ganotice & King [3] who also found peer support to be salient influence on the academic engagement of students followed by their parents and then teachers. Ganotice and King [3] conducted their study with Filipino secondary students where they used questionnaires to collect data regarding students perceived social influence and academic engagement. unlike this study where we used ML techniques, Ganotice and King [3] analysed their data thematically.
To underpin the aforementioned findings, there is the need to ascertain the performance of the classification algorithms. Therefore, we evaluated the performance of the classifiers with coarse-grained evaluation measures. From Table  4 , the performance of SMO in the classification of all the categories were high except for the domestic influence that the classifier performance was low. The best performance of the MNB classifier is the classification of staff and neutral influences, while the classification of domestic influence yielded low. J48 performance was high with "neutral" while the staff and domestic influences were low. Overall, the level of accuracies of each of the classifiers in the classification of the social influence in the life stories are 80%, 72% and 69% for SMO, MNB and J48 respectively. This generally implies a good performance of all the classifiers with SMO being the best classifier for the detection of social influence in the students' life stories. 
Conclusion
In this paper, we used ML algorithms to analyse social phenomenon in students' life stories. Thus, sentiments and social influence were tracked from students' life stories. We used both supervised and unsupervised machine learning techniques. By the unsupervised ML technique, the life story corpus was clustered using k-means classifier. This approach was to help in identifying the various clusters according to the social influence of students on their academic development. The various social influences identified from the cluster analysis were then used as class labels for further classification. In addition, the stories were manually annotated with positive and negative sentiments. WEKA was employed to classify the content of the stories according to the various categories of the sentiments and social influences of students. Our results, with respect to the social influence, shows that students' academic development is largely influenced by their peers followed by their school staff and domestic influences. The results have also shown that students expressed more of negative sentiments than positive sentiments. With the classifier evaluation, overall, the SMO (80%) performed slightly better than J48 (72%) and the MNB (69%) classifiers in terms of the social influence analysis. In the same vein, MNB (83%) was found to perform slightly better in the sentiment analysis than the SMO (80%) and J48 (69%).
