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Abstract— Ultrafast vector flow imaging would benefit
newborn patients with congenital heart disorders, but still
requires thorough validation before translation to clinical prac-
tice. This paper investigates 2-D speckle tracking (ST) of intra-
ventricular blood flow in neonates when transmitting diverging
waves at ultrafast frame rate. Computational and in vitro
studies enabled us to quantify the performance and identify
artifacts related to the flow and the imaging sequence. First,
synthetic ultrasound images of a neonate’s left ventricular flow
pattern were obtained with the ultrasound simulator Field II by
propagating point scatterers according to 3-D intraventricular
flow fields obtained with computational fluid dynamics (CFD).
Noncompounded diverging waves (opening angle of 60°) were
transmitted at a pulse repetition frequency of 9 kHz. ST of
the B-mode data provided 2-D flow estimates at 180 Hz, which
were compared with the CFD flow field. We demonstrated that
the diastolic inflow jet showed a strong bias in the lateral
velocity estimates at the edges of the jet, as confirmed by
additional in vitro tests on a jet flow phantom. Furthermore,
ST performance was highly dependent on the cardiac phase
with low flows (<5 cm/s), high spatial flow gradients, and out-of-
plane flow as deteriorating factors. Despite the observed artifacts,
a good overall performance of 2-D ST was obtained with a
median magnitude underestimation and angular deviation of,
respectively, 28% and 13.5° during systole and 16% and 10.5°
during diastole.
Index Terms— Blood flow measurement, medical imaging,
medical signal and image processing.
I. INTRODUCTION
KNOWLEDGE of the full 3-D intracardiac blood flowpattern would enhance current visualization tools and
quantitative assessment of important cardiac parameters, such
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as volumetric flows (cardiac output, pulmonary blood flow,
shunt flow, etc.) or pressure gradients [1], [2]. One partic-
ular patient population likely benefiting from such a proper
quantification are newborns [3], since congenital heart dis-
ease (CHD) is diagnosed in about 4–8 in 1000 births [4], [5].
CHD like atrial or ventricular septal defect (VSD), patent
ductus arteriosus, or more complex conditions like tetralogy
of Fallot and hypoplastic left/right ventricles all imply signif-
icantly altered intracardiac blood flow patterns [2]. To assess
the severity, pediatric cardiologists will first and foremost
rely on echocardiography to: 1) visualize the anatomy of
the heart and 2) inspect the cardiac flow [3]. Doppler-based
imaging techniques are currently used in clinical blood flow
analysis, such as spectral analysis techniques [Continuous
Wave (CW) and Pulsed Wave (PW) Doppler] for local veloc-
ities and color-coded techniques Color Flow Imaging (CFI)
for flows in a wider field of view. Unfortunately, these flow
estimators have inherent limitations, which may lead to faulty
diagnoses [6], [7]. First of all, only the velocity component
parallel to the ultrasonic beam is captured, neglecting the
intrinsic 3-D character of the hemodynamics. Considering the
swirling motion and vortices [1], [8]–[10] commonly seen in
cardiac flow (e.g., the left ventricular diastolic vortex), clear-
cut interpretation of such 1-D-measurements is not straight-
forward. In addition, both CFI and PW Doppler are troubled
by aliasing, limiting the velocity range, and leading to even
more ambiguous results. Clearly, improved multidimensional
flow estimators are necessary.
To overcome the above limitations, several techniques have
already been suggested and developed. Crossed-beam Doppler
techniques [11], [12] apply trigonometry on several indepen-
dent axial velocity estimates to obtain a vector flow estima-
tion, while the transverse oscillation method estimates the
lateral velocity component from a laterally oscillating pressure
field [13], artificially synthesized in receive. Both techniques
are hampered by aliasing artifacts, yet yield promising results
for vascular applications [14]–[16]. However, with observed
blood flow velocities up to 3 m/s (e.g., VSD) in neonatal
cardiac imaging, aliasing artifacts can be detrimental. This
limitation is to some extent alleviated by speckle track-
ing (ST) [17], [18], a block matching technique to track
speckle, the characteristic signature of the received echoes
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arising in the presence of randomly distributed scatterers
(red blood cells) that cannot be individually discriminated
due to insufficient spatial resolution. As such, speckle reflects
the constructive and destructive interference patterns of the
ultrasound waves backscattered on the particles. This speckle
pattern remains relatively constant as the blood moves except
in the presence of, e.g., strong blood velocity gradients or
out-of-plane blood flow, decorrelating the speckle pattern and
hampering the performance of pattern matching techniques.
The maximal detectable velocity can be flexibly adapted by
modifying the search region at the expense of increased
computational times. ST has already been implemented on
commercial scanners in 3-D, though for cardiac tissue motion
detection [19]. However, ST for cardiac flow imaging is
still in a research phase with studies previously presented
in 2-D, both for neonatal [20] and for adult cardiac flow
imaging [21], but also in 3-D [22]. The latter study did,
however, presume the use of contrast agents, called echo-
particle image velocimetry [23], [24], facilitating tracking but
also requiring expensive and invasively administered contrast
agent.
Beside these advances in multidimensional velocity estima-
tion, the advent of high frame rate imaging has boosted the
development of cardiac flow imaging [25], [26]. Acquiring
ultrasonic data at a kilohertz (kHz) rate is nowadays possible
by transmitting plane [27], [28] or diverging waves [29],
insonifying the whole region of interest at once, and receiving
the ultrasonic echoes through parallel receive beamforming,
speeding up the acquisition rate. The use of plane waves has
been investigated for cardiac 1-D [30], [31] and 2-D flow
imaging [32], [33], but resulted in a limited rectangular field
of view, requiring several steered plane waves to cover an
adequate field of view. Cone-shaped insonified regions are
more appropriate for cardiac applications and can be accom-
plished by applying a virtual negative focus [29], resulting in
an acoustic wave diverging with depth.
In vivo and in vitro demonstrations of diverging waves
for cardiac tissue motion and blood velocity quantification
have been presented in adults as well. Papadacci et al. [34]
used spatial coherently compounded diverging waves to
measure shear wave propagation in cardiac tissues, thereby
estimating elasticity and tissue motion. High frame rate
intraventricular color flow visualization was demonstrated by
Osmanski et al. [35], while to the best of our knowledge, only
Takahashi et al. [21], [36] provided a proof of concept for
vector flow imaging using magnitude compounded diverging
waves.
So far, a thorough quantitative analysis of the use of diverg-
ing waves for 2-D ST of the intraventricular flow patterns has
been lacking though. Hence, this paper aims to quantitatively
explore the performance of diverging waves for high frame
rate vector flow imaging in the clinically relevant case of the
neonatal heart. Note that the smaller dimensions of the new-
born heart require higher frequency probes, which might addi-
tionally challenge the vector flow estimation compared with
its adult counterpart when using diverging waves due to the
tradeoff between penetration and resolution. We will use an in-
house developed multiphysics modeling approach [37], [38],
creating virtual ultrasound data with the true hemodynamics
behind the image fully known, allowing to validate the 2-D
flow estimates toward a ground truth. This methodology relies
on an ultrasonic imaging simulation approach, representing
blood flow by moving point scatterers on which the ultrasound
waves reflect. The movement of these point scatterers will be
derived from a computational fluid dynamics (CFD) model of
neonatal intraventricular flow. This multiphysics approach has
previously demonstrated the opportunities and shortcomings of
flow imaging in the carotid artery [39]–[41] and the vascular
access site for hemodialysis [42]. The findings from our
simulation environment will be further supported by high
frame rate vector flow measurements on an in vitro jet flow
phantom.
II. METHODS
First, the subsequent steps of the multiphysics modeling
approach as outlined in Fig. 1 will be presented before
describing the in vitro experimental setup. Key component
of the multiphysics modeling is the ultrasound simulator
Field II [43], [44], which models blood flow as a set of
moving point scatterers upon which the ultrasound waves
reflect. To account for the complex 3-D intraventricular flow
motion, the point scatterers will be propagated according to a
time-varying flow field in a neonatal left ventricular cavity
as computed with appropriate numerical techniques (CFD)
[Fig. 1(a) and (b)]. Since the CFD velocity fields are directly
used as input to the Field II simulator, they can be considered
as the ground truth when evaluating the final synthetic ultra-
sound images. The scatterer positions are dynamically updated
during the simulated ultrasonic scanning procedure, i.e., the
emission of diverging waves and parallel receive beamforming
to ensure radio frequency (RF) data acquisition in the kHz
range [Fig. 1(c)]. Finally, postprocessing the RF data with a
2-D ST algorithm provides the estimated vector flow field
[Fig. 1(d)], which is then compared with the ground-truth
CFD velocity field [Fig. 1(a)], allowing us to quantitatively
assess the ST performance and identification of possible
artifacts.
A. Computational Flow Phantom
Using a commercial CFD solver (ANSYS Fluent), we
calculated the time-varying intraventricular blood flow field in
a generic model of a neonatal left ventricle with its temporal
volumetric change mathematically described. The diastolic
geometry created with ANSYS DesignModeler [Fig. 2(a)]
consisted of a truncated prolate spheroid [45], [46], with a
long-axis to short-axis ratio (α) fixed to 2, and was topped with
a circular outlet and ellipsoidal inlet representing, respectively,
the aortic valve (Ø 6.5 mm) and the mitral valve (equiv-
alent Ø 8.0 mm). The geometry was subsequently meshed
with ANSYS ICEM CFD, resulting in a tetrahedral mesh
of 378 480 cells.
We imposed the volume change of this truncated pro-
late spheroid associated with systolic contraction or dias-
tolic expansion V (t) according to a previously reported
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Fig. 1. Multiphysics modeling approach. In the domain of the (A) fluid dynamical model, generated with CFD, (B) ultrasonic scatterers are initiated and
subsequently propagated during the (C) ultrasonic scanning acquisition according to the CFD velocities. From the resulting RF data, a (D) flow field can be
estimated. Knowledge of the ground truth (A) allows validating the imaging and processing techniques quantitatively.
Fig. 2. (A) Simplified computational flow phantom representing the neonatal left ventricular cavity was created with the CAD program AN SYS DesignModeler.
(B) Appropriate boundary conditions needed to be applied during both the systolic and diastolic phases indicated by, respectively, the black and gray dashed
lines. (C) Time-varying 3-D flow field was obtained with a finite volume method in the commercial CFD solver ANSYS Fluent. The time instance shown
in (C) represents the end of the rapid filling phase.
mathematical model [45]
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with r the radius at the truncation of the spheroid, fixed
at 7 mm, and c(t) the long-axis length of the prolate spher-
oid, both indicated in Fig. 2(a). This intraventricular volume
change [the solid line in Fig. 2(b)–different cardiac phases
indicated] resulted in physiologically realistic mitral and aortic
flows [the dashed lines in Fig. 2(b)]. An end-diastolic vol-
ume (EDV) of 6.74 mL was chosen, which is in the physiolog-
ical range [47]–[49]. Together with an ejection fraction (EF)
of 52.5% [50], these choices led to an end-systolic volume
of 3.2 mL. The heart rate was set to 120 beats/min.
To account for this volumetric change, each node of
the computational mesh needed to be displaced at each
time step of the CFD simulation. A user-defined arbitrary
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TABLE I
ULTRASOUND PARAMETERS
Lagrangian-Eulerian mesh motion [51] defined on all interior
nodes ensured that the mesh quality was preserved, while
avoiding smoothing and remeshing. For further details, we
refer to [45]. The Navier-Stokes equations were numerically
solved with a finite volume method, and took 14 h and 50
min on a remote eight-core 64-b 3.4-GHz processor to acquire
three full cardiac cycles. Blood was modeled as a Newtonian
fluid, with a dynamic viscosity of 5.5 mPa · s according to
the neonatal range reported in [52] and a density of 1060
kg/m3. The 3-D intraventricular blood flow was obtained over
an entire cardiac cycle (120 beats/min) at a frame rate of 200
Hz, and is shown during the end of the rapid filling phase in
Fig. 2(c).
B. Ultrasonic Simulation
The apical four-chamber view was mimicked by orienting
the apex of the left ventricular model toward the probe,
a 96-element 1-D phased-array transducer for pediatric cardi-
ology, which is 14 mm × 10 mm in the lateral and elevational
directions, respectively, with a pitch of 150 μm and kerf
of 30 μm. To ensure that all point scatterers were situated in
the simulation’s far field, the elevational width of each trans-
ducer element was divided into four mathematical elements.
The probe had a center frequency of 6 MHz with a relative
bandwidth of 75% and a fixed elevational focus at 50-mm
depth.
The full aperture was used to transmit a single diverging
wave at a Pulse Repetition Frequency (PRF) of 9 kHz. No
elevational nor lateral tilt was applied, while the virtual
source was placed 13.3 mm behind the transducer’s surface,
corresponding to a 60° opening angle. Two pulse periods
were transmitted as a compromise between penetration
depth and axial resolution, and a Hamming apodization
scheme was used on transmit. The pulse echo responses
of 50 consecutive transmissions (a packet) were used
to acquire one 2-D velocity map (see Section II-C).
Within a packet, the scatterers were propagated according
to the spatially interpolated CFD velocities [37], while the
scatterer ensemble was refreshed in between packets to
avoid clustering or dilution. Approximately ten scatterers per
resolution cell ensured a Gaussian-distributed RF signal [53].
Channel data were acquired with Field II [13], [43] for the
full cardiac cycle at a fast time sampling rate of 100 MHz, sub-
sequently demodulated at 5.63 MHz, and eventually resampled
to 48 MHz before beamforming. All Field II simulations were
performed in parallel on a cluster-computing infrastructure
consisting of dual-socket octacore Intel Xeon Sandy Bridge
(E5-2670) 2.6-GHz processors, and took 20 h for one packet.
Only the receive beams within a sector defined by an
opening angle of 40° were used for further processing due to
reduced intensity at the edges of the field of view. A sum-and-
delay beamformer reconstructed 128 equally spaced receive
beams. Dynamic receive focusing (F-number = 1.1) assured
an optimal image quality, while a Hamming apodization
scheme on receive reduced the lateral sidelobes. Finally,
adding Gaussian noise at an SNR of 20 dB and applying a
fourth-order polynomial regression filter with a −3-dB cutoff
at 4.8 cm/s enhanced the realism of the results. Note that as
this clutter filter directly works on the slow-time domain of the
acquired In-phase and Quadrature (IQ) data (i.e., in the packet
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range), the filter cutoff refers to the −3 dB attenuation of IQ
signals with a phase shift corresponding to an axial velocity
of below 4.8 cm/s. An overview of all imaging settings can
be found in Table I.
C. Velocity Estimation
ST was performed by finding the best match of a discrete set
of 98 lateral × 100 axial kernels within a surrounding search
region defined in a subsequent acquisition using the sum of
absolute difference (SAD) algorithm. The optimal kernel size
was found to be 0.25 mm × 0.25 mm after performing a
parametric study, varying the kernel size from 0.1 to 1.5 mm.
Subpixel accuracy was obtained by parabolic interpolation on
the SAD matrix. Based on the ground-truth CFD velocities,
the maximal trackable velocities were defined as 0.8 m/s
laterally and 1.2 m/s axially, resulting in a search region
of 0.43 mm × 0.52 mm. The minimal trackable velocities
in ST are defined by the lateral and axial sampling of the
IQ data, which we increased by spline interpolation with a
factor of 15 in the lateral direction, resulting in 0.15 m/s in
both directions. Note that this is still a quite high resolution
velocity, but choosing lower values would result in a huge
increase in computational time. Furthermore, there is also
a limit to boosting the spatial sampling of the data as it
does not necessarily mean that extra information is gained.
We investigated both increased interpolation of the IQ data as
well as a higher number of receive beams: our final setup was
a tradeoff between the computational time and the limited info
added when increasing spatial sampling. Finally, this resulted
in a velocity map with a lateral sampling distance between
0.11 (proximal to the probe) and 0.43 mm (distal to the probe)
and an axial sampling distance of 0.45 mm, where we removed
estimates tracked outside the blood pool. To reduce the effect
of spurious detection errors, the median averaged velocity
was computed over an ensemble of 50 acquisitions, resulting
in a frame rate of 180 Hz (=PRF/50) for the reconstructed
2-D velocity images. Note that the timespan to generate one
2-D velocity image (1/180 Hz = 5.6 ms) is very close to the
time step used in the CFD simulations (5 ms). Hence, the
displacement field of the scatterers will hardly change during
one observation window though one or two updates in the
displacement field might occur, depending on the exact timing
of scanning. However, the random distribution of scatterers is
changing over time due to the complex 3-D displacement field,
affecting the mutual positioning of these points over time.
As such, the speckle pattern might decorrelate during one
acquired packet due to out-of-plane flow or strong spatial
gradients.
Spatial averaging and temporal averaging were applied to
smoothen these 2-D ST velocity maps (at 180 Hz): a spatial
median filter over 5 × 5 kernels and a backward weighted
averaging temporal filter
vt = 115vt−4t +
2
15
vt−3t + 315vt−2t +
4
15
vt−t + 515vt .
(2)
The performance of ST was quantified by comparing the
ground truth with the estimated velocities. Relevant perfor-
Fig. 3. (A) In vitro phantom consisted of a smaller chamber representing the
left atrium and a larger chamber representing the left ventricle. (B) B-mode
image indicating the interior dimensions of the heart-mimicking chambers
(left ventricle and left atrium).
mance estimators, such as the deviation in velocity magnitude
(Vmag) and direction (), were calculated. These estima-
tors have, however, a highly skewed distribution, requiring
robust measures of central tendency and variability. Hence,
median values as central tendency and median absolute devi-
ation (MAD) as variability will be reported. The MAD of the
deviation in estimated velocity magnitude (3) and direction (4)
will be reported and calculated as follows:
MAD(V mag) = median(|Vmag − median(Vmag)|) (3)
MAD() = median(| − median()|). (4)
D. In Vitro Experiments
To demonstrate the realism of the simulated 2-D velocity
maps, we also performed in vitro experiments mimicking
a diastolic inflow jet. In particular, our aim was to verify
whether the artifacts observed in the simulations were inde-
pendent of the simulation methodology and would also arise
in real life. This jet flow phantom [Fig. 3(a)] made from
Plexiglas consisted of a small chamber, representing the left
atrium, and a large chamber, representing the left ventricle,
thereby mimicking the diastolic inflow jet in the adult case.
Both chambers were separated by a membrane with a hole
of 8-mm diameter, resembling the mitral valve in open position
[interior dimensions indicated in Fig. 3(b)]. Pressurization
of the fluid on the atrial side resulted in a jet flow with
velocities in the range of 0.8–1 m/s. A low-viscous blood-
mimicking fluid was used to resemble the scattering properties
of blood and consisted of tap water, with 9 wt% dissolvent
and 1.82 wt% nylon particles.
A high frame rate diverging wave acquisition was imple-
mented on the Verasonics Vantage platform (Verasonics, Inc.,
Kirkland, WA, USA). The P4-2V adult cardiac phased-array
probe (Verasonics, Inc., Kirkland, WA, USA) was used with
64 elements and a center frequency of 2.98 MHz. Further
details on the probe and the scanning setup can be found
in Table I. Channel data were acquired at a sampling fre-
quency of 11.92 MHz, beamformed, and IQ demodulated.
The increased imaging depth lowered the PRF to 6 kHz.
Different ST and clutter filter settings were required for
the in vitro acquisitions. A third-order polynomial regression
filter ensured a similar −3-dB cutoff of 0.049 m/s. The
lower spatial resolution in the speckle images required to
enlarge the kernel size to 1.0 mm × 1.0 mm, with search
regions of 1.3 mm × 1.3 mm resulting in trackable velocities
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Fig. 4. Examples of the CFD and ST vector flow field at three instances in time. (A) Reduced ejection phase. (B) Isovolumetric relaxation phase. (C) Rapid
filling phase. Notable artifacts are indicated by the white boxes in both the CFD and ST results.
of 1 m/s×1 m/s. The resulting velocity map was sampled at 1
mm in both the lateral and axial directions. Spatial smoothing
and temporal smoothing were performed in a similar fashion
as the simulations.
III. RESULTS
A. Simulation Results
Fig. 4 shows both ST flow fields (top) with their respec-
tive CFD ground-truth counterparts (bottom) at three cardiac
phases, as indicated by the arrow boxes in Fig. 2(b), i.e., the
reduced ejection phase [Fig. 4(a)], the isovolumetric relaxation
phase [Fig. 4(b)], and the end of the rapid filling phase
[Fig. 4(c)]. The in-plane vectorial results are color encoded
with their velocity magnitude, whereas the background shows
the speckle image on which ST was performed. The most
noteworthy observed artifacts are indicated by the white boxes,
and will be further discussed in the following.
1) Panel A: The reduced ejection phase portrays two dis-
tinct artifacts. The first one is indicated by the dashed
boxes in Fig. 4(a) and corresponds to zones of low
flow, or as can be seen from the speckle images, to
zones where the blood flow signal has been removed
by the clutter filter. A large average deviation in a flow
direction of 74.7° (MAD 36.3°) was noted in this zone,
compared with the overall deviations in a flow angle
of 15.7° (MAD 12.4°). The magnitude of the flow in
this zone was on average overestimated by 4.4 cm/s
(MAD 2.7 cm/s), compared with an underestimation
of 2.7 cm/s (MAD 2.2 cm/s) or 27% (normalized to
the mean CFD velocity magnitude) over the full field of
view. The second artifact, persisting throughout systole,
is displayed in the solid boxes in Fig. 4(a) or in greater
detail for ST and CFD in Fig. 5(a) and (b), respectively.
The high blood flow velocities up to 1.2 m/s near the
aortic outlet are severely underestimated by ST. Despite
these large magnitude underestimations, the direction of
the flow was accurately tracked with a limited deviation
in flow angle of 6° (MAD 2.9°) in that zone.
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Fig. 5. (A) Estimated and (B) ground-truth flow pattern during the reduced ejection phase. (C) Velocities normal to the surface, defined by the white dashed
line in (A) and (B), and the elevation direction.
Fig. 6. (A) Estimated and (B) ground-truth flow pattern during the end of the rapid filling phase with the jet flow artifact indicated by the white solid boxes.
Velocities along the white dashed line in (A) and (B) are given for (C) axial component and (D) lateral component.
2) Panel B: During the isovolumetric relaxation phase,
the blood flow signal is filtered out almost completely
[Fig. 4(b)]. The low velocity vortical flow patterns
observed in the CFD flow pattern are not distinguishable
anymore in the ST estimates. Overall, a large devia-
tion in directionality of 53° (MAD 27.5°) is observed.
The magnitude of the flow pattern deviates only
slightly (2.7 cm/s, MAD 1.5 cm/s); however, normal-
ized to the mean CFD velocity magnitude at that time
instance, it does portray significant magnitude deviations
of 80%.
3) Panel C: The third phase observed in greater detail is
the rapid filling phase [Fig. 4(c)]. The dashed boxes
again indicate zones where the blood signal was lost.
An additional artifact is noted at the edges of the
mitral inflow jet (solid boxes), displayed in greater
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Fig. 7. (A) Relative deviation in estimated velocity magnitude. (B) Absolute
deviation in flow direction. The cardiac phases are indicated by the vertical
dashed–dotted lines. The solid black lines represent the median values over
the full field of view, while the gray zones represent the interquartile distance.
detail in Fig. 6(a) and (b). The velocity profiles across
the white dashed line in these panels are portrayed in
Fig. 6(c) and (d), showing, respectively, the axial and
lateral velocities across the jet. Looking at the axial
component [Fig. 6(c)], one can note the excellent match
of the estimates with respect to the CFD velocities.
Within the extent of the jet, the axial velocities are
underestimated on average by 4.8% (MAD 6.8%). The
lateral components on the contrary [Fig. 6(d)] show large
deviations. In particular, one can observe that in a zone
of 1–3 mm adjacent to the main jet (left side), the
ST algorithm erroneously estimates the lateral veloc-
ity component to be negative (opposed to positive
in the CFD ground truth), resulting in the full
2-D velocity vector to be drawn away from the center of
the jet. The opposite occurs within the jet zone, bounded
by the dashed–dotted line in Fig. 6(c) and (d): at the
edges of the jet core, the lateral velocity component is
overestimated on the left side while underestimated on
the right side, resulting in velocity vectors to be drawn
toward the center of the jet.
A full analysis over the cardiac cycle is depicted in Fig. 7,
demonstrating the relative deviation in estimated velocity mag-
nitudes [Fig. 7(a)] and the deviations for the in-plane vectorial
angles [Fig. 7(b)]. The solid black line represents the median
value for the complete field of view, while the error bars
indicate the first and third quartiles. To enhance interpretation
of these results, the respective phases of the cardiac cycle
are indicated with dashed lines. The blood flow magnitude
[Fig. 7(a)] is always underestimated, while the deviations in
estimated blood flow direction [Fig. 7(b)] are below 15° for
most of the cardiac cycle. During the systolic phase, the
estimated magnitude deteriorates progressively, peaking at a
deviation of −44.6% (MAD 19.7%) at the end of the reduced
ejection phase. The isovolumetric relaxation phase leads to a
decrease in median error, but is, however, also accompanied
by a higher spread in deviations (MAD 44.4%), notable by
the high interquartile distance in Fig. 7(a). High angular
deviations are also observed during this phase, which is in
correspondence with the reported values for Fig. 4(b). The
estimated magnitude is subsequently found to improve up to
the start of the reduced filling phase (9.8%, MAD 13.7%),
followed by a slight decay up to the start of the systolic
phase. A similar evolution is observed for the deviations
in flow direction, with a minimal average deviation of 7.9°
(MAD 5°) at the start of the reduced filling phase, and slightly
deteriorating afterward.
To further provide a statistical quantitative analysis of the
ST performance, a linear regression analysis is presented
for the systolic (reduced ejection) and diastolic phase (rapid
filling) in Fig. 8. Scatter plots show the relationship between
the estimated axial and lateral velocity component versus the
CFD ground truth in, respectively, the top and bottom panels.
The pink cross symbols indicate the velocities below the clutter
filter cutoff, and the black circles refer to velocities above
this cutoff. The regression analysis on the velocities above
the clutter filter cutoff is represented by the red dashed line.
Outliers more than three standard deviations from the mean
were removed from the data set. ST is obviously a better axial
than lateral flow estimator, with less spurious errors present
for the top than bottom panels. Indeed, the R2 value for the
axial estimates is, respectively, 0.94 and 0.96 for systole and
diastole, versus 0.33 and 0.53 for the lateral estimates at these
two time instances.
B. In Vitro Results
To verify whether the artifact reported for the diastolic
inflow jet in Figs. 4(c) and 5 was realistic and independent
of any simulation settings, we analyzed the vector flow maps
of the in vitro measurement in Fig. 9(a) and directly compared
the result with the simulation data. As can be noted from these
results, a large lateral velocity component is estimated next
to the jet, indicated by the white solid boxes in Fig. 9(a).
Similar to Fig. 6 for the simulations, Fig. 9(b) and (c) indicates,
respectively, the axial and lateral estimated velocities along
the white dotted line in Fig. 9(a). Furthermore, the simulation
results reported along the line in Fig. 6(c) and (d) are plotted
on the top (dashed lines), but are scaled for this purpose to
the extent of the in vitro jet. Qualitatively, we observe the
same tracking artifact as in the simulations. Indeed, ST results
erroneously show the blood flow within the extent of the jet
(indicated by the vertical dashed lines) to be drawn toward
the jet center [arrows in Fig. 9(c)], while outside the jet, the
blood flow is drawn away from the jet [arrows in Fig. 9(c)].
Quantitatively, however, the jet distortion is more severe for
the in vitro flow results. The lateral velocity deviations within
the extent of the jet vary from −0.15 to 0.49 m/s for the in vitro
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Fig. 8. Linear regression analysis is presented for the systolic (reduced
ejection) and diastolic phases (rapid filling). Scatter plots show the relationship
between the estimated axial and lateral velocity component versus the CFD
ground truth in, respectively, the top and bottom panels. The pink cross
symbols indicate the velocities below the clutter filter cutoff, and the black
circles refer to velocities above this cutoff. The regression analysis on the
velocities above the clutter filter cutoff is represented by the red dashed line.
Outliers more than three standard deviations from the mean were removed
from the data set.
acquisitions, while the simulations only portray deviations
of −0.21 to 0.2 m/s in that zone. Outside the jet, lateral
velocity deviations up to ±1 m/s are noted for the in vitro
results, while only deviations of ±0.18 m/s are noted for the
simulations.
IV. DISCUSSION
This paper provided an in-depth quantitative analysis of
high frame rate vector flow imaging in the neonatal cardiac
setting. Computational modeling findings were supported by
additional in vitro experiments, which confirmed the erroneous
velocity estimation at the edge of the diastolic inflow jet
observed in the simulations. The results showed that during
most of the cardiac cycle, the flow pattern could be clearly
recognized and deviations in flow magnitude and direction
were acceptable. However, deteriorated velocity measurements
were identified during particular instances and in specific
zones of the ventricular model, requiring further discussion
of the results.
A. Artifact at the Edges of the Diastolic Inflow Jet
At the boundaries of the jet zone, velocities were corrupted
due to an erroneous estimation of the lateral velocities. At the
edges of the jet, a transitional zone arose where blood flow
was seemingly drawn away from the jet at its outer skirts
while flow was drawn inward when closer to the jet core.
Fig. 9. (A) ST results of the in vitro flow show distinctive artifacts at the
edges of the jet (white solid boxes). The velocity components along the white
dashed line in (A) (black solid lines) are compared with the simulation results
(black dashed lines) of (B) axial velocity and (C) lateral velocity.
A very similar distortion at the edges of the jet appeared
for the in vitro results, which validated the findings of our
simulation environment. Note that quantitative differences
in velocity magnitude between the simulations and in vitro
results were present, and were likely caused by a variety of
confounding factors: 1) a different velocity profile, higher in
magnitude and more parabolic in the case of the experiment;
2) a different probe and scanning settings (Table I); and
3) different beamforming techniques (Verasonics versus
in-house sum-and-delay beamformer). Nevertheless, a qualita-
tive match was convincingly retrieved for the lateral velocity
distortion [Fig. 9(c)].
This phenomenon was previously noted by
Fadnes et al. [33] in their model of neonatal ventricular
shunt flow, though the image acquisition relied on plane
waves. Their parabolic shunt velocity profile caused high
spatial velocity gradients over most the shunt, similarly
resulting in inward drawn blood flow at the edges of the jet.
Strong sidelobes produced by plane wave transmissions were
considered to cause a bias in the lateral velocity estimates
when slowly moving scatterers were adjacent to fast moving
scatterers. As Tong et al. [54] indicated, diverging waves have
significantly higher beamwidth and sidelobe to main lobe
ratio than focused beams, both aspects disfavoring diverging
waves for picking up spatial velocity gradients in the lateral
direction.
As can be seen from Fig. 6, these distortions correspond
to zones of high spatial gradients of the velocity magnitude
in the lateral direction, as a rapid transition of high velocity
magnitude in the jet core (red) to the low velocity magnitudes
in the jet surroundings (blue) is present. It appears that when a
kernel is positioned close to a peak in the velocity gradient, the
match is dominated by the side of the kernel covering the lower
part of the gradient, where shearing is lowest. The question is,
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Fig. 10. (A) Axial and (B) lateral velocity components across a horizontal line, as depicted in Fig. 6 (white dashed line), for various imaging schemes:
diverging waves in a black dashed line, plane waves in a gray solid line, and focused beams in a gray dashed line. The black solid line represents the
ground-truth velocity components.
however, to what extent the flow physics are responsible for
this artifact and whether the ultrasound imaging setup also
plays a role. For this purpose, additional simulations were
performed to investigate whether the transmission of diverging
waves contributed to this phenomenon and whether different
scanning schemes could improve the result. An imaging setup
relying on plane waves and focused beams (focal point at
50-mm depth) was studied, with the velocity estimation pro-
cedure identical as in the case of diverging waves. Note that
the focused beam acquisition consisted of an equal number
of transmit beams as the number of receive beams used for
plane and diverging wave emissions. The imaged scatterer
propagation for focused imaging was taken identical to the
high frame rate imaging simulations of diverging and plane
waves. Fig. 10 indicates the lateral and axial velocities along
a horizontal line at 50-mm depth for the transmission of
diverging waves (bold dashed lines), plane waves (gray solid
lines), or focused beams (gray dashed line), compared with the
CFD ground truth (bold solid line). We found that the imaging
setup hardly affected the estimation of the main jet velocities
(axial components), but the lateral velocities showed larger
deviations between the different scanning schemes. Despite the
quantitative differences, all three imaging sequences showed
the same pattern of distortion, with inward drawn components
toward the center of the jet and outward drawn components at
the outer edge of the jet. Focused beams showed the smallest
distortions, almost negligible in the center of the jet (<0.04 m/s
between 2 and 4.5 mm azimuth). The distortion for plane
waves appeared to be similar, yet slightly larger in magnitude
compared with the diverging wave distortion, confirming the
work in [33].
To further investigate the contribution of the ultrasound
imaging physics, we performed additional simulations with
the ventricle 90° rotated, i.e., the parasternal long-axis view
compared with the previous apical four-chamber view. This
means that we will be imaging the diastolic inflow jet along
the lateral direction [Fig. 11(a)], though with an identical
imaging setup. As there is an inherent mismatch in ultrasound
imaging between the lateral and axial imaging resolutions,
one would expect different results when the flow field is
Fig. 11. (A) Vector flow results at the end of the rapid filling phase, yet
now the phantom is oriented in a parasternal long-axis view. The in-plane
velocities across the white dashed line in (A) are given for (B) perpendicular
and (C) parallel components.
rotated. In Fig. 11, the area across the jet now corresponds
to a vertical white dashed line in Fig. 11(a). The estimated
velocities perpendicular (⊥) and parallel (‖) to that line are,
respectively, plotted in Fig. 11(b) and (c) with a black dashed
line, while the solid black lines represent the ground-truth
CFD velocities. We directly compared these results with the
estimates from the original apical four-chamber orientation of
the phantom (gray dotted line), which are presented in Fig. 6.
Proper comparison, however, required that, due to the rotation,
the axial velocity estimates in Fig. 6 were compared with the
lateral velocities of the parasternal view in Fig. 11(b), and vice
versa for Fig. 11(c). Rotating the phantom 90° clearly caused a
larger underestimation of the main component of the jet veloc-
ities [Fig. 11(b)]. However, the parasternal view alleviated
the previously described artifact at the boundaries of the jet
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[black dashed versus gray dotted line in Fig. 11(c)]. This
was indeed to be expected as lateral velocity estimates are
consistently worse than axial estimates, considering the signif-
icantly better axial resolution, hampering accurate assessment
of strong flow gradients in the lateral direction. Due to this
mismatch in axial and lateral resolutions, the cardiac view
affects the accuracy of the portrayed jet, keeping in mind that
a jet with its main flow core along the lateral direction is
distorted less. However, this view also resulted in a larger
volume flow underestimation due to a worse estimate of
the main jet velocity component. Indeed, the volume flow
underestimation (per unit of elevation width) is 8.5% in the
case of the apical four-chamber view, while it is significantly
higher in the parasternal long-axis view (29.6%).
B. Artifact in Low Flow Zones
Large deviations in the blood velocity estimates were
present in the low flow zones due to the applied signal
processing as the clutter filter strongly attenuated the IQ data
corresponding to axial velocities below 0.048 m/s. Further-
more, the minimally trackable velocity in both the lateral and
axial directions was quite high (0.15 m/s), as this resulted from
a tradeoff between upsampling of the IQ data and keeping
reasonable computational times. This meant that a quite large
region of the ventricle suffered from deteriorated estimates,
in particular during the isovolumetric relaxation (Fig. 7),
leading to unrecognizable flow patterns [Fig. 4(b)]. Indeed,
this time instance corresponds to the ventricular outflow or
inflow velocities dropping to (almost) zero [Fig. 2(b)], though
this is also the case during the reduced filling phase and
the isovolumetric contraction. However, the diastolic vortex
created by the mitral inflow [Fig. 4(c)] will generate sufficient
intraventricular flow during these latter two phases (at least for
the simulated conditions), resulting in flow above the clutter
filter cutoff (>0.048 m/s).
Lowering the cutoff value of the clutter filter might not be
a good idea, as the surrounding cardiac tissues will not likely
be filtered out [55], but adaptive clutter filtering [56], [57]
might offer a solution, providing low cutoffs at instances of
low tissue velocities and high cutoffs at instances of high tissue
velocities. Furthermore, one should bear in mind that such low
flow velocities are difficult to track when using a relatively
high PRF of 9 kHz, resulting in a minimal detectable velocity
of 0.15 m/s after laterally interpolating the IQ data with a
factor of 15. Artificially lowering the PRF by skipping frames
during the tracking procedure might boost the estimation
accuracy in these cases.
C. Artifact in Systolic Outflow Region
During the entire systolic phase [Fig. 4(a)], the measured
velocities with ST significantly differed from the ground truth,
in particular near the aortic outlet (Fig. 5). The normal velocity
component along the white dashed line in Fig. 5(a) and (b)
is shown in Fig. 5(c) and portrayed underestimations from
14.5% up to 64.7%. This would lead to a severe error in
measured outflow of −44% compared with the ground truth.
The reason for this severe underestimation is to be found in the
decorrelation of the speckle pattern due to the complex flow
physics and plays at two levels. As the systolic ejection pushes
the blood toward the aortic outlet, it creates: 1) high velocity
gradients and 2) considerable out-of-plane flow components up
to 0.57 m/s [Fig. 5(c)] due to the asymmetry in the model. Both
lead to speckle decorrelation [18], impeding accurate velocity
measurements. A severe underestimation of high velocities
was also noted by Gao et al. [22] for 3-D ST in their model
of the adult left ventricle, although during different cardiac
phases. 3-D ST is, however, not hampered by out-of-plane flow
components, and might provide better estimates and volume
flow estimations.
D. Limitations and Future Work
The main benefit of the presented multiphysics simulations
was to dispose of a fully known ground-truth flow field (CFD)
when validating these cardiac flow imaging strategies and
signal processing, typically lacking during in vitro or in vivo
validation. However, one can expect a large variety of neonatal
ventricular flow fields depending on birth weight and the
presence of potential defects, and it was not our aim to
cover all these hemodynamic conditions and their effect on
the resulting images in this paper. Furthermore, the CFD
simulations relied on a generic model of neonatal left ventricle,
mathematically described by a truncated prolate spheroid with
valves modeled either fully open or closed. To create a more
physiological model, a fluid-structure interaction simulation
approach [58], [59] based on 3-D segmentation of a ventricular
cavity and detection of its wall motion based on patient-
specific images could be considered. However, the advantage
of our mathematical formulated model lies in its ease of
use and versatility, allowing us to vary important cardiac
parameters like the EF or the EDV. The choices of these
parameters are constricted only by geometrical design, i.e.,
the truncation radius (r ) needs to be larger than half the long-
axis length (c) and sufficiently large to allow both the inlet
and outlet to be placed on the top.
In addition, incorporating surrounding tissues, i.e., the sur-
rounding cardiac muscle, the valves, or chordae tendineae,
would further enhance the realism of the model [38]. The
RF signals originating from these tissues are several tens of
decibels stronger than the RF signal of blood, and might
cause strong sidelobes and specular reflections protruding
into the region of blood flow, hampering the blood veloc-
ity estimation adjacent to the cardiac tissues. For now, we
investigated the effect of the clutter filter on the blood veloc-
ity estimation, but neglected the effect of the cardiac wall
movement.
The increase in computational power has also made it
possible to optimize tracking results by employing Navier-
Stokes-based regularization algorithms and dynamic kernel
sizes based on histogram properties, as indicated in [60].
Other Navier-Stokes-based approaches attempt to reconstruct
the 2-D [61]–[64] or 3-D [65] flow pattern from the 1-D
CFI images. Such regularization algorithms might benefit from
using the normalized cross correlation instead of the SAD
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algorithm as it provides a quality measure of the obtained
estimates, indicating zones with inferior velocity data. Despite
being fast, assumptions on the flow pattern are necessary
(laminar, in-plane flow, appropriate boundary conditions, etc.),
restricting the general applicability of such techniques.
Furthermore, tracking performance could be improved by
considering kernel shapes different from the square ones we
used, rather mimicking the shape of the point spread function,
as well as choosing a dynamic kernel size depending on the
cardiac phase. Increased computational power also opens up
the possibility of 3-D ST [22] for blood flow estimation. The
out-of-plane flow restriction in 2-D, which had a significant
impact on our results obtained during the systolic phase, might
as such be resolved.
The identification of artifacts, related to the imaging scheme
and/or the underlying velocity flow field, might be the onset
for automatic detection and removal of such artifacts. Imaging
schemes might also be optimized in such a way that arti-
facts are minimized. Either way, computational multiphysics
approaches will continue to play an important role for the
initial research and validation as it starts from a known velocity
field.
V. CONCLUSION
Our computational multiphysics modeling approach enabled
us to quantitatively analyze the performance of 2-D ST on
intraventricular flow in neonates when transmitting single
diverging waves at an ultrafast frame rate of 9 kHz. Specific
flow conditions proved, however, to be detrimental: 1) very
low flows; 2) high spatial flow gradients; and 3) large out-
of-plane flow resulted in large biases. At the edges of the
jet, a transitional zone arose where blood flow was seemingly
drawn away from the jet at its outer skirts, while flow was
drawn inward when closer to the jet core, an artifact also
obtained in an in vitro setting. The flexibility of our simulation
environment allowed us to pinpoint to what extent these
artifacts arose due to the signal processing, the imaging setup,
or the complex 3-D flow physics. Despite these artifacts, a
good estimation of the 2-D intraventricular flow pattern was
still obtained at a frame rate of 180 Hz.
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