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VOORWOORD 
Deze syllabus is gebaseerd op de stof gepresenteerd tijdens het cello-
quium "Stochastische spelen". Dit maandelijks colloquium werd gehouden van 
oktober 1975 tot juni 1976. 
Na de inleidende begrippen, waarin een gemeenschappelijk kader wordt 
geformuleerd voor de op zichzelf losstaande hoofdstukken, en een korte be-
schouwing over matrixspelen (hoofdstuk I) komen vervolgens de artikelen van 
SHAPLEY [57] (hoofdstuk II), TAKAHASHI [62] (hoofdstuk III), EVERETI' [13] 
(hoofdstuk IV), GILETTE [18] en HOFFMAN & KARP [22] (hoofdstuk V) aan de 
orde. In hoofdstuk VI worden enige algoritmen voor het oplossen van 
stochastische spelen behandeld. In hoofdstuk VII worden resultaten van het 
onderzoek van BEWLEY & KOHLBERG genoemd [3], [4] en [5]. Deze in 1976 ver-
verschenen artikelen zijn niet tijdens het colloquium aan de orde gekomen, 
maar vormen een belangrijke ontwikkeling op het gebied van de stochastische 
spelen. Andere recente literatuur, die niet behandeld is, is samengevat in 
hoofdstuk VIII. 
Tijdens het colloquium is door H. VAN DER WHEEL (Universiteit van 
Amsterdam) gesproken over endogene prijsstellingstheorie. Belangstellenden 
worden verwezen naar het proefschrift van VAN DER WHEEL [75]. 
J. VAN DER WAL (Technische Hogeschool Eindhoven) presenteerde enkele 
van zijn resultaten met betrekking tot successieve approximatie in eindige 
stoppende stochastische spelen, waarvan in sektie 6.3 een samenvatting is 
opgenomen. 
Wij zijn van mening, dat de inhoud van deze syllabus door het commen-
taar van H.C. TIJMS (Vrije Universiteit Amsterdam) aanmerkelijk is verbe-
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1.1. Notaties, definities en enkele lemma's 
Een twee-persoons niet-cooperatief stocbastiscb spel, notate r, is een 
dynamiscb systeem, dat kan worden bescbreven door middel van een zestal: 
r = (S,A1,A2 ,g1,g2 ,pJ. S, A1 en A2 zijn niet lege verzamelingen; g 1, g 2 en p 
zijn afbeeldingen. Deze spelkomponenten bebben de volgende betekenis: 
S de toestandsruimte; in deze syllabus wordt steeds verondersteld 
dat de verzameling S aftelbaar is. 
A1 : de verzameling van mogelijke akties voor speler 1. De verzameling 
van toegelaten akties voor speler 1 in toestand s E S (notatie 
A1 (s)) is in bet algemeen toestandsafbankelijk. Een element van 
A1 (s) noteren we als a 1 (s). 
A2 : idem als A1, maar dan voor speler 2. 
g 1: de afbeelding g 1 : sxA1xA2 + lR gedefinieerd voor alle triples 
(s,a1,a2 J waarvoor (a1,a2 J E A1 (s)xA2 (s) is de uitbetalingsfunc-
tie voor speler 1. 
g 2 : idem als g 1 , maar dan voor speler 2. 
p : de overgangskansenafbeelding. Laat P de verzameling van alle maten 
µ op S zijn met µ(S) s 1 (bier rijtjes van niet-negatieve getallen 
met som boogstens 1), dan is peen afbeelding p: sxA 1xA2 + P, ge-
definieerd voor alle triples (s,a1 ,a2 J, waarvoor (a 1,a2 J E 
E A1 (s)xA2 (s). Notatie: p(s 1 1s,a1,a2 J met s 1 c Sis bet gewicbt 
dat de maat beborende bij (s,a1 ,a2 ) toekent aan s 1 . 
Een partijtje van het spel verloopt als volgt: Er wordt een begintoe-
stand s 0 E S gespecificeerd; de beide spelers kiezen onafbankelijk een ak-
tie ai(s0 J E Ai(s0 J, i = 1,2; speler i krijgt een uitbetaling 
gi (s 0 ,a 1 (s 0 J ,a2 Cs 0 JJ, i = 1,2; vervolgens springt het spel naar een nieuwe 
toestand, bepaald door het kansmecbanisme p(•ls0 ,a1 (s0 J,a2 (s 0 J), enz. Als 
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p(sls0 ,a1 (s 0 J,a2 cs 0 Jl < 1 dan is 1 - p(sls0 ,a 1 (s 0 J,a2 cs 0 JJ de kans dat het 
spel stopt als in toestand s 0 de spelers de akties a 1 (s0 l E A1 (s0 J en 
a 2 (s0 J E A2 (s0 J kiezen. 
Een spel r is dus eigenlijk een verzameling van spelen, namelijk voor 
iedere begintoestand vindt er een ander spel plaats. Het is echter gebrui-
kelijk in de theorie der stochastische spelen om deze verzameling van spe-
len als een spel op te vatten. Een reden hiervoor is dat er gezocht wordt 
naar strategieen voor de beide spelers met bepaalde kenmerken, die dezelfde 
zijn voor iedere begintoestand. 
Al naar gelang de eigenschappen van de spelkomponenten kunnen we een 
aantal specifieke spelen onderscheiden. 
DEFINITIE 1.1.1. Een stoppend spel is een spel waarbij p(sls,a 1 ,a2 ) < 1 
voor alle s ES en alle (a 1 ,a2 J E A1 (s)xA2 (s). 
DEFINITIE 1.1.2. Een niet-stoppend spel is een spel waarbij p(sls,a1 ,a2 l = 1 
voor alle s ES en alle (a 1 ,a2 ) E A1 (s)xA2 (s). 
Merk op dat er spelen zijn die noch stoppend noch niet-stoppend zijn. 
DEFINITIE 1.1.3. Een eindig spel is een spel waarbij zowel S, A1 als A2 ein-
dige verzamelingen zijn. 
DEFINITIE 1.1.4. Een twee-persoons nulsomspel is een spel waarbij 
g 1 (s,a1 ,a2 J + g 2 (s,a1 ,a2 ) = 0 voor alle s ES en alle (a 1 ,a2 ) E A1 (s)xA2 (s). 
DEFINITIE 1.1.5. Een eenstapsspel is een spel waarbij p(sls,a1 ,a2 ) = 0 voor 
alle s ES en alle (a 1 ,a2 ) E A1 (s)xA2 (s). 
DEFINITIE 1.1.6. Een matrixspel is een eindig, eenstaps, twee-persoons nul-
somspel, waarbij S uit een element bestaat. 
DEFINITIE 1.1.7. Een recursief spel is een twee-persoons nulsomspel, waarbij 
er een deelverzameling s 1 c S bestaat zodanig dat 
1°. s E s 1 =* A1 (s) en A2 (s) bestaan beide uit 1 element en 
I p(Sjs,a1 (s),a2 (s)) = 0. 
2°. s E S\s 1 =* g 1 (s,a1 (s) ,a2 (s)) = g 2 (s,a1 (s) ,a2 (s)) = 0 en 
p(Sls,a1 (s),a2 (s)) = 1, alle (a 1 ,a2 ) E A1 (s)xA2 (s). 
We gaan nu het begrip strategie invoeren. Daarvoor moeten er eerst een 
aantal andere begrippen gedefinieerd warden. 
DEFINITIE 1.1.B. Een gemengde aktie (notatie ni(s)) voor speler i in toe-
stand sis een kansverdeling op zijn aktieruimte Ai (s), i = 1,2. 
Als Ai(s) hoogstens aftelbaar veel elementen bevat, dan is ni (s) een 
rijtje ni(1,s),ni(2,s), ••• ,z.d.d. ni(ai 1 s) 2': 0, ai E Ai(s) en 
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laiEAi(s) Tii(ai,s) = 1. Als Ai(s) een overaftelbare verzameling is, dan be-
schouwen we een a-algebra A!s) bij A. (s), waarop nl.. (s) dan als kansmaat ge-l. l. 
definieerd is. 
Laat Ili(s) de verzameling van alle gemengde akties voor speler i in 
toestand s gedefinieerd op de a-algebra A. (s). De a-algebra A. (s) kan zo l. l. 
gekozen warden dat alle een-punts deelverzamelingen van Ai(s) ertoe behoren. 
De aktie ai(s) E Ai(s) kan dan warden opgevat als de kansmaat die kans 1 
toekent aan het punt ai(s). Een aktie ai(s) E Ai(s) wordt wel een zuivere 
aktie genoemd. 
Als speler i in toestand seen gemengde aktie ni(s) E Ili (s) speelt, 
dan voert hij eerst een loting uit, waarbij de kansen verdeeld zijn volgens 
de kansmaat ni (s) om te bepalen welke zuivere aktie hij zal nemen. 
Laat A(s) = A1 (s) x A2 (s) en IT (s) = rr 1 (s) x rr 2 (s), s E S. Een element 
van Il(s) noteren we als n(s). Il(s) is dan de verzameling van produkt-kans-
maten gedefinieerd op de produkt a-algebra A1 (s) x A2 (s) (d.w.z. de klein-
ste a-algebra gedefinieerd bij A(s) die A1 (s) x A2 (s) omvat). 
DEFINITIE 1.1.9. De historie van het spel op tijdstip t (notatie ht) is 
ht = (s 0 ,a1 (s),a2 (s0 ),s 1 ,a1 (s 1),a2 (s 1), ••• ,st-l'al(st-l),a2 (st-l)) als sT 
respektievelijk ai(sT) de toestand respektievelijk de aktie van speler i, 
i = 1,2, op tijdstip T geweest is, T = 0,1, ••• ,t-1 (h0 is een lege string). 
DEFINITIE 1.1.10. Een spel met perfekte herinnering is een spel waarbij 
iedere speler op ieder tijdstip t de historie ht kent. 
In deze syllabus warden uitsluitend spelen met perfekte herinnering 
beschouwd. 
DEFINITIE 1.1.11. Een gedragsstrategie (voor speler i (notatie ni)) is een 
voorschrift dat aan ieder tijdstip t, iedere toestand st en iedere historie 
ht een element ni(t,st,ht) E Ili(st) toevoegt, waarbij st de toestand op 
tijdstip t weergeeft. 
Laat Ili de verzameling van gedragsstrategieen voor speler i zijn. In 
deze syllabus beperken we ons tot de klasse rri van strategieen. De klasse 
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Ili is niet de meest algemene klasse van strategieen. Als we het stochastisch 
spel zouden weergeven in de zogenaamde uitgebreide vorm m.b.v. een gerichte 
graaf (zie J. VON NEUMANN & O. MORGENSTERN [41]), dan verkrijqen we een boom 
van oneindige diepte. Hierop zouden we zuivere en gemengde strategieen kun-
nen definieren in de zin van KUHN [32] en AUMANN [1]. De klasse van strate-
gieen die we aldus verkrijgen is ruimer dan de boven gedefinieerde klasse 
Ili. Echter AUMANN [1] heeft voor een deelklasse van spelen bewezen, dat ie-
dere gemengde strategie, gedefinieerd op het spel in uitgebreide vorm, een 
equivalente gedragsstrategie bezit, waarbij twee strategieen voor een speler 
equivalent zijn, als tegen een willekeurige strategie van de andere speler 
en voor iedere begintoestand de verwachting van de uitbetaling op tijdstip 
t voor beide strategieen gelijk zijn, t = 0,1, •••• 
Alle in deze syllabus te behandelen stochastische spelen vallen binnen 
de deelklasse van spelen waarvoor Aumann's resultaat geldig is, zodat het 
beperken tot de klasse Ili van gedragsstrategieen voor speler i geen beper-
king van de algemeenheid inhoudt. Een gedragsstrategie zullen we in het ver-
volg kortweg strategie noemen. 
DEFINITIE 1.1.12. Een strategie heet semi-Markov als deze voor iedere t 
wat de historie betreft alleen afhankelijk is van s 0 (notatie Tii (t,st,s0 JJ. 
DEFINITIE 1.1.13. Een strategie heetMarkov of geheugenloos als deze voor 
iedere t onafhankelijk is van de historie (notatie ni·(t,st)). 
DEFINITIE 1.1.14. Een strategie heet stationair als deze voor iedere ton-
afhankelijk is van zowel t als van de historie (notatie Tii(st)). 
Een gegeven begintoestand s 0 E Sen een paar strategieen (n 1 ,n2J E 
E n1xn 2 legt een stochastisch proces vast met betrekking tot de toestanden 
die achtereenvolgens worden doorlopen en de akties, die de spelers in deze 
toestanden kiezen. Laat pt(stls0 ,n 1,n2J de kans zijn dat op tijdstip t het 
systeem zich in toestand st bevindt als 
spelers respektievelijk n 1 E n1 en n2 E 
= Pr{ai(st) EH I st 1 s 0 ,n 1,n 2} voor HE 
s 0 de begintoestand is en de beide 
n2 spelen. Laat P~,st(Hlst,sO,Til,n 2 J 
Ai (st) de kans zijn dat speler i op 
tijdstip t in toestand st bij begintoestand s 0 een aktie behorende tot H 
kiest, als de beide spelers respektievelijk de strategieen n1 E n1 enn2 E rr 2 
spelen. 
In het volgende veronderstellen we steeds dat zowel g 1 (s,·,•) als 
g 2 (s,•,•) meetbare functies zijn t.o.v. A1 (s) x A2 Cs) voor alle s c s. 
Als de spelers respektievelijk de strategieen n 1 E rr 1 en n2 E n2 spe-
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len, dan is voor begintoestand s 0 de verwachte uitbetaling aan speler i op 
tijdstip t (notatie V~(s0 ,rr 1 ,rr 2 JJ nu te schrijven als 
t 
Vi (s0,rrl,rr2) 
J gi (st'al ,a2 JP~s (da 1 Ist's 0 ,rr 1 ,rr 2 JP~5 (da2 I(st's 0 ,rr 1 ,rr 2 J }· 
A2 (st) t . t 
. pt(stlso,rr1,rr2). 
In deze syllabus komen drie kriteria aan de orde. 
1°. Verdisconteerde opbrengstenmodel. 
Een verdisconteringsfactor S E [0,1) is gespecificeerd. De uitbe-
taling aan speler i tot en met tijdstip t onder (rr 1 ,rr 2 J E n1xrr2 en 




De totale verdisconteerde uitbetaling over een oneindige horizon is dan 
gelijk aan 
indien deze limiet bestaat. 
2°. Totale opbrengstenmodel. 
De opbrengsten op de verschillende tijdstippen warden bij elkaar opge-
teld. De uitbetaling tot en met tijdstip t aan speler i onder (rr 1 ,rr 2 ) E 
E rr 1xrr2 en s 0 E S is dan gelijk aan 
De totale verwachte uitbetaling over een oneindige horizon is dan ge-
lijk aan 
indien deze limiet bestaat. 
t 
lim l v:(s0 ,rr 1 ,rr 2 J, 
t-+oo T=O 
Merk op dat een verdisconteerd model opgevat kan worden als een totale 
opbrengstenmodel door de overgangskansen als volgt te transformeren: 
p(s'ls,a1 ,a2 J wordt S•p(s'ls,a1 ,a2 J, V(a 1 ,a2 J E A1 (s)xA2 (s), Vs" S. 
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3°. Gemiddelde opbrengstenmodel. 
De gemiddelde uitbetaling per stap na t tijdstippen onder (TI 1 ,TI 2) E 
E rr 1xrr 2 en s 0 E Sis gelijk aan 
t 
t+l l v:<so,TI1,TI2). 
T=O 
De gemiddelde verwachte uitbetaling over een oneindige horizon is dan 
t 
lim t+l l v:(s0 ,TI 1 ,TI 2J, 
t->oo T=O 
indien deze limiet bestaat. 
Beschouwen we een stochastisch spel met een bepaald kriterium, dan ne-
men we in het vervolg steeds aan dat de limieten van de desbetreffende t-
staps uitbetalingen bestaan. Merk op, dat dit voor nulsomspelen inhoudt, 
dat de verwachte uitbetalingen voor de beide spelers elkaars tegengestelde 
zijn. 
De volgende definitie geldt voor alle drie kriteria. 
DEFINITIE 1.1.15. Een E-evenwichtspunt van strategieen voor E ? 0 is een 
E E geldt paar (TI1,TI2) waarvoor 
E E E VTI TI 1 I Vs v 1 (s,TI 1 ,TI 2J ? vl (s,TI1,TI2)-E E E s 
en 
E E E 
VTI 2 112, Vs v 2 (s,TI 1 ,TI 2 ) ? v2(s,TI1 'TI2)-E E E S, 
waarbij Vi(s,TI 1 ,TI 2 ) de totale verwachte opbrengst (verdisconteerd, totaal 
of gemiddeld) is voor speler i bij begintoestand s en strategieen (TI 1 ,TI 2 ) ~ 
E rr 1xrr 2 • Een 0-evenwichtspunt wordt kortweg evenwichtspunt genoemd. 
Een spel kan geen, een of meerdere (E-)evenwichtspunten bezitten. In 
het algemeen bepalen verschillende evenwichtspunten verschillende opbreng-
sten voor de spelers. Dit is niet het geval voor de twee-persoons nulsom-
spelen, zoals uit onderstaand lemma blijkt. 
* * LEMMA 1.1.16. Zijn voor een twee-persoons nulsomspel (TI 1 ,TI 2 ) en 
* * ** ** twee evenwichtspunten, dan geldt v 1 (s,TI 1 ,TI 2J v 1 (s,TI 1 ,TI 2 ). 
BEWIJS. Uit de definitie van evenwichtspunt volgt: 
Evenzo 
waarmee het lemma bewezen is. D 
* * GEVOLG 1.1.17.Zijnvoor een twee-persoons nulsomspel Cn 1,n2) en 
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** ** (n 1 ,n2 ) 
* ** ** * twee evenwichtspunten, dan vormen ook Cn 1,n2 ) en (n 1 ,n2 ) twee evenwichts-
punten. 
Uit lemma 1.1.16 blijkt dat de volgende definities (vergelijk ook lem-
ma 1.1.20) zinvol zijn. Deze definities zijn op ieder van de drie genoemde 
kriteria van toepassing. 
DEFINITIE 1.1.18. Een twee-persoons nulsomspel wordt strikt bepaald genoemd 
als er een functie V: S ~ lR bestaat, zodanig dat 
sup inf v1 (s,n 1,n2) = inf sup v1 Cs,n 1,n2 l V(s), Vs E s. 
nl n2 n2 nl 
De functie V wordt de waardefunctie van het spel genoemd. Als voor e: ~ 0 
e: e: 
n1 (n2) een strategie voor speler (speler 2) is, waarvoor geldt 
(V2(s,n1,n~) ~ -V(s) - e:, Vnl E nl, Vs E S) I dan wordt n~ (n~) e:-optimaal 
genoemd voor speler 1 (speler 2). 0-optimaal wordt kortweg optimaal genoemd. 
e: e: Uit definitie 1.1.18 blijkt, dat, als n 1 (n2) e:-optimaal is voor spe-
ler 1 (speler 2), speler 1 (speler 2) zich een uitbetaling van minstens 
V (s) - e: (minstens -V (s) - e:) kan garanderen voor begintoestand s E S door 
e: e: 
n 1 Cn2) te spelen, als V(•) de waardefunctie van het spel is. 
LEMMA 1.1.19. Voor ieder twee-persoons nulsomspel geldt voor alle s E S 
inf sup v1 (s,n 1 ,n2) ~sup inf v1 Cs,n 1,n 2l. 
n2 nl nl n2 
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inf sup v 1 (s,11 1 ,11 2 ) 2 inf v 1 (s,11 1 ,11 2) voor alle 11 1 E n 1 , 
112 111 112 
waaruit de bewering in het lemma volgt. D 
LEMMA 1.1.20. Een twee-persoons nulsom stochastisch spel is dan en slechts 
dan strikt bepaald als minstens een van de volgende twee uitspraken waar is: 
1°. het spel bezit een evenwichtspunt; 
2°. het spel bezit voor iedere E > 0 een E-evenwichtspunt. 
BEWIJS. a). Laat het spel strikt bepaald zijn en V(•) de waardefunctie zijn. 
Uit definitie 1.1.18 blijkt dan dat voor alle s geldt 
sup inf v 1 (s,11 1 ,11 2 ) 
111 11 2 
inf sup v 1 (s,11 1 ,11 2 ) 
11 2 11 1 
V(s). 
ES ES Hierui t volgt dat er voor al le E. > 0 en al le s E S een paar ( 11 1 , 11 2 ) 
bestaat, zodanig dat 
ES 
v 1 (s,11 1 , 11 2) 2 V(s) - ~E, alle 11 2 E n2 
en 
ES 
v 1 (s,11 1 ,11 2 ) :S V(s) + l;;E' alle 11 1 E IT 2 • 
voor het spel met begintoestand s is, wat 11~s betreft alleen datgene van be-
1 
lang, wat 11~s voorschrijft bij begintoestand s. We kunnen nu uit {11~s I SES} 
l E ESQ l 
een strategie 11~ als volgt samenstellen: 11i (t,st,ht) = 11i (t,st,ht) als 
E E ht = (s0 ,a1 (s0J,a2 (s0 ), ••• ). Gemakkelijk is in te zien dat ook voor (11 1 ,11 2 ) 
geldt: 
E 
v 1 (s,11 1 ,11 2J 2 V(s) - l;;E' al le 11 2 E n2 
( 1.1) en 
c 
+ l;;E, V 1 (s,11 1 ,112 ) :S V(s) al le 11 1 E n1. 
Uit (l.l) volgt lv1 (s,11~,11~) -V(s) I :S l;;E, zodat voor het paar (11~,11~) geldt, 
dat voor elke s E S 
( 1.2) 
Jv 1 ( s , 11 1 , 11 ~ J 
en 
lv2 (s,11~ ,11 2 ) 
alle 111 ' nl 
( E ) < _ ( ) 1 . < -V ( E E) . _ ( E E) = -V l s, 11 l , 11 2 - V S +,,E - l S, 11l,11 2 + E - V 2 S, 11l,11 2 
alle 11 2 E rr 2 . 
+ E, 
Uit (1.2) blijkt dat het paar (TI~,TI~) E-evenwichtspunt is. 
b) Laat nu minstens een van de beide uitspraken 1° en 2° waar zijn. 
0 * * Laat 1 waar zijn, dan bestaat er een paar (TI 1 ,TI 2 ), z.d.d. 
(1. 3) 
Uit (1.3) kunnen we afleiden 
( 1.4) 
'v'(TI1,TI2) E ]]lx]]2' 
ifs E S. 
Uit (1.4) en lemma 1.1.19 volgt nu dat het spel strikt bepaald is en dat 
* * v 1 (•,rr 1 ,TI 2) de waardefunctie is. 
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Laat 2° waar zijn. Het bewijs van dit gedeelte van de bewering is even-
eens te vinden in TIJS [64] en in HORDIJK, VRIEZE & WANROOIJ [24]. Laat 
E £ 
voor E > 0 (TI 1 ,TI2) een E-evenwichtspunt, dus 
( 1. 5) 
Laat £n' n = 1,2, •.• een rij positieve getallen z.d.d. fi~ En= 0. Dan 
geldt, gebruik makend van (1.5) voor ieder paar natuurlijke getallen (i,j): 
Ej Ej £j Ei Ei £i $ v 1 (s,TI 1 'TI 2 ) - £.-E. $ v 1 (s,TI 1 ,TI 2 ) - E. $ V l (s,TI l ,TI 2 ) J_ J J_ 
£i Ej Ej Ej 
$ v 1 (s,TI 1 'TI 2 ) + E. $ vl ( S, TI l ,TI2 ) + £.+£. • J_ J_ J 
Hieruit volgt: 
ifs E S, 
£n En 
zodat de rij v 1 (s,TI 1 ,TI2 ), n 1,2, ••• convergeert, 'v's ES. Laat 
En En 
V(s) k!.lll v 1 (s,TI 1 ,TI 2 ) .voor iedere E > 0 bestaat er dan een n, z.d.d. 
E < E en tevens 
n 
( 1.6) ifs E S. 
Uit (1.5) 
voor alle TI 2 E 11 2 , waaruit we kunnen afleiden: 
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sup inf v1 (s,n 1 ,n2 ) 2 V(s)-2E, 
Til TI2 
Vs E s. 
Analoog kunnen we uit (1.5) en (1.6) afleiden 
inf sup v1 (s,n 1 ,n 2 ) s V(s)+2E, 
TI2 Til 
Vs E S, 
zodat de kombinatie met lemma 1.1.19 oplevert, dat V(•) de waarde van het 
spel is. D 
In het volgende hoofdstuk zullen we voorwaarden geven waaronder een 
twee-persoons nulsomspel een waarde bezit. Daarbij zullen we een aantal 
klassieke resultaten voor matrixspelen nodig hebben, die in de volgende 
sektie behandeld warden. 
1.2. Matrixspelen 
Uit definitie 1.1.6 blijkt, dat een matrixspel gerepresenteerd kan 
warden d.m.v. een matrix G van m rijen en n kolommen, waarbij m het aantal 
zuivere akties voor speler 1 is en n het aantal zuivere akties voor speler 
2. Het getal g .. op de (i,j)-de plaats in de matrix is de uitbetaling aan 
1] 
speler 1 als speler 1 zuivere aktie i kiest en speler 2 zuivere aktie j. 
De uitbetaling aan speler 2 is dan -gij• 
Een gemengde aktie voor speler 1 (notatie n 1) kan gezien warden als 
een rij-vektor: n 1 = (n 11 ,n 12 , ... ,n 1m)' met n 1i 2 0, alle i en l~=l n 1i = 1. 
Evenzo is een gemengde aktie voor speler 2 (notatie n 2 ) een kolom-vektor 
n 2 = (n 21 ,n 22 , ... ,n2nJT, met n 2 j 2 O, alle j en l~=l n 2 j = 1. Door een ge-
mengde aktie voor speler 1 als een rij-vektor en voor speler 2 als een 
kolom-vektor te noteren vermijden we in het navolgende steeds het getrans-
poneerd teken te moeten schrijven. 
Merk op, dat de verzameling van alle gemengde strategieen voor speler 
(notatie IT 1 ) kan warden gezien als een kompakte, konvexe deelverzameling 
van de JR.m. Evenzo voor speler 2, maar nu in de JR.n (notatie IT 2 ). 
Als speler 1 aktie n 1 E rr 1 speelt en speler 2 n 2 E rr 2 dan is de ver-
wachte uitbetaling aan speler 1 (notatie v1 (n 1 ,n 2 l) gelijk aan v1 (n 1 ,n2 l = 
= n 1Gn 2 . De verwachte uitbetaling aan speler 2 (notatie v 2 (n 1 ,n 2 JJ is dan 
V2(TI1,TI2) = -n1Gn2. 
* * LEMMA 1.2.1. Een paar akties (n 1 ,n 2 J is dan en slechts dan evenwichtspunt 
voor het matrixspel G als geldt: 
* 
'TT1G'TT2 * * 
* 
$ 'TT1G'TT2 $ 'TT1G'TT2' 




BEWIJS. Het eerste deel van het lemma volgt direkt uit de definitie 1.1.15 
van evenwichtspunt en het feit dat 
'TT1G'TT2 
Het tweede gedeelte volgt direkt uit lemma 1.1.20. D 
LEMMA 1.2.2. Een matrixspel bezit dan en slechts dan een waarde V als 
geldt: 
max min 'TT 1G'TT2 min max 'TT1G'TT2 v. 
'TT 1 ')[2 ')[2 'TT 1 
BEWIJS. Het bestaan van een waarde voor een spel is equivalent met het 
strikt bepaald zijn van 
sup inf TI 1GTI 2 
'TT 1 'TT 2 
het spel hetgeen 
inf sup 'TT 1 G'TT 2 
')[2 'TTl 
equivalent is met 
v (definitie 1.1.18). 
We moeten dus laten zien dat sup inf vervangen mag worden door max min en 
inf sup door min max. 
Daar TI 1GTI 2 continu is op n1xn 2 en daar n1 (als deelverzameling van JRm) en 
n2 (als deelverzameling van JRn) kompakte verzamelingen zijn blijkt achter-
eenvolgens 
en 
inf 'TT l G'TT 2 
')[2 
min rr 1GTT 2 , 
TT 2 
min TT 1GTT 2 is continu op n1 
TT2 
sup min TT1 G TT2 
TT 1 TT 2 
max min TI1GTT2 . 
TT 1 TT 2 
Op dezelfde manier kunnen we laten zien dat inf sup vervangen mag worden 
door min max. D 
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De waarde van een matrixspel G wordt in het vervolg aangeduid als 
val G. 
STELLING 1.2.3. Voor ieder matrixspel G geldt 
max min TT 1G11 2 
TT 1 TT 2 
min max 11 1GTT 2 
TT 2 TT 1 
val G. 
Deze stelling is voor het eerst bewezen door J. VON NEUMANN (1928) [40]. 
Nadien zijn hiervoor nag vele bewijzen in de literatuur verschenen. We zul-
len hier een bewijs afkomstig van J. NASH (1950) [39] geven. 
BEWIJS. Het bewijs verloopt als volgt. We gaan een afbeelding 
definieren, die minstens 1 dekpunt bezit. De afbeelding T zal zo gekozen 
warden dat ieder dekpunt van T overeenkomt met een evenwichtspunt van het 
spel G. 
Note er de i-de rij van G als G. . l• 
Note er de j-de kolom van G als G • j. 
Definieer voor (TT 1 'TT2) E ll 1 xJ;2 en voor i 1,. a. ,m; j 1, •.• , n: 
( 1. 7) 
( 1.8) 
T wordt nu gedefinieerd als T(TT 1 ,TT 2 J 
( 1. 9) 0 
Tf li + Ci (TT 1 'TT2) 
TTli 
+ l~=l Ck (TT 1 t TT 2) 
i 1, ... ,m 
en 
( 1.10) 0 
TT 2 j + dj (TT 1 ,TT 2 ) 
TT 2j 
1 + l~=1 d~(TT 1 ,TT 2 ) 
j 1, ... , n. 
TT O >_ 0 alle i· 1m O 1 d O ll Men kan direkt nagaan dat li , en Li=l Trli = , .w.z. TT 1 E 1 • 
0 Evenzo TT 2 E rr 2. 
We zullen nu aantonen dat de afbeelding T: rr 1xrr 2 + rr 1xrr 2 een continue 
afbeelding is en minstens 1 dekpunt bezit. De continuiteit van T volgt 
direkt uit de definities (1. 7), (1.8), (1.9) en (1.10). Uit het feit dat 
n 1 en n2 kompakte konvexe verzamelingen zijn volgt direkt dat oak n 1xn 2 
kompakt konvex is. Op grand van de dekpuntsstelling van Brouwer volgt nu 
dat T minstens 1 dekpunt bezit. 
* * 
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We tonen tenslotte aan, dat (TT 1 ,TT 2 ) dan en slechts dan dekpunt van T 
* * is als (TT 1 ,TT 2 ) evenwichtspunt voor het spel G is. 
* * a) Stel (TT 1 ,TT 2) is een evenwichtspunt voor G. Dan geldt volgens lemma 
b) 
1. 2 .1: 
* TT lGTT 2 
* * * 
5 TT l GTT 2 5 TT l GTT 2 1 
Kiezen we in het bijzonder TTl = (0,0, .•• ,TT 1i=l, ..• ,O) en TT 2 = 
* * * * (0,0, ..• ,TT 2;=1, •.• ,0) dan volgtGi•TT 2 5 TT 1GTT 2 5 Til~j' voor alle i,j. 
* * * * Dus ci(TT 1 ,TT 2) = 0 en d.(TT 1 ,TT 2 ) = 0 voor alle i,j, zodat uit (1.9) en 
* J* * * (1.10) volgt dat T(TT 1 ,TT 2 ) = (TT 1 ,TT 2 ). 
* * * * Laat nu (TT 1'TT2) een dekpunt van T zijn. Uit de re la tie TT l GTT 2 
z::=l 
* * * 
z::=l 
* 
= TT li(Gi•TT2) en het feit dat TT li 2: 0 met TTli = 1 volgt dat 
* * * * er tenminste 1 index i 0 bestaat met TT 1. > 0 en Gi.TT 2 5 TTlGTT 2 • 
* * 
io 
* * Voor deze io geldt dan cio(TT1,TT2) 0 en vanwege (TT 1'TT2) dekpunt geldt 
tevens 
* \ffi * * * * Aangezien TTlio > 0 volgt hieruit li=l ci (TT 1 ,TT 2 ) = 0 en daar ci (TT 1 ,TT 2 ) 2: 
* * 2: 0 voor alle i kunnen we concluderen, dat ci(TT 1 ,TT 2 ) = 0 voor alle i. 
Uit (1.7) volgt nu 
( 1. 11) * * ::; TI 1G'IT2' i 1, ... ,m. 
Laat TTl E n 1• Vermenigvuldigen we beide leden van (1.11) met TTli 2: 0 en 
sommeren we over i, dan volgt m.b.v. het feit dat l TTli = 1 dat 
* * * ( 1.12) TT 1GTT 2 5 TT lGTT 2 , voor al le TT 1 E nl. 
Op analoge manier kunnen we afleiden dat 
* * * ( 1. 13) TT l GTT 2 '5: ·n l GTT 2 , voor alle TT 2 E n2. 
llit ( 1. 12)' ( 1. 13) en lemma 1. 2. 1 * * volgt nu dat het paar (TT l, IT 2 ) een 
14 
evenwichtspunt voor het spel G is. We kunnen nu concluderen,- dat het matrix-
spel minstens 1 evenwichtspunt bezit. De lemma's 1.2.1 en 1.2.2 leveren nu 
het gestelde in de stelling. D 
Uit deze stelling blijkt niet alleen dat ieder matrixspel een waarde 
heeft maar tevens, dat de beide spelers -optimale strategieen bezitten. 
LEMMA 1.2.4. Zijn G1 en G2 twee mxn-spelmatrices en geldt glij S g2ij + k 
voor alle i,j dan is val G1 s val G2 + k. 
* BEWIJS. Laat 11 2 een optimale strategie zijn voor speler 2 in spel G2, dan 
voor alle i: 
* De strategie 11 2 garandeert speler 2 voor spel G1 dus tegen iedere zuivere 
aktie van speler 1 een verwachting van de uitbetaling aan speler 1 van 
hoogstens val G2 + k. M.a.w. val G1 S val G2 + k. D 
OPMERKING 1.2.5. Als geldt glij < g2ij + k voor alle i,j, dan val G1 < 
< val G2 + k. 
LEMMA 1.2.6. Zijn G1 en G2 twee mxn-spelmatrices dan geldt 
BEWIJS. Er geldt g 1 .. S g2 .. + 1paJ!:lg1 .. -g2 .. I alle i,j. Uit lemma 1.2.4 l.J l.J l.,J l.J l.J 
volgt dan 
( 1. 14) val G1 - val G2 S maxlg 1 .. -g2 .. I. 
. . l.J l.J l., J 
Op grond van symmetrie geldt eveneens 
( 1.15) val G2 - val G1 s maxlg 1 .. -g2 .. I. 
. . l.J l.J l. ,J 
Kombineren van (1.14) en (1.15) geeft de bewering. D 
HOOFDSTUK II 
HET STOCHASTISCH SPEL VAN SHAPLEY 
2.1. Inleiding 
In zijn beroemd artikel [57] beschouwt SHAPLEY een eindig, stoppend, 
twee-persoons nulsomspel ender het totale opbrengstenkriterium. Hij toont 
aan, dat dit spel binnen de klasse der Markov-strategieen strikt bepaald 
is (en dus een waarde heeft) en dat de beide spelers optimale stationaire 
strategieen bezitten. 
Wij zullen de afleiding van deze resultaten geven, waarbij we tevens 
zullen laten zien dat de optimale strategieen voor de beide spelers binnen 
de klasse van de Markov-strategieen ook optimaal zijn binnen de klasse van 
alle (gedrags-)strategieen. Daartoe zullen we eerst het t-staps stochas-
tisch spel beschouwen met een eindig aantal beslissingstijdstippen. 
2.2. Het t-staps stochastisch spel 
Beschouw een stochastisch spel van Shapley. Laat N het eindige aantal 
toestanden zijn en laat ~ respektievelijk ~ het eindige aantal zuivere 
akties voor speler 1 respektievelijk speler 2 in toestand k zijn, 
k = 1,2, ..• ,N. Als in toestand k de spelers en 2 respektievelijk zuivere 
akties i en j kiezen, dan vindt er een direkte uitbetaling plaats van 
g(k,i,j) aan speler 1 door speler 2 en is de kans dat het spel naar toe-
stand £ overgaat p(£1k,i,j), £ = 1,2, •.• ,N. Dus 
gl(k,i,j) = -g2(k,i,j) = g(k,i,j), alle i, j en k. 
De situatie in toestand k kan symbolisch worden weergegeven d.m.v. een 
~xnk-matrix Gk, waarbij op de (i,j)-de plaats van Gk staat: 
N 
g(k,i,j) + l p(£1k,i,j) G2 • 
£=1 
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Met f(k) wordt bedoeld het specifieke stochastische spel, waarbij toe-
stand k de begintoestand is. 
We beschouwen een stoppend stochastisch spel, d.w.z. we werken onder 






I p(£1k,i,j)) > o. 
£=1 
Merk op dat (1-p0 )t een bovengrens is voor de kans, dat het spel na t stap-
pen nag niet geeindigd is. Derhalve, vanwege p 0 > O, eindigt het spel met 
kans 1 in een eindig aantal stappen. Merk tevens op, dat de totale verwach-
te uitbetaling bestaat en voor elke strategie begrensd wordt door M/p0 , 
waarbij M een getal is met lg(k,i,j) I S M, alle k, i en j. 
DEFINITIE 2.2.1. Ben t-staps twee-persoons nulsom stochastisch spel met 
nabetalingsfunctie R is een stochastisch spel dat stopt op tijdstip t (als 
het daarvoor al niet gestopt is) met een nabetaling R(s) aan speler en 
-R(s) aan speler 2 als de eindtoestand op tijdstip t toestand s is. 
Met rt(k,R) bedoelen we het specifieke t-staps twee-persoons nulsom 
stochastisch spel met nabetalingsfunctie R, waarbij k de begintoestand van 
het spel is, t = 0,1,2, .•.• Met ft(R) = {rt(k,R) k = 1, .•. ,N} kunnen we 
dan het t-staps twee-persoons nulsom stochastisch spel met nabetalingsfunc-
tie R aanduiden. 
Een Markov-strategie voor speler 1 (speler 2) voor het spel ft(R) 
(notatie TI1 (TI~)) kan gezien warden als TI1 = {TI 1 (k,T) k = 1, .•. ,n; 
T = 0,1, .•. ,t-1} (TI~= {TI 2 (k,T) I k = 1, ... ,N; T = 0,1, ... ,t-1}) waarbij 
Til(k,T) = (Till(k,T), .•. ,Tilmk(k,T)) (TI2(k,T) = (TI21(k,T), ... ,TI2nk(k,T))) een 
gemengde aktie is voor speler 1 (speler 2) in toestand k op tijdstip T. 
Met val{aij} bedoelen we de waarde van een matrixspel waarvan het 
(i,j)-de element gelijk aan a .. is. 
1.J 
STELLING 2.2.2. Ieder t-staps stochastisch spel van Shapley met nabetalings-
functie R is strikt bepaald. De waarde-vektor kan v1orden gevonden d .m. v. de 
volgende recurrente betrekking: 
val r' (k,R) = val{g(k,i,j) + I p(£1k,i,j) •val f'T-l (£,R)}, 
£=1 
k 1, •.• ,N; 
T 1, ... , t, 
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. . ro< l def < waarbi] val k,R = R k). 
*t * De strategie TI 1 = {TI 1 (k,T) 
*t k = 1,2, .•. ,N; T = 0,1, •.• ,t-1} (TI 2 = 
= {TI;(k,T) I k = 1, ..• ,N; T = 0,1, .•. ,t-1} voor speler 1 (speler 2), waar-
* * bij TI 1 (k,T) (TI 2 (k,T)) een optimale gemengde aktie is 
2) in bet matrixspel {g(k,i,j) + l~=l p(2lk,i,j) val 
voor speler 1 (speler 
ft-T-l(2,R)}, k = 
= 1,2, •.. ,N; T = 0,1, ..• ,t-1, is een optimale Markov~strategie binnen de 
klasse van alle strategieen voor speler 1 (speler 2) in bet spel rt(R). 
BEWIJS. Noteer de totale verwachte uitbetaling in het t-staps stochastisch 
spel ft(R) bij strategieen TI 1 en TI 2 als Vt(k,TI 1 ,TI 2 ) voor begintoestand k. 
Het bewijs verloopt d.m.v. induktie naar t. 
a) Voor t = 1 hebben we alleen te maken met de verzameling matrixspelen 
{{g(k,i,j) + ~ p(2lk,i,j) R(2)} I k = 1, ..• ,N} 
2=1 
en ieder van deze spelen bezit een waarde en optimale strategieen voor 
de beide spelers (stelling 1.2.3). 
b) Veronderstel dat de bewering juist is voor T = 1,2, ... ,t-1. We laten nu 
zien dat de bewering dan ook juist is voor T = t. Laat voor het (t-1)-
*t-1 *t-1 
staps spel TI 1 en TI 2 optimale Markov-strategieen zijn voor speler 
respektievelijk speler 2 in de zin van de bewering in de stelling. Dan 
. -t-1 t-1 *t-1 *t-1 t-1 *t-1 *t-1 is V = (V (1,TI 1 ,TI 2 ), .•. ,V (N,TI 1 ,TI 2 )) de waarde-vektor 
van rt-l(R). 
Beschouw nu de verzameling matrixspelen: 
-* Laat v 
* laat TI l (k) 
Definieer 
volgt: 
{ . . N . . t-1 *t-1 *t-1 } { g (k, i I J) + l p ( 21 k Ii I J) • v ( 2, TI 1 , TI 2 ) } I k = 1 I 2 I ••• IN • 
2=1 
* * * (Vl, •.• ,VN) I waarbij Vk de waarde is van het k-de matrixspel en 
* (TI 2 (k)) hierbij een optimale aktie voor speler 1 (speler 2) zijn. 
voor het t-stapsspel de Markov-strategie *t speler 1 als TI 1 voor 
* 
*t 
1r 1 schrij ft op tijdstip O TI 1 (k) voor in toestand ken 
op tijdstip T *t-1 ( 1r 1 k,T-1) in toestand k, T= 1, .•• ,t-1. 
Laat voor een willekeurige strategie TI 2 voor speler 2 voor het t-stapsspel 
TI 2 (0,k) (TI 21 (O,k), ••• ,TI2n (0,k) het voorschrift op tijdstip 0 in toe-
k t-1 
stand k en laat TI 2kij de strategie voor speler 2 voor r (R) afgeleid uit 
TI 2 als volgt: TI 2kij schrijft op tijdstip 0 voor in toestand 2, wat 
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n 2 op tijdstip 1 in toestand £ voorschrijft bij historie h 1 
Er geldt dan voor k = 1,2, .•. ,N: 
(k,i,jl, etc. 
(2 .1 l n~ ~k * { ~ I t-1 *t-1 } min l n 2 . (O,k) l n 1 . (kl g(k,i,jl + l p(£ k,i,jlV (£,n ,n 2kijl 
n 2 j=l J i=l l. £=1 
(2.2l ?. min n~ t * I ~ I t-1 *t-1 *t-1 } l n 2 . (O,kl l n 1 . (kl 1 g(k,i,jl + l p(£ k,i,jlV (£,n ,n 2 l 
n 2 j=l J i=l l. l £=1 
(2.3) { N t-1 *t-1 kt-1 } val g(k,i,j) + l p(£1k,i,j)V (£,n 1 ,n2 ) 
£=1 
De overgang van (2.2) naar (2.3) is gebaseerd op het optimaal zijn van 
* n 1 (kl voor speler 1 in het matrixspel 
~g(k,i,jl + 
l 
~ I t-1 *t-1 *t-1 } l p(£ k,i,jlV (£,n 1 ,n2 l • 
£=1 
We hebben nu dus 
(2.4l 
Als we de Markov-strategie 
* schrijft op tijdstip 0 n2 (kl in 
*t-1 
stand k n (k,T-1} dan kunnen 
(2.Sl 
(2.4l en (2.Sl kombineren geeft: 
(2.6l 
k 1, •.• ,N. 
*t *t 
n 2 voor speler 2 definieren als: n 2 
toestand k voor en op tijdstip T in toe-
we op dezelfde manier laten zien dat geldt: 
k 1, •.• ,N, 
Het paar 
1.1.20 blijkt 
*t *t (n 1 ,n2 l vorrnt dus een evenwichtspunt, zodat uit lemma 
t *t *t dat het spel f (Rl strikt bepaald is. Verder is 1r 1 (n2 l 
t *t *t (speler 2l en is (V (1,n 1 ,n2 ll, ••. , 
(2.3) blijkt de recurrente betrekking 
een optirnale strategie voor speler 1 
t *t *t V (N,n 1 ,n 2 ll de waarde-vektor. Uit 
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voor T = t. Uit de constructiewijze *t *t *t-1 van Til en TI 2 en de aanname dat Til 
*t-1 
en rr 2 voldoen aan de bewering in de 
*t *t 
stelling, blijkt dat TI 1 en TI 2 vol-
doen aan de bewering in de stelling. 
Hiermee is de inductiestap voltooid, waarmee de stelling bewezen is. D 
2.3. Het stochastisch spel van Shapley 
We gaan nu bewijzen dat een stochastisch spel van Shapley een waarde-
vektor bezit en dat de beide spelers optimale stationaire strategieen ter 
beschikking staan. 
De totale verwachte uitbetaling voor het spel startend in toestand k 
als speler 1 strategie Til speelt en speler 2 speelt TI 2 noteren we als 
v k (TI 1 'TI 2) . Laa t v (TI 1 'TI 2) = (V 1 (TI 1 I TI 2) I ••• Iv N (TI 1 I TI 2) ) . 
DEFINITIE 2.3.1. De ~xnk-matrixspelen Gk(v), waarbij het (i,j)-de element 
gelijk is aan g(k,i,j) + l~=l p(.Q.lk,i,j)v.Q, en v E IRN warden de dummy spelen 
bij de vektor v genoemd, k = 1, •.• ,N. 
STELLING 2.3.2. Het stochastisch spel van Shapley is strikt bepaald ten op-
zichte van het totale opbrengstenmodel, De waarde-vektor kan gevonden war-
den als de unieke oplossing van het stelsel $k = val Gk(~), k = 1, •.• ,N 
met$= ($ 1 , ... ,$N). 
BEWIJS. Definieer de afbeelding T: IRN + IRN als Ta S met Sk = val Gk (a). 
N - N 
Beschouw op lR de norm II all = maxk I ak I ; dan is IR een volledige metrische 
ruimte onder deze norm. 
We laten eerst zien dat de afbeelding T een contractieafbeelding is 
onder de norm II ·II-. Voor al le a, S E IRN vinden we met behulp van lemma 1. 2. 6: 
II Ta-TSll maxlval Gk(a) - val Gk(Sl I 
k 
N 
s; max I l 
k,i,j .Q.=1 
N 
s; max I l 
k, i I j .Q.=1 
p(.Q.lk,i,j) I max 
.Q, 
waarmee bewezen is dat T een contractieafbeelding is met contractiefactor 
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Uit de Banach-Picard vaste puntenstelling (bijv. L. SCHWARTZ [55], 
p.141) volgt nu dat Teen uniek dekpunt, zeg v*, heeft waarbij voor elke 
(i E m.N geldt limn-- u Tna-v*ll = 0 I waarui t volgt limn-- Tna = v*. Hierbij 
n- n-1-is Ta= T(T a), n = 2,3, •••• 
Beschouw nu het t-stapsspel rt(O) ".' {rt(k,O) I .k = 1, ••• ,N}. 6 is een 
N-vektor met iedere komponent 0. Uit de definitie van dummyspelen, de de-
finitie van T en stelling 2.2.2 (recurrente betrekkingen) blijkt dat Tt(O) 
de waarde-vektor van rt(O) is. 
Als nu in het specifieke stochastische spel f(k) speler 1 een strate-
gie speelt, die, wat de eerste t-stappen betreft, overeenstemt met een op-
timale strategie voor rt(k,0) en willekeurig daarna, dan krijgt hij een 
totale verwachte uitbetaling van tenminste (Tt(O))k - Et' waarbij Et= 
= (1-p0 fpM en M = maxk .. lg(k,i,jll, tegen iedere strategie van speler 2. 8 t - ,J.,]* Daar Et+ en (T (O))k + vk als t + 00 zien we dater voor iedere E > 0 en 
Ek 
elke keen n 1 bestaat zodanig dat 
voor alle n 2 , k 
waaruit volgt 
(2.8) k 1, .•. ,N. 
Analoog vinden we 
(2.9) k 1, ••• ,N. 
Uit (2.8), (2.9) en lemma 1.1.19 volgt: 
(2.10) sup inf Vk(n 1,n2 ) 
n 1 n2 
inf sup Vk(n 1 ,n2 ) 
n2 nl 
1, ••• ,N, 
k 1, .•. ,N. 
-* Het spel is dus strikt bepaald en heeft waarde-vektor v , die gelijk 
is aan de unieke oplossing van het stelsel 
val Gk (~), k=l, ••• ,N. 
STELLING 2.3.3. Laat voor een stochastisch spel van Shapley v* de waarde-
D 
* * * vektor zijn. De stationaire strategieen n 1 = (n 1 (1), ••• ,n 1 (N)) respektieve-
* * * lijk n 2 = (n 2 (1), .•. ,n2 (N)) zijn optimaal voor speler 1 respektievelijk 
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* * speler 2 dan en slechts dan als rr 1 (k) respektievelijk rr 2 (k) overeenstemt 
met een optimale aktie in het dummy matrixspel Gk(v) voor speler 1 respek-
tievelijk speler 2. 
* * 
- BEWIJS. a) Veronderstel dat rr 1 (k) respektievelijk rr 2 (k) overeenstemt met 
e·en optimale aktie in het dummy matrixspel Gk (v) voor speler 
lijk speler 2. Beschouw het t-stapsspel ft(v*) = {ft(k,v*) 
* -* -* t -* 
1 respektieve-
k = 1, .•• ,N}. 
Tt<v*l zien Aangezien vk = val Gk(v (Tv )ken aangezien val r (v) = 
we dat val rt(v*) = V:*, t = 1,2, •.•. Een optimale Markov-strategie voor 
speler in ft(v*) overeenkomstig stelling 2.2.2 is dan de strategie die 
* op ieder tijdstip T in toestand k voorschrijft de aktie rr 1 (k) te spelen, 
T = 0,1, •.• ,t-l; k l, •.• ,N. 
Speelt speler * nu de stationaire strategie rr 1 
r, dan geldt voor iedere t, dat zijn totale verwachte uitbetaling na t stap-
pen minstens v* ( 1-p0 J tll v*ll is tegen iedere strategie van speler 2. 
Vanaf tijdstip t is de totale verwachte uitbetaling aan speler 1 minstens 
t M 
-(1-p0 ) "po' voor iedere toestand op tijdstip ten tegen iedere strategie 
van speler 2. 
* We zien dus dat de strategie rr 1 speler 1 verzekert van een totale ver-
wachte opbrengst 
(2.11) 
(2.11) is geldig voor iedere ten daar limt->=(1-p0 Jt = 0 blijkt dat 
- * -* * infrr 2 V(rr 1 ,rr2 J ~ v , zodat rr 1 optimaal is voor speler 1. Evenzo kunnen we 
- * * laten zien suprr 1 V(rr 1 ,rr 2 J $ v . 
* * * b) Laat rr 1 = (rr 1 (1), .•. ,rr 1 (N)) een optimale stationaire strategie zijn 
voor speler 1. Laat rr 2 een willekeurige stationaire strategie voor speler 2 
* zijn. De totale verwachte uitbetaling bij rr 1 en rr 2 voldoet aan het stelsel 
~ nk N 
Vk(rr;,rr 2 J =) rr7i (k)) rr 2 . (k){g(k,i,j)+ l p(.tlk,i,j)Vl', (rr7,rr 2 )}, 
1=1 J=l J .t=1 
(2.12) 
k = 1, •.• ,N. 
* Veronderstel dat er toestanden k zijn waarvoor rr 1 (k) niet optimaal is in 
-* Gk(v ). Zonder de algemeenheid te schaden veronderstellen we dat dit de toe-
standen 1 t/m N1 zijn. Speler 2 heeft dan een stationaire strategie 
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(2 .13) * v > k 
II\ nk N 
l TI~. (kl l TI~. (kJ{g(k,i,jJ+ l pU.ik,i,j)v~}, k 
i=l l j=l J 1=1 
1, ..• , Nl 
en 
II\ nk N V: = l TI:. (k) l TI~. (k)~g(k,i,j)+ l p(llk;i,j)v~}, k 
i=l 1 j=l J L 1=1 
(2.14) 
0 (2.13) en (2.14) aftrekken van (2.12) voor 1! 2 geeft 
(2.15) 
k = 1, ••. ,N1 
(2 .16) 
k = N1+1, •.• ,N. 
Daar l:~l 1T:i(k) = 1, l~~l 1T~.(k) = 1 en O s l~=l p(llk,i,j) s 1-p0 < 1 en 
* 0 * J J* 
daar Vk(1T 1 ,1T 2 ) ~ vk, alle k (1! 1 is optimaal), blijkt uit (2.15) en (2.16) 
* 0 * 
maxk(Vk(1T1,1T2)-vk) dat = 0 (anders is er een k waarvoor linkerlid grater is 
dan rechterlid) en dus * 0 * Vk(1T 1 ,TI 2 l = vk, alle k, maar dit is in tegenspraak 
met (2.15). M.a.w. de veronderstelling dater toestanden k zijn waarvoor 
* 1Tl (k) niet optimaal is, is niet juist. 0 
OPMERKING 2.3.4. Het stochastisch spel van Shapley met rationale coeffi-
cienten g(k,i,j) en p(llk,i,j) hoeft niet noodzakelijkerwijs een rationale 
waarde te hebben. Dit in tegenstelling tot het Markov-beslissingsprobleem 
met eindig aantal toestanden en eindig aantal akties in iedere toestand. 





+ ;i,r }" 
1 
De unieke oplossing van de vergelijking 
* wordt gegeven door v 
1 + '><!>) 
1 + ;i,q, 
= rs. 
OPMERKING 2.3.5. In hoofdstuk I bij de bespreking van de diverse kriteria 
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hebben we reeds opgemerkt dat een niet-stoppend spel onder het verdiscon-
teerde kriterium opgevat kan warden als een speciaal geval van het stoppend 
spel onder het totale opbrengstenkriterium. Namelijk alle stopkansen zijn 
in iedere toestand onder ieder paar akties gelijk aan 1- S. We zien dus dat 
alle resultaten afgeleid in dit hoofdstuk ook van toepassing zijn op spelen 
onder het verdisconteerde opbrengstenkriterium. 
OPMERKING 2.3.6. De resultaten in dit hoofdstuk kunnen gegeneraliseerd war-
den tot spelen waarbij voor ieder paar zuivere stationaire strategieen voor 
de beide spelers geldt dat de bijbehorende matrix P van overgangskansen 
"t . t" . d l' t 0 b'. t ( t-l) 2 3 ransien is, .w.z. imt-><o P , waar 1.J P =PP , t = , , •.• 
Dit kan dan op dezelfde manier als VEINOTT [65] gedaan heeft voor Markov-
beslissingsproblemen. 
OPMERKING 2.3.7. Een stochastisch spel van Shapley met perfekte informatie 
is een spel, waarbij in toestand k 6f ~ = 1 6f nk = 1, k = 1, ••. ,N. Uit 
stelling 2.3.3 volgt dan, dat voor een spel met perfekte informatie beide 
spelers optimale zuivere stationaire strategieen bezitten. 
OPMERKING 2.3.8. Als nk = 1, k = 1, ••• ,N, dus de tweede speler heeft in 
iedere toestand maar 1 aktie ter beschikking, waardoor hij in wezen geeli-
mineerd wordt, dan hebben we te maken met een Markov-beslissingsprobleem 
voor speler 1. Voor dit geval heeft speler 1 optimale zuivere stationaire 
strategieen (bijv. HOWARD [25]). Merk op dat dit probleem een speciaal ge-





MET OVERAFTELBARE AKTIERUIMTE~ 
In dit hoofdstuk behandelen we de klasse van nulsomspelen met eindige 
toestandsruimte, pre-kompakte aktieruimten voor de beide spelers en de 
overgangskansen zijn zodanig dat het spel stoppend is. Deze klasse van spe-
len is voor het eerst bestudeerd door M. TAKAHASHI in zijn artikel 
Stochastic games with infinitely many strategies [62]. Als kriterium be-
schouwt hij het totale opbrengstenkriterium. 
In zijn artikel bewijst Takahashi het strikt bepaald zijn van dit spel 
binnen de klasse der stationaire strategieen onder bepaalde voorwaarden op 
de uitbetalingsfuncties en de overgangskansen. In het laatste gedeelte van 
zijn artikel laat hij zien dat het spel ook strikt bepaald is binnen de 
klasse der Markov-strategieen en dat in beide gevallen de waarde gelijk is. 
Ten opzichte van het stochastisch spel van Shapley is de enige veran-
dering het overaftelbaar zijn van de zuivere aktieruimten. Opgemerkt dient 
te warden dat de klasse van spelen met aftelbare aktieruimten (en niet 
eindig) niet binnen de klasse van spelen ligt, die in dit hoofdstuk behan-
deld wordt. 
In de sekties 3.2 en 3.3 warden Takahashi's resultaten gepresenteerd. 
In sektie 3.4 breiden we deze resultaten uit tot de klasse van (gedrags-) 
strategieen, waarbij gebruik gemaakt wordt van enkele resultaten uit de 
Markov-beslissingstheorie. 
3.2. Eenstapsspelen, dummyspelen 
In deze sektie leiden we enkele resultaten betreffende eenstapsspelen 
(spelen in normale vorm) en dummyspelen af. 
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Een niet-cooperatief twee-persoons nulsomspel in normale vorm is een 
triplet (A 1 ,A2 ,g), waarbij A1 (A2 ) de zuivere aktieruimte voor speler 
(speler 2) en g: A1xA2 + JR de uitbetalingsfunctie voor speler 1; de uitbe-
talingsfunctie voor speler 2 is dan -g. 
DEFINITIE 3.2.1. Laten A1 en A2 twee verzamelingen zijn. Laat f: A1xA2 + JR 
een uniform begrensde reeelwaardige functie zijn. De functie o op A1xA1 ge-
definieerd als 
(3 .1) 
noemen we de intrinsieke metriek op A1 bij (A2 ,f). 
Evenzo is de intrinsieke metriek op A2 bij (A 1 ,f) gedefinieerd als 
Onder deze intrinsieke metrieken zijn A1 en A2 pseudo-metrische ruim-
tes. Als namelijk of(a11 ,a12 ) = O, dan is niet noodzakelijkerwijs a 11 = a 12 . 
Echter Ai, i = 1,2, kan gereduceerd worden tot een metrische ruimte Ai, 
i = 1,2 door die punten samen te laten vallen die afstand 0 hebben. Deze 
reductie heeft geen invloed op de speelmogelijkheden voor de beide spelers, 
hetgeen als volgt blijkt. Laat voor ai E Ai ai(ai) E Ai de~representant 
van de verzameling van punten die met ai samenvallen. Laat f de restrictie 
van f tot A1xA2 , dan geldt 
In het vervolg nemen we aan, dat (A.,of), i 
J_ 
zijn, eventueel verkregen na reductie. 
1,2 metrische ruimtes 
Laat A., de kleinste a-algebra die alle open deelverzamelingen van 
f J_ 
(Ai,o ) omvat en laat Ili de verzameling van alle kansmaten gedefinieerd op 
Ai, i 1,2. 
Laat A de produkt a-algebra van A1 en A2 , d.w.z. de kleinste a-algebra 
bij A1xA2 die A1xA2 omvat. rr 1xrr 2 is dan de verzameling van alle produkt-
kansmaten op A. Merk op dat zowel A., Il. alsA afhankelijk zijn van f. 
J_ J_ 
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Beschouw nu het twee-persoons nulsomspel in normale vorm (A1 ,A2 ,g). 
Als bovenstaand kunnen we definieren: 
De verzameling rri is dan de verzameling van gemengde.akties voor speler i, 
i = 1,2. 
LEMMA 3.2.2. Als g: A1xA2 + lR een uniform begrensde meetbare functie is 
t.o.v. A en als speler 1 n 1 E rr 1 en speler 2 n 2 E rr 2 speelt, dan is de ver-
wachte uitbetaling (aan speler 1) te schrijven als: 
BEWIJS. Uit de uniforme begrensdheid van g volgt 
en daar g(•,·) meetbaar is t.o.v. A geldt dat g integreerbaar is op A1xA2 , 
zodat toepassen van de stelling van Fubini de bewering in het lemma geeft. 0 
Over de vraag wanneer g meetbaar is t.o.v. A, doet het volgende lemma 
een uitspraak. 
LEMMA 3. 2. 3. Als g: A1 xA2 + lR begrensd is en minstens een van de verzame-
lingen (A 1 ,og) en (A2 ,og) separabel is, dan is g(•,•) meetbaar t.o.v. A. 
BEWIJS. Het bewijs van deze bewering is nogal technisch van aard. We vol-
staan met een verwijzing naar WALD [71], pag. 34 en 35. 0 
Met een pre-kompakte metrische ruimte bedoelen we een metrische ruimte 
waarvoor iedere rij een Cauchy deelrij bezit. Het pre-kompakt zijn van een 
metrische ruimte is equivalent met: Voor iedere E > 0 is er een eindige 
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deelverzameling die E-dicht ligt in de ruimte, d.w.z. er bestaat een na-
tuurlijk getal NE, z.d.d. er NE punten te vinden zijn, waarvoor de bijbe-
horende NE sfeertjes met straal E de ruimte overdekken (zie KELLY [29]; de 
metrische versie van stelling 32, pag. 198). 
STELLING 3.2.4. Als voor een spel (A 1 ,A2 ,g) g: A1xA2 + IR uniform begrensd 
g is en (A 1 ,o ) pre-kompakt, dan geldt 
a) (A2 ,og) is pre-kompakt; 
b) (A1 ,A2 ,gJ is strikt bepaald, d.w.z. 
sup inf g ( 11 1 , 11 2 ) 
111 112 
inf sup g(11 1 ,112 J. 
112 111 
BEWIJS. Een pre-kompakte metrische ruimte is separabel, zodat (A1 ,og) 
separabel is. Uit de lemma's 3.2.3 en 3.2.2 blijkt nu dat g(11 1 ,112 ) een-
duidig bepaald is voor iedere (11 1 ,11 2 ) E rr 1xrr2 • 
a) Het pre-kompakt zijn van (A1 ,og) is equivalent met, voor iedere 
E > 0 bestaat er een eindige deelverzameling a(E) c A1 die E-dicht ligt in 
A1 • Neem El> 0 vast en noteer a(E 1) als a 1 • Vervangen we bij de defini-
tie van de intrinsieke metriek op A2 de verzameling A1 door a 1 , dan ver-
g krijgen we een nieuwe metriek, die we noteren als oa 1 . Daar a 1 een eindige 
verzameling is en g uniform begrensd volgt d.m.v. de definitie van og dat 
al 
(A2 ,o& 1 l pre-kompakt is. Kies E2 > 0 en laat a 2 (E 2 ) c A2 de eindige deel-
verzameling die E2-dicht ligt in A2 t.o.v. de metriek o& 1 • Uit 
volgt dat de verzameling a 2 (E 2 ) (E 2+2E 1)-dicht ligt in A2 t.o.v. de metriek 
og en daar El en E2 willekeurig positief zijn volgt bewering a. 
b) Kies E > 0. Laat A11 , •.• ,A 1k een meetbare partitie van A1 , zodanig 
dat de diameter van Ali niet groter is dan E. Laat A21 , .•. ,A22 een meetbare 
partitie van A2 , zodanig dat de diameter van A2 j niet groter is dan E. Kies 
a 1i E Ali willekeurig, i = l, .•. ,k en kies a 2 j E A2 j willekeurig, j= 1, .•. ,£ 
en laat a 1 = {a11 , •.• ,a 1k} en a 2 = {a21 , •.• ,a22 }. Associeer nu met een kans-
a1 . . al 
maat 11 1 E IT 1 de kansmaat 11 1 E IT 1 gedef1n1eerd als 11 1 (ali) = 11 1 (Ali), 
a2 11 2 gedefinieerd als i = 1, •.. ,k. Evenzo, associeer met 11 2 E rr 2 de kansmaat 
a2 . 









- g(1T1,1T2 'I $ E, voor alle (1T1,1T2) 
Uit (3.3) volgt: 
a.1 a.2 a.1 
(3.4) sup inf g(1T 1 ,1T2 ) $ sup inf g(1T1 ,1T2) + E 
a.1 a.2 a.1 
1T 1 1T 2 
Uit (3.2) volgt: 
(3.5) 
1T 1 1T 2 
$ sup inf g(1T1,1T2) + E. 
1T 1 1T 2 
- E 
~ inf sup g(1T 1 ,1T 2 ) - E. 
1T2 1T1 
E rr 1xrr2 
E 11 1 xIT2 • 
Daar a. 1 en a. 2 eindige verzamelingen zijn, blijkt uit stelling 1.2.3 voor 
matrixspelen dat geldt 
(3.6) 
Kombineren van (3.4), (3.5) en (3.6) geeft 
(3.7) sup inf g(1T 1 ,1T2 ) ~ inf sup g(1T 1 ,1T 2 ) - 2E. 
1T1 1T2 1T2 1Tl 
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Daar E > 0 willekeurig is volgt bewering b) nu uit (3.7) en lemma 1.1.19. D 
Bovenstaand bewijs is grotendeels identiek aan de bewijzen van de 
stellingen 2.1 en 2.2 uit WALD [71]. 
g f 
LEMMA 3.2.5. Als zowel (A 1,o ) als (A1,o ) pre-kompakt zijn, dan is ook 
(Al' ~g+cf) k k 11 u pre- ompa t, voor a e c E lR. 
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g+cf BEWIJS. Uit de definitie van 8 volgt: 
(3 .8) 
. g+cf Laat nu {a1n} een willekeurige ri] in (A 1 ,o ). Dan is er een deelrij 
{aln} die zowel Cauchy rij is in (A 1 ,of) als Cauchy rij in (A1 ,og), maar 
dan volgt met (3.8): 
$ lim og(a' a' ) + lcl lim of(a' ,a' ) 
n-+= ln' lm n-+= ln lm n-+= 
{ } . ( ..,g+cf) zodat aln ook Cauchy rij is in A1 ,u • D 
o, 
LEMMA 3.2.6. Zijn fen g twee uniform begrensde functies op A1xA2 en zijn f g (A 1 ,o ) en (A 1 ,o ) pre-kompakt, dan is het spel (A1 ,A2 ,g+cf) strikt bepaald, 
met c E IR. 
BEWIJS. Kombineren van lemma 3.2.5 en stelling 3.2.4 geeft de bewering in 
het lemma. D 
We gaan nu de dummyspelen definieren bij het stochastisch spelmodel, 
zoals bestudeerd door Takahashi. 
Laat N het aantal toestanden van het spel zijn. Laat gk: A1 (k)xA 1 (k) + 
+ IR de uitbetalingsfunctie in toestand k zijn. Laat 
(3. 9) 
Takahashi werkt onder de volgende aannames: 
gk Hl: De verzameling (A1 (k),o ) is pre-kompakt, k = 1, •.• ,N. 
H2: De verzameling (A 1 (k),op(£1k,•,•)) is pre-kompakt, £ = 1, ... ,N; 
k = 1, .•. ,N. 
De dummyspelen warden op dezelfde manier gedefinieerd als in hoofd-
stuk II bij het stochastische spel van Shapley (definitie 2.3.1). De dummy-
spelen bij de N-vektor v= (v1 , ..• ,vN) zijn de N eenstapsspelen 
Gk<vl = (A 1 (kl,A2 CkJ,gk(·,-> + I~=l p(£1k,·,·Jv2 J, k = 1, •.• ,N. 
Uit de aannames Hl en H2 en lemma 3.2.6 volgt dat de dummyspelen strikt be-
paald zijn voor iedere N-vektor v. 
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* * -* DEFINITIE 3.2.7. Een vektor v (v1 , •.• ,vN) wordt waarde-vektor van de 
dummyspelen genoemd, als geldt: 
k 1, .•. ,N. 
STELLING 3.2.8. De dummyspelen bezitten.een unieke waarde-vektor. 
BEWIJS. Definieer de afbeelding T: lRN + lRN als volgt: Tv = w, met 
wk = val Gk(v), k = 1, •.. ,N. 
Analoog als in het bewijs van stelling 2.3.2 gaan we aantonen dat de af-
beelding T een uniek dekpunt bezit, waarmee de stelling bewezen is. Daartoe 
merken we op dat de lemma's 1.2.4 en 1.2.5 uitgebreid kunnen worden tot de 
klasse van eenstapsspelen met pre-kompakte aktieruimten. Als norm op de lRN 
nemen we II vii = maxk I vk I. Voor alle v, w E JRN geldt 
llTv- TWll max 
k 
I val Gk (v) - val Gk (w) I 
N 
~ sup lgk(a1 (k) ,a2 (k)) + l p(2lk,a1 (k),a2 (k))v2 -
k,a1 (k) ,a2 (k) 2=1 
N 
- gk(a1 (k),a2 (k)) - l p(2lk,a1 (k),a2 (k})w2 1 
2=1 
N 
sup I I p(2lk,a1 (k),a2 (k))•(v2-w2 )1 
k,a1 (k),a2 (k) 2=1 
T is dus een contractieafbeelding, zodat de Banach-Picard vaste puntenstel-
ling de existentie van een uniek dekpunt levert. D 
3.3. Het stochastisch spel van Takahashi 
In eerste instantie beschouwen we alleen stationaire strategieen. Voor 
n 1 = (n 1 (1), ••• ,n 1 (N)) met n 1 (k) een gemengde aktie in toestand k, 
k = 1, •.• ,N, als stationaire strategie voor speler 1 en n 2 = (n 2 (1), ••• ,n2 (N)) 
als stationaire strategie voor speler 2 noteren we de verwachte uitbetaling 
t 
op tijdstip t bij begintoestand k als V (k,n 1 ,n2). De totale verwachte uitbe-
taling bij begintoestand k onder n 1 en n 2 noteren we als V(k,n 1 ,n 2). Laat 
-t t t -V (n 1 ,n2 ) = (V (1,n 1 ,n2), ••• ,v (N,n 1 ,n2 )) en V(n 1 ,n2 ) = (V(l,n 1 ,n2), ••• , 
V(N,TI 1 ,n2 )). 
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Op grond van aanname H2 kunnen we bij iedere Til en TI 2 m.b.v. de lemma's 
3.2.2 en 3.2.3 de overgangskansenmatrix P(TI 1 ,TI 2) samenstellen waarvan het 
(k,i)-de element de waarde 
f f p(i\k,a1,a2)dTI 1 (k) (a1)dTI 2 (k) (a2l 
Al (k) A2 (k) 
heeft, k = 1, ••• ,N; i 1, ••• ,N. We korten P(TI 1 ,TI2 ) wel eens af tot P, in-
dien duidelijk is bij welke (TI 1 ,TI2 ) P behoort. 
-t V (TI 1 ,TI2 ) kunnen we nu schrijven als: 
(3.10) t 0, 1,... ' 
waarbij g(TI1,TI2) = (gl(TI1(1),TI2(1)), ••• ,gN(Til(N),TI2(N)) en po 





(3.12) lv(k,TI 1 ,TI2ll ~ lim l lv'r(k,TI 1 ,TI 2)1 ~~, k 
t-><x> 't"=O Po 
1, ••• ,N. 
M.b.v. (3.11) en (3.12) volgt nu 
Dus 
(3.13) 
STELLING 3.3.1. Een twee-persoons nulsom stoppend stochastisch spel onder 
de aannames Hl en H2 is strikt bepaald binnen de klasse der stationaire 
-* strategieen. De waarde-vektor is gelijk aan de waarde-vektor v van de 
dununyspelen. Voor E ~ 0 komt een stelsel E-optimale strategieen voor de 
-* dununyspelen Gk(v ), k 1, ••• ,N, voor speler i overeen met een E/p0-optimale 
strategie voor bet stochastische spel voor speler i, i = 1,2. 
-* BEWIJS. Laat v de waarde-vektor van de dummyspelen zijn. Laat Ili(k) de 
verzameling van gemengde akties in toestand k voor speler i en 
N Ili = Xk=l Ili(k) de verzameling van stationaire strategieen voor speler i, 
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-* tN I i = 1,2. Laat hk(n1 (k),n2 (k),v) = gk(n1 (kJ,n2 Ck)) + l~=lp(~ k,n 1 (kJ,n2 (k))• 
* - -* - -* ·v~ en hCn 1,n2 ,v )= Ch 1 (n1 (1),n2 (1),v ), ••• ,hN(n1 (N),n2 (N) ,v )), zodat 
(3.14) 
(3.14) aftrekken van (3.13) geeft 
(3.15) 
Herhaald invullen van het rechterlid van (3.15) als vervanging voor 
- -* V(n 1 ,n2) - v in het rechterlid geeft 
(3.16) 
E Neem E > O willekeurig. Laat n1 (n~(l), ••• ,n~(N)) zodanig dat n~(k) 
-* E-optimaal is voor speler 1 in het k-de dummyspel Gk(v ), k = 1, ••• ,N. 
Dan geldt: 
(3.17) 
(3.17) invullen in (3.16), t + ~ laten gaan en.gebruik maken van (3.9) 
geeft 
(3.18) 
En daar E > 0 willekeurig volgt uit (3.18) 
(3.19) sup inf V(n 1,n2) 
nlEill n2EIT2 
-* 2: v • 
=.::£·1, 
Po 
E Analoog kunnen we laten zien dat voor de strategie n2 




( 3. 21) inf sup V(TI 1 ,TI 2 ) 
TI2EISTI1ElI1 
-* :S v • 
(3.19) en (l.21) gekombineerd met lemma 1.1.19 geeft nu het strikt bepaald 
zijn: 
inf sup V(TI 1 ,TI 2) 
TI 2EJI 2 TI l EJJ 1 
sup inf V(TI 1 ,TI 2) 
TI l Elli TI 2EJI2 
-* 
v . 
-* Uit v is waarde-vektor en het feit dat (3.18) en (3.20) ook gelden voor 
E = 0 volgt direkt de tweede bewering in de stelling. D 
OPMERKING 3.3.2. J. VON NEUMANN [41] heeft een twee-persoons nulsomspel 
eerlijk genoemd als de waarde nul is. Als de spelen (A 1 (k),A2 (k),gk) 
eerlijk zijn, k 1, .•. ,N, dan is ook het stochastische spel eerlijk 
onafhankelijk van de overgangskansen (waarde-vektor van de dummyspelen is 
de nul-vektor). 
De volgende twee lemma's, die we niet zullen bewijzen, zijn overgeno-
men uit WALD [71] (stelling 2.3, pag. 39 en stellingen 2.4 en 2.5, pag. 40) 
en dienen als voorbereiding op de stellingen 3.3.5 en 3.3.6. 
LEMMA 3.3.3. Voor een spel in normale vorm (A1 ,A2 ,g), waarbij (A1 ,og) pre-
kompakt is, bestaan er voor iedere E > 0 eindige verzamelingen a 1 c A1 en 
a 2 c A2 , z.d.d. de waarde van (A 1 ,A2 ,g) hoogstens E verschilt van de waarde 
van ieder van de volgende drie spelen: 
LEMMA 3.3.4. Voor een spel in normale vorm (A 1 ,A2 ,g), waarbij A2 een eindi-
ge verzameling is, bestaat er voor iedere E > 0 een verzameling a 1 c A1 , 
z.d.d. a 1 hoogstens evenveel elementen bevat als A2 en de waarde van 
(a 1 ,A2 ,g) hoogstens E verschilt van de waarde van G. Indien tevens (A 1 ,og) 
kompakt is, kan a 1 zo gekozen warden, dat de waarden van de spelen (A 1 ,A2 ,g) 
en (a 1 ,A2,g) gelijk zijn. 
STELLING 3.3.5. Voor een twee-persoons nulsom stoppend stochastisch spel r 
onder de aannames H1 en H2 bestaan er voor iedere s > 0 eindige verzame-
lingen ai (k) c Ai (k), i 1,2; k = 1, ••• ,N, z.d.d. de waarde van r hoogstens 
E verschilt van de waarde van ieder van de volgende drie spelen: 
r1: het spel waarbij speler 1 in toestand k a 1 (k) als zuivere aktieruimte 
heeft en speler 2 A2 (k), k = 1,2, ••• ,N. 
r2: het spel waarbij speler 1 in toestand k Al (k) als zuivere aktieruimte 
heeft en speler 2 a 2 (k) I k = 1,2, ••• ,N. 
r 3= het spel waarbij speler 1 in toestand k a 1 (k) als zuivere aktieruimte 
heef t en speler 2 a2 (k) I k = 1,2,.· •• ,N. 
BEWIJS. We bewijzen de stell.ing alleen voor r 1 • Voor r 2 en r 3 verlopen de 
bewijzen op dezelfde manier. 
Laat v* de waarde-vektor van r zijn. Neem £ > O. Op grond van lemma 
3,3.3 kunnen we eindige verzamelingen a 1 (k) c A1 (k), k = 1, ••• ,N kiezen 
~ -* -* 
z.d.d. de waarde van het spel Gk(v) = (a 1 (k) ,A2 (k), hk(•,•,v )) hoogstens 
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-* ~£ p 0 verschilt van de waarde van het k-de dummyspel Gk(v) = (A 1 (k),A2 (k), 
-* hk ( o I ' IV ) ) • 
Noteer een stationaire strategie voor speler 1 die in toestand k uit-
al ~a1 
sluitend gewicht legt op a 1 (k), k = 1, ••• ,N als TI 1 en laat TI 1 
~al ~a1 ~1 (TI 1 (1), ••• ,TI 1 (N)) zodanig zijn, dat TI 1 (k) een ~£ p 0-optimale strategie 
-* 
voor speler 1 in Gk(v) is. Dan geldt: 
- £ Po' 
~al 
M.a.w. TI 1 komt overeen met een stelsel £ p0-optimale strategieen voor de ~a1 
dummyspelen, zodat volgens stelling 3.3.1 TI 1 een £-optimale strategie 
voor speler 1 in het oorspronkelijke stochastische spel is. Maar dan geldt 
(3.22) V(TI 1 ,TI 2) 
- al - ~al 
sup inf ~ sup inf V(TI l 1 TI 2) ~ inf V(TI 1 ,TI 2 ) 
Til TI2 al TI 2 TI 2 TI 1 
-* £•l V(TI 1 ,TI 2) £•I. ~ v - sup inf -
TI 1 TI 2 
Uit (3.22) volgt nu de bewering in de stelling: 
v(TI 1 'TI2) 
al 
£'I. \sup inf - sup inf V(TI 1 ,TI2) I ~ 
TI 1 TI 2 al TI 2 TI 1 
D 
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STELLING 3.3.6. Voor een twee-persoons nulsom stoppend stochastisch spel 
onder de aannames Hl en H2 en zodanig dat A2 (k), k 1, ••• ,N een eindige 
verzameling is, bestaan er deelverzamelingen a 1 (k) c A1 (k), k = 1, ••• ,N, 
zodanig dat a 1 (k) hoogstens evenveel elementen bevat als A2 (k), terwijl 
de waarde van het spel hoogstens E verandert als speler 1 zich tot de ver-
zamelingen a 1 (k), k = 1, ••• ,N beperkt. 
BEWIJS. Het bewijs verloopt op dezelfde manier als het bewijs van stelling 
3.3.5, met dien verstande dat nu lemma 3.3.4 gebruikt moet worden. D 
Tot nu toe werden de topologische condities opgelegd op de verzarne-
gk lingen (A 1 (k),o ), enz. In het volgende starten we met kornpakte topolo-
gische ruirntes, waarop de functies gk(•,•) en p(ifk,·,•) continu zijn. 
Het volgende lemma, waarvan het bewijs gevonden kan worden in VRIEZE 
[66], dient als schakel om deze spelen met behulp van de rnethode van 
Takahashi op te lossen. 
LEMMA 3.3.7. Laat A1 en A2 kompakte topologische ruimtes zijn, die voldoen 
aan het eerste axioma van aftelbaarheid (KELLY [29], pag.50) en laat 
f: A1xA2 ~ JR continu zijn in de produkttopologie. Dan zijn de metrische 
f f 
verzamelingen (A 1 ,o ) en (A2 ,o ) kompakt {eventueel na reductie) en is de 
functie f continu t.o.v. deze metrieken. 
STELLING 3.3.8. Een twee-persoons nulsom stoppend stochastisch spel, met 
zuivere aktieruimtes A1 (k) en A2 (k), k = 1, ••• ,N, die kompakt topologisch 
zijn en voldoen aan het eerste axioma van aftelbaarheid en waarbij gk(•,•) 
en p (JI, I k, •, •) continue functies zijn op A1 (k) xA2 (k) in de produkttopologie, 
k = 1, ••• ,N; i = 1, ••• ,N, is strikt bepaald binnen de klasse der statio-
naire strategieen. Tevens bezitten beide spelers optimale stationaire stra-
tegieen. 
gk BEWIJS. Uit lemma 3.3.7 blijkt dat de ruimtes (Ai(k) ,o ) en 
( (k) ,_p(ifk,•,•)) . . . Ai ,u kornpakt ZlJn, i = 1,2; k = 1, ••• ,N; i 1, ••• ,N. Tevens 
is gk(•,•) als continue functie op een kompakte verzameling uniform begrensd, 
zodat aan de voorwaarden in stelling 3.3.1 voldaan is, waaruit blijkt dat 
het spel strikt bepaald is. 
Eveneens uit stelling 3.3.1 volgt dat voor iedere E > 0 de beide spe-
-* lers E-optimale stationaire strategieen bezitten. Laat v de waarde-vektor 
zijn en laat voor k = 1, .•• ,N: 
N 




Merk op dat de restrictie \< •, •, v ) van hk ( •, •, v ) tot A1 (k) XA2 (k) (de ge-
degenereerde kansmaten) continu is, zodat volgens leinma 3.3.7 
-* hk(•,•,v) 
(A 1 (k),o ) 
kompakt is. Hieruit volgt dat rr 1 (k) kompakt is in de zwakke topologie. 
N (PARTHASARATHY [44],pag.39), zodat eveneens Ill Xk=l Ill (k) kompakt is in 
de produkttopologie. 
Laat <£ > een net van 
n 
E:n 
getallen z.d.d. £ > 0 en lim £ = O. Laat 11 1 een 
n £n ~* * 
speler 1 zijn, z.d.d, hk(11 1 (k),11 2 (k),v) <:vk-£n' alle 
£ £ • 
strategie voor 
112 (k) E rr 2 (k). Dan bezit het net <11 1n> een deelnet <11 1n >, dat naar een 
* element van rr 1 convergeert, zeg 11 1• 
. ~ -* Voor vaste a 2 (k) is hk(•,a2 (k),v) continu op 
£n' -* * -* 
-* hk (.,., v ) 
(A 1 (k) , ~ ) , zodat 
n' -* lim hk(11 1 (k),a2 (k),v) = hk(11 1 (k),a2 (k),v) en daar hk (11 1 (k) ,a2 (k) ,v ) <: 
* <: vk - £n'' alle a 2 (k) E A2 (k) volgt hieruit 
en dit is equivalent met 
* 11 1 komt dus overeen met een stelsel optimale strategieen voor de dummyspe-
* len, zodat 11 1 volgens stelling 3.3.1 optimaal is in het stochastische spel 
voor speler 1. 0 
STELLING 3.3.9. Voor een twee-persoons nulsom stoppend stochastisch spel 
met A2 (k) een eindige verzameling en A1 (k) een kompakte topologische ver-
zameling, die aan het eerste axioma van aftelbaarheid voldoet, terwijl 
gk(•,•) en p(£1k,•,•) continue functies zijn t.o.v. de produkttopologie, 
k = 1, ••• ,N; Q, = 1, ••• ,N, bestaan er eindige verzamelingen a 1 (k) c A1 (k), 
z.d.d. a 1 (k) hoogstens evenveel elementen bevat als A2 (k), k 1, ••• ,N en 
zodanig dat de waarde van het spel gelijk blijft, als speler 1 zich tot 
a 1 (k) beperkt. 
-* BEWIJS. Uit stelling 3.3.8 blijkt dat het spel strikt bepaald is. Laat v 
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-* de waarde-vektor zijn en beschouw de dummyspelen (A 1 (k),A2 (k),hk(•,•,v )), 
k = 1, ••• ,N. Uit lemma 3.3.4 volgt dater eindige verzamelingen a 1 (k) c A1 (k) 
bestaan, z.d.d. a 1 (k) hoogstens evenveel elementen bevat als A2 (k) en zodanig 
-* * dat de waarde van (a 1 (kJ,A2 (k),hk(•,•,v )) vk blijft. Maar dit betekent dat 
de waarde-vektor van de dummyspelen bij het stochastische spel, waarin A1 (k) 
-* door a 1 (k) vervangen wordt, v is, zodat de waarde-vektor van het spel zelf 
oak v* is (stelling 3.3.lJ. D 
Tot nu toe hebben we ons beperkt tot de klasse der stationaire strate-
gieen. In de laatste sektie van zijn artikel laat Takahashi zien, dat het 
stochastische spel, zoals vastgelegd in stelling 3.3.1, ook strikt bepaald 
is binnen de klasse der Markov-strategieen en dat de waarde dezelfde blijft. 
We zullen in het kart schetsen op welke manier Takahashi dit aantoont. 
Bij een sp~l r, dat aan de condities van stelling 3.3.1 voldoet, wordt 
een nieuw spel r gedefinieerd als volgt: 
s = {1,2,3, ••• } 
Ai (tN+k) = Ai (k), k = 1, ••• ,N; t 
het oorspronkelijke spell 
0, 1,... (N is aantal toestanden van 
gtN+k(•,•) = gk(•,•), k = 1, ••• ,N; t 
p( (t+l)NH I tN+k,.,.) = p(,Q, [k,.,.), ,Q, 
0 I 1, • o • 
1, ••• ,N; k = 1, ••• ,N; t = 0,1, •.• 
Merk op dat, als het spel r zich in een van de toestanden tN+k, 
k = 1, ••• ,N, bevindt, dat het spel dan met kans 1 maar een van de toestan-
den t(N+l)+,Q,, ,\', = 1, ••• ,N springt. 
Takahashi laat zien dat er een een-een afbeelding is tussen de verza-
meling van de stationaire strategieen voor het spel r en de verzameling van 
Markov-strategieen voor het spel r en tevens dat de bijbehorende verwachte 
opbrengsten dezelfde zijn. 
Alhoewel het aantal toestanden van r niet eindig is, laat Takahashi 
vervolgens zien dat zijn methode ook op het spel r van toepassing is. Hij 
,..._,* ,....,* komt tot een oneindig dimensionale waardevektor v, waarbij (v (tN+l), •.• , 
,....,* -* -* v (tN+N)) = v, t = 0,1, ••• , met v waardevektor van r. Terug vertalen van 
dit resultaat naar het spel r geeft het gestelde. 
In de volgende sektie laten we zien dat de resultaten van Takahashi 
oak geldig zijn binnen de klasse der gedragsstrategieen. 
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3.4. Uitbreiding naar historie-afhankelijke strategieen 
Voor de begrippen historie van het spel en gedragsstrategie verwijzen 
we naar de definities 1.1.9 en 1.1.11. 
Laat SA1A2 = {(k,a1,a2 ) I (a1,a2) E A1 (k)xA2 (k), k E {1, ••• ,N}}. 
Xt T=l SA1A2 is dan de verzameling van alle mogelijke histories van het spel 
op tijdstip t, t = 0,1,2, ••• , waarbij X~=l SA1A2 d~f ~. Laat 
II~ 
l. 
rri is gedragsstrategie en voor alle ten k is rri (t,k,•) 
t 
een Borelmeetbare afbeelding van T~ 1sA 1A2 naar Iii (k) }. 
We beperken ons hier tot de deelklassen van gedragsstrategieen II~ en II~. In 
VRIEZE [67] is een methode ontwikkeld waarbij alle gedragsstrategieen be-
schouwd worden. 
Op elementaire wijze kan nagegaan worden dat voor ieder paar 
H H (rr 1 ,rr2) E rr 1xrr2 de totale verwachte verdisconteerde opbrengst bestaat. Merk 
op, dat zowel alle stationaire strategieen als alle Markov-strategieen voor 
speler i tot II~ behoren. 
l. 
Laat rr 2 E II~ een stationaire strategie zijn. Laat voor rr 1 E II~ en 
H 
historie h 1 E SA1A2 de strategie rr 1h 1 E rr 1 gedefinieerd zijn a!s 
t 
waarbij h~+l de historie (h 1,ht) is, t = 0,1, ••• , k = 1, ••• ,N, ht E XT= 1 sA1~. 
Op soortgelijke wijze als (3.13) afgeleid is kunnen we nu laten zien 
H 
dat voor rr 2 en iedere rr 1 E rr 1 geldt: 
(3. 23) 
waarbij h 0 de lege string is. Laat 
(3.24) 
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k 1, ••• ,N. 
BEWIJS. Neem £ > 0 willekeurig, en laat rr~ z.d.d. V(k,rr~,;2 ) ~ Wk(rr 2 l - £, 
k = 1, ••• ,N, zodat gebruik makend van (3.23) en (3.24) we krijgen 
J {gk Ca 1 ,;2)+ E p(.Q. lk,a1 ,';2 Jw.Q, c';2 J }arr~(O,k,h0 J (a1J 
A1 (k) £=1 
$ sup {gk(al,';2) +I p(£1k,al,;2)W.Q,(';2)}. 
a 1 EAl (k) .Q.=1 
Daar £ > 0 willekeurig is volgt hieruit 
(3.25) 
£ Neem nu rr 1 , zodanig dat voor alle h 1 E SA1A2 en k E {1, ••• ,N} geldt 
(3.26) 
Gebruik makend van (3.26), (3.24) en (3.23) krijgen we: 
(3.27) 
(3.27) is geldig voor iedere kansmaat n 1 (k,h0 ) E rr 1 (k). Beschouw de gede-
genereerde kansmaten, dan gaat (3.27) over in 
N 
~ gk(a1,n2) + l p(tlk,a1,;2)W£(;2) - £(1-po), 
£=1 
en daar £ > 0 willekeurig is volgt hieruit 
(3.28) 
(3.27) en (3.28) kombineren geeft nu de bewering in het lemma. D 
STELLING 3.4.2. Voor iedere stationaire strategie n 2 voor speler 2 geldt 
k = 1, ••• ,N, 
waarbij a 1 opgevat dient te warden als de zuivere stationaire strategie 
voor speler 1, die in toestand £ a 1 (£) voorschrijft. 
BEWIJS. Neem een stationaire strategie n 2 voor speler 2 vast en beschouw 
voor speler 1 het volgende Markov-beslissingsprobleem: 
N toestanden, genummerd 1 t/m N; in toestand k is de zuivere 
aktieruimte gelijk aan A1 (k); als in toestand k aktie 
a 1 (k) E A1 (k) gekozen wordt, dan is de direkte opbrengst 
gk(a1 (k),n2 (k)) en zijn de overgangskansen p(tlk,a1 (k),;2 (k)). 
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De stationaire strategieen voor speler 1 in bovenstaand Markov-beslissings-
probleem corresponderen op een-een wijze met de stationaire strategieen 
voor speler 1 in het oorspronkelijke stochastische spel. 
Laat Vk(n 1) de totale verwachte opbrengst voor speler 1 in het Markov-
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beslissingsprobleem als bij stationaire strategie rr 1 speelt en k de start-
toestand is. Door uit te schrijven kan nagegaan warden dat 
(3. 29) 
Lemma 3.4.1 zegt dat W(rr 2) voldoet aan de optimalite:i.tsvergelijking voor 
bovenstaand Markov-beslissingsprobleem. Uit DENARDO [10] (stelling 3; zie 
oak zijn voorbeeld 3) volgt dan, dat W(;2) de optimale opbrengst is voor 
bovenstaand Markov-beslissingsprobleem en tevens dat W(;2 ) gevonden kan 
warden door het supremum te nemen over de zuivere stationaire strategieen, 
zodat we met (3.29) krijgen: 
rl'up v(k,a1 ,rr2 J, 
i 1EXl=l A1 (1) . 
k = 1, ••• ,N. D 
Uit stelling 3.4.2 nu blijkt dat tegen een stationaire strategie van 
speler 2, speler niet beter heeft dan zijn klasse van stationaire strate-
gieen, zodat een £-optimale stationaire strategie voor speler 2 binnen de 
klassen der stationaire strategieen oak £-optimaal is binnen de klassen 
H H 
Ill en rr2. 
HOOFDSTUK IV 
RECURSIEVE SPELEN 
4.1,Eindige recursieve spelen 
De eindige recursieve spelen worden gegeven door de definities 1.1.3 
en 1.1.7. De verzameling toestanden kunnen wij splitsen in s 1 , een verzame-
ling toestanden waarin het spel stopt (met kans 1) en S\s 1 , een verzame-
ling toestanden waarin geen betaling plaatsvindt en waarin het spel niet 
stopt. 
VOORBEELD 4.1.1. 
r . 1 [v 1. • r 
'JI 1 
In dit voorbeeld geldt s 1 = {2,3}. Ten behoeve van een kompaktere notatie 
kunnen wij de toestanden s 1 weglaten. Overgang naar de toestanden s 1 wordt 
vervangen door stoppen van het spel. De uitbetaling die in de toestanden 
s 1 plaatsvindt wordt een periode eerder gedaan onder de voorwaarde dat het 
spel stopt. Na deze veranderingen kunnen we voorbeeld 4.1.1. noteren als: 
r . 1. [ ~ + ~r 1 
v 1 
Bij het stochastische spel van Shapley noteerden wij als in toestand k 
akties i en j genomen worden de gevolgen als 
N 
g(k,i,j) + I p(.Q,ik,i,j)r.Q, 
.Q,=1 
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Nu noteren wij: 
N 
s(k,i,j) g(k,i,j) + L pCR-ik,i,j)fR,. 
R-=1 
waarbij L~=l p(R-jk,i,j) + s(k,i,j) 1, s(k,i,j) de kans dat het spel stopt 
en g(k,i,j) is de verwachte betaling vein speler 2 aan speler 1 die alleen 
plaatsvindt als het spel stopt. Doordat er nu paren van strategieen kunnen 
zijn waarbij het spel een positieve kans heeft niet te stoppen moeten wij 
aan een oneindig durende spelrealisering een uitbetaling toekennen en kie-
zen daarvoor de uitbetaling nul. 
VOORBEELD 4.1.2. 
f: [f 1] 
Dit spel met een toestand heeft waarde nul. De unieke optimale strategie 
voor speler 2 is het altijd kiezen van zijn eerste aktie met kans 1 waar-
door het spel niet stopt. 
VOORBEELD 4.1.3. Dit voorbeeld wordt in eerste instantie gegeven door een 
"game of survival". De "games of survival" zijn generalisaties van 
"gambler's ruin" problemen en worden behandeld door MILNOR & SHAPLEY [38]. 
Dit voorbeeld en het volgende voorbeeld zijn afkomstig van HAUSNER [20]. 
De spelers spelen het nulsomspel: 
[~ -~J 
en herhalen dit totdat een der spelers geen geld meer heeft. Beide spelers 
starten met 1 gulden. Het doel van speler 1 is speler 2 blut te spelen. 
Het doel van speler 2 is te overleven. Dit spel kan worden geschreven als 
het volgende recursieve spel met 1 toestand: 
De betaling aan speler 1 is 0 als hij verliest of bij niet stoppend spel. 
De betaling aan speler 1 is 1 als hij wint. 
VOORBEELD 4.1.4. Dit voorbeeld is ook gegeven als een "game of survival". 
Het matrixspel is nu: 
[ 2 -li 
-2 1 
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Het totale kapitaal is 4 gulden. Er zijn 3 mogelijke toestanden n.l. speler 
1 heeft 1,2 of 3 gulden in zijn bezit~ De doeleinden van de spelers zijn 
als in voorbeeld 4.1.3. Dit spel is equivalent met een recursief spel met 
3 toestanden: 
In toestand i bezit speler 1 i gulden. De betaling in dit recursieve spel 
is hetzelfde als in voorbeeld 4.1.3. 
VOORBEELD 4.1.5. Dit voorbeeld is afgeleid van de "Blotto games" waarbij 
militair potentieel moet worden toegewezen aan diverse mogelijke slagvelden. 
Kolonel Blotto voert het bevel over een kamp met 3 eenheden. Zijn opdracht 
is een vijandelijk kamp met 2 eenheden te elimineren. Gedekt door de nach-
telijke duisternis kan Blotto met 0,1,2 of 3 eenheden naar het vijandelijke 
kamp trekken. De vijand kan in dezelfde nacht ·met 0,1 of 2 eenheden aan-
vallen. De achterblijvende eenheden hebben een verdedigende functie. 
Wanneer aanvallende eenheden ten opzichte van verdedigende eenheden in de 
meerderheid zijn valt het kamp. Als geen van beide kampen valt dan biedt 
de volgende nacht dezelfde mogelijkheden. De betaling aan Blotto is 1 als hij 
het vijandelijke kamp verovert zonder zijn eigen kamp te verliezen en -1 
als hij (onder welke omstandigheden dan ook) zijn eigen kamp verliest. 








r 1 -1 
-1 -1 
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De theorie van de recursieve spelen waarmee wij deze voorbeelden kunnen 
oplossen is behandeld door EVERE'IT [13]. In een artikel van ORKIN [43] 
warden eindige recursieve spelen behandeld, hierin staan echter geen resul-
taten die niet reeds in EVERETT voorkomen. 
4.2. Notaties en definities 
De recursieve spelen in het artikel van EVERETT hebben een eindige 
toestandsruimte, de aktieruimten voor beide spelers zijn willekeurige 
verzamelingen. Alle toegestane randomisaties warden als elementen van de 
aktieruimte beschouwd. De aktieruimte voor speler 1 in toestand k noteren 
wij als rr 1 (k) voor speler 2 als IT 2 (k). Als rr 1 (kl E IT 1 (k) en rr2 (k) E IT 2 (k) 
als aktie warden gekozen noteren wij de gevolgen als: 
N 
s(k,rr1 (k) ,rr2 (k)) • g(k,rr 1 (k) ,rr2 (k)) + L p(£J (k,rr 1 (k) ,rr2 (k))f,Q,. 
£=1 
Of als duidelijk is welke akties rr 1 (k) en rr 2 (k) zijn bedoeld oak wel kort-
weg: 
Wij zullen uitsluitend Markov-strategieen (definitie 1.1.13) beschouwen en 
deze van nu af aan strategieen noemen. Een strategie rr 1 voor speler 1 is 
een r i j rr ~ , rr ~ , rr ~ , ... , waarb i j rr 1 ( rr 1 ( 1) , ••• , rr 1 ( N) ) met rr 1 ( k) E IT 1 ( k) . 
rr 1 is de verzameling van strategieen voor speler 1. Evenzo voor speler 2. 
Gegeven een paar strategieen rr1 en rr2 gedraagt het systeem zich als een 
niet homogene Markovketen. Wij noteren Pt voor de matrix met als (k,£) 'de 
element p~,Q, = p(£Jk,rr{(k) ,rri(k)), St voor de diagonaal matrix metals (k,k)' 
t t t -t t t T t de element sk = s(k,rr 1 (k),rr2 (k) en g = Cg1 , ••• ,gN) met gk = 
= g(k,rr1(k),rr~(k)). De eenheids ~atrix noteren wij met I en zullen een leeg 
-1 1. produkt van matrices, b.v. Ili=Op , oak als eenheidsmatrix opvatten. Voor 
gegeven strategieen (rr 1 ,rr2 J geldt dat de k'de komponent van de vektor (rrt-l j t -t . . h b t . 'd t' t b' . . 0P· ) S g gelijk is aan de verwac te op rengs op tiJ s ip 1.J be-J= 
gintoestand k. 
heeft als k'de komponent de verwachting van de opbrengst tot en met tijd-
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stip t bij begintoestand k. Als de betaling g(k 1 ,rr 1 (k) ,rr2 (k)) begrensd is 
kunnen wij de totaal verwachtte opbrengst schrijven als: 
Hiermee is tevens de waarde nul toegekend aan een niet stoppende spelrea-
lisering. 
T 
Bij iedere vektor W = (w1 , •.. ,wN) en iedere begintoestand k constru-
eren wij een dummyspel Gk(W) dat ontstaat door de symbolische betaling 
skgk + L~=l pk2 r2 te vervangen door de betaling skgk + J~=l pk2w2 . 
AANNAME 4.2.1. Wij veronderstellen dat de dummyspelen Gk(W) strikt bepaald 
zijn. 
Zoals bij het stochastische spel van Shapley definieren wij een af-
beelding W + T(W), waarbij T(W) de vektor is metals k'de komponent de 
waarde van het spel Gk (W) • 
DEFINITIE 4.2.2. Een vektor W is bereikbaar voor speler 1 als geldt: 
T(W)k > wk als wk > 0 en T(W)k ~ wk als wk s 0 voor alle k. Een vektor W 
is bereikbaar voor speler 2 als geldt: T(W)k < wk als wk < 0 en T(W)k S wk 
als wk ~ 0 voor alle k. De verzameling van vektoren bereikbaar voor speler 
1 noteren wij als c1 , voor speler 2 als c2 . 
Uit de definitie blijkt dat alleen de nul-vektor voor beide spelers 
bereikbaar zou kunnen zijn. 
4.3. Betekenis van bereikbaarheid 
STELLING 4. 3. 1. 
(a) Als W E c1 dan bestaat er bij iedere E > 0 een rr 1E E rr 1 zodanig 
dat: 
(b) llls W E c2 dan bestaat er bij iedere E > 0 een rr 2E E rr 2 zodanig 
dat: 
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BEWIJS. Laat W E c 1 dan bestaat er vanwege de eindige toestandsruimte een 
y > 0 zodanig dat y $ T(W)k - wk voor alle k waarvoor wk > 0. 
Gegeven E > 0 construeren wij de strategie TilE als volgt: kies o zo-
danig dat 0 < Q < min (y,E) en vervolgens voor iedere toestand k. 
* Als Gk (W) een optimale strategie TI_1 (1<) voor speler 1 heeft laat dan 
t *' TilE (k) = Til \k). 
( 1) 
(2) Als Gk(W) geen optimale strategie voor speler 1 heeft en wk > 0 laat 
TI~E(k) = ~l (k), waarbij TI 1 (k) een Q-optimale strategie is voor speler 
1 in Gk(W). 
(3) Als Gk(W)geen optimale strategie voor speler 1 heeft en wk $ 0 laat 
dan TiiE(k) = TI~(k), waarbij TI~(k) een Qt optimale strategie is voor 
- t ~+1 
speler 1 in Gk (W) en Q = (!:!) Q. 
Deze constructie is voor toestanden die aan (1) voldoen voor iedere 
E >O hetzelfde en TilE is stationair in de toestanden die aan (1) of (2) 
voldoen. Wij zullen aantonen dat deze TilE aan het gestelde in (a) voldoet. 
Laat in het spel Gk(W) de aktie TI~E(k) worden gekozen door speler en een 
willekeurige aktie TI~(k) door speler 2 en schrijf voor de verwachte op-
brengst in het spel Gk(W) 
Het is eenvoudig in te zien dat 
(a) als (1) geldt en wk > 0 dan 
(b) als ( 1) geldt en wk $ 0 dan 
Lt 2 T(W)k 2 wk > wk - Qt k 
(c) als (2) geldt, dan is wk > 0 en dus 
t 
Lk 2 T(W\ - 0 2 wk + y - Q 
(d) als (3) geldt, dan is wk $ 0 en 
Derhalve 
N {w + y - o t \ t > k t 
skgk + L P w 
· ki ,Q, - wk - o i=l 
- rt Wij noteren µ en o voor de vektoren met als k'de komponent 
als wk > 0 
als wk s 0 
als wk > 0 
s 0 
Dan geldt Stgt +Pt W 2 W + lJ - ot en dus stgt 2 (I-Pt) W + lJ - ot. 
Omdat de ongelijkheid door vermenigvuldiging met matrices met niet nega-













Laat T = max wi/(y-o) indien dit positief is en anders T = 0 (alle wi S 0). 
Als wk s 0 dan Tµk = T.0 = 0 2 wk. Als wk > 0 dan Tµk = (w,q,/(y-o))/(y-o) 
w,Q,, waarbij ,Q, een index is met w,q, = max wi. Dus in beide gevallen geldt 
Tµk 2 wk. Derhalve Tµ 2 W. Dit heeft tot gevolg dat: 
t (JI~-1pj) err:- Pil \ µ - w 2 l J=O i=O i=O 
t (!I~-1Pj) - t i t -i-1 \ \ -t l µ - T (!I. P ) µ = l µ - Tµ ' 
i.=0 J=O 1=0 i=O 
so 
b .. -t waar lJ µ (IT~ Pi) µ t 1 0 1 i=O , voor = - , , , .... 
Als L~-O µi-l niet eindig is dan geldt vanweqe 0 s µ~ s y - o dat 
i-1 l- tk 00 '-1 
µk ~ Tµk als t groot genoeg is. Als li=O µ~ eindig is, laat dan 
I°' i-1 
= s en kies = S/(l+T). Als t groot is dan geldt: li=O µk £ genoeg 
s \t i-1 s Hieruit volgt dat 1t i-1 ~ s ...: s S/ ( l+T) - Li=O µk £. li=O µk £ = -
t SJ;/ (1 +T) en Tµk s TS/ ( l+T). Dus bestaat er een m zodanig dat 
~ -i-1 L. µ ~ als t ~ m. 
i=O 
Ofwel 
als t ~ m. 
Kombineren wij dit resultaat met de ongelijkheid (4.1) dan levert dit voor 











s lim I 
t+00 i=O 
I oi) 1 = 
i=O 
00 ( I (~li+lo)T = oT. 
i=O 
Merk op dat lim \t (IT~-lPj) 5i bestaat want de som is voor alle kompo-t+00 li=O J=O ~ 
nenten begrensd en alle termen zijn positief. Uit (4.2) en o s £ volgt 
t (IT~-lpj) 5i E(11 l£ ,112) lim ~ ~ w - lim \ ~ l 
t+oo t+"' i=O J=O 
~ w - oT ~ w - £1 voor al le 112 E IT 2' 
waarmee gedeelte (a) bewezen is. Het bewijs van (b) verloopt op dezelfde 
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manier door het konstrueren van een strategie n2£ voor speler 2. D 
OPMERKING 4.3.2. Als voor speler 1 optimale strategieen bestaan voor Gk(W) 
voor alle k, dan is de gekonstrueerde strategie n 1£, speel in iedere toe-
stand optimaal voor Gk(W), onafhankelijk van£ en dus geldt: 
Evenzo voor speler 2. 
OPMERKING 4.3.3. De strategie n 1£ is stationair in de toestanden k waarvoor 
een optimale strategie bestaat voor speler 1 voor Gk(W) of waarvoor wk > O. 
De strategie n 2£ is stationair in de toestanden waarvoor een optimale stra-
tegie bestaat voor speler 2 voor Gk(W) of waarvoor wk < O. 
4.4 De kritieke vektor 
DEFINITIE 4.4.1. Een vektor V heet een kritieke vektor van het recursieve 
spel als voor iedere omgeving 0(V) van V geldt 0(V) n c 1 f ~ en 
O(vl n c2 f ~. 
STELLING 4.4.2. Als een recursief spel een kritieke vektor V heeft geldt: 
Bij iedere £ > 0 bestaan er strategieen n 1£ E 11 1 en n 2£ E 112 zodanig dat 
n1£ is stationair in de toestanden k waarvoor vk > 0 en n2£ is stationair 
in de toestanden k waarvoor vk < O. In toestanden k waarvoor geldt dat alle 
dummy spelen Gk(W) optimale strategieen voor beide spelers hebben zijn zo-
wel n1£ als n2£ stationair. 
BEWIJS. Laat o = min {£/2,vkJvk>O} en S0 (V) een sfeer met straal o en 
middelpunt V. Kies WE S0 (V) n c1, door de keuze van o zorgen wij ervoor 
dat als vk > 0 dan oak wk > O. Konstrueer nu voor deze vektor W een 
strategie n1£/2 zoals in het bewijs van stelling 4.3.1. Deze strategie is 
stationair in de toestanden die in de stelling zijn genoemd, want als 
vk > 0 dan is oak wk > 0 en 
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Het bewijs voor het bestaan van een strategie n2£ verloopt evenzo. D 
OPMERKING 4.4.3. Uit het bewijs van st.elling 4.2.2. blijkt dat stelling 
4.3.1.(a) niet alleen geldt voor elementen van c 1 , maar ook voor ophopings-
punten van c 1• Als voor alle toestanden k alle dummy spelen Gk(W) optimale 
strategieen voor beide spelers bezitten en als het spel tevens een kritieke 
* vektor bezit, hoeft niet te gelden: Er bestaat een n1 E rr 1 zodanig dat 
LEMMA 4.4.4. Voor een recursief spel geldt: 
T(Wl - oT :s; T(w-o1) :s; T(wl :s; TCW+oTJ :s; T(w) + oT. 
voor alle W en alle o > O. 
BEWIJS: Laat n1£(k) een £-optimale strategie voor speler 1 in Gk(W) en 
n2 (k) een £-optimale strategie voor speler 2 in G (W-ol) dan geldt: £ k 
N 
val Gk(W) - cS - £ $ s g + I pkl'.wl'. -0 $ k k l'.=1 
N 
skgk + I pkl'. (w.Q,-o) $ val Gk (w-ol) + £. l 
l'.=1 
Dit kan voor alle £ > 0, dus 
Laat n1£(k) een £-optimale strategie voor speler 1 in Gk(W-ol) en n2£(k) 
een £-optimale strategie voor speler 2 in Gk(W) dan geldt: 
N 
val Gk <w-o1J - £ $ skgk + I pkl'. (wl'.-o) L 
l'.=1 
N 
$ skgk + I Pk.Q,w.Q, $ val Gk (W) + £. l 
l'.=1 
Dit kan voor alle £ > 0, dus 
53 
val Gk (W°- ol) s val Gk (W) • 
De afleiding van de overige relaties gaat evenzo. D 
STELLING 4.4.5. 
(a) Er is hoogstens een kritieke vektor. 
(b) Stel dat Veen kritieke vektor is, dan geldt W s V voor alle W E c 1 
en w ~ v voor alle W E c2• 
(c) T(V)= V. 
BEWIJS: 
(a) -k Laat V en V kritieke vektoren van het recursieve spel zijn. Laat 
E > O. Kies n1E zodanig dat E(TilE'n2) ~ V - El voor alle n2 E IT 2 en 
-
-k 
n2E zodanig dat E(n 1 ,n2E) S V + El voor alle n 1 E rr 1 dan qeldt 
-* 
V - El~ E(n 1E,n2E) S V + El. Dit kan voor alle E > O, dus V s V ; 
-k - -k 
analoog V S V en dus V = V . 
(b) Laat W E c1 en E > 0. Kies n1E E rr 1 zodanig dat E(n 1E,n2) ~ W - El 
voor alle n2 E IT 2 en n2E E IT 2 zodanig dat E(n 1 ,n2E) s V +El voor alle 
n 1 E IT 1 dan geldt W - El s E(n 1E,n2E) $ V + El. Dit kan voor alle 
E > 0, dus W S V. De tweede bewering in (b) kan op dezelfde manier 
worden bewezen. 
(c) Uit de definitie van een kritieke vektor volgt dat bij elke E > 0 
w1 E c 1 en w2 E c2 bestaan met w1 ~ V - El en w2 $ V +El. Dan vinden 
wij met behulp van lemma 4.4.4 de definitie van bereikbaarheid en 
gedeelte (b) van deze stelling dat 
T(V) - El $ T(V-El) $ T(Wl) $ wl $ v $ w2 $ T(W2) $ T(V+El) 
$ T(V) + El. 
Aangezien wij E willekeurig klein kunnen kiezen geldt T(V) v. D 
Bij ieder recursief spel f = (f 1 , ••. ,fN) kunnen wij gereduceerde spelen 
r (W c) konstrueren, waarbij q c {1, ..• ,N} en qc het komplement van q is. q q 
De toestanden in het gereduceerde spel zijn de toestanden in q. W c is een 
vektor met een komponent voor ieder element van qc. Een overgang ~aar een 
toestand in qc in het oorspronkelijke spel wordt vervangen door een beta-
ling gelijk aan de komponent van W c die bij de toestand behoort waarna q 
het spel stopt. De betaling van dit gereduceerde spel in toestand k E q 
.. 
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kunnen wij schrijven als: 
Wij beschouwen voor konstante v het gereduceerde spel r (vl c) . Als het q q 
deelspel met begintoestand k E q een waarde heeft zullen wij deze waarde 
noteren als vk(v). 
LEMMA 4.4.6. Als a> 0 en S < 0 zodanig dat S < g(k,rr 1 (k) ,rr2 (k)) <a voor 
alle k E q,rr 1 (kl E TI 1 (k) en rr2 (k) E TI 2 (k) en vk(V) bestaat voor alle k E q 
en alle ~ dan qeldt: 
(a) 
(b) 
Als v E [a,S] dan S $ vk(vl $a. 
Voor alle o > 0 en voor alle v geldt: v (v) - o $ v (v-o) $ v (v) k .k k 
$ vk(v+6) $ vk(v) + 6 en als bovendien vk(v) Iv dan vk(v) - 6 < 
v (v-6) en v (v+6) < v (v) + 6 voor alle k. k k k 
BEWIJS. Wij beschouwen het deelspel met begintoestand k E q en zullen de 
onderindex k weglaten. De waarde van dit spel is v(v). Voor ieder paar 
strategieen rr 1 E TI 1 en rr2 E TI 2 kan de verwachte betaling geschreven worden 
in de vorm E(rr 1,rr2l = (1-S)E + Sv, waarbij S de kans is dat een der beta-
lingen v plaatsvindt; E is de verwachting van de overige betalingen gegeven 
dat niet een der betalingen v plaatsvindt. Vanwege S $ E $ a en S $ v $ a 
geldt (1-S)S +SS$ (1-S)E + SV $ (1-S)a +Sa. Hieruit volgt 
S $ E(rr 1 ,rr2) $ a voor alle rr 1 E n 1 en rr 2 E TI 2 en S $ v(v) $ a, waarmee (a) 
bewezen is. Omdat v(v) bestaat geldt dat er bij iedere £ > 0 rr 1£ E n1 en 




Wij bekijken nu het effect van deze strategieen in het gereduceerde spel, 
waarbij betaling v vervangen is door v - 6. Ook hier nemen wij het deelspel 
met begintoestand ken noteren de waarde van het spel v(v-6). Uit (4.4) 
volgt: 
(1-S)E + S(v-8) s v(V) + E - so s v(V) + E 
voor alle TI 1 E IT 1 . 
Wij kunnen E > 0 willekeurig klein kiezen, zodat v(v-o) S v(v). Uit (4.3) 
volgt: 
(4.5) (1-S)E + S(V-o) ~ v(V) - E - So 
Dit kan voor alle E > 0 en omdat S S 1 geldt v(v-8) ~ v(v) - 8. Laat nu 
* v(v-8) = v(v) - o. Er bestaat een strategie TI 2E die E-optimaal is in het 
spel met eindbetaling v - 8. 
(4.6) (1-S)E + s(v-8) s v(v-o) + E = v(v) - 8 + E 
voor alle TI 1 E IT 1. 
Wij zorgen er nu voor dat S < v - o en a > v; eventueel door het kiezen 
* van een kleinere S en een grotere a. L~at nu het strategieenpaar TI 1E,TI 2E 
worden gespeeld in het spel met eindbetaling v - o, waarbij TilE een 
E-optimale strategie is in het spel met eindbetaling v. Uit (4.6) en 
S s E volgt (1-s*1s + s*cv-8) s v(vJ - o + E en vanwe0e v - 8 - S > O 
geldt: 
(4. 7) * v(V) - O + E - S s s v - 0 s 
* * waarbij S de kans is dat het spel stopt onder TI 1E,TI 2E. Uit (4.3) volgt 
(1-s*)a + s*v ~ v(v) - E en vanwege a< v vinden wij: 
(4. 8) 
Uit (4.5) en (4.7) volgt: 
(4.9) E(TI1e:'TI2*~) 2': v(V) - E: - o (V(\J)-o+e:-S) ~ v - 8 - s . 




Uit (4.6) en (4.9) volgt: 
v(v-o) + E 2 E(TI TI*) 2 v(V) - s - o(v(V-O}+s-S). 1s' 2s v-o-S 
Dit kan voor alle s > 0 en dus geldt: 
v(V-0) 2 v(V) - o(v(V)-0-S) 
v-o-S · 
Omdat v(v-o) v(v) - o volgt (v(v)-o-S)/(v-o-SJ 2 1 en dus: 
(4 .11) v(v) 2 v • 
Evenzo volqt uit (4.6) en (4.10) dat v(v-o) 2 v(V)- o(a-v(v))/(a-v) dus 
(a-v(v))/(a-v) 2 1 en dus ook: 
(4 .12) v(v)sv. 
Uit (4.11) en (4.12) volgt v(v) = v. wij bewezen dat uit v(v-o) = v(v) - o 
volgt dat v(v) = v. Hieruit volgt dat als v(v) f v dan geldt v(v) - o < v(v-o). 
De ongelijkheden voor v - o zijn hiermee bewezen. Voor v + o verloopt 
het bewijs evenzo. D 
Laat U = (u1 , ... ,uN) en V = (v1 , ... ,vN) vektoren zijn dan noteren wij: 
- 0 
U 2 V als geldt ~ > vk of (~ 2 vk en vk S 0) voor k 1, .•• ,N. 
- 0 
U s V als geldt uk < vk of (uk s vk en vk 2 OJ voor k 1, ... ,N. 
0 Dus W is bereikbaar voor speler 
voor speler 2 als geldt T(W} ;; W. 
als geldt T(W) 2 W en W is bereikbaar 
LEMMA 4.4.7. Laat V de kritieke vektor zijn van een recursief spel fen 
laat r (v cl het gereduceerde spe1 dat ontstaat uit r door de overgang naar q q c 
een toestand kEq te vervangen door betaling vk. Dit gereduceerde spel 
heeft als kritieke vektor V beperkt tot de elementen van q. 
BEWIJS: Bij iedere s > 0 bestaat er een WE S8 (V) n c 1 . Vanwege WE c1 
geldt T(W) ~ W. Uit stelling 4.4.5 (b) volgt dat w s v en dus ook w c s v c. q q 
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0 
Uit lemma 4.4.4 volgt dat val Gk(Vqc,Wq) ~ val Gk(Wqc,Wq) = val Gk(W) ~ wk 
voor alle k E q. Dus voor de waardetransformatie T van het gereduceerde q 
spel geldt: T (W ) ~ W en dus q q q is W bereikbaar voor speler 1 in het gere-q_ -
duceerde spel. Tevens geldt W E q 
vektor bereikbaar voor speler 1. 
S (V ). Dus iedere sfeer om V bevat een 
e: q Sl 
Evenzo bevat iedere sfeer om V een vektor q 
bereikbaar voor speler 2. V q is
 dus de kritieke vektor van het gereduceerde 
spel. D 
STELLING 4.4.8. Ieder recursief spel heeft een kritieke vektor. 
BEWIJS: Wij bewijzen de stelling m.b.v. volledige inductie naar het aantal 
toestanden in het recursieve spel. Laat N = 1, wij spreken dan van een sim-
pel recursief spel ( zoals de voorbeelden 4. 1. 2, 4. 1. 3 en 4. 1. 5 ). Als T (W) > W .of 
{T(W) 
(T(W) 
Wen W s 0) dan is W bereikbaar voor speler 1. Als T(W) < W of 
W en W > 0) dan is W bereikbaar voor speler 2. Dus c 1 u c2 = R (de 
verzameling van de reele getallen) . Laat et > 0 een bovengrens en 13 < 0 een 
ondergrens voor de mogelijke betalingen zijn dan volgt uit lemma 4.4.6 (a) 
dat T{et) s et en dus is et bereikbaar voor speler 2 en tevens dat T(l3) ~ 13 
en dus is 13 bereikbaar voor speler 1. Vanwege c 1 t 0, c2 t 0 en de samen-
hang van R bestaat er een V E R die zowel ophopingspunt van c1 als van c2 
is. Deze V is dus de kritieke vektor. Wij veronderstellen dat alle recur-
sieve spelen met N S n een kritieke vektor hebben en zullen bewijzen dat 
alle recursieve spelen met N = n + 1 een kritieke vektor hebben. Laat f 
een recursief spel met n + toestanden en construeer een gereduceerd spel 
door 1 toestand k weg te laten en overgangen vanuit andere toestanden naar 
k te vervangen door een betaling v. Wij zullen dit gereduceerde spel note-
ren als f (v). Volgens de inductieveronderstelling heeft dit spel een kri-
r 
tieke vektor Vr(v). Beschouw nu het spel: Gk(Vr(v),v), dit spel is strikt 
bepaald en heeft dus een waarde: 
(4.13) V(v) 
Uit lemma 4.4.4 volgt: 
(4.14) voor al le o > 0. 
Uit lemma 4.4.6 (b) volgt V (v-o) ~ V (v) - o voor alle o > 0 en dus ook: 
r r 
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(4.15) voor alle o > 0. 
Tevens volgt uit lemma 4.4.6 (b) Vr(v) 
(4.16) 
Uit (4.14), (4.15) en (4.16) volgt: 
(4.17) v(v) - o s v(v-o) s v(v) 
Evenzo geldt: 
(4. 18) v(v) s v(v+o) s v(v) + o 
Als a, > 0 een bovengrens en s < 0 een 
r en s $ 'J $ a dan volgt m.b.v. lemma 
a. en s ook bovengrens respectievelijk 
~ v (v-o) en dus: 
r 
voor alle o > 0. 
voor alle o > O. 
voor alle o > O. 
ondergrens is voor de betalingen 
s - (v) -4.4.6 (a) dat $ v $ a,. Dus 
r 
ondergrens van de beta ling in 
in 
zijn 
Gk(Vr(v) ,v) en derhalve il s v(v) s a.. Kombineren wij dit met (4.17) en (4.18) 
dan volgt dat v + v(v) een continue afbeelding is van het gesloten inter-
val [S,a.] in zichzelf. Volgens de dekpuntstelling van Brouwer heeft V(v) 
op [S,a] tenminste een dekpunt. De verzameling dekpunten is een gesloten 
* verzameling. Laat v het dekpunt zijn met de kleinste absolute waarde. 
Wij zullen bewijzen dat V = [V (v*>,v*J de kritieke vektor is van r. Wij 
r 
kiezen nu £ > 0 vast en zullen aantonen dat S (V) een vektor bevat die be-
£ * 
reikbaar is voor speler 1 en onderscheiden daartoe de gevallen v > 0 en 
* 'J $ o. 
* geval v > O. 
Laat v zodanig dat 
v ('J) = v ('J * -0) ~ * ~ V(V )-
0 $ 
0 
* 0 * 'J < 'J en 'J - 'J. 
* 0 v<vl 'J - = v, maar 
punt met de kleinste absolute waarde. Dus geldt: 
(4.19) V(V) > 'J * als 0 s v < v 
Uit (4 .17) volgt 
* t- 'J want v is het dek-




Beschouw het gereduceerde spel met eindbetaling v • Dit spel heeft op grond 
van de inductieveronderstelling een kritieke vektor V (ve:). Er bestaat dus r 
- e: 
een Wr E S0 (Vr(v )) bereikbaar voor speler 1, dus 
(4.21) val G. (W ,ve:) > (W). of (valG. (W ,ve:) ~ (Wr) 4 en (Wr) ~ ~ 0) 
i r r i i r ~ ~ 
Vanwege w > V (ve:) - o en lemma 4.4.4 geldt: 
r r 
voor alle i f. k. 
- e: e: e: 
Uit (4.20) en (4.13) volgt dat val Gk(Vr(v ),v) - o > v en dus 
(4.22) 
Laat W = (W ,ve:) dan geldt op grond van (4.21) en (4.22) T(W) ~ Wen dus is 
r 
W bereikbaar voor speler 1 in 'f. Uit v* - Ve: < e:/2 en lemma 4.4.6 (b) volgt 
- e: - e: S0 (Vr(v J) c se:12 cvr(v » en v <v*) - v (ve:) < e:/2. Omdat o < e:/2 geldt wr E 
r _ r * 
W ES (V (V )) en derhalve WES (V). 
r e: r e: 
* geval v ~ O. 




[V <v*J ,v*J. Laat nu pc {1, ..• ,N} 
r 
Vr(v ) is de kritieke vektor van het gereduceerde spel met eindbe-
* taling v en dus volgens stelling 4.4.5 (c) een dekpunt van de waarde 
transformatie van dit spel. Er geldt dus: 
(4. 24) 
* 




voor alle i f. k. 
Omdat v een dekpunt van de afbeelding v + V(v) is geldt dit ook voor toe-
stand k. 
(4.25) 
Uit (4.23), (4.24) en (4.25) volgt 
* v . 
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(4.26) - * * val G. (V ( v ) , v ) 
l. r 
* \) voor alle i E pc 
Beschouw nu het gereduceerde spel r (vl c) ; de toestanden van dit spel zijn 
p p c 
de elementen van p en overgangen naar elementen van p zijn vervangen door 
een eindbetaling v. Wij noteren de kritieke vektor van dit spel als V (v). 
p 
Het spel "f v*, 
- r* 
waarbij alleen toestand k is verwijderd, heeft als kritieke 
vektor V (v ). Noteren wij de vektor V beperkt tot elementen van pals V 
r p 
dan geldt op grond van lemma 4.4.7: 
(4.27) v p 
* Laat E > 0 en v = v - - * volgt uit lemma 4.4.6 (b) dat V (v) = V (v -E) - E dan 
* 2 V (v ) - E. Omdat op grond .'.::'.. * p p van (4.27) en (4.23) V (V ) geen komponent 
p * gelijk aan v heeft geldt V (v) > p 
::::. * p .. 
V (v ) - El , ofwel: p p 
(4.28) * V (V ) - V (V) < E 1 p p p 




v (v) - oT > V (v*) - El p p p p 
val G (vl c,W) ~ 
i p p 
(w l. 
pl. 
voor alle i E p 
- oT p 
; dit kan omdat V (v) kritieke vektor is in het spel r (vl c). Schrijven p p p 
we nu (4.26) als: 
*-- ~ * val G. (v 1 c, V (v ) ) 
l. p p 
* \) 
en passen lemma 4.4.4 toe, dan volgt: 
!::::'.. 
val G. ( (v* -E) Tc, V (v*) 
l. p p 
* en omdat v V - E geldt: 
voor alle i E pc 
E 1 ) 
p 
* 2 V - E voor alle i E pc 
val G. (\ll c, V (\I*) -El ) ~ " 
i p p p 
voor alle i E pc 
vanwege (4.29) en lemma 4.4.4 volgt: 
(4. 31) val G. ('11 c,V (\1)-ol) ~" 
i p p p 
voor alle i E pc. 
Uit (4.31), lemma 4.4.4 en de keuze van W volgt: p 
(4.32) val G (\ll c,W ) ~ \I i p p voor alle i E pc. 
Schrijven wij nu W = (\ll c,W) dan vormen omdat \I :5 O, (4.39) en (4.32) 
p p_ 0 
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samen de bewering dat val Gi (Wl ~ Wi vo~r alle i, dus W is bereikbaar voor 
speler 1. Uit (4.27) en (4.28) volgt llv (\1)-V II < £. Kombineren wij dit met 
- '.:'.. J2. p - *-
w E S0 (V (\I)) en o < £ dan volgt dat llw -V II < 2£ en vanwege hl c-\1 1 cll p p -::::i p *p p p 
< £ dus ook II w-v1I < 2£. Dus ook in geval " :5 0 geldt dat iedere omgeving 
van Veen vektor Wbereikbaar voor speler 1 bevat. 
Evenzo kan worden bewezen dat iedere omgeving van V een vektor bevat 
die bereikbaar is voor speler 2. D 
4.5. Opmerkingen over de voorbeelden 
bij voorbeeld 4.1.3 
Beschouw het spel G(W) 
-- [w1 01l · 
Laat T(W) = val G(W}. Als W ~ 1 dan T(W) = 1. .Als W < 1 dan kunnen wij T(W) 
als volgt bepalen. Horizontaal zetten wij de gemengde strategieen van 
speler 2 uit op een interval van lengte 1. De afstand tot punt A is de 




EB CD 1: ( 1-W) 
A G B 
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De verwachte betaling aan speler 1, als deze zijn eerste aktie kiest, wordt 
weergegeven door lijnstuk DE; als hij zijn tweede aktie kiest door lijnstuk 
CB. De lengte van FG is de waarde van het spel; dus T(W) = 1/(2-W). 
- ---- -- - - - - -.- ___ ,. _____ _ 
t T(W) 
W+ 
Er is slechts een dekpunt van de waardetransformatie, n.l. voor W= 1. 
Dit is dus tevens de kritieke vektor, in dit geval met slechts een kompo-
nent, van het recursieve spel. c 1 = (- 00 ,1) is bereikbaar voor speler 1. 
c2 = [1, 00) is bereikbaar voor speler 2, immers de kritieke vektor is posi-
tief en dus bereikbaar voor speler 2. Speelt speler 2 een strategie die 
optimaal is in het matrixspel 
dan is dit een optimale strategie voor speler 2 in het recursieve spel, 
dus iedere strategie is optimaal voor speler 2. Speelt speler 1 optimaal 
voor het matrixspel 
dan is dit een £-optimale strategie voor speler 1 in het recursieve spel. 
Deze strategie bereikt zelfs meer dan de verwachte waarde 1-£, want W = 1-£ 
en dus T{W) = 1/(1+£). Er bestaat geen optimale strategie voor speler 1. 
bij voorbeeld 4.1.4 
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Beschouw de volgende spelen: 
[: en G3 (W) 
Er blijkt een uniek dekpunt te bestaan voor de waarde-transformatie T. Dit 
is tevens de kritieke vektor V = (1-h/2,1/2,h/2). Omdat V > 0 is 
Vbereikbaar voor speler 2. Het invullen van V in de matrixspelen en het 
oplossen daarvan levert een optimale strategie voor speler 2. De volledige 
oplossing is te vinden in LUCE & RAIFFA [35], blz. 469. 
bij voorbeeld 4.1.5 










Als W ~ 1 dan domineert rij 1 de rijen 2,3 en 4 dus T(W) = val G(W) = W .
. 
Als W < 1 dan domineert rij 2 rij 1: de waarde van G(W) kunnen wij bepalen 
door het oplossen van het volgende l.p. probleem. Maximaliseer A ender de 
voorwaarden 
Wx1 + Wx2 + x3 ~ A 
Wx1 + x2 - x3 ~ A 
x1 - x2 - x3 ~ A 
xl + x2 + x3 1 
x1 I x2 I x3 ~ 0 
De maximale waarde van A is 

















[1, 00) is de verzameling dekpunten van de waarde-transformatie T. De kri-
tieke vektor is V = 1 en is dus bereikbaar voor speler 2; 1 - E met E > 0 
is bereikbaar voor speler 1. Dus c 1 = (- 00,1) en c2 = [1, 00). Speelt speler 




dan speelt speler 2 optimaal in het recursieve spel. Dus iedere strategie 
is optimaal voor speler 2. Speelt speler 1 optimaal voor het matrixspel: 
1-E 1-E 
';'] 1-E 1-E 
1-E -1 
-1 -1 
dan speelt speler 1 E-optimaal in het recursieve spel. Als o > 0 klein ge-
noeg is dan is een strategie van de vorm (0,1-o-o2 ,o,o 2) E-optimaal voor 
speler 1. Bij kleine E zal Blotto vrijwel met kans 1 aktie 2 spelen; de 
verwachte speelduur kan dan zeer groot worden. 
HOOFDSTUK V 
NIET STOPPENDE STOCHASTISCHE SPELEN 
5.1. Inleiding 
Wij zullen ons in dit hoofdstuk beperken tot twee-persoons nulsomspelen 
en zoals in het model van Shapley tot een eindige toestandsruimte en tot 
een eindig aantal akties voor beide dpelers in alle toestanden. We gebrui-
ken dan ook dezelfde notaties: toestanden 1, •.• ,N; akties voor speler 1 
in toestand k: 1, •.. ,~; akties voor speler 2 in toestand k: 1, •.• ,~. 
In het model van Shapley geldt: 
(5. 1) 
N 
L. p<ilk,i,j) < 1 
i=1 
In dit model nemen wij aan: 
(5 .2) 
N I p<ilk,i,j) ~ 
i=1 
voor alle i,j en k. 
voor alle i,j en k. 
Echter het is geen beperking in (5.2) aan te nemen dat: 
(5. 3) voor alle i,j, en k. 
Dit kan altijd bereikt worden door een extra absorberende toestand N + 
in te voeren met slechts een mogelijke aktie voor beide spelers en met 
opbrengst 0 zodat: 
(5.4) P(N+1 jk,i,j) 
N 
1 - I pciJk,i,j). 
i=1 
VOORBEELD 5.1.1. Beschouw het volgende eenpersoons stochastische spel 
(Markov beslissings proces) 
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r [~ : ~1 
3 + i:ir 
door het toevoegen van een toestand zoals beschreven kunnen wij dit spel 
schrijven als: 
Wordt in dit spel altijd met kans 1 aktie 1 gekozen dan is de totaal ver-
wachter opbrengst m. Wordt altijd met kans 1 aktie 2 gekozen dan is de to-
taal verwachte opbrengst ook 00• Het kriterium van de totaal verwachte op-
brengst maakt dus geen onderscheid tussen deze twee strategieen. Echter de 
gemiddelde opbrengst per tijdeenheid is in het eerste geval 2 in het twee-
de geval 1. 
Laat V~(k,w 1 ,w2 ) de verwachte opbrengst op tijdstip t voor speler 1. 
als k de begintoestand is en strategieen w1 en w2 worden gespeeld. Dan is 
de gemiddelde opbrengst van speler 1 gegeven k, w1 en w2 : 
(5.5) 
VOORBEELD 5.1.2. ("the big match"). Iedere da'J kiest speler 2 aktie 1 of 2, 
speler 1 probeert de keuze van 2 te voorspellen. Als hij goed raadt krijgt 
hij een punt. Dit herhaalt zich zolang speler 1 aktie 1 voorspelt. Als 
speler.1 goed raadt op de dag dat hij aktie 2 voorspelt dan krijgt hij iede-
re volgende dag een punt; als hij op deze dag fout raad dan krijgt hij 
iedere volgende dag niets. Dit is het volgende spel met toestand 1 als 
starttoestand. 







Voor speler 1 wordt een stationaire strategie volledig bepaald door Til (1), 
de kans waarmee hij in toestand 1 aktie 1 speelt; voor speler 2 evenzo door 
TI~(l). Identificeren we de kansen TI~(l) en TI;(l) met de bijbehorende sta-
tionaire strategieen dan kunnen we voor de gemiddelde opbrengst schrijven: 
(5.6) 
1 
als TI 1 ( 1) f 1 en 
Dit spel heeft geen evenwichtspunt van stationaire strategieen want: 
1 1 
max min yl (TI1 (1) ,TI2(1)) 
TI i (1) TI~ ( 1) 
1 TI i ( 1) 1 dan 0, anders 1) 0 max Y1 (TI 1 (1), als 
Tii ( 1) 
en min max Yl {TI~(l) 1 TI~(1)) = 
TI~ ( 1) Tii(l) 
1 ~ dan 1, anders f 1,TI2 (1)) ~ . 
Dit voorbeeld is uitgewerkt in BLACKWELL & FERGUSON [8]; zij laten zien dat 
de waarde van bet spel ~is en geven E-optimale strategieen voor speler 1. 
Een optimale strategie voor speler kan niet worden gevonden. Laat n.l. 
TI 1 een willekeurige strategie zijn voor speler 1. Wij onderscheiden voor TI 1 
de volgende twee mogelijkheden: 
(i) Er is geen tijdstip waarop, als speler 2. op de tijdstippen 1 t/m t-1 
aktie 2 heeft gekozen voor 't eerst met positieve kans aktie 2 wordt 
gespeeld. 
(ii) Er bestaat wel zo'n tijdstip. 
Geldt (i) en speelt speler 2 altijd met kans 1 aktie 2 dan is de gemiddel-
de opbrengst 0. Geldt (ii) en speelt speler 2 t-1 maal aktie 2 eenmaal 
aktie 1 en daarna aktie 1 met kans ~ dan is de gemiddelde opbrengst 
(1-E).~ + E.0 = ~ - ~E, waarbij Ede positieve kans is waarmee speler 
op tijdstip t aktie 2 speelt. In beide gevalllen geldt dat de gemiddelde 
opbrengst kleiner is dan ~. De strategie TI 1 is dus niet optimaal. Dit 
voorbeeld is op een niet principiele wijziging na afkomstig van GILETI'E 
[18]. 
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Voorts bevat het artikel van GILETI'E [18] de volgende twee uitspraken: 
I Stochastische spelen met volledige informatie (d.w.z. in iedere toe-
stand heeft slechts een der spelers meer dan een aktie ter beschikking) 
bezitten een evenwichtspunt van zuivere stationaire strategieen. 
II Stochastische spelen waarbij voor ieder paar zuivere stationaire stra-
tegieen geldt dat de matrix van overgangswaarschijnlijkheden een ape-
riodieke kernfuik vorrnt bezitten een evenwichtspunt van stationaire 
strategieen. 
Echter voor het bewijzen van beide uitspraken gebruikt GILETTE een onjuiste 
uitbreiding van een stelling van HARDY & LITTLEWOOD. De onjuistheid werd 
aangetoond door LIGGETT & LIPPMAN [34], en zij gaven een nieuw bewijs voor 
stochastische spelen met volledige informatie. De argurnentatie in dit be-
wijs is echter niet volledig; een eenvoudiger bewijs voor een iets sterke-
re stelling werd gegeven door FEDERGRUEN [14], blz. 20. Ook de uitspraak 
over het tweede type stochastische spelen blijkt juist; in een artikel van 
HOFFMAN & KARP [22] wordt op andere wijze een sterker resultaat afgeleid. 
Zij veronderstellen een irreducibel stochastisch spel (d.w.z. voor ieder 
paar zuivere stationaire strategieen geldt dat de matrix van overgangs-
waarschijnlijkheden een kernfuik vormt) . In de volgende twee paragrafen 
zullen wij hun artikel behandelen. 
5.2. Het Markov beslissingsproces 
In deze paragraaf worden enige resultaten op het gebied van het een-
persoons stochastische spel, meer bekend onder de naam Markov beslissings-
proces, sarnengevat. Ook in deze paragraaf veronderstellen wij dat irredu-
cibiliteit geldt en omdat er slechts een speler is noteren we g(k,i), 
p(£jk,i) enz. Het bewijs van de nu volgende stelling kan worden gevonden 
in DERMAN [11]. 
STELLING 5.2.1. Voor ieder Markov beslissingsproces bestaat er een optimale 
stationaire strategie. 
Is rr een stationaire strategie dan kunnen wij de gemiddelde opbrengst als 
volgt schrijven: 
(5. 1) Y ( rr) 
N 
\ L. <j>k(rr) 
k=l 
~ \ i l g(k,i) 1T (k), 
i=1 
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waarbij ~l (rr) , ••• ,~N(rr) de unieke positieve invariante kansverdeling is bij 
strategie rr. Vanwege de irreducibiliteit is de waarde Y(rr) voor iedere be-
gintoestand hetzelfde. Voor de overgangswaarschijnlijkheden behorende bij 
een stationaire strategie rr, pkt(rr) geldt: 
(5.2) 
ll\ 
pkt (rr) = L rri(k) p(tjk,i): 
i=l 
De bij rr behorende invariante kansverdeling kan men vinden door het oplos-
sen van het stelsel 
N 
(5.3) ~t (rr) \ Pkt (rr) ~k (rr) t 1, ••• , N. l 
k=l 
N 
(5.4) \ ~k (rr) = 1. l 
k=l 
Vanwege de irreducibiliteit geldt: 
(5.5) k 1, .•• ,N. 
Wij schrijven nu: 
(5 .6) 
Xi(k) is de fraktie van het aantal tijdstippen waarop onder strategie rr 
toestand k optreedt en aktie i wordt gekozen. 
(5. 7) Y ( rr) N ~ I l Xi(k) g(k,i). 
k=l i=l 
Vanwege rri(k) ~ 0 en (5.5) geldt: 
(5.8) 
ll\ 
Vanwege L rri(k) 
i=l 




l Xi(k) = ~k (rr). 
i=l 
Uit (5.4) en (5.9) volgt: 
N mk 
Xi(k) (5.10) \ \ = 1. l l 
k=l i=l 
i 1, •.. ,mk. 
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Uit (5.2), (5.3), (5.6) en (5.9) volgt: 
mi N I\ 
(5.11) 'i' Xi(.R-) 'i' 'i' Xi(k) p(R-jk,i) 0 R, 1, ... , N. l l l 
i=1 k=1 i=1 
Hierbij is ,mi xi (R-J de fractie van het aantal tijdstippen waarop het li=1 
systeem zich in toestand R- bevindt. Bij iedere stationaire strategie TI 
vinden we uit (5.2), (5.3), (5.4), (5.5) en (5.6) de Xi (k) k = 1, •.• ,N; 
i = 1, ... ,mk die voldoen aan (5.8), (5.10) en (5.11). Andersom behoort bij 
iedere verzameling Xi(k) 's die voldoet aan (5.8), (5.10) en (5.11) een 
stationaire strategie die bekend kan worden uit (5.6) en (5.9). Het vinden 
van een optimale stationaire strategie kan dus worden geschreven als R-.p. 
probleem: maximaliseer (5.7) onder de voorwaarden (5.8), (5.10) en (5.11). 
Dit i.p. probleem zullen wij als probleem I aanduiden; het hiermee duale 
probleem als probleem II. 
De vergelijkingen (5.11) zijn lineair afhankelijk, want optellen 
levert: 
N mi N I\ 
'i' [ 'i' i 'i' 'i' Xi(k)p(R-jk,i)] l. L X (R-)- L l 
i=l i=l k=1 i=l 
N mi N I\ N 
'i' 'i' xi (iJ 'i' 'i' Xi(k) 'i' p(iJk,i) 0. l l l l l 
R-=1 i=l k=l i=1 i=l 
De coefficienten van de vergelijkingen (5.10) en (5.11) vormen dus een 
matrix met hoogstens rang N. Een toegelaten basisoplossing voor probleem I 
heeft hoogstens N variabelen ongelijk nul. Uit (5.5) en (5.9) volgt: Voor 
een toegelaten oplossing geldt dater voor iedere k = 1, •.• ,N minstens een 
Xi(k) > 0 is. Dus voor iedere toegelaten basisoplossing is precies een der 
Xi(k) > 0. Dit betekent volgens (5.6) en (5.9) dat de bijbehorende rri(k) = 1. 
Er is dus een zuivere stationaire strategie. 
Beschouw nu het duale probleem (probleem II) : minimaliseer q onder de 
voorwaarden: 
N 
(5. 12) q + vk 2 g(k,i) + I 
R-=1 
k 1, ••• ,N i 1, ... •!\• 
Als (q,v1, ... ,vN) een toegelaten oplossing is enc een willekeurige kon-
stante dan is ook (q,v1+c, ..• ,vN+c) een toegelaten oplossing. 
LEMMA 5.2.2. Vooriedere optimale oplossing (q,v1 , ... ,vN) van probleem II 
geldt: 
(5.13) max g(k,i) + 






1, ... IN. 
BEWIJS: Bij iedere k E {1, .•. ,N} bestaat er een ik zodanig dat xik(k) > O. 
De corresponderende verschilvariabele in probleem II is gelijk aan nul, dus 
N 
q + vk = g(k,ik) + L p(Q.jk,ik)vQ.. D 
Q.=1 
STELLING 5.2.3.Als (q,v1, ... ,vN) en (q',vi 1 ••• ,v'N) beiden voldoen aan 
(5.13) dan geldt q = q' en bestaat er een konstante c zodanig dat 
voor k = 1, ••• ,N. 
BEWIJS: Bij iedere k E {1, ... ,N} bestaat er een ik zodanig dat: 
N 
q + vk = g(k,ik) + \ p ( Q, I k I ik) v Q, l Q.=1 
en bovendien geldt: 
N 




(5. 14) L p(ijk,ik) (v.Q,-vQ.). 
Q.=1 
Stel q' - q < 0 dan volgt: 
N 
vk - vk > I p(Q.jk,ik) (v.Q,-vQ,) ;:: min Cv.Q,-vQ,), 
Q.=1 Q, 
k 1, ... ,N 
hetgeen onmogelijk is. Verwisseling van (q,v) en (q',v')levert de onjuist-
heid van q - q' < 0. Dus geldt q' = q; invullen in (5.14) levert: 
v' - v ;:: P(v'-v) I waarbij 
P een matrix met op plaats (k,Q.) p(ijk,i ) , maar omdat P irreducibel is 
k 
moet gelden vk - vk = c voor k = 1, ... ,N. D 
Als wij een oplossing van (5.13) hebben bepaald, waarvoor b.v. het eindige 
iteratieve algorithme van Howard kan worden gebruikt dan is probleem II 
opgelost. 
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5.3. Het twee-persoons nulsomspel 
Laat speler 2 een stationaire strategie n 2 spelen, dan wordt speler 1 
geconfronteerd met een Markov beslissingsproces waarbij: 
g(k,i) 
~ I n 2 j(k) g(k,i,j) en 
j=l 
Wij kunnen het hierbij behorende probleem II oplossen; de minimale waarde 
van q noteren wij als q(n2). 
De stationaire strategieen van speler 2 vormen een kompakte verzame-
\N ling in de lk=l ~ dimensionale Euclidische ruimte. Met gebruikmaking van 
de irreducibiliteit bewijzen HOFFMAN & KARP dat q(n2 l een continue functie 
* is van n 2 . Er bestaat dus een 
* 
stationaire strategie n 2 voor speler 2 zo-
danig dat q(n2 ) ~ q(n2) voor alle (ook niet stationaire) strategieen n 2 
* voor speler 2. Wij zullen aantonen dat n 2 een optimale strategie is voor 
speler 2 in het stochastische spel. 
Beschouw het Markov beslissingsproces waarmee speler 1 wordt gecon-
* fronteerd als speler 2 de strategie n2 van te voren zou aankondigen. 
(5. 15) g(k,i) 
(5 .16) 
* * * Laat q ,v1 , ••. ,vN een optimale oplossing van het bijbehorende probleem II 
zijn. Wij noteren Gk(v 1, ... ,vN) voor het matrixspel metals element op 
plaats (i,j,): 
N 
g(k,i,j) + I p(£Jk,i,jlv,e,. 
£=1 
STELLING 5.3.1. 
BEWIJS: Uit lemma 5.2.2 volgt: 
voor k 1, ... ,N. 
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N 
(5. 17) * q * L p(R-ik,ilv/Jvoork= 1, ..• ,N. 
R-=1 
max [(g(k,i) + 
i=l, o • o I~ 
Uit (5.15) en (5.16) volgt: 
~ 
max [ I 
i=l, ... ·~ j=l 
N 
(g(k,i,j) + I p<R-ik,i,j)vR,*> 1!/j<kl J 
R-=1 
voor k 1, ... ,N. 
Wij moeten dus aantonen 
is voor speler 2 in het 
*1 *Ilk dat (1!2 (k), ... ,1T2 (k)) 
* * matrixspel Gk(v1 , ... ,vN) 
een optimale strategie 
voor k = 1, ... ,N. Stel 
er is een toestand h, waarvoor speler 2 een betere strategie 
ol onh (1!2 (h), •.. ,1T2 (h)) heeft, dan geldt: 
(5 .18) > 
max 
i=l,. o •I~ 
waarbij 




i=l, ... ·~ 




, I * oi l p ( R, h, i, j) v R, ) 1T 2 (h) = 
R-=1 
[(g0 (h,i) + ' o I * l p (R. h,i)vR. ], 
R-=1 
~ l g(h,i,j) TI 2°j(h) 
j=l 
~ 
' I oj l p(R- h,i,j) 1!2 (h). 
j=l 
0 Laat TI 2 de stationaire strategie voor speler 2 die in alle toestanden 
k f h gelijk is aan TI 2* en in toestand h: (TI2° 1(h) , ... ,TI2°nh(h)). Het bij 
o . I TI 2 behorende probleem II verkrijgen we door g(k,i) en p(R. k,i) voor k f h 
te berekenen volgens (5.15) en (5.16) en g(h,i) en p(R-ih,i) volgens (5.19) 
en (5.20). Uit (5.17) en (5.18) volgt dat (q*,v1*, ... ,v *i een toeaelaten n -
oplossing is van probleem II, maar omdat niet aan het stelsel vergelijk-
ingen in lemma 5.2.2 is voldaan, is het geen optimale oplossing. Dus 
0 * * q(1T 2 ) < q = q(1T2 ) , tegenspraak. 0 
* OPMERKING 5.3.2. Als speler 2 stationaire strategie n2 speelt dan verze-
* * kert hij zich van een gemiddelde opbrengst -q(TI2 ) = -q tegen ieuere (op 
grond van stelling 5.2.1 ook niet stationaire) strategie van speler 1. 
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* STELLING 5.3.3.Alsq + vk = val Gk(v 1 , ... ,vN) en q 
* * 
* + vk 
* val Gk(v1 , .•. ,vN) voor k = 1, ..• ,N dan geldt q q en er bestaat een 
* getal c zodanig dat vk - vk = c voor k = 1, ... ,N. 
1 nk BEWIJS: Laat (11 2 (k), .•. ,11 2 (k)) een optimale strategie voor speler 2 in 
. 1 · mk in het matrixspel Gk(v1 , ... ,vN) en laat (11 1 (k) , ... ,11 1 (k)) een optimale 
* * strategie voor speler 1 in het matrixspel Gk(v1 , ..• ,vN), dan geldt: 
val Gk(v1, ... ,vN) q + v > k -
mk nk N i 112j(k) I I (g(k,i,j) I p(1jk,i,j)v1 ) L L + L n 1 (k) 
i=1 j=1 1=1 
en 
* * * * val Gk (vl , .•. ,vN ) q + vk :::; 
~ nk N i j I I (g(k,i,j) I p(ljk,i,jlv/l L + 111 (k) 112 (k) . 
i=l j=l 1=1 
Hieruit volgt: 
(q-q*) * + (vk -vk ) :o>: 
~ ~ n 
111i(k) 112j (k) I I I p(ljk,i,j) (v1-v1*1 L 
i=l j=l 1=1 
N mk ~ 
p(ljk,i,j)111i(k)112j(k)) I I I * L ( L (v1-v1 ) voor k 
1=1 i=l j=1 
1, ... ,N. 
Hierna"verloopt het bewijs hetzelfde als het bewijs van stelling 5.2.3. 0 
Als wij de rol van beide spelers verwisselen vinden wij een statio-
* naire strategie 11 1 voor speler 1 die hem verzekert van een gemiddelde op-
* brengst q(11 1 ) tegen iedere, ook niet stationaire, strategie van speler 2. 
* Voor de oplossing van het bij 11 1 behorende probleem II geldt eveneens 
stelling 5.3.1. Volgens stelling 5.3.3 is de oplossing van q + vk 
* val Gk(v 1 , ... ,vN) op een konstante voor de v 1 , ... ,vN na uniek. Dus q(11 1 ) = 
* * * q en hieruit volgt dat 11 1 en 112 optimale stationaire strategieen in het 
stochastische spel zijn. 
HOOFDTUK VI 
SUCCESSIEVE APPROXIMATIE IN TWEE-PERSOONS NULSOMSPELEN 
6.1. Inleiding 
In dit haafstuk warden een aantal successieve appraximatiemethaden 
gegeven, met behulp waarvan eindige twee-persaans nulsamspelen apgelast 
kunnen warden. Oplossen wil zeggen het vinden van boven- en ondergrenzen 
voar de waarde van het spel en E-aptimale strategieen vaor de beide spelers. 
In sektie 6.2 warden twee methoden vaor het gemiddelde opbrengsten 
kriterium gepresenteerd. De eerst is de successieve approximatiemethade 
van HOFFMAN & KARP [22] en de tweede is die van POLLATSCHEK & AVI-ITZHAK 
[49]. 
In sektie 6.3. kamt een verzameling samenhangende algoritmen van 
VAN DER WAL [70] vaar spelen ander het verdiscanteerde apbrengsten krite-
rium aan de orde. Twee algoritmen uit deze verzamenling waren reeds eerder 
bekend, namelijk de successieve approximatiemethade van SHAPLEY [57], 
d.w.z. het herhaald uitvaeren van de waarde-transformatie en de verdiscan-
teerde versie van de successieve approximatiemethode van HOFFMAN & KARP 
[22], (uitgewerkt in RAO,CHANDRASEKARAN & NAIR [51]). Tevens wardt in 
sektie 6.3. de methode van POLLATSCHEK & AVI-ITZHAK [49] vaor het verdis-
conteerde model gegeven. 
6.2. Algoritmen voor het oplossen van Niet-stoppende s~~l~ 
Het algoritme van HOFFMAN & KARP [22]. 
Evenals in hoafstuk 5 zullen wij veronderstellen dat voar ieder paar zui-
vere statianaire strategieen de matrix van avergangswaarschijnlijkheden 
uit een kernfuik bestaat. Uit Stelling 5.3.3 blijkt dat een oplassing 
* * * q, v 1 , ... ,vN van de betrekkingen: 
(6 .1) k 1, •.. ,N 
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op een konstante na voor de v 1, ... ,vN uniek is. Het gevolg hiervan is, 
* dat q de waarde van het spel is bij het gemiddelde opbrengstkriterium. 
Uit het bewijs van stelling 5.3.1 blijkt dat het op ieder tijdstip in 
toestand k spelen van een optimale strategie voor het matrixspel 
* * Gk(v1 , ... ,vN) een optimale stationaire strategie is voor het stochas-
tische spel. Het oplossen van het stochastische spel is hiermee terugge-
bracht tot het oplossen van de betrekkingen (6.1). Het algoritme is als 
volgt: 
0 
stap 1: kies een stationaire strategie voor speler 2: (TI2) ; r = 0. 
r r r 
stap 2: bepaal de oplossing q ,vk 1 ••• ,vN van: 
nk N 
L (g(k,i,j) + L p(9-Jk,i,j)vr) (TI2j(k))r] j=l 9-=1 .nax l:>;i:>;~ 
(6. 2) voor k 1, •.. ,N. 
0 
stap 3: t (TI )r+l ' ' ' 2 cons rueer 2 , een stationaire strategie voor speler waar-
r+l 
voor geldt: (TI 2 (k)) is een optimale strategie in het matrixspel 
r r Gk(v1 , ... ,vN) voor k 1, ... ,N; r = r + 1 en terug naar stap 2. 
Voor het oplossen van stap 2 kan Howard's algoritme voor het oplossen van 
Markov beslissingsprocessen warden gebruikt. De convergentie van het algo-
ritme staat vermeld in de volgende stelling. 
0 1 STELLING 6.2.1. Derij q ,q , ... 
convergeren. Noteer de limieten 
geldt: 
0 1 
en de ri]en vk,vk 1 ••• voor k = 1, ... ,N 
. * * * respectievelijk als q ,v1 , ... ,vN dan 
k=l, ... ,N. 
r+l BEWIJS: Uit (6.2) en de constructie van (TI 2) in stap 3 volgt dat 
r r r q ,v1 , ... ,vN een toegelaten oplossing is van het probleem II, zoals ge-
construeerd in hoofdstuk 5, behorende bij de strategie (TI2)r+l. De optimale 
r+l r+l r+l d r+l < r 
oplossing is q ,v1 , ... ,vN us q - q voor alle r. De rij 
0 1 q ,q is dus niet stijgend. 
Laat rr 1 een zuivere stationaire strategie voor speler 1 en TI 2 een 
stationaire strategie voor speler 2 dan heeft het stelsel: 
(6. 3) 
N 
(g(k,11 1 (k) ,j) + L pU·lk,111 (k) ,j)vQ,) 11 2j(k) Q.=1 
k=l, ... ,N 
vanwege de eis dat de matrix van overgangswaarschijnlijkheden irreducibel 
is, eenunieke oplossing die continu afhangt van 112 . 
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De stationaire strategieen vormen een kompakte verzameling, dus bij 
vaste 11 1 is de verzameling mogelijke oplossingen van stelsel (6.3) die men 
verkrijgt door 112 te varieren een kompakte verzameling. Er zijn eindig veel 
zuivere stationaire strategieen 11 1 . De verzameling oplossingen van stelsels 
van de vorm (6.3) is dus kompakt. De vektoren (qr,v~, •.. ,v~) r = 0,1,2, ••• 
zijn allen oplossingen van stelsels van deze vorm en liggen dus in een 
kompakte verzameling. De rij van deze vektoren heeft dus een convergente 
+ + + 
deelrij. Laat deze rij convergeren naar q ,v1, ••. ,vN. De riJ van strate-
gieen corresponderende met deze deelrij: ((11 2 (1))r+l, .•• ,(11 2 (N))r+l) heeft 
een convergente deelrij, want de stationaire strategieen vormen een kbm-
, . + + + 
pakte verzameling. Wij noteren deze limiet als (11 2) = ((11 2) , ..• ,(112 (N)) h 
(712) + . ( + +) is een optimale strategie van het matrixspel Gk v 1 , •.. ,vN, want 
de uitbetali.ng van een matrixspel is een continue functie van de gebruikte 
strategieen en de coefficienten in de matrix. 
Uit (6.3) en de constructie van (112)r in stap 3 volgt: 
max 
i=l, ••. ,~ 
(g(k,i,j) + 
N L p(Q.lk,i,j)v~) (11 2j (k) )r Q.=1 
voor k 1, ... ,N. 
De waarde van een matrixspel is een continue functie van de coefficienten 
en dus geidt: 
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(6.4) 
N + . + I p<£[k,i,j)v£,i err/ <kl i 
£=1 
max 
i=l, •.. ,Il\: 
Stel voor zekere k geldt: 
(g (k, i' j) + 
voor k 1, ... ,N. 
+ + + Uit (6.4) volgt dat q ,v1 , ... ,v een toegelaten oplossing is van het pro-
N + 
bleem II dat behoort bij de strategie (rr2 J van speler 2. Uit lemma 5.2.2 
+ + volgt dat deze oplossing geen optimale oplossing is. Dus q((rr2 J ) < q het-
d d · d d ·· 0 1 dl d ··· geen op gron van e constatering at e riJ q ,q , ... een a en e rlJ is 
onmogelijk is. 
Uit deze tegenspraak kunnen we concluderen: 
k 1, ... ,N. 
Omdat de oplossing van (6.3) uniek is moet iedere convergente deelrij de-
zelfde limiet hebben; de rij is dus convergent. D 
Het algori tme van POLLATSCHECK & AVI-ITZHAK [49]. 
Kies vN = 0 en schrijf het stelsel (6.1) als:. 
0 
Dit stelsel van N vergelijkingen heeft v 1 , ... ,vN_ 1 ,q als onbekenden. Voor 
de oplossing van di t stelsel wor·'t de Newton-Raphson methode gebruikt. 
Noteer het stelsel vergelijkingen kortweg als: 
dan is de methode als volgt: 
0 0 
stap 1: kies x1, .•. , XN wil!.ekeurig 
r = 0 
r+l r+1 
stap 2: bereken x1 , ... ,~ uit: 
r = r + 1 en herhaal stap 2. 
POLLATSCHECK & AVI-ITZHAK bewijzen: 
<lC\(v1, •.. ,vN) 
dVg_ 
mk nk 
I I TI~(k) TI~(k) p(tlk,i,j) 
i=1 j=1 
voor k 1, ... ,N, 
waarbij n1 (k) en n2 (k) optimale strategieen zijn voor het matrixspel 
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Gk(v1, •.. ,vN), voor zover deze partiele afgeleiden bestaan. Er zijn slechts 
eindig veel punten waar deze afgeleiden niet bestaan. De afgeleiden die no-
dig zijn voor het uitvoeren van de Newton-Raphson methode kunnen met be-
hulp van de hierboven gegeven partiele afgeleiden worden berekend. Een be-
wijs voor de convergentie van deze methode wordt niet gegeven. 
Het algoritme van RIOS & YANEZ [52] 
t Laat val r (k,O) de waarde van het t-staps stochastische spel startend in 
toestand k met nabetaling 0 zijn. Noteer: 
t q 
~ t+l t L (val r (k,Ol-val r (k,O)). 
N k=l 
Onder de voorwaarde dat bij alle paren akties de matrices van overgangs-
80 
waarschijnlijkheden uitsluitend positieve elementen bevatten bewijzen RIOZ 
Z h 1 d 1 . t l' & YANE et vo gen e: im _.,. 00 q en im _.,. 00 
t t t 
1, ... ,N. Noteer q = limt-+00 q en vk = k 
t t (val r (k,0)-tq) bestaan voor 
lim (val ft(k,0)-tqt) voor 
t-+"' 
relatie (6.1). val rt(k,O) kan k 1, ... ,N dan geldt voor q,v1 , .•. ,vN de 
worden gevonden door de recurrente betrekkingen van stelling 2.2.2 te ge-
bruiken. 
6.3. Successieve approximatiemethoden voor verdisconteerde stochastische 
spelen. 
De inhoud van deze sektie is een af spiegeling van de inhoud van een 
rapport van Van der Wal [69]. 
Er wordt een voorbeeld gepresenteerd, waaruit blijkt dat het algoritme 
van POLLATSCHEK & AVI-ITZHAK [49] voor verdisconteerde spelen niet noodza-
kelijkerwijs convergeert (zoals RAO, CHANSRASEKARAN & NAIR [51] beweerden 
bewezen te hebben) . 
Bovendien wordt er een verzameling successieve approximatie algorit-
men behandeld, waarin na iedere waarde transformatie operatie een strate-
gie van de minimaliserende speler gefixeerd wordt en de waarde van het re-
sul terende Markov-beslissingsprobleem voor de maximaliserende speler bena-
derd wordt door een aantal standaard successieve approximatie operaties. 
We beschouwen een niet-stoppend eindig twee-persoons nulsomspel (zie 
definities 1.1.2, 1.1.3 en 1.1.4). De uitbetalingen worden verdisconteerd 
en de verdisconteringsfaktor is SE [0,1). De notaties zijn gelijk aan 
die in de voorgaande sekties. De verzameling van alle stationaire strate-
gieen voor speler 1 (speler 2) noteren we als rr 1 (IT2). Spelen de spelers 
(n1,n2J E IT 1xrr2 , dan wordt de totale verwachte verdisconteerde opbrengst 
genoteerd als V(TI1,TI2) = (V1(TI1,TI2), ... ,VN(TI1,TI2)), waarbij Vk(TI1,TI2) bij 
begintoestant k behoort. 
Uit het artikel van Shapley [57] (hoofdstuk 2; zie ook opmerking 
2.3.7) blijk dat bovengenoemd spel een waarde heeft en dat de beide spelers 
E-optimale strategieen bezitten binnen de klasse der stationaire strate-
gieen voor alle E 2 0. (deze strategieen zijn tevens E-optimaal binnen de 
---k * * klasse van alle (gedrags-) strategieen). Laat v = (v 1 , ... ,vN) de waarde-
vektor zijn. 
Laat voor v E RN Gk (v), k = 1,2, ... ,N de dummy-spelen zijn bij de 
N-vektor v. (zie definitie 2.3.1). Merk op dat een stelsel akties 
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rr 1 (k), k = 1,2, •.. ,N voor speler 1 voor de dummy-spelen, waarbij rr 1 (k) = 
(rr 1 (k,1), •.• ,rr 1 (k,~)) een gemengde aktie is in dummy-spel k, opgevat kan 
worden als een stationaire strategie voor het stochastische spel en omge-
keerd. 
Definieer de volgende afbeeldingen. 
L 
als 
~ ~ N l /_ rr 1 (k,i) •rr2 (k,j){g(k,i,j) + S l p(£jk,i,j)v9J 
i=l j=1 £=1 




(6.6) Tv = max min L(rr 1 ,rr2)v, \fv E RN 
rr 1EIIl rr2EII 2 
max en max min worden hierbij componentsgewijs genomen. 
Merk op dat L(rr1,rr2Jv de uitbetalingsvektor is bij de dummy-spelen 
als speler 1 respectievelijk speler 2 het stelsel akties rr 1 
(rr 1 (1), ... ,rr 1 (N)) respectievelijk rr2 = (rr 2 (1), ..• ,rr2 (N)) kiest. U(rr2 ,vl is 
de maximaal te behalen uitbetaling voor speler 1 in de dummy-spelen als 
speler 2 rr 2 speelt en Tv is de waardevektor van de dummy-spelen Gk(v), 
k = 1,2, •.• ,N. T is gelijk aan Shapley's waarde transformatie operator. 
We zullen de volgende eigenschappen van deze afbeeldingen gebruiken. 
Eigenschap 6.3.1. L(rr 1,rr/(•), U(rr2 ,•) en T(•)zijn monotoon op RN. 
Eigenschap 6.3.2. L(rr 1 ,rr2J (•) en T(•) zijn strikte contraktie afbeeldingen 
met betrekking tot de maximum norm in RN (die we noteren als II •II) met con-
traktiestraal S. 
Eigenschap 6.3.4. T(•) heeft als uniek dekpunt -;;*. 
Eigenschap 6.3.1 kan rechtstreeks bewezen worden. De eigenschappen 
6.3.2, 6.3.3 en 6.3.4 staan bewezen in [70] (zie ook hoofdstuk 2). 
82 
Het algoritme van POLLATSCHEK & AVI-ITZHAK [49] kan met behulp van 
bovenstaande afbeeldingen als volgt warden geformuleerd. 
Agoritme 6.3.5. 
stap 1: Laat v0 = (0,0, ... ,0) E RN 
n+l n+l stap 2: Bepaal voor n = 0,1, ... strategieen 1Tl ri. rr 1 en 1T2 E rr 2 en een 
n+l -vektor vn+l' z.d.d. voor V(1Tl,1T/.) E JI 1xrr 2 geldt L(1T 1 ,1T 2 ) vn ~ 
n+l n+l - - ( n+l )- - - -( n+l n+l) L(1T 1 ,1T2 )vn(=Tvn) ~ L 1Tl ,1T2 v en v 1 - V 1Tl ,1T 2 +l n n+ 
dekpunt van de afbeelding L(1Tln ,1T2n+l) (•). 
We geven een spel waarvoor het algoritme van Pollatschek en Avi-Itzhak 
niet convergeert. 
VOORBEELD 6.3.6. Het spel heeft twee toestanden. In toestand 1 staan beide 
spelers twee zuivere akties ter beschikking en in toestand 2 beiden een. 
Uitbetalingen: g(l,1,1) = 3, g(l,1,2) = 6, g(l,2,1) = 2, g(l,2,2) = 1 en 
g(2,l,l) = 0. Overgangskansen: p(lll,1,1) = 1, p(lll,1,2) }-, p(ll1,2,l) 
1, p(l[l,2,2) = 1, p(lj2,l,l) = 0 en steeds is p(2lk,i,j) 1 - p(llk,i,j). 
Laat S = %. Merk op dat een stationaire strate~ie 1Tl (1T2) volledig gekarak-
teriseerd is door de kans a 1 (a2 ) die speler 1 (speler 2) op aktie 1 in toe-
stand 1 legt. Een paar stationaire strategieen (11 1 ,112) wordt dan ook weer-
gegeven door het paar (a1,a2) met a 1 =11 1 (1,1) en a 2 = 1T2 (1,1). Laat v0 = 
(0,0). Het eerste dummy-spel is dan (; ~) en het tweede (0). Men ziet dat 
het eerste dummy-spel een evenwichtspunt van zuivere akties bezit en wel 
als beide spelers hun eerste aktie kiezen; dus (1T~,11;) = (1,1). Dan is 
- - 1 1 2 2 
v 1 = V(1T 1,1T 2) = (12,0). Orn 1Tl en 1T2 te vinden moeten we het matrixspel 
(3 + %.1.12 
\2 + % . 1. 12 
3 1 p 
6 + "4-3· ··\ 
+ %.1.12/ 
( 12 9\ 
11 10 ·' 
oplosso1. Ook nu is er weer een evenwichtspunt van zuivere akties, namelijk 
2 2 als beide spelers hun 2de aktie kiezen, dus (1T 1 ,1T2 ) = (0,0); dan is v2 = 
- 2 2 V(1T 1 ,1T 2) = (4,0). In de volgende stap moeten we het matrixspel 
(3 + %.1.4 6 + 3 1 4 (6 7\ -. ·3· \ 
\2 + %.1.4 + %.1.4) \s 4) 
3 3 ( 1, 1) - 3 3 (12,0). Aldus oplossen. Het blijkt dat (111,112) en V3 V(1T1 '1T2) 
doorgaande vinden we 
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(12,0) en v2n (4 ,O) , n = 1,2, .... 
M.a.w. het algoritme 6.3.5 convergeert niet voor dit spel. 
OPMERKING 6.3.7. De numerieke resultaten in [49] suggereren, dat het toch 
zinvol kan zijn het algoritme toe te passen, indien niet voldaan wordt aan 
de voldoende condities voor convergentie van het algoritme. (Deze conditie 
is max. J~_ 1 (max . . p(Jljk,i,j)-min .. p(Jl!k,i,j)) < 1-max. .. f~_ 1pCJl!k,i,jll. K ,,_ 1., J 1., J K, 1., J ,,_ 
We presenteren nu een verzamelingstrategie verbeterende waarde benade-
rende algoritmen, waarin na iedere strategie verbeterende stap de strategie 
van de minimaliserende speler gefixeerd wordt en de waarde van het resul-
terende Markov-beslissingsprobleem benaderd wordt door een aantal approxi-
matiestappen. We laten zien, dat ieder algoritme een £-interval voor de 
waarde van het verdisconteerde stochastische spel geeft en £-optimale stra-
tegieen voor de beide spelers. Laat e = (1,1, ..• ,1) E RN. 
Beschouw voor iedere integer A tussen 1 en 00 (grenzen ingesloten) het 
volgende algoritme. 
Algoritme (~) 6.3.8. 
stap 1: Bepaal een vektor v0 met de eigenschap Tv0 s v0 
kies £ > 0 en n := 0. 
stap 2: (strategie verbeterende stap) 
Bepaal Tvn en een strategie TI 2n+l voor speler 2, die voldoet aan 
r.+1 - -L(TI 1 ,TI2 ' -)vn s Tvn' VTI 1 E rr 1. 
Als ma~{(TVn)k-(vn)k}-mi~{ (Tvn)k-(vn)k} s £(l~8 l 
Ga naar STOP. 
stap 3: (waarde benaderende stap) 
STOP 
- A n+1 -
Bepaal vn+l = U (TI2 ,vn); n := n+1. 
Ga naar STAP 2. 
A n+1 -(met U (TI 2 ,v ) wordt bedoeld het A keer toepassen van de opera-
n+1 n 
tor U(TI2 ,•) op vn). 
Tvn + 1 ~ 8 {mink{<TVn)k-(vn\}·-e~vs'I'Vn+ 1 ~8 ma~{(TVn\-(vn\}-;;. 
De strategieen TI n+l en TI n+1 die voldoen 
n+1 - 1 n+1 2n+1 1 -· n+1 --
L (TI 1, TI2 )vn S L(Til ,TI2 )vn S L(Til ,TI 2)vn' V(TI1 ,TI2) E rr1xII2 
zijn £-optimaal voor respectievelijk speler 1 en speler 2. 
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Merk op dat voor A 
bepaald is. 
1 we hebben v 
n 
Tvn-l' zodat vn reeds in stap 2 
we zullen nu laten zien dat dit algoritme na een eindig aantal berekeningen 
stopt en dat de beweringen onder STOP juist zijn. 
__,, 
LEMMA 6.3.9. v $ vk $ Tvk-l $ vk-l' k = 1,2, ... 
BEWIJS: Het bewijs is gebaseerd op volledige inductie. 
k 1. Daar rr~ optimaal is voor speler 2 voor de dummy-spelen Gk(v0 ), 
k 1,2, ... ,N volgt: 
(6. 7) 
Uit (6.7) en de monotonie van U(rr~ 1 .) (eigenschap 6.3.1) volqt: 
(6.8) 
Uit de ~onotonie van T (eigenschap 6.3.1) en (6.7) volgt Tr(;0 ) $ v 0 , 
-












1 • U(rr2 , ) en T((6. 5) en 
Tv, 'Vv e RN I 
zodat gebruik makend van (6.9) 
(6.11) 
(6.6)) blijkt dat: 
(6.8), (6.9) en (6.11) kombineren levert de bewering in het lemma voor k =1. 
Veronderstel dat de bewering waar is voor k = 1,2, •.. ,n en we laten zien 
dat de bewering ook waar is voor k = n + 1. Met behulp van deze veronder-
stelling, de monotonie van U(rr 2 ,•) en T{") en (6.10) volgt nu: 






Uit v 2 v en 
n 
( 6. 14) vn+l 
$ v , waaruit volgt: 
n 
(6. 10) tenslotte volgt: 
>. n+l - >.-







Kombineren van (6.12), (6.13) en (6.14) geeft de bewering voor k 
GEVOLG 6.3.10. lim +oo v 
n n 




zien we v n-$ T v0 en daar 
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n + 1. D 
Ui t gevolg 6. 3 .10 kunnen we nu concluderen dat algori tme (),) 6. 3. 8 na 
een eindig aantal iteraties stopt. Aangezien voor >. < 00 het aantal bereke-
ningen in iedere iteratie eindig is en voor >. = 00 we in stap 3 Howard's 
strategie iteratie algoritme kunnen gebruiken, waarvoor ook een eindig aan-
tal berekeningen nodig zijn, mogen we nu concluderen dat voor iedere >. het 
algoritme (/.) 6.3.8 na een eindig aantal berekeningen stopt. 
We gaan nu bewijzen dat de beweringen onder STOP correct zijn. Laat 
µn mi~{ (TVn\-(vn\} en vn ma~{ (TVn\-(vn\}. Merk op dat uit lemma 
6.3.9 blijkt dat zowel µn s 0 als vn $ 0. 
13 STELLING 6.3.11. Tvn + l-l3 µn•e 
-k 
$ v $ Tv 
n 
n = 0,1,2, •••• 
BEWIJS. Uit de definitie van vn volgt Tvn $ vn + vn•e, zodat 
(6. 15) r-T v 
n 
r-1 -
s T (v +v 
n n 
e) r-1-T v 
n 
$ Tv + (13+ ... +13r-l)v •e 
n n 
V* s Tr-;;, alle r, kombineren met (6.15) voor r + 00 geeft 
n 
-k 
v $ Tv 
n 
13 
+ -- \! •e 1-13 n 
-k 




E: ( 1-J3) Uit stelling 6.3.11 blijkt dat, als vn - µn 5 --3~-, we een 2E: inter-
-* 
val voor v gevonden hebben. 
E:(1-J3) n+1 n+1 STELLING 6.3.12. Als vn - µn 5 --13-- dan zijn n 1 en n 2 E:-optimale 
strategieen binnen de klasse van alle strategieen. 
BEWIJS. Laat n 2 een willekeurige stationaire strategie voor speler 2 zijn. 
Er geldt dan: 
zodat 
r-1 
Si·µ 2 Tv + \ •e l n i=1 n 
\ J3i•µ - J3 2 Tv + L ·e = Tv + -- µ •e n i=1 n n 1-J3 n 
r = 1, 2, .... 
Eigenschap 6.3.3 geeft: 
(6. 17) 
(6.16) en (6.17) kombineren met stelling 6.3.11 geeft: 
£ ( 1-J3) 
zoda t v n - µ n 5 --13-- impliceert 
(6.18) 
Uit (6.18) blijk, dat n 1n+l £-optimaal is t.o.v. alle stationaire strate-
gieen van speler 2. In hoofdstuk 3 (stelling 3.4.2) is aangetoond, dat 
voor een stochastisch spel van Takahashi een speler tegen een vaste sta-
tionaire strategie van de andere speler niet beter heeft dan zijn klasse van 
stationaire strategieen. Het onderhavig model is een speciaal geval van 
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een spel van Takahashi; zodat we met behulp van stelling 3.4.2 zien dat 
n+1 
n 1 ook E-optimaal is t.o.v alle strategieen van speler 2. D 
OPMERKINGEN. 
Van de verzameling successieve approximatie algoritmen, zoals gedefi-
nieerd onder algoritme (A) 6.3.8 zijn twee reeds bekend. Namelijk voor 
A= 1 hebben we de methode van Shapley met verbeterde grenzen en voorA 
verkrijgen we het algoritme van HOFFMAN & KARP [22]. 
In het algoritme (A) 6.3.8 is het aantal successieve approximatie ope-
raties in stap 3 constant in iedere iteratie. Dit is echter 
kend. Men kan gemakkelijk inzien, dat als we in stap 3 vn+l 
A n -
vervangen door vn+l = U n(n2 ,vn) het resulterende algoritme 
onnodig beper-
A n -
= U (n2 ,vn) 
dezelfde eigen-
schappen heeft als algoritme (A) 6.3.8. Dit is interessant daar gedurende 
n 
de eerste paar iteraties het dekpunt van U(n2,•J een relatief aanzienlijke 
-afstand tot v kan hebben. Het is dan dus niet erg zinvol een grote waarde 
van Ate gebruiken. Na een aantal iteraties zal het dekpunt van U(TI~,·) 
-dichter bij v komen te liggen, zodat het zinvoller wordt een grotere waar-
de van A te gebruiken. 
Een speciaal geval treedt op als een van de spelers slechts een zui-
vere aktie ter beschikking heeft in iedere toestand. In dit geval is het 
stochastisch spel niets anders dan een Markov-beslissingsprobleem en de 
verzameling algoritmen (A) 6.3.8 zijn nu precies de verzameling algoritmen 
die door VAN NUNEN [42] beschreven zijn. 
Een van de voorwaarden in het model is L~= 1p(~lk,i,j) = 1, voor alle 
k,i, en j. Dit kunnen we afzwakken tot 0,,; l~=lp(~lk,i,j) ,,; 1. Het bewijs 
dat het algoritme ook nu na een eindig aantal berekeningen stopt is iden-
-1< 
tiek. Echter om een interval voor v te vinden en boven- en ondergrenzen 
- n+1 n+1 
voor V(n 1 ,n2J en V(n 1,n2 ) te bepalen, zullen we rekening moeten hou-
den met de kleinste en grootste waarde van l~=lp(~jk,i,j). (Zie bijvoor-
beeld PORTEUS [50], die dit geval voor Markov-beslissingsprobleem beschouwt; 
voor stochasti.sche spelen hebben we echter een gelijksoortige situatie.) 

HOOFDSTUK VII 
ASYMPTOTISCHE THEORIE VAN 
STOCHASTISCHE SPELEN 
7.1. Inleiding 
In dit hoofdstuk worden enige resultaten van BEWLEY en KOHLBERG ge-
noemd ([3],[4] en [5]). Bewijzen zullen wij niet vermelden. Zij houden 
zich bezig met het eindige twee-persoons stochastische spel en bestuderen 
het asymptotisch gedrag van de t-staps versie als t ~ 00 en het asymptotisch 
gedrag van de met rentevoet r verdisconteerde versie van het spel als r + 0. 
De verdisconteringsfactor B is dan 1/(l+r). 
De waardevektor van het t-stapsspel noteren wij als Vt en de waarde-
vektor van het met rentevoet r verdisconteerde spel als V(r). De gemiddelde 
1 -t 
opbrengst per stap in het t-staps spel is gelijk aan t V . In het met ren-
tevoet r verdisconteerde spel heeft betaling van rV(r)/(l+r) op ieder tijd-
1 -
stip de huidige waarde V(r). BEWLEY en KOHLBERG tonen aan dat limt~ t Vt 
en limr+O rV(r)/(l+r) = limr+O rV(r) bestaan en gelijk zijn. Een belang-
' rijke tussenstap voor het bereiken van dit resultaat is de volgende stel-
ling. 
STELLING 7.1.1. Bij ieder stoachastisch spel bestaat er een geheel getal 
M z.d.d. 
(i) V(r) heeft een reeksontwikkeling van de vorm 
(7 .1) V(r) + . .. . , 
waarbij ai E JR.N voor alle i en r > 0 voldoende klein is. 
(ii) Er bestaan optimale stationaire strategieen voor speler 1 in het met 
(7.2) 
rentevoet r verdisconteerde spel gegeven door de volgende vektoren 
voor k = 1, ... ,N. 
k 
TI 1 {r) Ok lk 1/M 2k 2/M nl + nl r + nl r + ··· ' 
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k m ik mk 
waarbij 7rl (r) E: lR k een kansvektor is, 7rl E lR voor alle i en 
r > 0 voldoende klein is. 
(iii) Een analoge uitspraak geldt voor speler 2. 
Voor Markov beslissingsprocessen (eenpersoons stochastische spelen) 
heeft deze stelling een eenvoudiger gedaante en is afkomstig van BLACKWELL 
[7]. In dit geval geldt M = 1 en 7r~(r) = 7r~k· Dus in de reeksontwikkelin-
gen komen geen gebroken machten voor en een zelfde stationaire strategie 
Ok (gegeven door 7rl voor k = 1, ... ,N) is optimaal voor alle rentevoeten 
r > 0 die voldoende klein zijn. 
Het bestaan van limrfO rV(r) is een direkt gevolg van stelling 7.1.1. 
Voor het met rentevoet r verdisconteerde spel bewees SHAPLEY (stelling 
2.3.2) dat de waarde V(r) E lRN gelijk is aan de unieke oplossing van het 
stelsel vergelijkingen: 
(7. 3) val Gk(~/(l+r)) k 1, .•• ,N. 
Wij schrijven dit stelsel in vektornotatie: 
(7 .4) val G(~/(l+r)). 
Deze vergelijking wordt de r-verdisconteringsvergelijking genoemd. 
Stelling 7.1.1. vermeldt dat de oplossing V(r) als r voldoende klein 
van de vorm aMr-l + aM-lr-(M-l)/M + aM-2r-(M-2 )/M + is. 
Ofwel: 
(7 .5) -M -1 -M-1 -(M-1)/M a r +a r + ... 
( -M -1 -M-1 -(M-1)/M \ a r +a r + .. 
val G\, l+r .I 
als r voldoende klein is. Dit is een stelsel met overaftelbaar veel verge-
lijkingen n.l. N vergelijkingen voor iedere waarde van r. Dit stelsel wordt 
opgevat als stelsel met N vergelijkingen metals onbekenden v1 (r) , ... ,VN(r) 
als functies van r. De verzameling functies van de voorgeschreven vorm 
zullen wij nader bekijken. 
I"' -i i/M Wij beschouwen reeksen van de vorm l· . a r , waarbij de sommatie 
i=i 0 
convergeert als r > 0 voldoende klein is. Noteren we 8 = ! dan warden deze 
\ 00 -i -1 i/M ,io i i/M r 
reeksen van de vorm l· . a (8 ) = l· a 8 , waarbij de sommatie i=i0 i=-= 
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convergeert als 8 voldoende groot is. De verzameling van deze reeksen no-
teren wij als F. Op F definieren wij optelling en vermenigvuldiging op ge-
l . 'k · · i b' · ht k · · ,io iei/M ·t· f lJ e WlJZe a s lJ mac ree sen en wiJ noemen l· a E F posi ie 
. 1=-00 
als er een I bestaat z.d.d. a1 > 0 en a 1 = 0 voor alle i > I. Met deze de-
finities blijkt F een geordend lichaam te zijn (Het lichaam van de reele 
Puiseux reeksen) . 






(7 .9) x > 0 - otx > .0 als t groot genoeg. 
q -Als x E F dan otx = (otx1 , ••. ,otxq). BEWLEY en KOHLBERG bewijzen dat het 
lichaam F reeel gesloten is (d.w.z. er is geen geordende algebraische uit-
breiding) en kunnen daarom het beginsel van TARSKI toepassen. 
7.2. Het beginsel van Tarski 
Allereerst enige definities: 
DEFINITIE 7.2.1. Een geordend lichaam is reeel gesloten als er geen geor-
dende algebraische uitbreiding bestaat. 
DEFINITIE 7.2.2. Een atomistische formule is een uitdrukking van de vorm 
p > 0 of p = 0 waarbij p een veelterm is met een of meer variabelen en ge-
heeltallige coefficienten. 
DEFINITIE 7.2.3. Een elementaire formule is een uitdrukking die bestaat 
uit eindig veel atomistische formules verbonden door de symbolen A,v,r,3 
of V. 
DEFINITIE 7.2.4. Een variabele in een elementaire formule is een vrije va-
riabele als deze niet voorkomt voorafgegaan door 3 of V. 
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DEFINITIE 7.2.5. Een elementaire zin is een elementaire formule zonder 
vrije variabelen. 
Als de variabelen in een elementaire zin elementen van zeker geordend 
lichaam zijn is de zin waar of niet waar. De waarheid of onwaarheid van een 
elementaire formule met vrije variabelen kan afhankelijk zijn van de voor 
deze vrije variabelen ingevulde waarden. TARSKI [63] geeft een algoritme 
dat in een eindig aantal stappen onderzoekt of een elementaire zin waar of 
niet waar is over de reele getallen. In dit algoritme wordt uitsluitend ge-
bruik gemaakt van het feit dat deze verzameling een reeel gesloten lichaam 
is. 
GEVOLG 7.2.6. (Het beginsel van Tarski) 
Als een elementaire zin waar is over de reele getallen is deze zin waar 
over ieder reeel gesloten lichaam (SEIDENBERG [56]). 
De minimaxstelling voor matrixspelen (stelling 1.2.3) geldt in ieder 
geordend lichaam (WEYL [72]). Dus als A een matrix is van elementen uit ge-
ordend lichaam H dan is val A E H gedefinieerd. De bewering val A = y is 
een elementaire formule over H: 
m n m 
l 1Tli 1 /\ l 1T2j = 1 /\ l aij 11 li ;:: y, j 
i=l j=l i=l 
1, ... ,n A 
n 
l aij 112j s y, i 1, ... ,m). j=l 
Voor een stochastisch spel met als betalingen en overgangskansen elementen 
van H is dus ook val G(x) = y een elementaire formule over H. De vrije 
variabelen in deze formule zijn de betalingen, de overgangskansen en de 
komponenten van x en y. SHAPLEY bewees de waarheid van de volgende elemen-
taire zin als H lR (stelling 2.3.2) 
"Voor alle waarden van g(k,i,j) en p(Jljk,i,j) ? 0 z.d.d. 
l~=l p(£[k,i,j) = 1 en r > 0 bestaat er een ~ z.d.d. 
~ = val G (~/(l+r))." 
Uit het beginsel van Tarski volgt dat deze elementaire zin juist is over 
F. 
93 
GEVOLG 7.2.7. Er bestaat een x E FN z.d.d. 
(7.10) x = val G(x/(l+r)). 
deze vergelijking over FN wordt de limiet verdisconteringsvergelijking ge-
noemd. 
De volgende stelling legt het verband tussen de val operatoren in de 
licharnen lR en F. 
STELLING 7.2.8. Laat A een rn x n matrix van elementen uit F. otA is de 
matrix met op plaats i,j het getal otaij" Dan bestaat er een t 0 z.d.d. voor 
alle t > t 0 geldt: 
(i) val otA = ot val A 
(ii) n 1 E Frn optimaal voor speler 1 .in A <=>,otnl is optimaal voor speler 1 
in otA. 
Hieruit kan de volgende stelling worden afgeleid. 
STELLING 7.2.9. Laat x E FN voldoen aan de limiet verdisconteringsverge-
lijking en laat n1 = (n 1 (1), ... ,n 1 (N)) met n1 (k} E F~ een optimale strate-
- -1 




vcrl = a x 
r-1 
or_1n1 is optimaal voor speler 1 in bet met rentevoet r verdiscon-
teerde spel. 
Uit deze stelling tezarnen met het feit dat de lirniet verdisconteringsver-
gelijking een oplossing heeft wordt stelling 7.1.1 bewezen. 
7.3. De lirniet recursievergelijking 
Wij definieren de afbeelding T: F ~ F als volgt: 
(7.11) 
io 
TX = T( l 
'i=-oo 
waarbij (6+1}i/M wordt gedefinieerd door: 
(7 .12) 6i/M . 6 (i/Ml-1 + l + . . . E F. 
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Als wij termen met gelijke machten van 0 bij elkaar nemen verkrijgen wij 
een reeks van de vereiste vorm. Voor t voldoende groot (z.d.d. crtx qedefi-
nieerd is) geldt: crtTX = crt+lx. Vanwege de convergentie van crtx convergeert 
ook cr TX als t voldoende groot is, dus Tx E F. Als ; E Fq noteren wij T; = t 
(Tx 1 , ... ,Txq). De vergelijking: 
(7 .13) TX = val G(x) met x E FN 
noemen wij de limiet recursievergelijking. 
Als x = L~~- 00 ai 6i/M E F dan noteren wij px voor het getal I/M, waar-
bij I z.d.d. aI ~ 0 en ai = 0 
max{px1 , ... ,pxq}. De bewering 
- a 
- N 
x = 0(6 ) ; de bewering x E F 
voor alle i > I. Als x E Fq noteren wij px 
x E FN en px < a schrijven wij ook wel als 
en px s a ook wel als-;;- = 0(6a). 
Het bewijs van het bestaan van limt+00 t vt en gelijkheid daarvan aan 
limr+O r.V(r) verloopt via de volgende stelling. 
STELLING 7.3.1. Als x E FN een oplossing is van de limiet verdisconterinqs-
- - -1 vergelijking dan geldt voor y = x/(1+6 ) 
(7 .14) - - 0 Ty= val G{y) + 0(6). 
BEWLEY & KOHLBERG geven een voobeeld van een stochas~isch spel waarvoor de 
limiet verdisconteringsvergelijking geen oplossing heeft met uitsluitend 
geheeltallige machten van 6. Het hoofdresultaat van hun eerste artikel [3] 
formuleren wij nogmaals in de volgende stelling. 
732 1 . () l' l-t .. l''k STELLING . . . imr+O r.V r en imt;->- 00 t V bestaan en ziJn ge iJ . 
In een volgend artikel [4] worden de volgende stellingen bewezen. 
STELLING 7.3.3. Er bestaat een x E FN z.d.d. 
(7. 15) - - -1 TX = valG(x) + 0(6 ) . 
Deze vergelijking wordt de benaderende limiet recursievergelijking genoemd. 
3 iio -i 6i/M N b . . STELLING 7 .. 4. Laat x = li=- 00 a E F , waar i] ~i re RN voor alle i, 
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een oplossing van de benaderende limiet recursievergelijking. Laat ;t = 
\io -i i/M RN · · f h 1 b B o a a L.i=l a t E voor t positie ge ee . Dan estaat er een > z ... 
(7. 16l max lv:-~I < B log(t+1l. 
k=1, .•. ,N 
OPMERKING 7.3.5. Omdat max. =l N jvktl St max .. kjg(k,i,jl I moet voor N k , ••• , i,J, 
een oplossing x E F van de benaderende limiet recursievergelijking gelden 
x = 0(8 1l. 
Laat x E FN een oplossing zijn van de benaderende limiet recursievergelij-
king en voor k = 1, .•. ,N,rr1 (kl E Fmk een optimale strategie voor speler 1 
in het matrixspel Gk(il. De komponenten van rr 1 (kl zijn positief en somme-
ren tot 1. Wij kunnen dus schrijven rr 1 (kl =I~- 00 rr1 . (kl 8i/M, waarbij ll1k_ i-- ]_ . 1~1 
rr 1 . (kl E JR voor alle i. Het blijkt dat ook I9_ 1 rr1i (kl 8i · een kans-i mk i--
vektor is in F voor alle I<: 0. Laat nu 
0 
'i' ( 8i/M L rr1i kl 
i=-2M 
en laat 
Uit (7.7l en (7.9l volgt dat ook at ; 1 (kl een kansvektor is in J?llk als t 
t -
voldoende groot is. Noteren wij tenslotte Vk(rr 1l voor de minimale verwach-
tP. opbrengst van speler 1 in het t-stapsspel met begintoestand k als hij 
de volgende strategie speelt: kies op tijdstip t in toestand k aktie 1 als 
t zo klein is dat at(; 1 (kll niet gedefinieerd is en kies anders volgens de 
kansverdeling at(;1 (kll, dan geldt de volgende stelling: 
STELLING 7.3.6. Er bestaat een B > 0 z.d.d. 
(7. 17l t <: vk - B log(t+1l voor alle t en k 1, ... ,N. 
Wij zullen nu de resultaten in het rapport [5] behandelen. 
7.4. Kriteria voor het oo-stapsspel 
Het niet verdisconteerde oo-staps stochastische spel kan dienen als 
model voor een spel dat gedurende een groot aantal stappen wordt gespeeld, 
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terwijl het aantal stappen niet tevoren vast staat en geen reden is de toe-
komstige betalingen te verdisconteren. In zo'n spel kunnen wij diverse kri-
teria voor de spelers formuleren die wij in twee klassen n.l. de limietkri-
teria en de asymptotische kriteria kunnen onderverdelen. 
Bij de limietkriteria worden de spelers geacht als uitgangspunt te 
nemen dat het spel noch stopt noch verdisconteerd wordt. Deze kriteria ge-
ven een waardering aan voor kansverdelingen op de verzameling van oneindi-
ge rijen betalingen die het gevolg zijn van de gekozen strategieen. Laat 
P de kansverdeling zijn over de rijen betalingen aan speler 1 als 
r1 1 ,112 ,k 
de strategieen rr 1 en rr 2 worden gekozen en k de begintoestand is. Een limiet-
kriterium is een reeelwaardige functie (W) gedefinieerd op de verzameling 
van kansverdelingen P. Strategie rr 1 garandeert speler 1 bij begintoestand 
k en kriterium W de betaling Vk als geldt: 
( 7. 18) 
In kompakte notatie voor alle toestanden tezamen wordt dat: strategie rr 1 
garandeert speler 1 bij kriterium W betaling V als geldt: 
(7. 19) v. 
Wij noteren E k voor de verwachting m.b.t. de kansverdeling P 
rr1,rr2, rr1,rr2,k 
en E voor alle toestanden tezamen. 
rr1,rr2 
_1 --2 We onderscheiden de volgende limietkriteria, waarbij q ,g , ... de rij van 
betalingen is: 
het limiet verdisconteringskriterium: 
(7.20) liminf r 
r+O 1+r 
\ 
t:l ( l+r) t-l 
het ~-;miet verwachte verdisconteringskri terium: 
( 7 .21) liminf E r \ 
r+O rr1,rr2 l+r t:l (1+r) t-l 






het limiet verwachte gemiddelde kriterium: 
t 
(7 .23) \ _T l g . 
t T=1 
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Bij de asymptotische kriteria gaan de spelers .er vanuit dat het spel 
stopt of verdisconteerd is, maar dat het aantal stappen t of de rentevoet 
r niet precies bekend is. In dit geval wordt gekeken naar de verwachte be-
taling per stap die een speler zich kan garanderen als t groot is uniform 
in t respectievelijk als r > 0 klein is uniform in r. 
Wij onderscheiden twee asymptotische kriteria: Strategie n1 garandeert 
speler 1 betaling V bij het asymptotisch verdisconteringskriterium als: 
(7.24) liminf inf E r \ 1 _t 1+r l (l+r)t-1 
g ;,, v 
r+o TI 2 TI1,TI2 t=l 
en bij het asymptotische gemiddelde kriterium als: 
(7 .25) liminf 
t+"' 
Analoge definities gelden voor speler 2 echter :o>: wordt ~ en inf wordt ver-
vangen door sup teneinde bij ieder kriterium een nulsomspel te behouden. 
Als beide spelers een bepaald kriterium kiezen noemen wij het spel 
naar het kriterium. Dus b.v. limiet verdisconteringsspel, limiet verwachte 
verdisconteringsspel enz. Gegeven het kriterium worden de waarden en opti-
male strategieen op de gebruikelijke wijze gedefinieerd. 
Wij noteren V 
stellingen: 
1 -t 
limt~= t V . BEWLEY & KOHLBERG bewijzen de volqende 
STELLING 7.4.1. In bet asymptotisch verdisconteerde en bet asymptotisch 
gemiddelde spel bestaat er geen strategie voor speler t die hem meer ga-
_,,, 
randeert dan V . 
STELLING 7.4.2. Als een stationaire strategie n1 speler 1 VE RN garan-
deert voor een der 6 genocmde kriteria dan garandeert n 1 ook V voor de 
overige 5 kriteria. 
GEVOLG 7.4.3. Als een der spelers een optimale stationaire strategie heeft 
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voor een der 6 kriteria dan is deze strategie optimaal voor alle 6 krite-
ria. 
DEFINITIE 7.4.4. Een strategie is optimaal in het niet verdisconteerde 00-
stapspel als deze optimaal is voor alle 6 kriteria. 
7.5. Uniforme optimaliteit 
DEFINITIE 7.5.1. Een strategie is uniform verdisconteerd optimaal als deze 
optimaal is voor het verdisconteerde spel voor alle rentevoeten r die klein 
genoeg zijn. 
STELLING 7.5.2. Laat x E FN een oplossing van de limiet verdisconteringsver-
gelijking dan heeft speler 1 een uniform verdisconteerd optimale strategie 
dan en slechts dan als er voor k = 1, ... ,N een optimale strategie bestaat 
- -1 
voor speler 1 voor het spel Gk(x/(1+8 )) waarvan alle komponenten reeel 
zijn (een reeele strategie). Als 'Tf 1 (k) E "R111k voor k = 1, ..• ,N dan is de 
stationaire strategie 'Tfl = ('Tf 1 (1), ... ,'Tf 1 (N)) dan en slechts dan uniform ver-
disconteerd optimaal als 'Tfl (k) optimaal is in Gk(;:;/{1+8- 1)) voork= 1, .•. ,N. 
OPMERKING 7.5.3. Als een speler een uniform verdisconteerd optimale stra-
tegie heeft dan heeft hij een stationaire uniform verdisconteerd optimale 
strategie. Als 'Tfl uniform verdisconteerd optimaal is voor speler 1 dan is 
; 1 = Crr 1 (1) , .. :''Tfl (N)) een stationaire uniform verdisconteerd optimale 
strategie als 'Tf 1 (k) door 'Tfl wordt voorgeschreven in toestand k op een of 
ander tijdstip. 
STELLING 7.5.4. Als beide spelers uniform verdisconteerd optimale strate-
gieen hebben en x is een oplossing van de limiet verdisconteringsvergelij-
king dan bezitten de komponenten van~ geen gebroken machten van 8. ~is 
dus van de vorm 
io I ;-i 8i 
i=-00 
DEFINITIE 7.5.5. Een strategie 'Tfl voor speler 1 heet uniform t-staps opti-




inf E L gT 
'Tf 'Tf 1''Tf2 T=l 
2 
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begrensd is voor k = 1, ... ,N. 
-- N Als x = g8 + w met g,w E 1< dan wordt de limiet recursievergelijking 
T~ = val G(i'J. 
g8 + g + w = val G(g8+;). 
Deze vergelijking noemen wij de gegeneraliseerde Howard vergelijking. 
STELLING 7.5.6. Laat x E FN een oplossing van de limiet verdisconterings-
vergelijking en laat 
(7 .26) -x/(l+8-1) -M -1 1/M --0 --1 8-1/M =a 8 + ... +a 8 +a +a + .... 
- -1 Als de spelers reele strategieen 11 1 (k) en 112 (k) hebben die val G(x/(1+8 ) + 
0 - -1 0(8) garanderen in het spel Gk(x/(1+8 )) voor k = 1, ... ,N dan geldt: 
(i) De stationaire strategieen (11i(l), ... ,11i (N)), i = 1,2, zijn uniform t-
staps optimaal en optimaal in het niet-verdisconteerde co-stapsspel. 
(ii) ~8 + tJ voldoet aan de gegeneraliseerde Howard vergelijking en 
11 1 (k) en 112 (k) zijn optimaal in Gk(~8+a°) voor k = 1, ... ,N. 
Als beide spelers reele strategieen hebben die optimaal zijn in 
- -1 Gk(x/(1+8 )) dan hebben zij beiden stationaire uniform verdisconteerd 
optimale strategieen. Bovendien bevat de oplossing van de limiet verdiscon-
teringsvergelijking geen gebroken machten van 8. 
GEVOLG 7 .5. 7. De.at ~ E FN een oplossing van de limiet verdisconteringsver-
gelijking en de spelers hebben reele optimale strategieen 11 1 (k) en 11 2 (k) 
- -1 
r,·oor de spelen Gk ( x/ ( 1 +8 ) ) voor k 1, ... , N dan geldt: 
(i) De stationaire strategieen 11 1 (11 1 (1), ..• ,11 1 (N)) en 112 
(112 (1) , ... ,11 2 (N)) zijn uniform verdisconteerd optimaal, uniform t-
staps optimaal en optimaal in het niet verdisconteerde <Xr"Stapsspel. 
(ii) De komponenten van x hebben geen gebroken machten van 8. 
- -1 0 -(iii) Als x/(1+8 ) = g8 + w + 0(8 ) dan voldoet g8 + w aan de gegenerali-
seerde Howard vergelijking en 11 1 (k) en 112 (k) zijn optimaal in 
Gk (g8+;;). 
Met behulp van een voorbeeld wordt aangetoond dat de voorwaarden in 
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Stelling 7.5.6 voor het bestaan van uniform t-staps optimale strategieen 
niet noodzakelijk zijn. Een volgend voorbeeld is een spel waarin een speler 
geen optimale strategie heeft in het verdisconteerde oo-stapsspel, maar toch 
de komponenten van de oplossing van de limiet verdisconteringsvergelijking 
alleen gehele machten van 8 bezitten. Een derde voorbeeld laat zien dat er 
spelen bestaan die uniform t-staps optimale stragieen, maar geen uniform 
verdisconteerd optimale strategieen bezitten. 
Veel reeds bekende resultaten voor Markov beslissingsprocessen met 
eindige aktie- en toestandsruimten blijken uit de stellingen van BEWLEY & 
KOHLBERG te volgen. Bekende resultaten op het gebied van de stochastische 
spelen kunnen eveneens m.b.v. deze stellingen worden bewezen, bijvoorbeeld: 
(i) In een niet-verdisconteerd oo-staps stochastisch spel met volledige 
informatie hebben beide spelers optimale stationaire strategieen 
(GILETTE [18] & LIGGETT & LIPPMAN [34]). 
(ii) In een niet verdisconteerd oo-staps irreducibel stochastisch spel 
hebben beide spelers optimale stationaire strategieen (GILETTE [18] 
en HOFFMAN & KARP [22]). 
(iii) Als in een niet-verdisconteerd oo-staps stochastisch spel de overgangs-
kansen onafhankelijk zijn van de akties gekozen door een der spelers 
dan hebben beide spelers optimale strategieen (STERN [61]). 
(iv) In een niet-verdisconteerd oo-stapsspel waarin alle toestanden behalve 
de begintoestand absorberend zijn bestaat lim .!_ V'= (KOHLBERG [31]). t 
Laat A de collectie van niet-verdisconteerde oo-staps stochastische 
spelen; B de spelen uit A met voor beide spelers E-optimale strategieen; 
C de spelen uit B met voor beide spelers optimale strategieen en D de 
spelen uit C met voor beide spelers optimale stationaire strategieen. Dan 
volgt uit het voorbeeld van BLACKWELL & FERGUSON [8] dat B ~ C. Uit een 
voorbeeld van STERN [61] volgt C ~ D. BEWLEY & KOHLBERG vermelden de vol-
gende onopgeloste problemen: 
(i) Karakterisering van C. 
(ii) Karakterisering van D. 
(iii) Geldt A = B? 
Van het volgende voorbeeld is niet bekend of het een element van B is. 
VOORBEELD 7.5.8. 






OVERZICHT VAN RECENTE ONTWIKKELINGEN VOOR STOCHASTISCHE SPELEN 
8.1. Inleiding 
In de voorgaande hoofstukken is slechts een gedeelte van de literatuur 
over stochastische spelen aan de orde gekomen; voornamelijk resultaten ge-
publiceerd voor 1970. De ontwikkelingen na die tijd worden hieronder samen-
gevat. 
Deze ontwikkelingen kunnen in een aantal hoofdrichtingen worden opge-
spli tst. 
a. Algoritmen om de waarde van (tee-persoons nulsom) spelen en (£-) op-
timale stategieen voor de spelers te bepalen. 
b. Waarde-existentie vragen voor eindige niet-stoppende twee-persoons 
nulsom spelen ender het gemiddelde kosten kriterium. 
c. Het bestaan van (£-) evenwichtspunten voor spelen, waarbij de toe-
standsruimte, spelersverzamelingen en aktieruimten steeds algemenere 
vormen aannemen. 
d. Toepassingen van stochastische spelen. 
In de volgende sekties worden voor ieder van deze gebieden de belang-
ri jkste publikaties genoemd. 
Dit overzicht pretendeert niet uitputtend te zijn, maar tracht een 
globaal inzicht te geven in recent ontwikkelingen op het gebied van de 
stochastische spelen. Een meer gedetailleerd overzicht kan worden gevonden 
in PARTHASARATHY & STERN [48]. 
8.2. Algoritmen 
Alle tot nu toe ontwikkelde algoritmen op het gebied van de stochas-
tische spelen zijn gebaseerd op de methode der successieve approximatie en 
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hebben bijna allen betrekking op eindige twee-persoons nulsomspelen. In 
hoofdstuk 6 zijn de successieve approximatiemethoden van SHAPLEY [57], 
HOFFMAN & KARP [22], POLLATSCHEK & AVI-ITZHAK [49], RIOS & YANEZ [52] en 
VAN DER WAL [69] behandeld. Als aanvulling hierop noemen we: 
a. VAN DER WAL [70] presenteert een verzameling algoritmen voor verdis-
conteerde (of stoppende) spelen, gebaseerd op overgangs-geheugenloze 
stoptijden, zoals geintroduceerd door WESSELS [73]. Met behulp hier-
van kunnen o.a. betere grenzen voor de Shapley methode gegeven wor-
den. Een hiervan afgeleid algoritme lost spelen op waarvoor alle 
direkte opbrengsten positief zijn en de minimaliserende speler in ie-
dere toestand een aktie heeft waardoor het spel onmiddellijk stopt. 
b. PARTHASARATHY & RAGHAVAN [47] beschouwen spelen waarbij voor ieder 
paar strategieen van de beide spelers de matrix van overgangskansen 
uitsluitend afhankelijk is van speler 1. Onder deze aanname kunnen ze 
laten zien, dat voor het verdisconteerde model het vinden van de waar-
de en optimale strategieen voor de beide spelers geformuleerd kan wor-
den als een lineair programmeringsprobleem, zodat er voor dit geval 
een eindig algoritme is. 
c. KUSHNER & CHAMBERLAIN [33] beschouwen twee-persoons nulsomspelen met 
eindige toestandsruimte en kompakte aktieruimten voor beide spelers. 
0 Onder een aantal voorwaarden (1 .g(k 1 ,a 1 ,a2 ) < 00 6f voor ieder paar 
strategieen eindigt het spel met kans p > 0 voor tijdstip N; 
0 0 2 .g(k,a1 ,a2 l > O; 3 . de dummy-spelen bezitten een waarde voor 
- N I alle v ER ; 4. p(£ k 1 ,a 1 ,a2 J en g(k1 ,a1 ,a2 l zijn continu in a 1 en 
a 2 ) laten ze zien, dat successieve approximatie een benadering van 
de waarde en E-optimale zuivere strategieen geeft voor het totale 
opbrengsten model. 
8.3. Gemiddelde kosten kriterium 
In de literatuur is reeds veel aandacht besteed aan de vraag of ieder 
eindig twee-persoons nulsomspel onder het gemiddelde kosten kri terium een waar-
de bezit. Tot nu toe is het bestaan van de waarde alleen voor speciale ge-
vallen aangetoono. De artikelen van GILLETTE [18], LIGGET & LIPPMAN [34] 
en HOFFMAN & KARP [22], die in hoofstuk 5 aan de orde gekomen zijn, zijn 
hier voorbeelden van. 
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Een voorbeeld van GILLETTE [18] is door BLACKWELL & FERGUSON [8] uitgewerkt, 
waaruit blijkt dat speler 1 geen optimale strategie bezit (zie hoofdstuk 5); 
wel bezit het spel een waarde en geven ze £-optimale historie afhankelijke 
strategieen voor speler 1. In HORDIJK, VRIEZE & WANROOIJ [24] wordt aange-
toond, dat dit spel geen waarde bezit binnen de klasse der semi-Markov-
strategieen. Alhoewel enigzins verstopt, geeft ook ZAMIR [78] een spel met 
een dergelijke eigenschap, waarbij gebruik gemaakt moet warden van het feit 
dat stochastische spelen, waarbij de beide spelers zich beperken tot de 
klasse der semi-Markov-strategieen opgevat kunnen warden als herhaalde 
spelen met niet-volledige informatie. 
STERN [6t] laat zien, dat, voor spelen, waarbij er een toestand k be-
staat, z.d.d. voor ieder paar stationaire strategieen en vanuit iedere toe-
stand t er een positieve kans bestaat, dat toestand k bereikt wordt, het 
spel een waarde bezit en de beide spelers optimale stationaire strategieen 
hebben. 
Tevens laat STERN [61] zien, dat, als voor ieder paar stationaire 
strategieen de matrix van overgangskansen uitsluitend van de strategie 
van speler 1 afhankelijk is, het spel een waarde bezit en de beide spelers 
optimale semi-Markov-strategieen bezitten. 
In [15] geeft FEDERGRUN twee typen spelen, waarvoor het bestaan van 
een waarde en optimale stationaire strategieen voor de beide spelers aan-
getoond wordt. In het eerste type is er een voorwaarde opgelegd op de 
struktuur van de Markov-ketens bij de overgangskansen matrices van de zui-
vere stationaire strategieen, waarvan het gevolg is dat de Markov-ketens 
bij ieder paar stationaire strategieen evenveel deelketens bezitten. 
In het tweede type spel is de voorwaarde dat speler 1 voor iedere 
stationaire strategie rr2 van speler 2 een stationaire strategie rr 1 bezit, 
zodanig dat voor ieder tweetal toestanden k en t er een integer t bestaat 
met ptltlk,rr 1 ,rr2 l > 0 (de t-stapsoverganskans). Deze voorwaarde is een 
uitbreiding van de "communicating" eigenschap van BATHER [2]. 
In feite bewijst Federgrun het bovenstaande voor het N-persoonsspel. 
Hij bereikt zijn resultaten door eerst de verdisconteerde spelen te be-
* schouwen en vervolgens te laten zien, dat limStl (1-SlVS bestaat, waarbij 
* VS de waarde van het spel is bij verdisconteringsfactor S. 
KOHLBERG [31] behandelt wat hij noemt "herhaalde spelen met absorbe-
rende toestanden". Hiermee bedoelt hij een twee-persoons nulsomsoel met een 
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doorgangstoestand. De andere toestanden zijn allen absorberend en beide 
spelers hebben in ieder van deze toestanden 1 aktie ter beschikking. 
Kohlberg laat zien dat dit spel een waarde heeft, die gevonden kan warden 
als de limiet van de waarden voor de t-stapsspelen als t naar oo gaat. 
In [16] geeft FEDERGRUN een successieve approximatie algoritme voor 
gemiddelde kosten spelen. Hiertoe introduceert hij een stelsel functionaal 
vergelijkingen, die gezien kunnen worden als uitbreidingen van het stelsel 
functionaal vergelijkingen ter oplossing van niet-verdisconteerde Markov-
beslissingsproblemen. Het blijkt dat het bestaan van een oplossing van dit 
stelsel functionaal vergelijkingen een nodige (en niet voldoende) voor-
waarde is voor het bestaan van een evenwichtspunt van stationaire strate-
gieen. Het best-aan van een evenwichtspunt van stationaire strategieen 
blijkt een voldoende voorwaarde te zijn opdat het bovengenoemd algoritme 
convergeert. 
Wellicht de belangrijkste artikelen op het gebied van de eindige twee-
persoons nulsomspelen onder het gemiddelde kosten kriterium zijn de artikelen 
van BEWLEY & KOHLBERG [3], [4] en [5]. Een uitgebreide samenvatting hier-
van is te vinden in hoofdstuk 7. 
8.4. Spelen onder algemenere condities 
We kunnen onderscheid maken tussen twee-persoons nulsomspelen en niet-
nulsomspelen, alhoewel de resultaten voor deze laatste klasse van spelen 
natuurlijk ook op de eerste van toepassing zijn. 
a. Twee-perso·ons nulsomspelen. 
Wat de twee-persoons nulsomspelen betreft, noemen we de artikelen van 
WESSELS [74], GROENEWEGEN & WESSELS [19], KUSHNER & CHAMBERLAIN [33], 
MAITRA & PARTHASARATHY [36] en [371, PARTHASARA'rHY r45] en [46] en KAMERUD 
[27]. 
WESSELS [74] behandelt spelen, waarbij de toestandsruimte aftelbaar 
i.s en de aktieruimten voor de beide spelers eindig zijn in iedere toestand. 
De opbrengstfunctie is niet noozakelijkerwijs begrensd; ech"'.".er er mnet een 
positieve functie µ(•) op S bestaan en getallen M > 0 en B E (0,1), z.d.d. 
en 
l p ( s' I s, a 1 ( s l , a2 ( s l ) • µ ( s l :s; µ is l 
S 1 ES 
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Onder deze condities bezit het spel een waarde onder het totale kosten kri-
terium en hebben de spelers optimale stationaire strategieen. 
GROENEWEGEN & WESSELS [19] karakteriseren voor het model waarbij de toe-
standsruimte en de aktieruimten aftelbaar zijn, paren optimale strategieen. 
Als voorwaarde leggen ze op, dat onder ieder paar Markov-strategieen de 
totale verwachte opbrengst eindig is. Op twee manieren breiden ze de 
"conserving"-eigenschap voor strategieen uit de Markov-beslissingstheorie 
(geintroduceerd door DUBINS & SAVAGE [12] en uitgewerkt door HORDIJK [23] 
uit tot de stochastische spelen die respectievelijk "saddle-conserving-" 
eigenschap en "saddling-"eigenschap voor paren strategieen (van beide 
spelers een) genoemd wordt. Het blijkt dat paren optimale strategieen nood-
zakelijkerwijs "saddle-conserving"· zijn, maar dat "saddle-conserving" niet 
voldoende is om een paar optimale strategieen te garanderen. Anderzijds is 
"saddling" wel voldoende; echter Groenewegen en Wessels geven een spel, 
waaruit blijkt, dat "saddling" niet nodig is. 
De resultaten van KUSHNER & CHAMBERLAIN [33] (eindige toestandsruimte, 
kompakte aktieruimten) zijn reeds in sektie 8.2 genoemd. 
In MAITRA & PARTHASARATHY [36] wordt verondersteld dat S, A1 en A2 
kompakte metrische ruimten zijn. Onder de voorwaarden dat de uitbetalings-
functie continue is op sxA1xA2 en dat p(•lsn,aln'a2nl (kansmaat op S) con-
vergeert naar p(·ls0 ,a10 ,a20 J in de zwakke topologie op de verzameling van 
Borelkansmaten op S, als (sn,aln'a2nl + (s0 ,a10 ,a20J, tonen ze het bestaan 
van een continue waardefunctie en meetbare o.otimale stationaire strategieen 
voor beide spelers aan onder het verdisconteerde opbrenqsten kriterium. 
In latere artikelen breidt PARTHASARATHY [45] en [46] dit model uit 
tot een model waarbij de toestandsruimte een Boreldeelverzameling van een 
volledige separabele metrische ruimte is en waarin de aktieruimten niet in 
alle toestanden hetzelfde hoeven te zijn. Wel worden er zwaardere continui-
teitseisen aan de uitbetalingsfunctie en de overgangskansenfuncties opge-
legd. 
KAMERUD [27] behandelt positieve spelen. Voor S aftelbaar en A1 en A2 
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eindig toont hij aan, dat de functie V(•) waardefunctie van het spel is 
* onder het totale opbrengstenkriterium als geldt V(s) = limStl v6 (s), VsES, 
* waarbij VS (•) de waardefunctie van het spel is onder het verdisconteerde 
opbrengsten kriterium. Tevens heeft speler 2 een optimale stationaire stra-
tegie en speler 1 een E-optimale stationaire strategie (alleen afhankelijk 
begintoestand en lopende toestand). 
Ook in MAITRA & PARTHASARATHY [37] warden positieve spelen beschouwd. 
In hun model zijn s 1 ,A 1 en A2 kompakte metrische ruimten en is veronder-
steld, dat onder ieder paar strategieen de totale verwachte opbrenast uni-
form begrensd is. Onder dezelfde continuiteitseisen als in hun eerste ar-
tikel (zie boven MAITRA & PARTHASARATHY [36]) tonen ze het bestaan van een 
waarde, optimale stationaire strategieen voor speler 2 en E-optimale sta-
stionaire strategieen voor speler 1 aan onder het totale kosten kriterium. 
Merkwaardigerwijs beschouwt Parthasarathy in een later artikel [45] dit 
zelfde probleem nog eens voor een eenvoudiger model, namelijk s 1,A1 en A2 
eindig en verder dezelfde condities, alwaar echter het bewijs niet correct 
is. 
b. Niet-nulsomspelen. 
Stochastische twee-persoons niet-nulsom=-pelen zijn geintroduceerd door 
ROGERS [53]. Hij beschouwt spelen met eindige toestands- en aktieruimten 
en bewijst voor het verdisconteerde model het bestaan van een evenwichts-
punt. Ook onder het gemiddelde kosten kriterium toont hij voor hetzelfde 
model het bestaan van een evenwichtspunt aan onder de voorwaarde, dat voor 
ieder paar zuivere stationaire strategieen de Markov-keten behorende bij 
de matrix van overgangskansen een kernfuik bevat. 
PARTHASARATHY [45] laat zien, dat ook voor een aftelbare toes·:ands-
ruimte Roger's resultaat voor het verdisconteerde model geldig is. 
SOBEL [59] heeft n-persoons stochastische spelen geintroduceerd. Voor 
spelen met eindige toestandsruimte en eindige aktieruimten voor de diverse 
spelers heeft hij het bestaan van een evenwichtspunt aangetoond voor het 
verdisconteerde model binnen de klasse der stationaire strategieen. In 
hetzelfde artikel behandelt Sobel n-persoons stochastische spelen voor het 
gemiddelde kosten kriterium. Onder de voorwaarde, dat voor alle n-tallen 
zuivere stationaire strategieen de Markov-keten behorende bij de matrix 
van overgangskansen een kernfuik bevat, toont hij het bestaan van een even-
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wichtspunt aan. De betreffende stelling van Sobel is ruimer geformuleerd, 
doch het bewijs dekt alleen het bovenstaande. 
De resultaten uit FEDERGRUN [15] voor het n-persoonsspel met eindige 
toestands- en aktieruimten zijn reeds in sektie 8.3 genoemd. Onder stren-
gere condities dan de aldaar genoemde op de Markovketenstructuur behoren-
de bij de overgangskansenmatrices bij de n-tallen stationaire strategieen, 
toont FEDERGRUN [15] het bestaan van een evenwichtspunt binnen de klasse 
der stationaire strategieen aan onder het gemiddelde kosten kriterium in 
spelen met aftelbare toestandsruimte en kompakte metrische aktieruimten en 
waarbij de uitbetalingsfunctie en de overgangskansenfuncties continu zijn 
in de gezamenlijke akties van de spelers. Dit resultaat wordt bereikt door 
eerst het verdisconteerde model te beschouwen, waarbij het bestaan van een 
evenwichtspunt aangetoond wordt, zonder dat gebruik gemaakt hoeft te wor-
den van de voorwaarden op de ketenstructuur bij de verschillende n-tallen 
stationaire strategieen en vervolgens een rij verdisconteringsfactoren te 
kiezen, die naar 1 gaan. 
Recentelijk heeft IDZIK [26] het twee-persoons verdisconteerde twee-
traps stochastisch spel geintroduceerd, waarmee bedoeld wordt een spel be-
paald door de grootheden s ,A1 ,A2 ,g1,g2 ,p,c/>,ijJ; hierin hebben S,A 1 ,A2 ,g1 ,g2 
en p de gebruikelijke betekenis; c/>: sxp xp + 2A1 (verzameling van alle 
Al Az A 
gesloten deelverzamelingen van A1l en 1/J: sxp xpA + 2 2 zijn Borel meet-A1 2 
bare afbeeldingen (P en P zijn de verzamelingen van alle Borel kans-
A1 Az 
maten op A1 respectievelijk A2 l . In de eerste stap (de eerste trap) kiezen 
de spelers strategieen n 1 en n2 , waarbij n 1 : S + PAl en n 2 : S + PA2 Borel-
meetbare afbeeldingen zijn. Na de eerste stap volgt een normaal stochas-
tisch spel (tweede trap) waarbij speler 1 in toestand s E S de aktieruimte 
c/>(s,n 1 (s),n2 (s)) ter beschikking heeft en speler 2 ijJ(s,n 1 (s),n2 (s)). Idzik 
bewijst het bestaan van een evenwichtspunt voor S aftelbaar, A1 en A2 kom-
pakt metrisch en de nodige continuiteitsvoorwaarden op g 1 ,g2 ,p,c/> en 1/J. 
Het verdisconteerde model is door VRIEZE [67] uitgebreid tot spelen 
waarbij aftelbare spelersverzamelingen toegelaten zijn. Onder verder de-
zelfde condities als in FEDERGRUN [15] wordt het bestaan van een evenwichts-
punt binnen de klasse der stationaire strategieen aangetoond, waarbij ge-
bruik gemaakt wordt van een afbeelding, die gezien kan worden als een 
rechtstreekse uitbreiding van de afbeelding met behulp waarvan NASH [39] 
de minimax-stelling voor twee-persoonsnulsomspelen bewijst. In het tweede 
gedeelte van het artikel van Vrieze wordt aangetoond, dat dit evenwichts-
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punt binnen de klasse der stationaire strategieen ook evenwichtspunt is 
binnen de klasse van alle (gedrags-) strategieen. 
Wat de n-persoons verdisconteerde spelen betreft, waarbij de toestands-
ruimte overaftelbaar is, zijn er in de literatuur meerdere pogingen gedaan 
om het bestaan van een evenwichtspunt onder geschikte continuiteitseisen 
aan te tonen. Zowel in SOBEL [60] als in FEDERGRUN, e.a. [14] is een in-
correct bewijs hiervoor gegeven, zodat dit vooralsnog een open probleem 
lijkt. 
Zeer recent heeft WHITI' [76] een geheel nieuwe aanpak gepresenteerd 
om dit probleem te attaqueren. Een spel met overaftelbare toestandsruimte 
kan worden benadered door een rij spelen met aftelbare toestandsruimte 
(waarvoor bestaan van evenwichtspunten bekend is) en wel zodanig, dat op 
den duur evenwichtspunten van de benaderende spelen overeenkomen met £-
evenwich tspunten van het oorspronkelijke spel. Op deze manier heeft Whitt, 
gebruik makend van het monotone contractie operator kader van DENARDO [10], 
het bestaan van £-evenwichtspunten aangetoond voor verdisconteerde spelen 
met de toestandsruimte separabel. metrisch, kompakt metrische aktieruimten, 
die tevens voor ieder van de n spelers uniform continu over de toestands-
ruimte is en waarbij de opbrengstfuncties en de overgangskansenfunctie aan 
de nodige continuiteitsvoorwaarden voldoen. 
Tenslotte noemen we het begrip p-evenwichtspunt, zoals geintroduceerd 
door HIMMELBERG, PARTHASARATHY, RAGHAVAN en VANVLECK [21] voor twee-per-
. * soons niet-nulsomspelen. Voor p een kansmaat op de toestandsruimte wordt 
* . h d . . ( * *i een p -evenwic tspunt ge efinieerd als een paar rr 1 ,rr2 waarvoor geldt: 
Ze bewijzen het bestaan van een p -evenwichtspaar binnen de klasse der 
stationaire strategieen voor verdisconteerde spelen, waarbij s = [0,1], 
A1 (s) en A2 (s) zijn eindi.g, gn(s,a1,a2l heeft de gedaante gn(s,a1 ,a2) = 
hn(s,a1l + kn(s,a2l met hn(',ar en kn(•,a2l begrensde meetbare functies, 
n = 1,2 en (p•js,a1,a2) kan worden geschreven als p(•js,a1,a2) = 
[p1<•ls,a 1l + p 2 <·!s,a2lJ/2 waarbij p 1 en p 2 kansmaten zijn, die meetbaar 
ins zijn en tevens moet p(•js,a1,a2l absoluut continu zijn met betrekking 
tot de kansmaat p* voor iedere (s,a1,a2l. 
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8.5. Toepassingen 
Tot nu toe zijn er weinig toepassingen bekend van de theorie der 
stochastische spelen. De meeste toepassingen zijn bovendien nog enigszins 
theoretisch van aard. In hoeverre het werk van FILAR [17] hierop een uit-
zondering vormt is ons niet bekend. Een overzicht van de toepassingen 
der theorie der stochastische spelen, kan warden gevonden in VRIEZE [68], 
waarin met name de toepassingen op het gebied van de zoekmodellen uitge-
werkt zijn (voor zoekmodellen zie bijv. SAKAGUCHI [54].) 
Een van der eerste artikelen in de literatuur, waarin een toepassing 
van de stochastische spelen uitgewerkt is, is geschreven door CHARNESS.en 
SCHROEDER [9]. Ze beschrijven het probleem van de onderzeeer, die een route 
moet bepalen om van een bepaald punt naar een ander punt te varen, waarbij 
de kosten geminimaliseerd moeten warden. Een onderdeel van de kosten is de 
kans op opsporing. Als tegenstander fungeert een opsporingsboot die, de 
zoekprocedure zoekt, die de kans op opsporing maximaliseert. Charness en 
Schroeder modelleren deze situatie als een eindig stoppend twee-persoons 
nulsomspel, waarvan ze de oplossing benaderen met behulp van een eindige 
rij lineaire programmerings problemen. Vervolgens modelleren ze het pro-
bleem als een eindigstapsspel. 
Een toepassing in de economie is te vinden in het artikel van KIRMAN 
en SOBEL [30], waarin ze een dynamisch model van een oligopolie ontwikke-
len. Iedere periode nemen n firma's gelijktijdig een beslissing ontrent 
de prijs voor hun product en de te produceren hoeveelheid. De toestand 
waarin het systeem verkeert, wordt bepaald door de voorraden van de firma's. 
De vraag in een bepaalde periode bij een bepaalde firma is een stochasti-
sche variabele, die afhangt van de gezamenlijk aangekondigde prijzen. De 
winst per periode voor een bepaalde firma is gelijk aan een opbrengst-
functie (akhankelijk van zijn geproduceerde hoeveelheid, zijn prijs en zijn 
vraag) verminderd met zijn lineaire produktiekosten. De opbrengsten warden 
verdisconteerd (iedere firma heeft eigen verdisconteringsfactor). Door de 
opbrengst gedeeltelijk over een periode te verschuiven verkrijgen Kirman 
en Sobel een uitdrukking voor de verwachte opbrengst per periode, die niet 
meer afhangt van de toestand, dc,ch uitsluitend van de gekozen akties. 
112 
Tevens is de kansverdeling voor de overgang naar een nieuwe toestand onaf-
hankelijk van de oude toestand. Op deze wijze is het 9ligopolie model ge-
schreven als een verdisconteerd n-persoons stochastisch spel. De auteurs 
leggen vervolgens condities op aan het eenstapsspel, waardoor dat een even-
wichtspunt van zuivere stationaire strategieen bezit. In dit geval geldt 
dat het herhaald spelen van de akties die door dit evenwichtspunt worden 
voorgeschreven een evenwichtspunt van zuivere stationaire strategieen vormt 
in het stochastische spel, mits de beginvoorraad maar niet groter is als 
het niveau waartoe men volgens deze strategie de voorraad moet aanvullen. 
Andere toepassingen kunnen worden gevonden in SHUBIK en WHITT [58] en 
in ZACHRISSON [77]. 
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