Abstract. This paper analyses the behavior in scale space of linear junction models (L, Y and X models), nonlinear junction models, and linear junction multi-models. The variation of the grey level is considered to be constant, linear or nonlinear in the case of linear models and constant for the other models. We are mainly interested in the extrema points provided by the Laplacian of the Gaussian function. Moreover, we show that for infinite models the Laplacian of the Gaussian at the corner point is not always equal to zero.
Introduction
Early vision begins with the computation of a compact description of the raw image intensity. The ultimate purpose of the initial description is to capture all the significant properties of objects in the image. Physical edges provide important visual information since they correspond to the discontinuities of the physical, photometrical, and geometrical properties of the objects. They are represented in the image by changes (1D or 2D) in the intensity function. Junctions are extremely useful 2D features. They are of great use for solving correspondence problems in computer vision. Various methods have been proposed for detecting corners [22, 25, 26] . In some cases, the image is segmented into digital curves and a corner corresponds to a maximum of the curvature [2, 8, 13, 15] . Other approaches operate directly on grey level images and take into account differential properties of * Corresponding author. E-mail address: tabbone@loria.fr the image intensities to measure the curvature of an edge [4, 9, 12, 14, 21, 27, 29] . In some cases, the local intensity function of the corner is characterized [1, 6, 10, 11, 16] . Several approaches are based on the strength of the modulus of the gradient vector to select corner candidates or to compute the curvature. However, at the junction point the value of the modulus is weak [5] . The zero-crossings of the Laplacian of the Gaussian (also denoted LoG in this paper) have been used to locate junction points [7] too. It has been shown that the LoG at the linear corner model with a constant illumination and infinite extent equals zero [3, 5] .
Several studies have been dedicated on the precision in estimating the location of edges or corners caused by local operators or noisy data [17, 18] . Furthermore geometrical properties of the detection of corners or trihedral vertices with zero-crossings of the Laplacian of the Gaussian have been analyzed in [3, 5] . V. Berzins [3] has also studied the influence of nonlinear intensity variation on an infinite straight edge. He has shown that the LoG creates spurious contours. However the properties with nonlinear junction models has not been studied.
In this paper we are particularly interested in the Laplacian of Gaussian extrema. We focus our attention to these points because they are detected for different scales and can be used for detecting junction points. The extrema of the LoG have been first used in [24] to detect junction points or to decrease the time and the memory requirements of 3D differential corner detectors [23] . In both works, the extremum has been numerically identified only for a corner with a constant illumination and infinite extent.
We consider three junction models that are more frequently encountered in real images: general linear junction, nonlinear junction, and linear junction multimodels. The variation of grey level is considered to be constant, linear or nonlinear. We prove that a corner with constant illumination and infinite extent provides an extremum inside the corner sector. This property is checked numerically for all the other junction models. Furthermore, we show that for infinite models the value of the LoG at the corner point is not always equal to zero. More precisely, the response at the corner point depends on the degree of linearity of the model and the illumination.
The plan of the paper is as follows. First, we give some notations (Section 2) and we study the behavior of L-junction models (Section 3); we prove some properties on the junctions and extremal points. The proofs are given in Appendix A-C. Then, some of these properties are checked on more complex models (Sections 4 and 5). Finally, perspectives of our work are given in conclusion.
Notations
Let g denote the one-dimensional Gaussian filter,
with φ being the error function,
G the two-dimensional Gaussian,
G(x, y) = g(x)g(y),
and H the Heaviside function,
To simplify the notation, we state F x , F y , F xx and F yy be the partial derivatives of F that is,
L-Junctions Behavior
In this section, we study the behavior of the Laplacian of Gaussian for four L-junction models also called corners (see Table 1 ) and whose models are mostly encountered in an image. The models are linear and nonlinear and the illumination is considered to be constant and nonconstant. The first model (see Table 1 .a) is the classical corner model which is commonly used with several corner detectors. For this model we prove that the LoG gives rise to an extremum inside the corner sector.
In reality, the illumination is not constant. Mutual illumination and specularities are quite usual and their effects are particularly significant in the vicinity of convex or concave object contours. These models (see Table 1 .d and g) commonly appear in range images or in medical imagery. Moreover in the real world objects are not necessarily polyhedral but curved (see Table 1 .j). Due to the complexity of these models we check numerically the presence of the extremum. However we prove that for some infinite models with nonconstant illumination the LoG is not zero at the corner point. For clarity of presentation these models have been selected with a right angle.
Definition of L-Models
Following the theorem of convolution, on each model I we calculate:
and we define the Laplacian of F by: ∇ 2 F(x, y) = F xx + F yy . Let the four intensity models be:
-Models with straight edges and constant intensity variation
where
. (θ 1 − θ 0 ) and (A 1 − A 0 ) are respectively the aperture and the amplitude of 
the L-junction (see Table 1 .a). We have (details are given in Appendix A):
and:
where u i = y cos(θ i )− x sin(θ i ) and v i = x cos(θ i )+ y sin(θ i ). At the corner point, we have:
-Models with straight edges and linear intensity variation
where K is a measure of the slope linearity of the illumination (see Table 1 .d).
At the corner point, we have:
-Models with straight edges and nonlinear intensity variation
where K is a measure of the nonlinearity of the illumination (see Table 1 .g).
At the corner point: ∇ 2 F(0, 0) = K -Models with curved edges and constant intensity variation
where K is the slope of the tangent line at the origin (see Table 1 .i).
We have:
Since all the models are symmetric according to their bisector line, for each model we have the following proposition: Proposition 1. For all the points on the corner bisector, the gradient orientation is the same as the corner bisector.
The proof of this proposition is given in Appendix B.
For the model with straight edges and constant intensity variation, we have:
y) provides inside the corner sector on the bisector line a point P
which corresponds to the only extremum of ∇ 2 F(x, y) (see Table 1 .a-c). We also have ∇ 2 F P 1 = (
The proof of this proposition is given in Appendix C (cf Corollary 1 and 3). We also prove in Appendix C that there is an other characteristic point on the bisector line which is a hyperbolic point. Here we focus our attention only on the extremum point because this point can be easily detected in the discrete case (a local maximum for a dark corner on a light background or a local minimum for a light corner on a dark background).
From the previous proposition, we can say that:
-The response of the Laplacian of Gaussian at the extremum is a function of the scale and the contrast between the sectors. -The position of this point depends on the scale σ and the corner aperture (θ 1 −θ 0 ), that is, this point moves away from the corner when the scale increases or the corner aperture decreases. Table 2 .a illustrates the position of the extremum according to the scale. For the other models we have checked numerically the presence of an extremum inside the corner sector on the bisector line (see Table 1 ). The position of the extremum as a function of the scale has been numerically verified for these models too (see Table 2 ). It seems that this point is the only extremum of ∇ 2 F. We notice that the LoG is zero at the corner point only for the model with constant intensity. We can see that when K approaches zero in these two models with nonconstant illumination, the intensities models become constant. In this case the corresponding Laplacian responses at the corner points equal to zero. Moreover for the model with nonlinear intensity, we can remark from Table 3 .c the creation of one spurious edge due to the degree of nonlinearity of the model. This kind of spurious contours have been also underlined in [3] for the case of infinite straight edge model with nonlinear illumination.
When the model has curved edges, the value at the corner point relies on the degree of curvature at that point. More precisely, when K → ∞ the model is less curved and it describes a step edge (the tangent line at the origin is infinite). In this case formula (2) can be rewritten (where u =
Multi L-Junctions
In this section we provide two models (an infinite model and a finite one) having several adjacent L-models. These models have been selected because in an image the corner is rarely alone. The creation of an extremum in the vicinity of the corner is also verified for these models.
Definitions
Let u = y cos(θ) − x sin(θ ), v = y sin(θ ) + x cos(θ ) and let the two following models be:
where W and θ are respectively the width and the slope of the model (see Fig. 1 ). 
At the corner points P 1 = (0, 0) and P 2 = (W, W tan(θ )) the Laplacian is:
-Finite model
where W and θ are respectively the width and the slope of the model (see Fig. 4 ).
This model has three corners P 0 = (0, 0), P 1 = (W, 0) and P 2 = (W, tan(θ )W ) and the Laplacian is: 
and
For both models extrema points are provided inside the corner sectors (see Figs. 2 and 5). They move in scale space away from the corner and at a high scale, we can remark that only one extremum remains (see Figs. 3 and 7). We can remark that either the model is symmetric and then the extrema merge or the model is not symmetric and then only one extremum remains at a high scale.
Moreover, the LoG at the corner point is different from zero for each model. However, when the size of the filter is small compared to the model i.e. W → ∞ or σ → 0 then we can easily show that the value at each corner points tends to zero (using the property:
b → 0 when a = 0 or 1 and b, c > 0 and the property: ∀x 0 < φ(x) < 1). Figure 6 shows the numerical position of the zero-crossings at a low scale and at a high one. At a low scale we can re- mark that the zero-crossings go through the corner points.
Other Junction Models
In this section, we consider models that are defined as the intersection of several regions (greater than 2). Corners detectors often fail in detecting this kind of junctions which are also relevant features in computer vision. Our aim is to show that extrema points are also provided for these models inside the junction sectors.
Definitions -Trihedral junction model
For this model let (see Fig. 8 ):
×H (x sin(θ 1 ) − y cos(θ 1 )) 
As the L-junction model with constant intensity (see Section 3):
where u i and v i are defined in Section 3. -X-junction model For this model, let:
For both models we can see that one or several extrema are located inside the junction sectors (see Figs. 9 and 13). The number of extrema depends on the configuration. When the polarity of the Laplacian response along the junction contour is the same we find an extremum inside the corresponding sector if this one is sharp. Figure 10 shows the only two possible configurations encountered for the trihedral junction model. Furthermore, we can easily prove that the responses for the two models at the junction points are zero. We can generalize this property to an n-ary junction model defined as the intersection point of n surface sectors with constant intensities A i and aperture θ i+1 − θ i . Let I n be an n-ary junction: where θ i+1 > θ i . The filtered image is given by:
The response of the Laplacian of Gaussian detector to a general n-ary junction is:
with A 0 = A n+1 , θ i < θ i+1 and n ≥ 1. We have the following property:
That is, the Laplacian of Gaussian is zero for any junction point with an infinite extent model and a constant illumination. As the Laplacian of a general n-ary junction is defined by a summation and due to the polarity of the response along the contour, the following conjecture is proposed: Figure 14 . Laplacian of Gaussian for a model with 8 sectors. In both cases σ = 1 and 
Conclusion
In this paper the Laplacian of the Gaussian of all the junction models provide one or several extrema inside the junction sector. These extrema are detected for different scale values and their positions depends also on the scale. When a given model is rotated or scaled or the variation of illumination is modified, an extremum is always provided inside the corner sector. Furthermore, if the model is symmetric, the gradient orientation for every point on the corner bisector is equal to the angle between the corner bisector and the x-axis. Furthermore we have seen that under some conditions the Laplacian is not zero at the junction point:
-for linear models (n-ary junction models: L, Y, X, . . .) with constant illumination, the Laplacian of Gaussian is zero at the junction point, -for linear models with nonconstant illumination and infinite extent, the Laplacian is not zero at the junction points and its value depends on the illumination variation, -for nonlinear models with constant illumination and infinite extent the Laplacian is not zero at the junction points and its value depends on the model curvature, -for finite models, the Laplacian is not zero at the junction points and it tends to zero when the size of the model is wide compared to the size of the filter.
Therefore, approaches based on the Laplacian of the Gaussian to detect corners are not appropriate (linear models with constant illumination are unusual in gray scale images).
Finally, the importance of defining robust interest point detectors for content-based image retrieval has been pointed out in [20] . Usually, corner detectors are used for this purpose and corner points are computed to obtain an image index [19] based on local properties of an image. We believe, due to the complexity of the physical phenomenon underlying the image formation, corner detectors are not robust to detect the interest points of various and different images. We have seen that the extrema points are provided for different models and illuminations. Futher investigations will be devoted to use these points in a content based image retrieval process.
Similarly, we have:
Therefore:
In this appendix we give a proof of the Proposition 1 which states that for a symmetric model for all the points on the corner bisector, the gradient orientation is the same as the corner bisector.
Let F be a function provided by the convolution of an intensity model and the Gaussian and let u = cos θ i + sin θ j, and v = − sin θ i + cos θ j be the unity vectors of the new basis rotated in the bisector direction (see Fig. 15 ). By definition, the derivatives in the vector direction u and v are:
If the intensity model is symmetric according to its bisector line and therefore F is symmetric too and we have: F v (x, x tan θ ) = 0 and so for each point on the bisector line
This ends the proof. 
Appendix C
We study in the following the extrema points and the hyperbolic points of the LoG of the model with straight edges and constant intensity variation. More precisely, we will prove that the LoG has only one hyperbolic point and one extremum point which lie on the bisector line. This study will be decomposed in three parts:
-in the first part, we will introduce basic notations and propositions, -in the second part, we show that these points are on the bisector line, and we look for all the values which correspond to an extremum point or a hyperbolic point when θ is in ]0,
[, -in the third part, we look for the properties of the extrema or hyperbolic points of ∇ 2 F in all the plane, and we show that these properties imply that such points lie only on the bisector line.
Basic Considerations
As Formula 1 (page 4) is independent by rotation, we can take θ 1 = −θ 0 = θ , we obtain:
In the following, we will note:
We have the following proposition:
This means that we can study the function G(X, Y ) to get the extrema of ∇ 2 F(x, y) when σ are fixed (by multiplying the resulting values by σ ).
In the following, we need to surround J (x) and we use the value γ 0 which will appear very often, in this appendix:
only if x > γ 0 where γ 0 is the only root of f (x) = 0. Moreover, we have
Proof: Using the approximation given for the Erf function in the Encyclopedia of Mathematic [28] with e
, we get:
and with u = −x √ 2,
This ends the first part of the proof. Now we get f (x) = g 1 (x)(1 + (1 − x 2 )). Therefore f is decreasing when |x| ≥ √ 2 and increasing when − √ 2 ≤ x ≤ √ 2. However we have lim −∞ f = 0 and lim ∞ f = 1. Therefore f has only one root γ 0 which is greater than − √ 2 and is positive when x > γ 0 (resp. negative when x < γ 0 ).
It remains to prove that − )(
). But using the previous lower-bound, we find
Similarly, using the previous upper-bound, we get
Behavior of ∇
Proof: By derivation, we have:
As (X, 0) are also the zeroes of h. In order to find the zeroes of h, we compute the derivated of h:
where k(x) = 2 − x 2 + sin 2 θ x 4 . Two cases can appear: 
Moreover, we have
. There remains to prove that −β 0 < X 0 and X 1 < β 1 . But noting that − 1 sin θ < −β < 0 and 1 sin θ < β 1 , we will prove in the following that h(−β 0 ) < 0 and h(β 1 ) > 0, using the variation of h, this will end the proof.
Indeed, we have: 
Theorem 2.
Proof: For reason of the symmetry of the problem, we have G(X, Y ) = G(X, −Y ) and δG(X,Y ) δY
(X, 0) = 0. Now, we want to study the sign of
when X = X 0 or X 1 (see Theorem 1), we get in these two cases: We will prove in the next section that the extremum or hyperbolic points of G(X, Y ) are on the straight line Y = 0. In order to prove that we will need to know the location of the X values which corresponds to these points on the line Y = 0 this is the aim of the next theorem. Proof: Indeed, we have:
with V = X sin θ and we have when θ =
-no zero if |X | < 2 3 , -one positive zero which is less or equal than 1 (resp. negative and smaller or equal to −1) if 2 3 < |X | ≤ 1, -one positive zero which is greater than 1 (resp. negative and smaller than −1) if 1 < |X |.
So we will subdivide the proof in many cases.
-when X ≤ −1 or 0 ≤ X < , θ 1 ) (with θ 1 = arcsin(
In this case h (X ) is increasing in θ . We have h θ= π 2 (X ) > 0 and h θ=0 (X ) = 1 (X ) + X g 1 (X ). Therefore using Proposition 4, we find a zero of h(X ) only if − 2 3 < X < γ 0 (the case X = γ 0 corresponds to θ = 0 so we exclude it).
-when −1 < X ≤ − 
). But we have h θ= π 2 (X ) > 0 and h θ=0 (X ) = 1 (X )+ X g 1 (X ) < 0 (using Proposition 4). Therefore, we have a zero when −1 < X ≤ − 2 3 . Therefore, we find one zero of h (and only one) when X > 1 or when −1 < X < γ 0 .
Corollary 1. ∇
2 F(x, 0) has two extrema values in x 0 and x 1 with −σ < x 0 < γ 0 σ < 0 and
Proof: From Theorems 1 and 2 and using the fact that G(X, Y ) is symmetric in Y , we get:
-G(X, 0) has two extrema values in X 0 and X 1 ,
The first part of the corollary follows from Proposition 3, 3 − 9 − 8 sin 2 θ < √ 2 sin θ and 3 + 9 − 8 sin 2 θ < √ 6 and Theorem 3 (for X 0 < γ 0 σ ).
Using Proposition 3, we obtain:
). Similarly, we get:
The last part of the corollary follows from Theorem 3.
Study of the extrema of
First, we give some basic properties about J (X ) and X 2 + K (X ) 2 which will be used in the following:
Proposition 5. We have:
Proof:
But we can show easily that X 1 (X ) + g(X ) is increasing and that γ 0 1 (
and J (X ) > 0, we obtain the first part of the proposition. Using J (γ 0 ) = − 
, which is clearly positive when X ≥ 0. When γ 0 ≤ X < 0, we have m (X ) = 
which is greater than zero when γ 0 < X < 0. When X ≥ 0, the previous point gives 1− X J(X ) > J (X ). Therefore (X + J (X ))(1 − X J(X )) + X > J (X )(X + J (X )) + X > 0. 
Proof: Let m(X
, therefore:
.
-
Using Proposition 4 we have:
we have 1 − X 2 ≥ 0 and 2 − J 2 (X ) > 0 (using Proposition 5), so m (X ) > 0. -when 1 < X , using Proposition 5, we have (1 + X )J (X ) < 1 and
So m is an increasing function in X and is continue in X . We can denote that m(γ 0 ) = γ 
Therefore, if we combine Eqs. (7) and (8), using the following combination sin θ 2 (Eq. (7))+ cos θ 2 (Eq. (8)) and cos θ 2 (Eq. (7))− sin θ 2 (Eq. (8)), we obtain:
The first equation is equivalent to U = K (V ) and the second equation is equivalent to l(V ) = 0 if and only if there is no solution which verify (cos θ 2 U − sin θ 2 V ) 2 = 1 and sin θ 2 U + cos θ 2 V = 0 (with U = K (V )). We will show this in the following.
Indeed these equations are equivalent to U = cos θ 2 , V = − sin θ 2 (with U = K (V ) and ∈ {−1, 1}). Therefore, we must prove that
has no solution. This is clearly true when = 1. When = −1, this equation is equivalent to prove that:
is a decreasing function and there exists no solution to m(X ) = 0. This ends the proof. Proof: Indeed, if we set the value of X and denote:
We notice that m(θ ) = l(X ) when θ = θ 2 . So in order to find the value θ in ]0, 
. Therefore we will need to study the signs of m (θ ) and M (θ ) and so the signs of
Before beginning these studies, let us introduce some notations:
-for simplicity, we will denote by atan(x, y) the function which gives the arctan value of -ζ 0 is the only value such that Proof: Proposition 6 proves the existence of ζ 0 and ζ 1 and gives us γ 0 < ζ 0 < 0 < ζ 1 .
is clearly positive. When = −1, using Proposition 6 v(α 0 ) < γ 0 and using Proposition 3 m(α 0 ) < 0. -We have 
2 ) and M(α 1 ) = 0 when X = 0 or X = ζ 1 and M(α 1 ) < 0 when 0 < X < ζ 1 .
To prove Theorem 5, we will split the proof into many parts, depending on the values of (either 1 or −1); the cases when X is negative or positive; the case when X = 0 and X = γ 0 .
-When X = 0:
In this case, In this case, we clearly obtain:
Therefore two cases arise: Therefore u increases from K (x) to K (X ) 2 + X 2 when θ ∈ [0, α 1 ] and decreases down to −K (X ) when θ ∈ [α 1 , π]. Since K 2 (X ) + X 2 < 1(using Proposition 6) and −1 < K (X ), u 2 (θ ) = 1 has no solution in this interval.
