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Abstract
We investigate the equivalence constants for the lp-coefficient norms and lq -operator norms
(1 6 p; q 6 1) of complex m  n matrices, and provide estimates which are either best
possible or close to best possible. © 2000 Published by Elsevier Science Inc. All rights
reserved.
1. Introduction
In what follows all scalars are complex. We write lnp for the Banach space of all
n-tuples x D .x1; : : : ; xn/ equipped with the norm
jxjp VD
8>><
>>:
 
nP
jD1
jxj jp
!1=p
.1 6 p < 1/;
max
16j6n
jxj j .p D 1/:
The vector space of all m  n matrices A D .aij / can be given many natural
norms. Some, like the lp-coefficient norms
jAjp VD
8>><
>>:
 
mP
iD1
nP
jD1
jaij jp
!1=p
.1 6 p < 1/;
max
i;j
jaij j .p D 1/;
are easy to compute. Others, like the lp-operator norms
kAkp VD maxfjAxjp V jxjp 6 1g .1 6 p 6 1/;
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are usually difficult to determine exactly. However, the l1-operator norm and the l1-
operator norm can be found precisely using the entries in the columns and rows of
the matrix:
kAk1 D max
16j6n
 
mX
iD1
jaij j
!
I kAk1 D max
16i6m
0
@ nX
jD1
jaij j
1
A :
As all these norms are equivalent, the difficult ones can be estimated in terms of
the easy ones if the equivalence constants are known. The problem of determining
these equivalence constants was raised by Goldberg [6] who showed that for 1 6
p; q 6 1,
kAkp 6 mmax.1=p−1=q;0/nmax.1=q 0−1=p;0/jAjq;
where q 0 denotes the index conjugate to q, that is, the index for which 1=q C 1=q 0 D
1. He also proved that these inequalities are sharp. Goldberg left an open question.
Problem 1.1. Determine the best (least) constant c D c.m; n; p; q/ such that jAjp 6
ckAkq for all m  n matrices A.
He did show that c 6 .mn/1=p, but noted that this inequality can be strict. We
shall see later that the inequality must be strict except in trivial cases. Goldberg
and Newman conjectured in [6] that c D m1=p when m D n and p D q , and their
conjecture was proved by Li [10], and independently by Tas¸ci [12].
Li also made progress on the determination of c.m; n; p; q/ for general values of
m, n, p and q (see [10, Propositions 2.2 and 2.3]), but left many situations undecided.
In this paper we provide an almost complete solution to Goldberg’s problem.
2. Prerequisites
We begin by listing some useful estimates, all known, that form the basis for our
results. For each 1 6 p; q 6 1 it will be convenient to denote the identity operator
lnp ! lnq by In and to write its (operator) norm as
kInkp;q VD maxfjxjq V jxjp 6 1g:
Lemma 2.1. Let 1 6 p; q 6 1. Then kInkp;q D nmax.1=q−1=p;0/:
This result is very well-known. It is a simple consequence of Hölder’s inequality,
and a proof can be found in [6, Lemma 1].
Lemma 2.2. Let 1 6 q 6 1 and let A be an m  n matrix. For each 1 6 j 6 n we
have
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mX
iD1
jaij jq
!1=q
6 kAkq :
Again, this has been widely used, for example in [1,11]. It can be established by
noting that if ej D .0; : : : ; 0; 1; 0; : : : ; 0/ with the 1 in the jth position, then 
mX
iD1
jaij jq
!1=q
D jAej jq 6 kAkq jej jq D kAkq :
The next inequality, which is essentially due to Hardy and Littlewood [7], is
deeper. We include a proof shown to us by Miguel Lacruz (Sevilla) which provides
the optimal constant. A little extra notation, consistent with that introduced before
Lemma 2.1, is helpful. If A is an m  n matrix, we write kAkp;q for the norm of A
as an operator lnp ! lmq .1 6 p; q 6 1/: Accordingly,
kAkp;q VD maxfjAyjq V jyjp 6 1g D max
8><
>:
0
@ mX
iD1

nX
jD1
aij yj

q1
A
1=q
V jyjp 6 1
9>=
>; :
It is useful to record some ways of working with these norms.
Remark 2.1. The basis for much of what we do is the natural Banach space duality
between lnp and lnp0 for every 1 6 p 6 1. (Recall that p0, the conjugate index to p, is
defined by 1=p0 C 1=p D 1.) Specifically, if x 2 Cn, then
jxjp D max
8<
:

nX
jD1
xjyj
 V jyjp0 6 1
9=
; :
It is sometimes advantageous to write this in matrix terms. If we view x; y as
n  1 matrices and denote matrix transposition by a superscript T, then we can write
the equality above as
jxjp D maxfjyTxj V jyjp0 6 1g:
A detailed proof can be found in [4, Theorem IV.8.1]. Since the result in [4] is
substantially more general than what we need, we sketch a proof for the context we
use.
First, for any x; y 2 Cn and any 1 6 p 6 1, Hölder’s inequality gives
nX
jD1
xjyj
 6 jxjpjyjp0;
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and so
jxjp > max
8<
:

nX
jD1
xjyj
 V jyjp0 6 1
9=
; :
There is obvious equality here if x D 0. To prove equality when x =D 0, define
yj VD jxj j
p
xj jxjp−1p
:
(When xj D 0 we agree that yj VD 0.) A computation, using p D p0.p − 1/, gives
jyjp0 D 1 and
jxjp D
nX
jD1
xjyj :
Remark 2.2. Using Remark 2.1, we see that for an m  n matrix A,
kAkp;q D max
n
jxTAyj V jxjq 0 6 1; jyjp 6 1
o
:
Expanding,
kAkp;q D max
8<
:

mX
iD1
nX
jD1
aij xiyj
 V jxjq 0 6 1; jyjp 6 1
9=
; :
Remark 2.3. The last remark gives a sort of linearization of the defining formula
for kAkp;q . This linearization can be undone in a new way. Remark 2.2 referred to
the scalar xTAy. Since xTAy D .xTAy/T, we obtain
kAkp;q D max
n
jyTATxj V jxjq 0 6 1; jyjp 6 1
o
:
It now follows from Remark 2.1 that
kAkp;q D max
8><
>:
0
@ nX
jD1

mX
iD1
aij xi

p01A
1=p0
V jxjq 0 6 1
9>=
>; :
We need one more tool. Write rn for the nth Rademacher function:
rn V T0; 1U ! T−1; 1U; rn.t/ D sign.sin.2nt//:
All that we need to know about the Rademacher functions is that their values are
in the interval T−1; 1U and that they are orthonormal in L2T0; 1U. See [3, p. 10] for
more information.
Lemma 2.3. Let 2 6 p 6 1 and let A be an m  n matrix. Then jAjp 6 kAkp0;1.
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Proof. It follows from Remark 2.3 that
kAkp0;1 D max
8><
>:
0
@ nX
jD1

mX
iD1
aij xi

p
1
A
1=p
V jxj1 6 1
9>=
>; :
Consequently, for each 0 6 t 6 1,
kAkp
p0;1 >
nX
jD1

mX
iD1
aij ri .t/

p
:
Integrating and using first the fact that k  kLpT0;1U > k  kL2T0;1U for p > 2, then the
orthonormality of the Rademacher functions, and finally the fact that j  j2 > j  jp
for p > 2; we obtain
kAkp
p0;1 >
nX
jD1
Z 
mX
iD1
aij ri .t/

p
dt >
nX
jD1
0
@Z

mX
iD1
aij ri .t/

2
dt
1
A
p=2
>
nX
jD1
 
mX
iD1
jaij j2
!p=2
>
nX
jD1
mX
iD1
jaij jp;
which is what we want. 
The final lemma is heavy-duty. It was proved by Bennett [1, Proposition 3.2],
using probabilistic techniques.
Lemma 2.4. There is a constant K such that for each 1 6 q 6 2 and all positive
integers m;n there is an m  n matrix A, all of whose coefficients are 1, for which
1
K
max
n
m1=q;m1=q−1=2n1=q 0
o
6 kAkq 6 K max
n
m1=q;m1=q−1=2n1=q 0
o
:
3. Upper estimates
The purpose of this section is to obtain several upper estimates for c.m; n; p; q/.
Remark 3.1. It follows from Remark 2.3 that the lq -operator norm of a matrix is the
same as the lq 0 -operator norm of its transpose. However, a matrix and its transpose
have the same lp-coefficient norm. Consequently, if for some fixed p,q we can prove
that for all m;n there is a constant d.m; n/ such that for all m  n matrices A we
have
jAjp 6 d.m; n/kAkq;
then we can infer that for all m;n and for all m  n matrices B we have
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jBjp 6 d.n;m/kBkq 0 :
It follows that, in Problem 1.1, c.m; n; p; q/ D c.n;m; p; q 0/. Accordingly, in the
solution of Problem 1.1 it is enough to focus on the case 1 6 q 6 2.
Remark 3.2. In Problem 1.1, the constant c.m; n; p; q/ is nothing other than the
norm of the formal identity operator L.lnq ; lmq / ! lmnp I A 7! A. Here L.lnq ; lmq /
denotes the Banach space of all m  n matrices equipped with the lq -operator norm.
The importance of Remark 3.2 is that it opens the door to a (limited) use of
the methods of complex interpolation. We refer to [2,8] for relevant background.
However, it is convenient to state here the precise result that we will be using.
Theorem 3.1 (Interpolation theorem). Let X be a Banach space and let A V X !
Cn be a linear map. Let 1 6 u0; u1 6 1; and for each 0 6 t 6 1 define ut by
1=ut D .1 − t/=u0 C t=u1:
If A is a bounded linear operator from X to lnu0 with norm M0 and a bounded
linear operator from X to lnu1 with norm M1, then A is a bounded linear operator
from X to lnut with norm at most M1−t0 Mt1.
Theorem 3.1 can be proved by combining the Riesz–Thorin theorem [8, Theorem
4.1.4] with [8, Theorem 4.1.2] in the case where only one norm is used on the domain
space. It is a well-known result.
In the rest of this section we obtain 10 estimates of the form
jAjp 6 d.m; n; p; q/kAkq
for an m  n matrix A. None of these 10 estimates is redundant, and we shall see
in the next section that, for any fixed p; q;m and n, one of the 10 is sharp up to a
multiplicative factor independent of m and n.
The bounds in parts (b) and (b1) of Theorem 3.2 below appear in Proposition 2.3
of Li [10]. However, he does not address the question of the sharpness of his estimate
except in the cases p D q and p D q 0 which are covered by his Proposition 2.2.
Theorem 3.2. Let A be an arbitrary m  n matrix.
(a) If 1 6 q 6 p 6 1, then jAjp 6 n1=pkAkq .
(a1) If 1 6 q 0 6 p 6 1, then jAjp 6 m1=pkAkq .
(b) If 1 6 p 6 q 6 1, then jAjp 6 m1=p−1=qn1=pkAkq .
(b1) If 1 6 p 6 q 0 6 1, then jAjp 6 m1=pn1=p−1=q 0kAkq .
(c) If 1 6 p; q 6 2, then jAjp 6 m1=pC1=q 0−1=2n1=p−1=q 0kAkq .
(c1) If 1 6 p; q 0 6 2, then jAjp 6 m1=p−1=qn1=pC1=q−1=2kAkq .
(d) If 1 6 q 6 p 6 2, then jAjp 6 n1=p.m=n/2.1=q−1=p/=.q 0−2/kAkq .
(d1) If 1 6 q 0 6 p 6 2, then jAjp 6 m1=p.n=m/2.1=q 0−1=p/=.q−2/kAkq .
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(e) If 2 6 p 6 q 6 1, then jAjp 6 m1=p−1=qn1=qkAkq .
(e1) If 2 6 p 6 q 0 6 1, then jAjp 6 m1=q 0n1=p−1=q 0kAkq .
Proof. The statements come in pairs. Thanks to Remark 3.1 it is enough to prove
just one of each pair.
(a) We aim to interpolate between the cases p D q and p D 1. First use Lemma
2.2 to obtain
jAjq D
0
@ nX
jD1
mX
iD1
jaij jq
1
A
1=q
6
0
@ nX
jD1
kAkqq
1
A
1=q
D n1=qkAkq :
Since it is clear that jAj1 6 kAkq , we can apply Theorem 3.1 to conclude that
jAjp 6 n1=pkAkq whenever q 6 p 6 1.
(b) This is the result of Li [10]. It can be derived quickly from the case p D q of
part (a). Just observe that, since p 6 q , Lemma 2.1 gives
jAjp 6 .mn/1=p−1=qjAjq;
and so it follows from part (a) that
jAjp 6 .mn/1=p−1=qn1=qkAkq D m1=p−1=qn1=pkAkq :
(c) For this case, we use the composition ln2
In! lnq
A! lmq
Im! lm1 to view A as an
operator ln2 ! lm1 . Apply Lemma 2.3 to obtain
jAj2 6 kAk2;1 D kImAInk2;1 6 kImkq;1kAkqkInk2;q :
Lemma 2.1 now gives
jAj2 6 m1−1=qkAkqn1=q−1=2 D m1=q 0n1=2−1=q 0kAkq :
As p 6 2, Hölder’s inequality (or Lemma 2.1) now gives
jAjp 6 .mn/1=p−1=2jAj2 6 m1=pC1=q 0−1=2n1=p−1=q 0kAkq :
(d) Here we interpolate between the cases p D 2 and p D q . Since 1 6 q 6 2, part
(c) gives
jAj2 6 m1=q 0n1=2−1=q 0kAkq D n1=2.m=n/1=q 0kAkq :
Also, we know from part (a) that
jAjq 6 n1=qkAkq :
Now take p 2 Tq; 2U. If t D .1=q − 1=p/=.1=q − 1=2/, then 0 6 t 6 1; 1=p D
t=2 C .1 − t/=q and t=q 0 D 2.1=q − 1=p/=.q 0 − 2/. Consequently, the Inter-
polation Theorem 3.1gives
jAjp 6 nt=2.m=n/t=q 0n.1−t /=qkAkq 6 n1=p.m=n/2.1=q−1=p/=.q 0−2/kAkq :
(e1) We use the composition lnp0
In! lnq
A! lmq
Im! lm1 to represent the matrix A as an
operator ln
p0 ! lm1 . Since p > 2, Lemma 2.3 gives
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jAjp 6 kAkp0;1 D kImAInkp0;1 6 kImkq;1kAkqkInkp0;q :
As p0 > q , Lemma 2.1 tells us that
jAjp 6 m1−1=qkAkqn1=q−1=p0 D m1=q 0n1=p−1=q 0kAkq :
This is the estimate we sought. 
4. Sharpness
To investigate the sharpness of the estimates in the previous section, it is conveni-
ent to separate out the cases m 6 n and n 6 m.
Theorem 4.1. Let m 6 n and define 1 6 q0 6 2 by
1
q0
D 1 − log m
2 log n
:
(Thus n1=q 00 D m1=2.) There is a constant K > 0, independent of p; q;m, and n,
such that in each of the cases below there is an m  n matrix A satisfying the stated
inequality.
(a) For 1 6 q 0 6 p 6 1; jAjp D m1=pkAkq .
(b) For 1 6 p 6 q 0 6 2; jAjp > Km1=pn1=p−1=q 0kAkq .
(c) For 2 6 p 6 q 0 6 1; jAjp > Km1=q 0n1=p−1=q 0kAkq , with K D 1 when n is an
integer multiple of m.
(d) For 1 6 q 6 p 6 2 and q 6 q0,
jAjp > Kn1=p.m=n/2.1=q−1=p/=.q 0−2/kAkq :
(e) For 1 6 p 6 q 6 q0; jAjp > Km1=p−1=qn1=pkAkq .
(f) For 1 6 p 6 2 and q0 6 q 6 2,
jAjp > Km1=pC1=q 0−1=2n1=p−1=q 0kAkq :
Proof. (a) Consider the matrix
A D
2
6664
1
1
.
.
.
1

0       0
0       0
3
7775 :
It is simple to check that kAkq D 1, and then that jAjp D m1=p D m1=pkAkq .
(b) Since 2 6 q 6 1, we find that m1=q 6 m1=2 6 n1=2. Lemma 2.4 now provides
us with a constant K1 (independent of p; q;m and n) and an n  m matrix B, all of
whose entries are 1, with kBkq 0 6 K1n1=q 0 . Now, A VD BT is an m  n matrix,
all of whose entries are 1, which satisfies kAkq D kBkq 0 6 K1n1=q 0 . Evidently
jAjp D .mn/1=p, so we find that jAjp > K−11 m1=pn1=p−1=q
0
.
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(c) Suppose that n D km C r with 0 6 r < m and consider the matrix
A D
2
66664
1    1
0    0
0    0
0    0

0    0
1    1
0    0
0    0

  

0    0
0    0
0    0
1    1
3
77775 ;
consisting of m blocks. The first r have size m  .k C 1/ and the last m − r have size
m  k. Clearly jAjp D n1=p. For each x 2 lnq , Hölder’s inequality gives
jAxjqq D
r−1X
iD0

.kC1/.iC1/X
jD1C.kC1/i
xj

q
C
m−r−1X
iD0

k.iC1/X
jD1Cki
xjC.kC1/r

q
6.k C 1/q=q 0
.kC1/rX
jD1
jxj jq C kq=q 0
nX
jD1C.kC1/r
jxj jq
and so
jAxjq 6 .k C 1/1=q 0 jxjq 6 .2n=m/1=q 0 jxjq:
We conclude that kAkq 6 .2n=m/1=q 0 , and so
jAjp > 2−1=q 0m1=q 0n1=p−1=q 0kAkq :
If n is a multiple of m, then r D 0 and the factor 2−1=q 0 is unnecessary.
(d) We work with a block-diagonal matrix where the blocks have 1 entries:
A D
2
666664
B
B
.
.
.
B
0
3
777775 :
Notice that kAkq D kBkq . To specify B, we begin by selecting an integer 1 6 k 6 m
in the interval
I D
h
.n=m/2=.q
0−2/; 2.n=m/2=.q 0−2/
i
:
It is not immediately obvious that such an integer exists. To see why it does, note
first that since n=m > 1 and q 0 > 2, the interval I contains at least one positive in-
teger. Next, the hypothesis 1 6 q 6 q0 implies that m > n2=q
0
, that is, .n=m/2=.q 0−2/
6 m. Consequently, there must indeed be some integer 1 6 k 6 m in I.
Now take B to have dimensions k  Tn=Tm=kUU and use Tm=kU copies of B. (We
use the notation [x] for the integer part of x.) We have still to specify the entries of
B, and we do this by calling on Lemma 2.4. This permits us to choose B with 1
entries and
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kBkq 6 K2 max
n
k1=q; k1=q−1=2Tn=Tm=kUU1=q 0
o
for some constant K2 independent of p; q;m and n. But Tm=kU > m=2k and so
n=Tm=kU 6 2kn=m. Consequently,
Tn=Tm=kUU1=q 0 6 T2kn=mU1=q 0 6 .2kn=m/1=q 0:
Using the fact that .n=m/2=.q 0−2/ 6 k, we obtain
Tn=Tm=kUU1=q 0 6 2k1=2
and so
kAkq D kBkq 6 2K2k1=q :
On the other hand, since xTn=xU > n=2 when 1 6 x 6 n,
jAjp D .Tm=kUkTn=Tm=kUU/1=p > .kn=2/1=p:
Putting everything together we arrive at
jAjp=kAkq > K3n1=p=k1=q−1=p;
where K3 does not depend on p; q;m and n. Since 1=q − 1=p > 0, we can use the
condition k 6 2.n=m/2=.q 0−2/ to obtain what we want:
jAjp > K4n1=p.m=n/2.1=q−1=p/=.q 0−2/kAkq;
with K4 independent of p; q;m and n.
(e) Since q 6 q0, we have n1=q 0 6 n1=q 00 D m1=2. We can therefore invoke Lemma
2.4 to obtain an m  n matrix A, all of whose coefficients are 1, for which
kAkq 6 K5m1=q;
where K5 is a constant independent of p; q;m and n. Since jAjp D .mn/1=p, we find
that
jAjp > K−15 m1=p−1=qn1=pkAkq :
(f) This time we have q0 6 q , and so n1=q 0 > n1=q 00 D m1=2. Lemma 2.4 guaran-
tees the existence of an m  n matrix A with 1 entries and
kAkq 6 K6m1=q−1=2n1=q 0 D K6m1=2−1=q 0n1=q 0;
where K6 is some constant independent of p; q;m and n. This matrix clearly satisfies
jAjp D .mn/1=p, and so
jAjp > K−16 m1=pC1=q
0−1=2n1=p−1=q 0kAkq : 
Theorem 4.1 shows that when m 6 n we are always able to find an estimate
from Theorem 3.2 which is best possible, apart possibly from a numerical factor
independent of p; q;m and n. Six regions where different estimates are optimal are
shown in Fig. 1.
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Fig. 1. m 6 n: essentially optimal constants.
Identification of the optimal estimates in the case m > n can be achieved by using
Remark 3.1 in conjunction with Theorem 4.1. We give the result without proof, and
illustrate in Fig. 2 the six regions where various estimates from Theorem 3.2 are
essentially best possible.
Theorem 4.2. Let m > n and define 2 6 q1 6 1 by
1
q1
D log n
2 log m
:
(Thus m1=q1 D n1=2.) There is a constant K > 0, independent of p; q;m, and n,
such that in each of the cases below there is an m  n matrix A satisfying the stated
inequality.
(a) For 1 6 q 6 p 6 1; jAjp D n1=pkAkq .
(b) For 1 6 p 6 q 6 2; jAjp > Km1=p−1=qn1=pkAkq .
(c) For 2 6 p 6 q 6 1; jAjp > Km1=p−1=qn1=qkAkq , with K D 1 when n is an
integer multiple of m.
(d) For 1 6 q 0 6 p 6 2 and q > q1,
jAjp > Km1=p.n=m/2.1=q 0−1=p/.q−2/kAkq :
(e) For 1 6 p 6 q 0 6 q 01; jAjp > Km1=pn1=p−1=q
0kAkq .
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Fig. 2. m > n: essentially optimal constants.
(f) For 1 6 p 6 2 and 2 6 q 6 q1,
jAjp > Km1=p−1=qn1=pC1=q−1=2kAkq :
Remark 4.1. The methods of this paper are applicable to the identification of equi-
valence constants for more complex matrix norms. They lead to a solution of a
problem posed by Klaus and Li [9] which will be published separately [5].
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