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ORBIT PARAMETRIZATIONS OF THETA CHARACTERISTICS ON
HYPERSURFACES OVER ARBITRARY FIELDS
YASUHIRO ISHITSUKA
Abstract. It is well-known that theta characteristics on smooth plane curves over a field of
characteristic different from two are in bijection with certain smooth complete intersections
of three quadrics. We generalize this bijection to possibly singular hypersurfaces of any
dimension over arbitrary fields including those of characteristic two. It is accomplished in
terms of linear orbits of tuples of symmetric matrices instead of smooth complete intersections
of quadrics. As an application of our methods, we give a description of the projective
automorphism groups of complete intersections of quadrics generalizing Beauville’s results.
1. Introduction
Theta characteristics, the square roots of the canonical bundles on algebraic curves, are
interesting objects in algebraic geometry and number theory. They appear in several different
kinds of classical problems such as bitangents of plane quartics, determinantal representa-
tions and Appolonius’ problem (cf. [9], [4, Chapter 4]). It is well-known that, over a field of
characteristic different from two, there is a natural bijection between certain smooth complete
intersections of three quadrics and smooth plane curves with non-effective theta character-
istics ([1, Chapitre 6], [12, Chapter 4]). (In fact, Beauville also treated the case of nodal
plane curves in [1].) The purpose of this paper is to generalize this bijection. We study more
general hypersurfaces of any dimension, which may have singularities, over a field of arbitrary
characteristic.
The main results of this paper are formulated in terms of linear orbits of (m + 1)-tuples
of symmetric matrices of size n + 1 instead of complete intersections of m + 1 quadrics in
the projective space Pn. Of course, this formulation is equivalent to the previous one when
n > m and the characteristic of the base field is different from two. However, there is an
essential difference when n ≤ m or the characteristic of the base field is two. For example, if
n ≤ m, the intersection of m+ 1 quadrics in Pn can be empty. Hence we cannot recover the
m+ 1 quadrics from their intersection.
We fix a field k of arbitrary characteristic. We fix integers m ≥ 2 and n ≥ 1. Let
W := km+1 ⊗ Sym2k
n+1
:=
{
M = (M0,M1, . . . ,Mm)
∣∣ Mi ∈ Matn+1(k), tMi = Mi (i = 0, 1, . . . , m)}
be the k-vector space of (m+1)-tuples of symmetric matrices of size n+ 1 with entries in k.
For an element
M = (M0,M1, . . . ,Mm) ∈ W,
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we define its discriminant polynomial by
disc(M) := det(X0M0 +X1M1 + · · ·+XmMm) ∈ k[X0, X1, . . . , Xm].
If disc(M) 6= 0, the discriminant polynomial disc(M) is a homogeneous polynomial of degree
n+ 1 in m+ 1 variables X0, X1, . . . , Xm.
The k-vector space W has a natural right action of the product of general linear groups
GLm+1(k) × GLn+1(k). Concretely, for A = (ai,j) ∈ GLm+1(k), P ∈ GLn+1(k) and M =
(M0,M1, . . . ,Mm) ∈ W, we set
M · (A, P ) :=
(
m∑
i=0
ai,0
tPMiP,
m∑
i=0
ai,1
tPMiP, . . . ,
m∑
i=0
ai,m
tPMiP
)
.
When (A, P ) ∈ (k×Im+1) × GLn+1(k), where Im+1 is the identity matrix of size m + 1, this
action preserves the discriminant polynomial of an element of W up to the multiplication by
an element of k×. Concretely, we have
disc(M · (A, P )) = det(A) det(P )2 disc(M).
We shall define two subsets
Wgr ⊂Wnv ⊂W = k
m+1 ⊗ Sym2k
n+1
as follows. Let Wnv be the subset of (m+1)-tuples of symmetric matrices whose discriminant
polynomials are non-zero, and Wgr the subset of Wnv consisting of elements which have no
multiple factors over an algebraic closure of k. (Here, the subscript “nv” stands for “non-
vanishing”, and the subscript “gr” stands for “geometrically reduced”.) For an element
M ∈ Wnv, the equation (disc(M) = 0) defines a hypersurface
S ⊂ Pm
of degree n + 1 over k. The hypersurface S ⊂ Pm is geometrically reduced if and only if
M ∈ Wgr. The subsets Wgr and Wnv are stable under the action of GLm+1(k)×GLn+1(k).
Moreover, for an element M ∈ Wgr, we can construct an injective morphism of OPm-
modules
M :
n⊕
i=0
OPm(−2) −→
n⊕
i=0
OPm(−1)
and a coherent OS-module M by the following short exact sequence of OPm-modules:
0 //
n⊕
i=0
OPm(−2)
M //
n⊕
i=0
OPm(−1)
p //M // 0.
The coherent OS-module M as above is called a non-effective theta characteristic on S. (It
is arithmetically Cohen–Macaulay and pure of dimension m − 1. The length of it at each
generic point of S is equal to one. It also satisfies H0(S,M) = 0, and has a certain duality
quasi-isomorphism λ. See Definition 6.4 for details.)
Let TCm+1,n+1(k) be the set of equivalence classes of pairs (S,M) which consist of a
geometrically reduced hypersurface S ⊂ Pm of degree n+ 1 over k and a non-effective theta
characteristic M on S. Here, two pairs (S,M), (S ′,M′) are said to be equivalent if S = S ′
and M,M′ are isomorphic as OS-modules (see Subsection 6.3 for details). When a pair
(S,M) comes from an element M ∈ Wgr, the equivalence class [(S,M)] of a pair (S,M) is
determined by the (k×Im+1)×GLn+1(k)-orbit of M. We put
Φm+1,n+1(M) := [(S,M)].
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Hence we have obtained a map
Φm+1,n+1 : Wgr/((k
×Im+1)×GLn+1(k))→ TCm+1,n+1(k).
In this paper, we prove the surjectivity of the map Φm+1,n+1 and study the structure of
the fibers of Φm+1,n+1.
Theorem 1.1. Let k be a field of arbitrary characteristic. Let m,n be integers satisfying
m ≥ 2 and n ≥ 1.
(1) The map Φm+1,n+1 is surjective.
(2) For an element [(S,M)] ∈ TCm+1,n+1(k), there exists a finite dimensional commuta-
tive e´tale k-algebra L such that the fiber Φ−1m+1,n+1 ([(S,M)]) has a simply transitive
action of the group L×/k×L×2.
In the second statement of Theorem 1.1, the group L×/k×L×2 is the quotient of the mul-
tiplicative group L× by the subgroup
k×L×2 :=
{
ab2
∣∣ a ∈ k×, b ∈ L×} .
We also obtain some results on tuples of symmetric matrices defining hypersurfaces which
are not necessarily geometrically reduced (see Corollary 4.3, Corollary 4.4 and Proposition
5.3).
From Theorem 1.1, we can recover some results of Beauville and Ho (cf. [1], [12]):
Corollary 1.2 (See Corollary 6.11). The fiber Φ−1m+1,n+1([(S,M)]) is a singleton if at least
one of the following conditions is satisfied:
• the base field k is separably closed of characteristic different from two, or
• the base field k is perfect of characteristic two, or
• the hypersurface S ⊂ Pm is geometrically integral.
In fact, it is easy to see that the group L×/k×L×2 is trivial if at least one of the above
conditions is satisfied.
Beauville proved Corollary 1.2 when k is algebraically closed of characteristic different
from two, m = 2, n ≥ 3, S ⊂ P2 is a nodal plane curve and one of the elements M ∈
Φ−1m+1,n+1([(S,M)]) in the fiber defines a smooth complete intersection of three quadrics in
Pn ([1, Proposition 6.19]). Also, Corollary 1.2 is proved by Ho when m = 2, n ≥ 2, k is a field
where 3n(n− 1) is invertible and S ⊂ P2 is a smooth plane curve ([12, Theorem 4.12]). Note
that, if the set of conditions imposed by Beauville or Ho is satisfied, the fiber of Φm+1,n+1
is a singleton. However, the map Φm+1,n+1 is not injective in general. Actually, a fiber can
have infinitely many elements. (See Example 6.15.)
Another result of this paper concerns the projective automorphism groups of complete
intersections of quadrics. For this application, we assume that the characteristic of k is
different from two and n > m ≥ 2. Let (S,M) be a pair of a geometrically reduced hy-
persurface S ⊂ Pm and a non-effective theta characteristic M on S. We take an element
M ∈ Φ−1m+1,n+1([(S,M)]). Define the closed subvariety XQ of P
n by
XQ :=
{
x ∈ Pn
∣∣ txMix = 0 (i = 0, 1, . . . , m)} .
Here, we identify points on Pn and (n + 1)-dimensional column vectors. The projective
isomorphism class of XQ depends only on the GLm+1(k)×GLn+1(k)-orbit of M. The choice
of M defines a duality quasi-isomorphism λ of M and an e´tale k-algebra L in Theorem 1.1.
Let G be the kernel of the homomorphism
L×/k× −→ L×/k× ; x 7→ x2.
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Define AutPm(S,M, λ) to be the subgroup of the projective automorphism group AutPm(S)
of S consisting of elements ν ∈ AutPm(S) fixing the equivalence class of (M, λ) (see Section
7 for details). Then we have the following short exact sequence.
Theorem 1.3 (See Theorem 7.2). Assume that the characteristic of k is different from two
and n > m ≥ 2. Let M ∈ Φ−1m+1,n+1([(S,M)]) be an element defining a complete intersection
XQ of m+ 1 quadrics in Pn. Then there exists a short exact sequence of the following form:
0 // G // AutPn(XQ) // AutPm(S,M, λ) // 0.
Beauville proved Theorem 1.3 when m = 2, n ≥ 3, k is algebraically closed and XQ is a
smooth complete intersection of three quadrics ([1, Proposition 6.19]).
Let us give a sketch of the proof of Theorem 1.1. First, we prove a rigidified version of
a result of Beauville ([2, Proposition 1.11]). Precisely, after fixing a quasi-isomorphism of
complexes of coherent OPm-modules
c : ωPm
∼
−→ OPm(−m− 1)[m],
where ωPm is the dualizing complex on Pm, we construct a bijection between the set of
(m+1)-tuples of symmetric matrices (not equivalence classes of them!) and the set of equiv-
alence classes of certain coherent OPm-modules with rigidification data (see Theorem 3.4).
It naturally induces a bijection between Wgr and a set which has a natural surjection onto
TCm+1,n+1(k). Then we prove Theorem 1.1 by studying the fiber of the surjection.
The present paper is organized as follows. We recall basic results on minimal resolutions of
coherent OPm-modules in Section 2. In Section 3, we give a rigidified bijection as explained
above in a general situation by using Grothendieck duality and minimal resolutions of co-
herent OPm-modules. In Section 4, we study the actions of GLm+1(k) × GLn+1(k) on Wgr
and TCm+1,n+1(k). In Section 5, we study symmetric quasi-isomorphisms via the methods of
Section 4. In Section 6, we restrict our results to the case of geometrically reduced hypersur-
faces using the notion of theta characteristics on hypersurfaces following Mumford, Harris
and Piontkowski ([19], [9], [20]). Then we prove Theorem 1.1. Section 7 is devoted to an
application of our methods to the projective automorphism groups of complete intersections
of quadrics in terms of the endomorphism ring of theta characteristics.
Acknowledgements. The author would like to thank Tetsushi Ito for copious comments
and continual encouragement. This work is supported by JSPS KAKENHI Grant Number
13J01450.
Notation. We work over a field k of arbitrary characteristic except in Section 7. In Section
7, we assume the characteristic of k is different from two. The k-vector space of symmetric
matrices of size n+1 with entries in k is denoted by Sym2k
n+1. Hence an element of km+1⊗
Sym2k
n+1 is identified with an (m+1)-tuple of symmetric matrices of size n+1 with entries
in k. For a scheme X over k of finite type, we write the set of singular points, smooth points
and generic points on X as Sing(X), Sm(X) and Gen(X), respectively. For a point p ∈ X,
the local ring at p is denoted by OX,p. We use the symbol ωX to denote the dualizing complex
on X rather than the dualizing sheaf (cf. [10]). For an object F ∈ D(Coh(OX)) in the derived
category of complexes of coherent OX-modules, let F [n] denote the degree n shift defined
by (F [n])i := Fn+i. For a morphism h between complexes of OX -modules, we denote the
induced morphism between cohomologies by the same symbol h.
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2. Preliminaries on minimal resolutions of sheaves on Pm
We recall some notions and basic results on minimal resolutions of coherent OPm-modules.
We also recall the notion and properties of arithmetically Cohen–Macaulay OPm-modules (cf.
[2, Subsection 1.5], [6]).
We fix a field k of arbitrary characteristic and integers m ≥ 2 and n ≥ 1. Let
R := k[X0, X1, . . . , Xm]
be the polynomial algebra over k in m+ 1 variables X0, X1, . . . , Xm. The ring R is a graded
k-algebra, and
mR := (X0, X1, . . . , Xm)R
is a graded maximal ideal of R.
A free resolution of a finitely generated graded R-module N is an exact sequence of the
form
· · ·
δ2 // F1
δ1 // F0
δ0 // F−1 := N // 0,
where Fi is a graded free R-module and δi is an R-homomorphism preserving degree for each
i ≥ 0. It is minimal if the image of δi is contained in the R-submodule mRFi−1 of Fi−1 for
each i ≥ 1. For an integer e ∈ Z, we denote by R(e) the graded free R-module of rank one
generated by an element of degree −e. The minimal free resolution of N is said to be pure
if each graded piece Fi (i ≥ 0) is generated by elements of the same degree; in other words,
there exist integers ei and ni such that Fi ∼= R(ei)ni for each i ≥ 0.
A graded locally free resolution of a coherent OPm-module N is an exact sequence of the
form
(2.1) · · ·
δ2 // F1
δ1 // F0
δ0 // F−1 := N // 0,
where Fi is a direct sum of line bundles on Pm for each i ≥ 0. It is minimal if the image of the
sequence (2.1) by the functor Γ∗ is a minimal free resolution of a graded Γ∗(OPm) ∼= R-module,
where
Γ∗(F) :=
⊕
j∈Z
H0(Pm,F(j))
for an OPm-module F . The minimal graded locally free resolution of F is pure if the image
of the sequence (2.1) by the functor Γ∗ is a pure minimal free resolution of Γ∗(F). Note that
Γ∗(OPm(e)) is isomorphic to R(e) as a graded Γ∗(OPm) ∼= R-module.
Lemma 2.1. A minimal free resolution of a finitely generated graded R-module N exists
and it is unique up to isomorphism in the category of graded R-modules. Similarly, if the set
of the associated points of coherent OPm-module N does not contain any closed point in Pm,
a minimal graded locally free resolution of N exists and unique in the category of coherent
OPm-modules.
Proof. For a graded R-module N, see [5, Exercise 20.1]. If a coherent OPm-module N has no
associated points of dimension zero, the graded R-module Γ∗(N ) is finitely generated. Thus
the assertion follows from the case of graded modules. 
Lemma 2.2. If a minimal free resolution of a finitely generated graded R-module N is pure,
any endomorphism of N is uniquely lifted to an endomorphism of each graded piece of the
minimal resolution. If the set of the associated points of coherent OPm-module N does not
contain any closed point in Pm, the same conclusion holds for endomorphisms of N .
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Proof. We only prove the case of graded R-modules because the case of coherent OPm-
modules can be proved in a similar way. By the purity of minimal resolution, the graded
R-module N/mRN concentrates in a single degree d. Then we have isomorphisms of k-vector
spaces
Nd ∼= (N/mRN)d ∼= (F0/mRF0)d ∼= (F0)d.
The endomorphism of N preserving degree induces an endomorphism of Nd. Hence it induces
an endomorphism of (F0)d. Since F0 is pure, F0 is generated by (F0)d as an R-module and
any endomorphism of (F0)d is uniquely lifted to F0. By repeating this arguments, we have a
unique lift to an endomorphism of each graded piece. 
Definition 2.3 ([2, Subsection 1.1]). A coherent OPm-module F is arithmetically Cohen–
Macaulay if it satisfies the following two conditions:
• F is a Cohen–Macaulay OPm-module, that is, Fx is a Cohen–Macaulay OPm,x-module
for each point x ∈ Pm, and
• H i(Pm,F(j)) = 0 for any j ∈ Z and 1 ≤ i ≤ dimSupp(F)− 1.
Definition 2.4 ([13, Definition 1.1.2]). A non-zero coherent OPm-module F is pure of di-
mension d if, for any non-zero OPm-submodule G ⊂ F , the dimension of the support Supp(G)
is equal to d.
We quote the following characterization of pure sheaves of dimension d. Note that there is
a degree m shift in the statement because ωPm denotes the dualizing complex on Pm in this
paper whereas it denotes the dualizing sheaf on Pm in [13].
Proposition 2.5 ([13, Proposition 1.1.10]). Let F be a non-zero coherent OPm-module with
support Supp(F) of dimension d. Then the following two conditions are equivalent:
• F is pure of dimension d.
• codim(Supp(Extq−mPm (F , ωPm))) ≥ q + 1 for any q > m− d.
We introduce the following proposition which is essentially equivalent to [2, Proposition
1.11].
Proposition 2.6 ([2, Proposition 1.11]). For a coherent OPm-module F , the following two
conditions on F are equivalent:
• The coherent OPm-module F has a minimal graded locally free resolution of the
following form for some r ≥ 0:
0 //
r⊕
i=0
OPm(−2)
M //
r⊕
i=0
OPm(−1) // F // 0.(2.2)
• The coherent OPm-module F is arithmetically Cohen–Macaulay and pure of dimension
m− 1. It also satisfies
H0(Pm,F) = Hm−1(Pm,F(2−m)) = 0.
The map M as in (2.2) can be described as a square matrix of size r + 1 with entries in
H0(Pm,OPm(1)) . If F satisfies these equivalent conditions, the support Supp(F) ⊂ Pm of F
is a hypersurface defined by the equation (det(M) = 0).
Sketch of proof. We give a brief sketch of the proof of Proposition 2.6 because we need
a rigidified version of this proposition in Section 3. If F satisfies the first condition, F is
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arithmetically Cohen–Macaulay and pure of dimension m− 1 by [2, Proposition 1.2]. By the
long exact sequence of cohomology, we have
H0(Pm,F) = Hm−1(Pm,F(2−m)) = 0.
Moreover, by the long exact sequence of cohomology, we have an exact sequence
r⊕
i=0
Extq−m−1Pm (OPm(−2), ωPm)
// Extq−mPm (F , ωPm)
//
r⊕
i=0
Extq−mPm (OPm(−1), ωPm),
where ωPm denotes the dualizing complex on Pm. Recall that ωPm ∼= OPm(−m− 1)[m]. Since
Extq−m−1Pm (OPm(−2), ωPm)
∼= Ext
q−1
Pm (OPm ,OPm(−m+ 1)) = 0
for q > 1 and
Extq−mPm (OPm(−1), ωPm)
∼= Ext
q
Pm(OPm ,OPm(−m)) = 0
for q ≥ 1 ([11, III, Proposition 6.3]), we have
Extq−mPm (F , ωPm) = 0
for any q > 1. Thus we see that F is pure of dimension m− 1 by Proposition 2.5.
Conversely, assume that F satisfies the second condition. Since the coherent OPm-module
F is arithmetically Cohen–Macaulay, Γ∗(F) is a Cohen–Macaulay R-module by [2, Proposi-
tion 1.2]. For a non-zero finitely generated graded R-module N, the Auslander–Buchsbaum
formula for the polynomial algebra R states that
pd(N) + depth(mR, N) = depth(mR, R) = m+ 1,
where pd(N) (resp. depth(mR, N)) is the projective dimension (resp. mR-depth) of N ([5,
Exercise 19.8]). Since F is arithmetically Cohen–Macaulay and pure of dimension m−1, the
graded R-module Γ∗(F) is Cohen–Macaulay of depth m. Hence, the projective dimension of
Γ∗(F) is one. There exists a minimal free resolution of the following form for some r ≥ 0 :
0 //
r⊕
i=0
R(ei) //
r⊕
i=0
R(di) // Γ∗(F) // 0.
Therefore, the coherent OPm-module F has a minimal graded locally free resolution of the
following form:
0 //
r⊕
i=0
OPm(ei) //
r⊕
i=0
OPm(di) // F // 0.
Since Hp(Pm,OPm(q)) = 0 for all 1 ≤ p ≤ m − 1 and all q ∈ Z ([11, III, Theorem 5.1]), by
the long exact sequence of cohomology, we have Hp(Pm,F(q)) = 0 for all 1 ≤ p ≤ m − 2
and all q ∈ Z. Since dimSupp(F) = m− 1, we have Hp(Pm,F(q)) = 0 for all p ≥ m and all
q ∈ Z. By assumption, we also have Hm−1(Pm,F(2−m)) = 0.
Therefore, we have Hp(Pm,F(1− p)) = 0 for all p ≥ 1, and F is 1-regular in the sense of
Mumford ([18, Lecture 14]). Hence F(1) is generated by its global sections, and the map
H0(Pm,F(q))⊗H0(Pm,OPm(1)) −→ H
0(Pm,F(q + 1)) (q ≥ 1)
is surjective ([6, Corollary 4.18], [18, Lecture 14]). Since H0(Pm,F) = 0 by assumption,
the graded R-module Γ∗(F) is generated by elements of degree one. By the minimality of
resolution, we have di = −1 and ei ≤ −2 for all i. By the long exact sequence of cohomology,
we have Hm(Pm,OPm(ei + 2−m)) = 0 for all i. Hence we have ei + 2 − m ≥ −m. (Recall
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that Hm(Pm,OPm(q)) = 0 if and only if q ≥ −m ([11, III, Theorem 5.1]).) We conclude that
ei = −2 for all i, and F has a graded locally free resolution of the desired form. 
3. A bijection between tuples of symmetric matrices and sheaves on Pm
In this section, we establish a bijection related to Theorem 1.1. It treats coherent OPm-
modules. It is a rigidified version of Beauville’s results ([2, Proposition 1.11]). The proofs in
this section are similar to those in [2] and [4, Chapter 4].
As in the previous section, we fix a field k of arbitrary characteristic and integers m ≥ 2
and n ≥ 1. We fix a quasi-isomorphism of complexes of coherent OPm-modules
c : ωPm
∼
−→ OPm(−m− 1)[m].
3.1. The statement of the first bijection. Let us introduce some notation on morphisms
between complexes of coherent sheaves in the derived category.
Let X be a scheme over k of finite type. For a morphism h : F → G of bounded complexes
of coherent OX-modules, the transpose morphism of h is defined by
th : RHomX(G, ωX) −→ RHomX(F , ωX) ; g 7→ g ◦ h,
where ωX is the dualizing complex on X. If X is smooth over k of dimension dimX, we have
a canonical quasi-isomorphism ωX ∼= Ω
dimX
X/k [dimX ], where Ω
dimX
X/k is the canonical sheaf on
X ([10, Theorem 4.1]). The following canonical homomorphism
canF ,G : F −→ RHomX(RHomX(F ,G) ,G) ; g 7→ (s 7→ s(g))
is also denoted by “can” if there is no danger of confusion. Note that canF ,ωX is a quasi-
isomorphism.
Let us consider the case where G = RHomX(F(i), ωX[j − dimX ]) for some integers i, j.
In this case, we have
h : F −→ RHomX(F(i), ωX [j − dimX ])
and its transpose morphism
th : RHomX(RHomX(F(i), ωX[j − dimX ]) , ωX) −→ RHomX(F , ωX) .
By abuse of notation, we denote the (−i)-th twist and the degree (j − dimX) shift of th by
the same symbol th:
th : RHomX(RHomX(F , ωX) , ωX) −→ RHomX(F(i), ωX[j − dimX ])
By composing this morphism with
canF ,ωX : F −→ RHomX(RHomX(F , ωX) , ωX) ,
we obtain another morphism
th ◦ canF ,ωX : F −→ RHomX(F(i), ωX [j − dimX ]) .
Definition 3.1. Let F be a bounded complex of coherent OX -modules and i, j some integers.
A morphism
h : F −→ RHomX(F(i), ωX [j − dimX ])
is said to be symmetric if it satisfies
th ◦ canF ,ωX = h.
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Let us introduce some notation on tuples of symmetric matrices. Let
W := km+1 ⊗ Sym2k
n+1
be the k-vector space of (m + 1)-tuples of symmetric matrices of size n + 1 with entries in
k. We write an ordered k-basis of the dual vector space (km+1)∨ as X0, X1, . . . , Xm. Then
we can consider the basis as an ordered k-basis of H0(Pm,OPm(1)) . For an element M =
(M0,M1, . . . ,Mm) ∈ W,
M(X) := X0M0 +X1M1 + · · ·+XmMm
is a symmetric matrix of size n + 1 whose entries are k-linear forms in m + 1 variables
X0, X1, . . . , Xm. We identify an (m + 1)-tuple of symmetric matrices M and a symmetric
matrixM(X) whose entries are k-linear forms inm+1 variables. The discriminant polynomial
of M is defined by
disc(M) := det(M(X))
= det(X0M0 +X1M1 + · · ·+XmMm).
If disc(M) 6= 0, the discriminant polynomial disc(M) is a homogeneous polynomial of degree
n+ 1 in m+ 1 variables. Let us define two subsets
Wgr ⊂Wnv ⊂W = k
m+1 ⊗ Sym2k
n+1.
Definition 3.2. Let Wnv be the subset of W which consists of elements with non-zero
discriminant polynomials. The subset Wgr ⊂ Wnv consists of elements whose discriminant
polynomials have no multiple factors over an algebraic closure of k.
Definition 3.3. Let Vm+1,n+1 be the set of equivalence classes of triples (M, λ, s), where
• M is a coherent OPm-module which is arithmetically Cohen–Macaulay, pure of di-
mension m− 1, and satisfies H0(Pm,M) = 0 and dimH0(Pm,M(1)) = n+ 1.
• λ is a symmetric quasi-isomorphism
λ : M
∼
−→ RHomPm(M(2−m), ωPm[−m+ 1]) .
• s = {s0, s1, . . . , sn} is an ordered k-basis of H0(Pm,M(1)) .
Here, two triples (M, λ, s), (M′, λ′, s′) are said to be equivalent if there exists an isomorphism
ρ : M
∼
−→M′ of OPm-modules satisfying
tρ ◦ λ′ ◦ ρ = λ, ρ(si) = s
′
i (i = 0, 1, . . . , n).
Now we can state our first bijection in this paper.
Theorem 3.4. There exists a natural bijection between Wnv and Vm+1,n+1.
The map from Wnv to Vm+1,n+1 is denoted by
φc : Wnv −→ Vm+1,n+1,
and the map from Vm+1,n+1 to Wnv is denoted by
ψc : Vm+1,n+1 −→ Wnv.
The construction of the map ψc is given in Subsection 3.2, and the construction of the map
φc is given in Subsection 3.3. Then we prove Theorem 3.4 in Subsection 3.4.
Remark 3.5. The maps φc, ψc depend on the choice of the quasi-isomorphism c fixed in the
beginning of this section. (See Remark 3.10 and Remark 3.11 for details.)
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Remark 3.6. We always assume m ≥ 2 in this paper. This is because Proposition 2.6 does
not hold when m = 1. It seems, however, that most of our arguments work well in the case
of m = 1 also. The case of m = 1 and n even is treated in [14]. For the study of the case
of m = 1 and its applications to the arithmetic of hyperelliptic curves and Fano schemes of
lines, see [3], [21].
Remark 3.7. The bijection of Theorem 3.4 says nothing about when there exists an (m+1)-
tuple of symmetric matrices M with disc(M) = f for a given homogeneous polynomial f of
degree n + 1 in m+ 1 variables. It would be an interesting problem in Arithmetic Invariant
Theory (cf. [3, Theorem 23]).
3.2. Construction of the map ψc. In this subsection, we shall construct the map
ψc : Vm+1,n+1 −→ Wnv.
To avoid repeated arguments, we introduce the following notation and lemma. Let f : X →
Y be a proper morphism between schemes over k of finite type. Let F (resp. G) be a bounded
complex of coherent OX -modules (resp. OY -modules). By Grothendieck duality, we have the
following functorial quasi-isomorphism of complexes of coherent OY -modules ([10, Corollary
3.4 (c)]):
GDf : Rf∗RHomX
(
F , f !G
) ∼
−→ RHomY (Rf∗F ,G) .
Lemma 3.8. Let M be a coherent OPm-module satisfying the following conditions:
• M is arithmetically Cohen–Macaulay and pure of dimension m− 1, and
• there exists a quasi-isomorphism
λ : M
∼
−→ RHomPm(M(2−m), ωPm[−m+ 1]) .
Then we have
dimH i(Pm,M(j)) = dimHm−i−1(Pm,M(2−m− j))
for any i, j.
Proof (Proof of Lemma 3.8). By Grothendieck duality for the structure morphism f : Pm →
Spec k, we obtain
Rf∗(M(j))
∼
−→
Rf∗λ
Rf∗RHomPm(M(2−m− j), ωPm[−m+ 1])
∼
−→
GDf
RHomSpec k(Rf∗M(2−m− j),OSpec k[−m+ 1]) .
Taking the cohomology, we have the desired equality. 
Take an element [(M, λ, s)] ∈ Vm+1,n+1. We have H
0(Pm,M) = 0 by assumption. We
also have Hm−1(Pm,M(2−m)) = 0 by Lemma 3.8. Hence by Proposition 2.6, M admits a
minimal graded locally free resolution of the following form for some r ≥ 0 :
(3.1) 0 //
r⊕
i=0
OPm(−2)
M //
r⊕
i=0
OPm(−1)
p //M // 0.
By the short exact sequence (3.1), we obtain
r⊕
i=0
H0(Pm,OPm) ∼= H
0(Pm,M(1)) .
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On the other hand, by our assumption on M (see Definition 3.3), we have
dimH0(Pm,M(1)) = n+ 1.
Hence we have r = n. The mapM in (3.1) is identified with an (m+1)-tuple of square matrices
of size n + 1 with entries in k. However, these matrices are not necessarily symmetric. We
shall show that, by using λ and s, we can choose a minimal graded locally free resolution of
M so that we obtain a unique (m+ 1)-tuple of symmetric matrices.
First, we denote by {e0, e1, . . . , en} the standardOPm-basis of the middle term
⊕n
i=0OPm(−1)
in (3.1). We put G := Ker(p) and we denote the injection by
ι : G →֒
n⊕
i=0
OPm(−1)ei.
By the short exact sequence (3.1), G is isomorphic to
⊕n
i=0OPm(−2). We denote (3.1) by
0 // G
ι //
n⊕
i=0
OPm(−1)ei
p //M // 0.
We take a unique p satisfying p(ei(1)) = si, where {e0(1), e1(1), . . . , en(1)} denotes the ordered
k-basis of H0(Pm,
⊕n
i=0OPmei) corresponding to {e0, e1, . . . , en}.
In order to simplify the notation, we define the functor
F 7→ DF := RHomPm(F(2−m), ωPm[−m + 1]) ,
and abbreviate the subindex of the canonical morphisms can . Then we have
λ : M
∼
−→ DM.
In particular, DM is a sheaf. It is easy to see from the definition that DF [−1] is a sheaf if
F is locally free. We see that Dh = th for any morphism h : F −→ G. Let us explain how to
choose an appropriate isomorphism G
∼
−→
⊕n
i=0OPm(−2).
Applying the functor D to the short exact sequence (3.1), we obtain
(3.2) 0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
tι // DG[−1]
δ // DM // 0.
Now there exists a unique quasi-isomorphism
ρ :
n⊕
i=0
OPm(−1)ei
∼
−→ DG[−1]
so that it satisfies
δ ◦ ρ = λ ◦ p.
This also gives a quasi-isomorphism
tρ ◦ can: G
∼
−→ D(DG)
∼
−→ D
(
n⊕
i=0
OPm(−1)ei
)
[−1].
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Since an automorphism ofM is uniquely lifted to an automorphism of a pure minimal graded
locally free resolution of M by Lemma 2.2, we have the following commutative diagram:
(3.3) 0 // G
ι //
ξ∼ =

n⊕
i=0
OPm(−1)ei
p //
ρ∼ =

M //
λ∼ =

0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
tι // DG[−1]
δ // DM // 0.
We shall show that the quasi-isomorphism ξ in the diagram (3.3) is equal to tρ◦can . Applying
the functor D to the diagram (3.3), we obtain the following commutative diagram:
(3.4) 0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
tι // DG[−1]
δ // DM // 0
0 // G
ι //
tρ◦can∼ =
OO
n⊕
i=0
OPm(−1)ei
p //
tξ◦can∼ =
OO
M //
tλ◦can∼ =
OO
0.
Since the quasi-isomorphism λ is symmetric by our assumption, we have tλ ◦ can = λ. We
also have
tξ ◦ can = ρ ⇔ ξ = tρ ◦ can
by the uniqueness of the lift of an automorphism of M (see Lemma 2.2). Hence we can
rewrite the diagram (3.3) as
(3.5) 0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
n⊕
i=0
OPm(−1)ei
p //M //
λ∼ =

0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
(∗)
//
n⊕
i=0
OPm(−1)ei
q // DM // 0,
where we put M˜ := ι ◦ ξ−1 and q := δ ◦ ρ = λ ◦ p. The morphism (∗) in the diagram (3.5) is
equal to ρ−1 ◦ tι = ι ◦ ξ−1. Since
can−1 ◦DM˜ = can−1 ◦tξ−1 ◦ tι
= ρ−1 ◦ tι
= ι ◦ ξ−1 = M˜,
we have can−1 ◦DM˜ = M˜.
Recall that we have fixed the quasi-isomorphism
c : ωPm
∼
−→ OPm(−m− 1)[m]
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in the beginning of this section. By using c, we obtain
D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
∼
−→
n⊕
i=0
OPm(−2)
and a symmetric matrix M of size n + 1 whose entries are in H0(Pm,OPm(1)) . This matrix
is identified with an (m+1)-tuple of symmetric matrices of size n+1 whose entries are in k.
This (m+ 1)-tuple is the desired one.
Let us take another triple (M′, λ′, s′) equivalent to (M, λ, s). There exists an isomorphism
ρ : M
∼
−→M′
satisfying ρ(si) = s
′
i and
tρ◦λ′◦ρ = λ. Then we have the minimal graded locally free resolution
of M′
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ ′ //
n⊕
i=0
OPm(−1)ei
p′ //M′ // 0.
Since ρ(si) = s
′
i, we have ρ ◦ p = p
′. Hence there exists an automorphism
f : D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
∼
−→ D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
which makes the following diagram commute:
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
f
∼=

n⊕
i=0
OPm(−1)ei
p //M //
∼=
ρ

0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ ′ //
n⊕
i=0
OPm(−1)ei
p′ //M′ // 0.
Dualizing this diagram, we have
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
n⊕
i=0
OPm(−1)ei
q // DM // 0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ ′ //
n⊕
i=0
OPm(−1)ei
q′ //
tf◦can∼ =
OO
DM′ //
∼ = tρ◦can
OO
0.
Since q′ = λ′ ◦ p′ and tρ ◦ λ′ ◦ ρ = λ, we have tρ ◦ q′ = q. On the other hand, we have
tρ ◦ q′ = q ◦ tf.
Hence we have q = q ◦ tf, and by Lemma 2.2, we have f = id . Thus M ′ = M, and any triple
equivalent to (M, λ, s) gives the same matrix M.
We put
ψc ([(M, λ, s)]) := M.
This finishes the construction of the map ψc.
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Remark 3.9. By construction, the map ψc is injective. In fact, if
ψc ([(M, λ, s)]) = ψc ([(M
′, λ′, s′)]) = M,
we have an isomorphism ρ : M
∼
−→M′ and the following commutative diagram:
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
n⊕
i=0
OPm(−1)ei
p //M //
∼=
ρ

0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
n⊕
i=0
OPm(−1)ei
p′ //M′ // 0.
We see that the isomorphism ρ satisfies
tρ ◦ λ′ ◦ ρ = λ
because can−1 ◦DM˜ = M˜. Hence two triples (M, λ, s), (M′, λ′, s′) are equivalent to each
other.
Remark 3.10. Note that we use the quasi-isomorphism c only in the last step. If one
uses ac for some a ∈ k× instead of c, we obtain another map ψac. (Note that, since ωPm
and OPm(−m − 1) are represented by some degree shift of a line bundle on Pm, any other
quasi-isomorphism
c′ : ωPm
∼
−→ OPm(−m− 1)[−m]
can be written as c′ = ac for some a ∈ k×.) These two maps ψc and ψac satisfy
ψac ([(M, λ, s)]) = a
−1ψc ([(M, λ, s)]) .
This can be seen easily from the diagram (3.5).
3.3. Construction of the map φc. In this section, we construct the map
φc : Wnv −→ Vm+1,n+1.
We go backward in the steps of the construction of ψc in the previous subsection. Let
M ∈ Wnv be a symmetric matrix of size n+1 such that the entries of M are k-linear forms in
m+ 1 variables X0, X1, . . . , Xm and M satisfies disc(M) 6= 0. Then, we immediately obtain
the following short exact sequence
(3.6) 0 //
n⊕
i=0
OPm(−2)
M //
n⊕
i=0
OPm(−1)
p //M // 0,
where we put M := Coker(M). By Proposition 2.6, the cokernel M of M is arithmetically
Cohen–Macaulay, pure of dimension m− 1 and satisfies
H0(Pm,M) = Hm−1(Pm,M(2−m)) = 0.
SoM is 1-regular andM(1) is generated by its global sections. By the short exact sequence
(3.6), the morphism
H0
(
Pm,
n⊕
i=0
OPmei
)
−→ H0(Pm,M(1))
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is an isomorphism. In particular, we have dimH0(Pm,M(1)) = n+1. Take s = {s0, s1, . . . , sn}
to be the image of the standard basis {eo, e1, . . . , en} of
⊕n
i=0OPmei. Since M is a symmetric
matrix, we have the same resolution for Ext1Pm(M(2−m), ωPm[−m+ 1]) and
ExtiPm(M(2−m), ωPm[−m+ 1]) = 0
for i 6= 1. Hence we obtain a quasi-isomorphism
λ : M
∼
−→ RHomPm(M(2−m), ωPm[−m+ 1]) .
We shall show the quasi-isomorphism λ obtained above is symmetric. (See Definition 3.1.)
By using c, we modify the exact sequence (3.6) to
(3.7) 0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
n⊕
i=0
OPm(−1)ei
p //M // 0.
So we obtain two commutative diagrams
(3.8) 0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
n⊕
i=0
OPm(−1)ei
p //M //
λ∼ =

0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
tM˜=M˜//
n⊕
i=0
OPm(−1)ei
δ // DM // 0
and
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
n⊕
i=0
OPm(−1)ei
p //M //
tλ◦can∼ =

0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
tM˜=M˜//
n⊕
i=0
OPm(−1)ei
δ // DM // 0.
Comparing these diagrams, we conclude that λ is symmetric.
Remark 3.11. The map φc depends on the choice of the quasi-isomorphism c. If we use c
′ =
ac instead of c for a ∈ k×, we obtain φac(M) = [(M, aλ, s)] instead of φc(M) = [(M, λ, s)].
In fact, the coherent OPm-module M and the morphism p does not change, so the ordered
basis s is not affected. On the other hand, the morphism δ changes to aδ. Because λ satisfies
λ◦p = δ, we see that λ changes to aλ. We also see that φc(aM) = [(M, a−1λ, s)] by a similar
argument. (Note that the triple (M, λ, bs) is equivalent to the triple (M, b2λ, s) for b ∈ k×.)
3.4. End of the proof of Theorem 3.4. We shall show that the maps φc, ψc constructed
in Subsection 3.2 and Subsection 3.3 are inverses to each other. By Remark 3.9, the map ψc
is injective. Hence we only have to show that
ψc ◦ φc : Wnv −→Wnv
is the identity map.
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Take a symmetric matrix M ∈ Wnv. Then we obtain a triple (M, λ, s) and the diagram
(3.8) by using the fixed quasi-isomorphism c. On the other hand, from the triple, we obtain
the matrix M ′ and the resolution
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ ′ //
n⊕
i=0
OPm(−1)ei
p′ //M // 0.
In other words, we have ψc([(M, λ, s)]) = M ′. We must check that M =M ′.
Since both of the morphisms p and p′ are determined by the same ordered basis s =
{s0, s1, . . . , sn} of H
0(Pm,M(1)) , they are the same morphism. There exists an automor-
phism
f : D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
∼
−→ D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
such that the following diagram is commutative:
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
f
∼=

n⊕
i=0
OPm(−1)ei
p //M // 0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ ′ //
n⊕
i=0
OPm(−1)ei
p′=p //M // 0.
Dualizing this diagram, we obtain
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
n⊕
i=0
OPm(−1)ei
q // DM // 0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ ′ //
n⊕
i=0
OPm(−1)ei
q //
tf◦can∼ =
OO
DM // 0.
Since DM(1) ∼= M(1) is generated by its global sections, we have f = id . This completes
the proof of Theorem 3.4.
4. Actions of GLm+1(k)×GLn+1(k) on Wnv and Vm+1,n+1
In this section, we introduce actions of GLm+1(k)×GLn+1(k) on Wnv and Vm+1,n+1 so that
the maps φc, ψc defined in Section 3 are equivariant. We use the same notation as in Section
3.
Take M = (M0,M1, . . . ,Mm) ∈ W. For A = (ai,j)0≤i,j≤m ∈ GLm+1(k) and P ∈ GLn+1(k),
we define
M · (A, P ) =
(
m∑
i=0
ai,0
tPMiP,
m∑
i=0
ai,1
tPMiP, . . . ,
m∑
i=0
ai,m
tPMiP
)
and
M · A := M · (A, In+1),
ORBIT PARAMETRIZATIONS OF THETA CHARACTERISTICS 17
where Ir is the identity matrix of size r. We also write
tPMP := M · (Im+1, P ). For X =
(X0, X1, . . . , Xm) ∈ (km+1)∨ :=
⊕m
i=0Homk(k, k) , we define
AX :=
(
m∑
j=0
a0,jXj ,
m∑
j=0
a1,jXj , · · ·
m∑
j=0
am,jXj
)
.
Then we have
(M · (A, P )) (X) = tPM(AX)P.
To study the corresponding action of GLm+1(k)×GLn+1(k) on the set Vm+1,n+1, it is enough
to check the actions of GLm+1(k) and GLn+1(k) separately.
First we check the action of GLn+1(k). Put φc(
tPMP ) = [(M′, λ′, s′)] ∈ Vm+1,n+1. We
shall show (M′, λ′, s′) is equivalent to (M, λ, stP−1). Here, for an ordered k-basis s =
{s0, s1, . . . , sn} and P = (bi,j) ∈ GLn+1(k), we define
sP :=
{
n∑
i=0
sibi,0,
n∑
i=0
sibi,1, . . . ,
n∑
i=0
sibi,n
}
.
The sequence (3.7) attached to tPMP is
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
tPM˜P //
n⊕
i=0
OPm(−1)ei
p′ //M′ // 0.
We combine the sequences (3.7) for M and tPMP as follows:
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
P−1

n⊕
i=0
OPm(−1)ei
p //
tP

M //
∼=
ρ

0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
tPM˜P //
n⊕
i=0
OPm(−1)ei
p′ //M′ // 0.
Here an isomorphism ρ exists because the left square commutes. The isomorphism ρ satisfies
ρ ◦ p(ei) = p
′(ei
tP−1).
This tells us that the ordered k-basis s′ corresponding to tPMP is equal to stP−1.
Moreover, applying D to this diagram, we find
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
P−1

n⊕
i=0
OPm(−1)ei
δ //
tP

DM //
tρ−1◦can
∼=

0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
tPM˜P //
n⊕
i=0
OPm(−1)ei
δ′ // DM // 0.
With these diagrams, we have the following equalities:
ρ ◦ p = p′ ◦ tP, λ ◦ p = δ,
tρ−1 ◦ δ = δ′ ◦ tP, λ′ ◦ p′ = δ′,
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and since the left squares in two diagrams are the same, we see that
tρ ◦ λ′ ◦ ρ = λ.
Next we examine the action of GLm+1(k). Put φc(M · A) = [(M′′, λ′′, s′′)]. We write
νA : P
m ∼−→ Pm ; [u0 : u1 : · · · : um] 7→
[
m∑
j=0
a0,juj :
m∑
j=0
a1,juj : · · · :
m∑
j=0
am,juj
]
the projective automorphism induced by A = (ai,j)0≤i,j≤m. The triple (M′′, λ′′, s′′) is equiva-
lent to (ν∗AM, ν
∗
Aλ, ν
∗
As). In fact, if we apply ν
∗
A to the sequence (3.6), we have
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
ν˜∗AM //
n⊕
i=0
OPm(−1)ei
ν∗Ap // ν∗AM // 0.
Since
(M · A)(X) = M(X) · A =M(AX) =M(ν∗AX) = (ν
∗
AM)(X),
we have ν˜∗AM = M˜ · A = M˜ · A. Hence there is an isomorphism
ρ : M′′
∼
−→ ν∗AM
which makes the diagram
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ ·A //
n⊕
i=0
OPm(−1)ei
p′′ //M′′ //
∼=
ρ

0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ ·A //
n⊕
i=0
OPm(−1)ei
ν∗Ap // ν∗AM // 0
commute. In the similar way to the case of GLn+1(k)-action, we find
tρ ◦ ν∗Aλ ◦ ρ = λ
′′.
This shows the required equivalence. The actions of GLm+1(k) and GLn+1(k) commute, so
ν∗A(s
tP−1) = (ν∗As)
tP−1. We write it as ν∗As
tP−1. With these arguments, we find
φc(M · (A, P )) = [(ν
∗
AM, ν
∗
Aλ, ν
∗
As
tP−1)].
Hence we have defined the action of GLm+1(k)×GLn+1(k) on Vm+1,n+1 as
[(M, λ, s)] · (A, P ) := [(ν∗AM, ν
∗
Aλ, ν
∗
As
tP−1)].
Then we conclude
φc(M · (A, P )) = φc(M) · (A, P ).
Remark 4.1. The group GLm+1(k) naturally acts on the space HomPm(ωPm,OPm(−m− 1)[m])
via the inverse of the determinant, i.e.
ν∗Ac = det(A)
−1c.
We must take this action in consideration if we would like to make the bijections free from
the choice of the quasi-isomorphism
c : ωPm
∼
−→ OPm(−m− 1)[m].
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However, if we modify the action of GLm+1(k)×GLn+1(k) on Wnv as
M ∗ (A, P ) := det(A)−1M · (A, P ),
we obtain
φc·A(M ∗ (A, P )) = φdet(A)−1c(det(A)
−1M · (A, P ))
= φc(M · (A, P ))
= φc(M) · (A, P )
from Remark 3.11. Hence we can justify our arguments.
As a special case, let us consider (A, P ) = (aIm+1, In+1) for some a ∈ k×. We put φc(M) =
[(M, a−1λ, s)]. Then by Remark 3.11, we have
φc(M · (A, P )) = φc(aM) = [(M, a
−1λ, s)].
To consider bijections between orbits, we introduce the following equivalence relations ∼1
and ∼2 .
Definition 4.2. Let (M, λ) be a pair satisfying the following conditions:
• M is a coherent OPm-module which is arithmetically Cohen–Macaulay, pure of di-
mension m− 1, and satisfies H0(Pm,M) = 0 and dimkH0(Pm,M(1)) = n+ 1.
• λ is a symmetric quasi-isomorphism
λ : M
∼
−→ RHomPm(M(2−m), ωPm[−m+ 1]) .
Let (M′, λ′) be another pair satisfying the same conditions as (M, λ).
(1) We write (M, λ) ∼1 (M′, λ′) if there exists an automorphism ρ : M
∼
−→M′ satisfying
tρ ◦ λ′ ◦ ρ = uλ
for some u ∈ k×.
(2) We write (M, λ) ∼2 (M
′, λ′) if there exist a matrix A ∈ GLm+1(k) and an isomor-
phism ρ : ν∗AM
∼
−→M′ satisfying
tρ ◦ λ′ ◦ ρ = ν∗Aλ.
Corollary 4.3. There exists a natural bijection between the following two sets.
• The set of (k×Im+1)×GLn+1(k)-orbits of (m+ 1)-tuples of symmetric matrices M =
(M0,M1, . . . ,Mm) of size n + 1 with entries in k satisfying disc(M) 6= 0.
• The set of equivalence classes of pairs (M, λ) satisfying the conditions of Definition
4.2 with respect to the equivalence relation ∼1 .
Meanwhile, the orbits of the whole group GLm+1(k)×GLn+1(k) gives another bijection:
Corollary 4.4. There exists a natural bijection between the following two sets.
• The set of GLm+1(k)×GLn+1(k)-orbits of (m+1)-tuples of symmetric matrices M =
(M0,M1, . . . ,Mm) of size n + 1 with entries in k satisfying disc(M) 6= 0.
• The set of equivalence classes of pairs (M, λ) satisfying the conditions of Definition
4.2 with respect to the equivalence relation ∼2 .
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5. Description of endomorphisms and fibers
We follow the notation used in Section 3 and Section 4. In this section, we study the
set of matrices M ∈ Wnv such that the pair (M, λ) defined by triples φc(M) = [(M, λ, s)]
are equivalent to a fixed pair (M′, λ′) with respect to the equivalence relation ∼1 (resp.
∼2). To describe in algebraic terms, we introduce the following two equivalence relations on
symmetric quasi-isomorphisms.
Let M ∈ Wnv be an element. We put φc(M) = [(M, λ, s)] and write the closed subscheme
defined by disc(M) by
∆M := Supp(M) = (disc(M) = 0) ⊂ P
m.
We start with discussing symmetric homomorphisms from M to
DM := RHomPm(M(2−m), ωPm[−m+ 1]) .
We put L0 := EndPm(M) . Then L0 is a finite-dimensional k-algebra, and the k-vector
space HomPm(M, DM) has two ways of simply transitive actions of L0. Namely, for l ∈ L0,
we have an action
η 7→ η ◦ l
and another action
η 7→ tl ◦ η.
Assume that η is symmetric. Then we have t(η◦l) = tl◦tη = tl◦η. Henceforth η◦l is symmetric
if and only if
(5.1) tl ◦ η = η ◦ l.
Recall that λ is a symmetric quasi-isomorphism. Let L denote the subspace of L0 consisting
of elements l ∈ L0 satisfying
tl ◦ λ = λ ◦ l.
Then the map
L −→ HomPm(M, DM) ; l 7→ λ ◦ l
gives a bijection between the subspace L ⊂ L0 and the subspace of symmetric homomor-
phisms. In terms of the matrix algebra Matn+1(k), we can describe L0 and L as follows.
Proposition 5.1. The k-algebra L0 is isomorphic to{
(P, P ′) ∈ Matn+1(k)×Matn+1(k)
∣∣ tPM =MP ′}(5.2)
where the product of Matn+1(k)×Matn+1(k) is defined by
(P1, P
′
1) ◦ (P2, P
′
2) = (P2P1, P
′
1P
′
2).
The anti-homomorphism (P, P ′) 7→ (P ′, P ) gives an anti-endomorphism σ of L0 as a k-
algebra, and the fixed part Lσ0 is identified with L.
Remark 5.2. The fixed part L = Lσ0 is not a k-subalgebra of L0 in general. In other words,
for two endomorphisms l and l′ such that λ ◦ l and λ ◦ l′ are symmetric, it is not always the
case that λ ◦ l ◦ l′ is symmetric.
Proof. We first show the existence of an inclusion L0 →֒ Matn+1(k)×Matn+1(k). Take l ∈ L0.
Then, since an endomorphism ofM is uniquely lifted to an endomorphism of a pure minimal
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graded locally free resolution by Lemma 2.2, we find unique elements P, P ′ ∈ Matn+1(k)
which make the following diagram commute:
(5.3) 0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
P ′

n⊕
i=0
OPm(−1)ei
p //
tP

M //
l

0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
n⊕
i=0
OPm(−1)ei
p //M // 0.
This proves L0 is embedded into Matn+1(k) × Matn+1(k) as a k-subalgebra. The image
satisfies tPM = MP ′. Conversely, if we take (P, P ′) satisfying tPM = MP ′, we obtain a
morphism l which makes the diagram (5.3) commute. Thus the image of L0 consists of the
set (5.2). Transposing tPM =MP ′, we have tP ′M =MP, and we see that (P ′, P ) is also an
element of L0.
Let us take l from L. Dualizing the diagram (5.3), we obtain
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
n⊕
i=0
OPm(−1)ei
q // DM // 0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ //
P
OO
n⊕
i=0
OPm(−1)ei
q //
tP ′
OO
DM //
tl
OO
0.
Now we would like to show P ′ = P. Since q = λ ◦ p, we have
tl ◦ q = tl ◦ λ ◦ p = λ ◦ l ◦ p = λ ◦ p ◦ tP.
Meanwhile, we have
tl ◦ q = q ◦ tP ′ = λ ◦ p ◦ tP ′.
Since M(1) is generated by its global sections, we have P ′ = P. Thus L is contained in Lσ0 .
Conversely, if we take (P, P ) corresponding to an element of Lσ0 , it is easy to see that the
corresponding endomorphism l is in L. 
Next, we study when (M, λ) is equivalent to (M, lλ) with respect to the equivalence
relation ∼1 (resp. ∼2).
We treat the equivalence relation ∼1 first. Assume that (M, λ) ∼1 (M, lλ) for an element
l ∈ L. By definition, there exist an automorphism ρ : M−→M and a constant a ∈ k× such
that
lλ = atρ ◦ λ ◦ ρ.
Let (P, P ′) be the element corresponding to ρ ∈ L×0 , and (R,R) the element corresponding
to l ∈ L. Then σ((P, P ′)) = (P ′, P ) corresponds to σ(ρ) := λ−1 ◦ tρ ◦ λ. Hence we have
(5.4) l = aσ(ρ)ρ ⇔ R = aPP ′.
Conversely, if we can write l = aσ(ρ)ρ ∈ L for some ρ ∈ L0, we can go backward and obtain
(M, λ) ∼1 (M, lλ).
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Next we treat the equivalence relation ∼2 . Assume that (M, λ) ∼2 (M, lλ) for an element
l ∈ L. Take any ordered k-basis s of H0(Pm,M(1)) . Put M := ψc([(M, λ, s)]). Then there
exist an element A ∈ GLm+1(k) and an isomorphism ρ : M−→ ν∗AM such that
(5.5) lλ = tρ ◦ ν∗Aλ ◦ ρ.
There exists (P, P ′) ∈ Matn+1(k)×Matn+1(k) such that
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M //
P ′

n⊕
i=0
OPm(−1)ei
p //
tP

M //
∼=
ρ

0
0 // D
(
n⊕
i=0
OPm(−1)ei
)
[−1]
M˜ ·A //
n⊕
i=0
OPm(−1)ei
ν∗Ap // ν∗AM // 0
commutes. Take (R,R) corresponding to l ∈ L. Then (5.5) means
(5.6) MR = tPMP · A.
We see that the converse holds. For (R,R) corresponding to an element l ∈ L such that
there exist (P, P ′) ∈ L0, A ∈ GLm+1(k) satisfying (5.6), then by going backward, we see that
(M, λ) ∼2 (M, lλ). Thus we have proved the following proposition.
Proposition 5.3. Let M ∈ Wnv be an element, and we write φc(M) = [(M, λ, s)].
(i) The k-algebra L0 = EndPm(M) acts on HomPm(M, DM) simply transitively in two
ways.
(ii) The k-subspace L ⊂ L0 defined by the condition tl◦λ = λ◦l is bijective to the k-subspace
of symmetric homomorphisms of HomPm(M, DM) via l 7→ λ ◦ l.
(iii) We define the subset L1 of L ∩ L
×
0 consisting of l such that there exist a ∈ k
×, ρ ∈ L0
satisfying (5.4). Then L1 is bijective to the set of λ
′ satisfying (M, λ) ∼1 (M, λ′).
(iv) We define the subset L2 of L ∩ L
×
0 consisting of l such that there exist A ∈ GLm+1(k)
and ρ : M
∼
−→ ν∗AM satisfying (5.6). Then L2 is bijective to the set of λ
′ satisfying
(M, λ) ∼2 (M, λ′).
Remark 5.4. The k-subspace L ⊂ L0 depends on the choice of λ.
Let us assume two more conditions that L0 is commutative and σ = id . Under these
assumptions, we have
L0 = L,
L1 = k
×L×2 =
{
ab2
∣∣ a ∈ k×, b ∈ L×} .
Hence we obtain the following corollary:
Corollary 5.5. Let M ∈ Wnv be an element and we write φc(M) = [(M, λ, s)]. Moreover,
we assume that L0 is commutative and σ = id . Then the following statements hold.
(i) The set of symmetric quasi-isomorphisms fromM toDM has a simply transitive action
of L×0 .
(ii) The set of equivalence classes of symmetric quasi-isomorphisms from M to DM with
respect to the equivalence relation ∼1 has a simply transitive action of L
×
0 /k
×L×20 .
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6. Theta characteristics and the proof of Theorem 1.1
In this section, we discuss some properties of theta characteristics on geometrically reduced
hypersurfaces and prove a bijection which directly relates to the main theorem of this paper
(see Corollary 6.8). As before, we fix a quasi-isomorphism of complexes of coherent OPm-
modules
c : ωPm
∼
−→ OPm(−m− 1)[m].
In Subsection 6.1, we state a bijection considering the multiplicity on each irreducible com-
ponent of the support of coherent OPm-modules. In Subsection 6.2, we introduce the notion
of theta characteristics on hypersurfaces, and give the desired bijection to show Theorem
1.1. In Subsection 6.3, we prove Theorem 1.1 and Corollary 1.2 (see Corollary 6.11). In
Subsection 6.4, we give some examples of theta characteristics on plane curves.
6.1. A bijection on OPm-modules with given supports and multiplicities. First, we
recall some elementary facts from intersection theory ([7]).
Recall that, for a coherent OPm-module F , there is a polynomial PF(t) of degree less than
or equal to dimSupp(F) satisfying
PF(t) = χ(F(t))
:=
m∑
i=0
(−1)i dimH i(Pm,F(t)) .
The polynomial PF(t) is called the Hilbert polynomial of F .
Lemma 6.1 ([7, Example 2.5.2]). Let M be a coherent OPm-module with dimSupp(M) =
m− 1. The coefficient of tm−1 in the Hilbert polynomial PM(t) is equal to
1
(m− 1)!
∑
η∈Gen(Supp(M))
deg[η] · lengthOPm,η(Mη),
where [η] denotes the algebraic cycle on Pm corresponding to the generic point η of an
irreducible component of Supp(M).
Proof. If we have a short exact sequence
0 // F ′ // F // F ′′ // 0
and if the assertion of the lemma holds for F ′ and F ′′, the assertion of the lemma for F also
holds by the additivity of the Hilbert polynomial and length of coherent OPm-modules.
Let ι : Z →֒ Pm be an irreducible component of Supp(M) of dimension m − 1, and η the
generic point of Z. Then we have the following short exact sequence:
0 // Ker(ϕ) //M
ϕ // ι∗ι
∗M // 0.
The last term ι∗ι
∗M is supported on Z, and we have
lengthOPm ,η(Ker(ϕ)) < lengthOPm ,η(M).
If dimSupp(M) < m− 1, then the coefficient of tm−1 is zero. Hence we may assume thatM
is supported on an irreducible hypersurface Z ⊂ Pm.
The local ring OPm,η is a discrete valuation ring. Since (ι∗M)|U is a freeOU -module of finite
rank for a non-empty Zariski open subscheme U ⊂ Z. we may assume that M is isomorphic
to ι∗OZ . In that case, the required equality is just the definition of the degree of Z. 
Lemma 6.2. Let M be a coherent OPm-module satisfying the following conditions:
24 YASUHIRO ISHITSUKA
• M is arithmetically Cohen–Macaulay, and
• M is pure of dimension m− 1, and
• H0(Pm,M) = 0, and
• there exists a quasi-isomorphism of OPm-modules
λ : M
∼
−→ RHomPm(M(2−m), ωPm[−m+ 1]) .
Then we have
dimH0(Pm,M(t)) =
 ∑
η∈Gen(Supp(M))
deg[η] · lengthOPm,η(Mη)
(t+m− 2
m− 1
)
for t ≥ 0.
Proof. By Proposition 2.6 and Lemma 3.8, the coherent OPm-module M admits a short
exact sequence of the following form:
0 //
r⊕
i=0
OPm(−2) //
r⊕
i=0
OPm(−1) //M // 0
for some r ≥ 0. From the long exact sequence of cohomology, we have H i(Pm,M(t)) = 0 for
i ≥ 1 and t ≥ 0. By the additivity of the Hilbert polynomials, we have
PM(t) = (r + 1) (POPm (t− 1)− POPm (t− 2)) .
The Hilbert polynomial POPm (t) is known as
POPm (t) =
(
t+m
m
)
.
Hence we have
PM(t) = (r + 1)
((
t+m− 1
m
)
−
(
t +m− 2
m
))
= (r + 1)
(
t+m− 2
m− 1
)
.
Comparing the coefficient by tm−1 by Lemma 6.1, we obtain the desired equality. 
By Theorem 3.4 and Lemma 6.2, we obtain the following proposition.
Proposition 6.3. Let S1, S2, . . . , Sr be a collection of distinct irreducible hypersurfaces
in Pm over k, η1, η2, . . . , ηr their generic points, F1, F2, . . . , Fr their defining equations and
n1, n2, . . . , nr non-negative integers. Put n = (n1, n2, . . . , nr) and write |n| =
∑
i ni deg[ηi]−1.
Let S :=
⋃
i Si. Then there exists a natural bijection between the following two sets.
• The set US,n of (m+ 1)-tuples of symmetric matrices M = (M0,M1, . . . ,Mm) of size
(|n|+ 1) with entries in k satisfying
disc(M) = uF n11 · F
n2
2 · · · · · F
nr
r
for some u ∈ k×.
• The set VS,n of equivalence classes of triples (M, λ, s), where
– M is a coherent OPm-module satisfying the following conditions:
∗ M is arithmetically Cohen–Macaulay, and
∗ M is pure of dimension m− 1, and
∗ Supp(M) ⊂ S, and
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∗ lengthOPm,ηi
(Mηi) = ni for any 1 ≤ i ≤ r, and
∗ H0(Pm,M) = 0 and dimH0(Pm,M(1)) = |n|+ 1.
– λ is a symmetric quasi-isomorphism
λ : M
∼
−→ RHomPm(M(2−m), ωPm[−m+ 1]) .
– s = {s0, s1, . . . , s|n|} is an ordered k-basis of H0(Pm,M(1)) .
Here, two triples (M, λ, s), (M′, λ′, s′) are said to be equivalent if there exists an
isomorphism ρ : M
∼
−→M′ of OPm-modules satisfying
– tρ ◦ λ′ ◦ ρ = λ, and
– ρ(si) = s
′
i for any 0 ≤ i ≤ |n|.
Proof. Let us take an element M ∈ US,n. Then, as before, we have the following exact
sequence
0 //
|n|⊕
i=0
OPm(−2)
M //
|n|⊕
i=0
OPm(−1)
p //M // 0.
Localizing this sequence at the generic point ηi of Si, we have the short exact sequence of
OPm,ηi-modules:
0 //
|n|⊕
i=0
OPm,ηi(−2)
M //
|n|⊕
i=0
OPm,ηi(−1)
p //Mηi // 0.
By [7, Lemma A.2.6], we have
lengthOPm,ηi
(Mηi) = lengthOPm,ηi
(OPm,ηi/ disc(M))
= ordFi(disc(M))
= ni.
Hence φc(M) ∈ VS,n.
Conversely, take a representative (M, λ, s) of an element of VS,n, and we put M =
ψc([(M, λ, s)]). Again by [7, Lemma A.2.6], we have
ordFi(disc(M)) = ni.
Since we have assumed that
dimH0(Pm,M(1)) = |n|+ 1,
we have
deg disc(M) = |n|+ 1
=
∑
i
ni deg[ηi]
=
∑
i
ni degFi
by Lemma 6.2. Hence we have
disc(M) = uF n11 · F
n2
2 · · · · · F
nr
r
for some u ∈ k×. Thus ψc([(M, λ, s)]) ∈ US,n. 
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6.2. Theta characteristics on hypersurfaces. In this subsection, for a geometrically re-
duced hypersurface S ⊂ Pm, we introduce the notion of theta characteristics on S following
Mumford, Harris, Piontkowski, Dolgachev.
Definition 6.4 ([19], [9], [20], [4, Definition 4.2.9]). Let ι : S →֒ Pm be a geometrically
reduced hypersurface over k. A theta characteristic on S is a coherent OS-module M such
that ι∗M is arithmetically Cohen–Macaulay, pure of dimension m− 1,
lengthOS,η(Mη) = 1
for each generic point η ∈ Gen(S), and there is a quasi-isomorphism of complexes of coherent
OS-modules
λ : M
∼
−→ RHomS(M(2−m), ωS[−m+ 1]) .
A theta characteristic M on S is said to be effective (resp. non-effective) if H0(S,M) 6= 0
(resp. H0(S,M) = 0).
Remark 6.5. Let k be an algebraically closed field. Note that, though smooth plane curves
over k have theta characteristics (see Example 6.13), general hypersurfaces of dimension ≥ 2
over k do not have theta characteristics (cf. [2, Corollary 6.6], [4, Example 4.2.23]).
Remark 6.6. We can modify the definition of theta characteristics by the existence of an
isomorphism
λshf : M
∼
−→ HomS
(
M(2−m), ωshfS
)
of OS-modules instead of the quasi-isomorphism λ, where ωshfS denotes the dualizing sheaf on
S. Since S is a hypersurface, its dualizing sheaf is a line bundle. Since ι∗M is arithmetically
Cohen–Macaulay and pure of dimension m − 1, ι∗M has a minimal graded locally free
resolution of length one; namely, we have
0 //
r⊕
i=0
OPm(ei) //
r⊕
i=0
OPm(di) // ι∗M // 0
for some integers r ≥ 0 and di, ei ∈ Z ([2, Proposition 1.2]). Since ι∗M is a torsion sheaf on
Pm, we have
HomPm
(
ι∗M(2−m), ω
shf
Pm
)
= 0.
On the other hand, we have
HomPm
(
r⊕
i=0
OPm(2−m+ j), ω
shf
Pm
)
∼=
r⊕
i=0
OPm(−3 − j).
Hence applying the functor HomPm
(
∗(2−m), ωshfPm
)
to the above short exact sequence, we
obtain
0 //
r⊕
i=0
OPm(ei) //
r⊕
i=0
OPm(di) // Ext
1
Pm
(
ι∗M(2−m), ω
shf
Pm
)
// 0
and
ExtiPm
(
ι∗M(2−m), ω
shf
Pm
)
= 0 (i 6= 1, j ∈ Z).
These show
RHomPm(ι∗M(2−m), ωPm[−m+ 1]) ∼= Ext
1
Pm
(
ι∗M(2−m), ω
shf
Pm
)
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and by Grothendieck duality
RHomS(M(2−m), ωS[−m+ 1]) ∼= HomS
(
M(2−m), ωshfS
)
.
Hence RHomS(M(2−m), ωS[−m+ 1]) is quasi-isomorphic toHomS
(
M(2−m), ωshfS
)
. This
shows that, if an isomorphism λshf exists, it can be interpreted as the quasi-isomorphism λ.
In particular, when m = 2 and S ⊂ P2 is a geometrically reduced plane curve, the definition
of theta characteristics in Definition 6.4, coincides with the Piontkowski’s definition of theta
characteristics on reduced singular curves ([20]).
Remark 6.7. If a quasi-isomorphism λ exists, it is automatically symmetric. In fact, it is
enough to show that any morphism
v : M→ RHomS(M(2−m), ωS[−m+ 1])
is symmetric. To prove it, consider the morphism
hv =
tv ◦ can−v.
Since M is locally free of rank one on a Zariski open dense subscheme U ⊂ S, the morphism
hv is zero on U. So the OS-submodule Im(hv) of RHomS(M(2−m), ωS[−m+ 1]) ∼= M is
supported on a subscheme of S whose dimension is strictly less than dimS = m − 1. Since
M is pure of dimension m−1, we conclude Im(hv) = 0 and v is symmetric. (See also Lemma
6.10.)
Let IS be the ideal sheaf of OPm defining ι : S →֒ Pm. The push-forward functor ι∗ gives a
categorical equivalence between the category of coherent OPm-modules which are annihilated
by IS and the category of coherent OS-modules. Hence, combining this with Corollary 4.3
and Proposition 6.3 for n1 = n2 = · · · = nr = 1, we obtain the following corollary:
Corollary 6.8. Let S ⊂ Pm be a geometrically reduced hypersurface over k. Then there
exists a natural bijection between the following two sets.
• The set of (k×Im+1)×GLn+1(k)-orbits of (m+ 1)-tuples of symmetric matrices M =
(M0,M1, . . . ,Mm) of size n+1 with entries in k such that the equation (disc(M) = 0)
defines S.
• The set TCm+1,n+1(k)∼S of equivalence classes of pairs (M, λ) with respect to the
equivalence relation ∼1, where
– M is a non-effective theta characteristic on S, and
– λ is a quasi-isomorphism
λ : M
∼
−→ RHomS(M(2−m), ωS[−m+ 1]) .
Proof. Recall that any quasi-isomorphism λ is symmetric by Remark 6.7. Hence we only
have to show that the cokernel of M ∈ Wgr can be lifted to a coherent OS-module.
Take M ∈ Wgr and put φc(M) = [(M, λ, s)]. It is enough to show that
disc(M)M = 0.
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Take a minimal graded locally free resolution ofM, and consider the following commutative
diagram:
0 //
n⊕
i=0
OPm(−n− 3)
M //
×disc(M)

n⊕
i=0
OPm(−n− 2)
q //
× disc(M)

M(−n− 1) //
× disc(M)

0
0 //
n⊕
i=0
OPm(−2)
M //
n⊕
i=0
OPm(−1)
q //M // 0.
To prove the condition disc(M)M = 0, it suffices to show
disc(M)
n⊕
i=0
OPm(−n− 2) ⊂M
n⊕
i=0
OPm(−2).
Take the adjugate matrix adj(M) of M, then we have
M
n⊕
i=0
OPm(−2) ⊃Madj(M)
n⊕
i=0
OPm(−n− 2) = disc(M)
n⊕
i=0
OPm(−n− 2).
This concludes the proof. 
Remark 6.9. As a consequence, we obtain a bijection concerning symmetric determinantal
representations of a geometrically reduced hypersurface S of degree n+1 over k. Here, if F is
a defining equation of S, a symmetric determinantal representation of S is an (m+ 1)-tuple
of symmetric matrices M of size n + 1 with
disc(M) = uF
for some u ∈ k×. Two symmetric determinantal representations M,M ′ are said to be equiv-
alent if there exist P ∈ GLn+1(k) and a ∈ k
× such that
M ′ = atPMP.
By Corollary 6.8, the equivalence classes of symmetric determinantal representations of S are
in bijection with the elements in TCm+1,n+1(k)
∼
S . We investigate symmetric determinantal
representations of smooth plane curves over global fields in [15], [16], [17].
6.3. Proof of Theorem 1.1 and its corollary. We define the set TCm+1,n+1(k)
∼ as
TCm+1,n+1(k)
∼ :=
⋃
S
TCm+1,n+1(k)
∼
S ,
where S runs over all geometrically reduced hypersurfaces in Pm defined over k.
We also define the set TCm+1,n+1(k) as the set of the equivalence classes of pairs (S,M),
where two pairs (S,M), (S ′,M′) are said to be equivalent if S = S ′ andM,M′ are isomorphic
as OS-modules. Since any quasi-isomorphism
λ : M
∼
−→ RHomS(M(2−m), ωS[−m+ 1])
is symmetric (see Remark 6.7), we can consider the set TCm+1,n+1(k) as the set obtained by
forgetting the data of quasi-isomorphisms λ. Hence we have a natural surjection
TCm+1,n+1(k)
∼ −→ TCm+1,n+1(k).
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We also define the map
Φm+1,n+1 : Wgr −→ TCm+1,n+1(k)
so that Φm+1,n+1(M) is the equivalence class [(S,M)] ∈ TCm+1,n+1(k) of a pair (S,M)
satisfying φc(M) = [(M, λ, s)] and Supp(M) = S. The surjectivity of Φm+1,n+1 follows from
Corollary 6.8, so we only have to study the fibers of Φm+1,n+1. In other words, we shall
investigate the equivalence classes of symmetric quasi-isomorphisms λ with respect to ∼1 .
Lemma 6.10. Take any geometrically reduced hypersurface S ⊂ Pm over k, and let M
be a coherent OS-module satisfying the conditions in Proposition 6.3. The endomorphism
sheaf EndS(M) is embedded into
∏
η∈Gen(S) EndS(iη,∗Mη) . In particular, if M is a theta
characteristic on S, the OS-algebra EndS(M) is commutative and the k-algebra of its global
sections L0 = EndS(M) = L is an e´tale k-algebra of finite degree.
Proof. Take any non-zero element f in EndS(M) (U) = EndU(i∗UM) for an open subscheme
iU : U →֒ S. Then f also gives an endomorphism fη of iη,∗Mη for each η ∈ Gen(U).
Since S is reduced, if fη is the zero endomorphism for each η ∈ Gen(U), the image Im(f) ⊂
i∗UM is supported on a subscheme of U of dimension less than m− 1. Since i
∗
UM is pure of
dimension m− 1, we have f = 0.
If M is a theta characteristic on S, EndS(iη,∗Mη) is isomorphic to iη,∗OS,η since Mη is
a free OS,η-module of rank one. In particular, EndS(iη,∗Mη) is commutative and moreover
isomorphic to the coordinate ring of η, which is a field. Hence the product of the rings of
global endomorphisms
∏
η∈Gen(S) EndS(iη,∗Mη) is commutative, and the subring L0 is also
commutative.
On the other hand, for any element l ∈ L0, the difference σ(l) − l is zero at each generic
point η ∈ Gen(S). Hence the dimension of the support of Im(σ(l)− l) is less than m− 1. By
the purity of M, we have σ(l) = l. This shows L0 = L.
Finally we shall show that L0 is an e´tale k-algebra. By descent theory, we may assume that
k is algebraically closed. The algebra L0 is a finite dimensional k-subalgebra of the product
of fields
∏
η∈Gen(S) EndS(iη,∗Mη) . Hence L0 has no nonzero nilpotent elements, and L0 is an
e´tale k-algebra. 
Proof (Proof of Theorem 1.1). We fix a geometrically reduced hypersurface S over k, and
a theta characteristic M on S. By Corollary 5.5 and Lemma 6.10, the set of symmetric
quasi-isomorphisms
M
∼
−→ RHomS(M(2−m), ωS[−m+ 1])
admits a transitive action of L×, and we have L1 = k
×L×2. Since the fiber Φ−1m+1,n+1([(S,M)])
is the set of equivalence classes with respect to ∼1, it admits a simply transitive action of
L×/k×L×2. This completes the proof of Theorem 1.1. 
Corollary 6.11. The fiber Φ−1m+1,n+1([(S,M)]) is a singleton if at least one of the following
conditions is satisfied:
• the base field k is separably closed of characteristic different from two, or
• the base field k is perfect of characteristic two, or
• the hypersurface S ⊂ Pm is geometrically integral.
Proof. Recall that L = L0 is an e´tale k-algebra. It is a product of finite separable extensions
of k. If the first or second condition is satisfied, we have L× = L×2 and the group L×/k×L×2
is trivial. Since the fiber Φ−1m+1,n+1([(S,M)]) has a simply transitive action of the trivial
group, it is a singleton. We assume that the third condition is satisfied. Then L⊗k k can be
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embedded into a field, where k is an algebraic closure of k. Hence we conclude that L ⊗k k
is an integral domain. Hence we have L = k. The group L×/k×L×2 is trivial, and the fiber
Φ−1m+1,n+1([(S,M)]) is a singleton. 
Remark 6.12. The endomorphism sheaf EndS(M) is called the global invariant of a theta
characteristic M ([4, Definition 4.2.9]).
6.4. Theta characteristics on plane curves. Classical examples of theta characteristics
are those on plane curves. We give some examples. (See [19], [9], [20] for details.)
Example 6.13. If C is a smooth plane curve of genus g, the definition of theta characteristics
in Definition 6.4 coincides with the usual definition of theta characteristics on projective
smooth curves due to Mumford ([19]). If k is an algebraically closed field of characteristic
different from two, there exist 22g theta characteristics on C, and the number of non-effective
theta characteristics is less than or equal to 2g−1(2g + 1). If k is algebraically closed of
characteristic zero, there exists at least one non-effective theta characteristic on C ([2, Remark
4.4]).
Example 6.14 ([9], [20]). We put m = 2. Take a geometrically reduced plane curve C ⊂ P2.
For a partial normalization π : N → C, the push-forward of a theta characteristic L on N is
a theta characteristic on C. Let L be a theta characteristic on N, and
λ : L
∼
−→ RHomN(L, ωN [−1])
a quasi-isomorphism. Then, by Grothendieck duality, we have the following quasi-isomorphisms
on C
λpi∗L : π∗L
∼
−→
pi∗λ
π∗ RHomN (L, ωN [−1])
∼
−→
GDpi
RHomC(π∗L, ωC[−1]) .
Example 6.15. The following example shows that the fiber of Φm+1,n+1 can have infinitely
many elements. We put m = 2 and n = 1. Consider the union of two lines S = (xy = 0) ⊂ P2
defined over k = Q. We can find a non-effective theta characteristic M on S which is the
push-forward of a line bundle on the normalization of S. Then we have L ∼= Q × Q. In this
case, L×/k×L×2 ∼= Q×/Q×2 is an infinite group, and the fiber Φ−13,2([(S,M)]) has infinitely
many elements.
7. Projective automorphism groups of complete intersections of quadrics
In this section, we give an application of our methods to the projective automorphism
groups of complete intersections of quadrics in the projective space.
We fix a field k of characteristic different from two in this section. We also fix integers
n > m ≥ 2. As before, we fix a quasi-isomorphism of complexes of coherent OPm-modules
c : ωPm
∼
−→ OPm(−m− 1)[m].
7.1. Preliminaries on quadrics. First, let us recall some notations and basic facts on
quadrics (cf. [8, Chapter 6]).
A quadric Q0 in Pn means a hypersurface of degree two in Pn. We use the lower-case letter
q0 to denote one of the quadratic forms in (n + 1)-variables defining Q0. Let MQ0 be the
Gram matrix of the quadratic form q0. Explicitly, we have
txMQ0x = q0(x)
and
Q0 = (q0(x) = 0) ⊂ P
n.
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Here, we identify points on Pn with (n+1)-dimensional column vectors. Since the character-
istic of k is different from two, quadrics in Pn are in one-to-one correspondence with points
in the projective space P(Sym2k
n+1) of one-dimensional subspaces in the k-vector space of
symmetric matrices of size n+ 1.
The corank of a quadric Q0, denoted as corank(Q0), is the corank of MQ0 defined by
corank(Q0) := corank(MQ0) := n + 1− rank(MQ0).
It is classically known that Q0 is a non-singular variety if and only if corank(Q0) = 0. If Q0
is singular, the singular locus Sing(Q0) is a (corank(Q0) − 1)-dimensional linear subvariety
of Pn. Actually, Sing(Q0) is defined by the kernel of MQ0 as a k-linear map. The locus
∆ ⊂ P(Sym2k
n+1)
of singular quadrics is defined by (det(MQ0) = 0), so ∆ is a hypersurface in P(Sym2k
n+1).
Let ΠQ be an m-dimensional linear subvariety of P(Sym2k
n+1). Let Q = (Q0, Q1, . . . , Qm)
be an (m+ 1)-tuple of quadrics in Pn spanning the linear subvariety ΠQ. We write
ΠQ = 〈Q0, Q1, . . . , Qm〉 ∼= P
m.
The linear subvariety ΠQ is called the linear system of quadrics generated by Q. We denote
the locus of singular quadrics in ΠQ by
∆Q := ∆ ∩ ΠQ.
It is a hypersurface in ΠQ ∼= Pm defined by the vanishing of the determinant of Gram matrices.
We write the base locus of ΠQ as
XQ := Q0 ∩Q1 ∩ · · · ∩Qm ⊂ P
n.
Let MQ ∈ W = km+1 ⊗ Sym2k
n+1 be the symmetric matrix corresponding to an (m+ 1)-
tuple of Gram matrices (MQ0 ,MQ1, . . . ,MQm). If XQ ⊂ P
n is a complete intersection of m+1
quadrics Q0, Q1, . . . , Qm, we see that codimPn XQ = m+1 and the set of quadrics containing
XQ coincides with the linear system ΠQ. Hence to consider the complete intersection XQ of
m+ 1 quadrics in Pn is equivalent to consider the linear system of quadrics defining XQ. In
other words, the complete intersection XQ defines a unique GLm+1(k)× (k
×In+1)-orbit in W.
Moreover, the projective equivalence class of XQ defines a unique GLm+1(k)×GLn+1(k)-orbit
in W.
Remark 7.1. Note that an element M ∈ Wgr does not necessarily define a complete in-
tersection of m + 1 quadrics. An extreme example is given as follows. Let Q0, Q1 be two
quadrics whose intersection is a smooth complete intersection. Then the discriminant poly-
nomial of the pair (Q0, Q1) is a separable binary form (cf. [21]). We put Q
′ := (Q0, Q0, Q1).
The corresponding triple of symmetric matrices MQ′ is an element of Wgr. But obviously it
does not define a complete intersection of three quadrics.
7.2. The projective automorphism groups of complete intersections of quadrics.
We fix an element MQ ∈ Wnv, and assume that MQ defines a complete intersection XQ of
m+ 1 quadrics in Pn. Let us write
φc(MQ) = [(M, λ, s)] ∈ Vm+1,n+1.
Here M is a coherent OΠQ-module with Supp(M) = ∆Q. We put L0 = EndΠQ(M) and use
notations introduced in Section 5 freely. In particular, L ⊂ L0 is the subspace of L0 defined
by the condition tl ◦ λ = λ ◦ l. We can define the norm map Nm as
Nm: L0 −→ L ; l 7→ σ(l)l.
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Since Nm(k×) ⊂ k×, the norm map induces the map
Nm: L×0 /k
× −→ (L ∩ L×0 )/k
×.
This map is not a group homomorphism in general, but the kernel is always a subgroup of
L×0 /k
×.
The projective automorphism group of XQ is defined by
AutPn(XQ) := {g ∈ Aut(P
n) | gXQ = XQ} .
We define another group AutΠQ(∆Q,M, λ) as
AutΠQ(∆Q,M, λ) :=
{
A ∈ GLm+1(k)
∣∣∣∣ νA(∆Q) = ∆Q,IsomΠQ((ν∗AM, ν∗Aλ), (M, λ)) 6= ∅
}
/(k×Im+1),
where we write
IsomΠQ((M, λ), (M
′, λ′)) :=
{
ρ : M
∼
−→M′
∣∣∣ tρ ◦ λ′ ◦ ρ = λ}
.
Now we can state our main result in this section.
Theorem 7.2. Let MQ ∈ Wnv be an element defining a complete intersection XQ of m+ 1
quadrics in Pn. We write φc(MQ) = [(M, λ, s)] ∈ Vm+1,n+1. Then there exists a short exact
sequence of the following form:
0 // Ker(Nm) // AutPn(XQ) // AutΠQ(∆Q,M, λ) // 0.
Beauville proved this theorem when m = 2, n ≥ 3, k is algebraically closed and XQ is a
smooth complete intersection of three quadrics ([1, Proposition 6.19]).
The proof of Theorem 7.2 is given in the next subsection.
Remark 7.3. The condition that MQ defines a complete intersection is stronger than the
condition needed in the proof. We assume that the following conditions on XQ hold: ΠQ ∼=
Pm, and any quadric Q′ containing XQ as a subscheme is an element of ΠQ. Then we also
have a short exact sequence as in Theorem 7.2.
7.3. A description of the projective automorphism groups. In this subsection, we give
an interpretation of the projective automorphism group AutPn(XQ) of a complete intersection
XQ of quadrics as an extension of two groups. Then we give a description of each group and
prove Theorem 7.2.
Let XQ be a complete intersection of m + 1 quadrics in Pn. We fix an (m + 1)-tuple of
quadrics
Q = (Q0, Q1, . . . , Qm)
defining XQ. Then we have
ΠQ := 〈Q0, Q1, . . . , Qm〉 ∼= P
m.
We fix a quasi-isomorphism of complexes of coherent OΠQ-modules
c : ωΠQ
∼
−→ OΠQ(−m− 1)[m].
Assume that the corresponding GLm+1(k)×GLn+1(k)-orbit of MQ is contained in Wnv. We
shall study the structure of the projective automorphism group AutPn(XQ) of XQ.
Note that Aut(Pn) ∼= PGLn+1(k). Since XQ is a complete intersection of m + 1 quadrics,
if we take P ∈ GLn+1(k) such that P ∈ AutPn(XQ) , the action of P preserves the linear
system ΠQ ⊂ P(Sym2k
n+1). Hence there exists a matrix A ∈ GLm+1(k) such that
tPMQP = MQ · A.
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Thus we have
AutPn(XQ) ∼=
{
P ∈ GLn+1(k)
∣∣ tPMQP = MQ · A (∃A ∈ GLm+1(k))} /(k×In+1).
Let us define the groups GQ, F
′
Q, EQ, FQ, PQ, HQ by
GQ :=
{
(A, P ) ∈ GLm+1(k)×GLn+1(k)
∣∣ tPMQP = MQ · A} ,
F ′Q :=
{
(u, P ) ∈ k× ×GLn+1(k)
∣∣ tPMQP = uMQ}✁GQ,
EQ :=
{
P ∈ GLn+1(k)
∣∣ tPMQP =MQ · A (∃A ∈ GLm+1(k))} ,
FQ :=
{
P ∈ GLn+1(k)
∣∣ tPMQP = uMQ (∃u ∈ k×)}✁ EQ,
PQ :=
{
(a2Im+1, aIn+1)
∣∣ a ∈ k×} ⊂ GQ,
HQ := EQ/FQ.
The group F ′Q is a normal subgroup of GQ and FQ is a normal subgroup of EQ. Obviously,
EQ has a canonical surjection onto AutPn(XQ) . Additionally, we find GQ is isomorphic to
EQ.
Lemma 7.4. The second projection pr : GQ −→ EQ is an isomorphism. In particular, it
induces an isomorphism F ′Q
∼
−→ FQ.
Proof. For each P ∈ EQ, a matrix A ∈ GLm+1(k) with
tPMQP =MQ · A
is determined by the action of P on the k-vector space spanned by MQ0,MQ1 , . . . ,MQm .
Hence there exists a unique matrix A satisfying this condition. 
By this lemma, we have HQ ∼= GQ/F ′Q. The kernel of
pr1 : GQ −→ GLm+1(k)
is obviously contained in F ′Q, hence we also have
HQ ∼= pr1(GQ)/ pr1(F
′
Q).
Lemma 7.5. The kernel of the composite map
GQ
∼
−→
pr
EQ −→ AutPn(XQ)
coincides with PQ.
Proof. If (A, P ) is an element in the kernel, we have P = aIn+1 for some a ∈ k×. Then we
have a2MQ =MQ ·A. Hence we have A = a2Im+1. 
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Thus we have the following commutative diagram with exact rows and exact columns:
1

1

PQ

PQ

1 // FQ //

EQ = GQ

// HQ // 1
1 // FQ/PQ //

AutPn(XQ)

// HQ // 1
1 1.
In order to prove Theorem 7.2, it is enough to find an interpretation of the groups FQ/PQ
and HQ.
Lemma 7.6. We have
FQ ∼=
{
l ∈ L×0
∣∣ σ(l)l ∈ k×} .
Proof. Take P ∈ FQ and u ∈ k× satisfying tPMQP = uMQ. Since we have tPMQ = uMQP−1,
we have l := (P, uP−1) ∈ L0 by Proposition 5.1. In particular, σ(l)l = u ∈ k×. Conversely,
if l = (P, P ′) ∈ L0 satisfies σ(l)l = u ∈ k×, we immediately see P = uP ′−1. Hence we have
tPMQP = uMQ. 
Proof (Proof of Theorem 7.2). By Lemma 7.6, we have
FQ/PQ ∼= Ker(Nm)
because Nm: L×0 /k
× −→ L×0 /k
× is defined by Nm(l) = σ(l)l.
Next we consider the group HQ. Let (A, P ) ∈ GQ be an element. We have isomorphisms
νA : ΠQ
∼
−→ ΠQ,
ρ : ν∗AM
∼
−→M
satisfying tρ ◦ λ ◦ ρ = ν∗Aλ. This shows νA ∈ Aut(ΠQ) induces a projective automorphism of
∆Q = Supp(M) ⊂ ΠQ. Hence the equivalence class A ∈ PGLm+1(k) of A is an element of
AutΠQ(∆Q,M, λ) :=
{
A ∈ GLm+1(k)
∣∣∣∣ νA(∆Q) = ∆Q,IsomΠQ((ν∗AM, ν∗Aλ), (M, λ)) 6= ∅
}
/(k×Im+1),
If (A, P ) is an element of F ′Q, then we have νA = idΠQ as a projective automorphism. Con-
versely, if νA = idΠQ then we can write A = aIm+1 for some a ∈ k
×. Hence A ∈ pr1(F
′
Q).
Thus HQ = pr1(GQ)/ pr1(F
′
Q) is a subgroup of AutΠQ(∆Q,M, λ) .
If we take an element A ∈ GLm+1(k) whose equivalence class A ∈ PGLm+1(k) is an element
of AutΠQ(∆Q,M, λ) , there exists an isomorphism
ρ : ν∗AM
∼
−→M
satisfying tρ ◦ λ ◦ ρ = ν∗Aλ. By a similar argument to the proof of Proposition 5.3, we have
a matrix P ∈ GLn+1(k) such that tPMQP = MQ · A. This shows (A, P ) ∈ GQ and νA ∈
pr1(GQ)/ pr1(F
′
Q). Thus the proof of Theorem 7.2 is complete. 
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