This paper has several objectives. First, provide an improved validation of the existing ozone measurements by extending the 2-week OPAL campaign and using more measurements over a longer time period (3 years) including all seasons and a wider variety of meteorological and other conditions. The study also reflects hardware changes made after OPAL. Therefore the results presented here give a more representative validation of the Lauder ozone profiles than the OPAL campaign did (NDSC data are available from http://www.ndsc.ncep.noaa.gov/).
Second, modifications to the lidar, SAGE II and sonde analyses are proposed which improve the agreement between the ozone profiles. We emphasize that these modifications emerged from a discussion of the discrepancies between the various data sets. This provides an additional rationale for performing multiyear intercomparisons.
And finally, the 3-year intercomparison allows us to draw conclusions about instrument stabilities and thus about the limitations of the detection of trends.
Also the effects of trends other than in ozone density itself can be studied. As an illustration, we show that changes in temperature influence the value of the altitude-averaged ozone absorption cross section, which for the Dobson spectrophotometer results is assumed to be constant over time. This assumption influences the assessment of a trend in the ozone concentration.
System Descriptions
In this section, system descriptions are presented, along with discussions of the measurement accuracies. For all systems except the lidar, these descriptions are succinct, and references are given to articles that contain more detailed information.
During the operation of the various instruments, comparisons of the individual profiles have been made on a regular basis. Also the integrated profiles were regularly compared with the Dobson ozone column densities. However, it is emphasized that the instruments operated completely independently, without adaptation of results to achieve better agreement. In particular, the sonde ozone profiles were not scaled to agree with the Dobson results, which is common practice at many other sites.
We will define the accuracy of a measurement as the sum of its repeatability (often referred to as precision) and its systematic errors. All ozone profiles discussed in this paper are provided with accuracy estimates, with the exception of the RIVM lidar results which contain estimates of the repeatability only.
Differential Absorption Lidar System
The lidar ozone profiles discussed in this paper were measured by the stratospheric lidar operated at Lauder by the Dutch Institute for Public Health and the Environment (RIVM). A detailed description of the RIVM stratospheric lidar system was given by Swart et al. [1995] .
Ozone profiles are derived by using the differential absorption lidar method (see, e.g., Measures [1984] ). Laser pulses at two wavelengths (308 and 353 nm), only one of which is affected by ozone absorption, are sent into the atmosphere. Two slightly different DIAL methods can be distinguished. The elastic DIAL method uses signals detected after elastic scattering in the atmosphere, whereas the inelastic DIAL method employs signals returned by (inelastic) vibrational Raman scattering by nitrogen molecules. In both cases, the ozone profile is derived from the ratio of the two detected signals, after a correction has been made for the differences in atmospheric transmission (due to the wavelength dependence of Rayleigh scattering). During periods with a high aerosol number density the elastic method, in which signals are detected from scattering by molecules as well as by aerosols, breaks down. The inelastic method, however, still yields valid results [McGee et al., 1993] . During the period in which the lidar measurements were performed, the aerosol concentration was sufficiently low for the elastic method to be used. For technical reasons, the inelastic method was sometimes used below 20 kin. Only the elastic DIAL equation will be discussed here, and the assumption that the influence of aerosol scattering is sufficiently small will be made. The elastic DIAL equation is usually expressed as [McDerraid et al., 1990] Here r is the geometric altitude, 7/03 is the ozone number density, ao3 is the differential ozone absorption cross section between 308 and 353 nm, n is the air number density, S is the background-corrected return signal, and as is the Rayleigh extinction cross section. S and as are subscripted with the wavelength.
The DIAL method is self-calibrating, i.e., constants such as system efficiency and extinction in the troposphere will vanish.
There is a variety of methods for establishing the first term on the right-hand side of equation (1) In the stratosphere, the first term on the right-hand side of equation (1) is large in comparison with the applied Rayleigh correction (the second term). The Rayleigh correction, which decreases with increasing altitude, is determined from molecular parameters and a sonde air density profile. The same sonde also provides a temperature profile, which is used to determine the temperature dependent ozone absorption cross section. A small interdependence of ozone profiles measured by sonde and lidar is introduced in this way, as the conversion from sonde ozone partial pressure to ozone number density is performed by using the same (sonde) density and temperature data, but this is assumed to be negligible.
After November 1994, when measurements at Lauder commenced, several changes have been made to the lidar hardware. First, the measurement domain was increased from 100 km originally to 150 km (early April 1995) and 300 km (April 1995), enabling better fits to the background light levels (which contain a contribution due to signal-induced noise of the detectors). This implied a corresponding change in the resolution with which the altitudes were measured from 100 to 150 and 300 m. Second, deterioration of the laser beam divergence during early 1995 made it necessary to increase the detector field of view from 0.6 to 0.8 mrad (November 1995). However, problems remained as some of the light collected by the telescope extended beyond the size of the detectors, leading to invalid ozone values below a certain altitude. This problem was resolved by adding a field lens in the detector section of the lidar (March 1996). Therefore the part of the ozone profile obtained at low altitudes before March 1996 must be treated with caution (see subsection 4.1). Also changes to the processing software were made; the data currently in the NDSC database were all processed with software ver- Second, the extracted lidar ozone number densities are inversely proportional to the ozone cross section, which is temperature dependent. Its accuracy is predominantly determined by the accuracy of the temperature profile used. By comparing the sonde temperature profiles with the National Centers for Environmental Prediction (NCEP) data that were recorded less than a few hours apart from the lidar measurements, typical differences in the extracted ozone cross sections of about 2% were found, and they were neither systematically positive nor negative. This provides an order of magnitude estimate of the reliability of the ozone cross section profiles used.
In conclusion, by using the lidar repeatabilities only, For a given time period, paired averages of ozone profiles are presented, along with accuracies and standard deviations within the set (see, for example, the left panels of Figures 2 and 3, which will be discussed in subsection 4.1). This standard deviation is a measure of profile-to-profile variability within the selected interval of time, which at most altitudes is dominated by atmospheric variability. Also the relative differences of the averaged profiles, along with the estimated repeatabilities in these relative differences, are calculated from the repeatabilities of the paired averages by using standard Gaussian error propagation (see, for example, the right panels of Figures 2 and 3) .
The time dependence of the intercomparisons is also investigated, and for the interval between November 1994 and January 1998 no significant trends were found. However, it should be emphasized that the statistical uncertainty in this time interval is large. and SAGE II (see Figure 3) The comparison with SAGE II does not contradict the assumption that the sonde altitude scale should be altered, but the magnitude of the sonde offset cannot be determined accurately. After modifications of the SAGE II data, which will be discussed in subsection 5.3, a comparison of modified sonde and SAGE II profiles will be shown.
Supporting evidence for the proposed altitude offset followed from a study of profiles of ozone and water vapor mixing ratios, measured by the same sondes. It was found that tropospheric layers of ozone-rich air were shifted by about 125 m from layers of water vapor poor air, which for physical reasons were expected to be at the same altitude (E. J. Brinksma, manuscript in preparation). This confirms that the altitude error is specific for the ozone sensor and that it was not caused by any potential error source that would affect the altitude scale of profiles of ozone and humidity equally, like, for instance, a systematic error in the pressure-temperature measurement.
SAGE II Analysis
From the comparison with lidar and with the 0.5% KI altitude-corrected ozonesonde data, it is evident that the ozone density derived from SAGE II measurements is too large at all altitudes. This discrepancy is sig-nificant with respect to the combined instrument accuracies. We have multiplied the SAGE II ozone densities with various numerical factors and found that best agreement of the SAGE II and lidar averages was found for a multiplication factor of 0.975 (4-0.007). In Figure 6 , data of iidar (modified as described above) and SAGE II (top panel) and of sondes and SAGE II (bottom panel) are shown in which the SAGE II ozone densities were multiplied by this factor of 0.975. The results indicate that an altitude-independent parameter in the SAGE II algorithm may be incorrect, e.g., the ozone absorption cross section may be underestimated. Indeed, in a future revision of the SAGE II algorithm (version 6) an ozone absorption cross section which is about 3% larger than the one currently used will be incorporated. This change is due to a different approach toward the combination of the extinctions at different wavelengths employed by SAGE II (J. M. Zawodny, private communication, 1999), and agrees with the multiplication factor we obtained.
Modified Intercomparison Results
We have proposed changes in the ozone profiles in three altitude regions. The effects of these changes on the intercomparison results are shown in this subsec- The SAGE II data in this altitude region are unreliable, and microwave data are not available at low heights.
Above 35 kin, where a more realistic temperature dependence was implemented in the lidar ozone absorption cross section, the agreement between the microwave and lidar results has deteriorated slightly to 6% maximally (previously 5%; see Figure 3 ).
Validation of the Dobson

Spectrophotometer at Lauder
In the previous section, ozone profiles measured with various instruments were compared. In this section, a fifth independent instrument, the Dobson spectrophotometer at Lauder, is considered, which measures ozone column densities. For those dates on which measurements by sondes and one of the other instruments were performed within 24 hours from the Dobson measurement, ozone column densities were also derived by integration with respect to altitude of the measured profiles. In order to cover the altitude region from ground level up to the top of the ozone layer, measured profiles As the validations show that the various techniques for measuring ozone profiles yield consistent results, it is useful to combine the various ozone profile measurements. The discussed instruments are complementary: only from the sonde results can tropospheric ozone profiles be derived, while SAGE II and the microwave radiometer are the only instruments providing reliable resuits above about 45 kin. Between about 20 and 35 km, all of the instruments discussed measure mutually consistent data. This paper has shown that the apparent redundancy in this altitude region is useful, because it facilitates intercomparisons through which it is possible to find genuine mistakes, and their causes, and therefore to reach even better results by revising the data sets. Arguments for combining the data sets arise from the differences in temporal coverage and resolution of the various instruments. For future work it is potentially important to have a denser set of measurements spanning a larger altitude domain than a single instrument can provide.
