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Abstract
ABSTRACT
Increasing rates of volcano-tectonic (VT) seismicity, produced by rock fracture and slip along 
faults, are a common precursor to eruptions. Precursory VT seismicity can thus be related to how 
fractures develop within and below a volcano before it erupts.
This study combines field and experimental data to define constraints on theoretical 
models for accelerating VT seismicity. VT seismicity before all 17 episodes of lava-dome growth 
at Mount St Helens between 1980 and 1986 and before eruptions at selected andesitic-dacitic 
volcanoes following more than a century of repose was analysed. VT precursors developed within 
three weeks of lava-dome growth episodes, with stronger patterns before eruptions through larger 
domes, suggesting that the domes themselves inhibited magma ascent. The accelerations 
fluctuated about mean trends between exponential and hyperbolic, suggesting that individual 
sequences evolved under different boundary conditions, including applied stress and rock 
temperature, that determine the rates of seismogenic fracturing. Before the first eruption after a 
long repose interval, a hyperbolic acceleration in VT seismicity developed over approximately ten 
days when the eruption was dome building rather than phreatomagmatic.
To investigate the effect of changing boundary conditions, samples of andesite were 
deformed in compression at temperatures up to 900°C and confining pressures up to 50 MPa with 
acoustic emissions (AE) recorded as analogues to VT events. There was no temperature or 
pressure dependence in mechanical properties nor AE precursors to sample failure at 
temperatures up to 600°C for all confining pressures tested. This supports the use of models of 
precursory VT seismicity based on brittle fracture for volcanoes erupting after long repose 
intervals, where a new magmatic pathway must be formed. High AE rates for samples tested at 
900°C, which is within the brittle-ductile transition, indicate that VT events can originate from 
hot material within the lava dome and at magma conduit margins.
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Figure 2.1 If the upper plate moves rapidly trenchward, the angle of subduction shallows 
and the volcanic arc is in compression (upper diagram). If the slab sinks rapidly and rolls 
back away from the trench, it extends the upper plate in the region of the volcanic arc. 
Figure from Perfitt and Davidson (2000).
Figure 2.2 Stratovolcanoes vary in structure from towering symmetrical cones such as 
Vsevidof, Aleutian Islands, Alaska (top), to complex compound volcanoes such as 
Unzen, Kyushu, Japan (bottom). Both photographs courtesy of USGS.
Figure 2.3 Simplified cross section of Mount St Helens, USA, prior to the May 1980 
eruption. Courtesy o f USGS.
Figure 3.1 Stress-strain rate curves for elastic-plastic (Saint-Vennant), viscous 
(newtonian), and visco-plastic (Bingham) bodies. The newtonian curve is denoted by ON, 
the Saint-Vennant curve by OoyS, and the Bingham curve by OoyB.
Figure 3.2 Typical form of a strain versus time curve for creep in a material with 
temperature greater than 0.5 x melting temperature. This is made up of an initial primary 
creep phase, during which the strain rate decreases, followed by a secondary phase of 
steady state creep, and finally accelerating tertiary creep, which often results in the 
formation of a macrofracture. The dashed line shows qualitatively the effect of increasing 
the test temperature. Adapted from Barber, 1990
Figure 3.3 Mohr and Coulomb failure criteria plotted on a shear stress (x) against normal 
stress (a) plot. It is expected that the sample will fail when the Mohr circle (constructed 
by drawing a circle with its diameter along the a  axis extending from 03 (minimum 
principal stress) to 01 (maximum principal stress)) is large enough to touch (a) the 
Coulomb failure criterion or (b) the Mohr failure envelope. The failure angle (0) can be 
found graphically for the Coulomb criterion as shown. (Modified from Jaeger and Cook, 
1976)
Figure 3.4 Shear stress against normal stress for Vesuvian basalt lava flow core samples 
tested at temperatures between 25 °C and 600 °C and pressures between ambient and 30 
MPa. The linear Coulomb failure criterion and the modified Mohr-Coulomb failure 
criterion for two tensile strengths have been fitted to the data. From Rocchi (2002).
Figure 3.5 Diagram to show the three fundamental modes of fracturing, a) Mode I, 
tensile, b) Mode II, in plane shear or sliding, c) Mode III, anti-plane shear or tearing.
Figure 3.6 Typical stress-strain curves for rocks deforming in compression through 
brittle mechanisms under uniaxial (A) and triaxial (B) compression, and through ductile 
mechanisms (C). Differential stress (a) is plotted against strain (e). The peak and yield 
stresses of each curve are labelled ap and oy respectively, and a r denotes the residual 
frictional stress for sliding along the macrofracture formed during brittle failure under
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triaxial compression. Each curve is accompanied with a schematic representation of the 
failure mode.
Figure 3.7 Schematic representation of a shear force P acting on a plane of area A 
deforming a volume Ad by a displacement u in direction P, resulting in seismic moment 
defined in equation 3.35.
Figure 3.8 Frequency magnitude distributions of earthquake catalogues used in this study 
for a) precursors to the June 1991 eruption of Pinatubo, Philippines (May to June 1991), 
b) precursors to the 1991 eruption of Mount Unzen, Japan (from January until May 
1991), c) precursors to the May 1980 eruption of Mount St Helens, USA, from the count 
log (beginning in January 1980), d) precursors to the May 1980 eruption of Mount St 
Helens, from the hypocentre catalogue (beginning in January 1980), and e) count log of 
earthquakes throughout the intermittent dome growth at Mount St Helens from 1980 until 
1986.
Figure 4.1 A summary event tree for early stages of the Montserrat eruption, showing 
elicited probability values attached to branches depicting different potential eruptive 
scenarios. Such trees can help public officials by summarising on various timescales a 
hierarchy of hazards against which mitigation measures can be planned (Aspinall et al., 
2002).
Figure 4.2 Example inverse rate trends for the FFM with a=2 (red line, linear inverse 
trend), a<2 (blue line, concave inverse trend), and a>2 (black line, conzex inverse trend). 
Failure or an eruption is expected when the trend crosses the time axis and can be 
forecast by extrapolating inverse trends to this axis, giving the time when the inverse rate 
is 0 and thus the rate is infinity.
Figure 5.1 Earthquake epicentres at Mount Pinatubo before the eruption on 7th June 1991 
from the hypocentre catalogue published in Hoblitt et al. (1996). The red triangle denotes 
the location of the summit of Mount Pinatubo. Note that there are 2 distinct clusters of 
earthquakes, 1 near the summit of the volcano, and one ~5 km to the north-west.
Figure 5.2 Cumulative counts of earthquakes at Mount Pinatubo, shown for all 
earthquakes and separated into those located in the north west cluster, and in the cluster 
near the summit of the volcano. Data from Hoblitt et al. (1996)
Figure 5.3 Discrete log frequency-Magnitude plots for earthquakes recorded before the 
June 1991 eruption of Mount Pinatubo Philippines in a) the region close to the summit of 
the volcano, and b) the region 4 to 5 km North West of the volcano. Note that the 
Magnitude distributions are not fractal (this would result in a linear relationship between 
Magnitude and log-frequency).
Figure 5.4 Latitude, longitude, and depth of earthquakes at Mount St Helens from 15th 
March 1980 until the lateral blast eruption on 18th May 1980. Note that most of the 
earthquakes are located within 2km lateral distance of the volcano summit (46.20N,
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122.18E), and at depths of less than 4km, except on 25th March (the day with the highest 
earthquake rates, >24 earthquakes >M=4 within 8 hours) and the day of the eruption.
Figure 5.5 Plan of the position of all the seismometers on Mount St Helens before the 
climactic eruption in May 1980. Saint Helens West (SHW) was used to produce the count 
log used in this study.
Figure 5.6 Cumulative VT earthquake count, Benioff strain release, and seismic energy 
release from 20th March until 20th May 1980 at Mount St Helens. Red bars show the dates 
of the beginning of phreatic and phreatomagmatic eruptions (27th March) and the date of 
the climactic lateral blast eruption (18th May). Note the abrupt onset of seismicity before 
the 27th March eruptions, and that there is no change in seismicity before the 18 May 
eruption. The counts are high relative to the energy release in the first month, and the 
energy release is relatively higher in the latter month, with Benioff strain remaining 
intermediate. This reflects the increasing average magnitude of seismic events.
Figure 5.7 Discrete frequency magnitude distribution for earthquakes recorded on 
seismometer SHW at Mount St Helens from 1st January 1980 until phreatomagmatic 
eruptions began on 27th March 1980.
Figure 5.8 Unzen daily earthquake counts from a) the hypocentre catalogue with the 
dates of phreatic eruptions, phreatomagmatic eruptions, and dacite spine extrusion 
denoted by red bars, and b) the count log with the date of the dacite spine extrusion 
denoted by a red bar. The count log record began on 1st May 1991, so it is not possible to 
compare this record with earlier phases of activity.
Figure 5.9 Map of Mount Pinatubo location. From Newhall (1996).
Figure 5.10 Generalised geologic cross section of pre-1991 Mount Pinatubo. PD = 
Pinatubo dome, which is a dacite-andesite dome complex; MP = modem Mount 
Pinatubo, composed largely of dacite and andesite breccias and tuffs; AP = ancestral 
Mount Pinatubo, composed of dacitic lava flows underlain with pyroclastics; D = dioritic 
dykes; ZOC = Zambales Ophiolite Complex. PIN-1, PIN-2D, and PIN-3D are geothermal 
exploration wells that were used to determine this geologic stratigraphy. From Delphin et 
al (1996).
Figure 5.11 Map of radio-telemetered seismic stations installed around Mount Pinatubo, 
April-June 1991. From Harlow et al. (1996).
Figure 5.12 Calculated values of the exponent a from the FFM and their standard errors 
for the number of earthquakes per hour, 4 hours, 8 hours, 12 hours, and day at Pinatubo 
prior to the June 1991 eruption. Earthquakes located near the summit and the cluster to 
the north west near the phreatic vents are considered both separately and together. The 
dashed lines indicate the expected limits of a=l (exponential acceleration) and a=2 
(hyperbolic acceleration).
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Figure 5.13 Calculated values of the exponent a from the FFM and their standard errors 
for the time per N earthquakes at Pinatubo prior to the June 1991 eruption. Earthquakes 
located near the summit and the cluster to the north west near the phreatic vents are 
considered both separately and together. The dashed lines indicate the expected limits of 
a= l (exponential acceleration) and a=2 (hyperbolic acceleration).
Figure 5.14 Example log Q -log Q  plots from Mount Pinatubo earthquake data using a) 
all earthquakes per 4 hours from 27th May, b) time per 20 earthquakes (all locations) from 
27th May, c) summit earthquakes per 4 hours from 27th May, d) time per 20 summit 
earthquakes from 27th May, e) north west cluster earthquakes per 4 hours from 10th May, 
and f) time per 20 earthquakes in the north west cluster. Note the very scattered data for 
all earthquakes together (a and b), the reasonable linear fits for the summit earthquakes (c 
and d) and the limited data for the north west cluster of earthquakes.
Figure 5.15 Rates of earthquakes located in the summit region at Mount Pinatubo from 
27th May until 7th June. Rates normalised to daily rates by multiplying the 4 hourly rate 
by 6, and taking the inverse of 20 x time (in days) per 20 earthquakes. Note that the fixed 
earthquake number earthquake rates are less scattered than the fixed time interval 
earthquake rates, so a greater proportion of these values would be considered as rate 
maxima
Figure 5.16 Inverse rates of earthquakes located in the summit region at Mount Pinatubo 
from 27th May until 7th June. Values are normalised to days per earthquake from 1/N of 
earthquakes per 4 hours, and the time per 20 earthquakes.
Figure 5.17 Rates and inverse rates of earthquakes located in the north west region at 
Mount Pinatubo from 14th until 24th May. Rates are the number of earthquakes per 8 
hours, and 1/time per 10 earthquakes normalized to the number per 8 hours. Inverse rate 
values are normalised from 1/N of earthquakes per 8 hours, and the time per 10 
earthquakes.
Figure 5.18 Forecasts of the 7th June 1991 eruption of Mount Pinatubo using the failure 
forecasting method (FFM) with rates of summit earthquakes from a) 27th May, and b) 3rd 
June. Earthquake rates were considered in terms of the number per 4 hours (blue 
symbols) and the inverse time per 20 earthquakes (grey symbols). As time progresses up 
the y axis, all the data up to that time is used to generate a forecast using the FFM. The y 
coordinate of each forecast is the time it is made, and the x coordinate is the time the 
expected eruption time, with the x error bars showing the extent of the forecast window. 
The red line shows the time the eruption occurred, and the dashed line shows where the 
actual time and forecast time are equal, with only points to the right of this line 
constituting a forecast.
Figure 5.19 Forecasts of the 7th June 1991 eruption of Mount Pinatubo using the linear 
inverse trend form of the failure forecasting method with rates of summit earthquakes 
from a) 27th May, and b) 3rd June. Earthquake rates were considered in terms of the
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number per 4 hours (blue symbols) and the inverse time per 20 earthquakes (grey 
symbols). Forecast representation is as Fig. 5.18
tliFigure 5.20 Forecasts of the 7 June 1991 eruption of Mount Pinatubo using the 
multiscale fracture model with rates of summit earthquakes from a) 27th May, and b) 3rd 
June. Earthquake rates were considered in terms of the number per 4 hours (blue 
symbols) and the inverse time per 20 earthquakes (grey symbols). Forecast representation 
is as Fig. 5.18
Figure 5.21 Locations and eruptive histories for the last 4000 years o f the 13 Cascade 
volcanoes considered potentially active by the USGS. From Dzurisin et al (2003)
Figure 5.22 Generalised north-south geologic cross sections through pre-1980 Mount St 
Helens. Modified from Doukas (1990)
Figure 5.23 FFM a values calculated from VT seismic events in the Mount St Helens 
count log before the onset of phreatic and phreatomagmatic activity on 27th March 1980 
using the log Q -log Q method for a) the number of earthquakes in fixed time intervals, 
b) the time interval per N earthquakes, c) the coda derived seismic energy release per 
time interval, and d) the coda derived Benioff strain release per time interval. Dashed 
lines show position of a=l and a=2. Note that the a  values calculated from the VT 
earthquake count rate data (calculated from both the number per unit time and the time 
per N earthquakes) are mostly between 1 and 2, whilst both the energy release and the 
Benioff strain release rates, for all time groupings, give a = l , with very small errors. This 
shows an exponential energy and Benioff strain release from VT earthquakes.
Figure 5.24 Cumulative VT earthquake count, Benioff strain release, and seismic energy 
release from 10th March until 27th March 1980 at Mount St Helens, all normalised to the 
same total amount. Note the acceleration in Benioff strain and seismic energy release 
from 19th to 26th March. The onset o f the acceleration in event rates is slightly later, and 
there was a small swarm of events on 16th to 17th March with magnitudes too small to be 
detected on the cumulative energy release and Benioff strain release trends.
Figure 5.25 Mean Magnitudes per 60 VT earthquakes recalculated every 30 events at 
Mount St Helens from 15th until 27th March 1980. The width of each marker shows the 
time interval during which the 60 VT events to calculate each mean value took place.
Figure 5.26 FFM a  values calculated from the number of VT earthquakes per fixed time 
interval in the Mount St Helens count log from 22nd to 27th March 1980 using the log Q - 
log O method. Dashed lines show position of a= l and a=2. Note that the a  values are 
slightly lower than those calculated from the same data type, but starting on 15th March.
Figure 5.27 Forecasts of the 27th March 1980 eruption of Mount St Helens using the 
failure forecasting method (FFM) with rates o f earthquakes from the count log considered 
in terms of a) the number of earthquakes per 12 hours and day, and b) the time per 50, 20 , 
and 5 earthquakes. As time progresses up the y axis, all the data up to that time is used to
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generate a forecast using the FFM. The y coordinate of each forecast is the time it is 
made, and the x coordinate is the expected eruption time, with the x error bars showing 
the extent of the forecast window. The red line shows the time the eruption occurred, and 
the dashed line shows where the actual time and forecast time are equal, with only points 
to the right of this line constituting a forecast.
Figure 5.28 Map of Kyushu, Japan showing the location of major faults and volcanoes 
(fromOkada, 1992)
Figure 5.29 Map of the Shimabara Peninsula showing the location of the Chijiwa 
Caldera and major faults (from Okada, 1992)
Figure 5.30 Map of Montserrat location within the Lesser Antilles Island Arc in the 
Caribbean Sea (from Kokelaar, 2002)
Figure 5.31 Montserrat seismic network (from Aspinall et al., 2002).
Figure 5.32 Comparison of the linear regression fit to inverse event rates from 
Montserrat when treated as 2 populations (black triangles) as in Kilbum and Voight 
(1998) with the linear regression fit to minima in inverse event rates (pink diamonds) as 
in Kilbum (2003). Note that the regression fits are very similar, as there is only one 
additional data point when the population of values used in Kilbum and Voight (1998) 
are compared with the minima used in Kilbum (2003).
Figure 6.1 Height and volume of Mount St Helens lava dome against time. Data from 
Swanson and Holcombe (1990) and Fink et al (1990).
Figure 6.2 Schematic diagrams of Mount St Helens dome growth showing a) a plan of 
the lobes and talus of the lava dome from October 1980 to November 1981 and b) stages 
of dome growth and development from 1980 until 1986. Images courtesy of the US 
Geological Survey.
Figure 6.3 Official forecasts of the a) March 1982, b) May 1985, and c) May 1986 
eruptions of Mount St Helens issued by the Cascades Volcano Observatory. Horizontal 
black bars denote forecast windows, with their position along the y-axis showing when 
the forecast was made and their position along the x axis showing the time windows 
when the eruptions were expected. The dashed line shows when time = forecast time, 
with only points to the right of this line being after forecasts are made. The red lines 
shows when the eruptions began and are included in every forecast window.
Figure 6.4 Latitude, longitude, and depth of earthquakes during the post-climactic 
activity at Mount St Helens from 19th May 1980 until December 1986. Note that most of 
the earthquakes are located within 2km lateral distance of the volcano summit (46.20N, 
122.18E), and at depths of less than 2km, except for those associated with the M=5 
tectonic earthquake that occurred in February 1981 at -46.35N, 122.24W.
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Figure 6.5 Plots of the number of earthquakes recorded per day on seismometer SHW 
and the dates of renewed lava extrusion (tick marks at top) at Mount St Helens during a)
1 June to the beginning of the extended eruption in February 1983 b) from the end of the 
extended eruption (late January 1984) until the end of 1986. Horizontal dashed line 
shows the maximum background level of VTs (10 per day).
Figure 6.6 Benioff strain from VT events and eruptions (grouped as Fig. 3). Horizontal 
dashed line shows the maximum background level of VT Benioff strain release (3 x 107 
units per day).
Figure 6.7 Seismic energy from VT events and eruptions (grouped as Fig. 3). Horizontal 
dashed line shows the maximum background level of VT energy release (7 x 1014 units 
per day).
Figure 6.8 Log acceleration versus log rate plots that were used to calculate a  and A 
from daily data for the March 1982 and May 1985 eruptions.
Figure 6.9 Mean alpha values for each eruption plotted against a) date b) and repose time 
before the eruption, using daily and 12 hourly VT count, benioff strain, and energy data, 
and time per lOand 20 VT earthquakes. The red error bar denotes the mean standard error 
of the a  values, and the black error denotes the standard deviation of the a  values.
Figure 6.10 Normalised cumulative VT earthquake counts, Benioff strain release, and 
energy release before the eruptions in a) May 1985, b) May 1986, and c) March 1982. All 
plots end at the time the eruption begins.
Figure 6.11 Eruption forecasts (points) and forecast windows (bars) using the FFM for 
the 27th May 1985 eruption at Mount St Helens using a) events per fixed time interval b) 
time interval per fixed number of events c) Benioff strain data, and d) seismic energy 
data. As time progresses up the y axis, all the data up to that time is used to generate a 
forecast using the FFM. The y coordinate of each forecast is the time it is made, and the x 
coordinate is the expected eruption time, with the x error bars showing the extent of the 
forecast window. The forecast window is annotated with its end time when it does not fit 
on the plot, with the year omitted if it is within the year of the eruption The red line 
shows the time the eruption occurred, and the dashed line shows where the actual time 
and forecast time are equal, with only points to the right of this line constituting a 
forecast. Blue symbols denote forecasts from 12 hourly and 10 event data, and black 
symbols denote forecasts from daily and 20 event data.
Figure 6.12 Eruption forecasts (points) and forecast windows (bars) using the FFM for 
the 8th May 1986 eruption at Mount St Helens using a) events per fixed time interval b) 
time interval per fixed number of events c) Benioff strain data, and d) seismic energy 
data. Blue symbols denote forecasts from 12 hourly and 10 event data, and black symbols 
denote forecasts from daily and 20 event data. Forecast representation is as Figure 6.11
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Figure 6.13 Eruption forecasts (points) and forecast windows (bars) using the FFM for 
the 19th March 1982 eruption at Mount St Helens using a) events per fixed time interval
b) time interval per fixed number of events c) Benioff strain data, and d) seismic energy 
data. Blue symbols denote forecasts from 12 hourly and 10 event data, and black symbols 
denote forecasts from daily and 20 event data. Forecast representation is as Figure 6.11
Figure 6.14 Daily number of summit VT earthquakes (black bars) at Mount Fugendake 
of Unzen volcano, Japan, throughout the dome building activity from 1991 until 1995 
with the dates of extrusion of new lobes shown as red bars.
Figure 6.15 Tectonic setting of Colima rift zone. Shaded areas show the rupture zones 
for recent major earthquakes, MAT = Middle America Trench. From Pacheco et al (1997)
Figure 7.1 Short rod specimen configuration (ISRM, 1988)
Figure 7.2 Schematic diagrams of the sample set-up with the actuator piston and the 
force transfer system of the fracture toughness apparatus (courtesy of Valentina Rocchi).
Figure 7.3 Diagram of the internal components of the HT triaxial deformation apparatus. 
The green circles indicate the position of the thermocouples (courtesy of Valentina 
Rocchi).
Figure 7.4 The confining pressure system used for fracture toughness experiments, with 
modifications shown in the dashed box
Figure 7.5 Diagram of modifications made to the furnace for triaxial experiments in 
order to reduce convection within the vessel.
Figure 7.6 Experimental set-up of the pulse frequency technique used to measure 
acoustic wave velocities across specimens.
Figure 7.7 Sample set-up assembly, starting form the left with the lower steel piston, the 
alumina rod, the alumina disc, the specimen, alumina disc, alumina rod and the upper 
steel piston. A steel jacket, into which all the components are inserted, is shown below
Figure 8.1 Diagram to show where conditions tested in the laboratory are expected in 
volcanic systems.
Figure 8.2 Map of Mount Shasta and the vicinity. Samples of Ancestral Mount Shasta 
Andesite were collected from the point marked A, between the summit of Mount Shasta 
and Mount Shasta City. Map provided courtesy o f US Geological Survey.
Figure 8.3 Photograph of the site where andesite samples were collected. Rocks in 
rectangle A appeared homogeneous, unweathered and isotropic, so were collected fro 
testing. Rocks in rectangle B were strongly laminated, hence inappropriate for 
experiments.
16
List of Figures
Figure 8.4 Photograph of area A from Figure 6.2, in which samples appeared reasonably 
homogeneous, unweathered, and isotropic. The arrow shows the sample that was 
collected.
Figure 8.5 Close up photograph of the block of Ancestral Mount Shasta Andesite that 
was collected for testing.
Figure 8.6 Photomicrographs of thin sections of intact AMSA in 3 orthogonal directions 
in cross polarised light. Some examples of plagioclase, amphibole, and pyroxene 
phenocrysts are pointed out.
Figure 8.7 Photomicrograph of a thin section of intact AMSA in plane polarised light 
showing sieve textures of plagioclase phenocrysts.
Figure 8.8 Photomicrograph of a thin section of untreated and undeformed AMSA in 
plane polarised light showing a pre-existing microcrack.
Figure 8.9 Photograph of the jig used to hold the sample during thermal cracking 
experiments, allowing recording of acoustic emissions. The sample is held between plates 
A and B, and tightened in place using the mechanism marked C. Acoustic waves are 
transmitted to along waveguide D. The sample temperature is measured using 
thermocouple E.
Figure 8.10 AE hit rate (calculated at 5 min intervals), cumulative energy release, and b- 
values during a) the heating cycle, and b) the cooling cycle, of sample ST50 when heat 
treated to 1000 °C.
Figure 8.11 AE hit rate (calculated at 5 min intervals), cumulative energy release, and b- 
values during a) the heating cycle, and b) the cooling cycle, o f sample ST40 when heat 
treated to 650 °C.
Figure 8.12 AE hit rate (calculated at 5 min intervals), cumulative energy release, and b- 
values during a) the heating cycle, and b) the cooling cycle, of sample ST35 when heat 
treated to 350 °C.
Figure 8.13 Photograph of cores o f Ancestral Mount Shasta Andesites that have been 
heat treated to (from right to left) 1000 °C, 950 °C, 650 °C, 350 °C, and not heat treated at 
all. These are all 24.8mm diameter cores.
Figure 8.14 Photomicrographs of thin sections of Ancestral Mount Shasta Andesite from 
samples that have been heat treated to a) 350 °C, b) 650 °C, c) 950 °C and b) 1000 °C (in 
plane polarised light). Note the patches of oxidised iron become more prominent as the 
heat treatment temperature is increased, and the phenocrysts become more fractured.
Figure 8.15 Photomicrograph of a fractured amphibole in a sample of Ancestral Mount 
Shasta Andesite that has been heat treated to 1000 °C (in cross polarised light).
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Figure 8.16 Fracture toughness of Ancestral Mount Shasta Andesite against temperature. 
Samples were tested in air under atmospheric pressure, and in water under 2 MPa of 
confining pressure.
Figure 8.17 Differential stress against axial strain for Ancestral Mount Shasta Andesite 
cores tested under atmospheric pressure at temperatures up to 600 °C and a constant strain 
rate of 10'5 s’1, (note that there were problems with electrical noise during the test on 
sample ST1, so the noise on this curve is due to noise in the system used to control the 
strain rate and is not related to the response of the rock to the increasing strain. This issue 
was resolved for all other tests.
Figure 8.18 Differential stress against axial strain for Ancestral Mount Shasta Andesite 
cores tested at temperatures up to 600 °C, confining pressures from 10 to 50 MPa, and at 
a constant strain rate of 10'5 s' 1
Figure 8.19 Differential stress against axial strain for Ancestral Mount Shasta Andesite 
cores tested at 900 °C, at atmospheric pressure and 10 MPa and at a constant strain rate of
i o V
Figure 8.20 Photographs of samples ST41, ST34, and ST5 deformed in uniaxial and 
triaxial compression under strain rate control. Sample ST41 (left) was deformed at 600 °C 
in uniaxial compression and failed through axial splitting, sample ST34 (centre) was 
deformed at 600 °C with 30 MPa confining pressure and failed through the formation of a 
shear fracture, and sample ST5 (right) was deformed at 300 °C and failed through the 
formation of several subaxial fractures or shear fractures with steep angles.
Figure 8.21 Photographs of samples ST45, ST20, and ST43 deformed in uniaxial and 
triaxial compression at 900 °C under strain rate control. Sample ST45 (left) was deformed 
in uniaxial compression. Samples ST20 (centre) and ST43 (right) were deformed with 10 
MPa confining pressure and had a peak differential stresses of 66 and 24 MPa 
respectively. Sample ST45 failed through the formation of a shear fracture. Although 
there are lots of fractures in sample ST20, the sample was still in one piece, so the 
fracture either did not penetrate through the whole sample, or welded back together. It 
may have welded as the axial stress was released as soon as the experiment finished, 
whereas it took several hours for the sample and vessel to cool and the confining pressure 
was not vented until the temperature had dropped. Sample ST20 is less fractured and 
shows less bulging than sample ST20. The experiment on this sample was terminated at a 
lower total axial strain than sample ST 43.
Figure 8.22 Differential stress against axial strain for Ancestral Mount Shasta Andesite 
cores tested under load rate control at 25 °C with 30 MPa confining pressure. Note that 
there is no stress drop when the sample fails, as the axial stress is used to control the 
experiment. These tests were terminated when the strain reached a critical value in order 
to prevent damaging of components, when the sample strength dropped below the axial 
stress dictated by the load rate control.
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Figure 8.23 Photographs of sample ST24 inside the jacket after it was deformed (note the 
shear fracture indentation) and the fractured sample after it was removed (note the large 
amount of fault gauge created as the fault movement was so fast). This sample was 
deformed at room temperature with 30 MPa confining pressure with the differential stress 
increasing at a rate of 0.02 MPa s'1.
Figure 8.24 Peak differential compressive stresses during uniaxial and triaxial 
deformation tests on Ancestral Mount Shasta Andesite, plotted against test temperature. 
Different symbol colours denote different confining pressures. All tests were conducted 
at a 10'5 s' 1 strain rate, except for the 3 tests controlled by loading rate, indicated as such in 
the key.
Figure 8.25 Peak differential compressive stresses during uniaxial and triaxial 
deformation tests on Ancestral Mount Shasta Andesite, plotted against confining 
pressure. Different symbol colours denote different temperatures, with only temperatures 
up to 600 °C shown. All tests were conducted at a 10'5 s' 1 strain rate, except for
the 3 tests controlled by loading rate, indicated as such in the key.
Figure 8.26 Young’s modulus calculated from uniaxial and triaxial deformation tests on 
Ancestral Mount Shasta Andesite, plotted against confining pressure. Different symbol 
colours denote different temperatures. All tests were conducted at a 10'5 s' 1 strain rate, 
except for the 3 tests controlled by loading rate, indicated as such in the key.
Figure 8.27 Young’s modulus calculated from uniaxial and triaxial deformation tests on 
Ancestral Mount Shasta Andesite, plotted against confining pressure. Different symbol 
colours denote different temperatures. All tests were conducted at a 10' 5 s'Strain rate, 
except for the 3 tests controlled by loading rate, indicated as such in the key.
Figure 8.28 Peak differential stress plotted against P-wave velocities of intact samples 
deformed in uniaxial and triaxial compression. Note that the samples deformed at 900°C 
are weaker than the rest, but that the P-wave velocity shows no correlation with sample 
strength.
Figure 8.29 Peak shear stress against normal stress for all samples that failed through the 
formation of a shear fracture. The red line shows the Coulomb failure criterion for all 
samples deformed at temperatures up to 600°C. Samples deformed at 900°C are not 
included because they are weaker than those deformed at lower temperatures. The black 
line shows the criterion replotted using only samples deformed at temperatures up to 
300°C. The green line shows the criterion replotted using only the samples deformed at a 
constant strain rate at temperatures up to 300°C. This criterion contains the error limits of 
all four values used, but still has a R value of only 0.688 and gives a friction coefficient 
lower than that for Teflon.
Figure 9.1 Total AE hit count and energy release for each fracture toughness experiment 
against test temperature. Energy is measured in arbitrary units as the energy is attenuated
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between the sample and the transducer and the energy comparisons between experiments 
is more important than the absolute value for the analysis in this study.
Figure 9.2 Adjusted total AE hit count and energy release for each fracture toughness 
experiment against test temperature. Only events with amplitude > maximum recorded 
amplitude per test -  35dB are included and all energy values are normalised to the energy 
of the largest amplitude event.
Figure 9.3 B values, calculated from AE amplitudes during fracture toughness 
experiments, plotted against time. Force applied to open the fracture is also shown for 
comparison with the timing of changes in b value. The results shown are for experiments 
conducted at a) room temperature, b) 300°C, c) 600°C, d) 750°C, e) 900°C, and f) in 
water at 150°C. Each b value is calculated from 100 amplitude values, and the b value is 
recalculated after each 20 AE events.
Figure 9.4 Cumulative frequency-amplitude distributions for sample SA1, deformed at 
room temperature. The two distributions are from AE during loading of the fracture and 
from 98% peak load until after the fracture had propagated through the sample. Note the 
steeper gradient and thus higher b value for the AE during the initial loading of the 
fracture.
Figure 9.5 Schematic diagram of cumulative AE energy release until peak stress, E(op), 
and AE energy release during stress drop, E(op) - E(ar). AE cumulative energy release 
(red line) and differential axial stress (black line) are shown against time for a typical 
triaxial experiment.
Figure 9.6 Peak hit count per 5 seconds, total cumulative energy before peak stress, and 
energy release during stress drop, against temperature for all uniaxial compression 
experiments.
Figure 9.7 Acoustic emissions hit rates (calculated at 5 second intervals), cumulative AE 
energy release, and axial stress during uniaxial compression experiments conducted at a) 
room temperature (sample ST11), b) room temperature (ST1), c) 300°C (ST36), d) 300°C 
(ST37), e) 600°C (ST41), and f) 900°C (ST45).
Figure 9.8 AE energy release from o=25MPa until peak stress against test temperature 
for all uniaxial compression experiments.
Figure 9.9 Peak hit count per 5 seconds, total cumulative energy before peak stress, and 
energy release during stress drop, against temperature for all constant strain-rate triaxial 
compression experiments during which AE were recorded.
Figure 9.10 P Peak hit count per 5 seconds, total cumulative energy before peak stress, 
and energy release during stress drop, against confining pressure for all constant strain- 
rate triaxial compression experiments during which AE were recorded.
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Figure 9.11 AE hit rate (calculated at 5 second intervals), cumulative energy release, and 
b values shown with the differential stress against time for samples tested at a)300°C and 
lOMPa confining pressure (ST33), b) 600°C and lOMPa (ST40), c) 600°C and lOMPa 
(ST42), d)25°C and 30MPa (ST14) and e) 25°C and 50MPa (ST15).
Figure 9.12 AE hit rate (calculated at 1 second intervals for part (a) and 5 second 
intervals for parts (b) and (c)), cumulative energy release, 6 -values and axial strain 
plotted against time for samples tested at room temperature with 30 MPa confining 
pressure with the axial stress increased at a rate of a) 0.2 MPa s' 1 (Sample ST21), b) 0.02 
MPa s' 1 (Sample ST28), and c) 0.002 MPa s' 1 (Sample ST24). All samples were initially 
loaded to 25 MPa differential axial stress at 10'V1 strain rate, before the control system 
was switched into load feedback and loaded at a constant rate of axial stress increase. 
Sample ST24 was loaded to 133.5 MPa at 0.2 MPa s '1, and then the load rate was 
dropped to 0.002 MPa s '1.
Figure 9.13 Calculated a  values and their errors from the number of AE per unit time for 
all strain rate controlled uniaxial and triaxial compression experiments for which AE 
were recorded (and a could be calculated and was considered valid) plotted against a) 
temperature and b) confining pressure. Note that there is no systematic change in the 
acceleration exponent a  with temperature, confining pressure, or time grouping (denoted 
by different shape and colour symbols), but that its error is larger for shorter time 
intervals (brown and green error bars).
Figure 9.14 Calculated a  values and their errors from the time interval per fixed number 
of AE for all strain rate controlled uniaxial and triaxial compression experiments for 
which AE were recorded (and a could be calculated and was considered valid) plotted 
against a) temperature and b) confining pressure. Note that there is no systematic change 
in the acceleration exponent a  with temperature, confining pressure, or AE bit number 
grouping (denoted by different shape and colour symbols) , but that its error is larger for 
the smaller number groupings of AE hits (brown and green error bars).
Figure 9.15 Axial strain and strain rate during triaxial compression of Ancestral Mount 
Shasta andesite at room temperature with 30 MPa confining pressure, with axial stress 
increased at a) and b) 0.2 MPa s '1, c) and d) 0.02 MPa s '1, and e) and f) 0.002 MPa s’1. 
Parts a), c) and e) show strain against time and parts b), d) and f) show strain rate against 
time. The strain rate in samples ST21 and ST28 increased at two distinct points, shown 
by red arrows (parts a) and c)), rather than increasing smoothly. Sample ST24 exhibited 
several distinct episodes of higher strain rate, shown by red arrows (part e)), rather than 
increases in strain rate. Axial strain rate is compared with acceleration when applying the 
FFM. For Samples ST28 and ST24 (parts c) to f)) the noise on the strain rate was 
approximately an order of magnitude larger than the mean strain rate, so this noise had to 
be filtered out to apply the FFM. In parts d) and f) pink symbols show the strain rates 
calculated from peaks in axial strain (rather than all values) and yellow symbols show an 
averaged strain rate from 10 values. Both methods reduce the noise so that changes in 
strain rate are more easily identifiable.
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Figure 9.16 Failure forecasts of sample ST33 using the FFM with a) AE hits per fixed 
time interval and b) AE hit rates derived from the time interval per fixed number of AE. 
The y axis shows the time at which the forecast is made, with all AE data up to that time 
used to generate a forecast. For each forecast, the position of the 0 symbol along the x 
axis shows the failure forecast time, with the error bars showing the length of the forecast 
window. The red line shows the time of sample failure (1091 seconds) for comparison 
with the forecast times. The dashed line shows where the time = forecast time, with 
points to the right of this line showing forecasts of failure after the time the forecast was 
made.
Figure 9.17 Failure forecasts of sample ST45 using the FFM with a) AE hits per fixed 
time interval from the whole AE record, b) AE hits per fixed time interval during just the 
final burst of AE c) AE hit rates derived from the time interval per fixed number of AE 
from the whole AE record, and d) AE hit rates derived from the time interval per fixed 
number of AE during just the final burst o f AE. Forecast representation is as Fig. 9.16. 
Sample failure occurred after 1292 s.
Figure 9.18 Failure forecasts of sample ST24 using the FFM with a) AE hits per fixed 
time interval, b) AE hit rates derived from the time interval per fixed number of AE, and
c) axial strain. The AE were in distinct bursts, so forecasts were calculated from both the 
whole AE record and just the final burst of AE. Forecast representation is as Fig. 9.16. 
Solid lines are used for forecast windows calculated using the whole AE or axial strain 
record, and hatched lines for those calculated using only the final burst of AE. Sample 
failure occurred after 3922 s.
Figure 10.1 Rates of earthquakes located in the summit region at Mount Pinatubo from 
27 May until 7th June. Rates normalised to daily rates by multiplying the 4 hourly rate 
by 6 , and taking the inverse o f 20 x time (in days) per 20 earthquakes.
Figure 10.2 Schematic diagram of expected fracturing patterns prior to magma spine 
extrusion after a long repose interval. Black lines show fractures, with yellow stars 
representing VT earthquake locations and orange representing the magma body. Initially,
a) fractures are formed and activated (with fracturing rate described by FFM a=l), then
b) they begin to extend and coalesce (with fracturing rate described by FFM a=2) until c) 
fractures connect the magma body to the surface. When the magma begins to ascend d) 
the fracture connecting the magma to the surface is forced to widen deforming the 
surrounding rock causing further earthquakes in addition to those due to friction between 
the magma and the conduit walls. This continues until e) the magma reaches the surface. 
Note that the seismically active volume does not migrate during the progression from a) to e).
Figure 10.3 Schematic diagram of expected fracturing patterns before phreatomagmatic 
eruptions from a shallow magma body such as Mount St Helens in March 1980, showing 
a) original magma body location and fracturing distribution, b) injection of hot magma 
into shallow body leads to higher magma pressure and heating of ground water, and 
hence increased pore pressure, leading to increasing rates of small fracturing events in a 
’shatter zone' around the cryptodome, accompanied with a high b value c) fracturing 
continues (with 6-value still high) until a connection is made between the magma and the
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surface (not direct) => phreatomagmatic eruption, d) As the phreatomagmatic activity 
continues, seismic event sizes increase (a drop in b-value) as fracturing localises on 
conduits, and fracturing rates drop as escape of groundwater leads to a drop in pore 
pressure, which increases effective confining pressure, inhibiting fracture propagation. 
Geometry of cryptodome and main faults modified from Donnadieu and Merle (2001).
Figure 10.4 Schematic representation of build up to lava dome extrusion after several 
months of phreatomagmatic activity. The orange body represents magma, with black 
lines representing fractures that form a magma conduit. As the magma ascends, the 
volume of rock deforming and cracking to accommodate the widening conduit increases 
(shown in grey). Furthermore, if the magma is Theologically stiff, stick-slip earthquakes 
may occur between the magma and the conduit walls. These could occur over an 
increasing surface area as the magma ascends further.
Figure 10.5 Tensile cracks open, extend, and coalesce around the tips of a larger shear 
fault. Upon coalescence, the fault can move along its new extension (left and centre). 
(Right) The separation between new crack surfaces is controlled by relaxation of stress in 
previously unbroken rock (shaded), which is on the order of the extension rather than the 
length of the existing cracks (white) in the process zone. Note that the diagrams are scale 
independent. From Kilbum (2003).
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Table 2.1 The Volcanic Explosivity Index (VEI), adapted from Newhall and Self (1982), 
using frequency data from Simkin and Siebert (2000)
Table 2.2 Monitoring levels of highest threat volcanoes in the USA. (from Ewert et al., 
2005)
Table 2.3 Five level alert scheme for Mount Pinatubo, 1991. From table 1 of 
Punongbayan et al. (1996).
Table 6.1 List of FFM studies and the data types used for each lava dome extrusion at 
Mount St Helens from December 1980 until October 1986.
Table 6.2 a values with their standard errors and the number of points used to calculate 
them. Each box contains value (standard error, no. o f  values used). Boxes contain — 
where there are not enough £2 values available to determine a value of a.
Table 6.3 Mean a values with the mean errors and standard deviation of values for each 
time grouping considered (using all eruptions, and all data types for which there were 
sufficient data to calculate a).
Table 7.1. Sample dimensions for the short rod configuration.
Table 7.2 Look up table for setting the hydraulic clamping force. The clamp pressure 
should be set to a value that gives an available force in exceess of the expected peak load 
plus the load due to confining pressure.
Table 7.3 furnace calibration data for uniaxial experiments with calculated required inner 
coil temperature for each desired test temperature.
Table 7.4 Maximum temperatures for each confining pressure on the Rocchi cell before 
and after modifications were implemented for this series of experiments. One value is 
given for the maximum temperature at which a test can be run, and a second value is 
given for the maximum temperature at which AE could be recorded. Experiments were 
conducted at 300°C intervals. Limits are thus also stated at these intervals for each 
confining pressure tested.
Table 7.5 Sample jacket material and Young’s modulus for each test temperature.
Table 8.1 Programme of fracture toughness experiments
Table 8.2 Programme of uniaxial and triaxial constant strain rate compression 
experiments (all conducted at 10'5 s '1). Triaxial experiments are all performed using 
argon as the confining medium. Uniaxial experiments are all performed in air.
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Table 8.3 Programme of triaxial compression experiments conducted at a constant 
loading rate.
Table 8.4 Mineralogy of Ancestral Mount Shasta Andesite.
Table 8.5 Elemental abundance of Ancestral Mount Shasta Andesite
Table 8.6 Physical properties and acoustic velocities of AMS A measured in three 
orthogonal directions (where applicable) for 5 samples.
Table 8.7 Changes in P- and S- wave velocities, dynamic Young’s modulus, and porosity 
of AMSA after heat treatment to 350 °C, 650 °C, 950 °C, and 1000 °C.
Table 9.1 Summary of acoustic emissions before and during the failure of all samples for 
which AE were recorded. AE recorded when samples were deformed under lOMPa 
confining pressure at 900°C and under 30MPa confining pressure at 300 and 600°C were 
masked by noise from the air cooling system used in these experiments, so are not 
reported here. For the load rate experiments, failure occurs at the peak stress, so only one 
cumulative energy release value is given. Note that the amplitude detection threshold was 
changed after the uniaxial experiments from 40dB to 45dB.
Table 9.2 Summary of acoustic emissions recorded during frictional sliding along the 
fracture formed during dynamic failure of samples deformed in triaxial compression.
Table 9.3 Calculated a  values from numbers o f acoustic emissions per fixed time interval 
prior to failure of samples deformed at a constant strain rate under uniaxial or triaxial 
compression. Samples ST1 and ST45 had two distinct bursts of AE, so values are shown 
for (a) all of the AE and (b) just the final burst of AE that resulted in sample failure. 
Values are shown with the error and the number of acceleration values used in their 
determination as value ± error (no. points)M alues greater than 2.5, lower than 0, or with 
errors greater than 1 are shown as invalid.
Table 9.4 Calculated a  values from time intervals per fixed number of acoustic emissions 
prior to failure of samples deformed at a constant strain rate under uniaxial or triaxial 
compression. Samples ST1 and ST45 had two distinct bursts of AE, so values are shown 
for (a) all of the AE and (b) just the final burst of AE that resulted in sample failure. 
Values are shown with the error and the number of acceleration values used in their 
determination as value ± error (no. points).Values greater than 2.5, lower than 0, or with 
errors greater than 1 are shown as invalid.
Table 9.5 Calculated a  values from numbers of acoustic emissions per fixed time interval 
and time intervals per fixed number of acoustic emissions prior to failure of samples 
deformed at a constant load rate under triaxial compression (room temperature with 
30MPa confining pressure). Samples ST28 and ST24 had two and three distinct bursts of 
AE, so values are shown for (a) all of the AE and (b) just the final burst of AE that 
resulted in sample failure. Values are shown with the error and the number of
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acceleration values used in their determination as value ± error (no. points). Values 
greater than 2.5, lower than 0, or with errors greater than 1 are shown as invalid.
Table 9.6 Forecasts of failure of sample ST33 made by applying the integrated from of 
the FFM to AE hit rates. This sample was deformed in triaxial compression at 10'V 1 
strain rate, at 300°C with lOMPa confining pressure. Hit rates are considered in terms of 
the number per fixed time interval and the time per fixed number of hits. The sample 
failed at time=T091 seconds.
Table 9.7 Forecasts of failure of sample ST45 from AE hit rates. This sample was 
deformed in uniaxial compression at 10‘V1 strain rate, at 900°C. Hit rates are considered 
in terms of the number per fixed time interval and the time per fixed number of hits. 
Forecasts are also compared between those generated from all AE data, and just the final 
burst of AE before sample failure. The sample failed at time=1292 seconds
Table 9.8 Forecasts of failure of sample ST24 from AE hit rates and axial strain rates. 
This sample was deformed in triaxial compression with the axial stress increased at 
0.002MPa/s, with 30MPa confining pressure at room temperature. Hit rates are 
considered in terms of the number per fixed time interval and the time per fixed number 
of hits. Forecasts are also compared between those generated from all AE data, and just 
the final burst of AE before sample failure. The sample failed after 3922 seconds
Table 10.1 Comparison of forecast timing (whether the preferred forecast time is before, 
after, or consistent with the observed failure/ eruption time and whether the forecast 
window contains the failure/ eruption time, ends before it, or begins after it) for forecasts 
made from AE and VT event rates. They are calculated from fixed time intervals and 
from fixed event numbers for all eruptions and laboratory samples for which forecasts 
were calculated in this study. Numbers to the right of each pie chart show the data therein 
as: early forecasts, accurate forecasts, late forecasts.
Table 10.2 Comparison of inverse VT event rate gradients before the June 1991 eruption 
of Mount Pinatubo between all inverse rate values and just minima, inverse rates 
calculated from fixed time intervals and fixed event number intervals, and between two 
different start dates for analysing precursory data. All gradient values use data until 12:00 
on 6th June (after which rates began to plateau before a spike coinciding with the eruption 
at ~ 18:00 on 7th June).
Table 10.3 Table to show warning times that would be possible from the forecasts 
generated in this study (Chapters 5 and 6). For each eruption, data type, and forecasting 
method tested, the time interval between the eruption and when the first accurate forecast 
windows that were finite, less than a month long and less than a week long were made are 
shown. * indicates there were also forecast windows of this length that did not include the 
eruption time and # indicates that the first forecast window of this length did not include 
the time of the eruption with the value in brackets showing the time of the first inaccurate 
forecast. FFM denotes failure forecasting method and MFM denotes multiscale fracture 
model.
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CHAPTER 1: INTRODUCTION
Increasing rates of volcano-tectonic (VT) seismicity, caused by rock fracture and slip on faults, are 
a common precursor to volcanic eruptions, especially at andesitic-dacitic stratovolcanoes. If there 
is not an existing open magma conduit, this fracturing results in the formation of a new pathway 
along which the magma can ascend to the surface (Kilbum and Voight, 1998; Kilbum, 2003). 
During episodes of frequent activity (with repose intervals of months to years) when the conduit is 
still open, there is often still some precursory VT seismicity, especially at systems with more 
viscous magmas. Accelerating trends in rates of precursory VT seismicity have been used to 
forecast the timing of eruptions at andesitic to dacitic stratovolcanoes (both during volcanic crises 
and in hindsight studies), after long repose intervals (Harlow et al., 1996; Kilbum and Voight, 
1998; Kilbum, 2003) and during periods of frequent activity (Tokarev, 1963; Swanson et al., 
1985; Voight, 1988; Reyes-Davila and De la Cruz-Reyna, 2002).
Several models of precursory fracturing are based on the assumption that the final 
approach to an eruption is controlled by the formation of a new magma conduit through fracturing 
of the material between the magma and the surface (Voight, 1988; Kilbum and Voight, 1998; De 
la Cruz-Reyna and Reyes-Davila, 2001; Kilbum, 2003). Some of these models have thus been 
applied to precursors to eruptions after repose intervals of a century or more (Kilbum and Voight, 
1998; Kilbum, 2003; Kilbum and Sammonds, 2005). This study adds to these models by 
identifying limits to their applicability and testing ways of optimising their accuracy, in addition 
to investigating their use at volcanoes empting after repose intervals of less than a year.
At frequently empting andesitic to dacitic lava dome systems, rheological stiffening of 
the ascending magma may lead to pressurisation of the lava dome and upper conduit (Melnik and 
Sparks, 1999; Denlinger and Hoblitt, 1999; Barmin et al., 2002), and this, in turn, may cause 
increased fracturing of the surrounding rocks, the surface of the lava dome, and magma within the 
conduit itself (Denlinger, 1990; Tuffen et al., 2003; Smith et al., 2006). Eruption forecasting 
methods based on precursory fracturing have been tested against individual lava dome emptions 
(Tokarev, 1963; Voight, 1988; Cornelius and Voight, 1995; McGuire and Kilbum, 1997). 
However, this is the first study to systematically test these methods on a whole series of lava dome 
emptions (for which some results have been published in Smith et al., 2006). The series of 
emptions at Mount St Helens from 1980 until 1986 was used because there was a consistent
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record of seismicity throughout this period. The reawakening of this volcano in September 2004 
made the results more pertinent.
In order to interpret precursory VT seismicity, it is important to identify how conditions 
such as temperature and stress can influence the expected fracturing sequences. Acoustic 
Emissions (AE) recorded during laboratory deformation with controlled temperature, pressure, 
and deformation rates can be related to the expected VT seismicity during field scale deformation. 
Few deformation experiments have been conducted on extrusive crystalline igneous rocks with 
AE recording, especially at elevated temperatures. Here, experiments were conducted on 
Ancestral Mount Shasta andesite, because andesite is a common lava dome rock and a component 
of volcanic edifices and their underlying rocks. The results represent an important database of the 
mechanical properties of andesite and the acoustic emissions during deformation in compression 
and tension at a range of temperatures and pressures. The mechanical data can be used in models 
of deformation and fracture of lava domes and volcanic host rocks. The AE were compared to VT 
seismicity before volcanic eruptions in order to validate models of accelerating precursory 
fracturing.
1.1 Importance o f Im proving M ethods of Forecasting Volcanic Eruptions
The majority of historical eruptions with explosivity of VEI 5 and greater (erupted volume >10 
km3 and eruption column height > 25km) occur at andesitic to dacitic stratovolcanoes following a 
century or more of repose (Simkin and Siebert, 2000). For more than half of these eruptions, the 
paroxysmal phase occurs within a day of its onset (Simkin and Siebert, 2000), making accurate 
forecasts of these eruptions essential. Due to their long repose intervals, these volcanoes are often 
poorly monitored. For example, when Mount Pinatubo, Philippines erupted in 1991 (with VEI>5) 
after five centuries of repose, seismic and geodetic monitoring equipment were installed only two 
months before the eruption began (Wolfe and Hoblitt, 1996). It is thus important to improve 
models for forecasting eruptions that require only a minimum quantity of data at these volcanoes. 
In addition to climactic opening eruptions, persistent smaller post-climactic eruptions at these 
volcanoes can destroy communities and livelihoods through both the direct threat to human life 
and infrastructure and the disruption of repeated evacuations (Matsunaga and Takahashi, 1992; 
Kokelaar, 2002). Pyroclastic flows from persistently active lava domes can still be life threatening 
at distances of several km from their source (Nakada, 2000). Renewed lava dome extrusion 
increases the risk of pyroclastic flows, explosions, and lava dome collapse, so forecasting these 
extrusions is important for hazard mitigation.
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Approximately 10% of the world’s population live close enough to volcanoes to be 
affected by volcanic hazards (Peterson, 1986). There are several reports of successful warnings 
and evacuations saving people from the devastating effects of volcanic eruptions, such as 
Pinatubo in 1991 after 5 centuries of repose and Volcan de Colima in 1998 after only four years 
of repose (Harlow et al., 1996; Reyes-Davila and De la Cruz-Reyna, 2002). However, although 
thousands of lives were saved, the warning at Pinatubo did not include a specific forecast time 
and the eruption at Volcan de Colima began two days after it was forecast, leaving much room for 
improvement. Furthermore, there are many cases when eruptions were not anticipated and other 
cases where too many false alarms have resulted in the local population losing confidence in 
forecasts and ignoring evacuation orders (Banks et al., 1989; Tilling, 1996). Despite considerable 
improvements in volcano monitoring systems in the last 30 to 40 years, the timing of volcanic 
eruptions have rarely been predicted accurately (McGuire and Kilbum, 1997). Improving the 
accuracy of eruption forecasts is thus still a central aim of volcanology.
1.2 Research Aims
The main objective of this research was to test and modify existing models for forecasting 
volcanic emptions from precursory fracturing rates at silicic stratovolcanoes. The study was 
initially restricted to emptions occurring after long repose intervals (centuries), where the 
precursory fracturing is associated with the formation of a new magmatic pathway. This was later 
expanded to include lava dome emptions during episodes of frequent activity (repose intervals of 
months to years). These aims were achieved through:
1. Testing the accuracy of existing models at volcanoes empting after long repose intervals
2. Testing the accuracy of the same models at volcanoes empting after weeks to a few years 
of repose
3. Using the results from these tests to modify and identify limits to the applicability of 
these models
4. Producing new mechanical data on volcanic rocks to modify these models
5. Comparing acoustic emission data recorded under controlled laboratory conditions to 
volcanic seismicity, in order to infer details about the conditions in volcanic systems and 
to modify the forecasting models based on precursory fracturing rates
VT seismic precursors to emptions commonly occur at depths of less than 5 km for the 
first emption after a long repose interval and up to 2 km for episodes of frequent lava dome 
emptions. Although normally associated with brittle deformation, the precursors can occur in
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rock that is sufficiently hot to extend into the transition from brittle to ductile behaviour. The 
experimental programme was conducted on Ancestral Mount Shasta andesite, which is 
considered a representative material for lava domes and parts of the volcanic edifice. A total of 14 
uniaxial and triaxial compression experiments were conducted at temperatures up to 900 °C 
(within the brittle to ductile transition for this rock type) and at confining pressures up to 50 MPa 
(equivalent to depths of 2 km) in addition to 13 tensile Mode I fracture toughness experiments at 
temperatures up to 900 °C. AE were recorded during the majority of these experiments as an 
analogue to VT seismicity.
1.3 Thesis Outline
Following this introduction, this thesis is made up of nine chapters, which contain:
• A literature review of the behaviour of andesitic-dacitic volcanoes and of typical monitoring 
data, particularly those related to precursory fracturing.
• A description of fracture mechanics and rheology of rocks with a summary of how fracturing 
parameters are related to seismicity and acoustic emissions.
• A description of methods for forecasting volcanic eruptions with an emphasis on those based 
on fracturing rates.
• An analysis of fracturing rates before eruptions after long repose intervals (>100 years) at 
andesitic-dacitic volcanoes.
• An analysis of fracturing rates before lava dome eruptions during periods of frequent activity 
(repose intervals <5 years).
• A descriptions of the experimental equipment and procedures used to test the physical and 
fracture mechanical properties of andesite and to record acoustic emissions during rock 
deformation.
• A description of the experimental programme and mechanical data obtained.
• An analysis of the AE and strain precursors to rock fracture recorded in the laboratory.
• A discussion of how the analysis of eruption precursors and laboratory data can be used to 
modify eruption forecasting models based on precursory rock fracture, conclusions and 
suggestions for future research.
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CHAPTER 2: BEHAVIOUR OF ANDESITIC-DACITIC 
STRATOVOLCANOES
2.1 Introduction
Andesitic to dacitic stratovolcanoes can exhibit a range of behaviour, from explosive 
eruptions (such as that of Pinatubo, Philippines in 1991), to extended periods of lava dome 
growth and collapse (such as that at Mount St Helens, USA from October 1980 until October 
1986) or extended periods of unrest with no magmatic eruption (such as South Sister volcano, 
USA, where there has been persistent ground deformation and occasional swarms of 
seismicity for the last 10 years with no eruption). However, there are limits to the types of 
expected behaviour. Andesitic and dacitic lavas are too viscous to form the extensive lava 
flows typical of basaltic volcanoes, whilst stratovolcanoes are too small to exhibit the super­
eruptions that may occur at large caldera systems.
In this chapter, I describe the typical tectonic settings and geology of silicic 
stratovolcanoes, summarising the current understanding of magma storage and transport 
within these systems. This is followed by a description of their eruptive behaviour and 
commonly observed precursors to eruptions. I will then give an overview of how volcanoes 
are monitored, with particular emphasis on those observations related to fracturing within the 
volcano. Finally, I will summarise the current understanding of precursory rock fracturing and 
show that an improved understanding of fracturing processes will improve knowledge of the 
conditions necessary for eruptions to begin, and increase the potential for forecasting volcanic 
eruptions from precursory seismicity.
2.2 Typical tectonic settings, structure, and geology
Most material within the mantle and crust is solid, i.e. it has a definite shape and volume, does 
not flow, and can support both direct and shear streses. Occasionally material in the upper 
mantle will partially melt and rise to the surface as magma, causing volcanism. Mantle 
material of a given composition at a given pressure will begin to melt at its solidus and 
become completely liquid at its liquidus. It can therefore begin to melt in response to an 
increase in temperature, a decrease in pressure, or a change in composition, with the latter two 
being more common causes of current volcanism on earth (Bardintzeff and McBimey, 2000). 
At hot spots and divergent plate boundaries, hot mantle material rises to depths where the 
pressure is low enough for partial melting to occur. This results in basaltic mid-ocean ridges 
at divergent plate margins and shield volcanoes, caldera systems, and continental rifting 
above hot spots (Perfit and Davidson, 2000).
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At convergent plate margins involving two oceanic plates or one oceanic plate and 
one continental plate, one oceanic plate will subduct beneath the other tectonic plate. It is 
believed that volatiles (predominantly water) released from the subducting plate change the 
composition of the overriding plate reducing its melting temperature, leading to melt 
generation (Bardintzeff and McBimey, 2000). This causes volcanism on the overriding plate 
and is the tectonic setting of most andesitic to dacitic stratovolcanoes. The front of this 
volcanic arc is consistently located above the point where the subducted slab is at 100-150 km 
depth (Perfit and Davidson, 2000). Older oceanic lithosphere is denser and therefore tends to 
subduct at a steep angle, whereas younger buoyant oceanic lithosphere subducts at a 
shallower angle. Slower relative plate velocities also lead to steeper subduction angles. 
Although convergent plate margins occur in compressional tectonic settings, steep subduction 
angles can cause the trench to roll back further from the overriding plate, causing localised 
tension in the volcanic arc. This is shown schematically in Fig. 2.1. Volcanism is thus more 
prevalent above slabs subducting at steeper angles, as conduits form more easily in 
extensional stress fields (Perfit and Davidson, 2000).
Figure 2.1 If the upper plate moves rapidly trenchward, the angle of subduction shallows and the 
volcanic arc is in compression (upper diagram). If the slab sinks rapidly and rolls back away 
from the trench, it extends the upper plate in the region of the volcanic arc. Figure from Perfitt 
and Davidson (2000).
high trenchward 
upper piate velocity shallow trench,
f l m r f t t i o n A i v  u / o H h acompression
•uoyant (young) lithosphere 
little tendency to sink
dense (old) lithosphere 
tends to sink
low trenchward 
upper plate velocity deeP trench,
  extension  no accretionary wedge
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Figure 2.2 Stratovolcanoes vary in structure from towering symmetrical cones such as Vsevidof, 
Aleutian Islands, Alaska (top), to complex compound volcanoes such as Unzen, Kyushu, 
Japan (bottom). Both photographs courtesy of USGS.
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Stratovolcanoes vary in structure from towering symmetrical cones to irregular 
compound volcanoes (Fig. 2.2). This difference in structure is controlled predominantly by 
whether the magma is able to repeatedly exploit the same ascent path (Simkin and Siebert, 
2000). This can be influenced by migration o f the magma source, healing o f conduits and 
explosive destruction o f parts o f the volcanic edifice. Stratovolcanoes are composed of  
interbedded layers o f lava, ash, cinder, pumice, tephra, spatter and scoria. Basaltic 
stratovolcanoes are comprised predominantly o f lava flows and have shallow slopes due to 
the low viscosity o f basaltic lavas (from 102 to 103 Pa s). Andesitic and dacitic magmas are 
more gas rich and viscous (typically erupted at 103 to 108 Pa s). These slower flowing lavas 
form steeper sided volcanoes and have less flank vents. The high gas content results in more 
explosive products such as ash, cinder, and pumice incorporated into the edifice, deposited 
both as fall from eruption clouds and by pyroclastic flows. Steeper slopes make these 
volcanoes less stable; therefore there are mud flow and collapse deposits interbedded with the 
lava and pyroclastic deposits. They are also intersected with volcanic intrusions in the form o f  
sills or dykes, as shown in a simplified cross section o f Mount St Helens, Washington State, 
USA (Fig. 2.3).
magma
Lava I-----1 Pyroclastic and ■----- « Older
flows *-----* mudflow deposits * rocks
SOOTH OORTH
Summit dome
Goat Rocks 
dome
Figure 2.3 Simplified cross section of Mount St Helens, USA, prior to the May 1980 eruption. 
Courtesy of USGS.
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Geological mapping of a volcano and its surrounding area enables classification of 
previous eruptive styles and sizes, which has been found to be a very good indicator of the 
type of activity to expect in the future. This information is essential for hazard mitigation 
(McGuire and Kilbum, 1997). Unfortunately less than 10 % of the world’s 1300 potentially 
active volcanoes have been mapped to appraise their hazards (Decker and Decker, 1998).
2.2.1 Magma storage and transport
Once magma has formed in subduction zones, it may ascend in several stages, pooling at 
different depths during its ascent. Within the upper mantle and lower cmst, magma is able to 
migrate through ductile deformation of the surrounding material, whilst at shallower depths, 
cmstal rocks must fracture to allow magma migration (Carrigan, 2000). At the base of the 
cmst, magma often collects in plutons, which are large intmsions that usually form 
diapirically with a cylindrical base and a widened dome shaped top (Marsh, 2000). These 
bodies slowly solidify in situ, with a small proportion ascending to higher levels within the 
cmst. Magma migrates through the cmst in sills (fractures running parallel to the rock strata), 
dykes (fractures that cut the rock strata), or necks and stocks (vertical cylindrical intmsions). 
Dykes and sills greatly vary in size, with aspect ratios from 10 to more than 1,000, 
thicknesses from less than a metre to more than a kilometre, and lengths from 100s of metres 
to 10s of kilometres (Marsh, 2000). They have disc like shapes, thinning towards the edges. 
Necks and stocks only occur at shallow depths where confining pressures are low enough for 
the overlying rocks to be ‘punched out’ by the ascending magma or at great depths where the 
deformation of the surrounding material is ductile rather than brittle (Marsh, 2000). Within 
the cmst the magma may also collect in some form of magma chamber. However, it is not 
believed that this would be a volume of pure melt, but rather a mixture of melt and crystals 
contained in a dense array of sills and dykes (Scarth, 1994; Marsh, 2000). This is supported 
by seismic studies, which have located regions with no tectonic earthquake sources and 
greater seismic wave attenuation, but where S waves do still propagate (McNutt, 2005).
When magma intmdes into cold country rock, it cools, increasing in crystal content 
and viscosity, thus requiring greater pressure gradients to continue migrating. This limits the 
extent to which sills and dykes will grow. More silicic magmas are more viscous and 
therefore require higher pressure gradients and wider dykes and sills to allow migration. For 
example, a pressure gradient of 21 MPa km'1 is required for rhyolitic magma to migrate 
within a 10 m wide dyke, whereas only 0.5 MPa km'1 is required for basaltic magma to 
migrate within a i m  wide dyke (Carrigan, 2000). This leads to greater magma pressurisation 
in more silicic magmas, and therefore greater distortion and fracturing of the crustal rocks 
during magma ascent.
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2.3 Eruptive styles
Within this thesis, a volcanic eruption is defined as the expulsion of molten lava from beneath 
the ground through a vent into the atmosphere. This is usually accompanied by the expulsion 
of gas, ash, lithics, steam, or a combination of these materials. Andesitic to dacitic 
stratovolcanoes are characterised by Pelean type eruptions, which comprise lava dome growth 
and collapse, pyroclastic flows, explosions, laterally directed blasts, and powerful vertical 
eruption columns. These volcanoes may lie dormant for hundreds of years between eruptive 
episodes. For example, Mount St Helens, Washington State, USA, was dormant for 123 years 
before its lateral blast eruption in May 1980 (Mullineaux and Crandell, 1981) and Soufriere 
Hills volcano, Montserrat, had not erupted since the early 1600s before erupting in 1995 
(Kokelaar, 2002). Once the magmatic activity has begun at these volcanoes, it is common for 
episodes of lava dome growth, collapse and explosions to occur intermittently for months to 
tens of years, with repose intervals of days to a few years. For example, Mount St Helens 
(Washington State, USA) experienced episodic activity for 6 Vi years after its plinian eruption 
in 1980 then began erupting again in 2004, Mount Unzen (Kyushu, Japan) exhibited 
intermittent dacite lobe growth for approximately 4 years after the first dacite spine was 
extruded in May 1990; and Bezymianny (Kamchatka, Russia) has erupted every few years 
since its plinian eruption in 1956 (Smithsonian Institute, 2006). These eruptive sequences can 
vary greatly, with some series of dome growth and collapse beginning with a large explosive 
eruption (which may be a directed blast), some climactic eruptions occurring later in the 
sequence, and some cases of explosions, lava dome growth and collapse lasting for years with 
no climactic eruption. The eruptive style may suddenly change between explosive and 
extrusive activity in either direction with little or no warning (Denlinger and Hoblitt, 1999). 
Magmas at these volcanoes are too viscous to exhibit the lava flows and fountains seen at 
basaltic volcanoes such as those in Hawaii.
Vigorous venting of steam (usually with ash, lithics, and other gases) without any 
juvenile magma is referred to as a phreatic eruption. This activity is commonly seen before 
magmatic eruptions, and during episodes of volcanic unrest. As these eruptions do not contain 
fresh magma, they are not included in the definition of a volcanic eruption used in this thesis. 
When juvenile magma is present within a phreatic type eruption the activity is known as a 
phreatomagmatic eruption and is then considered to be a volcanic eruption. In some cases, 
only traces of juvenile magma are present, making it difficult to differentiate between phreatic 
and phreatomagmatic activity. For example, the activity at Mount St Helens in March 1980 
was considered at the time to be phreatic until traces of juvenile material were recently found 
in the deposits from this activity (Cashman and Hoblitt, 2004).
37
Chapter 2: Behaviour of Andesitic-Dacitic Stratovolcanoes
The scale of an eruption can be defined by the total mass of material erupted 
(magnitude), or the mass eruption rate (intensity). Newhall and Self (1982) developed the 
volcanic explosivity index (VEI) as a means of combining these measures for explosive 
eruptions. The VEI is an integer scale from 0 to 8, and is based upon logarithmic measures of 
the erupted volume and eruption column height. Table 2.1 summarises the VEI criteria with 
some examples given.
VEI
index
Description Maximum 
volume of 
erupted 
tephra (m3)
Eruption
column
height
(km)
Frequency
of
eruptions 
(N per 1000 
years)
Examples
0 Gentle, non­
explosive
104 <0.1 Mid ocean ridges
1 Small,
effusive
106 0.1-1
2 Moderate,
explosive
10' 1-5 -10,000 Post climatic 
explosions at Mount St 
Helens, USA, 1980s
3 Moderate-
large,
explosive
10s 3-15 Ruiz, Columbia, 1985
4 Large,
cataclysmic
109 10-25 Galunggung, 
Indonesia, 1982
5 Very large 10'° >25 50-100 Mount St Helens, May 
1980
6 Cataclysmic,
paroxysmal
10" >25 10-20 Krakatau, Indonesia, 
1883
7 Cataclysmic,
paroxysmal
10" >25 1-2 Tambora, Indonesia, 
1815
8 Cataclysmic,
paroxysmal
10" >25 -0.02
Table 2.1 The Volcanic Explosivity Index (VEI), adapted from Newhall and Self (1982), using 
frequency data from Simkin and Siebert (2000)
2.3.1 Lava Dome Growth Dynamics
The style and rate of lava dome extrusion often changes with no inferred change in source 
magma composition or gas content (e.g. Matthews et al., 1997; Sparks, 2003a). Much 
progress has been made in recent years in understanding this behaviour, with the realisation 
that the material response of magma to applied stresses largely controls eruption mechanisms 
(Dingwell, 1996), and that shallow degassing and crystallisation have a profound effect on 
the dynamics of lava domes (Sparks, 2003a). It is now widely accepted that bubble growth
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strain rates (driven by their over pressures) high enough for magma behaviour to cross the 
glass transition from ductile to brittle behaviour will cause fragmentation, and thus explosive 
eruptions (Webb and Dingwell, 1990; Dingwell, 1996; Papale, 1999). Bubble pressures are 
increased through decompression induced volatile exsolution and reduced through gas loss, 
predominantly via permeable vesicular magma (Slezin, 2003; Mueller et al., 2004; Melnik et 
al., 2005). Magma ascent rates, and thus effusion rates, are largely controlled by magma 
pressures and magma viscosity. Decompression of magma during its ascent leads to volatile 
exsolution, changing the composition of the remaining melt. Crystallisation of this 
undercooled melt is an unavoidable consequence of volatile exsolution, providing there is 
sufficient time to overcome kinematic delays to crystallisation (Cashman and Blundy, 2000). 
This leads to rheological stiffening of the ascending magma at far higher rates than the 
conventional view of cooling driven crystallisation (Geschwind and Rutherford, 1995; 
Cashman and Blundy, 2000; Blundy and Cashman, 2001). As degassed magmas crystallise 
and become increasingly stiff, greater pressures are required for the magma to ascend, 
resulting in lower ascent rates and higher overpressures in the shallow conduit (Sparks, 1997). 
Models of this process show peak magma overpressures within the uppermost kilometre of 
the conduit (Melnik and Sparks, 1999). This is consistent with the shallow locations of 
earthquakes during lava dome eruptions (Malone, 1990; Aspinall et al., 1998).
The feedbacks between viscosity, ascent rates, magma and bubble pressurisation, 
vesiculation and fragmentation result in diverse behaviour from a single lava dome system, 
with no changes in magma composition or magmatic pressure source necessary. However, it 
often leads to periodic behaviour, which may lead to improved predictability of lava dome 
behaviour (Barmin et al., 2002; Sparks, 2003a; Melnik et al., 2005). Whilst rock fracture may 
not be necessary to generate a new conduit prior to changes in eruption styles or rates at lava 
domes in the same manner as the onset to the first eruption after a long repose interval, 
fracturing of the surrounding rocks may still be an important precursor to these changes 
because the increasing magma pressures in the upper conduit will modify the local stress 
field. Rheologically stiff silicic magmas in conduits may fracture, heal, and flow, depending 
upon the stresses they are subjected to, resulting in repeated fracturing of the magma itself 
(Tuffen et al., 2003). This may cause high frequency earthquakes and trigger hybrid 
earthquakes (Tuffen et al., 2003; Neuberg et al., 2006; Tuffen and Dingwell, 2005).
2.4 Eruption precursors
Volcanic eruptions are commonly preceded by seismicity, ground deformation, gas emission, 
phreatic activity, and gravity and thermal anomalies. These phenomena can all be linked to 
the ascent of magma. The pressure and motion of buoyant magma forcing its way to the
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surface result in deformation and fracturing of the surrounding rocks. This is recorded as high 
frequency tectonic type earthquakes and inflation of the volcanic edifice (Scarpa and 
Gasparini, 1996; Murray et al., 2000; Kilbum, 2003). This magma slowly heats the 
surrounding rocks and any groundwater therein. This leads to increased circulation and 
vaporisation of the groundwater, referred to as hydrothermal activity. This activity is often 
detected as low frequency seismicity (Barberi et al., 1992). Volatiles exsolved from ascending 
magmas as they depressurise may ascend to the surface through permeable fracture and 
vesicle networks within the magma and surrounding rocks (Sparks, 2003a). Movement of 
these magmatic fluids may also be detected through low frequency seismicity, in addition to 
direct detection of the gases emitted from the volcano.
Areas of the ground in volcanic regions will inflate and deflate in response to 
migration, pressurisation and depressurisation of magma bodies and ground water. Volcanic 
deformation data are usually interpreted in terms of Mogi’s point source model (Mogi, 1958), 
which relates changes in the magnitude of a point pressure source to deformation of the 
material it is embedded in. This model assumes a point pressure source embedded in an 
elastic half space with a flat horizontal surface. Although volcanoes are not strictly elastic, 
and their surfaces are neither flat nor horizontal, many volcanoes show behaviour surprisingly 
close to this model (Murray et al., 2000). Height changes can also be combined with gravity 
data in order to determine mass changes, which may help to suggest whether or not magma is 
being intruded (Williams-Jones and Rymer, 2002).
Low frequency seismicity at volcanoes often has harmonic components on a 
seismogram, and events within a particular region commonly have very similar spectral 
characteristics (e.g. Neuberg et al., 1998; Arciniega-Ceballos et al., 2000). This seismicity can 
take the form of individual events with emergent onsets known as long period events (LPs), 
extended bursts of seismicity lasting for minutes to hours known as volcanic tremor, and 
individual events with impulsive high frequency onsets known as hybrid events. Some 
scientists believe that the presence of these events is the most reliable short term precursor to 
volcanic eruptions (e.g. Scarpa and Gasparini, 1996), especially in the later phases of an 
ongoing period of activity such as at Redoubt (Alaska, USA) from 1989 to 1990 (Lahr et al.,
1994). However, precursory tremor and LP swarms can occur over a variety of timescales 
(months to hours; Stephens et al., 1994) and are a common indicator of hydrothermal as well 
as magmatic activity (Barberi et al., 1992) so caution should be taken when using tremor or 
LPs as an indicator of impending magmatic activity.
As magma ascends, volatiles are exsolved from the melt, reaching fumaroles and hot 
springs on the flanks and summit of the volcano through permeable fracture networks. The
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most abundant volatile is water, with significant quantities of carbon dioxide (CO2), sulphur, 
and hydrochloric acid (HC1) also present (Stix and Gaonac'h, 2000). This magmatic water is 
mixed with ground water and possibly traces of rock as it ascends (Stix and Gaonac'h, 2000). 
Emission of magmatic gases is used to confirm the presence of fresh magma before an 
eruption, and their ratios are be used to assess the progress of an ongoing eruption (McNutt et 
al., 2000; Stix and Gaonac'h, 2000). However, gas emissions have been known to drop in the 
weeks before explosive eruptions, for example before the eruption of Pinatubo, Philippines in 
1991 (Wolfe and Hoblitt, 1996). This may be due to the permeable fracture networks 
becoming plugged, preventing gas escape and allowing large overpressures to build up, 
ultimately leading to a more explosive eruption. Gas emissions should therefore be interpreted 
with caution.
As magma moves closer to the surface, heating the surrounding rocks, thermal 
anomalies can sometimes be detected at the surface. The intensity and spatial distribution of 
these anomalies can be used to infer constraints on the depth and size of an intruding magma 
body (Stix and Gaonac'h, 2000)
Volcano Tectonic earthquakes (VTs) are earthquakes that occur at shallow depths (up 
to ~5 km) in volcanic regions, have identical characteristics to tectonic earthquakes, and are 
thus related to shear failure or slip on faults, often in response to magmatic pressures 
(McNutt, 2000a). Swarms of VT earthquakes are often observed prior to volcanic eruptions, 
especially if the volcano has not erupted in a long time (Kilbum, 2003). However, there are 
often non-emptive swarms also. Within this thesis, I will identify some differences between 
VT eruption precursors and non-emptive VT swarms, and some constraints on their use as 
forecasting tools.
A key problem in recognising precursors to volcanic emptions is that precursors to an 
intrusion and an extrusion may be indistinguishable as the processes are identical except for 
the level the magma reaches with respect to the ground (McNutt, 1996). When an emption 
forecast is issued and an emption does not ensue, it may simply be because the magmatic 
intrusion did not reach the surface on that occasion.
2.4.1 Eruptions after long repose intervals
The first extmsion of magma at a silicic stratovolcano after 100s of years of repose typically 
has stronger seismic precursors than emptions at persistently active volcanoes with an open 
pathway to the surface. The magma body must exert a stress large enough to propagate a new 
fracture and open that fracture wide enough to permit flow against its own rheological 
resistance before it can migrate (Kilbum, 2003). These stresses will induce fracturing and
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deformation of the surrounding rocks. This fracturing is recorded as swarms of VT 
earthquakes with typical magnitudes up to M=3 and rarely exceeding M=4 (McNutt, 2000a). 
These VT swarms and associated ground deformation and fumarolic activity may occur in 
several distinct periods, separated by months to tens of years. This may be due to the magma 
migrating in discrete steps or intrusions before the final intrusion reaches the surface. At 
Souffiere Hills, Montserrat, for example, there were non-eruptive seismic crises at about 30- 
year intervals during late 19th and 20th centuries, before the volcano eventually erupted in 
1995 (Kokelaar, 2002). It is difficult to determine the proportion of seismic crises at long 
dormant volcanoes that result in an eruption, as non-eruptive volcano unrest is not always 
recorded (Benoit and McNutt, 1996). After intermediate time intervals (10s of years), conduit 
systems may remain partially open, or continue to be zones of weakness where fractures can 
be more easily formed and forced open for magma ascent.
2.4.2 Episodes of frequent activity
Once magmatic activity has begun at silicic stratovolcanoes, it is common for lava dome 
growth and collapse and explosions to occur intermittently for months to tens of years, with 
repose intervals of days to a few years. The presence of LPs and volcanic tremor are often 
believed to be the most reliable eruption precursor in these systems, as these events are 
believed to reflect the movement and pressurisation of magmatic fluids (Chouet, 1996; 
Stephens and Chouet, 2001), and are often the only type of seismicity observed prior to 
eruptions (e.g. Redoubt volcano, Alaska, 1989-1990; Stephens et al., 1994). However, 
forecasting methods based on these events are limited to stating their existence increases the 
likelihood of an eruption, with no model for how they may evolve with time as the eruption 
approaches. In some cases, VT seismicity is also observed, such as at Bezymianny, Russia, 
and Mount St Helens, USA, where strong VT precursors to renewed lava extrusion with few 
VTs between dome growth episodes have been observed, (Malone, 1990; Malone et al., 1983; 
Tokarev, 1963). These events may arise due to increasing magma pressure in the shallow 
conduit (see Section 2.3.1) driving fracturing in the surrounding rocks, and to shear sliding 
within the Theologically stiffened magma itself (Tuffen et al., 2003; Tuffen and Dingwell, 
2005).
2.4.3 Comparison with Other Volcanic Systems
Extremely short duration swarms of small seismic events and eruptions without detectable 
seismic precursors are far more common at basaltic volcanoes than their more silicic 
counterparts (McNutt, 2000a). For example, the January 1991 eruption of Hekla occurred 
after just Vi hour of detectable seismicity, and eruptions at Hekla in 1981 and Etna in March 
1985 occurred with no detectable seismic precursor. Longer term mean trends of accelerating
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seismic event rate 10-15 days before eruptions at Kilauea and Piton de la Foumaise volcanoes 
in Hawaii and La Reunion have been observed (Chastin and Main, 2003; Collombet et al., 
2003). However, it was found that only 10% of these accelerations resulted in an eruption at 
Kilauea (Chastin and Main, 2003) and 15% of them at Piton de la Foumaise (Collombet et al., 
2003) and that these accelerations were not always clear in individual sequences, only arising 
from stacking of many sequences in order to improve the signal to noise ratio. At some 
basaltic shield volcanoes it has been noted that flank emptions are preceded by short duration 
swarms of VT events, whilst summit emptions are preceded by volcanic tremor only (McNutt 
et al., 2000). During periods of frequent activity at andesitic to dacitic lava domes such as 
Mount St Helens, USA and Bezymianny, Russia, swarms of seismicity and ground uplift 
lasting several days consistently result in an emption (Tokarev, 1983; Malone et al., 1983; 
Swanson et al., 1985), whereas at frequently empting basaltic shield volcanoes such as Krafla, 
Iceland, and Etna, Italy, these seismic swarms and inflation episodes are more short lived, and 
often result in intmsions rather than extmsions of magma (Murray et al., 2000; McNutt et al., 
2000).
Calderas, defined here as volcanic depressions with diameters of at least 10 km and 
many times greater than any included vents, are believed to arise from roof collapse of 
magma chambers after emptions of a few cubic kilometres or more (Lipman, 2000). Although 
there have been several episodes of unrest at calderas in recent years, there have been no 
caldera forming emptions in historical times (Tilling, 1996). The only emptions at caldera 
systems have been from smaller included vents, such as the September 1994 emption of 
Rabaul, Papua New Guinea (BGVN, 1994). However, caldera forming events are a significant 
long-term hazard for any existing restless caldera (Lipman, 2000). As these structures are far 
larger than stratovolcanoes, they exhibit larger earthquakes with magnitudes greater than 5 
occurring frequently and magnitudes greater than 6 not uncommon (McNutt, 2000a). There 
have also been episodes of uplift of over a metre during non emptive episodes of unrest at 
Campi Flegrei, Italy, and Rabaul (McNutt et al., 2000) and fumaroles are common at restless 
calderas. It is thus difficult to interpret caldera unrest, as it is frequently stronger than 
precursors to emptions at stratovolcanoes and it is not known how strong the unrest would be 
in the build up to a caldera forming emption.
2.5 Volcano M onitoring
It is widely accepted that the best forecasts are based on multi-parameter observations of a 
volcano (Cornelius and Voight, 1996; Sparks, 2003b; McNutt, 2005). In fact, many response 
plans for volcanic crises require more than one type of data to trigger various alert levels 
(McNutt et al., 2000). The most common parameters to be monitored at a volcano are
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seismicity, ground deformation and gas emission, with the seismic network usually regarded 
as the most important component (Tilling, 1996; Harlow et al., 1996; McNutt, 2000b). Some 
monitoring instruments are deployed permanently (e.g. a seismic network), some are more 
often deployed temporarily (e.g. gravimeters), some are driven or flown into the vicinity to 
take measurements (e.g. some gas emission measurements), and some monitoring is 
conducted remotely from satellites (McNutt et al., 2000).
Seismometers deployed on volcanoes vary from single-component short-period 
instruments, which record the vertical component of ground motion in the frequency range of 
-0.7 to -30 Hz and have a dynamic range of 40dB, to three-component, broadband 
seismometers with a frequency range of 0.02 to 50 Hz and a dynamic range of 145 dB 
(McNutt, 1996). Broader frequency ranges allow improved recording of the low frequency 
events that are common in volcanic environments, whilst the three-components allow waves 
to be decomposed into separate directions and thus P- and S-wave phases. Greater numbers of 
seismometers improve the possibility of locating earthquakes, with at least 6 seismometers 
within 15 km of the summit positioned on all sides of the volcano recommended (McNutt, 
2000b).
There are many methods of measuring ground deformation. Until recently, most 
measurements involved using permanent markers, and measuring the distance, angle, and 
vertical height between them (Murray et al., 2000). Unfortunately this type of measurement 
can only be made at discrete time intervals when scientists go to the markers and take 
measurements. These intervals vary from days to years, depending on the state of the volcano 
and the availability of scientists to take the measurements. In recent years the Global 
Positioning System (GPS) has overtaken traditional techniques as the fastest and most 
accurate way of measuring horizontal position (Murray et al., 2000), whilst InSAR satellite 
imaging has greatly improved the resolution of digital elevation models (McNutt, 2005). 
Ground based GPS receivers, which can continuously telemeter data, measure the distances to 
as many as possible of a constellation of 20 satellites in order to precisely locate the receiver 
(McNutt et al., 2000). Tiltmeters can also provide continuous data, but only give the tilt angle 
at a single location, not the movement or even relative movement of the meter (Murray et al., 
2000). Satellite observations of ground deformation have the advantage that measurements 
are taken at a safe distance, such that there is no risk to human life or monitoring equipment 
(Self and Mouginis-Mark, 1995). InSAR images have provided unprecedented high resolution 
measurements of near vertical displacement, allowing more sophisticated deformation source 
modelling (McNutt, 2005). However these measurements are only taken intermittently.
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Gas, plume and thermal monitoring can be conducted from the ground, the air, and 
satellites, using a variety of instruments (Stix and Gaonac'h, 2000). A range of different 
spectrometers can be employed on the ground, in vehicles, in aircraft or on satellites, with 
measurements taken from different parts of the electromagnetic spectrum used to detect 
emissions of different gas types and to remotely measure temperatures. Ground based radar 
and weather satellites can be used to detect ash emissions. Gas samples can also be taken 
directly from hot fumaroles, then analysed in a laboratory.
At remote and inaccessible volcanoes that do not pose a significant threat to human 
life, it is often impractical and uneconomical to install a monitoring network on the ground. 
Images from orbiting satellites can provide information on the state of these volcanoes with 
no ground based monitoring and can also complement data from a ground-based monitoring 
network. Data types collected remotely on satellites relate to ground deformation, thermal 
anomalies and volcanic emissions (Self and Mouginis-Mark, 1995; McNutt et al., 2000; 
Galindo and Dominguez, 2002). These data are often collected from satellites installed for 
other reasons (e.g. weather monitoring), whose paths happen to pass over volcanoes (Stix and 
Gaonac'h, 2000; Galindo and Dominguez, 2002).
2.5.1 Seismic monitoring
Over the past 30 years, the quality of seismic data recorded at volcanoes has improved 
drastically, leading to great improvements in locating earthquakes, determining wave 
properties, and seismic source modelling (McNutt, 1996; McNutt, 2005). Seismicity at 
volcanoes was traditionally recorded on paper or film drum recorders, with 0.1 and 0.5 second 
accuracy respectively, but most modem observatories now have digital acquisition systems 
with 0.01s accuracy (McNutt, 2000b). Seismic data are constantly telemetered from 
seismometers deployed around the volcano to volcano observatories. A single seismic drum 
record from a single component short period seismometer can show that an earthquake has 
occurred. However, more seismometers, seismometers that are more sophisticated, and 
additional time consuming processing is necessary to determine magnitude, location and 
event type. Results from a volcano seismic network are often combined with results from a 
regional seismic network in order to aid identification of local earthquakes (10-50 km), 
regional earthquakes (50-200 km) and teleseisms (greater distances) (McNutt, 1996; 2000b). 
The magnitude of detection is normally about M=0 to M=l, corresponding to the typical 
distances between the seismometer and the event hypocentre of 1 to 15 km. Microphones are 
often added to record air waves, which aids in the identification of surface events such as 
explosions and rock-falls on the seismic record (McNutt, 2000b).
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Volcanic earthquakes are located with software such as HYPOELLIPSE (Lahr, 1999) 
that alternatively relocate the earthquakes or improve the velocity model used with each 
iteration. The best located volcanic earthquakes have formal errors of less than 500 m 
(McNutt, 2000b). However, the errors are often greater for LP events as they have emergent 
onsets. The relative locations of both VT and LP earthquakes can be improved through cross­
correlation, whereby waveform similarity indicates a repeated source with a similar wave- 
path and hence location (Fremont and Malone, 1987; Jones et al., 2001). Seismic events are 
located using a 3D velocity model where available, particularly at well monitored volcanoes 
such as Hawaii (Wolfe et al., 2003). However, if a volcano has not been monitored for long 
before a crisis begins, it may not possible to produce a satisfactory 3D velocity model in time, 
so a ID model is used in order to obtain preliminary locations in near real time. When the 
events are relocated at a later date using a 3D velocity model, the locations often reveal more 
tightly clustered seismic events and clearer fault planes (e.g. Pinatubo 1991 eruption 
precursors; Mori et al., 1996).
In recent years, real-time seismic amplitude measurements (RSAM) have been 
introduced as a quicker method to find an approximation of earthquake intensity than 
cumulative earthquake counts or cumulative energies of individual events (Endo and Murray, 
1991). RSAM data are the average digitised voltage amplitudes from seismometers during 
fixed length time windows (Endo and Murray, 1991). Although RSAM can overcome the 
problems of time-consuming processing and take into account the intensity from earthquakes 
closely spaced in time (which merge on a seismogram), they cannot give any details of source 
processes. An attempt to overcome this is to use data known as seismic spectral amplitude 
measurements (SSAM). SSAM track signal amplitudes in the same way as RSAM, but 
separate them into frequency bands (Stephens et al., 1994). Using this method the stronger 
frequency ranges can be identified and related to the dominant frequencies of different event 
types (Power et al., 1996).
2.5.2 Typical levels of monitoring
Many authors emphasise the importance of monitoring a volcano while it is quiet so that 
departures from its baseline or normal behaviour can be easily recognised (e.g. Banks et al., 
1989; McNutt, 1996; McGuire and Kilbum, 1997; McNutt et al., 2000). For seismic 
monitoring, a baseline of measurements of at least a few years duration is recommended to 
characterise and understand the background seismicity (McNutt, 2000a). However, volcano 
observatories vary in sophistication, with some consisting of a large network of broadband 
seismometers, and others consisting of a single primitive seismometer (McNutt, 1996; Ewert 
et al., 2005). Although this is often enough to alert scientists to considerable deviations from
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‘normal’ or ‘background’ activity, at which stage a more sophisticated network can be 
installed, theoretical models for forecasting volcanic eruptions could be more widely 
implemented if they only required a minimum quantity and quality of data.
As the world population grows and more people live within the vicinity of volcanoes 
(Ewert and Harpel, 2004), it is becoming increasingly important to monitor more of the 
world’s volcanoes. Increasing air travel is also making it more important to monitor remote 
volcanoes, as volcanic emissions can destroy aircraft engines. Aviation authorities have 
recently stated a need to be informed within 5 minutes of the onset of an ash producing 
eruption (Salinas and Watt, 2004). Whilst this does not require any forecasting as such, at 
remote volcanoes a heightened alert level and possibly a medium range forecast would be 
necessary to ensure the volcano was being monitored closely enough to recognise an eruption 
that quickly. Unfortunately this target is not always achieved; for example, the eruption of 
Anatahan (an andesitic stratovolcano in the Mariana Islands) in 2003 was not confirmed until 
several hours after it began (Guffanti et al., 2006). The largest eruption of the last 20 years, 
which was the 2nd largest of the 20th century, was a VEI 5 eruption at Mount Pinatubo, 
Philippines, where ground based monitoring began only 2 months before the June 1991 
eruption. Precursors to a large eruption (VEI>4) eruption have not yet been recorded on local, 
on scale, modem instruments (McNutt, 2005). This is due in part to the relative infrequence of 
emptions of this size (~1 per 10 years; Simkin and Siebert, 2000), and in part to these larger 
emptions typically occurring at volcanoes that have not empted in a long time and thus do not 
have a well established monitoring system.
A recent study of the level of monitoring of United States volcanoes found that out of 
18 volcanoes posing a very high threat, only three, two of which were empting at the time of 
writing the report (and still are at the time of writing this thesis), were being monitored at the 
recommended ‘Well monitored in real time ’ level (Ewert et al., 2005). Table 2.2 shows the 
level of seismic and geodetic monitoring of these very high threat volcanoes. Many have very 
limited ground based monitoring, which would have to be upgraded veiy quickly if the 
volcanoes showed significant unrest. Even at Mount St Helens, much of the monitoring 
equipment was not modernised between the 1980s activity and the renewed activity in 2004 
(Ewert et al., 2005). Although some earthquakes in the initial 2004 precursory activity were 
characterised and located within hours, full hypocentre catalogues were not produced until 
weeks to months later (University of Washington, 2006). This is due to the clustering of many 
small earthquakes within a small period of time and the lack of resources to overcome this as 
quickly as the scientists would like.
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Monitoring
Level
Monitoring Level Criteria Volcanoes
Level 4: 
Well
monitored 
in real-time
12-20 seismometers within 20 km o f vent, 
including several within 10 km, 3 component 
instruments, broadband instruments, and 
acoustic sensors. Routine deformation surveys 
and sufficient continuous GPS and/or tiltmeter 
stations for detailed source modelling. Daily 
multichannel satellite images.
Kilauea (Hawaii), 
Mount St Helens 
(Washington State), 
and Long Valley 
(California)
Level 3: 
Basic real­
time
monitoring
At least 6 seismometers within 20-km of vent 
including some within 10km. Routine 
deformation surveys and at least 6 continuous 
GPS and/or tiltmeter stations. Routine 
multichannel satellite images.
Akutan, Augustine, 
Makusin, Redoubt 
and Spurr (Alaska); 
Mauna Loa (Hawaii)
Level 2: 
limited 
monitoring 
for change 
detection
Regional network with 1-2 seismometers within 
10 km of vent. 2+ surveys for establishing 
geodetic baseline. At least 3 continuous GPS 
and/ or tiltmeter stations. Annual renewal o f 
satellite digital elevation images.
Lassen and Shasta 
(California); Hood, 
Newbury, and South 
Sister (Oregon); 
Baker and Rainier 
(Washington)
Level 1: 
Minimal 
monitoring
Volcano within regional seismic network or has 
1 seismometer within 10 km. Baseline of 
satellite images.
Glacier Peak 
(Washington)
Table 2.2 Monitoring levels o f highest threat volcanoes in the USA. (from Ewert et al., 2005).
Magnitudes of volcanic earthquakes are frequently published as coda magnitudes 
rather than the more reliable moment magnitudes (e.g. at Mount Pinatubo and at Mount St 
Helens; Hoblitt et al., 1996; University of Washington, 2006) and it requires at least 6 
seismometers and some time for data processing to reliably determine hypocenter locations 
and focal mechanisms. It is thus not advisable to base forecasting models on the availability 
of accurate earthquake magnitude or location data during volcanic crises. The varying levels 
of monitoring at worldwide volcanoes indicate that, while sophisticated monitoring helps 
enormously in our understanding of volcanic systems, there is still a need to develop 
forecasting methods that can be easily applied to data that are easily collected and require 
minimal processing.
2.5.3 Eruption Warning Systems
Some scientists believe that heightened or linearly increasing seismic, geodetic, and 
hydrothermal activity are signs of volcanic unrest, but not of immediate danger; whereas 
accelerating activity is an indicator of an impending eruption (e.g. Harlow et al., 1996). Other 
scientists prefer to determine a threshold as a guide to judge the appropriate level of concern
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(e.g. McNutt et al., 2000). This threshold could be a cumulative amount or rate of seismicity, 
ground deformation, gas release or a particular aspect of one of these parameters such as 
tremor amplitude. The ideal threshold minimizes the false alarm rate while providing the 
earliest warning (McNutt et al., 2000). Accelerating activity may be easier to recognise in 
systems where the background levels of activity have not been characterised, as thresholds 
can only be set once the normal or background variations are known.
In most volcanic environments, volcanic risks are communicated to the public 
through a system of alert levels. See Table 2.3 for an outline of the alert level system used at 
Mount Pinatubo, Philippines during the crisis of 1991, as an example of these systems. This 
warning system, similar to many other local volcano warning systems, requires more than one 
criterion from more than one type of data to be fulfilled to trigger raising the alert level 
(McNutt et al., 2000). Once they are fulfilled, the alert level is instantly raised. If the level of 
activity remains unchanged, so will the alert level. When the level of activity drops, there is 
usually a time delay before the alert level is dropped, as there is often a short lived quiescence 
between peak unrest and the onset of an eruption (Benoit and McNutt, 1996). This type of 
warning system reflects the fact that volcanic eruptions are rarely forecast or predicted 
according to any specific method or model; rather increasing evidence of unrest lead scientists 
to believe an eruption is more likely and more imminent.
Alert
Level
Criteria Interpretation
No alert Background; quiet No eruption in foreseeable future
1 Low-level seismicity, other unrest Magmatic, tectonic, or 
hydrothermal disturbance; no 
eruption imminent
2 Moderate level o f seismicity, other unrest 
with positive evidence for involvement o f 
magma
Probable magmatic intrusion; 
could eventually lead to an 
eruption
3 Relatively high and increasing unrest 
including numerous b-type earthquakes; 
accelerating ground deformation, 
increased vigour o f fumaroles, gas 
emissions
If trend o f increasing unrest 
continues, eruption possible 
within 2 weeks.
4 Intense unrest, including harmonic tremor 
and (or) many ‘long period’ (low 
frequency) earthquakes.
Eruption possible within 24 hours
5 Eruption in progress Eruption in progress
Table 2.3 Five level alert scheme for Mount Pinatubo, 1991. From table 1 of Punongbayan et al. 
(1996).
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2.6 Precursory R ock Fracture
Increasing rates of rock fracture within and around a volcanic edifice, observed through VT 
seismicity, often occur before volcanic eruptions. It has been proposed that this fracturing, 
which creates a pathway for the magma to reach the surface, may control the final approach to 
an eruption, with no change in magma pressure necessary at this stage (Kilbum and Voight, 
1998; Kilbum, 2003).
When an andesitic to dacitic stratovolcano empts for the first time after a long repose 
interval (>100 years) the precursory VT swarms typically extend to depths of can extend to 
depths of ~20 km (Endo et al., 1981; Shimuzu et al., 1992; McNutt, 2005). However, when 
VT event rates accelerate in the final 1-2 weeks before an eruption, most are located within 5 
km depth and 3 km lateral distance of the vent with few events exceeding M=3 (e.g. Mount St 
Helens, 1980, Endo et al., 1981; Unzen, 1991, Shimuzu et al., 1992; Soufriere Hills, 1995, 
Aspinall et al., 1998; Pinatubo, 1991, Jones et al., 2001). Before lava dome eruptions, these 
precursory swarms are usually limited to the uppermost 2-3 km (Fremont and Malone, 1987; 
Aspinall et al., 1998). Initial location studies show that the swarms before both lava dome 
eruptions and the first eruption after a long repose interval are usually distributed throughout 
this volume. Subsequent event relocation studies, using methods such as waveform similarity 
often collapse the VT locations onto planes, inferred to be fracture planes (Fremont and 
Malone, 1987; Jones et al., 2001). However, these studies do not tend to reveal any 
shallowing or migration of hypocentres with time nor localisation close to the inferred magma 
source. Indeed, this shallowing is an expected but uncommon observation (Rutherford and 
Gardner, 2000; McNutt, 2000a). It is occasionally noted that the swarm of earthquakes 
resulting in an eruption is shallower than those in preceding non eruptive episodes of unrest 
(e.g. Volcan de Colima, Mexico, 1997-1998; Zobin et al., 2002a), but migration within 
individual swarms is rarely observed. This suggests that these precursory swarms arise as a 
result of a change in the stresses exerted on a volume of rock, rather than the propagation of a 
magma filled crack (or dyke).
The geothermal gradient in volcanic belts is typically approximately 50 °C km'1, 
increasing to between 100 and 400 °C km 1 within 5 km of active volcanic vents (Tanaka et 
al., 1999). Shear failure causing VT events therefore occurs in rocks at temperatures defined 
by these gradients, unless they are close to the magma source or magma conduit margins, 
where the temperatures could approach the solidus temperature of the magma. Around newly 
intruded magma bodies (months old), the local geothermal gradient will only be distorted 
within of 10s of metres of it (given typical thermal diffusivities of 10 7 to 10 ‘6 m V 1 
(Friedman et al., 1981; Lore et al., 2000)). Within large active lava dome systems,
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considerable fracturing may also occur within the lava dome itself. This fracturing may take 
the form of tensile fractures extending from the surface of the dome or shear fracturing in a 
compressive stress field within the lava dome. The presence of water is also important, 
especially in the light of recent work on rainfall and the presence of meteoric water triggering 
the collapse of andesite and dacite lava domes (Voight and Elsworth, 2000; Matthews and 
Barclay, 2004). Within the lava dome, material ranges from hot molten rock in the interior, to 
a cold brittle outer shell that may approach atmospheric temperatures (Dzurisin et al., 1990; 
Matthews and Barclay, 2004). As deformation, failure and fracture occur at such a range of 
temperatures, it is instructive to determine experimentally how the falure mechanisms and 
their seismic efficiency vary within this temperature and pressure range in both tension and 
compression.
Although the characteristics of individual volcano-tectonic (VT) events are 
indistinguishable from tectonic earthquakes, they differ in that they occur in swarms, which 
are defined as a sequence of events closely clustered in time and space without a single 
outstanding shock (Mogi, 1963), rather than the foreshock-mainshock-afitershock or 
mainshock-aftershock sequence generally observed for tectonic events. In practical terms the 
difference in magnitude between the largest and second largest event of a swarm is <0.5 
magnitude units, as opposed to >1.0 magnitude units for most mainshock-aftershock 
sequences (McNutt, 1996). This may be linked to numerous events occurring at scales close 
to the limiting sphere of influence of the magma pressure.
2.6.1 Forecasting eruptions from fracturing rates
Accelerating seismic activity and ground deformation has been observed before many 
volcanic eruptions (Tokarev, 1963; 1971; 1983; Voight, 1988; 1989; Voight and Cornelius, 
1991; McGuire and Kilbum, 1997; Kilbum and Voight, 1998; Reyes-Davila and De la Cruz- 
Reyna, 2002). Tokarev (1963) proposed an empirical method for predicting eruptions at 
Bezymianny and other volcanoes on the Kamchatka peninsula using the hyperbolic increase 
in Benioff strain (square root of seismic energy) release described by:
, x at
s(t) = ------------------------------------------  (2.1)
t - c
where e(t) is the rate of Benioff strain (square root of seismic energy) release at time t; a and c 
are constants, and t is time. The eruption occurs when s approaches infinity, which occurs 
when t = c. Voight (1988; 1989) devised a similar but more general empirical method known 
as the failure forecasting method (FFM), which was based on a material failure law from 
slope failure experiments of Fukuzono (1985). Using this method, the rate of seismicity or 
ground deformation in the approach to system failure is expected to accelerate according to:
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Q = A Q a (2.2)
where Q and Q are the rate and acceleration of seismicity or ground deformation and A and 
a  are empirically determined constants with a  usually lying between 1 and 2. In the limit 
where a=l there is an exponential increase in seismicity with time. In the special case where 
a=2 there is a hyperbolic increase in seismicity with time, similar to that described in 
Tokarev’s equation, and Q decreases linearly with time with gradient A.
Several studies have since shown that the FFM can describe the acceleration in 
seismicity prior to volcanic eruptions at andesitic to dacitic stratovolcanoes after long repose 
intervals and during periods of frequent lava dome eruptions (Voight and Cornelius, 1991; 
Cornelius and Voight, 1995; 1996; Reyes-Davila and De la Cruz-Reyna, 2002). Most of these 
studies used easily acquired data such as seismic event rates, RSAM values, or simple 
measures of localised ground deformation. Further studies have shown how accelerations 
expected from the FFM can be explained using models of accelerating creep, fracture growth, 
material failure, and damage accumulation (Cornelius and Scott, 1993; McGuire and Kilbum, 
1997; Kilbum and Voight, 1998; Main, 1999; Main, 2000; De la Cruz-Reyna and Reyes- 
Davila, 2001; Kilbum, 2003). It is therefore important to understand how material within a 
volcano will deform, fracture, and fail under the expected temperature and pressure 
conditions. This will help to determine constraints on the applicability and accuracy of this 
type of forecasting model.
2.7 Chapter Sum m ary
Andesitic to dacitic stratovolcanoes often lie dormant for hundreds of years before 
reawakening to explosive and/ or dome building activity. Monitoring systems installed at 
many volcanoes allow scientists to observe seismic, geodetic, and other precursors to these 
eruptions. Patterns of accelerating rock fracture within the precursory unrest can be used to 
forecast the timing of both the first eruption after a long repose interval and renewed 
extmsion during periods of frequent activity at these volcanoes. Forecasting methods based 
on fracturing rates may be good methods to use when there is limited available precursory 
data. However, more work is required to identify limits to their applicability.
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CHAPTER 3: ROCK FRACTURE AND MATERIAL FAILURE
3.1 Introduction
Given that forecasting the timing of volcanic eruptions often comes down to forecasting when 
the rock will fail, generating a pathway for the magma to ascend (Shaw, 1980; Gudmundsson, 
1995; Kilbum and Voight, 1998), some attention should be focused on what causes rock 
fracture in and around volcanoes, and characterising their approach to failure. As most of the 
evidence for this precursory fracturing is gained from seismicity, it is also important to 
understand how fracturing parameters relate to seismic parameters, so that interpretation of 
the seismicity recorded at volcanoes can be linked to fracturing processes. I will later show 
(Chapter 4) how deterministic models of rock fracturing can be used to interpret seismicity at 
volcanoes, and use the results of laboratory rock deformation experiments to refine these 
models. These models are all based on established criteria and relations to describe the way 
that rocks behave when under stress.
This chapter contains a description of how cmstal rocks deform and fracture, with a 
summary of some of the conventions used to simplify problems of rock deformation, and 
criteria used to determine the conditions necessary for fracture and failure. I will describe the 
typical stress-strain behaviour of rocks, some factors that control this, and summarise some 
fracture mechanical data from volcanic rocks. I will then relate fracturing processes to 
seismicity in the context of seismic networks typically installed at volcanoes.
3.2 Stress and Strain
Rocks within a volcano and more broadly within the earth’s crust are invariably under stress. 
When a force is applied to the surface of a rock it will result in deformation and potentially 
failure of that rock. This mechanical behaviour is usually described and defined in terms of 
applied stresses and resultant strains. The strength and rheology of rocks is dependent on both 
extrinsic conditions such as stress state, pressure and temperature; and intrinsic conditions 
such as composition, water content, crack damage, crystal and vesicle size, and anisotropy.
The stress vector at any point on a surface is the limiting value of the force (P) per 
unit area (A) as the area tends to zero. These stresses can be determined as (Parker, 1981): 
lim SPj
a « = S A , ^  ( 3 , )
where the subscripts i and j represent the normal to the plane the stress is acting on and the 
direction it is acting in respectively. The sign convention is that a positive stress acts to
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increase the dimensions of the element in the line in which it acts, and a negative stress acts to 
reduce it. When considering a rectangular element in a 3-dimensional body, the stresses on all 
6 faces can be resolved into 9 components, known as the stress tensor, oy:
° \ <7 12 cr13
< 7 2, ^2 ^23 (3.2)
^31 ^32 a 3_
For a body in equilibrium ay=ajj, therefore 3 components of the stress tensor can be 
eliminated, leaving only 6 unknowns. Stresses acting in a perpendicular direction to the 
surface they act on are known as direct stress components, and those that act parallel to the 
surface are known as shear stress components. In geological problems, the co-ordinate system 
is often oriented so as to eliminate all shear components. This leaves 3 mutually perpendicular 
principal direct stresses, where oj is the maximum principal stress, o3 is the minimum 
principal stress and 02 is the intermediate principal stress. The differential stress, Oi - o3, is an 
important parameter in many geological problems. The stress tensor can also be resolved into 
isotropic and deviatoric components. The isotropic component can be defined as (Ranalli,
1995):
(3-3)
where o^ is the sum of all the direct stresses and 8 y  is the Kronecker delta ( 8 y  =1 for direct 
components of the stress tensor and 0 for shear components of the stress tensor). The 
deviatoric stress is then defined as (Ranalli, 1995):
(3.4)
The stress tensor is thus the sum of its isotropic and deviatoric components.
Strains can be direct or shear, in the same manner as stresses, with the same 
convention for suffixes, and the same sign convention. The direct strain is defined as the 
increase in length/ original length, and can be written as: 
bu
£ = 7~ <3-5>ox
where u is the displacement in the x direction. The shear strain is defined as half the decrease 
in angle of the outermost comer of the element, and can be written as:
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3.3 Elastic Deform ation
Hooke’s law describes the relationship between stress and strain in elastic materials and for 
the three-dimensional case in a Cartesian x, y, z co-ordinate system is given by (Parker, 
1981):
1 + u
S ,  =  ^ [< x -u (o \ + <xj],
£ yz  r  G  y z »
1 + U€zx = - T r < J zx> (3-7)E 
\ + u
£ xy ~  7-1 ^  xy ’
where E is Young’s modulus and o is Poisson’s ratio. Within the elastic regime of an isotropic 
medium, E and u are constant, meaning that at any time the strains are dependent on the 
current distribution of stresses, with no memory of the stress history. All elastic deformation 
is completely recovered when the stress is removed.
Returning to the principal stress convention (direction 1 = maximum principal stress 
direction, direction 2 = intermediate principal stress direction; and direction 3 = minimum 
principal stress direction) and considering the case of simple tension, Young’s modulus and 
Poisson’s ratio can be determined as:
E - G x l e x (3.8)
u = -£  i / s l (3.9)
For extrusive crystalline igneous rocks E is usually 10 to 30 GPa at room temperature 
and pressure (Friedman et al., 1981; Rocchi et al., 2004). For basalts, this was unaffected by 
confining pressures up to 30 MPa, and only began to drop when temperatures were increased 
above 600 °C (Rocchi, 2002; Rocchi et al., 2004). Poisson’s ratio for basalts, andesites, and 
dacites is typically between 2.0 and 2.5.
3.3.1 Plane Stress and Strain
Problems involving stresses and energies around crack tips in elastic media are often 
simplified by reducing them to 2 dimensional problems of plane stress or plane strain. Plane 
stress is the state assumed for a thin sheet, which is considered incapable of supporting 
stresses through its thickness. In the case where the sheet is in the x-y plane (using an x,y,z 
Cartesian coordinate system) a 2=azx=CTx2=ay2=azy=0. This means that no stresses can act in
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the z direction or on the z-normal plane. The strains can then be expressed as functions of the 
remaining non-zero stresses (Parker, 1981):
{ v x - v o y )
Sy = j r { ° y - » ° X) (3.10)
l + u 
^  = “T r - c7xy
Plane strain models a plate that is sufficiently thick (in the z direction) to prevent 
strains through its thickness, setting all strains in the z direction or on the z-normal plane to 
zero so that 8z=£zx=exz=ezy=eyz=0. The remaining non-zero strains can then be written as 
functions of the stresses (Parker, 1981):
e. = 1 - t /
E  
1 - u 2
rr UC7> (J x
* \ - u
/T ^
y \ - o
(3.11)
l - i /
£ xy E 1+ -
DO-xy
1 - V
3.4 Ductile Deformation
Ductile deformation is substantial deformation of a solid without the formation of a macro 
fracture (Paterson, 1978). This is a macroscopic phenomenologic definition, and incorporates 
many microscopic mechanisms, which include crystal plasticity, diffusional flow, and 
microscopically brittle mechanisms such as cataclasis. In the ductile regime, the strain will 
increase whilst stress remains constant. However, the nature of the stress-strain relationship 
will vary depending on the mechanism of ductile deformation. Many materials deform in the 
recoverable elastic regime until they reach their yield stress, aY, when there is a transition to 
non-recoverable ductile deformation. Ductile deformation can accommodate far larger strains 
than elastic deformation and incorporates both plastic and viscous deformation and flow. 
Yield stresses are lower at higher temperatures and greater amounts of ductile deformation 
can occur without the formation of a macro-fracture as temperatures and pressures are 
increased or strain rates are reduced.
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Plastic materials deform permanently at any strain rate when o=oY, cannot support 
a>aY and do not exhibit any permanent deformation at o<oY (Ranalli, 1995). Elasto-plastic 
materials, sometimes referred to as Saint-Vennant bodies, deform elastically when o<oY) and 
plastically when o=oY. The behaviour of viscous fluids can be approximated by considering 
them as an incompressible Newtonian fluid, whereby:
O-J =i\ev (3.12)
where r\ is the viscosity, which is independent of both strain rate and stress, with no yield 
stress meaning that permanent deformation or flow occurs even at infinitesimal stresses. 
Another type of ductile deformation is viscoplasticity, or Bingham rheology. Bingham bodies 
deform elastically up to their yield stress, cY. Above the yield stress, their flow properties can 
be described as (Ranalli, 1995):
a 'ij = + 2r)Bktj (3.13)
where %  is the Bingham viscosity and is a material property independent of both o and e . 
However, the apparent viscosity, given by o U s  , varies with stress. Bingham and 
Newtonian viscosity can thus be differentiated from one another above the yield stress. Figure
3.1 shows how the rheology of Saint-Vennant (elastic-plastic), Bingham (viscoplastic) and 
Newtonian (viscous) bodies compare. Bingham rheology combines the yield stress of plastic 
behaviour and the linear a: s relationship of viscous flow.
£
O ao Y
Figure 3.1 Stress-strain rate curves for elastic-plastic (Saint-Vennant), viscous (newtonian), and visco­
plastic (Bingham) bodies. The newtonian curve is denoted by ON, the Saint-Vennant curve by 
OoYS, and the Bingham curve by OoYB.
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Whilst the Newtonian and Saint Vennant approximations can be useful by virtue of 
their simplicity, rocks do not act as perfectly newtonian or plastic fluids. In a non-newtonian 
fluid, T) is stress dependant. An important example of this is power law creep, where the 
effective shear strain rate can be described by (Ranalli, 1995):
(3.14)
R T j
where as is the effective shear stress, T is the temperature in Kelvin, n is the power law 
exponent, R is the molar gas constant, Q is the activation energy for creep, and Ao is a pre­
exponential scalar constant.
Bingham, Newtonian, and power law creep deformation regimes are all types of 
steady state flow, whereby the strain rate remains constant when stress and temperature are 
constant. Transient flow, where the strain rate varies with time under constant stress is often 
referred to as either strain hardening (increasing stress at a constant strain rate or decreasing 
strain rate at a constant stress) or strain softening (decreasing stress at a constant strain rate or 
increasing strain rate at a constant stress). Both of these phenomena may occur prior to brittle 
failure (Ranalli, 1995).
3.4.1 Creep Mechanisms
The term creep is often used, particularly in geological problems, to denote slow flow under 
constant stress, and incorporates both transient and steady-state flow (Ranalli, 1995). The 
term is often used to emphasise the slowness of the flow, as the timescales for creep in rocks 
are many orders of magnitude greater the timescale for flow in familiar fluids such as water. 
In laboratory creep tests (where rock samples are subjected to a constant stress) rocks 
typically undergo 3 phases of deformation, as shown in Fig. 3.2. During the initial primary or 
transient creep, the strain rate decreases, secondary creep is steady state, i.e. constant strain 
rate, and tertiary creep is accelerating, often resulting in the formation of a macrofracture 
(Barber, 1990).
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Tertiary creep
Secondary (steady 
state) creep
Primary
creep
Time, t
Figure 3.2 Typical form of a strain versus time curve for creep in a material with temperature greater 
than 0.5 x melting temperature. This is made up of an initial primary creep phase, during 
which the strain rate decreases, followed by a secondary phase of steady state creep, and 
finally accelerating tertiary creep, which often results in the formation of a macrofracture. The 
dashed line shows qualitatively the effect of increasing the test temperature. Adapted from 
Barber (1990)
The three main micromechanisms for steady state creep in crystalline aggregates are 
diffusion creep, dislocation creep, and superplastic creep (Barber, 1990; Gueguen and 
Palciauskas, 1994). Diffusion creep is predominant at high temperatures (close to the material 
melting point, Tm) and low pressures, so in this study is mainly relevant to the deformation 
within lava domes. At temperatures close to the melting point atoms become mobile enough 
to allow deformation through bulk diffusion from zones in compression to zones in extension 
(Gueguen and Palciauskas, 1994). This process may occur either within grains (lattice 
diffusion), or along grain boundaries. Dislocation creep occurs due to atomic line defects 
(dislocations), which become mobile at moderate temperatures (T<0.5Tm; Gueguen and 
Palciauskas, 1994). The glide of dislocations in rocks may be inhibited by obstacles in the slip 
planes such as grain boundaries and impurities, with the strain rate thus limited by the rate at 
which these obstacles may be overcome. These obstacles are more easily overcome at higher 
temperatures. Deformation through dislocation creep can usually be described by the power 
law creep equation (Eq. 3.14), with a power law exponent between 2 and 4 (Gueguen and 
Palciauskas, 1994). However, some very fine grained rocks appear to show newtonian 
behaviour (Murrell and Chakravarty, 1973). Super plastic creep is used to describe the 
deformation of metals at high temperatures in tension, and is rarely used to describe the 
deformation of rocks and minerals (Barber, 1990).
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3.4.2 Yield stress criteria
When a material reaches its yield stress, it can no longer accommodate the applied stress 
through elastic deformation and begins to deform permanently. In brittle materials, this yield 
stress is soon followed by the formation of a macrofracture and dynamic failure. In ductile 
materials, this yield stress is followed by ductile flow. The simplest empirical condition for 
this transition into ductile deformation is given by the Tresca criterion, which states that 
yielding will occur when the maximum shear stress reaches the shear strength of the material 
(Ranalli, 1995). In the two dimensional plane stress case (when 03=0) this can be expressed 
as:
k » |  = | ( 0 ' i  = (315)
This criterion is useful in its simplicity, but fails to incorporate the effect of hydrostatic 
pressure or any other extrinsic conditions on strength and it often gives a conservative 
estimate of the yield stress. Von Mises proposed a similar but slightly more realistic criterion, 
stating that:
\tI m ax
In the 2 dimensional case of plane stress, this reduces to:
|r ™x| = V<T|2 ^ CriCr2 +<J2 (3-17>
This results in a principal stress ellipse, which encloses the Tresca criterion.
The yield stress: peak stress ratio typically decreases with increasing temperature, 
decreasing strain rate, and increasing confining pressure (Ranalli, 1995).
3.4.3 Brittle-Ductile Transition
The brittle-ductile transition is not instantaneous, spanning a broad temperature and pressure 
range. The transition occurs at lower pressures and temperatures at lower strain rates, and at 
different temperatures and pressures for different rock types (Ranalli, 1995). In the elastic- 
brittle regime, rock strength shows little temperature or strain rate sensitivity, but substantial 
pressure sensitivity (Evans et al., 1990; Rocchi et al., 2002), whereas in the ductile regime 
strength is independent of pressure, but highly dependent on strain rate and temperature 
(Evans et al., 1990; Ranalli, 1995). In the brittle-ductile transition domain both brittle failure 
and viscous flow mechanisms occur (Gueguen and Palciauskas, 1994), and the rock is 
weaker than would be expected by extrapolating either brittle failure or plastic deformation 
criteria (Evans et al., 1990).
[(0-j - a 2)2 + (cr2 - 0 - 3 ) 2 + (cr3 - a {y
(3.16)
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At typical laboratory testing strain rates (10'4 s'1 to 10'6 s'1), unconfined dry igneous 
rocks remain in the elastic-brittle deformation regime at temperatures up to 0.8Tm, 
maintaining their room temperature strength (Murrell and Chakravarty, 1973; Friedman et al., 
1979; Bauer et al., 1981). Addition of water or reducing strain rates leads to a loss of strength 
at lower temperatures (Bauer et al., 1981; Odedra et al., 2001). In high temperature 
experiments on granite, differences between the behaviour of wet and dry specimens are 
noted at temperatures above 300 °C (Odedra et al., 2001). For frictional sliding, laboratory 
tests on intrusive igneous rocks have shown that the transition from brittle to ductile 
behaviour (from stick slip to stable sliding) varies between 100 and 400°C, depending on the 
presence of minerals such as gabbro, anorthosite, and dunite, and on the roughness of the 
fracture surface (Stesky et al., 1974).
3.5 Fracture and Failure Criteria
There are many different criteria used to assess when a rock will fracture or fail, ranging from 
empirical formulae determined from experimental data to analytical solutions determined 
from both intrinsic (material) and extrinsic (environmental) properties of the rock. Within a 
volcano fracturing and shear sliding may occur within the edifice and surrounding country 
rocks (Shaw, 1980; Kilbum and Voight, 1998; Dominguez et al., 2001; Kilbum, 2003), on the 
magma conduit margins (Tuffen et al., 2003; Tuffen and Dingwell, 2005), and on the surface 
of lava domes and flows (Denlinger, 1990; Rocchi et al., 2004; Kilbum, 2004; Moran et al., 
2005; Herd et al., 2006).
The fracturing necessary for magma to reach the surface and hence for new eruptions 
to begin, the main subject of this study, will be predominantly within and beneath the 
volcanic edifice prior to eruptions after long repose intervals (Shaw, 1980; Gudmundsson, 
1995; Kilbum, 2003; Gudmundsson and Brenner, 2005). During periods of frequent lava 
dome eruptions when there is already an existing pathway for magma ascent to the surface, 
fracturing of the surface of the existing lava dome and frictional sliding of the magma conduit 
margins may be more prevalent. The host rocks within and beneath the volcanic edifice vary 
from room temperature close to the surface of the volcano to temperatures approaching the 
magma solidus close to the magma source. Rocks fracturing on and near the surface of lava 
domes may also vary from close to room temperature to temperatures above the magma 
solidus (Dzurisin et al., 1990; Matthews and Barclay, 2004), whilst rocks near the magma 
conduit margins are likely to be very close to the magma solidus temperature. Fracturing 
before volcanic eruptions thus occurs in both the elastic-brittle regime and the brittle-ductile 
transition regime. Here I will introduce some brittle fracture and failure criteria, then discuss 
how they may be modified for use in the brittle-ductile transition regime.
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3.5.1 Mohr and Coulomb Empirical Failure Criteria
The Mohr and Coulomb failure criteria are both based upon a planar projection of the stress 
tensor into a normal and shear component. The Coulomb criterion states that for failure the 
shear component must exceed the cohesion of the material plus a factor proportional to the 
normal stress, expressed as:
\t \ = t 0 +JUV„ (3.18)
where To is the cohesive strength of the material, p is the coefficient of internal friction, and on 
is the normal stress (note that 11 1 is used since the sign of t  affects only the direction of 
sliding, so only the magnitude is in question), p can also be expressed in terms of the angle of
internal friction (q>) as p=tancp. Mohr’s (1900) envelopes for shear failure use a functional
relation characteristic to the material:
M = / ( ct) (3.19)
Mohr envelopes usually take a very similar form to the Coulomb criterion, except that they 
turn down slightly toward the normal axis. Both can be illustrated graphically using Mohr 
circles (Fig. 3.3). Mohr circles are constructed on a o, x plane, with their centre at 
(1/2(0 1+03),0) and a radius of length ’/-(oi-os). Shear failure is expected when the mohr circle 
touches (a) the Coulomb criterion or (b) the Mohr envelope. In the axisymmetric case, the 
Coulomb criterion can also be used to find the angle of failure (Fig. 3.3). The angle, 0, 
between oj and the normal to the failure plane can be defined as (Jaeger and Cook, 1976):
0 = .................. (3.20)
Although these criteria are easy to use, they are purely empirical failure envelopes 
applied to experimental data. The coefficient of internal friction has no real meaning, as there 
is no surface on which this frictional force can act prior to failure. An example of basalt 
failure data from triaxial experiments at temperatures from 25 °C to 600 °C and confining 
pressures up to 30 MPa fitted to linear Coulomb and modified Mohr-Coulomb failure criteria 
from Rocchi (2002) is shown in Fig. 3.4. For these tests 0.48 < p < 0.50 at all three 
temperatures (25 °C, 300 °C, and 600 °C).
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201
Figure 3.3 Mohr and Coulomb failure criteria plotted on a shear stress (x) against normal stress (a) 
plot. It is expected that the sample will fail when the Mohr circle (constructed by drawing a 
circle with its diameter along the a axis extending from 03 (minimum principal stress) to Oi 
(maximum principal stress)) is large enough to touch (a) the Coulomb failure criterion or (b) 
the Mohr failure envelope. The failure angle (0) can be found graphically for the Coulomb 
criterion as shown. (Modified from Jaeger and Cook, 1976)
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Figure 3.4 Shear stress against normal stress for Vesuvian basalt lava flow core samples tested at 
temperatures between 25 °C and 600 °C and pressures between ambient and 30 MPa. The 
linear Coulomb failure criterion and the modified Mohr-Coulomb failure criterion for two 
tensile strengths have been fitted to the data. From Rocchi (2002).
3.5.2 Griffith energy balance
Griffith (1920) postulated that a crack would continue to propagate i f , during growth, the 
release of stored elastic strain energy in the surrounding medium, plus any work done by 
boundary tractions, was sufficient to provide the energy necessary for fracture. The strain 
energy released per unit thickness in the relaxed volume, U, due to a crack of length a in a 
plate is:
TT <j 2 f a 2
U = — (3.21)
2 E
where geometrical factor (3=71 for plane stress and (3=7c( 1 -u2) for plane strain. The energy 
release rate per unit fracture extension, G=dU/da is then given by:
„  (J2m
G = — —  (3.22)
E
for plane stress and
„ (727JUL 2\
G=— (l-t> ) (3.23)
for plane strain. The energy used per unit thickness to create a fracture of length a is:
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W = 2 ya (3.24)
where y is the surface energy per fracture surface per unit thickness. This value is considered 
to be a material property. The rate of energy absorption in creating new fracture surfaces is 
then found to be:
dW
R F = ^ L  = 2y  (3.25)
da
Returning to the Griffith criterion, dynamic failure will occur when G=Rp. This critical value
of G, Gc, in turn corresponds to a critical value of differential stress, ctc:
\2yE
<rc = J —  (3.26)
V m
for plane stress and
2 yE
O- = -----1-------  (3.27)
c \ m { \ - v 2)
for plane strain. This value is dependent on material properties (y, E, and u) and the crack 
length, a. Equations 3.21 and 3.24 can be combined to express the energy necessary to extend 
a fracture of width w and length a by a distance of Aa in terms of the remotely applied stress, 
a, material properties, and the geometrical factor, p (Jaeger, 1969; Lawn, 1993):
e, = 2?wA a - ^ ? wA?. (3.28)
E
This form of the Griffith energy criterion has been used to develop a model of multiscale 
fracturing at volcanoes (Kilbum, 2003), which is described in more detail in Section 4.4.
3.5.3 Linear Elastic Fracture Mechanics
In the Linear Elastic Fracture Mechanics (LEFM) approach for determining crack propagation 
criteria, cracks are treated as inflnitesimally narrow slits in a linear elastic medium (Lawn, 
1993). In this approach, dynamic crack propagation will occur when K=Kc, where K is the 
stress intensity factor introduced by Irwin (1958), and Kc is the critical stress intensity. Irwin 
(1958) considered 3 fundamental modes of fracturing, mode I, tensile, mode II, in-plane shear 
or sliding, and mode III, anti-plane shear or tearing, which are shown schematically in Fig. 
3.5. These are both necessary and sufficient to describe all possible modes of fracturing (Sih 
and Liebowitz, 1968). Fracturing may occur purely by one mode, or by a mixture of modes. 
There are different stress intensity factors for the three modes, Ki, Kn, and Km, which can be 
combined by addition in the case of combined mode deformation. A general expression for 
the stress intensity factor for two-dimensional, penny shaped, internal cracks in any mode is:
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K  = Ycrr -Ja (3.29)
where a r is the remote applied differential stress, Y is a numerical modification factor to 
account for crack geometry, loading conditions, and edge effects, and a is the crack length. 
Exact solutions for the stress intensity factor for a particular mode, geometry, and loading 
configuration can be found through stress analysis using numerical methods (Sih and 
Liebowitz, 1968; Parker, 1981). For mode I cracks Y is a function of a/w for a strip of finite 
width, w (Smith, 1978).
Once the stress intensity factors have been determined for a particular geometry and 
loading system, they can be used to determine the stresses in the vicinity of the crack tip. 
Consider a crack in the y-normal plane, extending in the x direction, with the z-axis at a 
tangent to the crack tip, which is at the origin of the coordinate system. The stresses ahead of 
the crack tip in the x direction can be defined as (Sih and Liebowitz, 1968):
<7.
K, K, K
(2a) 1 / 2 xy (2a) 1 / 2
H I
(2a) 1/ 2
(3.30)
when the higher order terms in x are neglected. This leads to a stress singularity as x 
approaches 0 at the crack tip. This can be overcome by considering a small plastic zone at the 
crack tip in the region where the stresses would exceed the yield stress of the material. The 
size of this region can be estimated for the case of mode I crack opening from (see Smith, 
1978 for proof):
r, =
2 not
(3.31)
where ^ is the radius of this yielded region in mode I fracturing, and a y is the yield stress. 
However, a redistribution of the Tost load’ leads to the plastic region, rp, being about twice 
this estimated size. If the extent of this plastic zone is much smaller than the elastic zone, the 
events at the crack tip will still be controlled be the surrounding elastic stresses, which can be 
determined through LEFM.
a) b) c)
Figure 3.5 Diagram to show the three fundamental modes of fracturing, a) Mode I, tensile, b) Mode II, 
in plane shear or sliding, c) Mode III, anti-plane shear or tearing.
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Stress intensity and strain energy release rate approaches can be related via:
(3.32)
E E
for plane stress, or
G =
( K j + K l \ \ - u 2) | * * ,(1  + 0 ) (3.33)
E E
for plane strain (Atkinson, 1987). This means that both approaches are equivalent, and can be 
interchanged with knowledge of Young’s modulus and Poisson’s ratio in the medium.
The fracture toughness of a given material in a given mode is the stress intensity 
necessary at a crack tip for unstable fracture propagation.
3.5.4 Sub-critical Crack Growth
The fracture mechanics approaches described are used to determine the critical conditions for 
dynamic crack propagation, the stage when crack velocity approaches the speed of sound in 
the medium. However, cracks can grow slowly under sub-critical conditions, especially in 
environments where the bonds at the crack tip can be chemically weakened by mechanisms 
such as stress corrosion (Atkinson, 1982; 1984). Stress corrosion is the dominant form of sub- 
critical crack growth at ambient temperatures in corrosive environments (Atkinson and 
Meredith, 1987a). Water, especially when broken down into hydrogen and hydroxide ions, is 
usually invoked as the chemical that will react with the weakened bonds at crack tips. Most 
stress corrosion data apply to mode I tensile cracks, because these are the simplest cracks to 
model both theoretically and experimentally (Atkinson and Meredith, 1987a). However, there 
is no obvious physicochemical reason why the form of the constitutive equations used to 
describe subcritical crack growth (although not necessarily the parameters) should depend on 
the mode of crack tip displacement (Das and Scholz, 1981). At temperatures above 250°C 
(which may well be found in rocks near magma reservoirs) mass transport processes such as 
diffusion become more dominant in sub-critical crack propagation than stress corrosion 
(Atkinson and Meredith, 1987a).
Crack velocity during sub-critical crack growth can be described using a form of 
Charles’ equation (Charles, 1958):
where EA is the empirically determined activation enthalpy, R is the gas constant, T is the 
absolute temperature, and k is a constant of proportionality. The exponent n is the empirical
(3.34)
67
Chapter 3: Rock Fracture and Material Failure
stress corrosion index, which is assumed to depend on material properties and environmental 
factors. It is considerably lower for crack growth due to diffusional processes (between 2 and 
10) than it is for stress corrosion (20 to 170) (Atkinson and Meredith, 1987a). This equation 
fits the available data on geological materials well, but does not take account of the many 
possible competing processes and is empirical owing to the constants k and n. More complex 
equations and theories have since been developed by Lawn and Wilshaw (1975), Krausz 
(1978), and Brown (1979). Although their work was useful in highlighting the competing 
processes involved and including them in the constitutive equations, the equations are too 
complex and contain too many unknowns to be of use in analysing the laboratory and field 
data currently available; as a result Charles’ equation is still most commonly used in 
modelling geological data.
Several workers (Anderson and Grew, 1977; Main, 1988; Kilbum, 2003) have 
suggested that stress corrosion may be heightened in volcanic environments due to the raised 
temperatures, heightened pore pressures, and abundance of volatiles, hence it is pertinent to 
consider the type of emption precursors this process gives rise to.
3.6 Typical Rheological Behaviour of Rocks
A rock under compressional stress will deform or fail in different ways depending on the 
temperature, pressure, and strain rate conditions. Figure 3.6 shows typical stress-strain curves 
and failure modes for constant strain rate rock deformation experiments for brittle failure 
under uniaxial compression (curve A), brittle failure under triaxial compression (curve B), 
and ductile failure under either uniaxial or triaxial compression (curve C). In curves A and B, 
there is an initial stage of pore compaction, where a very small amount of stress is needed for 
initial compaction of pores oriented perpendicular to the compression axis (Gueguen and 
Palciauskas, 1994). The rock then undergoes elastic deformation, normally exhibiting a higher 
Young’s modulus when deforming under triaxial compression than under uniaxial 
compression (Handin et al., 1972). When the rock reaches the yield stress, denoted as oy, the 
gradient gradually decreases as the rock undergoes strain hardening plastic deformation 
(Gueguen and Palciauskas, 1994; Ranalli, 1995). After the rock reaches its peak stress 
(denoted cp) there may be a small amount of strain softening deformation before the rock 
fails, usually through axial splitting (A) or the formation of a macro shear fracture (B) 
(Ranalli, 1995). After this dynamic failure, the stress rapidly falls to 0 or very close to 0 when 
under uniaxial compression, or to ar, the residual friction stress, when under triaxial 
compression (Handin et al., 1972). The stress then remains at the level of the residual friction 
of the fracture surface as the surfaces of the newly formed fracture slide against one another.
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In curve C, representing ductile failure, the deformation is initially strain hardening, until it 
reaches the peak stress. In an ideal elastoplastic material the stress will remain constant after 
reaching the yield stress, but in rocks ductile behaviour may be strain hardening or strain 
softening, or may be initially strain hardening, then strain softening (Ranalli, 1995).
Increasing temperature or decreasing strain rate results in a change in the stress strain 
relationship from curve A or B to curve C (Gueguen and Palciauskas, 1994). Increasing 
confining pressure causes a change in failure mechanism from axial splitting (A), to creation 
o f a shear plane (B) to ductile flow (C) (Heard, 1960; Handin et al., 1972). The temperatures 
and pressures necessary for the deformation mechanism to become ductile are highly 
dependent on rock type, and are typically higher for low porosity crystalline rocks such as 
granite, and lower for softer porous rocks such as limestone (Paterson, 1978; Evans et al., 
1990).
8
Figure 3.6 Typical stress-strain curves for rocks deforming in compression through brittle mechanisms 
under uniaxial (A) and triaxial (B) compression, and through ductile mechanisms (C). 
Differential stress (o) is plotted against strain (e). The peak and yield stresses of each curve 
are labelled op and oy respectively, and ar denotes the residual frictional stress for sliding 
along the macroffacture formed during brittle failure under triaxial compression. Each curve is 
accompanied with a schematic representation of the failure mode.
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3.7 Existing AE and Fracture M echanical Data for Extrusive Crystalline 
Volcanic Rocks
There are very few existing data on the fracture mechanics and precursors to failure of 
andesites and dacites, especially at high temperature or with acoustic emission monitoring. 
There is more available for basalt, which has a similar fabric to andesite, but is less silica rich. 
Rocchi et al. (2002) compiled flow and fracture maps using previously published data on 
basalts, with some andesite and diorite data. Using data from rocks deformed in uniaxial and 
triaxial compression at temperatures from 25 °C to 1350 °C and confining pressures up to 
1500 MPa, they demonstrated that the fracture criterion for these rocks was unaffected by 
temperature, with the temperature only affecting whether the rock will flow or fracture, rather 
than the stress at which it will fracture.
Samples of Mount Hood Andesite (a fine grained rock with 10 to 12 % porosity) 
deformed in uniaxial compression at 10'4 s'1 in dry conditions maintained their room 
temperature uniaxial strength (100 ± 10 MPa) up to 1000 °C, with a large drop in strength at 
1050 °C (Bauer et al., 1981). Addition of water (with pore pressure = confining pressure = 50 
MPa) reduced the melting temperature by 150 °C and led to a drop in strength with respect to 
dry specimens at temperatures above 615 °C. The acoustic and strain precursors to failure 
were not presented in this study of Mount Hood Andesite.
Detailed analyses of AE hypocentres and volumetric strain during uniaxial and 
triaxial creep of Yugawara andesite at room temperature revealed spatial and temporal 
clustering of AE during steady state creep (Nishizawa et al., 1984; Rao and Kusunose, 1995). 
It was shown that their locations did not correspond to the regions of strain localisation and 
that the events migrate and their rates accelerate during tertiary creep. This was interpreted as 
tensile cracking inducing more strain, whilst shear cracking generates more AE with minimal 
strain (Nishizawa et al., 1984). Neither AE hit rates, nor energy release rates nor b- values 
were analysed in either of these studies (Nishizawa et al., 1984; Rao and Kusunose, 1995).
There are no existing data on acoustic emissions during uniaxial or triaxial 
deformation of andesites at elevated temperatures. Acoustic emissions have been recorded 
during high temperature uniaxial deformation of Vesuvian basalt (Rocchi et al., 2004). It was 
found that the amount of AE dropped considerably between room temperature experiments 
and 800 °C. A more extensive study of how the AE statistics vary with the temperature of 
testing and moderate confining pressures (up to 50 MPa) would aid the analysis of earthquake 
statistics at volcanoes. Using an intermediate or silicic rock (andesite or dacite) would be 
especially useful for studies of lava dome systems in phases of intermittent activity (every few
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months to years), where there is extensive fracturing and deformation of the lava dome and 
surrounding rocks before renewed magma extrusion (Swanson et al., 1985; Denlinger, 1990; 
Bonaccorso and Davis, 1999).
High temperature fracture toughness tests on igneous rocks are limited to tests on 
intrusive rocks at temperatures up to 400 °C (Meredith and Atkinson, 1985) and on basalts at 
temperatures up to 600 °C (Balme et al., 2004). There are more studies on moderate pressures 
(up to 100 MPa) than at high temperature (Atkinson and Meredith, 1987b), but these are 
limited to intrusive igneous rocks and sedimentary rocks and do dot always use sample 
configurations recommended by the International Society for Rock Mechanics (ISRM, 1988). 
Room temperature and pressure Mode I fracture toughness tests on Yugawara andesite, used 
to determine subcritical crack growth parameters in both dry and wet conditions, showed that 
the presence of water greatly increased crack tip velocity (Waza et al., 1980). AE were not 
recorded in these experiments. Measured values of Mode I fracture toughness of Yugawara 
andesite lie between 0.9 and 2.4 MPa m12 (Waza et al., 1980; Takanohashi and Takahashi, 
1986). Mode I fracture toughness tests on Etnean and Vesuvian basalts at temperatures up to 
600 °C and confining pressures up to 30 MPa showed little variation in fracture toughness 
(values all between 1.4 and 2.3 MPa ml/2) with temperature or pressure, irrespective of 
whether the samples were heat treated (Rocchi, 2002; Balme et al., 2004). Icelandic samples 
tested under the same conditions were stronger (2.4 MPa m12 at room temperature and 
pressure), and their strength increased with confining pressure (between 3.1 and 3.5 MPa m12 
at confining pressures from 5 MPa to 20 MPa). They were also stronger at 150 °C (3.8 MPa 
m12), but at no other temperature (Balme, 2001; Balme et al., 2004). The Icelandic basalt was 
finer grained, denser, and less porous than the other rock types tested. There is thus a need for 
more data on high temperature fracture toughness of andesites, and for extrusive igneous 
rocks in general at temperatures above 600 °C. Recording acoustic emissions during these 
tests would enable relationships with volcanic seismicity to be made.
3.8 Linking Seism icity to Fracturing Param eters
If seismicity is to be used as a way of monitoring fracturing, it is important to understand how 
different seismic parameters relate to fracture dimensions, dynamics, and material properties. 
The availability and potential speed of determining different parameters can then be weighed 
up against how physically meaningful they are. I first summarise the physical meaning of 
some seismic parameters, then discuss the ease of obtaining these parameters.
When rocks are subjected to sufficient stress, fractures will initiate, extend, and slip. 
During these processes, the stress in the surrounding rocks will redistribute as the adjacent
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sides of the fracture spring back to a less strained position, releasing the strain energy 
previously stored within the rocks (Bolt, 2004). The dynamic nature of this movement leads 
to the radiation of elastic wave packets known as seismic waves. Consider a shear fracture of 
area A displaced by a distance u due to a shear force P acting on the plane, deforming a 
thickness d in which the mean stress released is Aa. The deformed volume V=Ad and the 
mean strain release is then e=u/d. The moment exerted by the force can then be defined as 
(shown schematically in Fig. 3.7):
M 0 = Pd  = A oAd = A oV  (3.35)
^Displacement u due to 
force P ----------- *
'A = area of plane that force acts 
on
d = thickness of deformed 
volume (perpendicular to plane 
force is acting on)
Figure 3.7 Schematic representation of a shear force P acting on a plane of area A deforming a volume 
Ad by a displacement u in direction P, resulting in seismic moment defined in equation 3.35.
If the deformed material acts elastically then Acr=ps, where p is the material rigidity. 
Inserting this into Eq. 3.35 we get the common expression for seismic moment, M0=pAu. The 
energy release for an earthquake of these dimensions can be expressed as:
_ _ f i e 2Ve —--------—--------  (3.36)
2 2
Some of this energy is absorbed by creating fracture surfaces and friction, so that es, the 
emitted seismic energy, is only a proportion of the total earthquake energy, ee. The Benioff 
strain, which is frequently used in analyses of accelerating seismicity at volcanoes, is the 
square root of the seismic energy release, which can be defined as:
s b = J ^ c c s ^ L  (3.37)
The seismic moment is considered to be the most robust measure of the size of an earthquake, 
and is commonly used in estimating the size of tectonic seismic sources (Main, 1999; Bolt, 
2004). The seismic energy and Benioff strain are far simpler to calculate, but are simply a 
measure of the radiated seismic energy and its square root, and cannot be directly related to a 
measurable tectonic strain.
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In cases where the seismic frequency magnitude distribution (described in Section 
3.8.2) is constant, all seismic parameters (event rate, moment release, energy release and 
Benioff strain) will display virtually identical accelerations with time. In this case the best 
parameter to use would be the seismic event rate, as this is the easiest to measure, with no 
need for any calculations of the size of the event. Some hindsight analyses of seismic event 
rates prior to volcanic eruptions have yielded good forecasts (Kilbum and Voight, 1998; 
Kilbum, 2003), and the event rate was found to be a good proxy for crack velocity in tensile 
laboratory experiments (Meredith and Atkinson, 1983). The majority of events recorded in 
precursory seismic swarms at volcanoes have magnitudes 1<M<3, with larger events 
generally being of tectonic origin, and unrelated to the onset of the eruption (Zobin, 2003). 
This restricted magnitude range means the record is less dominated by large events than 
tectonic earthquake sequences are, making the different seismic parameters likely to show 
similar trends. However, in some precursory sequences at volcanoes the different seismic 
parameters show different evolutions in time (e.g. Mount St Helens, 1980, Endo et al., 1981).
Real-Time Seismic Amplitude Measurements (RSAM), which can also be split into 
different frequency bands as Seismic Spectral Amplitude Measurements (SSAM) are recorded 
at many volcanoes (McNutt, 2000b). The RSAM system provides consecutive 1 or 10 min 
averages of absolute seismic amplitude measured at an individual seismic station (Endo and 
Murray, 1991). The SSAM system breaks this down into the average spectral amplitude for 
user-defined frequency bands (Stephens et al., 1994). These simple automated digital methods 
of recording and quantifying seismicity are particularly useful during crises when detailed 
manual analyses are not possible due to time constraints, event overlap, and amplitudes 
exceeding the dynamic range of analogue recording systems. However, seismic events at 
volcanoes are caused by a variety of mechanisms (see Section 2.5.1) and RSAM 
measurements offer no means of distinguishing these mechanisms. SSAM measurements 
offer a partial solution to this problem, in that events related to fracturing have higher 
frequency content than those related to fluid motion (LPs and tremor). However, the 
classification of events is not solely based on frequency content, and the results from SSAM 
data have proved more useful in tracking changes in the characteristics of low frequency 
events than in analysing sequences dominated by high frequency fracturing events (Stephens 
et al., 1994; Cornelius and Voight, 1996). These measurements also offer no means of 
locating individual events. It is only possible to broadly identify more active regions by 
comparing the RSAM and SSAM measurements from seismometers at different locations.
If seismicity is to be used to approximate the growth of a fracture network, as 
described in Section 4.4, the seismic parameter that is the best proxy for fracture growth or
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strain release should be used. All of the models described yield expressions in terms of strain 
release or fracture growth. From this discussion of seismic parameters, it can be seen that the 
seismic moment would be the best parameter to use. However, this is the most time 
consuming of the seismic parameters described to calculate, and although it is routinely 
calculated by regional seismic networks for large earthquakes, it is rarely calculated for small 
earthquakes in volcanic environments quickly enough to be of use in real time forecasting. 
Benioff ‘strain’ (Eq. 3.37) is a better proxy than seismic energy (Eq. 3.36) or event rates, as 
seismic energy release gives too much weight to the larger events, and seismic event count 
gives too much weight to the smaller events. During volcanic crises, often only RSAM and 
seismic event rate data is available (Tilling, 1996). Event rates are preferable to RSAM or 
SSAM values in this analysis, as RSAM and SSAM data yield ambiguous results when used 
to quantify fracturing (Cornelius and Voight, 1996). I have therefore analysed event rates of 
tectonic-type earthquakes prior to some eruptions occurring after a long repose interval, and 
conducted a comparison of the results for event rates, Benioff strain release, and seismic 
energy release prior to a series of lava dome eruptions at Mount St Helens, Washington State, 
USA (Chapters 5 and 6).
3.8.1 Acoustic Emissions as an Analogue for Seismicity
When microcracks in laboratory samples initiate and grow, a volume of material is rapidly 
unloaded, releasing elastic strain energy, which propagates away from the crack as a 
microseismic or acoustic wave packet, in the same manner as seismic waves are generated 
from earthquakes. These waves can be recorded on transducers that are attached to the sample 
either directly or through a wave guide, in the same way as seismic waves can be recorded on 
seismometers embedded in the ground. Acoustic emission (AE) rates during tensile fracture 
toughness experiments have been directly linked to the crack tip velocity (Meredith and 
Atkinson, 1983). AE recorded during laboratory experiments under controlled conditions can 
thus be used to test hypotheses about the conditions giving rise to the earthquake patterns 
observed in nature (e.g. Meredith et al., 1990; Main et al., 1992; Sammonds et al., 1992; 
Young et al., 2000).
3.8.2 Earthquake Frequency Magnitude Distributions
Many aspects of the earth’s geometry can be described as fractal or scale invariant. The 
concept of a fractal set, first introduced by Mandelbrot (1967), can be described as:
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where N; is the number of objects with a characteristic linear dimension rj, D is the fractal 
dimension, and C is a constant of proportionality. One manifestation of this fractal geometry 
in the earth is the Gutenberg-Richter (1956) distribution of tectonic earthquake magnitudes, 
where the number N of earthquakes of Magnitude greater than m is given by the relation:
where a and 6 (the 6-value) are empirical constants. The 6-value is related to the fractal 
dimension D as b=cD/3, and c is typically 1.5 or 3, depending on the relationship between the 
rise time of the event (or the ratio of rupture length to rupture velocity) and the natural period 
of the recording instrument (Kanamori and Anderson, 1975). As all magnitude scales are 
logarithmic, Eq. 3.39 is equivalent to Eq. 3.38. Using laboratory acoustic emission data from 
tensile experiments, it has been established that the 6-value relate to the stress intensity factor 
(K) as (Meredith and Atkinson, 1983):
where p and q are empirical constants. It has since been shown (through relationships between 
stress, crack length, stress intensity, and 6-values) that for a perfectly elastic-brittle system, 
failure will be preceded by decreasing 6-values with a sharp minimum before failure, whereas 
if there is anelastic strain hardening then strain softening before failure, two precursory 
minima separated by a temporary maximum are expected (Main et al., 1989).
As seismic swarms at volcanoes do not have outstanding mainshocks with high 
magnitudes with respect to the rest of the swarm as seen in tectonic earthquake sequences, the 
fractal distribution of volcanic earthquake magnitudes breaks down at lower magnitudes. This 
often results in the fractal distribution breaking down at a very similar Magnitude to the 
threshold of complete detection, thus limiting the possibility of determining fractal 
dimensions from earthquake magnitude distributions in volcanic environments. This is 
demonstrated in frequency-Magnitude distributions that have been plotted for this study from 
the earthquake catalogues used and described in Chapters 5 and 6 (Fig. 3.7). This may have 
implications for the use of earthquake forecasting models based on scale invariance, such as 
the renormalization group model (Anifrani et al., 1995; Saleur et al., 1996), for predicting 
volcanic eruptions from precursory earthquakes. In the cases where 6-values can be 
determined in volcanic environments, they are found to be higher than 6-values for tectonic 
earthquakes, with VT events having a 6-value of 0.6 to 1.3 and Long-Period (LP) events 
having a 6-value of 3, compared to the global tectonic 6-value of 0.8 to 0.9 (McNutt, 1996; 
2000b). This implies that the source size is restricted.
log N  = a - b m (3.39)
b = p - q K (3.40)
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Figure 3.8 Frequency magnitude distributions plotted for this study from earthquake catalogues used in 
Chapters 5 and 6  for a) precursors to the June 1991 eruption of Pinatubo, Philippines (May to 
June 1991), b) precursors to the 1991 eruption of Mount Unzen, Japan (from January until 
May 1991), c) precursors to the May 1980 eruption of Mount St Helens, USA, from the count 
log (beginning in January 1980), d) precursors to the May 1980 eruption of Mount St Helens, 
from the hypocentre catalogue (beginning in January 1980), and e) count log of earthquakes 
throughout the intermittent dome growth at Mount St Helens from 1980 until 1986.
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3.9 Chapter Summary
Rocks may respond to applied stress with elastic deformation, ductile deformation andI or 
brittle fracture depending upon both the intrinsic rock properties and the extrinsic conditions 
of temperature, confining pressure, pore pressure and medium, and loading or strain rate. At 
typical laboratory strain rates (10'6 to lO'4 s'1), low confining pressures and temperatures less 
than 0.8Tm, crystalline volcanic rocks deform elastically until the applied stress reaches the 
compressive or tensile strength of the rock and it fails through brittle fracture. Extrusive 
crystalline volcanic rocks such as andesite (the rock type tested in this study, results in 
Chapter 8), have a typical Young's modulus of 20 GPa, a Poisson's ratio of 2.0 to 2.5 and 
compressive and tensile strengths of 100 and 10 MPa respectively.
AE during laboratory studies of andesite have only been recorded in limited studies, 
all at room temperature. These included event locations and mechanisms, but no analysis of b- 
values or event rates before sample failure. There is thus a need for a more extensive study of 
AE recorded during mechanical tests of andesite under a wider range of conditions. Given 
that AE are a laboratory scale analogue to earthquakes, these AE could be related to VT 
earthquakes recorded at volcanoes.
There are many different scales for measuring the size of earthquakes. The most 
accurate are also the most difficult and time consuming to calculate. However, if the size 
distribution of earthquakes does not change with time, the different measures will give 
comparable results when comparing the amount of seismicity before volcanic eruptions.
77
Chapter 4: Review of Eruption Forecasting Methods
CHAPTER 4: REVIEW OF ERUPTION FORECASTING 
METHODS BASED ON ROCK FRACTURE
4.1 Introduction
In recent years, volcano monitoring, data processing and modelling of volcano physics has 
become increasingly sophisticated. This has led to the forecasting of hazardous volcanic 
phenomena evolving from empirical pattern recognition to the application of models based on 
the underlying physics (Sparks, 2003b). Whilst there are now some success stories of 
forecasting volcanic eruptions (e.g. Mount Pinatubo, Philippines, 1991; Punongbayan et al., 
1996), there are still some remote volcanoes that are not monitored well enough for any 
eruption precursors to be detected (e.g. Anatahan, Mariana Islands, 2003; Guffanti et al., 
2006) and even some cases where no eruption precursors are detected at reasonably well 
monitored volcanoes (e.g. Redoubt, Alaska, 1989; Lahr et al., 1994)
The terms forecast and prediction are often confused, and sometimes even considered 
synonymous. The following definitions were recommended by Swanson et al. (1985) and 
later adopted by Tilling (1996) and McGuire and Kilbum (1997). A forecast is a 
comparatively imprecise statement of the time, place, and nature of expected activity. A 
prediction is a comparatively precise statement of the time, place and, ideally, the nature and 
size of impending activity. A prediction usually covers a shorter time period than a forecast 
and is generally based dominantly on interpretations and measurements of on-going processes 
and secondarily on a projection of past history. In practice, during emergencies the two terms 
are often used interchangeably. In this thesis the definitions above are used when reviewing 
forecasts and predictions issued during volcanic crises. The forecasting/ predicting models 
tested in this thesis are used to generate statements of the expected timing of a magmatic 
eruption, with the place already defined as the volcano showing unrest and the size and nature 
of the emption not considered. They are based on interpretations and measurements of on­
going processes. Although this is closer to the definition above of a prediction, the term 
forecast is used as they are based on only one type of data and their reported accuracy refers 
to the mathematical extrapolation of a single data set rather than a prediction based on 
analysis of multiple data sets.
Typical monitoring data acquired at volcanoes are described in Section 2.5. The main 
data types are seismic, geodetic, and gas emission, with seismic data widely perceived as the 
most useful for predicting eruptions (McNutt et al., 2000).
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In this chapter I will describe some of the methods used to forecast and predict 
volcanic eruptions, with a particular emphasis on those based on fracturing processes, which 
will be tested with eruption precursor data in Chapters 5 and 6. The methods considered here 
are those that generate specific time windows when eruptions are expected, ideally with 
timescales of hours to days, rather than methods for assessing long term probabilities over 
timescales of tens to hundreds of years or more.
4.2 Statistical forecasting m ethods
Most statistical methods for forecasting eruptions are applied through formulating the 
probability of different types of volcanic activity, based on evidence from previous similar 
activity. These probabilities can be considered as single values or as time dependent variables. 
Here I present a method that is commonly used to present and assess multiple probability 
values at volcanoes and a method for considering time dependent probabilities at volcanoes. I 
then give an example of how global statistics have been collated to create a generic 
forecasting model.
Multiple probabilities relating precursory traits to types of volcanic activity can be 
formulated into an event tree, which is a graphical tree-like representation of events in which 
branches are logical steps from a general prior event through increasingly specific subsequent 
events (intermediate outcomes) to find the probability of different outcomes (Newhall and 
Hoblitt, 2002). In these trees the probability of any particular outcome is the multiplicative 
product of all the probabilities on the path leading from the current condition to that outcome 
(Newhall and Hoblitt, 2002). Each probability can be based on global volcano statistics, 
statistics of a particular type of volcano, previous behaviour of that volcano, interpretation of 
current activity, interpretation of how the weather may interact with the volcano, or a 
combination of these factors (Newhall and Hoblitt, 2002). Aspinall et al. (2003) recommend 
the use of logical principals from Evidence Science in calculating each probability, whereby 
the presence of a particular precursory trait (e.g. a certain type of seismic event) is related to 
the likelihood of a particular type of eruptive activity based on evidence from similar previous 
scenarios. When there is insufficient specific evidence or this evidence is difficult to compile, 
other methods such as expert elicitation may be used (Aspinall et al., 2002). Using this 
method many experts are asked to estimate the probabilities for each scenario within an event 
tree. Their estimates are then combined to give an event probability, with each expert's 
estimate given a weighting according to their success rate in assessing these probabilities 
(Aspinall et al., 2002). Event trees have been used during volcanic crises such as the 1991 
Pinatubo activity and the Soufriere Hills activity from 1995 to the present, as a means of 
identifying all possible scenarios and statistically analysing the likelihood of each one
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(Punongbayan et al., 1996; Aspinall et al., 2002). An example event tree from the first two 
years of activity at Soufriere Hills is shown in Fig. 4.1. Scientists have found that these are a 
good way of prompting them to identify all possible scenarios and of communicating volcanic 
risk to the authorities responsible for managing volcanic emergencies (Punongbayan et al., 
1996; Aspinall et al., 2002). However, it may be difficult to compile these statistics for 
volcanoes whose previous activity is not well known.
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Figure 4.1 A summary event tree for early stages of the Montserrat eruption, showing elicited
probability values attached to branches depicting different potential eruptive scenarios. Such 
trees can help public officials by summarising on various timescales a hierarchy of hazards 
against which mitigation measures can be planned (Aspinall et al., 2002).
Volcanic event trees use a single value for the probability of a type of eruptive 
activity being imminent or for whether an underlying process is occurring. However, the true 
probabilities may evolve with time. There are several different ways of representing time 
dependent probabilities, one of which is the survivor function, ST(t), where the probability P 
of a repose interval T exceeding some time t is given by:
S T(t) = P[T>t ]  (4.1)
Connor et al. (2003) compared several types of survivor function to repose interval data from 
vulcaman explosions at Soufriere Hills volcano, Montserrat. This provided a measure of how
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the probability of an eruption evolves with time after the last eruption, but does not include 
any way of accounting for observed precursors. The best survivor function of those tested was 
a log-logistic distribution, which was derived from competing physical processes of 
accelerating material failure (the FFM) and magma depresurisation through increasing 
porosity. It was thus inferred that these competing processes controlled the timing between 
eruptions.
McNutt (1996) created a generic volcanic earthquake swarm model based on volcanic 
earthquake swarm statistics found in the Global Volcanic Earthquake Swarm Database 
(GVESD) (Benoit and McNutt, 1996; fig. 2.2). This model begins with a swarm of VT events 
resulting from shear fracturing, followed by LP events and tremor before the eruption. 
Although relative quiescence is only observed before approximately 25% of eruptions (Benoit 
and McNutt, 1996), it is included in the model as a reminder that alert levels should not be 
reduced until several days after the seismicity levels have dropped (McNutt, 1996). 
Unfortunately there is no timescale included in the generic model, as earthquake swarms vary 
considerably in duration (from hours to years), with no clear correlation between the duration 
of a swarm and the size or type of eruptive activity.
Many of the methods and criteria currently used to forecast eruptions and change 
warning levels are based purely on thresholds being exceeded and statistics relating the 
existence of types of precursors to eruption likelihoods such as those described above (Banks 
et al., 1989; Tilling, 1996; Newhall and Hoblitt, 2002). Deterministic forecasting models may 
be preferable in the cases where data relating to previous activity is too sparse to generate 
useful statistics. These models may also help to reveal the underlying physics of volcanic 
processes. They could be used to interpret volcano statistics and to identify which volcano 
statistics should be analysed.
4.3 Empirical forecasting models
Voight’s Failure Forecasting Method, FFM (1988; 1989) is the most widely applied empirical 
model for forecasting volcanic eruptions from fracturing rates. The rate and acceleration of 
fracturing, observed through VT seismicity, are related in this empirical law as:
Q  = A Q a (4.2)
where Q  and Q  are the rate and acceleration of VT seismicity, and A and a  are empirically
determined constants with a  usually lying between 1 and 2. As Q approaches infinity, this 
equation becomes mathematically unstable. Such a condition is associated with a major 
change in a physical system; in this case it is associated with wholesale failure of rock under
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stress, which creates a pathway for magma ascent. In the limit where a=l there is an 
exponential increase in seismicity with time and Cl never approaches infinity. In the special 
case where a=2 there is a hyperbolic increase in seismicity with time and Q '1 decreases 
linearly with time with gradient A. When a>2, the inverse trend is convex, when l<a<2, the 
inverse trend is concave. If Cl =infinity is used as the failure criterion, the failure time (tf) can 
be forecast by integrating Eq. 4.2 to obtain:
Q lor
tf - U =   -----  (4.3a)
f  A ( a - 1)
which, when a=2, simplifies to (Voight, 1989):
1
t f - U = — r- (4.3b)
where t* is an arbitrary time and H*is the seismicity rate at that time. The failure time can 
also be found graphically by extending the inverse trend to the point where Cl 1=0, and hence 
Cl approaches oo. The failure criteria can be adjusted to a specified rate, Cl f  rather than the
point where Q approaches oo. In this case, the criterion in the graphical method becomes 
C l 1 =  Cl}1 . Both the graphical method and use of Eq. 4.3 are simpler in the special and
common case of a = 2, as the inverse trend is linear and Eq. 4.3a simplifies to Eq. 4.3b. When 
a > 2, the inverse trend is convex and when a < 2, the inverse trend is concave (Fig. 4.2). As 
the inverse trend becomes more convex, the FFM becomes less mathematically stable, thus 
values of a greater than 2.5 are considered mathematically unstable (Cornelius and Voight, 
1995). When a < 1, Q never approaches infinity, so tf can only be found by setting a critical
value of Cl less than infinity when failure is expected to occur (Voight, 1989). However, 
these low a values could indicate that the system is not accelerating towards failure. It may 
also be necessary to set a critical value of Cl when 1 < a «  2, as small decreases in a at these 
values can lead to very large increases in tf-1*. When the value of a is not known beforehand 
and data are scarce, it may be difficult to obtain precise forecasts using this method (Cornelius 
and Voight, 1995).
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Figure 4.2 Example inverse rate trends for the FFM with a=2 (red line, linear inverse trend), a<2 (blue 
line, concave inverse trend), and a>2 (black line, conzex inverse trend). Failure or an eruption 
is expected when the trend crosses the time axis and can be forecast by extrapolating inverse 
trends to this axis, giving the time when the inverse rate is 0 and thus the rate is infinity.
When the FFM was first introduced, it was used to analyse ground deformation 
precursors to one o f the lava dome eruptions during the 1980 to 1986 activity at Mount St 
Helens (Voight, 1988). It has since been used to analyse VT earthquakes, low frequency 
earthquakes, RSAM values, and ground deformation before both the first eruption after a long 
repose interval and other lava dome eruptions during periods o f frequent activity at andesitic 
and dacitic stratovolcanoes (Voight and Cornelius, 1991; Cornelius and Scott, 1993; 
Cornelius and Voight, 1995; Cornelius and Voight, 1996; McGuire and Kilbum, 1997; 
Murray and Ramirez Ruiz, 2002).
The constants A and a in the FFM may be determined using a logarithmically linear 
form o f Eq. 4.2:
log(Q) = log(^) + a  log(Q) (4.4)
The constant a is then given by the slope and the constant A is found by taking the exponent 
of the intercept on a log Q -log Q plot (Cornelius and Voight, 1995). This method may be 
biased because logarithms o f negative values are undefined, thus only values o f Q  that are 
larger than the previous value can be used. However, this is the only non-iterative method of 
determining A and a. In a previous study comparing methods o f calculating A and a it gave 
very similar results to the iterative methods that require specialised software and provided the 
most direct indication that the data were accelerating according to the FFM (Cornelius and 
Voight, 1995). This method is thus used in this thesis to determine how well accelerations o f
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precursors to eruptions fit the FFM and to calculate the values of A and a used to generate 
forecasts.
Forecasts from extrapolating the FFM trend are far more precise if a is known 
beforehand, because then only A has to be found from the recorded data (Voight and 
Cornelius, 1991; Cornelius and Voight, 1995); but a values do vary so this is often not 
possible (Voight, 1988; Voight, 1989; Voight and Cornelius, 1991; Cornelius and Voight, 
1995). However, the FFM has been related to both empirical and deterministic deformation 
laws in order to constrain the expected a values (Cornelius and Scott, 1993; Kilbum and 
Voight, 1998; De la Cruz-Reyna and Reyes-Davila, 2001; Kilbum, 2003).
It has been shown that combining the empirical equation for power law creep (Eq. 
3.14) with the incompressibility condition in pure shear, and considering the initial condition
£q = CTq , the following rate equation is obtained (Cornelius and Scott, 1993):
Cl = C(T0ea ) p = a 0e pO (4.5)
where Q in this case represents shear strain, C and p are empirical constants, and the subscript 
0 represents initial values. Differentiation of this equation gives:
Q  = Q 0p t l e *** = pC l1 (4.6)
This is equivalent to the FFM with a=2 and A=p. As this is derived from a creep equation, it 
is only valid under conditions of constant load.
In another study, it was shown that the creep response of a generalised Kelvin-Voigt 
body (i.e. an infinite series of viscoelastic elements, consisting of Hookean springs in parallel 
with Newtonian dashpots) to a step stress was an FFM acceleration with a=2 (De la Cruz- 
Reyna and Reyes-Davila, 2001). This was derived from empirical expressions for creep, 
viscosity, and elasticity. It was also shown that the expected response of this type of body to a 
linearly increasing load was an FFM strain acceleration with a<2 (De la Cruz-Reyna and 
Reyes-Davila, 2001). It was then shown that accelerations in RSAM could be linked to the 
changing stress field and used to forecast emptions at Volcan de Colima, an andesitic 
stratovolcano empting after 3 and 4 years of repose (De la Cruz-Reyna and Reyes-Davila, 
2001; Reyes-Davila and De la Cruz-Reyna, 2002).
These derivations of the FFM from creep laws help to link the FFM to physical 
conditions and to constrain the a value under certain conditions, but still do not link the 
equation to measurable physical parameters.
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There have been many studies showing that the FFM can describe the accelerations in 
VT seismicity before volcanic eruptions, incorporating both eruptions erupting for the first 
time after a long repose interval and lava dome eruptions during periods of frequent activity 
(Voight and Cornelius, 1991; Cornelius and Voight, 1995; Cornelius and Voight, 1996; 
Kilbum and Voight, 1998; De la Cruz-Reyna and Reyes-Davila, 2001). However, there have 
been very few cases where the method has been used to issue a real forecast (De la Cruz- 
Reyna and Reyes-Davila, 2001), and only one published study testing its applicability with a 
series of related eruptions (Reyes-Davila and De la Cruz-Reyna, 2002).
4.4 Deterministic forecasting models
The empirical FFM has been related to existing deterministic laws of rock fracture and 
material failure (Cornelius and Scott, 1993; McGuire and Kilbum, 1997; Kilbum and Voight, 
1998; Main, 1999; Main, 2000; Kilbum, 2003; Kilbum and Sammonds, 2005). Some of the 
resulting models allow A and a to be determined from physical parameters, thus improving 
the potential accuracy of the method. Here I will summarise models applicable in the case of a 
system subjected to a constant remote stress field, then discuss how a relaxation of this 
condition may affect the expected precursory fracturing patterns.
4.4.1 Accelerating Rock Fracture in a Constant Remote Stress Field
This section includes models that require all extrinsic properties, including remote stress and 
temperature, to remain constant or change at a very slow rate with respect to the timescale of 
the precursory signal, with the fracturing process itself controlling the final approach to 
failure, or in this case an eruption. They also require that the volume of rock that is deforming 
and fracturing remains constant, and that the deformation and failure mechanism is 
predominantly elastic-brittle. The condition of a constant stress is likely to be valid if the 
timescale of the recorded acceleration in fracturing rates is far shorter than the timescale of 
changing magmatic stresses. The condition of a constant volume of rock deforming through 
brittle mechanisms is most likely to hold when the fracturing is distributed throughout the 
volume between the magma source and the surface. Here the shallow depths and low 
temperatures will mean that all material except that very close to the magma source is in the 
elastic brittle regime and the volume of deforming and fracturing rock does not change or 
migrate. Hypocentre locations before eruptions at andesitic to dacitic stratovolcanoes after 
long repose intervals confirm that this is often the case (Endo et al., 1981; Aspinall et al., 
1998; Jones et al., 2001)
Cornelius and Scott (1993) showed that an FFM type relationship could be obtained 
from differentiation of expressions for the stress intensity factor (Eq. 3.29):
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? ± J -  = ” Y"cr"a 2 
da 2
and stress-corrosion sub-critical crack growth (Eq. 3.34):
n - 2
(4.7)
—  = ke~E*IRT 
dt
(4.8)
da
Substituting Eq. 4.7 into Eq. 4.8 gives:
dv
dt
n - 2
2
(4.9)
Further substitution of K for a using Eq. 3.29, then v for K using Eq. 3.34 gives:
—  = ( k e ^ ,RT^ - Y 2 
dt 2
2 n- 2
(4.10)
If load and temperature are assumed to be constant this is equivalent to the FFM in the form 
of Eq. 4.2, with A=(ke'EA/RT)2/nnY2a 2/2, a=(2n-2)/n, and Q representing crack length a 
(Cornelius and Scott, 1993). For rocks typically 20<n<170, which gives 1.92<a<1.99. The 
expression for A is made up of a combination of physical and empirical parameters and n is 
also empirical.
McGuire and Kilbum (1997) also showed that the types of accelerations described by 
the FFM were consistent with sub-critical fracture growth under constant load, yielding a 
composite FFM of the form:
where A, is a rate constant and y is a function of intrinsic and extrinsic physical properties of 
the rock. The first term is equivalent to the FFM with A = X and a = 1, whilst the second term 
is equivalent to the FFM with A = y and a = 2. In the early stages of the development of a 
fracture network, it is believed that deformation will be dominated by the growth of new 
cracks, controlled by the first term, which is consistent with interpretations of acoustic 
emissions in laboratory studies (Main and Meredith, 1991; Lockner et al., 1991). In the later 
stages it is believed that deformation will be dominated by the extension of existing fractures, 
controlled by the second term (McGuire and Kilbum, 1997; Kilbum, 2003; Kilbum and
Sammonds, 2005). Using Q to represent seismic event rates, it was found that the second 
term in equation 3.8 was consistent with precursors to volcanic eruptions at Soufriere Hills, 
Montserrat (Kilbum and Voight, 1998). However, it appeared that the data may have been 
distributed between two different trends. This issue was resolved with the introduction of 
Kibum’s multiscale fracture model (2003).
(4.11)
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Kilbum (2003) developed a multiscale fracture model based on random energy 
fluctuations and the Griffith energy balance, which is consistent with the FFM with a=2. In a 
fixed volume of rock under constant remote stress, or, the expected rate of cracking, dN(t)/dt, 
determined from the probability that random energy fluctuations (described by the Boltzmann 
distribution) near crack tips will exceed that necessary for crack propagation is (Kilbum, 
2003):
dN{t) -e /nRT
— J—  = f e  (4.12)at
where f  describes the rate of stress fluctuations due to processes at smaller scales than can be 
directly observed, nRT is the total internal energy (consisting of the ideal gas constant R, the 
absolute temperature T, and the number of moles of rock involved in the cracking, n), and q is 
the energy necessary for crack tip propagation according to the Griffith theory. Recalling Eq. 
3.28 to quantify ei5 and assuming that the increase in crack length per step is constant; 
Equation 4.12 can be rewritten as (Kilbum, 2003):
dN(t) jj (pa / fra  <pN(t)
— —  =  J e ' e ^ °  e *  1' (4>1 3 )
at
where ao is the initial crack length, Aa is the increase in crack length per step, q=2ywAa/nRT 
([surface energy consumed in extending the crack]/[total internal energy]), and 
(p=poc2wAa2/EnRT([strain energy released in extending the crack]/[total internal energy]). 
This exponential dependence on N(t), where no other terms are time dependent, is equivalent 
to an equation of the form d2N/dt2=A(dN/dt)2, identical to the FFM with a=2 and A=(p.
Fracturing occurs on many scales, from grain boundaries to major faults through the 
earth’s crust. The growth of a fracture at scale X can be described in terms of the growth and 
coalescence of smaller fractures (scale X-l) around its tip. A growth step of a fracture at scale 
X can thus be related to peaks in fracturing at scale X-l by (Kilbum, 2003):
dNx {t) =xl, dN(X_l)P(t) 
dt dt
where the subscripts X and X-l denote the scale of cracking, the subscript P denotes a peak 
value, and ¥  is a scaling factor. Scale X-l cracking will occur in the process zone of scale X 
fractures. The typical magnitude of detected seismicity at volcanoes is 1-2, which corresponds 
to displacements of cms along fractures ~ 10s of metres across (McNutt, 2000a). If this scale 
of cracking is considered as scale X-l cracking, then peaks in the rates of this scale of 
cracking will represent scale X events, corresponding to fracturing on the order of 100s to 
1000s of metres. It is expected that the growth and coalescence of these larger scale events 
will lead to the creation of a new magmatic pathway. The observed seismicity (scale X-l) is
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expected to show episodes of acceleration caused by extension of scale X-l fractures, 
separated by intervals of reduced event rate caused by linkage of scale X fractures (Kilbum, 
2003). It is thus expected that both the individual accelerating sequences and the change in 
peak value from one sequence to the next will accelerate according to Eq. 4.13, with different 
values of the exponent (p. The use of these earthquakes within a restricted magnitude range, 
smaller than that of the event to be forecast, is consistent with the finding from research into 
long-term prediction of earthquakes, that when predicting an earthquake of magnitude M=X, 
only earthquakes of magnitude M>X-2 should be considered in the analysis of precursory 
seismicity, as smaller earthquakes will accelerate towards smaller events (Bufe and Vames, 
1993).
Using inverse rate analysis of the seismic event rate in Kilbum’s model (2003), it is 
expected that the linear gradient of the inverse rate minima will be T^px, where the subscript 
X denotes scale X cracking. The scaling factor T  can be used to eliminate the crack shape 
factor from cpx, so that 4/(px=(p*=pac2Wm/EpRT, where Wm and p are the molar mass and 
density of the material that is fracturing. Using representative values of rock properties under 
sub-volcanic conditions, it is expected that (p*=(4.5±3.2)xl0"3 (Kilbum, 2003). Analysis of VT 
earthquake rates before the November 1995 emption of Soufriere Hills, Montserrat and the 
June 1991 emption of Pinatubo, Philippines (both after >100 years of repose) yielded (p* 
values within this expected range. In a further development of this model, it was shown that 
the compressive stress and Young's modulus in the expression for (p*, oc2/E should be replaced 
by Ot2/E(1-x) where oT is the tensile strength of the rock and % measures the degree of damage 
by small scale cracking and is -0.9 at failure (Kilbum and Sammonds, 2005). This 
modification accounts for the magma conduit being formed by the opening of tensile fractures 
rather than compressive fractures and for the pre-existing damage in the rock mass before 
large scale failure. The value of cp* barely changes because gc2/E -  oT2/E(l-%) -  105Jm'3. The 
only geometrical constraints on this model are that the ‘active volume’, i.e. the volume of 
rock involved in the precursory fracturing and strain, must be fixed; and the volcanic system 
must be closed, thus magma can only reach the surface through the creation of a new conduit.
The existence of accelerations consistent with the FFM with a=2 in seismic and 
geodetic data prior to volcanic eruptions could thus indicate that the final approach to an 
emption could be controlled by rock fracture, with no change in magma pressure necessary. 
Deviations from the FFM trend could then indicate deviations from the conditions defined in 
these deterministic models.
Some scientists have suggested that the approach to failure in systems with fractal 
geometry may be described by an FFM type acceleration with log-periodic fluctuations
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(Anifrani et al., 1995; Saleur et al., 1996). However, the resulting equation used for 
forecasting the critical point contains three more independent variables than the FFM 
(Somette and Sammis, 1995). During volcanic emergencies data are often too sparse, and 
time too limited to use a model with this many independent parameters, and the recorded 
earthquake magnitude distribution is often not fractal. Chastin and Main (2003) showed, using 
a Bayesian Information Criterion on eruption precursor data from Kilauea, Hawaii, that the 
accuracy of forecasts possible from this method did not justify the number of free parameters 
in it. As a result this type of model was not used in this study.
4.4.2 Accelerating Rock Fracture in a Time Varying Stress Field
The condition of constant load can be relaxed in order to consider the effect of constant load 
rate. Main (1988) considered the case with o = o 0 +ot  (where do is the initial load, 6  is the
load rate, and t is time). A slightly different version of the equation for subcritical crack 
growth to that presented earlier in this thesis (Eq. 3.34) is used:
where v0 is the initial crack velocity, Ko is the initial stress intensity factor, and n is the stress 
corrosion index. The remote stress in the expression for the stress intensity factor (Eq. 3.29) is 
modified using o  = o 0 + dt to give:
where Y is a geometrical factor and a is crack length. Substitution for K and Ko in Eq. 4.15 
using Eq. 4.16, simplification using the binomial approximation (subject to the assumption 
that 6t « o Q), and integration of the resultant expression give an expression for crack length 
(Main, 1988):
may be equivalent to a , and it has been argued that these values can be represented by 
seismic event rates Kilbum (2003). The crack length approaches oo when the term in square 
brackets approaches 0. This can be used to determine the failure time from the resultant 
quadratic equation (Main, 1988):
(4.15)
K  = Y(cr0 +ch)Vfl (4.16)
(4.17)
where ao is the initial crack length. In using the FFM and the multiscale fracture model, Q
  —  = 0
(n -  2)v0
(4.18)
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where tf is the failure time. In this case failure time can be determined directly, using values 
for the initial remote stress, the time it started increasing, and the rate at which it increases are 
needed, alongside values for initial crack length and initial crack velocity. However, it is not 
possible to measure these parameters directly in volcanic systems.
An expression for crack growth under a monotonically increasing load can also be 
derived using Charles’ equation for sub-critical crack growth (Eq. 3.34). Following the 
methodology above for a constant stress field (Eqs. 4.5 to 4.8) using the modified expression 
for the stress intensity factor (Eq. 4.16), the crack acceleration, dv/dt is:
In this case failure time could only be determined using numerical methods and prior 
knowledge of the initial remote stress, the time when it started increasing, and the rate at 
which it is increasing is required again.
In effect, it is often difficult to differentiate statistically between Eq. 4.17 and the 
FFM with a=2, because both show similar non-linear accelerations near the failure time 
(Main, 2000). However, this is only true in the case where it is assumed that dt « o 0.
Similarly, equation 4.19 is difficult to distinguish from FFM accelerations when dt « o 0.
At high loading rates it is more difficult to forecast failure using Eqs. 4.18 or 4.19, especially 
if the load rate is not known. The stress field in a volcano may also increase in a non-linear 
manner. In fact, some models of lava dome eruption dynamics predict a non-linear increase in 
pressure in the upper conduit, driven by magma degassing and the resultant microlite 
crystalisation (Sparks, 1997; Melnik and Sparks, 1999; Barmin et al., 2002; Melnik et al., 
2005). This is described in more detail in Section 2.3.1. This non-linear increase in magma 
pressure would lead to non-linear deviations to the surrounding stress field. However, it is not 
possible to directly measure the evolving stress field in a volcano, and it is still possible that it 
is constant with respect to the timescale of the observed precursors to a first order 
approximation. It was thus decided to initially test the applicability of models where 6 => 0, 
only considering the case of 6 ^  0 if the results indicate that this is necessary.
4.5 Chapter Summary
The likelihood of a volcanic eruption can be assessed by statistical methods that link 
precursory traits to eruption probabilities or those that consider typical repose intervals at 
given types of volcanic system. For the timing of the expected eruption to be forecast from
dt n
&nt n 1 (cr0 + 6 t f  " (4.19)
V /
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patterns in the precursory traits, either empirical or deterministic forecasting methods can be 
used. Forecasting methods based on fracturing rates were considered here.
The empirical failure forecasting method (FFM) describes a range of possible 
precursory fracturing patterns, incorporating both exponential and hyperbolic accelerations. It 
has been used to forecast eruptions at andesitic stratovolcanoes after both long (>100 years) 
and short (<10 years) repose intervals. The FFM has been linked to empirical equations for 
creep and subcritical crack growth. This strengthened the inferred link between fracturing 
rates and the development of a new magmatic conduit through a large scale failure and 
limited the types of expected trends to a small range of those that the FFM can describe. A 
new deterministic model of precursory fracturing rates based on random energy fluctuations 
and the Griffith energy balance expects successive peaks in fracturing rates to follow a 
hyperbolic form of the FFM. This provided stronger links between the FFM patterns, fracture 
coalescence and the generation of a new magmatic pathway. It also provided physical limits 
to the empirical parameters of the FFM.
The FFM and related forecasting methods have only been tested on isolated data sets. 
It is sometimes suggested that they should only be used when the fracturing reflects the 
creation of a new magmatic pathway, i.e. after long repose intervals. However, it has been 
successfully applied to precursors to lava dome eruptions after only months of repose. In the 
following chapters, the FFM and related forecasting methods will be applied to volcanoes 
erupting after long repose intervals in order to find limits to their applicability and to test their 
forecast accuracy and how this may be optimised. It will then be applied to a series of lava 
dome eruptions, each occurring after less than one year of repose, in order to assess whether, 
how and why this method may work at volcanoes that already have an existing pathway for 
magma ascent.
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Chapter 5: Analysis of Precursors to the First Eruption after a Long 
Repose Interval
5.1 Introduction
In this chapter, the Failure Forecasting Method (FFM) (Voight, 1988; 1989) and the multiscale 
fracturing model (Kilbum, 2003) are used to analyse the seismicity before the June 1991 emption 
of Mount Pinatubo, Philippines and the May 1980 emption of Mount St Helens, Washington 
State, USA. Both of these methods have previously been applied to precursors to the 1991 
eruption of Pinatubo (Cornelius and Voight, 1996; Kilbum, 2003). This investigation looks at 
ways of optimising the forecasts and of relating observed seismicity to fracturing laws.
5.2 Data Selection
The aim of this study was to analyse fracturing rates prior to emptions at closed volcanic systems. 
As a result, data were sought from volcanoes that have empted after a long repose interval (>100 
years), and that had a seismic monitoring network in place in the months preceding the emption. 
Few volcanoes satisfied these constraints, even for emptions during the past 30 years. Indeed, 
even in these latter cases, seismic networks were often rudimentary, as they were generally 
installed or modernised only after the volcano had begun to show unrest (Tilling, 1996). The list 
of suitable volcanoes is thus very small, and includes Mount St Helens, (eruption in May 1980), 
Unzen, Japan (emption in May 1991), Mount Pinatubo (emption in June 1991), and Soufriere 
Hills, Montserrat (emption in November 1995). For all of these volcanoes, published data are 
available on earthquake rates prior to the emptions, which are generally binned into time intervals 
of several hours or days (Endo et al., 1981; Qamar et al., 1983; Shimuzu et al., 1992; Harlow et 
al., 1996; Hoblitt et al., 1996; Aspinall et al., 1998; Power et al., 1998; Umakoshi et al., 2001; 
Shepherd et al., 2002). For this study, a hypocentre catalogues (with details of the time, location, 
and type of each earthquake) were used when available; otherwise, the minimum requirement was 
an earthquake count log with the time of each earthquake recorded rather than data already binned 
over given time intervals. It was important for the type of earthquake to be identified in both 
hypocentre catalogues and count logs used, as only VT events are considered in this study, as this 
event type is most closely linked to rock fracture (see Section 2.6)
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5.2.1 Description of Seismic Records Obtained
Pinatubo, 1991
Data used to analyse the precursors to the June 1991 of Mount Pinatubo were obtained from the 
hypocentre catalogue published in Hoblitt et al. (1996). Figure 5.1 shows the epicentres of all 
earthquakes in this catalogue from 10th May 1991. There are two distinct source regions, one near 
the summit of the volcano with depths from 0 to 3 km (denoted with a red triangle), and one 
approximately 5-km to the North West with depths of 2 to 6 km. Figure 5.2 shows the 
cumulative counts of located earthquakes in each source region until the end of 10th June, after 
which very few VT events could be located due to the large amount of volcanic tremor, 
increasing numbers of low frequency events, and the merging of successive events of all types. A 
swarm of events occurred in the North West region from 21st to 27th May, followed by a relative 
quiescence until the 30th May. Activity then recommenced in the North West region, before 
migrating to the summit of the volcano. Seismic activity beneath the summit accelerated until 7th 
June, when a dacite spine emerged. There was then a short lived quiescence (VA days) before 
activity at the summit again began to accelerate. Event rates finally appeared to decrease when 
there was too much seismicity to locate individual events and seismometers were destroyed in the 
days prior to the climatic eruption on 15th June (Harlow et al., 1996).
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Figure 5.1 Earthquake epicentres at Mount Pinatubo before the eruption on 7* June 1991 from the
hypocentre catalogue published in Hoblitt et al. (1996). The red triangle denotes the location of the 
summit of Mount Pinatubo. Note that there are 2 distinct clusters of earthquakes, 1 near the 
summit of the volcano, and one ~5 km to the north-west.
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Figure 5.2 Cumulative counts of earthquakes at Mount Pinatubo, shown for all earthquakes and separated 
into those located in the north west cluster, and in the cluster near the summit of the volcano. Data 
from Hoblitt et al. (1996)
The seismic record for Pinatubo contains the located VT earthquakes, which are identical 
in character to tectonic earthquakes (Harlow et al., 1996). Other types of volcanic seismicity have 
more emergent onsets on a seismogram, making them more difficult to locate using standard first 
arrival techniques, and thus are not included in this hypocentre catalogue. VTs are caused by rock 
fracture and slip on faults, making VT event rates an appropriate analogue for fracturing rates. 
The record contains enough earthquakes to analyse accelerations in VT rates prior to emergence 
of the dome, as well as during the phreatic activity.
Figure 5.3 shows discrete frequency-Magnitude distributions of earthquakes located near 
the summit of Mount Pinatubo and in the swarm 5 km to the North West in the hypocentre 
catalogue from Hoblitt et al. (1996) used in this study. Neither set of earthquakes show a fractal 
distribution (negative linear relationship between log frequency and Magnitude), meaning that b 
values cannot be analysed from these data. The reported magnitudes are also particularly small 
(all <2) given that there were reports of felt earthquakes (Wolfe and Hoblitt, 1996; Punongbayan 
et al., 1996). It was therefore decided not to calculate any earthquake energies or Benioff strain 
from these magnitude values.
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Figure 5.3 Discrete log frequency-Magnitude plots for earthquakes recorded before the June 1991 eruption 
of Mount Pinatubo Philippines in a) the region close to the summit of the volcano, and b) the 
region 4 to 5 km North West of the volcano. Note that the Magnitude distributions are not fractal 
(this would result in a linear relationship between Magnitude and log-frequency).
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For Mount St Helens, a hypocentre catalogue was available from the University of Washington 
(2005), and a count log was provided by Steve Malone (pers. comm., 2003). The count log 
contained the exact arrival time, coda duration, and classification of each event and had a more 
consistent detection threshold than the hypocentre catalogue but no details of the locations of 
events (Malone, pers. comm., 2003). It is described in detail in Neri and Malone (1989). The 
majority of located seismic events prior to the 18th May 1980 eruption of Mount St Helens were at 
depths of less than 4 km, and within 2 km lateral distance of the summit except on 25th March 
(two days before phreatic eruptions began) and the day of the climactic eruption (which were also 
the dates with the highest VT seismic event rates) when the VT earthquake depths extended to > 
20 km and lateral distance from the volcano extended to >5km (Fig. 5.4). Apart from these dates, 
the spatial distribution of seismicity did not change and there was no migration within the 
'seismic volume'. Figure 5.5 shows the locations of the seismometers used to generate the 
hypocentre catalogue. Seismometer SHW, located approximately 4 km east of the summit, was 
used to produce the count log. SHW was used because it was the closest seismometer to the 
volcano before the crisis began.
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Figure 5.4 Latitude, longitude, and depth of earthquakes at Mount St Helens from 15th March 1980 until 
the lateral blast eruption on 18th May 1980. Note that most of the earthquakes are located within 
2km lateral distance of the volcano summit (46.20N, 122.18E), and at depths of less than 4km, 
except on 25th March (the day with the highest earthquake rates, >24 earthquakes >M=4 within 8 
hours) and the day of the eruption.
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Figure 5.5 Plan of the position of all the seismometers on Mount St Helens before the climactic eruption in
May 1980. Saint Helens West (SHW) was used to produce the count log used in this study.
Analysis was restricted to count log data because (1) more events were recorded in the 
count log than the hypocentre catalogue, so that the count log had a more consistent detection 
threshold, and (2) the events were located within a small region and did not migrate, meaning that 
the distribution of event: seismometer distances did not change. As the event types in this log 
were classified, it was possible to discard tremor, low frequency, eruption and surface events (i.e. 
rock falls and avalanches), as well as earthquakes coming from other regions, leaving only local 
high frequency VT earthquakes. The coda durations in the count log record were used to calculate 
a value proportional to the earthquake energy, using a relationship determined for a different 
seismometer in the locality (Endo et al. 1981), assuming a constant event: seismometer distance. 
Although this distance varied from 2 to 6 km, this assumption was considered valid as the 
distribution of event: seismometer distances did not change. The calculated values are not 
absolute, but this is not important for this study, as only relative changes in energy and Benioff 
strain release are analysed. The units used are thus referred to as energy units and Benioff strain 
units as they are not absolute values. Conversion of coda durations into energy (E) and Benioff 
strain units allows comparison of the eruption record with changes in the VT energy release per 
unit time (£E!), the VT Benioff strain release per unit time (£E1/2), and the number of VT events 
per unit time (£E°).
Figure 5.6 shows the cumulative VT earthquake counts, VT Benioff strain release, and 
VT energy release all scaled to similar amounts to facilitate comparison of the relative changes in
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rate. There was no acceleration in earthquake rates, Benioff strain release, or energy release in the 
final weeks before the 18th May 1980 eruption. However all o f these seismic parameters did 
accelerate in the three to four days before the phreatic eruption on 27th March 1980, which has 
recently been reclassified as phreatomagmatic (Cashman and Hoblitt, 2004). This record can thus 
be used to analyse precursors to the first emergence of magma from Mount St Helens in 1980.
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Figure 5.6 Cumulative VT earthquake count, Benioff strain release, and seismic energy release from 20th 
March until 20th May 1980 at Mount St Helens. Red bars show the dates of the beginning of 
phreatic and phreatomagmatic eruptions (27th March) and the date of the climactic lateral blast 
eruption (18th May). Note the abrupt onset of seismicity before the 27* March eruptions, and that 
there is no change in seismicity before the 18th May eruption. The counts are high relative to the 
energy release in the first month, and the energy release is relatively higher in the latter month, 
with Benioff strain remaining intermediate. This reflects the increasing average magnitude of 
seismic events.
Figure 5.7 shows the discrete frequency-Magnitude distribution o f earthquakes recorded 
in the count log from 1st January until 27th March 1980, with magnitudes calculated from the coda 
lengths. The fractal distribution o f earthquake magnitudes extends through one order o f
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magnitude, from magnitude 3.0 to 4.0. This is consistent with analyses of other seismic records 
from Mount St. Helens from this time interval (Qamar et al., 1983; Main, 1987). This fractal 
distribution can be described with the seismic b-value and a statistically robust method of 
calculating this value is Aki's (1965) maximum likelihood estimate (see Section 3.8.2). However, 
this method requires that the fractal distribution extends through at least two Magnitude units, so 
numerical methods would be required to calculate the b value of this earthquake distribution 
(Page, 1968; Cox and Meredith, 1993).
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Figure 5.7 Discrete frequency magnitude distribution for earthquakes recorded on seismometer SHW at 
Mount St Helens from 1st January 1980 until phreatomagmatic eruptions began on 27th March 
1980.
Unzen, 1991
For Unzen, both a hypocentre catalogue and a count log of summit earthquakes were provided by 
the Shimabara volcano observatory (Shimizu, pers. comm., 2003). The count log was again far 
more complete than the hypocentre catalogue, but the counts were binned into daily intervals 
limiting the ways these data could be grouped for further analysis. The numbers of earthquakes 
per day from both the hypocentre catalogue and the count log from Unzen, and the dates of the 
onset of different eruption types (phreatic, phreato-magmatic, and extrusion of a lava spine) are 
shown on Fig. 5.8. No increase was recorded in the number of located earthquakes before the 
emergence of the dacite spine in May 1991, and only moderate increases, which barely exceeded
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the background rates, occurred prior to the onset of phreatic and phreatomagmatic activity. In 
contrast, the daily counts of summit earthquakes increased from <50 to >350 in the ten days 
before the dacite spine emerged. This increase appeared linear when viewed as the number of 
earthquakes per day. However, it was not possible to split these data into shorter time bins or look 
at cumulative counts as a continuous time series, because the counts were already binned into 
daily intervals. This record only began 3 weeks before the dacite spine emerged, so did not 
contain precursors to the phreatic and phreatomagmatic activity. The summit earthquake rates 
remained high after the emergence of the spine, suggesting that these events might not have been 
dominated by those related to the creation of a magmatic pathway.
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Figure 5.8 Unzen daily earthquake counts from a) the hypocentre catalogue with the dates of phreatic
eruptions, phreatomagmatic eruptions, and dacite spine extrusion denoted by red bars, and b) the 
count log with the date of the dacite spine extrusion denoted by a red bar. The count log record 
began on 1st May 1991, so it is not possible to compare this record with earlier phases of activity.
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Soufriere Hills, 1995
For Soufrierre Hills, no seismic data before the November 1995 eruption were available beyond 
those in published papers, as requests for additional data from the Seismic Research Unit of the 
University of the West Indies were declined. Data in published papers were all binned into time 
intervals of at least a day (e.g. Aspinall et al., 1998; Power et al., 1998; Gardner and White, 2002; 
Shepherd et al., 2002; Rowe et al., 2004). It would thus be difficult to conduct a new analysis of 
precursors to this eruption.
S.3 Data Analysis Methods
Eruption precursors were initially analysed using the FFM with the acceleration exponent 
calculated using the logarithmic form of the FFM equation:
log(Q) = a  log(Q) + log(^) (5.1)
where A and a are the empirically determined constants of the FFM and Q and Q are the rate 
and acceleration of a measure of VT seismicity. Different types of VT seismic data (event rates, 
energy release rates, and Benioff strain release rates) were investigated where available. The rates 
were also binned into different time intervals, with fixed time intervals from 1 to 24 hours 
considered, and also the rates in terms of the time per N earthquakes, with the value of N ranging 
from 10 to 100. Each data point has the same weight when applying linear fits to the data. This 
means that when considering the number of events per unit time and its inverse, each time group 
has the same weight irrespective of the number of events it contains, meaning that a time bin with 
100 earthquakes will have the same weighting as one with just 1 earthquake. The event rate can 
also be calculated from the time per N events. In this case, each event rate value is calculated 
from the same number of events, so that each event has the same weighting for curve fitting, 
rather than each unit time. Comparison of these two ways of grouping the data will test whether 
this weighting towards events or time intervals affects the type of acceleration seen in the FFM 
analysis, and the goodness of fit to the FFM. In cases where precursory VT events were located in 
distinct regions, the effect of separating these regions was also investigated.
The a values were compared with those expected from deterministic models (Section 
4.4), and the goodness of fit to the logarithmically linear form of the FFM was used to find which 
data types and groupings exhibited the best fit to the FFM. If the final approach to eruption is 
controlled by the growth and coalescence of fractures to create a new magmatic pathway,
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recorded through VT seismicity, it is expected that a=2 or evolves from 1 to 2 (McGuire and 
Kilbum, 1997; Kilbum and Voight, 1998; Kilbum, 2003; Kilbum and Sammonds, 2005). 
Deviations from this result would thus imply alternate controls on the final approach to an 
eruption.
For data sequences exhibiting a good fit to the FFM, forecasts were generated using three 
different methods. The first method was to find the failure time using the integrated form of the 
FFM (Section 4.3). In the cases where a~2, as is expected in the final acceleration towards failure 
in models relating fracturing processes to the FFM (Section 4.4), the failure time was forecast by 
extrapolating the linear trend in inverse rates to 0, where the rate approaches infinity. The third 
forecasting method used was the multiscale fracturing model (Kilbum, 2003), which uses the 
same inverse rate method as the FFM with a=2 but with only the minima in inverse rates, as these 
should reveal a better trend than all inverse rate values because they are considered to reflect 
steps in growth of the main feeding fracture. In addition the gradient should lie within a known 
range related to the bulk strain at failure. For all three forecasting methods, initial forecasts were 
generated using the minimum number of data points required; these were subsequently modified 
as additional data points became available.
5.4 The June 1991 Eruption o f Pinatubo, Philippines
Mount Pinatubo, an andesitic-dacitic stratovolcano in the Luzon volcanic arc in the Philippines, 
erupted in a VEI 6 vertical column eruption in June 1991 after -500 years of repose. The eruption 
began with the emergence of a dacite spine on 7th June 1991, a week before the climactic phase of 
the eruption. Here I summarise precursors to and review forecasts of this eruption and then show 
a new analysis of VT earthquake rates before the eruption. VT rates are initially analysed using 
the FFM and the acceleration exponent is related to fracturing models including the multiscale 
fracture model (MFM). The new analysis extends previous results by testing how the accuracy of 
a forecast varies with different ways of grouping the events and with restricting the analysis to 
events located in a particular area. The study considers the events before the extrusion of a dacite 
spine on 7th June 1991 and the events associated with phreatic activity in May 1991. The results 
indicate that the earthquake rates accelerated according to the FFM and MFM from 3rd to 6th June, 
with an expected failure time on 6th June. The acceleration of seismic activity in the North West 
region, with no immediate eruption, was more abrupt, evolving over just hours before the rates 
stopped increasing.
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5.4.1 Geology and Tectonic Setting
Mount Pinatubo (15.13N, 120.35E) is above the Benioff zone associated with subduction at the 
Manila Trench at (Fig. 5.9). Prior to the 1991 eruption, it rose 1,745m above sea level, with a 
summit complex o f dacitic-andesitic domes standing ~600m above a gently sloping apron o f  
pyroclastic flow and lahar deposits o f the so-called modem Mount Pinatubo (Delfin et al., 1996). 
Modem Pinatubo, in turn, rests on the dacite and andesite lava and pyroclastic deposits o f the 
ancestral Mount Pinatubo volcano, as shown in Fig. 5.10.This stratigraphy is intersected with 
several faults (including caldera faults) and diorite dykes.
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Figure 5.9 Map of Mount Pinatubo location. From Newhall (1996).
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Figure 5.10 Generalised geologic cross section of pre-1991 Mount Pinatubo. PD = Pinatubo dome, which 
is a dacite-andesite dome complex; MP = modem Mount Pinatubo, composed largely of dacite and 
andesite breccias and tuffs; AP = ancestral Mount Pinatubo, composed of dacitic lava flows 
underlain with pyroclastics; D = dioritic dykes; ZOC = Zambales Ophiolite Complex. PIN-1, PIN- 
2D, and PIN-3D are geothermal exploration wells that were used to determine this geologic 
stratigraphy. From Delphin et al (1996).
5.4.2 Eruptive History and Summary of Eruption Precursors
There have been large explosive eruptions at Pinatubo separated by repose periods lasting 
millennia, the last three major eruptions having taken place -500, 3,000, and 5,500 years ago 
(Newhall et al., 1996). There may have been minor eruptions between these, which are difficult to 
identify on the geological record, but there were no eruptions between -500 years ago and the 
1991 eruption (Newhall et al., 1996). Prior to the phreatic activity in late March and early April, 
volcanologists did not believe that Pinatubo was likely to erupt in the near future, and it was not 
being monitored (Wolfe and Hoblitt, 1996). The first signs of unrest were noticed in late March
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1991, when a series of felt earthquakes culminated in phreatic explosions on the West side of the 
volcano on 2nd April (Newhall et al., 1996). This led to the deployment of several portable 
seismographs on the West side of the volcano (Sabit et al., 1996). In late April and early May, a 
network of seven radio-telemetered seismometers (six single component vertical seismometers 
and one three component geophone) was installed by the Philippine Institute of Volcanology and 
Seismology (PHIVOLCS), with the help of the Volcano Crisis Assistance Team (VCAT) of the 
USGS (Harlow et al., 1996; Punongbayan et al., 1996). These stations, all located at distances 
from 1 to 19km from the volcano's summit (Fig. 5.11), were fully operational and used to 
calculate earthquake hypocentres from 13th May until 11th June when station UBO failed and 
stations PPO and BUR were vandalised the following day (Harlow et al., 1996).
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Figure 5.11 Map of radio-telemetered seismic stations installed around Mount Pinatubo, April-June 1991.
From Harlow et al. (1996).
The first pre-eruptive stage, from mid-March until the end of May, was characterised by 
phreatic activity, ash emission and fairly constant seismic energy release dominated by volcano- 
tectonic events (Wolfe and Hoblitt, 1996). The seismic activity was concentrated in a region 
approximately 5 km northwest of the summit of Mount Pinatubo (Fig. 5.1), whilst the phreatic 
vents were on the North and West flanks of the volcano, within 1km of the summit (Wolfe and 
Hoblitt, 1996). During late May and early June the seismic source region shifted to just beneath
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the summit of the volcano (Harlow et al., 1996). The locations of these two seismic source 
regions were quite distinct from one another. In the seismic source region to the NW of the 
volcano, a reliable strike slip composite focal mechanism was determined, with one of the nodal 
planes oriented in the direction of the nearby Maraunot fault, and left-lateral strike slip in the 
orientation of the fault inferred (Bautista et al., 1996). No composite focal mechanism could be 
determined for the seismic source region near the summit of the volcano, as first motion polarities 
were varied in all quadrants (Bautista et al., 1996). This indicates a localised deviation away from 
the regional stress field in the summit area of the volcano. These deviations have also been noted 
in the weeks to months prior to eruptions at other andesitic to dacitic stratovolcanoes, such as 
Unzen, Japan; Volcan de Colima, Mexico; and Mount Spurr, Alaska (Shimuzu et al., 1992; Zobin 
et al., 2002; Roman et al., 2004).
From 1st June until the extrusion of a lava dome on 7th June, there was an increase in the 
number of locatable VTs and an increase in the intensity and duration of episodes of tremor, 
which also led to an increase in Real-time Seismic Amplitude Measurement (RSAM) averages 
(Harlow et al., 1996). From 7th until 12th June the lava dome grew alongside increasing emission 
of a dense low ash plume. This was accompanied by episodic swarms of VTs, a gradual increase 
in the incidence and intensity of volcanic tremor, and increasing occurrence of LP events, all 
located in a shallow region beneath the summit (Harlow et al., 1996). The first large vertical 
eruption occurred at 08:51 on 12th June, and was followed by several more eruptions, culminating 
in an explosion at 13:42 on 15th June, which marked the beginning of the climactic eruption that, 
continuing for 9 hours, was the second largest eruption in the 20th century (Wolfe and Hoblitt, 
1996). From 12* until 15* June, during the phase of explosive eruptions prior to the climactic 
eruption, there was a strong increase in the number and size of LP events, alongside episodes of 
tremor and swarms of VT earthquakes, which all led to further increases in the RSAM values 
(Harlow et al., 1996).
5.4.3 Review of Forecasts of the June 1991 Eruption
No predictions that specified a time window for the eruption were issued. Warnings were given 
using the system of alert levels described in Section 2.5.3. When the warning level system was 
introduced on 13 May 1991 the alert was placed at alert level 2 due to the elevated level of 
seismicity (Punongbayan et al., 1996). On 5 June, increasing seismicity, a sudden decrease in S02 
emission, and a false report of a new lava spine prompted scientists to raise the alert level to 3; on 
7 June further increases in seismicity, including seismic events that suggested dome growth or
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shallow intrusion, prompted the declaration of alert level 4 (Punongbayan et al., 1996). This was, 
in fact, the day that lava dome extrusion began (Wolfe and Hoblitt, 1996). On 9th June, 2 days 
after lava extrusion began, and 3 days before the first explosive eruption, the alert was raised to 
the maximum level 5 due to the false sighting of a pyroclastic flow (Punongbayan et al., 1996). 
As the number and magnitude of long-period earthquakes increased dramatically in the days 
following the first explosive eruption on 12th June, scientists continued to warn that the eruption 
was likely to become more explosive (Punongbayan et al., 1996), which it did in the form of the 
climactic Plinian eruption on 15th June.
During the weeks before the eruption mapping of the region was rapidly conducted in 
order to prepare hazard maps, which define the regions likely to be affected by each type of 
volcanic hazard. In practice it was found that although the mapping was useful in determining the 
likely size of eruption, it was more practical to recommend a radius of evacuation than use the 
regions defined on the hazard maps, as although these give more accurate regions that are at risk, 
it is a lot easier to adjust radii of evacuation according to the perceived changing levels of risk 
(Punongbayan et al., 1996). The radii of evacuation recommended by PHIVOLCS were 10, 20, 
30, and 40 km before 7th June, on 7th June, on 14th June, and at 20:00 on 15th June respectively. 
However there were some problems with people not finding out about the evacuation regions 
until days later, and choosing not to obey the evacuation order (Tayag et al., 1996). The climactic 
eruption, coincident with a typhoon on 15th June, caused 200 to 300 deaths and extensive property 
damage, owing to a broad distribution of heavy, wet tephra fall deposits (Wolfe and Hoblitt, 
1996). This is a small proportion of the 30,000 or more people that lived in the small villages on 
the volcano’s flanks before the eruption.
Cornelius and Voight (1996) suggested that FFM analysis of RSAM data at Pinatubo 
could have aided forecasting of the explosive eruptions of June 1991. They state that inverse rate 
analysis of data before 7th June yields an eruption window from 12th to 20th June; that analysis of 
data from 8 to 10 June could have been used to forecast the eruption on 12 June (although with a 
large error envelope), and that analysis on 12 June would have anticipated the climactic eruption 
between 14 and 16 June. These time windows were selected using non-linear regression of the 
inverse RSAM values, using the upper and lower branches of a data envelope reflecting the 
97.5% confidence level. This confidence level applies only to the mathematical extrapolation of a 
particular data set, and its use does not imply a forecast with the same confidence level. It was 
noted that the RSAM data included many different event types, so SSAM data (similar to RSAM, 
but with the data split into separate spectral frequency bands) from different frequency bands that
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corresponded to different event types were also analysed. This did not yield any improved 
forecasts, with RSAM patterns broadly simulated by each of the SSAM bands used. These 
retrospective ‘forecasts’ were indeed more accurate than any forecasts issued at the time. 
However, although they used data that would have been available at the time of the crisis, it is 
easier to select the correct trend to fit the data with prior knowledge of the eruption date. It is also 
unclear what process the accelerations in RSAM data are reflecting. They were used to forecast 
the explosive events rather than the first extrusion of magma, so could not have been reflecting 
the growth and coalescence of a fractures to create a new magma conduit, as proposed by Kilbum 
(2003)
Kilbum (2003) applied the multiscale fracturing model (described in section 4.4.1) to 
seismic precursors to the 7th June 1991 eruption, i.e. the onset of magma extrusion rather than any 
of the explosive events. The data set used was the number of located events in the summit region 
of Mount Pinatubo per 4 hour interval (Fig. 8, Harlow et al., 1996). The majority of these events 
would have had high frequency onsets, and thus have been caused or triggered by rock fracturing, 
as these events are easier to locate due to their sharper onsets compared with the gradual 
emergence of lower frequency events on a seismogram. Using regression of the minima of the 
inverse of seismic events per 4 hours between 3 and 5 June, a linear trend described by (dNp/dt)'1 
= 0.2515 -  0.0064t with an r2 regression coefficient of 0.97 was obtained, where dNp/dt represents 
the peaks in seismic event rate, and t is time in units of 4 hours. Extrapolation of the regression 
line would have correctly forecast an eruption during the evening of 7 June, and the gradient of 
0.0064 lies within the limits expected from this model (4.5±2.3)*10‘3). A forecast of the first 
emergence of magma was consistent with forecasting the development of a magma conduit 
through fracturing. However, for hazard mitigation purposes it may be more useful to forecast the 
timing of explosive events.
5.4.4 New Analysis of Precursory Seismicity
The VT event rates from the hypocentre catalogue were calculated from events binned into daily, 
12 hourly, 8 hourly, 4 hourly and hourly intervals. They were also considered in terms of the time 
interval per 50, 30, 20 and 10 earthquakes. Accelerations in the VT event rates were compared 
between all located earthquakes and only those located near the summit of the volcano between 
the period of quiescence (27th to 30th May) and the eruption (7th June), and also with earthquakes 
located in the north west cluster during the phreatic activity.
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Figure 5.12 shows the calculated a values and their errors for different time groupings for 
all three data sets: (1) summit VT events from 27 May, (2) all VT events from 27 May, and (3) 
VT events in the North West cluster from 20 May. The VT events located in the region near the 
summit (data set 1) have reasonably well constrained a values between 1 (exponential 
acceleration) and 2 (hyperbolic acceleration). The hourly data have the largest error in 
determining a (± 0.79 compared with ± 0.24 to ± 0.36 for other time intervals). This could be due 
to the short time grouping being more strongly influenced by noise and clustering of events. The 
log Q -log Q relationships for the 4 to 24 hour time groupings all had R2 values between 0.7 and 
0.9, with 6 to 8 data points (see Appendix A for full data tables). Calculated a values for all VT 
events (data set 2) were between 0 (constant acceleration) and 1 (exponential acceleration) except 
for the hourly data, which had an a value of 1.54. The errors were larger than those for the data 
from the summit only, probably due to the accelerating signal from the summit earthquakes being 
masked by the pattern of earthquakes in the North West cluster, which show an abrupt onset, and 
then decay as the summit events accelerate (Fig. 5.2).
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Figure 5.12 Calculated values of the exponent a from the FFM and their standard errors for the number of 
earthquakes per hour, 4 hours, 8 hours, 12 hours, and day at Pinatubo prior to the June 1991 
eruption. Earthquakes located near the summit and the cluster to the north west near the phreatic 
vents are considered both separately and together. The dashed lines indicate the expected limits of 
a=l (exponential acceleration) and a= 2  (hyperbolic acceleration).
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The VT seismicity in the North West cluster had a very abrupt onset on 22nd May, and 
then the rates stabilised and decayed (Fig. 5.2). This resulted in particularly high a values in the 
North West cluster (data set 3), in which very few Q  values were available for calculating a 
before acceleration ceased (see data tables in Appendix A). The a value calculated from the 8 
hourly data was the only one whose error was less than 0.9 (at 0.09), but the a value was 
particularly high at 2.95. a values greater than 2.5 are considered unlikely to remain stable and 
thus unreliable for forecasts (Cornelius and Voight, 1995).
Events per 4 hours in the summit region were used in Kilbum’s (2003) multiscale 
fracture model analysis. Both this model and the logarithmic form of the FFM use only peak 
values of Q with the multiscale fracture model equivalent to the FFM when a is 2. However, 
here the summit earthquakes per 4 hours gave a = 1.36 ± 0.36. However, in Kilbum’s study 
(2003) only data from 3rd June were used, as opposed to data from 27th May used here. Altering 
the start to this date, it was found that a = 2.11 ± 0.74. Kilbum’s multiscale fracture model was 
proposed as a way of describing the final acceleration before failure, with the initial acceleration 
expected to be exponential, i.e. a=T (McGuire and Kilbum, 1997; Kilbum and Voight, 1998; 
Kilbum, 2003; Kilbum and Sammonds, 2005). Indeed, the a value calculated from 4 hourly data 
from 27th May until 5th June was 0.93 ± 0.75 (Appendix A). The lower a value for a data set that 
starts earlier is thus consistent with the multiscale fracture model. However, the two extra 
parameters for the two trends would incur stastistical penalties to the fit
Figure 5.13 shows the calculated a values and their errors for the same 3 data sets with 
the rates considered in terms of time per N earthquakes. Results from the summit VT earthquakes 
are more consistent and better constrained results than those for all VT earthquakes together, as 
was the case when using fixed time bins to calculate event rates. The time per 20 and 30 events in 
the summit give well constrained a values (with errors less than ±0.25), which are close to 2 
(between 1.7 and 1.8). This may be because these numbers of events provide sufficient data to 
detect changing event rates whilst using a large enough number of VT events per event rate value 
to prevent the values being too strongly affected by clustering of events in time. Within the North 
West cluster, a smaller number of events (10) gave the best constrained result. This could be due 
to the smaller amount of earthquakes involved in the acceleration at the onset of phreatic activity, 
so that a smaller number of earthquakes for each data point were needed to obtain enough data 
points to reveal the accelerating trend.
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Figure 5.13 Calculated values of the exponent a from the FFM and their standard errors for the time per N 
earthquakes at Pinatubo prior to the June 1991 eruption. Earthquakes located near the summit and 
the cluster to the north west near the phreatic vents are considered both separately and together. 
The dashed lines indicate the expected limits of a=l (exponential acceleration) and a=2 
(hyperbolic acceleration).
For both the events located in the summit cluster, and all the events analysed together 
(using both start dates), the a values calculated from the time per N earthquakes were 
systematically higher than those calculated from the number of earthquakes per unit time. As 
mentioned in Section 5.3, this analysis o f the time per N earthquakes gives equal weight to all 
events, whilst the number of events per unit time gives equal weight to each time interval, 
meaning that the time per N events will give more weight to the latter part o f the accelerating 
trend than the events per unit time. If the acceleration exponent does evolve from 1 to 2, as 
expected in the fracturing models developed by Kilbum and others (McGuire and Kilbum, 1997; 
Kilbum and Voight, 1998; Kilbum, 2003; Kilbum and Sammonds, 2005), then it is also expected 
that the time per N events would give a higher value of the acceleration exponent.
Figure 5.14 shows some example log Q -log Q plots used to find the a values, the 4 
hour and time per 2 0  earthquake data for all earthquakes together, the summit earthquakes, and 
the north west cluster o f earthquakes. This shows the improved linear fit for the summit 
earthquakes compared with all earthquakes, as expected from the smaller error bounds o f a and
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higher R2 values. There were very few log Q-log Q values available to calculate a in the north 
west cluster of earthquakes.
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Figure 5.14 Example log Q -log Q plots from Mount Pinatubo earthquake data using a) all earthquakes 
per 4 hours from 27* May, b) time per 20 earthquakes (all locations) from 27* May, c) summit 
earthquakes per 4 hours from 27* May, d) time per 20 summit earthquakes from 27* May, e) 
north west cluster earthquakes per 4 hours from 10* May, and f) time per 20 earthquakes in the 
north west cluster. Note the very scattered data for all earthquakes together (a and b), the 
reasonable linear fits for the summit earthquakes (c and d) and the limited data for the north west 
cluster of earthquakes.
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5.4.5 New Forecasts of the 7th June 1991 Eruption
To generate forecasts, initially only the earthquakes located in the summit cluster were used, as 
only earthquakes in this area accelerated in the final approach to the eruption. For comparison, 
forecasts were also generated from the earthquake rates in the region ~5km North West of the 
volcano. Data grouped into a fixed time interval were compared with data grouped into the time 
interval for a fixed number of VT earthquakes. 4 hour and 20 earthquake intervals were chosen 
for the earthquakes in the summit cluster, and 8 hour and 10 earthquake intervals were chosen for 
the North West cluster, as these had the lowest errors and most data in the initial log Q -log Q 
analysis. Forecasts were generated using the FFM with variable a, the FFM with a fixed at 2, and 
using the multiscale fracture model. Earthquake rates starting from the 27th May and the 3rd June 
were used in the summit cluster, and starting from 10th May (the beginning of the record) in the 
North West cluster. All data sets were grouped by both time interval and VT earthquake number 
interval.
Figure 5.15 shows the two sets of earthquake rates for the summit data, both normalised 
to the daily number of events for comparison. The rates accelerate from 3rd to 6th June, and then 
remain at approximately the same level until early on 7th June, when there is a spike in event rates 
at -08:00. Figure 5.16 shows the inverse of the same data. The inverse numbers of earthquakes 
per 4 hours are very scattered, with a distinct drop in values on the 6th June. The time per 20 
earthquakes drops in an approximately linear fashion until the 6th June, as expected using the 
FFM with a=2, and then remains at similar low values until the eruption on the evening of 7th 
June. Figure 5.17 shows the rates and inverse rates from the number of VT events per 8 hours 
and the time per 10 VT events in the North West cluster, with rates normalised to the daily 
number of events. The rates did not exceed 6 per day until 21st May. They then accelerated, 
reaching the peak rate by the evening of 22nd May.
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Figure 5.15 Rates of earthquakes located in the summit region at Mount Pinatubo from 27th May until 7th 
June. Rates normalised to daily rates by multiplying the 4 hourly rate by 6 , and taking the inverse 
of 20 x time (in days) per 20 earthquakes. Note that the fixed earthquake number earthquake rates 
are less scattered than the fixed time interval earthquake rates, so a greater proportion of these 
values would be considered as rate maxima.
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
♦ calculated from 4hourly rates
■ calculated from time per 20 
earthquakes_____________
♦  ♦  ♦  ♦
/ / / / /  ^ ^ ^ ^ ^ f </
/  /  /  f  /  / /  /  /  < /
Date and Time
Figure 5.16 Inverse rates of earthquakes located in the summit region at Mount Pinatubo from 27th May 
until 7th June. Values are normalised to days per earthquake from 1/N of earthquakes per 4 hours, 
and the time per 2 0  earthquakes.
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Figure 5.17 Rates and inverse rates of earthquakes located in the north west region at Mount Pinatubo from 
14th until 24* May. Rates are the number of earthquakes per 8 hours, and 1/time per 10 
earthquakes normalized to the number per 8 hours. Inverse rate values are normalised from 1/N of 
earthquakes per 8 hours, and the time per 10 earthquakes.
F F M  w i t h  v a r i a b l e  a
Figure 5.18 and Appendix A show the forecasts generated from the FFM with a calculated using 
the log Q -log Q method for all four groupings o f data from the summit earthquakes (time- 
binned and number-binned VT event rates starting on 27th May and 3rd June) and Appendix A 
also shows forecasts calculated from earthquakes in the north west cluster. Forecast windows are 
calculated from standard errors o f each of the parameters, i.e. one standard deviation. There were 
insufficient data to generate any forecasts from the summit data until the early hours o f 6 th June 
(-40  hours before the eruption). It was found that errors in a resulted in extremely long forecast 
windows for the events per 4 hours (with both start dates). The forecast window was always at 
least a month long for the data beginning on 3rd June (Fig. 5.18b, blue symbols), and infinite 
except for one forecast window over 20 years long for the data beginning on 27th May (Fig. 5 .18a, 
blue symbols). For the time per 20 earthquakes (Fig. 5.18, grey symbols), the forecast windows 
were far shorter due to the a values having smaller error bounds, but forecast windows generated 
on the 6 th June from data beginning on 27* May ended before the eruption began. On 7th June, a 
errors were larger, resulting in longer forecast windows that included the time o f the eruption. 
Forecast windows from the time per 20 earthquakes were generally longer for the data starting on 
3rd June, probably due to this data set containing fewer data. For the earthquakes in the North 
West cluster, very few data were available to generate forecasts. Analysis o f the earthquakes per 8 
hours on 22nd May gave a forecast for failure between the 26th and 30th o f May, whilst analysis o f 
the time per 10 earthquakes on the 22nd May gave f o r e c a s t s  that failure had already occurred. The 
rates then decayed, so that no more forecasts could be made from these data.
115
tim
e 
fo
re
ca
st 
m
ad
e
Chapter 5: Analysis of Precursors to the First Eruption after a Long Repose Interval
07/Jun 18:00 
07/Jun 12:00 
07/Jun 06:00 
07/Jun 00:00 
06/Jun 18:00 
06/Jun 12:00 
06/Jun 06:00
06/Jun 00:00
a) data starting 27th May
forecast window ends Nov 2003
eruption forecast in Jan 1992, infinite end of forecast window
eruption forecast on 15th July, infinite end of forecast window
infinite end of forecast window
infinite end of forecast window
06/Jun 11/Jun 16/Jun 21/Jun 26/Jun
forecast time
01/Jul
07/Jun 18:00 
07/Jun 12:00 ;
b) data starting 3rd June
forecast window ends 14th July
07/Jun 06:00 *• 1» ---------  . ........................... infinite end of forecast window
07/Jun 00:00
9
06/Jun 18:00 forecast window ends 3rd Oct
06/Jun 12:00
forecast window ends 22nd July
06/Jun 06:00 i forecast window ends 10th July
06/Jun 00:00 4-
06/Jun 08/Jun 10/Jun 12/Jun 14/Jun 16/Jun 18/Jun 20/Jun
_______________forecast time__________________________
I ♦  4 hour data ♦  20 earthquake data I
Figure 5.18 Forecasts of the 7th June 1991 eruption of Mount Pinatubo using the failure forecasting method 
(FFM) with rates of summit earthquakes from a) 27th May, and b) 3rd June. Earthquake rates were 
considered in terms of the number per 4 hours (blue symbols) and the inverse time per 20
earthquakes (grey symbols). As time progresses up the y axis, all the data up to that time are used
to generate a forecast using the FFM. The y coordinate of each forecast is the time it is made, and 
the x coordinate is the time the expected eruption time, with the x error bars showing the extent of 
the forecast window. The red line shows the time the eruption occurred, and the dashed line shows 
where the actual time and forecast time are equal, with only points to the right of this line 
constituting a forecast.
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The forecasts from the fixed VT number data in the summit area indicate that fracturing 
rates were accelerating towards a potential failure on the 6th of June. Rates then stabilised, before 
a final acceleration on the afternoon of 7th June, when the eruption began. Forecasts from fixed 
time interval data in the summit region showed a poorer fit to the FFM, which may be due to this 
way of grouping the data not allowing more data per time interval when rates are higher. This 
may result in an analysis that is too weighted towards the early part of the acceleration. VT 
earthquake rates in the North West cluster did not fit the FFM well, resulting in innacurate and 
few forecasts from these data.
FFM with a fixed at 2
When a is fixed at 2, forecasts are generated by extrapolation of the linear inverse trend to the x 
axis, as described in Section 5.3. Forecasts generated using this method for all four data sets from 
the summit in Fig. 5.19 and for all six data sets in Appendix A. All forecast windows were far 
shorter than those for the FFM with variable a. For the number of summit earthquakes per 4 
hours, the data starting on 3rd June gives far shorter forecast windows than the data starting on the 
27th May. This may be due to the data from the initial few days, before the event rates had begun 
to accelerate, masking or distorting the accelerating trend, which became clearer after 3rd June. 
All forecast windows generated using 4 hour data from the 27th May (Fig. 5.19a, blue symbols) 
started when the forecast was made and were at least 5 days long, until the forecast made using 
data until 8am on 7th June, which gave a forecast window 4 !4 days long. Using 4 hourly data 
from the 3rd June (Fig. 5.19b, blue symbols), forecasts generated on the 6th June extended from 
the time the forecast was made until 8th or 9th June. Once again, forecast windows generated from 
the time per 20 earthquakes (Fig. 5.19, grey symbols) were shorter than those generated from the 
number of earthquakes per 4 hours and often forecast that the eruption had already began. 
Forecast windows from the earthquakes per 8 hours in the North West cluster on the 21st May 
extended from the time the forecast was made until the afternoon of 22nd May, with VT event 
rates dropping after this forecast was made. Analysis of the time per 10 earthquakes on the 22nd 
May again gave forecasts that failure had already occurred.
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Figure 5.19 Forecasts of the 7th June 1991 eruption of Mount Pinatubo using the linear inverse trend form 
of the failure forecasting method with rates of summit earthquakes from a) 27* May, and b) 3rd 
June. Earthquake rates were considered in terms of the number per 4 hours (blue symbols) and the 
inverse time per 20 earthquakes (grey symbols). Forecast representation is as Fig. 5.18.
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Multiscale fracture model
Figure 5.20 shows the forecasts generated from the four groupings of summit data using the 
multiscale fracture model (Kilbum, 2004) according to the method described in Section 5.3; 
forecasts from all six data groupings are shown in Appendix A. For the 4 hour summit data, 
forecast windows were considerably shorter than they were using the other methods. All forecasts 
generated after midday on 6th June from the data beginning on 27th June (Fig. 5.20a, blue 
symbols) gave forecast windows from a few hours after the forecast was made until the morning 
of 9th June and, using the data beginning on the 3rd June (Fig. 5.20b, blue symbols), forecasts 
generated after midday on 6th June gave forecast windows from the time the forecast was made 
until the afternoon of 8th June. The results for the time per 20 earthquakes were very similar to the 
results from the FFM with a=2 because the data were not as scattered as the number of
earthquakes per 4 hours, resulting in a greater proportion of the Q values being considered as 
maxima (Fig. 5.15). In fact all points from 27th May until 6th June 04:08 were considered as 
maxima, resulting in identical forecasts from these two methods until this point, using both 
starting dates. The differences after this point are negligible.
Forecasts from the earthquakes per 8 hours generated from data up to 16:00 on 22nd May 
from the North West cluster expected an eruption by early on 24th May, whilst the forecast using 
the next data point (midnight, 22nd May) expected that failure had already occurred. Forecasts 
from the time per 10 earthquakes were identical to those from the FFM with a=2.
When using the multiscale fracture model, it is expected that the inverse rate gradient will 
be limited to (4.5±3.2) x 10'3 by the critical bulk strain (Kilbum, 2003). The earthquakes per 4 
hours always had gradients within this range, but the gradient for the time per 20 earthquakes was 
an order of magnitude higher (Appendix A). This can also be seen on Fig. 5.16, where the inverse 
minima for the time per 20 earthquakes have a far steeper gradient than the minima in number of 
earthquakes per 4 hours. The expected gradient is a function of physical parameters, one of which 
is a crack shape factor. This was eliminated through the scaling between peak rates, and the 
smaller accelerating sequences building up to each peak to obtain the expected gradient given 
above (Kilbum, 2003). As the trend seen in the time per 20 events does not involve separate 
smaller accelerating sequences, this crack shape factor cannot be eliminated in the same way, 
changing the expected gradient. This will be discussed further in Chapter 10. Gradients from the 
North West cluster were all far greater than those expected in the multiscale fracture model; an 
order of magnitude larger for the number of earthquakes per 8 hours and two orders of magnitude 
larger for the time per 10 earthquakes. This may be due to the fracture scaling in this sequence
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being different to that defined in the multiscale fracture model, as this sequence did not ultimately 
result in an eruption or large scale failure.
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Figure 5.20 Forecasts of the 7th June 1991 eruption of Mount Pinatubo using the multiscale fracture model 
with rates of summit earthquakes from a) 27th May, and b) 3rd June. Earthquake rates were 
considered in terms of the number per 4 hours (blue symbols) and the inverse time per 20 
earthquakes (grey symbols). Forecast representation is as Fig. 5.18.
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Forecasts summary
These forecast results show that the earthquake rates at Mount Pinatubo accelerated according to 
the FFM between 3rd and 6th June 1991. Grouping the data as the time per 20 earthquakes reveals 
this trend more convincingly than considering the earthquakes as the number of earthquakes per 
time interval. The result that a ~2 is consistent with models based on sub-critical crack growth, 
and Kilbum’s (2003) multiscale fracture model. However, these accelerations indicate a failure 
time on the 6th June, a day before the magma reached the surface. This may indicate that the 
acceleration in earthquake rates from 3rd to 6th June arose due to the growth and coalescence of 
fractures to generate a magma conduit, and subsequent fracturing may have been due to frictional 
stick-slip of the magma and further deformation of the surrounding rocks as the lava spine 
ascended to the surface, forcing the conduit to widen further. Frictional sliding in magma has 
previously been proposed as a source mechanism for hybrid earthquakes at silicic volcanoes 
(Tuffen et al., 2003; Tuffen and Dingwell, 2005; Neuberg et al., 2006), and shallow high 
frequency earthquakes coincided with deformation of extruding dacite spines at Mount St Helens 
(Moran et al., 2005; Iverson, 2005). The acceleration at the beginning of the swarm of 
earthquakes located ~5km north west of the volcano was different in that it evolved over a shorter 
time than the immediate eruption precursor, with a higher acceleration exponent, or a steeper 
inverse rate when the acceleration exponent was fixed at 2. This may be representative of swarms 
that do not ultimately result in the formation of large fractures or new magma conduits.
5.5 The May 1980 Eruption o f M ount St Helens, USA
Mount St Helens, a young andesitic-dacitic stratovolcano in Washington State, USA, just north of 
the Oregon border, erupted in a VEI 5 lateral blast on 18th May, 1980, after 123 years of 
dormancy. This was followed by a few months of minor explosive activity, and then 6 years of 
episodic lava dome growth. Here I review precursors to and forecasts of the initial climactic 
eruption, and present a new analysis of the precursory VT seismicity.
Extensive seismicity occurred in the months before the 18th May 1980 eruption of Mount 
St Helens. However, neither the earthquake rates nor their associated seismic energy or Benioff 
strain release accelerated in the final days or weeks before the eruption. This may be due to a 
Magnitude 5 earthquake triggering the eruption before the fracturing rates had reached their final 
accelerating phase (Swanson et al., 1985). However, the phreatic eruptions that began on 27th 
March have recently been classified as phreaomagmatic eruptions (Cashman and Hoblitt, 2004), 
meaning that a magma pathway to the surface had already formed by this date. The new analysis
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thus considers precursors to the phreatomagmatic eruptions on 27th March 1980. The precursory 
acceleration was exponential, rather than the hyperbolic acceleration expected before failure. This 
is interpreted as reactivation of existing fractures enhancing permeability enough to allow heated 
groundwater and magma fragments from a shallow magma body to reach the surface. The release 
of pore pressure through the phreatic and phreatomagmatic eruptions would increase the rock's 
resistance to failure, delaying the final acceleration to a large scale failure, which would have 
allowed a larger body of magma to reach the surface.
5.5.1 Geology and Tectonic Setting
Mount St Helens (46.20 N, 122.18W) is part of the Cascade chain of volcanoes in Western North 
America. The currently active High Cascades extend from Meager Mountain and the Garibaldi 
Belt in British Columbia, through Washington and Oregon, to Mount Shasta and Lassen Peak in 
Northern California. The locations and eruptive histories of the thirteen Cascade volcanoes in the 
USA are shown in Fig. 5.21. It is believed that current volcanism arises due to subduction of the 
Juan de Fuca Oceanic Plate, the smaller Explorer platelet to the North, and the Gorda platelet to 
the South, beneath the North American Continental Plate (Wood and Baldridge, 1990).
Activity in the Cascades has not been constant in time or space, with the current episode 
of activity, during which the High Cascades were formed, beginning approximately 5 million 
years ago (Swanson et al., 1989). The erupted materials can be lava flows or pyroclastic deposits, 
and composition ranges from basalt, through andesite and dacite to rhyolite, with the full range of 
composition erupted from some individual vents. However, most of the large High Cascade 
stratovolcanoes erupt dacite, andesite and basaltic andesite; whilst more mafic material is erupted 
from the surrounding lava shields and cinder cones (McBimey and White, 1982). The High 
Cascade range sits above a massive platform of basalts, built by eruptions from scores of vents 
during the last 12 Ma (Hirt, 2001). This entire suite overlies the older, eroded Western Cascades, 
which were active from -35 to -17 Ma ago (McBimey and White, 1982).
Mount St Helens has produced many andesitic lava flows, multiple dacitic lava domes, 
and occasional basaltic lava flows. It has also produced dacitic and andesitic pyroclastic flows, 
and dacitic, andesitic, and basaltic air-fall tephra (Mullineaux and Crandell, 1981; Doukas, 1990). 
The pre-1980 edifice of Mount St Helens was thus composed of layers of all of these materials, 
with the recent dacitic summit and goat rocks lava domes at the surface (Fig. 5.22).
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Figure 5.21 Locations and eruptive histories for the last 4000 years of the 13 Cascade volcanoes 
considered potentially active by the USGS. From Dzurisin et al. (2003)
5.5.2 Eruptive History and Summary of Eruption Precursors
Thirteen Cascade volcanoes are considered potentially active by the USGS, 11 of which are 
known to have erupted in the last 4,000 years (Dzurisin et al., 2003). During this interval there 
have been, on average, 1 or 2 eruptions per 100 years, with 7 volcanoes having erupted in the last 
200 years (Fig. 5.21). Prior to 1980, Mount St Helens had erupted 13 times in this interval, 
making it the most active Cascade volcano, followed by Mount Shasta in California with 7 
eruptions. All of the High Cascade volcanoes could potentially erupt explosively, and are likely to 
produce lava flows, airfall deposits and pyroclastic flows. These volcanoes are very high, so that 
their peaks have a considerable snow and ice-cap. A relatively minor eruption or geothermal 
activity could melt this snow and ice, causing debris flows and flooding. The growing population 
in the Pacific Northwest further increases the potential risk from an eruption (Dzurisin et al.,
2003).
In the last 2,500 years, eruptions at Mt St Helens have been predominantly andesitic, with 
occasional basalt or dacite, producing lava flows, pyroclastic flows and air-fall tephra 
(Mullineaux and Crandell, 1981). Major dormant intervals have ranged in length from two to 
seven centuries, although the eruption before 1980 ended in 1857 (Mullineaux and Crandell, 
1981).
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Figure 5.22 Generalised north-south geologic cross sections through pre-1980 Mount St Helens. Modified 
from Doukas (1990).
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The first sign o f unrest at Mt St Helens was a swarm of small earthquakes on 16th and 17th 
March 1980 followed by a Magnitude 4 earthquake 10km northeast on 20th March 1980 
(Christiansen and Peterson, 1981). For the following week, VT event rates and their associated 
Benioff strain and energy release accelerated. VT earthquake rates peaked on 26th March and 
there were more than 24 earthquakes o f magnitude 4 or greater during an 8  hour period 
(Christiansen and Peterson, 1981). Small ash and steam eruptions began in the summit crater in 
the early afternoon o f 27th March. These eruptions were classified as phreatic eruptions o f old ash 
and steam at the time (Christiansen and Peterson, 1981; Swanson et al., 1985). However, a recent
i
study found that juvenile material was erupted as early as 28th March (Cashman and Hoblitt,
2004), indicating that a magmatic pathway to the surface was formed earlier than previously
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thought. After this phreatomagmatic activity began, earthquake magnitudes increased (Endo et 
al., 1981), whilst earthquake rates never exceeded that on 26th March and daily energy release 
rates from VT earthquakes increased (Fig. 5.6). The frequency, duration and intensity of the 
phreatomagmatic blasts gradually decreased until they temporarily ceased on 22nd April.
Geodetic observations indicated rapid uplift and bulging, as a cryptodome grew -250 m 
beneath the north slope of the volcano (Christiansen and Peterson, 1981; Swanson et al., 1985). 
Small phreatic eruptions resumed from 7th until 14th May (Christiansen and Peterson, 1981). At 
08:32 on 18th May, a Magnitude 5 tectonic earthquake triggered avalanching of the sides of the 
crater, followed seconds later by instability and failure of the north flank. As the flank slid away, 
eruption plumes rose from the base of the scarp and from the crater, whilst a laterally directed 
blast broke through the remainder of the flank (Christiansen and Peterson, 1981). No change in 
the VT earthquake frequency or energy release occurred immediately before the 18th May 
eruption (Fig. 5.6); however a change in the tremor amplitude was noted three hours before the 
eruption (Benoit and McNutt, 1996). Although accelerating creep rates are expected before 
landslides (e.g. Pariseau and Voight, 1979; Petley et al., 2002; Kilbum and Petley, 2003), no 
acceleration in cryptodome inflation was recorded, even on the morning of 18th May (Swanson et 
al., 1985). The lack of immediate precursors may be due to the eruption being triggered by a 
tectonic earthquake, which ‘short-circuited’ the eruption precursors at an early stage (Swanson et 
al., 1985; Burger and Langston, 1985; Main, 1987).
5.5.3 Review of Forecasts of the 18* May 1980 Eruption
Geologic mapping and stratigraphic studies conducted throughout the 1900s (e.g. Verhoogen, 
1937; Mullineaux and Crandell, 1962; Hopson, 1971; Hoblitt et al., 1980) identified the 
frequency and type of eruptive activity at Mount St Helens. A long range forecast based on these 
studies stated that the volcano “will erupt again -  perhaps before the end of this century” 
(Crandell et al., 1975), with the worst probable eruption identified as larger than any in the last 
4,500 years, but slightly smaller than the largest of the last 10,000 years, i.e. a VEI 6 eruption 
(Crandell and Mullineaux, 1978).
Factual statements were made about the activity from 20th March, with warnings about 
snow avalanches triggered by earthquakes and steepening of slopes due to volcanic deformation 
made on 21st March (Swanson et al., 1985). Forecasts issued on 25th-27th March and 1st April 
stated that an eruption was likely in a short but unspecified time, and that that its character would
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lie within the range of activity given in the 1975 and 1978 long-range forecasts (Swanson et al., 
1985). On 14th April, a warning stated that a large landslide could reach Spirit Lake, 9 km north 
of the volcano, and public officials were told that a landslide could trigger a magmatic explosion 
(Miller et al., 1981; Swanson et al., 1985). These warnings were reiterated with wider publicity 
on 23rd and 24th April. However, although the possibility of a landslide triggering an eruption was 
considered, the possibility that it may induce a laterally directed blast was not addressed 
(Swanson et al., 1985). Although no further predictions or forecasts were issued before the 18th 
May 1980 eruption, the preceding two months of unrest had already prompted closure of the 
surrounding area to the public.
Due to the lack of short term seismic and geodetic precursors to the climatic eruption of 
Mount St Helens, no later studies have identified methods that could have been used to predict 
this event. It may have been possible to predict the initial phreatomagmatic eruptions from 
accelerating seismicity, but no studies have attempted this because these eruptions are widely 
seen as part of the precursory activity rather than of the main eruption itself (the presence of 
juvenile magma in these eruptions was only recently recognised). There was a statistically 
significant 6-value peak before the phreatomagmatic activity, whilst there was no anomaly related 
to the 18th May eruption (Main, 1987). Short-lived high 6-values could arise from high thermal 
gradients or pore pressures that dissipate quickly (McNutt, 2005). However, it is expected that the 
b-value will drop before a large seismic event or failure of a laboratory sample (Yamashita and 
Knopoff, 1989; Meredith et al., 1990; Main et al., 1992).
5.5.4 New Analysis of Precursory Seismicity
The VT earthquake rates are considered in terms of the number, coda derived seismic energy, and 
coda derived Benioff strain per day, 12 hours, 8 hours, and 4 hours. This allows comparison of 
EE1, EE1/2, and EE° per time interval. VT event rates are also calculated from the time per 5, 10, 
20, 30, and 50 earthquakes.
Figure 5.23 shows the FFM a values calculated using the log Q -log Q method for a) the 
number of earthquakes in fixed time intervals, b) the time interval per N earthquakes, c) the coda 
derived seismic energy release per time interval, and d) the coda derived Benioff strain release 
per time interval. Between 5 and 12 data points were available to calculate each a value. The a 
values calculated from the earthquake count rate data (calculated from both the number per unit 
time and the time per N earthquakes) lie between the expected limits of 1 and 2 with R2 values
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from the linear regression between 0.64 and 0.95 (See Appendix A for full data tables). Fixed 
time intervals gave lower a values than the time per fixed number of earthquakes, as they did with 
the Pinatubo data. For both the energy release and the Benioff strain release rates a~l with very 
small errors and R2 values greater than 0.95 for all time groupings (Appendix A). The a value of 
1 indicates exponential energy and Benioff strain release from VT earthquakes, meaning that a 
predetermined critical value of Benioff strain or seismic energy (either the rate or total cumulative 
value) would have to be used to generate a forecast from these data.
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Figure 5.23 FFM a values calculated from VT seismic events in the Mount St Helens count log before the
onset of phreatic and phreatomagmatic activity on 27th March 1980 using the log Q -log Q  
method for a) the number of earthquakes in fixed time intervals, b) the time interval per N 
earthquakes, c) the coda derived seismic energy release per time interval, and d) the coda derived 
Benioff strain release per time interval. Dashed lines show position of a=l and a=2. Note that the 
a values calculated from the VT earthquake count rate data (calculated from both the number per 
unit time and the time per N earthquakes) are mostly between 1 and 2, whilst both the energy 
release and the Benioff strain release rates, for all time groupings, give a=l, with very small 
errors. This shows an exponential energy and Benioff strain release from VT earthquakes.
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Figure 5.24 shows the cumulative VT earthquake counts and their associated Benioff 
strain and energy release from 10th until 27th March, when the phreatomagmatic eruptions began. 
The counts increased during the swarm of events on 16th to 17th March, then remained at 1 to 3 
per day until 23rd March. They then accelerated until 26th March. The patterns in Benioff strain 
and energy release were very similar to each other, but different from the counts. The rates did 
not increase above background levels until late on 18th March; they then gradually accelerated 
until 26th March. These more gradual increases with lower acceleration exponents (compared to 
that for VT earthquake counts) can be related to the changing distribution of earthquake 
magnitudes. The mean magnitudes for each 60 VT earthquakes, recalculated after each 30 VT 
earthquakes are shown in Fig. 5.25. The magnitudes were very small during the initial swarm of 
events on 16th and 17th March, when energy and Benioff strain release were also low. The mean 
magnitude then increased by more than half a magnitude unit between 23rd and 24th March. This 
corresponds to the time interval when the accelerating trend in the energy release and Benioff 
strain was well established, but the acceleration in VT event rates was just emerging (Fig. 5.24). 
The mean magnitudes then dropped on 25th March, as the acceleration in VT event rates became 
more pronounced. The magnitudes then increased again on 26th and 27th March. The decreasing 
mean magnitude at the beginning of the accelerating VT seismicity (23rd to 25th March) could be 
the reason for the higher acceleration exponent for the VT counts compared with the Benioff 
strain and energy release.
The a values from the count data are comparable to those from the summit VT 
earthquakes at Mount Pinatubo, but with a poorer fit to the logarithmic form of the FFM. The 
fixed time interval values varied from 0.99 to 1.58 with R2 values from the linear log 
acceleration: log rate relationship between 0.37 and 0.83 compared with a values from 1.09 to 
1.36 and R2 values from 0.70 to 0.88 for the Pinatubo summit VT earthquakes. The a value at 
Mount Pinatubo increased to ~2 when only data from the final five days before the eruption were 
considered. For the Mount St Helens data, when data from only the final five days before the 
eruption were analysed, a values dropped slightly to between 1.00 and 1.37 (Fig. 5.26). In this 
case a was not close to 2 in the final days before the eruption, as expected in the deterministic 
fracturing models outlined in Section 4.4.
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Figure 5.24 Cumulative VT earthquake count, Benioff strain release, and seismic energy release from 10th 
March until 27th March 1980 at Mount St Helens, all normalised to the same total amount. Note 
the acceleration in Benioff strain and seismic energy release from 19th to 26th March. The onset of 
the acceleration in event rates is slightly later, and there was a small swarm of events on 16th to 
17th March with magnitudes too small to be detected on the cumulative energy release and 
Benioff strain release trends.
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Figure 5.25 Mean magnitudes per 60 VT earthquakes recalculated every 30 events at Mount St Helens 
from 15th until 27th March 1980. The width of each marker shows the time interval during which 
the 60 VT events to calculate each mean value took place.
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Figure 5.26 FFM a values calculated from the number of VT earthquakes per fixed time interval in the
Mount St Helens count log from 22nd to 27* March 1980 using the log Q -log Q  method. 
Dashed lines show position of a=l and a=2. Note that the a values are slightly lower than those 
calculated from the same data type, but starting on 15th March.
5.5.5 New Forecasts of the 27*h March 1980 Eruption
The FFM, as applied in this study, expects that an eruption will occur when fracturing rates 
approach infinity. When the FFM acceleration exponent a = 1, the acceleration is exponential and 
rates never approach infinity, so forecasts cannot be made. Forecasts could thus not be generated 
from the energy or Benioff strain release from VT events, as these data consistently had a values 
of 1. For the VT earthquake count data (grouped into both fixed time intervals and fixed VT event 
numbers), a was usually greater than 1, so the FFM could be used to generate forecasts. However, 
the value 2 was only within the error bounds of the a value calculated from 3 out of 9 data 
groupings, which were the data groupings with the largest error bounds. Therefore, it was not 
appropriate to use the FFM with a fixed at 2 or the multiscale fracture model. For the earthquakes 
per unit time, forecasts were generated from the 12 hour and daily data, as the 4 and 8 hour data 
had large error bounds. For the time per N earthquakes, forecasts were generated from the time 
per 5, 20, and 50 earthquakes, as these groupings had the smallest errors. Forecast results are 
shown in Fig. 5.27 and Appendix A. For each data grouping, forecasts were first generated using 
the minimum number of data points required and subsequently modified as additional data 
became available.
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Figure 5.27 Forecasts of the 27th March 1980 eruption of Mount St Helens using the failure forecasting 
method (FFM) with rates of earthquakes from the count log considered in terms of a) the number 
of earthquakes per 12 hours and day, and b) the time per 50, 20, and 5 earthquakes. As time 
progresses up the y axis, all the data up to that time is used to generate a forecast using the FFM. 
The y coordinate of each forecast is the time it is made, and the x coordinate is the expected 
eruption time, with the x error bars showing the extent of the forecast window. The red line shows 
the time the eruption occurred, and the dashed line shows where the actual time and forecast time 
are equal, with only points to the right of this line constituting a forecast.
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For the earthquakes per day and per 12 hours, the error bounds of most a values extended 
below 1 (exponential acceleration) meaning that the upper limit of the forecast window was 
infinite. Forecasts generated from the small swarm on 16th to 17th March were for a preferred 
eruption time early on 18th March (but with forecast windows extending until early April and 
infinite). These forecasts could not be revised until 25th and 26th March, when forecast windows 
from both data types had infinite length, and preferred eruption dates were from 30th March to 6th 
April (Fig. 5.27a and Appendix A)
The time per N earthquakes gave shorter eruption forecast windows than the number of 
earthquakes per fixed time interval (Fig. 5.27 and Appendix A). During the small swarm of 
earthquakes on 16th to 17th March, it was only possible to generate forecasts from the time per 5 
earthquakes, with expected eruption times ranging from within hours to weeks, and the end of the 
forecast windows ranging from within a day to almost 5 months later. Further forecasts could not 
be calculated from any earthquake grouping (5, 20, and 50 earthquakes), until the evening of 24th 
March. Most forecast windows included the time the eruption happened, with the end of the 
forecast window varying from early on 27th March (5 earthquake data) to late June (20 and 50 
earthquake data) (Fig. 5.27b and Appendix A). The preferred eruption times varied from hours 
after the forecasts were made to hours after the eruption happened.
The VT events grouped by number of events gave better forecasts than the events 
grouped by time interval. Only one finite forecast window was generated from the fixed time 
interval data, whereas there were nine forecasts that the eruption would occur within a week on 
24th to 26th March from the fixed event number data. VT events grouped into smaller numbers 
gave more forecasts and shorter forecast windows.
5.6 Comparison o f Precursors to Different Eruptions after Long Repose 
Intervals
To put the results from Pinatubo and Mount St Helens in context, it is instructive to compare 
these results with precursors to similar eruptions and to compare the results at Pinatubo and 
Mount St Helens with each other.
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5.6.1 Unzen, Japan
Unzen (32.757N, 130.294E) is an andesitic-dacitic stratovolcano on the Shimabara Peninsula of 
Kyushu Island, Japan (Fig. 5.28). The Shimabara peninsula, which is approximately 20 x 30 km 
across, is demarcated by E -  W tensional faults o f the Unzen graben structure and is bordered to 
the West by the Chijiwa Caldera (Fig. 5.29). Unzen is behind the Wadati -  Benioff zone related 
to subduction o f the Phillipine Sea Plate (Nakada et al., 1999) and is a composite volcano, 
consisting o f multiple cones o f dacite to silicic andesite, with a total volume o f at least 35 km3 
(Hoshizumi et al., 1999). It is comprised o f thick lava flows and domes, and their collapsed 
deposits, with few explosive products. This indicates that previous activity at Unzen consisted 
predominantly of dome growth and collapse, including occasional large scale sector collapse, but 
few, if  any, large scale eruptions (Nakada et al., 1999). Debris- and pyroclastic- flows from 
dome collapse and large scale sector collapse were thus always considered a more likely hazard 
then explosive eruptions at Unzen (Matsunaga and Takahashi, 1992).
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Figure 5.28 Map of Kyushu, Japan showing the location of major faults and volcanoes (from Okada, 1992)
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Figure 5.29 Map of the Shimabara Peninsula showing the location of the Chijiwa Caldera and major faults 
(from Okada, 1992)
The most recent eruptions before 1990 occurred in 1663 and 1792 (Ohta et al., 1992). 
Short-lived phreatic eruptions at Mount Fugen (the summit of Unzen volcano) began on 17th 
November 1990 after almost a year of intermittent seismic unrest. Phreatic and phreatomagmatic 
eruptions then recommenced on 12th February 1991, continuing until 12th May 1991 (Nakada et 
al., 1999). A dacite spine was extruded on 20th May 1991, followed by a period of dome growth 
and collapse lasting until February 1995 (Nakada et al., 1999). The total erupted volume in dense- 
rock-equivalent was 2.1 x 108m3.
U n z e n  s e i s m i c  n e t w o r k
Before the 1990 activity on Unzen, there were already three permanent and two temporary 
seismic stations on the Shimabara Peninsula and a regional network throughout Kyushu Island 
(Shimuzu et al., 1992), meaning that the ‘background’ seismicity of the volcano had already been 
characterised. Prior to the 1990 activity, there had been two large earthquakes of M=6.9 and 
M=6.5 in the Shimabara peninsula in 1922, an earthquake swarm that covered the adjacent 
Chijiwa caldera and the Unzen graben from 1968 to 1974, and an intense earthquake swarm that 
began in the Western part of the Unzen Graben, and worked its way westward towards the 
Chijiwa Caldera from 1984 to 1985 (Umakoshi et al., 2001). However, no earthquakes were
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located beneath Mount Fugen (Umakoshi et al., 2001). The unrest in 1990 prompted the 
installation of a further 10 seismic stations on the volcanic edifice (Shimuzu et al., 1992).
Seismic and Geodetic Precursors to the February and May 1991 Eruptions 
The first sign of seismic unrest at Unzen was an earthquake swarm that began in November 1989 
beneath the Chijiwa Caldera, and migrated up the western flank of Mount Fugen (Umakoshi et 
al., 2001). In July 1990 tremor began beneath the summit of the volcano. Phreatic eruptions began 
on 17th November, with no increase in shallow seismicity or located VT earthquakes until three 
days later (Fig. 5.8 and Umakoshi et al., 2001). When phreatic and phreatomagmatic activity 
began in February 1991, again VT seismicity did not increase until after the eruption began (Fig. 
5.8). Seismicity was more intense during phreatic and phreatomagmatic activity, and seismicity 
near the vent was markedly more intense in the days before the lava dome emerged (Nakada et 
al., 1999). Whilst the number of located VTs did not increase before the lava dome emerged, the 
daily number of summit earthquakes increased with approximately constant acceleration from 
<50 to >350 per day (Fig. 5.8). There was also a marked increase in tilt upwards to the east from 
11th May 1991, which was arrested before a more rapidly increasing tilt upward to the South 
began on 17th May, resulting in the emergence of a lava spine on 20th May (Yamashina and 
Shimizu, 1999). These precursors allowed scientists to anticipate this lava extrusion, but they 
were unable to specify a precise predictive window (Tilling, 1996). The first evacuation order 
was issued on 15th May, but did not refer to expected lava dome extrusion (Matsunaga and 
Takahashi, 1992).
Comparison with other volcanoes
The first appearance of juvenile magma at the surface, during phreatomagmatic eruptions in mid- 
February 1991, was not preceded by accelerating VT seismicity. This is in contrast to the results 
from Mount St Helens, where the phreatomagmatic eruptions were preceded by an exponential 
acceleration in VT seismicity. However, at Mount St Helens the phreatomagmatic eruptions were 
the first eruptions of any type, whereas at Unzen there had already been phreatic eruptions. It is 
thus possible that the fracturing during the phreatic activity in November to December 1990 
gradually enhanced the existing permeable fracture network, so that very little additional 
fracturing was required to allow magma fragments to reach the surface when phreatic activity 
recommenced in February 1991. Rock fracture and VT seismicity before the lava dome extrusion 
in May 1991 would have been related to the widening of the magma conduit and upward 
migration of the magma body rather than the formation of a magma conduit, as the conduit was
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already formed when phreatomagmatic activity began. The fracturing before this phase of the 
eruption should not thus be analysed using models such as the multiscale fracture model, which 
are based on the formation of a new magma conduit (Kilbum and Voight, 1998; Kilbum, 2003; 
Kilbum and Sammonds, 2005). A different model is thus required for the expected fracturing 
rates before lava dome eruptions if there have already been phreatomagmatic eruptions.
5.6.2 Soufriere Hills, Montserrat
Souffiere Hills volcano (16.72N, 62.18W) is on the Southern part of the small Caribbean island 
(16.5 km x 10 km) of Montserrat, a British Overseas Territory. It is in the Northern part of the 
Lesser Antilles island arc(Fig. 5.30), which was formed by the westward subduction of the 
Atlantic oceanic lithosphere beneath the Caribbean plate (Kokelaar, 2002). Montserrat is 
dominated by 4 volcanic massifs, with heights of 403m, 740m, 756m, and the pre-eruptive height 
of Soufriere Hills was 914m (Kokelaar, 2002). Each of these centres has erupted and is composed 
of mainly porphyritic andesite lavas. The gentler slopes flanking these centres are composed of 
pyroclastic and lahar flow deposits (Roobol and Smith, 1998). Prehistoric activity at Souffiere 
Hills had been characterised by alternations of periods of enhanced activity and periods of 
dormancy, both lasting of the order of 104 years, with the active periods characterised by several 
major dome-forming eruptions separated by quiescent interludes lasting up to 103 years (Harford 
et al., 2002). The last eruption before 1995 was in the early 1600s (Kokelaar, 2002).
Before its activity in the 1990s there had been episodes of unrest at Montserrat since the 
late 1890s, involving seismicity beneath the volcano as well as fumarolic activity, with a 
recurrence interval of approximately 30 years. The onset of seismic unrest in 1992 was on 
schedule according to this 30 year cyclicity (Kokelaar, 2002). Phreatic explosions began on 18th 
July 1995, followed by extrusion of a dome composed of old conduit infill, before juvenile 
andesitic magma reached the surface on 15th November 1995 (Sparks and Young, 2002). This 
marked the beginning of ongoing lava dome and collapse at Souffiere Hills, which continues to 
date.
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Figure 5.30 Map of Montserrat location within the Lesser Antilles Island Arc in the Caribbean Sea. From 
Kokelaar (2002).
Montserrat Seismic Network
The increased seismicity on Montserrat in the early 1990s was first recognised by the Seismic 
Research Institute of the University of the West Indies, and prompted them to strengthen the 
seismic network on the island (Aspinall et al., 2002). There were five 1 Hz, vertical component, 
analogue stations installed by 18th July 1995, when phreatic explosions began, which quickly 
augmented to nine by the end of July (Gardner and White, 2002). A digital network of five 3- 
component broadband instruments and three single component seismometers was gradually added 
and was fully implemented by October 1996 (Aspinall et al., 2002). Some additional temporary 
stations were also deployed at various stages of the volcanic crisis (Fig. 5.31)
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Eruption Precursors
Most o f the precursory seismicity was located in two swarms under St. Georges Hill and 
Soufriere Hills at depths of up to 6 km, much like the seismicity o f the crises in the 1930s and 
1960s (Aspinall et al., 1998). The period from 18 July until the fresh magma reached the surface 
in mid-November was characterised by phreatic activity, high S 0 2 emissions (which abruptly 
ceased in late August), and intermittent tremor and VT swarms (Gardner and White, 2002; Sparks 
and Young, 2002). This activity differed from previous episodes o f seismic unrest on Montserrat 
in that it was the first during which phreatic vents opened and it was the first to have 
unambiguous S 02 emissions (Gardner and White, 2002). In the final two months before the lave
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dome eruption, seismicity under St Georges Hill ceased whilst seismicity beneath Soufriere Hills 
continued and in the final two weeks VT seismicity in the uppermost 2 km beneath Soufriere 
Hills intensified (Aspinall et al., 1998). During this precursory activity from July to November 
1995 there was considerable disagreement among scientists on Montserrat about whether the 
eruption was going to become magmatic, and if so whether it would be explosive and when it 
would occur (Aspinall et al., 2002). As a result no forecasts of this eruption were issued.
Forecasts from other studies
Kilbum and Voight (1998) and Kilbum (2003) applied inverse rate analysis of seismic event rate 
data prior to the 15 November eruption in hindsight. At a first glance, the data appear very 
scattered. Non-linear FFM analysis of data from 02 to 12 November gives a preferred a value of 
1.88, and preferred eruption dates of 19-20 November, with an eruption window from 13 
November to 12 Dec. Linear regression (i.e. FFM with a fixed at 2) of data from 02 to 15 
November gives an eruption date of 16 November, but with a modest regression coefficient of 
only 0.79 (Kilbum and Voight, 1998). These results were greatly improved by either treating the 
data as two trends, which appear subparallel on an inverse rate plot. The lower of these 2 trends 
(representing the higher rates) was used to generate the forecasts, giving a preferred eruption date 
of 14th to 15th November, with an R2 value of 0.99. Kilbum (2003) then proposed, through his 
multiscale fracture model, that inverse rate minima rather than two separate trends should be 
considered. This barely changed the forecast results because all but one data point were identical 
(Fig. 5.32), but gave improved justification for selecting these points.
Comparison with other volcanoes
During the two weeks before the lava dome eruption of Soufriere Hills Volcano, the peaks in 
daily rate of VT seismicity showed a hyperbolic acceleration consistent with the multiscale 
fracture model (Kilbum, 2003). This type of acceleration was seen in the final five days before 
the June 1991 emption of Mount Pinatubo, Philippines. However, inclusion of earlier data from 
Mount Pinatubo distorted this trend, indicating that both eruptions were preceded by similar 
accelerations in seismicity, but their duration was twice as long at Montserrat. Unfortunately the 
seismic data for Soufriere Hills volcano was not available in a form to enable testing of how 
different ways of grouping the event rates may affect forecast results or the types of precursory 
accelerations observed.
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Figure 5.32 Comparison of the linear regression fit to inverse event rates from Montserrat when treated as 
2 populations (black triangles) as in Kilbum and Voight (1998) with the linear regression fit to 
minima in inverse event rates (pink diamonds) as in Kilbum (2003). Note that the regression fits 
are very similar, as there is only one additional data point when the population of values used in 
Kilbum and Voight (1998) compared with the minima used in Kilbum (2003).
5.6.3 Comparison of Precursors to all Four Eruptions
At Montserrat and Pinatubo the first eruptions were phreatic and the first emergence of juvenile 
magma was in the form of a dome or spine rather than phreatomagmatic or explosive activity. 
The precursory VT seismicity at both of these volcanoes accelerated according to Kilbum's 
(2003) multiscale fracture model. In contrast, the first emergences of magma at Mount St Helens 
in 1980 and at Unzen in 1991 were in the form of phreatomagmatic eruptions and the precursory 
VT seismicity at these volcanoes was not consistent with the multiscale fracture model.
The low a values at Mount St Helens before the phreatomagmatic eruptions in March 
1980 compared to those expected in precursory fracturing models (Cornelius and Scott, 1993; 
Kilbum and Voight, 1998; Main, 1999; Kilbum, 2003; Kilbum and Sammonds, 2005) may arise
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due to the different nature of this eruption to those used in many of these models. Eruptions at 
Montserrat and Mount Pinaubo, used to develop the multiscale fracture model (Kilbum and 
Voight, 1998; Kilbum, 2003), were extrusions of large magma spines, whereas the juvenile 
materials erupted in the pre-18 May eruptions at Mount St Helens were only small fragments. If 
the magma is already at a shallow depth within the crust (evident through the cryptodome 
formation at Mount St Helens), these small fragments may reach the surface through existing 
permeable fracture networks, which may be enhanced during moderate precursory fracturing, 
whereas extrusion of a lava spine requires the creation of a larger, wider conduit, and thus a larger 
scale fracture. Recalling Section 4.4.1, it is expected that precursory fracturing may be initially 
exponential as fractures reactivate and new fractures form, with the acceleration only becoming 
hyperbolic in the final stages as fractures extend and coalesce (McGuire and Kilbum, 1997; 
Kilbum and Voight, 1998; Kilbum, 2003). At Mount St Helens, it is possible that this initial 
fracture activation was sufficient to enhance the existing permeable fracture network, allowing 
fragments of juvenile magma to reach the surface with heated groundwater in phreatomagmatic 
eruptions, without the need for growth and coalescence of fractures to create a large, wide, sub- 
linear failure plane. This release of small amounts of magma, accompanied by dropping pore 
pressures as heated ground water is erupted, may have temporarily arrested the acceleration 
towards a larger failure that would have allowed a larger body of magma to reach the surface.
The sequence of eruption types at Unzen was different again, with several months of 
phreatic eruptions preceding the phreatomagmatic activity. It is thus possible that fracturing 
during the phreatic activity gradually enhanced the existing permeability, so that very little 
additional fracturing was necessary to allow magma fragments to reach the surface. There was 
more seismicity before the lava spine extrusion than before the phreatomagmatic activity, 
indicating that there was more fracturing during widening of the conduit and migration of the 
larger magma body than there was in the initial formation of a new magma pathway. The 
fracturing rates before the lava spine increased with a constant acceleration, in contrast to the 
fracturing rates seen before lava spine extrusions at Mount Pinatubo and Soufriere Hills, when 
this was the first emergence of fresh magma.
5.7 Chapter Summary
After a long repose interval (>100 years) the final approach to renewed lava extrusion may be 
controlled by slow rock fracture. The observed earthquake rates before the June 1991 eruption of 
Mount Pinatubo and the November 1995 eruption of Soufriere Hills are consistent with this
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theory. In these cases, extrapolation of the accelerating earthquake rates can be used to forecast 
the time of the eruption, but the accuracy and precision of these forecasts may be sensitive to the 
data selection. Phreatomagmatic eruptions from a shallow magma body may begin after an 
exponential acceleration in seismicity, as activating and extending isolated fractures may enhance 
the existing permeable fracture network enough to allow fragments of juvenile magma to reach 
the surface with heated groundwater in phreatomagmatic eruptions, without the need for growth 
and coalescence of fractures to create a large, wide, sub-linear failure plane. If phreatomagmatic 
eruptions are preceded by phreatic activity, the magma conduit may gradually form during 
phreatic activity, so that there is not an acceleration in fracturing rates before fragments of 
juvenile magma reach the surface.
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CHAPTER 6: ANALYSIS OF PRECURSORS TO LAVA DOME
ERUPTIONS
6.1 Introduction
Failure Forecasting Method (FFM) type models, have been applied most commonly to 
accelerating strain and fracturing precursors at previously closed volcanic systems, i.e. systems in 
which a new magmatic pathway must be formed before an eruption can occur (Kilbum and 
Voight, 1998; De la Cruz-Reyna and Reyes-Davila, 2001; Kilbum, 2003; Kilbum and 
Sammonds, 2005). Indeed, many o f these models are based on the expected fracturing rates 
during the formation of new magmatic pathways. However, an analysis o f precursors to a lava 
dome eruptions at Mount St Helens during its intermittent activity from 1980 to 1986 was used as 
one o f the examples when the FFM was first introduced (Voight, 1988). Further studies have also 
used the FFM to analyse precursors to selected eruptions during this period o f activity (Voight, 
1988; Voight and Cornelius, 1991; Cornelius and Scott, 1993; Cornelius and Voight, 1995; 
McGuire and Kilbum, 1997) and to eruptions at other volcanoes after only months to a few years 
of repose (De la Cruz-Reyna and Reyes-Davila, 2001; Reyes-Davila and De la Cruz-Reyna, 2002; 
Connor et al., 2003). Here I present the first study that compares precursors to all o f the eruptions 
at Mount St Helens from after the Plinian eruption in May 1980 until October 1986 (Smith et al., 
2006).
Mount St Helens had several distinct periods of dome extrusion from October 1980 until 
October 1986, and began erupting again in 2004. Similar periods o f frequent lava dome extrusion 
have also been observed recently at Unzen, Japan, from May 1991 until February 1995, and at 
Soufriere Hills, Montserrat, from November 1995 until present. Renewed lava dome extrusion 
increases the risk o f explosions, pyroclastic flows, and lava dome collapse, so forecasting these 
extrusions is important for hazard mitigation. Analysis o f precursors to all the eruptions in the 
1980 to 1986 sequence at Mount St Helens tests the reliability o f applying the FFM to this type o f 
system and helps to identify limits to its applicability. The results are compared to recent 
developments o f models o f precursory rock fracture in order to infer details o f the failure 
processes driving the precursory fracturing.
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6.2 M ount St Helens Lava Dome Growth from 1980 to 1986
A plinian eruption on 18 May 1980, after 123 years o f repose, marked the beginning o f 6 lA  years 
o f intermittent magmatic eruptions at Mount St Helens. The following five months were 
characterised by several minor explosive eruptions, after which a dacite dome began to emerge in 
October 1980. The explosive events generated vertical columns of tephra and pyroclastic flows, 
and had volumes o f 106m3 to 20 x 106m3, which correspond to VEI values o f 1 to 2 (Lipman et 
al., 1981). Dome growth was both endogenous and exogenous. There were 17 exogenous 
episodes lasting from 1 to 24 days from October 1980 to October 1986 in addition to an 
anomalous period o f continuous exogenous growth from February 1983 to February 1984, whilst 
endogenous growth was almost constant throughout the activity (Swanson and Holcomb, 1990).
Figure 6.1 shows the growth o f the Mount St Helens lava dome in terms o f both height 
and volume. The rate o f dome growth was a superposition o f the constant rate o f endogenous 
growth and the episodic rate o f exogenous growth (Fink et al., 1990). The style o f dome growth 
depends upon whether the dome can expand to accommodate increasing magma pressure and 
influx through endogenous growth, or whether localised failure occurs, resulting in exogenous 
growth of a new lobe or spine o f lava. Figure 6.2 shows a plan view o f the growth o f discrete 
lobes from October 1980 to November 1981 and a diagram o f how the size and shape o f the dome 
changed each year from 1980 to 1986. Deformation, growth and surface fracturing patterns o f the 
dome have been interpreted in terms of a brittle shell enclosing pressurised magma (Iverson, 
1990; Denlinger, 1990; Hale and Wadge, 2003). It is believed that the dome cooled and thus the 
solidified crust o f the dome thickened at a nearly constant rate because a magnetic study showed 
that the thickness o f the magnetised part o f the dome (the part that is below the curie temperature, 
which at ~580°C is below the solidification temperature o f dacite) increased at a nearly constant 
rate from 1983 until 1986 (Dzurisin et al. 1990). The near-constant rate o f both endogenous dome 
growth (at 1.89 x lOW day'1) and solidification o f the dome have been linked to infer that such 
growth may have been controlled by crustal thickening, whilst exogenous growth was controlled 
by deep-seated factors such as magma overpressure (Fink et al. 1990).
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Figure 6.1 Height and volume of Mount St Helens lava dome against time. Data from Swanson and 
Holcombe (1990) and Fink et al (1990).
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Figure 6.2 Schematic diagrams of Mount St Helens dome growth showing a) a plan of the lobes and talus 
of the lava dome from October 1980 to November 1981 and b) stages of dome growth and 
development from 1980 until 1986. Images courtesy of the US Geological Survey.
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6.3 Forecasts from Previous Studies
Precursory tremor (when the vent was open) or shallow volcanic earthquakes (when the vent was 
plugged by a dome) allowed 4 of the 5 explosive eruptions from 25th May until 18th October 1980 
to be predicted several hours in advance (Swanson et al., 1985). Small explosions after the 
permanent dome was emplaced (late October 1980) could not be predicted in the same manner. In 
contrast, all but two of the dome extrusions after October 1980 were predicted from precursory 
earthquakes and deformation (Swanson et al., 1985; Malone, 1990). The two extrusions that were 
not forecast were preceded by explosions, which were also unanticipated. These explosions 
caused deep notches into the dome. The removal of mass from the dome reduced the load 
pressure, allowing magma to extrude without deforming the remainder of the dome, thus 
explaining the lack of seismicity before these eruptions (Swanson et al., 1985). The only ‘false 
alarm’ was a prediction that an eruption was expected within three weeks issued in early March 
1983. This was a month after the year long episode of extrusion began, when the scientists did not 
realise that the dome was still extruding due to poor visibility (Swanson et al., 1985).
The first prediction of each extrusion was issued from 12 hours to 20 days before the 
extrusion began, and was usually based on ground deformation or seismicity exceeding 
background levels (Swanson et al., 1985; Smithsonian Institute, 2006). Prediction windows were 
gradually reduced from a few weeks to as little as 12 hours as accelerating trends in ground 
deformation and shallow seismicity became more distinct (Malone et al., 1983; Swanson et al., 
1983; Swanson et al., 1985). Some examples of the evolving forecast windows issued at the time 
for the March 1982, May 1985 and May 1986 extrusions are shown in Fig. 6.3. These forecasts 
were based on recognition of consistent precursory patterns, rather than application of a particular 
model.
The FFM has been applied for several hindsight analyses of precursors to lava dome 
eruptions at Mount St Helens (Voight, 1988; Voight and Cornelius, 1991; Cornelius and Scott, 
1993; Cornelius and Voight, 1995; McGuire and Kilbum, 1997). Table 6.1 shows for each 
eruption the hindsight studies and data types used. Cornelius and Voight (1995) conducted an 
extensive study of different data types (slope tilt, slope distance measurement, seismic coda 
lengths, coda derived seismic energy, coda derived Benioff strain, seismic amplitude, and RSAM) 
and different ways of applying the FFM for the October 1986 eruption. Most of the studies listed 
in Table 6.1 gave marginally improved forecasts to those issued at the time. However, all of these 
analyses together only cover precursors to 4 out of the 17 dome building episodes after October
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1980 and each individual study covers precursors to only one or two extrusions. It is therefore not 
clear if promising results from these studies were due to data selection.
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Figure 6.3 Official forecasts of the a) March 1982, b) May 1985, and c) May 1986 eruptions of Mount St 
Helens issued by the Cascades Volcano Observatory. Horizontal black bars denote forecast 
windows, with their position along the y-axis showing when the forecast was made and their 
position along the x axis showing the time windows when the eruptions were expected. The 
dashed line shows when time = forecast time, with only points to the right of this line being after 
forecasts are made. The red lines shows when the eruptions began and are included in every 
forecast window.
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Extrusion Dates Data analysed in hindsight FFM studies
27 Dec 1980 (±2 
days) -  3 Jan 1981
5 - 8  Feb 1981
1 0 -1 3  Apr 1981
1 8 - 2 0  Jun 1981
6 -  11 Sept 1981 Fault displacement (Voight, 1988; McGuire and Kilbum, 1997)
30 Oct- 3  Nov 1981
19 M a r -  12 Apr 1982 Line displacement and slope tilt (Voight, 1988)
1 4 - 1 9  May 1982
1 8 - 2 4  Aug 1982
7 Feb 1983 (±3 days) 
-  1 Feb 1984
No precursory increase in deformation and seismicity detected, 
possibly due to precursory explosions locally unloading dome
8 - 9  Feb 1984
2 9 M a r - 3  Apr 1984
15 Jun -  1 Jul 1984 No precursory increase in deformation and seismicity detected, 
possibly due to precursory explosions locally unloading dome
1 0 -13  Sep 1984
24 May- 1 0  Jun 1985 RSAM (Voight and Cornelius, 1991)
8 - 1 3  May 1986
2 2 - 2 7  Oct 1986 Slope distance measurement (Cornelius and Scott, 1993). RSAM 
(Voight and Cornelius, 1991). Slope tilt, slope distance 
measurement, seismic coda lengths, coda derived seismic 
energy, coda derived square root of seismic energy, seismic 
amplitude, and RSAM (Cornelius and Voight, 1995)
Table 6.1 List of FFM studies and the data types used for each lava dome extrusion at Mount St Helens 
from December 1980 until October 1986.
6.4 Volcano Tectonic Seismicity Rates at M ount St Helens
For this study a seismic parameter that was consistently recorded in the same way with the same 
detection threshold was required so that precursors to each eruption could be compared. The 
count log and hypocentre catalogue used to analyse precursors to the March/ May 1980 eruption 
(Section 5.2.1) both continued until after the end of activity in 1986. The count log is a record of 
the arrival time, event type, and coda duration of all earthquakes recorded on seismometer SHW 
(4 km from the summit of the volcano) and the hypocentre catalogue is a record of the location, 
magnitude, and event type of each located earthquake. Locations of earthquakes from the 
hypocentre catalogue from after climactic eruption on 18th May 1980 until the end of activity in 
October 1986 are shown in Fig. 6.4. Most of these events had magnitudes between 1 and 3 and 
were confined to a small volume, 2km across and less than 3km below the summit of the volcano,
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without any migration across this volume with time. There was a Magnitude 5 earthquake at 
46.35N, 122.24W, approximately 15km from Mount St Helens in February 1981. Although this 
earthquake and its aftershocks dominate the hypocentre record for over a year, event rates on the 
count log returned to background levels within just two weeks (see Fig. 6.5). This is because this 
earthquake was about 15 km from SHW, whilst the summit of the volcano was only 4 km away.
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Figure 6.4 Latitude, longitude, and depth of earthquakes during the post-climactic activity at Mount St 
Helens from 19th May 1980 until December 1986. Note that most of the earthquakes are located 
within 2km lateral distance of the volcano summit (46.20N, 122.18E), and at depths of less than 
2km, except for those associated with the M=5 tectonic earthquake that occurred in February 1981 
at -46.35N, 122.24W.
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Analysis was restricted to count log data because (1) the count log had a more consistent 
detection threshold and contained more events than the hypocentre catalogue, and (2) the events 
were located within a small region and did not migrate, meaning that the distribution of event: 
seismometer distances did not change and even the tectonic earthquake and its aftershocks in 
February 1981 only affected two weeks of the count log. Non-VT earthquakes were discarded 
from this record and coda derived seismic energy and Benioff strain were determined in the same 
way as for the pre -  18 May 1980 seismicity (Section 5.2.1). This allowed comparison of the 
eruption record with changes in the VT energy release per unit time CCE1), the VT Benioff strain 
release per unit time (£EI/2), and the number of VT events per unit time (£E°) at Mount St Helens 
from June 1980 until December 1986.
Figures 6.5, 6.6, and 6.7 show the number of VTs occurring per day and their associated 
Benioff strain and energy release. The dates of the onset of new eruptions are shown by markers 
at the top of the Figures. The eruption dates were obtained from Swanson et al. (1983, Table 1), 
Malone (1990, Fig. 2) and Smithsonian Institution Volcanic Activity Reports (2006). All the 
figures are split into (a) activity from June 1980 until the beginning of the extended eruption in 
February 1983, and (b) activity from the end of the extended eruption (February 1984) to 
December 1986. Note that the scales are logarithmic and extend to higher values for part (b) of 
each Fig.
Daily VT counts in Fig. 6.5 show a strong correlation between seismic swarms and the 
timing of eruptions. The background level of VTs was less than 10 per day from June 1980 until 
the end of activity in 1986. Prior to March 1982 this level was only exceeded on the day of or 
after an eruption (not before these eruptions), and during the local Magnitude 5 tectonic 
mainshock-aftershock sequence in February 1981. Although the tectonic earthquake sequence 
contained a greater number of earthquakes than the volcanic earthquake swarms during that phase 
of activity, the tectonic sequence could be distinguished by a far more abrupt onset of high 
earthquake rates, and a longer timescale for the rates to decay. This is typical of tectonic 
mainshock-aftershock series (Mogi 1963; Das and Scholz 1981).
From March 1982, there were 11 eruptions, and 10 swarms of VTs exceeding background 
levels. The elevated VT rates resulted in an eruption within 2 to 20 days in 9 of the 10 cases, and 
the peak event rates were usually on the day of the eruption, and always within 3 days before the 
eruption. VT event rates always dropped abruptly after the eruption began. The two eruptions 
after March 1982 without clear VT precursors were the two eruptions that were not predicted at
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the time, those in February 1983 and June 1984. The non-eruptive swarm only exceeded the 
threshold by up to 4 earthquakes per day, and began two months before the February 1983 
eruption. The peak values in daily VT counts in the seismic swarms gradually increased in the 
first 6 months after the 18 May 1980 eruption, and increased by approximately an order of 
magnitude after the long dome building eruption of 1983.
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Figure 6.5 Plots of the number of earthquakes recorded per day on seismometer SHW and the dates of
renewed lava extrusion (tick marks at top) at Mount St Helens during a) 1 June to the beginning of 
the extended eruption in February 1983 b) from the end of the extended eruption (late January 
1984) until the end of 1986. Horizontal dashed line shows the maximum background level of VTs 
(1 0  per day).
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The background level of VT Benioff strain release was up to the threshold level of 3X107 
Benioff strain units per day. Before March 1982, this level was exceeded prior to four eruptions, 
and also during the December 1980 eruption, during the March 1981 tectonic earthquake 
sequence, and on another two occasions unrelated to eruptive activity. From March 1982 until 
October 1986 this level was exceeded prior to all eruptions except those in February 1983 and 
June 1984; at no time was it exceeded without eruptive activity within three weeks (Fig. 6.6).
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Figure 6 .6  Benioff strain from VT events and eruptions (grouped as Fig. 6.5). Horizontal dashed line 
shows the maximum background level of VT Benioff strain release (3 x 107 units per day).
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Although there were large increases in daily seismic energy release from VTs before 
some eruptions, especially in 1985 and 1986 (Fig. 6.7), the correlation was not as clear as in the 
event rate and Benioff strain data. The background level of up to 7x1014 energy units per day was 
exceeded prior to 7 of the 11 eruptions from March 1982 to October 1986, and on the day after 
the May 1982 eruption. However, before March 1982, this level was only exceeded prior to the 
April 1981 eruption, during the February 1981 tectonic earthquake sequence, and on one occasion 
unrelated to eruptive activity.
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Figure 6.7 Seismic energy from VT events and eruptions (grouped as Fig. 6.5). Horizontal dashed line 
shows the maximum background level of VT energy release (7 x 1014 units per day).
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The lower level of seismicity before the eruptions in 1980 and 1981 may be due to there 
having been only a small dome present to inhibit lava ascent (see dome heights and volumes in 
Fig. 1). The June 1984 eruption was the smallest eruption of the sequence (in terms of erupted 
volume, with less than 105m3 erupted) and is not even included in some reports (e.g. Swanson and 
Holcomb 1990). The February 1983 eruption and the June 1984 eruptions were the only 
extrusions after October 1980 not predicted by the Cascades Volcano Observatory (Swanson et 
al. 1985). The March 1982 eruption, which marks the beginning of the phase where eruptions had 
distinct VT earthquake precursors and which had the deepest located earthquakes in its precursory 
swarm, was the first example used for forecasting eruptions with the FFM (Voight 1988). In this 
case ground deformation (rather than seismic) data were used, and a values were close to 2.
The majority of the swarm seismicity during the study period did not exceed 3km depth, 
with the exception of the 19th March 1982 eruption, which had precursory seismicity extending 
to 9km (Fig. 6.4). The March 1982 eruption also had the longest-lasting precursory seismic 
swarm.
6.5 Failure Forecasting Method Analysis of VT Seismicity
The logarithm of the acceleration (of event rates, Benioff strain release, and seismic energy 
release) was plotted against the logarithm of the rate to find the value of the constant A and 
acceleration exponent a from the FFM and to assess the goodness of fit to the FFM (Cornelius 
and Voight 1995). This technique is based on the logarithmic form of the FFM:
log(Q) = a  log(Q) + log(^) (6.1)
where Cl and Cl are the rate and acceleration of a measure of VT seismicity. Logarithms can 
only be determined for positive numbers, so only peak values of Cl (values greater than the 
previous peak value) were used in order to ensure that all Q values were positive. If the 
calculated a value is 2 or evolves from 1 to 2, it could indicate that fracture rates are accelerating 
in a constant remote stress field with the growth and coalescence of a population of fractures 
controlling the final approach to a new eruption (Cornelius and Scott, 1993; McGuire and 
Kilbum, 1997; Kilbum, 2003). This method was used to analyse the precursory increases in VT
event numbers, Benioff strain, and energy release. Initially, daily Cl values were used; then 
progressively shorter time groupings were investigated. Days were the longest time interval used 
because VT seismicity typically first exceeded background levels 7 to 12 days before the
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eruptions from March 1982 onwards, making this the longest time grouping likely to contain 
enough data for curve fitting. The event rates were also considered in terms of the time interval 
per fixed number of earthquakes. As the number of earthquakes in each swarm ranged from 10s 
to 1000s, numbers of earthquakes used were 10, 20, 30, 50, and 100. Figure 6.8 shows examples 
of some plots used to find a from daily data of all 3 types (count rate, Benioff strain rate, and 
energy release rate) for the eruptions in March 1982 and May 1986.
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Figure 6 .8  Log acceleration versus log rate plots that were used to calculate a and A from daily data for the 
March 1982 and May 1985 eruptions.
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The calculated values of A and a were used to forecast the time of the eruption using an 
integrated form of the FFM (Voight, 1988). In the case where a=2, the methodology above is 
identical to Kilbum’s Multiscale Fracture Model for forecasting volcanic eruptions, where only 
peak values of dO/dt are used (Kilbum 2003).
6.5.1 Comparison of Acceleration Exponents
For each eruption that exhibited a precursory increase in seismicity above background levels,
FFM analyses were conducted with fixed time interval data from all three data types (VT event 
numbers, Benioff strain release and energy release) and with the time interval per fixed number of 
VT events.. All a values calculated with their standard error and number of Cl values used are 
shown in Table 6.2. Some a values could not be determined as there were not at least three Cl 
values, which are needed for curve fitting. The results for the different time intervals are first 
compared, followed by a comparison with the time interval per fixed number of AE events. The 
results for the different data types and the different eruptions are then compared.
For each time grouping (using all eruptions and all three data types), the mean a value, its 
mean error and standard deviation were calculated (Table 6.3). Although the mean a value is 
similar for each time grouping, the standard errors and standard deviations were larger for the 
shorter time groupings. It was also found that fewer a values lay within the expected limits of 1 
and 2 with shorter time groupings.
The loss of an underlying signal as the timescale of observation decreases can be 
attributed to the scale of fracturing observed. Fracturing at volcanoes occurs at many scales, as 
observed through the range of earthquake magnitudes (Endo et al., 1981; Main, 1987; Power et 
al., 1998) and through field observations (Thomas et al., 2004; Tuffen and Dingwell, 2005). The 
accelerating trends observed prior to eruptions may be a sequence of smaller scale accelerating 
trends, which contain more events and become more frequent as the eruption approaches (Kilbum 
2003). For example, the build up to an eruption may be formed of several distinct episodes of 
fault formation or magma movement, with each of these distinct episodes exhibiting accelerations 
in seismicity, whilst the increasing size of each episode results in an acceleration on a longer 
timescale. In this case, it is proposed that the patterns observed with longer time bins reflect the 
overall accelerating trend leading to the eruption, whereas the shorter timescales may reflect 
accelerating trends relating to smaller scale processes. Furthermore, at shorter timescales, there is 
often insufficient data per time bin to distinguish the signal from the noise. Only the 12 hour and
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daily data were used for further comparison of different data types and precursors to different 
eruptions due to the inconsistencies in the 4 and 8 hour data.
Data Type Date Daily data 12 hourly data 8 hourly data 4 hourly data
VT event 
count data
19-Mar-82 2.07 (0.55, 9) 1.36(2.75, 5) -4.52 (2.67, 3) —
14-May-82 2.47 (0.69, 3) 2.37 (0.61,4) 2.90 (0.59, 4) 0.96 (0.34, 3)
18-Aug-82 3.36 (0.94, 5) 1.44(1.36, 3) 2.29 (0.47, 6) 3.99(1.51,4)
08-Feb-84 2.78(0.61,6) — — —
29-Mar-84 1.92 (0.42,6) 2.18(0.30, 9) 2.03 (0.48, 7) 1.44 (0.43, 10)
10-Sep-84 — — — —
2 8 -May- 8 5 1.35(0.10, 8) 1.44 (0.07, 10) 1.46 (0.17, 10) 1.50 (0.25, 13)
08-May-86 1.38(0.11,5) 1.70 (0.32, 9) 1.80 (0.19, 9) 1.81 (0.27, 13)
2 2 -Oct-8 6 1.68 (0.58, 4) 3.08 (2.07, 4) 4.02(1.30, 6 ) 0.27 (0.30, 3)
Benioff 
strain 
release 
from VT 
earthquakes
22-M-80 — — 0.69(1.04, 4) 2.48(1.61,3)
05-Feb-81 1.29 (0.09, 3) 1.32 (0.07, 3) 1.26(0.05, 3) 1.28 (0.06, 3)
18-Jun-81 — 1.17(0.43,4) 0.79 (0.27, 4) —
06-Sep-81 — 0.84(1.05, 4) 0.40 (0.91,5) 3.95(4.30, 3)
19-Mar-82 0.51 (0.59, 8) 1.61 (0.62, 7) 4.54(1.19,4) 2.26(1.64, 5)
14-May-82 2.09 (0.62, 4) 3.14(1.45,4) 1.55(1.43,4) 1.29 (0.54, 5)
18-Aug-82 1.98(0.68,6) 2.06 (0.60, 8) 2.30 (0.91,5) 6.91 (0.87, 4)
08-Feb-84 0.76 (2.41,4) 2.07 (2.24, 3) 0.10 (2.66, 3) 0.66 (6.69, 3)
29-Mar-84 1.17(0.51,4) 2.07 (0.46, 4) 1.09 (0.30, 5) 1.50 (0.19, 10)
10-Sep-84 — — — —
28-May-85 1.30 (0.15, 12) 1.31 (0.11, 16) 1.36(0.15, 17) 1.45 (0.14, 18)
08-May-8 6 1.21 (0.11,9) 1.25 (0.18, 16) 1.80 (0.52, 10) 1.54 (0.57, 16)
2 2 -Oct-8 6 1.67 (0.37, 6 ) 1.40 (0.32, 10) 2.52 (0.74, 6 ) 0.90 (0.95, 6 )
Seismic 
energy 
release 
from VT 
events
10-Apr-81 — 0.90 (0.23, 5) 1.21 (0.69, 4) 1.06 (0.76, 5)
19-Mar-82 1.05 (0.48, 7) 1.55 (0.91,7) 2.80 (0.18, 5) 2.90 (0.39, 6 )
18-Aug-82 1.49 (0.86, 6 ) 2.46 (0.52, 4) 2.81 (0.68, 3) 3.60 (0.31,3)
08-Feb-84 1.73 (0.84, 4) — — —
29-Mar-84 — 0.99(1.27, 3) 1.69 (0.29, 4) 0.75(1.04, 4)
28-May-85 1.24 (0.14, 7) 1.22 (0.13, 11) 1.42 (0.12, 9) 1.28(0.16, 8)
08-May-86 1.07 (0.09, 8) 1.28 (0.16, 7) 1.54 (0.69, 7) 1.40 (0.57,7)
2 2 -Oct-8 6 1.33 (0.15, 5) 1.14(0.69, 6 ) 2.22 (0.43, 7) 1.68 (0.44, 10)
VT event count data, using time interval per X events
Date 100 event data 50 event data 30 event data 20 event data 10 event data
Mar-82 1.76 (0.26, 5) 1.85 (0.32, 8) 1.83 (0.23, 10) 1.64(0.19, 18) 1.67 (0.26, 15)
May-82 — 2.38 (0.46, 3) 2.76 (0.56, 6 ) 2.06 (0.29, 9) 1.74 (0.29, 13)
Aug-82 0.80 (0.56, 4) 2.02 (0.46, 3) 1.78 (0.25, 12) 1.77 (0.35, 14) 1.79 (0.27, 12)
Feb-84 — 1.54 (0.38, 7) 1.57 (0.33, 10) 1.61 (0.42, 11) 1.79 (0.33, 12)
Mar-84 1.75 (0.29, 4) 1.42 (0.15, 9) 1.58 (0.12, 15) 1.58 (0.16, 22) 1.53 (0.20, 18)
Sep-84 — — — 3.28(1.07,4) 2.75 (0.55, 6 )
May-85 1.46 (0.17, 10) 1.63 (0.10, 17) 1.61 (0 .1 1 , 2 1 ) 1.53 (0.10,29) 1.66 (0.16, 29)
May- 8 6 1.70 (0.07, 7) 1.72 (0.06, 13) 1.79 (0.13, 18) 1.55(0.13,21) 1.73 (0.10, 25)
Oct-8 6 1.65 (0.11,9) 1.80 (0.173,17) 1.86 (0.09,24) 1.90 (0.14, 23) 1.83 (0.15, 23)
Table 6.2 a values with their standard errors and the number of points used to calculate them. Each box 
contains v a l u e  ( s t a n d a r d  e r r o r ,  n o .  o f  v a l u e s  u s e d ) .  Boxes contain — where there are not enough 
Q . values available to determine a value of a.
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Data type Mean a 
value
Mean std. 
error of a
Std. deviation 
of a
Daily number, Benioff strain, and energy release 1 .6 0.7 0.5
12 hourly number, Benioff strain, and energy release 1 .6 0 .6 0 .8
8 hourly number, Benioff strain, and energy release 1.6 1 .6 0 .8
4 hourly number, Benioff strain, and energy release 1.9 1.5 1.1
Table 6.3 Mean a values with the mean errors and standard deviation of values for each time grouping
considered (using all eruptions, and all data types for which there were sufficient data to calculate 
a).
Most of the a values calculated from the time interval per fixed number of earthquakes 
(all five fixed numbers) also lie within the expected limits of 1 and 2 (Table 6.2). They have 
similar values to the number of earthquakes per fixed time interval, with smaller errors and 
variations. The mean a value is 1.84, with a standard deviation of 0.49 and a mean error of 0.28, 
compared with a mean value of 1.80, standard deviation of 1.51, and mean error value of 0.73 for 
the number of earthquakes per fixed time interval (all time intervals). In swarms with fewer 
earthquakes (e.g. in May and August 1982) a values determined using larger earthquake number 
intervals had larger errors, and were more often outside the expected limits, if they could be 
calculated at all, whereas in swarms with more earthquakes (e.g. in 1985 and 1986) a values and 
their errors were comparable for all earthquake number intervals used. Therefore, only the 20 and 
10 earthquake interval data are used for further analysis.
Once the data grouped into 4 hour and 8 hour time intervals and into 100, 50, and 30 VT 
event intervals had been eliminated, only one or two a values (out of a possible eight) could be 
calculated for each eruption before March 1982 and for the September 1984 eruption due to 
insufficient data. None were calculated for eruptions in February 1983 and June 1984 because the 
rate of VT seismicity did not exceed background levels before these eruptions. The remaining 
eight eruptions from March 1982 onwards were used for further analysis.
Figure 6.9 shows the mean value of a (calculated from the number of VTs, amount of VT 
Benioff strain, and amount of VT seismic energy per day and per 12 hours, in addition to the time 
interval per 10 and 20 VT earthquakes) for each eruption against the date (Fig. 6.9a) and the 
repose interval before each eruption (Fig. 6.9b). The mean error of a is shown by red bars, and the 
standard deviation is denoted by black bars. The standard deviations show whether a values were
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consistent with different ways of grouping the data and different measures of VT seismicity. The 
eruptions in May 1985 and May 1986 have the smallest errors and variation, but are the only two 
eruptions that do not include a=2 in their error bars, with a values of 1.38±0.15 and 1.40±0.25. 
These are also the eruptions following the longest repose intervals. All values were greater than 1 
(which indicates exponential acceleration) and only the May and August 1982 values were greater 
than 2, yet the error and variation still extend to below 2. Eruptions after longer repose intervals 
tended to have lower a values with smaller errors and variation.
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Figure 6.9 Mean alpha values for each eruption plotted against a) date b) and repose time before the
eruption, using daily and 12 hourly VT count, benioff strain, and energy data, and time per lOand 
20 VT earthquakes. The red error bar denotes the mean standard error of the a values, and the 
black error denotes the standard deviation of the a values.
Table 6.4 shows a comparison o f the results for each data type. VT event counts have the 
highest a values, with mean values o f 2.04 and 1.71 for the events per fixed time interval and the 
time per fixed number of earthquakes respectively. In comparison the values were 1.60 and 1.47 
for Benioff strain release and VT seismic energy release respectively. This is consistent with the 
higher a value for count data before the March 1980 eruption, but not consistent with the higher a 
value observed for the time per fixed number of earthquakes seen both at Pinatubo in 1991 and 
before the March 1980 Mount St Helens eruption. For the May 1985 and May 1986 eruptions 
both 1 2  hourly and daily data follow this trend of highest value for count data and lowest value 
for energy data, whilst the value for time per fixed number of earthquakes is higher than that for 
the number per fixed time interval (Table 6.5). For other eruptions, such as the March 1982 
eruption, the values do not follow such a clear pattern. Standard errors and standard deviations for 
all eruptions from March 1982 (Table 6.4) are highest for VT counts per fixed time interval, and
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lowest for the time interval per fixed number of events, with smaller errors for energy than for 
Benioff strain release. The observations from the fixed time interval data (for all three data types) 
indicate that the size distribution of earthquakes is not constant with time within individual 
swarms.
To account for values of a less than 2, it has been proposed that a values may evolve 
from 1 to 2 during a precursory sequence, as the fracturing regime evolves from the activation of 
new fractures to the growth and coalescence of active fractures (McGuire and Kilbum 1997; 
Kilbum and Voight 1998). However, no evidence of such a change has been found in the Mount 
St Helens seismicity, as neither data with a considerable scatter about the FFM trend, such as 
before the March 1982 eruption, nor data with a small amount of scatter, such as before the May 
1985 eruption, show a skew towards higher values later in the sequence (Fig. 6.8). Furthermore, 
many sequences do not have enough data points to constrain more than 1 value of a (Table 6.2).
Data type Mean a 
value
Mean std. 
e rror of a
Std. deviation 
of a
VT event 
counts
Fixed time intervals 2.04 0.77 0.66
Fixed earthquake number 1.71 0.22 0.15
Benioff strain release from VT events 1.60 0.71 0.63
Seismic energy release from VT events 1.47 0.48 0.53
Table 6.4 Mean a  values with the mean errors and standard deviation of values for count data, benioff 
strain data, and energy data. Only 12 hour, daily, 10 and 20 earthquake data for eruptions from 
March 1982 are used.
Data type Time interval May 1985 May 1986 March 1982
VT earthquake counts Daily 1.35±0.10 1.38±0.11 2.07±0.55
12 hourly 1.44±0.07 1.70±0.32 1.37±2.75
20 earthquakes 1.53±0.10 1.55±0.13 1.64±0.19
10 earthquakes 1.66±0.16 1.77±0.12 1.67±0.26
VT Benioff strain 
release
Daily 1.30±0.15 1.21±0.11 0.51±0.59
12 hourly 1.31±0.11 1.25±0.18 1.61±0.62
VT seismic energy 
release
Daily 1.24±0.14 1.07±0.09 1.05±0.48
12 hourly 1.22±0.13 1.28±0.16 2.58±0.42
Table 6.5 a values for the eruptions in May 1985, May 1986, and March 1982, using the 12 hour and daily 
earthquake count, Benioff strain, and energy data, and the time per 10 and 20 earthquakes. The 
errors shown are the standard error of the line fit used to calculate a.
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6.5.2 Accuracy of Forecasts
Eruption forecasts were generated using the VT earthquake counts, Benioff strain release, and 
energy release per day and per 12 hours, in addition to the time per 10 and 20 VT earthquakes. 
Forecasts were first generated for the eruptions in May 1985 and 1986, as these eruptions had the 
strongest precursors with clear FFM type accelerations. Forecasts were then also generated for the 
eruption in March 1982 for comparison. Whilst the precursory increase in seismicity above 
background levels was clear for this eruption, there was not as much seismicity as before the May 
1985 and May 1986 eruptions and the acceleration was not such a close fit to the FFM (see 
standard errors and variance o f a values in Table 6.5).
Figure 6.10 shows the normalised cumulative VT earthquake counts, Benioff strain 
release, and energy release before the eruptions in May 1985, May 1986, and March 1982. Note 
that for all plots the normalised count is higher than the Benioff strain or energy release when the 
seismicity first begins to accelerate, reflecting the low energy o f earthquakes in this initial stage. 
As the rate of seismicity accelerates, the normalised cumulative energy increases more then the 
normalised event count, reflecting the increasing energy of individual earthquakes. In the final 
stages, the normalised cumulative energy increases at a slower rate than the normalised count, 
reflecting a drop in the earthquake energies.
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Figure 6.10 Normalised cumulative VT earthquake counts, Benioff strain release, and energy release 
before the eruptions in a) May 1985, b) May 1986, and c) March 1982. All plots end at the time 
the eruption begins.
Forecasts were generated using the FFM in the same way as for the June 1991 Pinatubo 
eruption and the March 1980 Mount St Helens eruption, with all the data before a given time used 
to find A and a with the logarithmic form of the FFM and these values and their error bounds 
used to find the failure forecast time and forecast window length with an integrated form of the 
FFM (Sections 5.4.5 and 5.5.5). New forecasts were then generated whenever there were 
additional data. Figure 6.11 shows all the forecasts generated in this way for the May 1985 
eruption. Using the number of earthquakes per 12 hours and per day (Fig. 6.11a) the forecast
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windows were months to years long until 3H days before the eruption, when they were 20 -  25 
days long. In the final 2 V i  days before the eruption, forecast windows were 5 - 1 5  days long. The 
time per 20 earthquakes (Fig. 6.11b, black symbols) gave short but inaccurate forecast windows 
(usually 1-7 days long) in the early stages o f the acceleration (more than 6 days before the 
eruption), with forecast windows weeks to months long in the following days, then short and 
accurate forecast windows in the final 3 days before the eruption. The time per 10 earthquakes 
also gave accurate and short forecast windows in the final 3 days before the eruption (mostly 1 -  
7 days long) with forecast windows months to years long before this.
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Figure 6.11 Eruption forecasts (points) and forecast windows (bars) using the FFM for the 27th May 1985 
eruption at Mount St Helens using a) events per fixed time interval b) time interval per fixed 
number of events c) Benioff strain data, and d) seismic energy data. As time progresses up the y 
axis, all the data up to that time is used to generate a forecast using the FFM. The y coordinate of 
each forecast is the time it is made, and the x coordinate is the expected eruption time, with the x 
error bars showing the extent of the forecast window. The forecast window is annotated with its 
end time when it does not fit on the plot, with the year omitted if it is within the year of the 
eruption The red line shows the time the eruption occurred, and the dashed line shows where the 
actual time and forecast time are equal, with only points to the right of this line constituting a 
forecast. Blue symbols denote forecasts from 12 hourly and 10 event data, and black symbols 
denote forecasts from daily and 20 event data.
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Forecast windows from the Benioff strain release (for the May 1985 eruption; Fig. 6.1 lc) 
were generally longer than from both forms of the earthquake count data, with forecast windows 
months to years long until the final 3 days before the eruption, when they were weeks long, but 
some of these forecast windows did not begin until after the eruption did. Forecast windows from 
the energy data (Fig. 6.1 Id) were even longer, with the first finite forecast window generated two 
days before the eruption. Even in these final two days before the eruption they were months long, 
and sometimes began after the eruption did.
Forecasts for the May 1986 eruption (Fig. 6.12) were very similar to those for the May 
1985 eruption, with the shortest forecast windows for the time per fixed number of earthquakes 
followed by the earthquakes per unit time, whilst all forecast windows from the Benioff strain and 
energy release data were months to years long or infinite. Some forecast windows for the time per 
10 earthquakes ended before the eruption began, as they did for the May 1985 eruption, and some 
forecast windows for the Benioff strain data did not begin until after the eruption did, with the 
preferred failure time often more than a week after the eruption began.
The forecasts for the March 1982 eruption (Fig. 6.13) were far less accurate than those 
for the May 1985 and May 1986 eruptions, as expected with less precursory earthquakes and their 
poorer fit to the logarithmic form of the FFM. This eruption had the longest precursory swarm, 
with daily numbers of earthquakes first exceeding background levels three weeks before the 
eruption. The first forecasts could thus be made 15 to 20 days before the eruption. Most of the 
forecast windows at this stage were at least a month long and often infinite, whilst the preferred 
eruption times from the earthquake count data (both number per unit time and time per number of 
earthquakes) were about two weeks before the eruption took place. All forecast windows from the 
Benioff strain data (Fig. 6.13c) were infinite; with the preferred failure time often several weeks 
after the eruption actually took place. Using the VT seismic energy release (Fig. 6.13d) all 
forecast windows were infinite or months long, with the preferred eruption time often several 
days before the eruption took place. Forecasts within a few days of the eruption date, with 
forecast windows less than a month long were only possible in the last 2 days before the eruption, 
and only from the time per fixed number of earthquakes data.
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Figure 6.13 Eruption forecasts (points) and forecast windows (bars) using the FFM for the 19th March 1982 
eruption at Mount St Helens using a) events per fixed time interval b) time interval per fixed 
number of events c) Benioff strain data, and d) seismic energy data. Blue symbols denote forecasts 
from 12 hourly and 10 event data, and black symbols denote forecasts from daily and 20 event 
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Small errors in the exponent a can result in large variations in the failure time, especially 
when a is close to 1. Although the energy data had the smaller errors in determining a than the 
Benioff strain data or the fixed time interval count data, it had the longest forecast windows, 
whilst the fixed time interval count data, which had the largest errors in determining a, had 
shorter forecast windows and the fixed earthquake number data had the shortest forecast 
windows. The long forecast windows for the energy data arise because these data have lower a 
values. When a approaches 1, the failure time approaches infinity, so small decreases in a values
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that are already low can result in very large increases in the maximum limits of the forecast 
windows. These lower a values also led to forecasts of the failure time being too late. Setting a 
critical value of Q , when eruptions are expected to occur, could reduce the expected time until 
the eruption, and shorten forecast windows. However, this was not feasible for this sequence of 
eruptions at Mount St Helens due to the differing levels of seismicity before each eruption in this 
sequence (see Figs. 6.5 to 6.7). The data with the shortest forecast windows, the time interval per 
fixed number of VT events, often gave forecast windows that did not include the time of the 
eruption. Seismicity exceeding background levels was a strong indicator that an eruption would 
occur within the next 2 to 20 days, whilst FFM analysis of the accelerations in seismicity only 
offered small improvements on this forecast, with only certain data sets.
6.6 Comparison with Similar Sequences of Eruptions
From 1982 until 1986 most eruptions were preceded by five to twenty days of accelerating VT 
seismicity with little other seismicity in the two to twelve months of repose between eruptions 
(Smith et al., 2006). This was also noted at Bezymianny from 1956 to 1961, an andesitic 
stratovolcano in Kamchatka, Russia that erupted several times in this period with repose intervals 
of a three months to two years (Tokarev, 1963). However, at basaltic volcanoes with a similar 
eruption frequency, eruptions often begin after only hours of precursory seismicity if any 
(McNutt, 2000).
Andesitic to dacitic stratovolcanoes often lie dormant for hundreds to thousands of years 
before reawakening to dome building and/ or explosive activity. Once these volcanoes have 
reawoken, it is common for dome building and explosive eruptions to occur intermittently for 
months to tens of years with repose intervals of days to a few years, much like the 1980 to 1986 
activity at Mount St Helens. Other recent examples of periods of frequent activity at andesitic to 
dacitic stratovolcanoes with a seismic monitoring network include Soufriere Hills, Montserrat, 
1995 to present (Sparks and Young, 2002; Smithsonian Institute, 2006); Unzen, Japan, 1991 to 
1995 (Nakada et al., 1999); Volcan de Colima, Mexico, 1960 to present (Breton et al., 2002; 
Smithsonian Institute, 2006); and Bezymianny, Kamchatka, Russia 1956 to present (Braitseva et 
al., 1990; Smithsonian Institute, 2006). The FFM has been used to forecast eruptions at Volcan de 
Colima (De la Cruz-Reyna and Reyes-Davila, 2001; Reyes-Davila and De la Cruz-Reyna, 2002) 
and a similar method was used at Bezymianny (Tokarev, 1963; 1971; 1983), whereas methods 
based on low frequency seismic events were more commonly applied at Soufriere Hills and 
Unzen (Nakada et al., 1999; Sparks and Young, 2002).
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On 30th March 1956 Bezymianny volcano erupted in a landslide and directed blast 
explosion, much like the 18th May 1980 eruption of Mount St Helens (Belousov, 1996). In the 
following five years there were several eruptions separated by repose intervals of three months to 
two years. During this time it was found that there was little seismicity between eruptions other 
than precursors to the next eruption, which accelerated according to:
e ' = a + i h .  ( 6 -2 )
where e* is the total cumulative Benioff strain until time = t*, a and b are empirical constants and 
T is the time when e* approaches infinity (Tokarev, 1963; 1971; 1983). It was also found that the 
Benioff strain gave far better results than the earthquake rates (Tokarev, 1963). The forecasts 
generated using Eq. 6.2 were more accurate than those presented here for Mount St Helens with 
forecast accuracies of ± 3 days issued 7 to 10 days before the eruptions (Tokarev, 1963).
The VT seismicity during the dome building at Unzen from May 1991 until February 
1995 did not coincide with renewed extrusion as well as it did at Mount St Helens (1980 to 1986) 
and Bezymianny (1956 to 1961). Fig. 6.14 shows the daily number of summit VTs and the dates 
of renewed extrusion during this interval. Although the rates did increase before some extrusions 
(e.g. those in August and September 1991), there were some increases unrelated to eruptive 
activity and some eruptions after longer repose intervals (e.g. in January 1994) had no precursory 
increase in VT seismicity.
A complete record of VT event rates at Soufriere Hills from 1995 to 2006 was not 
available for this study. However, most studies of seismicity before renewed extrusion at 
Soufriere Hills report changes in VT earthquake mechanisms or in the spectral characteristics of 
long period and hybrid earthquakes rather than distinct accelerations in VT seismicity (Neuberg et 
al., 1998; Roman et al., 2006)
Although no records of seismicity at Volcan de Colima were available beyond those in 
published papers, this is a recent example of a volcano whose seismicity has been analysed with 
the FFM and where an official warning has been issued on the basis of an FFM forecast (De la 
Cruz-Reyna and Reyes-Davila, 2001; Reyes-Davila and De la Cruz-Reyna, 2002). This case 
study is thus discussed in more detail.
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Figure 6.14 Daily number of summit VT earthquakes (black bars) at Mount Fugendake of Unzen volcano, 
Japan, throughout the dome building activity from 1991 until 1995, with the dates of extrusion of 
new lobes shown as red bars. Data provided by the Shimabara Volcano Observatory (pers. comm. 
2003).
6.6.1 Volcan de Colima, Mexico
Volcan de Colima (19.514N, 103.62W) is a 4km high andesitic stratovolcano in the Western 
offshoot of the Mexican volcanic belt. Colima is located at the intersection between the N-S 
trending Colima Rift Zone and the NE-SW trending Tamazula fault system (Garduno-Munroy et 
al., 1998). It is approximately 150 km behind the Middle America Trench, where the Rivera plate 
subducts beneath the North American plate and rifling occurs because o f movement o f the 
Jalisco block away from the North American plate (Fig. 6.15; Luhr et al., 1985; Marquez et al., 
1999; Pacheco et al., 2006). The Colima Volcanic Complex consists o f a dormant Pleistocene 
volcano, Nevado de Colima, and the active Volcan de Fuego to the South (closer to the city of 
Colima). Nevado de Colima is volumetrically larger, but is similar in height due to erosion of its 
peak.
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Figure 6.15 Tectonic setting of Colima rift zone. Shaded areas show the rupture zones for recent major
earthquakes, MAT = Middle America Trench. From Pacheco et al (1997)
Volcan de Colima is the most active volcano in Mexico, having been almost constantly 
active throughout historical time (De la Cruz-Reyna, 1993). Eruptive styles have included 
explosive and effusive activity, with explosions varying from small phreatic events to VEI 4 
eruptions, and effusive activity taking the form of lava dome growth and block and ash flows. 
After a VEI 4 eruption in 1913, Volcan de Colima was dormant until 1960. It has since been very 
active, with repose intervals lasting from a few weeks to five years and periods o f continuous 
extrusion lasting up to a year; eruption styles have included dome building, blocky lava flows and 
explosions (Breton et al., 2002).
On 21st July 1994, after three years o f quiescence, a phreatic explosion from the most 
recently active lava dome blew out a crater 140 m in diameter and 50 m deep, causing hot bombs 
and ash to fall over the surrounding towns. On 19th November 1998, after 4 years without lava 
extrusion, a new lava dome appeared in the July 1994 crater. Within 2 days, this dome had filled 
the crater, and began to overspill, producing pyroclastic flows and blocky lava flows. This 
effusion continued until February 1999 when explosive activity began, with the largest explosions 
on 10th and 22nd February, 10th May, and 17th and 29th July being separated by episodes o f minor
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explosivity (which also continued beyond the end of 2000; Reyes-Davila and De la Cruz-Reyna, 
2002; Breton et al., 2002).
Forecasting Eruptions from 1994 to 2000
Before the July 1994 explosion, there was a relatively deep (15-20km) swarm of tectonic type 
earthquakes on 4th July, and then a swarm of shallow earthquakes from 12th until 14th July. A third 
swarm on 17th July increased until 21st July, and then decreased soon after the explosion late on 
21st July (Smithsonian Institute, 2006). No specific forecasts were issued for this event, but the 
precursory seismicity meant that an eruption was anticipated (Reyes-Davila and De la Cruz- 
Reyna, 2002). The precursory RSEM values (similar to RSAM values, with seismic energy used 
in place of seismogram amplitudes) were later analysed using a viscoelastic model of accelerating 
strain. This model gives identical trends to the FFM with a=2 under conditions of constant stress 
(De la Cruz-Reyna and Reyes-Davila, 2001). Using data from 15th July 01:20 until 20th July 
19:40, the eruption was predicted on the morning of 23rd July (2 days late). Using just data from 
24 hours before the eruption, the prediction is accurate to within Vi hour, but a forecast issued this 
late would not have been of practical use.
After the 1994 explosion, Volcan de Colima remained relatively quiet until a swarm of 
VT earthquakes in November - December 1997 (Breton et al., 2002). These earthquakes were 
located beneath the volcano, at depths from the surface (~4km above sea level (asl)) to 4km 
below sea level (bsl) (Zobin et al., 2002a). Similar swarms occurred in March, May, and June- 
July 1998, although in May half of the events were classified as low frequency volcanic 
earthquakes, and in June - July low-frequency events were predominant. Finally, in October - 
November 1998, a swarm of VT and low-frequency volcanic earthquakes (in approximately equal 
proportions) occurred between sea level and 4km asl and culminated in the extrusion of a new 
lava dome on 19th November (Zobin et al., 2002a). When the eruption began, VT earthquakes 
ceased as more seismic signals associated with eruptions occurred (Zobin et al., 2005). The focal 
mechanisms of the first four swarms consistently showed normal faulting, with similar 
orientations of P and T axes, whilst the swarm that culminated in an eruption showed pure inverse 
faulting (Zobin et al., 2002b).
During the final swarm, accelerating RSEM values were analysed using the model of 
accelerating strain developed to explain the precursors to the 1994 eruption (De la Cruz-Reyna 
and Reyes-Davila, 2001). Based on this analysis, a prediction that the eruption would occur 
between 16th and 18th November was issued on the evening of 12th November and received by the
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authorities on the 13th (De la Cruz-Reyna and Reyes-Davila, 2001; Reyes-Davila and De la Cruz- 
Reyna, 2002; Zobin et a l, 2002c). This was the first specific forecast ever issued at Volcan de 
Colima (Zobin et al., 2002c). However, the RSEM values dropped on 16th November, then began 
to accelerate erratically a day later. The lava dome finally appeared on 20th November, with block 
and ash flows beginning on 21st November. Although the eruption began outside the forecast 
window, it is widely seen as a successful forecast, as it enabled the authorities to evacuate the 
surrounding area before they were affected by pyroclastic flows (Reyes-Davila and De la Cruz- 
Reyna, 2002; Zobin et al., 2002c)
During the explosive activity o f 1999, no forecasts o f specific events were issued. A later 
study o f the RSEM values prior to the main explosive events (those on 10th and 22nd February, 
10th May, and 17th and 29th July) used the same model as that applied to the 1994 and 1998 
eruptions (Reyes-Davila and De la Cruz-Reyna, 2002). It was found that none o f these events had 
precursors as clear as those for the 1994 and 1998 eruptions: three o f the explosions had no 
precursory increase in RSEM values, whilst the remaining two were preceded by increases a few 
hours beforehand.
It was argued that clearer accelerations should be seen when an eruption occurs from a 
closed system, with rock failure opening the system so that an eruption can begin (Reyes-Davila 
and De la Cruz-Reyna, 2002). However, although the two eruptions for which clear accelerations 
were seen followed the longest repose intervals, the volcanic system was by no means closed 
before these events. The finding that renewed extrusion (in November 1998) was preceded by an 
FFM type acceleration in seismicity, whilst the explosions in February to July 1999 were not, is 
consistent with the results from Mount St Helens, where new episodes o f lava dome extrusion 
from 1982 to 1986 were preceded with FFM type accelerations in VT seismicity, whilst 
explosions were not (Smith et al., 2006). The explosions may thus have been driven by different 
and possibly more localised processes than the lava dome extrusions. The phreatic explosion at 
Colima in July 1994, which occurred after three years o f repose, was also preceded by an FFM 
type acceleration in seismicity. This sequence may have been driven in a similar manner to the 
March 1980 phreatomagmatic eruption o f Mount St Helens, where it is proposed that increasing 
pore pressures driven by an increase in groundwater temperature cause the accelerating fracture 
rates (Chapter 5).
172
Chapter 6: Analysis of Precursors to Lava Dome Eruptions
6.7 Implications of Results
Heightened VT seismicity (in terms o f event rates, energy release, and Benioff strain release) 
preceded many lava dome eruptions at Mount St Helens, especially towards the end of the 1980 
to 1986 sequence o f eruptions, but did not precede explosions. Heightened VT seismicity nearly 
always resulted in an eruption. The consistency o f these VT swarms resulting in an eruption is in 
contrast to the results from basaltic volcanoes and the first eruption after a long repose interval at 
andesitic-dacitic volcanoes, where seismic swarms often occur without immediately resulting in 
an eruption (Benoit and McNutt, 1996; Collombet et al., 2003). It is also in contrast to the results 
from some similar sequences o f lava dome eruptions such as those at Unzen from 1991 until 1995 
(Fig. 6.14).
The VT swarms at Mount St Helens ended abruptly when lava dome extrusions began. 
This reveals that: a) magma pressures high enough to induce fracturing o f the country rock and/or 
the brittle shell o f the lava dome built up before fresh magma could reach the surface, and b) this 
pressure did not drop until magma was extruded. It can thus be said that at Mount St Helens from 
March 1982 until October 1986, seismic swarms were caused by increased magma pressure, 
which was invariably released through effusive extrusion of magma rather than intrusions or 
explosions.
If brittle rock fracture controls the final approach to renewed eruptions with no changes 
in other conditions necessary, it is expected that the seismicity rates, or the peak seismicity rates, 
could be described the FFM with a=2 or the multiscale fracture model (MFM) (Kilbum and 
Voight, 1998; Kilbum, 2003). As the seismicity did not consistently fit these trends in this 
sequence o f lava dome emptions at Mount St Helens, particularly for the emptions with the most 
precursory seismicity, it is inferred that there were deviations away from these conditions. Non­
linear increases in remote stress could arise due to non-linear increases in magma pressure in the 
upper conduit. This could arise from gas exsolution driving microlite crystallisation, as proposed 
by Melnik (2001), for which there is strong petrographical evidence at Mount St Helens 
(Geschwind and Rutherford, 1995; Blundy and Cashman, 2001). This degassing induced 
microlite crystallisation can cause viscosity increases o f several orders o f magnitude, which 
results in pressure variations in the upper conduit o f up to lOMPa (Melnik, 2001). These 
pressures are high enough to cause fracturing in the surrounding rocks, and would be released as 
soon as a new eruption begins, resulting in the seismicity dropping at this stage. Once the 
eruption ends the process o f degassing, microlite crystallisation, and pressurisation begins again.
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This process results in a non-linear increase in pressure until extrusion begins, which then drops 
during extrusion.
Although much o f the precursory VT seismicity is likely to originate in elastic-brittle 
material, precursory deformation also occurs within the ductile dome and ductile margins o f the 
conduit, both o f which may deform without generating VTs. Therefore, the fracturing o f brittle 
material recorded through VT seismic events reflects only part of the fracturing and deformation 
that allows the eruption to begin. Ductile inflation o f the lava dome may lead to increased rock 
fall events, which can be detected on the seismic record. However, these are a secondary effect of 
the deformation, and their relationship with ductile deformation has not been quantified. With 
both the stress variation and the brittle-ductile deviations from the MFM, it is still expected that 
seismicity would increase prior to an eruption and drop abruptly when extrusion begins, but that 
the acceleration exponent may vary. This may explain why precursory fracturing was a strong 
feature at Mount St Helens, whilst patterns in this seismicity were not consistent with rock 
fracture in a constant field acting as the main control on the timing o f the eruption.
The restriction to only VT events in this analysis may eliminate the recording o f some 
rock fracture events, given the recent findings that fracturing in magma may generate hybrid and 
long period earthquakes (Tuffen and Dingwell, 2005; Neuberg et al. 2006), and that tremor may 
be formed of merged single events (Neuberg et al. 2000). However, the VT restriction was 
maintained, as although fracturing may trigger some o f these events, it is still widely believed that 
the long period component, and thus most o f their seismic energy, arises from fluid motion rather 
than fracturing (McNutt 2005).
Abundant growth o f microlites led to an increase o f crystal content from ~40wt% to 
~60wt% between 1980 and 1986, despite near constant phenocryst content (Geschwind and 
Rutherford, 1995). Increases in crystal content raise magma viscosity, making it more resistant to 
flow. Increasing thickness o f the dome carapace (Dzurisin et al., 1990) and increasing size o f the 
dome (Fig. 6.1) were a further impediment to extrusion that increased with later eruptions. This 
could explain why there was more VT seismicity observed before later eruptions. Evolution o f the 
dome size, and weaknesses and flaws generated by previous extrusions, may contribute to the 
variations in fracturing sequences before different eruptions.
The failure mechanisms within the lava dome and surrounding rocks and the seismic 
efficiency o f these mechanisms are expected to vary with depth and temperature. Results of
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laboratory compression and fracture toughness experiments on andesite (Chapters 8  and 9) 
indicate that the compressive and tensile strength do not vary with depths up to 2  km nor with 
temperature up to 600 °C. At higher temperatures the compressive strengths drop and the tensile 
fracture toughness increases before the material becomes completely ductile (and greater depths 
are not relevant in lava dome systems). Failure mechanisms o f rocks deformed in compression 
change from axial splitting to shear failure at depths < 0.4 km (between uniaxial and 10 MPa 
confining pressure.
6.8 Chapter Summary
VT seismicity (considered as event rates, Benioff strain release, and energy release) accelerated 
prior to lava dome eruptions at Mount St Helens from 1982 until 1986. These signals were clearer 
in daily and twelve hourly data than in smaller time groupings, possibly because o f a stronger 
influence o f background noise with short timescales, or because the shorter timescales detect 
different processes. Seismic energy release had accelerations more consistent with the FFM than 
Benioff strain release or VT event rates. However, these accelerations could not be used to 
constrain the timing o f the impending eruption. The event rates calculated from the time interval 
per fixed number o f VT events gave the shortest forecast windows, but these windows were often 
inaccurate. Seismic event rates above background levels at Mount St Helens from 1981 to 1986 
remained the most unambiguous indicator that an eruption would occur within 3 days to 3 weeks, 
whilst patterns in this seismicity could not be used to further constrain the expected timing o f the 
impending eruption.
Later eruptions were characterised by stronger seismic precursors, and also exhibited 
clearer accelerations. This may be attributed to a larger and more solidified dome with more 
viscous magma at this stage, all acting as a greater impediment to magma ascent. Discrepancies 
between models o f rock fracture and the seismic precursors to renewed lava extrusion may arise 
due to deviations from an elastic-brittle system under constant remote stress.
A comparison with other persistent andesitic-dacitic lava dome eruptions showed that 
while results are sometimes similar, the VT seismic precursors to new extrusions are not always 
as consistent as they were at Mount St Helens. Further work is required to identify when and why 
these precursors are sometimes more prevalent than others.
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CHAPTER 7: EXPERIMENTAL PROCEDURES FOR TESTING 
FRACTURE-MECHANICAL PROPERTIES OF ANDESITES
7.1 Introduction
The main aims o f  the experimental programme were:
1. To determine the strength and mechanical properties o f  volcanic rocks under 
conditions expected within a volcano. This can be used to modify failure 
criteria for creating magma conduits through fracturing o f  the country rock, 
and criteria for fracturing within lava domes, which may result in either 
renewed exogenous growth, or collapse o f  the lava dome;
2. To link seismicity recorded at volcanoes to the conditions driving the 
fracturing. Acoustic emissions (AE) recorded during laboratory experiments 
are analogous to seismic events recorded at volcanoes. AE patterns recorded 
during controlled laboratory experiments can thus be compared to seismicity 
recorded at volcanoes to infer details about the volcanic system, and improve 
forecasting models based on accelerating seismicity.
It was thus necessary to perform mechanical tests on volcanic rocks at temperatures up to 
~900 °C (typical solidus o f andesites and dacites) and at low to moderate confining pressures 
(up to 50 MPa is equivalent to depths up to 2 km).
In this chapter I will describe standard testing procedures for fracture mechanical 
properties o f rocks, and justify the procedures chosen for the experimental programme. I will 
then describe all the experimental apparatus and procedures, from the calibration o f  all the 
components, sample preparation, and sample set-up assembly to the procedures followed 
during and after all experiments, and the methods and equipment used to acquire and analyse 
experimental data.
7.2 Standard Testing Procedures
7.2.1 Fracture Toughness Tests
Tensile (mode I) fracture toughness experiments represent the conditions for the propagation 
o f a tensile fracture at or near the surface o f a lava dome. The temperatures may vary from 
atmospheric at the surface o f an old dome to the solidus o f lava at very shallow depths (cm to 
m) within a young dome and the presence o f  water may play a key role in the fracture 
toughness (Section 2.6).
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Mode I fracture toughness is the stress intensity necessary at the tip o f a tensile 
fracture for it to propagate dynamically. There are several standard testing procedures and 
sample geometries used to determine this value, most o f  which use a sample with a pre­
existing notch or crack, with the force necessary to extend this notch used to calculate the 
fracture toughness. Most testing procedures recommended by the International Society for 
Rock Mechanics use a chevron shaped notch (ISRM, 1988; 1995). Common sample 
geometries include the short rod (cylinder with height between 1 and 2  x diameter; straight 
edge or chevron notch at one end o f cylinder in axial direction; fracture extended by pulling/ 
pushing apart either side o f  notch), the bending bar (can be a cylinder or square bar; length > 
3 x diameter; straight or chevron notch in radial direction at centre o f length; fracture 
extended by pushing centre o f bar in opposite direction to ends), the double torsion specimen 
(A sheet with approximate proportions 30:15:1, with a groove along the centre o f the base o f 
1/3 sheet thickness; fracture extended by applying a force down above the groove and up on 
the edges o f  the sheet), and the brazilian disc (a disc with thickness < V i diameter; 
compressive force applied to curved surfaces, through centre o f disc to generate tensile 
fractures in direction o f  compressive stress; sample may contain a chevron notch) (Atkinson 
and Meredith, 1987b; ISRM, 1988; 1995; Hashida, 1993)
7.2.2 Compression Tests
Whilst tensile fracturing may dominate at the surface o f a lava dome, much o f the 
deformation and fracturing within the lava dome and volcanic edifice is a result o f  
compressional and shear stresses (Section 2.6). The most important and common tests for 
determining how rocks deform and fracture under these stresses are uniaxial and triaxial 
compression tests, in which cylindrical cores are subjected to axial compression (Paterson, 
1978; Ranalli, 1995). For uniaxial tests no confining pressure is applied, and for triaxial tests 
a lateral confining pressure is used to exert C3, the minimum principal stress. Lava dome 
conditions can be simulated with uniaxial and triaxial compression experiments under low  
confining pressures (up to lOMPa), at temperatures from ambient to 900°C. Although uniaxial 
experiments are generally less representative o f field conditions than triaxial experiments, 
they are included because they are the easiest to perform technically. Moreover, they may 
represent some specific field conditions. For instance, it has been noted that the lava spine 
currently growing at Mount St Helens appears to be deforming in uniaxial compression 
between the crater walls (Denlinger et al., 2005).
Confining pressures o f 30 MPa and 50 MPa simulate fracturing and deformation o f  
rocks at depths o f 1 to 2 km. Before renewed extrusion during lava dome eruptions, seismicity
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is predominantly located at this and shallower depths and even in the final weeks before the 
first eruption after a long repose interval, the earthquake depths rarely exceed 5 km (Section 
2.6). Temperatures will be defined by the local geothermal gradient except when within 10s 
o f  metres o f  newly intruded magma (Section 2.6).
The most common type o f  uniaxial or triaxial experiment is a constant strain rate test, 
where the axial load is applied so as to deform the sample at a constant axial strain rate, whilst 
recording the axial stress. Typical results from this type o f test are shown in Section 3.6. 
These tests can be used to identify different types o f  deformation (elastic, plastic, viscoelastic, 
etc.), determine the peak compressive strength, and to determine parameters to describe the 
elastic and/ or flow properties o f  the rock. If a triaxial compression experiment is continued 
after brittle failure, the measured post failure stress can be used to determine frictional 
properties o f the shear fracture formed during brittle failure. Laboratory uniaxial and triaxial 
compression experiments are commonly conducted at a constant strain rate close to 10'V1, 
because this is slow enough to observe changing stress strain relationships and AE patterns, 
but fast enough for the experimental conditions to be maintained for the duration o f  the test. 
Although this strain rate is considerably higher than those typical o f  crustal faults (10‘15 to 10' 
V ) ,  it is within the range o f strain rates observed in lava domes and inferred along the 
margins o f magma conduits (Tuffen et al., 2003; Rust et al., 2003; Beeler et al., 2005).
Uniaxial and triaxial compression experiments can also be conducted in creep or 
constant load rate mode. In creep experiments, the axial stress is held at a constant value, 
whilst the strain is recorded. Typical strain: time curves obtained from this type o f  experiment 
are shown in Section 3.4.1. This type o f  experiment is useful for observing the deformation 
and seismicity (if AE are recorded) that precede failure o f  rocks subjected to a constant stress 
field. Constant load rate experiments give similar results i f  the load rate is low, and can also 
be used to find the Young’s modulus and peak stress o f the rock. Some models o f rock 
fracture prior to volcanic eruptions are based on the response o f the surrounding rocks to a 
constant stress field, or a slowly monotonically increasing stress field (Kilbum and Voight, 
1998; Main, 1999; De la Cruz-Reyna and Reyes-Davila, 2001; Kilbum, 2003; see section 4.4 
also). It is thus useful to observe strain and acoustic emissions under these loading conditions 
in order to validate these models.
7.2.3 Testing Procedures Chosen for the Experimental Programme
For this experimental programme rocks were tested in uniaxial and triaxial compression with 
confining pressures up to 50 MPa and temperatures up to 900°C. Axial strain rather than 
stress is usually increased at a constant rate in laboratory experiments because (1) it is less
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technically challenging and (2) it is better for modelling tectonic fault movements. Tectonic 
plates move at an approximately constant rate, with the local responses o f the rocks 
controlling when earthquakes occur. As these responses and earthquakes are typically on a far 
smaller scale than the overall tectonic plate movement, this plate velocity continues at a 
constant rate. However, at volcanoes the stress field is often modified by the magma 
pressures, which act on the same scale as the region o f heightened deformation and 
seismicity. Before lava dome eruptions, some workers have proposed that the magma pressure 
within the shallow conduit will show cyclic pressure variations (Melnik and Sparks, 1999; 
Barmin et al., 2002), whilst others have suggested that lava dome deformation may be driven 
by a constant increase in internal magma pressure (Denlinger, 1990). Before the first eruption 
after a long repose interval, it has been proposed that the final accelerations in fracturing and 
ground deformation (in the final one to two weeks) may be a slow response to an 
approximately constant stress field (Kilbum and Voight, 1998; Kilbum, 2003). Deformation 
and fracturing o f  lava domes and country rocks in volcanoes before emptions would thus be 
more accurately modelled with a controlled stress field than a controlled strain rate. Both 
constant strain rate and constant loading rate experiments were conducted. This enabled both 
characterisation o f  the strength and rheology o f  the andesite under a range o f conditions, and 
observations o f the strain and acoustic precursors to shear failure in a constant compressive 
stress field.
Level I fracture toughness tests were conducted using the ISRM chevron notched 
short rod configuration (ISRM, 1988) in water and air at temperatures up to 900°C. This 
configuration is shown in Fig. 7.1, with the sample dimensions relative to the sample diameter 
listed in Table 7.1. This method was chosen because it is a reliable and simple means of 
finding the Mode I fracture toughness and there was already apparatus for conducting these 
experiments at elevated temperatures in the Mineral, Ice and Rock Physics laboratory at UCL 
(Balme, 2001; Balme et al., 2004).
Sample Dimension Value Tolerance
Specimen diameter D > 10 x grain size
Specimen Length (w) 1.45 D ±0.02D
Subtended chevron angle (0) 54.6° ±1°
Chevron V tip position (ao) 0.48D ±0.02D
Chevron length (ai-ao) 0.97D ±0.02D
Notch width (t) <0.03D or 1mm
Table 7.1. Sample dimensions for the short rod configuration as a function of sample diameter, D.
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Figure 7.1 Short rod specimen configuration (ISRM, 1988)
7.3 Description o f the Apparatus
A high temperature fracture mechanics cell, developed in the Mineral Rock and Ice Physics 
laboratory at UCL, was used for both fracture toughness and uniaxial and triaxial compression 
tests. This apparatus was originally designed by Colin Jones and Steve Boon to perform level 
I fracture toughness experiments in gas and water at temperatures up to 400 °C and confining 
pressures up to 100 MPa. It was then modified by Matthew Balme and Peter Sammonds to 
perform Level I and Level II fracture toughness tests with confining pressures up to 30 MPa 
and temperatures up to 650°C, using gas or water as a confining fluid (Balme, 2001; Balme et 
al., 2004). Valentina Rocchi and Peter Sammonds then designed a high temperature triaxial 
deformation cell with a loading actuator designed by Steve Boon, which used the pressure 
vessel and main external frame o f the existing fracture mechanics cell (Rocchi, 2002; Rocchi 
et al., 2004). This apparatus can perform triaxial deformation tests with confining pressures 
up to 50MPa and temperatures up to 1000°C, with the external components modified to
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accommodate both uses o f the apparatus. Full details o f  the fracture toughness apparatus can 
be found in Balme (2001), and full details o f  the uniaxial and triaxial compression apparatus 
can be found in Rocchi (2002).
The pressure system for the apparatus includes the confining pressure system, the 
pore pressure system, the pressure vessel, the pressure pumps, and seals. The apparatus can 
use either liquid or gas as a confining fluid for both types o f experiment. For this study, 
triaxial deformation experiments were conducted with argon as a confining medium, and 
fracture toughness tests were only performed in air with no confining pressure, and in water 
with 2MPa confining pressure. Argon was chosen as a confining medium because it is inert at 
high temperatures due to its high atomic number, and has good sealing qualities. Both o f the 
set-ups use large sample sizes, so that they can perform valid tests on volcanic rocks with 
grain sizes o f  up to 2mm. This large sample size contributed to some o f  the limitations in the 
temperatures and temperatures that can be reached on this apparatus.
Pressure seals had to be used within the pressure vessel to seal feed-throughs for 
signal cables and thermocouples, the top and bottom plugs, and the fracture toughness 
actuator piston; as well as in the triaxial actuator and all its components, the hydraulic clamp, 
the pore fluid inlets and outlets and the confining pressure inlet.
7.3.1 Fracture Toughness Apparatus
This apparatus is designed to perform Level I and Level II fracture toughness tests on short 
rod specimens, using the standard geometries recommended by the International Society o f  
Rock Mechanics (ISRM, 1988). This apparatus can test samples with diameters up to 60mm. 
The main features o f  the fracture toughness apparatus, shown in Fig. 7.2, are the actuator and 
force transfer system. The actuator loads the sample in tension by applying a force on the two 
faces o f the notched sample. The actuator piston is activated with a manually operated piston 
screw pump from High Pressure Equipment Co. capable o f  reaching 34MPa and a capacity o f  
60 mL per stroke. This pressure build up in the actuator can be converted into a tensile force 
in the sample due to the novel design o f  the sample setup. The sample set-up consists o f a 
C22 Hastelloy cylinder with knife-edges at the bottom and top and split in two along the axis 
of the cylinder. The actuator is housed within another smaller Hastelloy cylinder, placed 
inside one o f the two halves, as shown in Fig. 7.2. The housing and the piston are sealed and 
connected to the pressure generator causing the piston to push against the other half o f the 
cylinder and opening the notched sample. The sample is not jacketed; therefore the confining 
medium will penetrate into the sample pores.
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Figure 7.2- Schematic diagrams of the sample set-up with the actuator piston and the force transfer system of the fracture toughness apparatus (courtesy of 
Valentina Rocchi).
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The fracture toughness furnace consists o f an upper and a lower heating coil, controlled 
by two Eurotherm temperature controllers. These controllers detect the temperature o f the coils 
using K-type thermocouples, and adjust the power output accordingly to achieve the desired 
temperature. They can be programmed to increase or decrease the temperature in a step or at a 
given ramp rate, and to dwell at a given temperature for a set amount o f time. One temperature 
controller acts as a master controller, while the other, known as a slave controller, maintains the 
temperature o f the other coil at a given offset from the master controller. The temperature offset 
between the coils is optimised to minimise the temperature gradient over the sample. A third 
Eurotherm controller is used as an over-temperature controller, and cuts off all power to the 
furnace if  the top closure o f the vessel exceeds 250°C, as it is unsafe for the vessel to exceed this 
temperature. The furnace is insulated with alumina blanket. Insulation is important to minimise 
temperature gradients induced by convection, maximise the efficiency o f the furnace, and 
minimise the temperature o f the vessel walls, seals in the top closure, and actuator. This furnace 
has been used for Level II fracture toughness tests at temperatures up to 600°C at ambient 
pressures. However, this temperature limit is imposed due to the temperature limit of the 
inductive displacement transducer, which is used to measure crack mouth opening displacement 
(CMOD). Unconfined Level I tests were possible at temperatures up to 900°C, as CMOD is not 
measured in these tests and the top closure still remained below its temperature limit. However, 
seals in the bottom closure were damaged and had to be replaced after these tests, so these 
temperatures could not be obtained under confining pressure.
7.3.2 Uniaxial and Triaxial Deformation Apparatus
The triaxial deformation cell contains a furnace, a hydraulic clamping system, and an actuator and 
load cell for axial loading. This apparatus can deform cores o f 25mm diameter and 75mm length. 
These dimensions are large enough to provide valid mechanical data (diameter > 10 x phenocryst 
sizes) and the length : diameter ratio is small enough to prevent buckling and large enough to 
allow the central section to deform homogeneously. The internal components of the high 
temperature triaxial deformation apparatus are shown in Fig. 7.3. Note that an AE wave guide is 
located within the bottom piston. This piston contains a 4mm wide bore with a screw thread, into 
which the AE wave guide is screwed. This is a long, stiff metal rod that transmits acoustic waves 
from the sample to an AE transducer, allowing the recording o f acoustic emissions during the 
deformation tests. It has been demonstrated in experiments using a waveguide that although the 
waveguide attenuates acoustic waves, it reduces all amplitudes by the same factor and thus does 
not change the amplitude distribution o f AE events (Meredith and Atkinson, 1983).
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Figure 7.3 Diagram of the internal components of the HT triaxial deformation apparatus. The green circles 
indicate the position of the thermocouples (courtesy of Valentina Rocchi).
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The furnace consists of inner and outer heating coils, controlled by two Eurotherm 
temperature controllers in the same manner as the fracture toughness furnace. The over­
temperature Eurotherm controller cuts off all power to the furnace if the load cell thermocouple 
exceeds 300°C. Heat convection and heat conduction had to be reduced as much as possible in 
order to obtain high temperatures with minimum power, minimal thermal gradients across the 
sample, and minimal temperatures on the seals and inner wall of the vessel. This was achieved 
through using alumina blanket to fill all the empty spaces within the vessel and using alumina 
rods in the load chain to prevent conduction from the sample through metal pistons in the original 
design, with further insulation improvements made specifically for this project (Section 7.4.2).
The hydraulic clamping system ensures that all components are in line and do not move 
during testing. The clamping force must exceed the load due to confining pressure added to the 
maximum expected peak load during deformation in order to keep the vessel and internal 
components down on the base plate and to stiffen the load chain. These forces can be calculated 
using the pressures listed in Table 7.2.
Load due to Confining Pressure @
lOMPa = 72.4kN
20MPa = 144.8kN
30MPa = 217.2kN
40MPa = 289.6kN
50MPa = 362.0kN
60MPa = 434.4kN
70MPa = 506.7kN
Clamping Force Available @
10 bar = 38.4kN
20 bar = 76.8kN
30 bar = 115.2kN
40 bar = 153.6kN
50 bar = 192.0kN
100 bar = 383.9kN
150 bar = 575.9kN
200 bar = 767.8kN
Table 7.2 Look up table for setting the hydraulic clamping force. The clamp pressure should be set to a 
value that gives an available force in exceess of the expected peak load plus the load due to 
confining pressure.
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The actuator provides the axial stress, whilst the confining pressure provides lateral 
stresses. The loading ram is pressure balanced, so that the axial stress is always greater than or 
equal to the lateral stresses. The actuator and the loading ram act on the top side of the sample, as 
shown in Fig. 7.3. The actuator is a hydraulic loading system driven by a closed loop servo 
controller. Its movement is measured by two Linear Voltage Differential Transducers (LVDTs). 
A coarse transducer manufactured by Schlumberger is used to indicate the approximate position 
of the load cell on lowering, while a more sensitive LVDT, manufactured by RDP Electronics 
Ltd., is used during the experiment to measure the deformation of the sample. The load across the 
load cells is measured using a half Wheatstone bridge strain gauge arrangement.
The samples are jacketed in order to prevent penetration of the confining fluid into the 
sample, which would increase the pore pressure, thus reducing the effective pressure. The 
confining medium could also cause strength alterations and chemical reactions that would alter 
the results. The jackets are sealed to the pistons using nitrile O rings. The jackets must have a 
high melting point, low thermal expansion, and high ductility. For the higher temperature 
experiments 0.3 mm thick low carbon iron was selected, and 0.2mm thick aluminium was used 
for room temperature tests. Although thin jackets were used, corrections still had to be made for 
the force borne by the jacket (see section 7.9.2).
7.3.3 Acoustic Emission Measurements
Acoustic Emissions (AE) are elastic waves generated by the rapid release of energy accumulated 
in stressed material. This energy is usually released through the generation and growth of cracks 
and discontinuities. For fracture toughness tests, the AE signals are conducted through the split 
Hastelloy cylinder and bottom plug, as shown in Fig. 7.2. For triaxial deformation tests, the AE 
signals are transmitted through the AE wave guides shown in Fig. 7.3. In all cases, the signals are 
received by a Physical Acoustics Corporation model WD piezoelectric transducer that converts 
the wave pulse into an electrical signal. This transducer has a broad frequency range of 100kHz to 
1MHz. The signal is first pre-amplified with a gain of 30 to 50dB (depending on the conditions), 
and then filtered and amplified again before sampling by Physical Acoustics Corporation Disp- 
Loc software. This software records the arrival time, rise time (time between event onset and peak 
amplitude), counts (number of 0 crossings within the event waveform), energy, duration, 
amplitude, average frequency, and resonant frequency of each event exceeding an amplitude 
threshold.
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7.4 M odifications to the Apparatus
I made some modifications to both the fracture toughness and the triaxial deformation apparatus 
in order to complete the planned experimental programme.
7.4.1 Modifications to the Fracture Toughness Apparatus
The confining pressure system had to be modified for the current experimental programme due to 
the following problems preventing tests from being performed in high temperature H20:
• There was no pressure valve at the top of the furnace. This was needed to expel air when 
filling the vessel with water. There was a valve after Matthew Balme’s modification of 
the apparatus (Balme, 2001), but this was removed when modifications were made to 
accommodate the triaxial deformation load cell;
• There was no means of venting hot, pressurised H20  vapour. All experiments using water 
as a confining medium since Matthew Balme’s modification of the apparatus were 
conducted at room temperature (Balme, 2001; Balme et al., 2004).
These issues were resolved by:
• Replacing the top valve using shorter pipes, so that it fits beneath the load cell;
• Adding a long coiled pipe that goes through cold water to the exhaust vent. This allows 
hot pressurised steam to expand, depressurise, and cool before leaving the pipe.
My modification design, shown in Fig. 7.4, was implemented by John Bowles. When water was 
used as a confining medium, it was found that the insulation was far less effective, and that 
convection was a problem. Temperatures near the transducers and seals were only -20° C lower 
than the sample temperature and thermal gradients across the sample were far higher than found 
in air. Therefore tests in water could only be performed at temperatures up to 200°C.
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Figure 7.4 -  The confining pressure system used for fracture toughness experiments, with modifications
shown in the dashed box
An AE transducer was attached to the base of the bottom plug as shown in Fig. 7.2. AE 
were not recorded during previous fracture toughness tests performed on this apparatus by Balme 
and Rocchi (Balme, 2001; Rocchi, 2002; Balme et al., 2004). Unfortunately wave guides (as used 
in the triaxial set up, see Section 7.3.2.) cannot be used in this set up, as there is no material in 
contact with the top of the sample and the force transfer system prevents positioning a wave guide 
at the base of the sample. Instead the force transfer system and base plate must themselves act as 
a wave guide. AE were recorded during loading and unloading of the actuator with an aluminium 
dummy sample, resulting in less than 1% of the amount of AE recorded during the fracture 
toughness experiments. This demonstrated that the fracture toughness force transfer system acted 
as an effective wave guide, and the majority of the AE recorded were related to rock fracture 
rather than any mechanical noise from the force transfer system.
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7.4.2 Modifications to the Uniaxial and Triaxial Deformation Apparatus
The existing apparatus was satisfactory for running uniaxial and triaxial constant strain rate 
experiments up to the temperatures shown in Table 6. 1. At higher temperatures and pressures, 
convection within the vessel led to the hot zone of the furnace being higher than the sample and 
overheating of the load cell. The existing air cooling system used to partially overcome this 
problem masked AE, thus preventing the recording of AE in the highest temperature and pressure 
experiments. For this experimental programme, AE recording was desired for all test conditions. 
It was also desirable to increase the temperature limits at higher confining pressures, in order to 
model fracturing at depths of a few kilometres close to magmatic conduits and magma storage 
regions. See Section 2.6 for further details on where precursory rock fracture occurs, and the 
conditions I intended to model with these experiments. I also planned to conduct constant load 
rate experiments, which were not possible with the existing servo-control system.
The servo controller was upgraded with a new design Rock Physics Systems digital servo 
controller, developed by Steve Boon. This system can use feedback from the load transducer or 
either of the LVDTs to control the actuator, and can also accommodate more complex control 
programmes. This system gave improved control in LVDT control mode (used for strain rate 
experiments) and allowed creep and load rate tests. However, in load control mode it was not 
initially possible to ensure the load was released as soon as the sample failed. Components of the 
furnace could be damaged if the loading ram suddenly descends through the sample when its 
strength drops, and the servo controller is trying to apply a load greater than the strength of the 
failed sample. This issue was resolved through discussion with the software developers, resulting 
in a new software upgrade. This upgrade enabled input of load or displacement limits into the 
loading program, and choice of the action to be taken once that limit is reached. In the case of 
load controlled experiments, it was possible to input a displacement limit, and to switch to LVDT 
control or switch off the hydraulics when this limit is reached, thus allowing the load to drop 
when the sample fails. An additional problem in load control mode was that a significant axial 
stress had to be applied before the load control feedback system would function properly. For 
load controlled experiments the sample was first loaded to ~20MPa differential stress under 
displacement control, before switching to load control.
The convection problems were reduced by my decision to place a ceramic disc in the 
furnace insulation, placed just above the outer heating coil, as shown in Fig. 7.5.1 also moved the 
outer coil to a lower position within the furnace. The inner coil was left in the same position, as 
only this coil is used in unconfined experiments, so this meant that the hot zone for unconfined
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tests would remain unchanged. When the outer coil is switched on for additional heating in high 
temperature triaxial experiments, its lower position with a solid disc above it to prevent 
convection into the upper section of the vessel means that the additional heating is supplied to the 
bottom of the sample. This brought the hot zone of the furnace to the level o f the sample, as seen 
in the confined furnace calibration (Section 7.6.3). This modification slightly increased the 
maximum temperatures at which experiments could be run and reduced the need for air cooling 
so that AE could be recorded under more conditions. However, at the highest desired temperature 
(900°C) AE could still only be recorded under unconfined conditions. At 30 MPa confining 
pressure air cooling had to be used for all high temperature experiments. During furnace 
calibrations, the thermocouple was moved from % of the way up the sample to the base o f the 
sample. This showed a vertical temperature variation within the sample of 5 to 15 °C. Although 
further improvements were desirable, they would have required a costly and time consuming 
redesign o f the furnace and pressure vessel, and were thus beyond the scope o f this project.
Macor Disc Inserted to 
«■" reduce convection, 
and prevent heat rising 
above the height 
of the sample
Top of outer 
heating coils 
lowered by 20mm
Figure 7.5 Diagram of modifications made to the furnace for triaxial experiments in order to reduce 
convection within the vessel.
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7.5 M easurem ents and Data Logging Techniques
This section lists all the measurements taken during the tests and the data logging devices. The 
calibration of all measurements is discussed in Section 7.6.
7.5.1. Fracture Toughness Measurements
For fracture toughness experiments, the crack opening force applied to the rock can be 
determined from the pressure of the fluid in the actuator. A pressure transducer attached to the 
tubing from the intensifier to the actuator measures the pressure in the actuator, and outputs 
readings to the data acquisition card through the conditioning unit. A Budenberg dial gauge, 
connected to the pressure intensifier, outputs readings to an analogue dial on the outside of the 
apparatus. This pressure is converted into load in Newtons using the geometry of the apparatus 
(Balme, 2001). Crack Mouth Opening Displacement (CMOD), needed for Level II fracture 
toughness experiments, can also be measured, but was not necessary for these experiments as 
only Level I fracture toughness experiments were performed.
7.5.2 Axial Load and Strain Measurements for Compression Experiments
The corrected signals from the half Wheatstone bridge and the strain gauges in the triaxial 
deformation cell pass through a conditioning unit, where they are filtered and amplified, before 
they are sent to the data acquisition card and to the servo control unit. Both of the LVDTs, for 
fine and coarse measurement, are attached to the moving actuator. The normal strain value is 
determined using Eq. 7.1, where lo is the original length of the sample, and Al is the change in 
length.
The load measured on the full Wheatstone bridge strain gauge is converted into a value 
for oj in MPa using Eq. 7.2, where L is the load measured in N, and A is the surface area of the 
circular face of the sample in mm2.
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7.5.3 Confining Pressure Measurements
A Budenberg dial guage is used for coarse measurements of confining pressure, whilst a pressure 
transducer from Druck Ltd. is used for finer measurement and data logging. It is connected on the 
pressure line connecting the gas pump to the pressure vessel. The output signal is sent through a 
conditioning unit to the data acquisition card. The transducer can measure pressures up to 70 MPa 
with precision of ± 0.1 %, and has a very good thermal stability.
7.5.4 Temperature Measurements
Temperature sensors are used for both temperature control and data acquisition. All 
thermocouples used for during experiments and calibrations were pre-calibrated K-type 
thermocouple probes with an Inconel sheath from RS components. Thermocouples had different 
dimensions depending on their function and position. K-type thermocouples measure 
temperatures in the range -200 to 1100°C with a sensitivity of up to 4 |iV°C'1. They were 
connected to the data acquisition card via a cold junction. The calibration was checked by placing 
the thermocouples in ice and in boiling water.
In the fracture toughness set-up, there were 5 thermocouples. Two on the heating coils, 
whose output signals are sent to Eurotherm temperature controllers to regulate the power supplied 
to the coils; one on the outside of the cell, whose output signal is sent to the Eurotherm controller 
for over-temperature safety cut-off; one at the base and another at the top of the sample, whose 
output signals are sent to the data acquisition card to verify that the sample is at the desired 
temperature with minimal temperature gradients.
During triaxial testing 4 thermocouples are used. Two thermocouples are used for 
temperature control (on the heating coils), one on the load cell is used by the over temperature 
controller to ensure the load transducer does not overheat, and one on the inner wall of the 
pressure vessel is used to check the vessel walls do not reach temperatures high enough to 
weaken the material. It is not possible to have a thermocouple inside the sealed jacket in contact 
with the sample during deformation experiments as there is no space for one without disrupting 
the axial load chain or compromising the jacket seal. This is overcome by calibrating the vessel 
with a sample containing a thermocouple (see Section 7.6 for full details).
7.5.5 Data Logging
Most electrical signals were acquired using a National Instruments LABview PCI-6220 data 
acquisition card. The only exceptions were the AE signals, which were acquired on the Disp-Loc
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system, and certain thermocouples that were used by Eurotherm temperature controllers, whose 
values did not need to be logged. The LABview card acquired voltage values directly from the 
thermocouples and via conditioning units from the pressure transducers, load cell and LVDTs. All 
inputs were connected in differential mode.
The data acquisition card was controlled with LABview software in a Pentium 4 PC. A 
graphical data logging program was used to display and store data. The program allowed 
changing the sampling rate and correcting or linearising the data. Data were converted from volts 
into SI units by the LABview software, using the calibrations determined through the procedures 
described in section 4.5. The data was then displayed and stored in SI units
7.6 Calibration Procedures
Calibration of the fracture toughness and triaxial deformation apparatus are discussed in full in 
Balme (2001) and Rocchi (2002). All measurements were calibrated again in order to verify that 
the apparatus was performing all the tasks correctly, and to obtain or modify relations between 
raw voltage outputs and SI units.
7.6.1. Transducer Calibrations
Confining pressure and pressure within the fracture toughness actuator were measured with 
pressure transducers supplied by Druck. These were calibrated using the Bedenberg 370, an oil 
operated hydraulic dead weight testing machine. During calibration, the pressure transducers were 
connected to the testing machine, a conditioning unit that provides the input signal, and a 
voltmeter that displays the electrical output. The machine was then incrementally loaded with 
weights corresponding to different pressures measured in bar. For each pressure, 3 voltage 
readings were taken, and the average voltage plotted against the pressure. The linear relationships 
both had R2 values greater than 0.9999.
The LVDT used for fine displacement measurement in the triaxial deformation apparatus 
was calibrated by placing it in a jig with a micrometer at one end. This transducer has a range of 
±5mm and a precision of ±5 pm. During calibration, the transducer was displaced in steps of 
0.5mm and the voltage output was recorded until the full range was covered. This was repeated 3 
times, and the average output voltage was plotted against the displacement. This yielded a linear 
relationship with a R2 value greater than 0.9999, which was used to convert raw displacement 
data from voltages into mm.
193
Chapter 7: Experimental Procedures
The strain gauge half bridge used to measure the load across the triaxial deformation load 
cell was calibrated using a 250kN proving ring made by Engineering Laboratory Equipment Ltd. 
This proving ring had been calibrated to obtain a relationship between the load and the deflection 
of the ring as read from the central dial, accurate to 2pm. The vessel had to be detached from the 
load cell in order to place the proving ring beneath and in contact with the load cell. Incremental 
loads were applied via the servo-controller in displacement control mode. The value of load in kN 
and the corresponding electric signal were read off the proving ring and LABview channel output 
respectively. The test was repeated three times, and the results were plotted to obtain a relation 
between load in Newton and Voltage. This relation has a R2 value of 0.9999. This was used to 
calculate axial load from raw data in volts.
Plots of these calibrations with the relationships determined between raw data and SI 
units are shown in Appendix B
7.6.2. Load Cell Calibration
During the original design and implementation of the triaxial load cell, the sample set up was 
loaded with steel and aluminium samples of 2 different lengths to determine the apparatus 
compliance, so that strain values could be corrected for apparatus strain (Rocchi, 2002). One of 
these tests was repeated, yielding the same results as the original calibration. This indicated that 
the load cell was still functioning effectively, and the original calibration (Eq. 7.3) was still valid.
Correction displacement (pm) = 4.915 x Load (kN) (7.3)
Further calibrations performed during the original development of the apparatus indicated that 
temperature had no effect on these calibrations (and hence the load and displacement 
transducers); and that confining pressures caused an off-set in load measurements, which could be 
corrected by simply adding the off-set value to obtain zero load at the point where the top piston 
was not in contact with the sample assembly (Rocchi, 2002).
7.6.3. Furnace Calibration
There is no space for a thermocouple in contact with the sample in the sample set-up, so the 
furnace had to be calibrated to determine a relationship between the heating coil temperature and 
the sample temperature. This is done with a rock sample with a 4mm hole drilled to the middle of 
the sample, in which a thermocouple is placed. The temperature reading from this thermocouple 
is compared with the temperature of the heating coils, in order to establish what temperature the 
coils should be to obtain the desired temperature in the middle of the sample. These calibrations
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were performed during the initial development of the apparatus. However they had to be repeated 
as the furnace was rebuilt when a heating coil and thermocouple were replaced before this 
experimental program, and again when the modification described in Section 7.4.2 was 
implemented. For the unconfined tests, only the inner coil was used, as this was sufficient to heat 
the sample to all required temperatures and achieved a minimal temperature gradient across the 
sample (evidenced through moving the thermocouple inside the sample up and down its length, 
and by the region of thermal discolouration on the sample jacket). The temperature gradient 
across the sample was <5 °C at 300 °C, <10 °C at 600 °C and <15 °C at 900 °C. The temperature 
of the heating coil was increased at 10 °C per minute, then held at the target temperature until the 
sample temperature stabilised. A stable temperature was taken to indicate a minimal radial 
temperature gradient. An early calibration indicated that the sample temperature would exceed the 
heating coil temperature at temperatures above temperatures of -500 °C, which is consistent with 
the results of Rocchi (2002). However, this is not realistic, and was resolved by ensuring that the 
tip of the thermocouple was securely fixed in contact with the heating coil. The final calibration 
indicated that the sample temperature lagged the heating coil temperature by 100 °C at 300 °C, 50 
°C at 600 °C, and 40 °C at 900 °C during heating, and that the load cell and vessel wall 
temperatures remained well within their safe range (300 °C and 200 °C respectively). Earlier 
calibrations indicated that the sample temperature would increase slightly after the heating coil 
temperature is held constant. This expected increase and the heating coil target temperatures 
calculated from this for each desired sample temperature are shown in Table 7.3. Repeated 
calibrations indicated that the temperature accuracy was ± 10 °C at 900 °C, ± 7 °C at 600 °C, and 
± 4 °C at 300 °C.
Sample target
temperature
(°C)
Sample temp when inner 
coil first reaches sample 
target temp (°C)
Sample temp increase 
after inner coil reaches 
target temp (°C)
Calculated inner 
coil target temp 
(°C)
300 200 90 310
600 550 40 610
900 860 20 920
Table 7.3 furnace calibration data for uniaxial experiments with calculated required inner coil temperature 
for each desired test temperature. The inner coil target temperature = sample target temperature + 
sample temperature lag during heating -  sample temperature increase from time coil reaches target 
temperature to time sample temperature stabilises.
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Initial calibrations of the furnace under confining pressure indicated that the sample 
temperature lagged the temperature of the coils considerably, the sample had a large temperature 
gradient (-200 °C across the sample at 400 °C, which did not drop after the heating coil was held 
at a constant target temperature for 30 mins), and that the load cell reached similar temperatures 
to the sample. Once the modifications listed in Section 7.4.2 were implemented, it was found that 
the sample would not heat up with one coil as quickly as it did when the furnace was unconfined. 
The heating was optimised by dropping the heating rate to 7.5 °C min'1 and using the outer coil 
with its target temperature set to the inner coil temperature minus 50 °C. Air cooling was 
necessary to keep the load cell temperature down. Calibrations performed at 5 MPa and 20 MPa 
initial confining pressures (these pressures increase with temperature) showed similar 
relationships between the inner coil and the sample temperature as for the unconfined calibration. 
The sample temperature was closer to the heating coil temperature during heating than for 
unconfined tests, but the sample temperature did not rise as much once the heating coils had 
reached their target temperature. The heating coil target temperatures for each test temperature 
with confining pressures of 10 MPa and 30 MPa were thus kept the same as for the unconfined 
tests, with slightly lower temperature accuracies of ± 15 °C at 900 °C with 10 MPa confining 
pressure and 600 °C with 30 MPa confining pressure, ± 11 °C at 600 °C with 10 MPa confining 
pressure, and ± 6 °C at 300 °C with 10 or 30 MPa confining pressure. However, the hot zone was 
still marginally higher than the sample position. This was resolved by moving the sample to 
10mm higher in the sample set up with an extra alumina spacer. With this modification, the 
temperature gradient across the sample was 5 to 15 °C, as for the unconfined tests.
During the confined furnace calibrations, the sample jacket always began to leak at the 
beginning of the cooling cycle when the confining pressure drops due to decreasing temperature 
of the gas. This loosens the jacket once the seals have been thermally damaged, allowing 
confining gas into the sample, and out of the vessel through the feed-through in the bottom piston 
used for the thermocouple. This leak would not affect experiments, as it does not occur until the 
vessel is cooling after the experiment, and it would not result in gas leaking to outside the vessel 
as a solid piston replaces the one with a feed-through hole used for the thermocouple in furnace 
calibrations. However, the release of hot gas through the sample thermocouple inlet during the 
furnace calibration would be a safety issue at higher pressures, so the furnace could not be 
calibrated at confining pressures above 30 MPa. Therefore only room temperature experiments 
could be conducted at confining pressures higher than 30 MPa.
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Furnace calibration plots are shown in Appendix B. Table 7.4 summarises the maximum 
temperatures the sample could reach at each confining pressure and the maximum temperatures 
for which AE could be recorded (i.e. the temperatures that did not require airline cooling).
Confining
Pressure
Before Modifications After Modifications
With AE Without AE With AE Without AE
Uniaxial 900° C 900° C 900°C 900°C
lOMPa 300°C 900°C 600°C 900°C
30MPa Room
temperature
300°C 300°C 600°C
50MPa Room
temperature
Room
temperature
Room
temperature
Room
temperature
Table 7.4 Maximum temperatures for each confining pressure on the Rocchi cell before and after 
modifications were implemented for this series of experiments. One value is given for the 
maximum temperature at which a test can be run, and a second value is given for the maximum 
temperature at which AE could be recorded. Experiments were conducted at 300°C intervals. 
Limits are thus also stated at these intervals for each confining pressure tested.
7.7 Sample Preparation
In order to conduct valid tests, the samples had to be cut accurately to their specified dimensions. 
All samples were heat treated to the test temperature plus 50 °C in order to eliminate thermal 
cracking from the experimental results. They were then kept in an oven at 70 °C until used, to 
keep them dry, or saturated with water using a vacuum pump in the case of the experiments 
conducted in water.
7.7.1. Sample Dimensions
Fracture toughness tests were performed using the short rod specimen configuration (Fig. 7.1) 
according to the International Society of Rock Mechanics (ISRM, 1988). The diameter of these 
specimens is 59.6 mm, and all other dimensions are derived from the relations listed in Table 7.1. 
The samples were first cored and ground to between 2 and 5 mm over the desired length. P-wave 
velocities were then measured to check for the presence of major flaws. One sample had a P-wave 
velocity considerably lower than all other cores, so was discarded. The samples were then heat 
treated before notching and slitting. The use of a notch departs slightly from the ISRM (1988) 
method, which suggests the use of end plates affixed to the sample. However, for hard rocks the
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notch gives a more accurate seating and is more efficient with regard to sample than the standard 
ISRM methods (Balme, 2001)
Triaxial specimens were cores with 24.8 mm diameter and 75 mm length. They were 
ground flat to better than 0.01 mm parallelism. This level of accuracy is important to ensure that 
the load applied on the sample is distributed evenly across the whole sample and that no bending 
occurs. P-wave velocities were again measured to check for the presence of any major flaws, and 
3 samples were discarded due to anomalously low velocities.
7.7.2 Thermal Treatment
Fracture toughness samples must be heat treated to the test temperature or higher in order to 
perform valid fracture toughness tests. This ensures that all damage caused by heating to the test 
temperature is induced before the experiment so that the cracking and deformation of the rock 
during the experiment is related directly to the test temperature rather than additional thermal 
microcracking. Rocks display a thermal analogue to the stress memory affect known as the Kaiser 
effect (Yong and Wang, 1980; Atkinson, 1984). Although further thermal damage is usually 
induced for at least five more heating cycles, the vast majority is introduced in the first cycle 
(Simmons and Cooper, 1978). Therefore, when samples are heated for a second time during 
deformation experiments, thermal cracking effects will still be registered together with the 
thermal effects contributing to the deformation mechanism, but they will be greatly reduced due 
to prior heat treatment of the samples. Triaxial deformation samples were also heat treated in 
order to eliminate thermal cracking effects from these tests
For selected samples, the heat treatment was used as a thermal cracking experiment. In 
these cases P and S wave velocities and porosities were measured before and after treatment in 
order to assess the changes to damage parameter induced through heat treatment. In addition, AE 
were recorded during treatment. Results are shown in Section 8.3. Samples used in compression 
and fracture toughness experiments were all heat treated to the test temperature + 50 °C. This 
meant that the thermal damage induced to the samples was the amount likely to be induced in the 
field in raising the rock to the experimental temperature. In some experimental programmes, all 
samples are heat treated to the same temperature (e.g. Rocchi, 2002; Balme, 2001). However, 
here it was decided that we did not want to induce any more thermal damage than would be 
induced in reaching the test temperature, in order to more closely reflect the thermal damage 
likely in samples of these temperatures deforming in volcanic environments.
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7.7.3 Non-destructive Methods for Measuring Physical Properties of Rock Samples
The P and S wave velocity, density and porosity of rock samples can all be measured without 
damaging the sample. These values can, in turn, be used to determine the elastic properties of 
rocks. If these parameters are measured both before and after heat treatment, they can be used to 
assess the damage caused by thermal stresses during this treatment.
Axial and radial acoustic velocities were measured using the set up shown in Fig. 7.6. 
The rocks are held in different clamping jigs for axial and radial velocities. Radial velocities can 
be measured at 10° intervals, and both P and S wave velocities can be measured by interchanging 
P and S wave transducers. The travel time is found by picking the first arrival on the oscilloscope. 
The sample length or diameter is then divided by this travel time to find the axial and radial 
velocities respectively. The velocity measurement error is found by combining the length and 
travel time errors using the method shown in Appendix C. Axial P wave velocity was measured in 
all samples in order to check for flaws, and both axial and radial P and S wave velocity was 
measured in selected samples before and after heat treatment in order to calculate the sample 
anisotropy, elastic properties, and crack damage parameters.
Porosity was measured using a water saturation method. The rock samples were cored 
and ground to a cylindrical shape and measured to an accuracy of ±0.01mm. They were then 
dried in a furnace at 70°C, in order to remove all traces of water at a temperature low enough to 
avoid inducing any thermal stresses. Their dry mass was then measured to a precision of ±0.001 g. 
The samples were then saturated by placing them in a beaker of water under a vacuum of 10‘3 
Tor. They were then weighed at daily intervals, until the weights were stable enough to indicate 
the samples were fully saturated. The final mass, Ms, measured to a precision of ±0.00lg can then 
be used to find the pore volume, Vp, using Eq. 7.4.
= (7 .4 )
P,
where Md is the dry mass of the rock, and pw is the density of water. The pore volume can then be 
divided by the sample volume, to give the sample connected porosity. Unconnected porosity can 
be found through analysis of thin sections. However, this resulted in only very small increases in 
porosity for a basalt of similar porphyritic texture (Rocchi, 2002). The porosity measurement 
error is found by combining the errors in measuring the mass and volume according to the 
methods described in Appendix C. The density of the rock samples could be determined by 
simply dividing their dry weight by their volume.
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Figure 7.6 Experimental set-up of the pulse frequency technique used to measure acoustic wave velocities 
across specimens.
7.8 Experim enta l Procedures
7.8.1 Fracture Toughness Experimental Procedure
Prepared samples were placed on the cylinder so that the knife edges sat in the wide groove, as 
shown in Fig. 7.2. The force in the actuator is first cycled up and down in the region of 5 to 10 % 
of failure load using the actuator in order to allow the sample to bed in. The pressure vessel and 
furnace are then lowered over the sample set up, and the temperature and confining pressure 
increased to the test conditions. Once these conditions have equilibriated, the force in the actuator 
is increased with the hand pump until the sample fails, whilst recording the force in the actuator 
and acoustic emissions.
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7.8.2 Uniaxial and Triaxial Deformation Experimental Procedure
The prepared sample is placed in the jacket with alumina spacers and discs and steel pistons in the 
order shown in Fig. 7.7. It is important for all components and the bore of the jacket to be 
absolutely clean, since even a small grain of rock dust or metal would cause point or side loading 
and break the rock at much lower loads than expected. The sample set-up is placed in the bottom 
plug from the entry hole in the top end of the furnace, before the AE wave guide is screwed into 
the bottom piston. The pressure vessel is lowered over the furnace and clamped down. The vessel 
is then pressurised to the test pressure (or left at atmospheric pressure for uniaxial tests) by 
reaching the highest attainable pressure directly from the gas bottle, then increased further using 
the gas pump if necessary. The vessel is then heated to the test temperature. The clamping force is 
then turned on, and adjusted to the pressure necessary according to the data in Table 7.2.
Figure 7.7 Sample set-up assembly, starting form the left with the lower steel piston, the alumina rod, the 
alumina disc, the specimen, alumina disc, alumina rod and the upper steel piston. A steel jacket, 
into which all the components are inserted, is shown below
The strain or load rate is selected within the LAJBview data acquisition and control 
software, and the ramp generator is set to move the actuator at the desired rate. For uniaxial strain 
rate controlled experiments, the ramp generator is turned off manually when failure occurs, and 
then restarted in the opposite direction in order to unload the sample before raising the pressure 
vessel and removing the sample set-up. For triaxial strain rate controlled experiments, loading 
continued after failure until a stable residual frictional stress was seen. For the triaxial load rate 
experiments the sample is first loaded to -10 MPa differential stress under strain rate control, as 
the system cannot operate under load control until a stable differential stress is applied. A 
displacement limit is then set, according to the typical strain observed before failure at the 
temperature and pressure being tested, and the servo-controller is programmed to switch to LVDT 
control when this limit is reached. The system is then switched to load control, and programmed
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to increase at the desired rate. When the sample reaches the critical displacement (this should 
coincide with dynamic failure) the servo-controller switches to LVDT control, and holds the 
piston in this position. This prevents the piston from damaging furnace components as the load 
cell tries to reach a load greater than the strength of the failed sample. Further details of the 
experimental procedure and sample set-up can be found in Rocchi (2002).
7.9 Data Analysis Procedures
Data recorded during the experiments were analysed through the following methods in order to 
obtain useful measures of the rocks’ mechanical properties.
7.9.1 Fracture Toughness Data Analysis
Level I fracture toughness tests require only a knowledge of the maximum load in Newtons 
(Lmax) and the sample dimensions to calculate the value of fracture toughness (K). This load is 
calculated from the peak pressure in the actuator P, measured in MPa, using Eq. 7.5. The fracture 
toughness can then be calculated using Eq. 7.6:
where D is the sample diameter. The error on the value of K is found by combining the errors in 
measuring P and D, as described in Appendix C.
7.9.2 Uniaxial and Triaxial Deformation Data Analysis
All the raw data were converted into SI units using the calibration equations in Section 7.6 and 
Appendix B. The displacement data were corrected for strain in the apparatus using Eq. 7.3, and 
then converted into sample strain using Eq. 7.1. The load data were converted into differential 
axial stress using Eq. 7.2, then corrected for the force borne by the sample jacket using Eq. 7.7 
(Murrell and Chakravarty, 1973):
where Oj is the total stress on the specimen and jacket, cuj is the true stress on the sample, Ej and 
Er are the Young’s modulus of the jacket and specimen respectively, and Aj and Ar are the cross- 
sectional areas of the jacket and the specimen respectively. By substituting known values for E
Lmax ~ 89.OP (7.5)
(7.6)
1 (7.7)
<xy 1 + ( E j A j / E rAr )
and A into Eq. 7.7, the ratio between the true and measured strength of the sample could be
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found. Table 7.5 shows for each test temperature the type of jacket used and its Young’s modulus. 
Young’s modulus and peak differential stresses were calculated directly from the differential 
stress-axial strain curves, with errors calculated from the measurement errors using the methods 
described in Appendix C. For the constant load rate tests, the sample strain evolution was 
recorded and compared to the strain expected from material failure and fracture propagation laws 
(see Section 4.4).
Temperature (°C) Jacket material Jacket E (GPa)
25 Aluminium 70
300 Iron 185
600 Iron 122
900 Iron 65
Table 7.5 Sample jacket material and Young’s modulus for each test temperature.
7.9.3 Acoustic Emission Data Analysis
Acoustic emission data were first filtered to remove low frequency events caused by mechanical 
noise. Cumulative hit counts and energy release, and hit counts and energy release per unit time 
were calculated from these records. 6-values were then calculated using recorded amplitude 
values as the input for the program in Appendix D, which uses Aki’s maximum likelihood 
method. The minimum amplitude of complete recording (which is needed for Aki’s method of 
calculating the 6-value) was found through comparing the actual magnitude frequency 
distribution with that produced from the calculated value, according to the method of Wiemer and 
Wyss (2000).
7.9.4 Acoustic Velocity Data Analysis
Acoustic velocity anisotropy can be calculated using Eq. 7.8:
V - V
anisotropy = — -----  (7.8)
9^0
where Vo is a radial velocity, and V90 is either the axial velocity or a radial velocity perpendicular 
to V0. This equation is used to calculate both P and S wave anisotropy.
The measured acoustic velocities can also be used to calculate the dynamic Young’s 
Modulus (Ed) and Poisson’s Ratio (ud) using Eqs. 7.9 and 7.10.
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[ ( v ^ M  ( 7 ' 9 )
= kz!Z ± I z i i  ,7im
4 y Pi y . ' f - A
where Vp and Vs are the P and S wave velocities in km s' 1 and p is the density in kg m'3, and the 
errors in Ed and nd are found through combining the errors in velocity and density measurements 
as described in Appendix C. The samples used for thermal cracking experiments were used to 
determine a nominal value of Young’s modulus and Poisson’s Ratio for each heat treatment 
temperature, and these values are used to determine the crack damage parameter at each 
temperature.
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CHAPTER 8: MECHANICAL PROPERTIES OF ANDESITE 
8.1 Introduction
Models used to explain the patterns of rock fracturing before volcanic eruptions (described in 
Chapter 4) hypothesise how given stress conditions will affect fracturing patterns. These 
models typically use a single value for strengths and elastic properties of rocks, neglecting 
their variations with temperature and pressure, due to lack of data and the difficulty of 
incorporating this into models (Kilbum, 2003; Gray and Monaghan, 2004). For example a 
single value of either compressive or tensile strength and a single value of the elastic modulus 
are used to calculate the expected gradient of the inverse fracturing rate in Kilbum’s 
multiscale fracture model (Section 4.4.1; Kilbum, 2003; Kilbum and Sammonds, 2005). Such 
models would benefit from the availability of more data on the mechanical properties of 
volcanic rocks at different temperatures and pressures, because these conditions are expected 
to vary in the rocks involved in precursory fracturing in volcanic settings.
Before lava dome eruptions during episodes of frequent activity (repose intervals <5 
years), much of the precursory volcano tectonic (VT) seismicity (caused by rock fracture and 
slip on faults) occurs within 1-2 km depth and 1-2 km lateral distance of the vent and within 
the solidified lava dome itself where temperatures will vary from atmospheric to the solidus 
temperature of the lava, whilst pressures due to the overburden will extend to ~50 MPa at 2 
km depth (Section 2.6). In the final weeks before eruptions after long repose intervals (>100 
years), the VT seismicity is located within 5 km depth and 3 km lateral distance of the vent 
where temperatures of the country rock will, again, vary from atmospheric to the solidus of 
the magma in rocks adjacent to the magma source, whilst pressures due to the overburden at 
5km depth will reach ~ 125 MPa (Section 2.6). It is thus important to identify how volcanic 
rocks will deform and fracture in compression and tension at temperatures up to ~900°C and 
at moderate confining pressures.
Recent activity at lava domes, such as Unzen, Japan (1991 to 1995), Soufriere Hills, 
Montserrat (1995 to present), and Mount St Helens, Washington State, USA (1980 to 1986 
and 2004 to present), have led to the development of increasingly sophisticated numerical 
models of dome growth and conduit flow (e.g. Papale, 1999; Barmin et al., 2002; 
Gonnermann and Manga, 2003; Buisson and Merle, 2004; Hale et al., 2005). One of the main 
goals of these models is to identify thresholds in behaviour (e.g. explosive/effusive eruptions, 
endogenous/exogenous dome growth) that are closely related to fundamental behaviour of 
whether deforming magma will fracture, flow or slip. It is widely accepted that the transition 
from effusive to explosive eruptions will occur when magma strain rates exceed that which
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can be accommodated by ductile flow at its composition and temperature, leading to 
fragmentation of the magma as it passes through the brittle-ductile or glass transition 
(Dingwell, 1996; Papale, 1999). Whether lava dome growth is endogenous or exogenous 
depends upon whether the dome can deform to accommodate the ascending magma or the 
increasing magma pressure can create a fracture in the shell of the dome, allowing fresh 
magma to break through to the surface (Denlinger, 1990; Hale et al., 2005).
Although the high-temperature fracture mechanics of andesite and dacite are 
important to a number of research themes, very few experimental data exist for these rock 
types. As a result, the transition between brittle and ductile shear deformation is currently 
determined either with a fragmentation criterion from tensional experiments on pure silicate 
glasses (Webb and Dingwell, 1990) or the tensile and compressive strength of granite is used 
(e.g. Denlinger, 1990). Use of these data is problematic, because although silicate glasses and 
granites have similar compositions to dacites, they are structurally different. The presence of 
crystals in andesites and dacites greatly alters lava dome rheology from that of glasses (e.g. 
Lejeune and Richet, 1995; Llewellin and Manga, 2004), whilst the larger interlocking crystals 
of granite, as opposed to the porphyritic texture of andesites and dacites, leads again to a 
different rheology. Furthermore, use of a fragmentation criterion may not be appropriate 
because non-newtonian deformation does not necessarily lead to complete fragmentation of 
the magma (Tuffen et al., 2003). However, these approximations are still used because the 
shear strength and brittle-ductile behaviour of dome lava have never been determined 
experimentally under simulated volcanic conditions, due to the technical difficulties involved.
Ancestral Mount Shasta andesite was deformed in uniaxial and triaxial compression 
at temperatures up to 900 °C with confining pressures up to 50 MPa at a strain rate of 10'V1. 
Mode I fracture toughness tests were performed at temperatures up to 900 °C. The full range 
of confining pressures and temperatures up to 600 °C had little affect on the compressive 
strength, Young's modulus, or failure mode in compression tests. The fracture toughness 
increased slightly at 750 and 900 °C (compared to the measured value at 25 to 600 °C). This 
indicates that only material very close to molten magma will be hot enough for their 
mechanical properties to be affected by temperature when deformed at high strain rates, and 
most fracturing before eruptions occurs at depths that are too shallow for the confining 
pressure to influence the behaviour of the rocks. Acoustic emissions recorded during these 
experiments, described in Chapter 9, can be used to interpret VT seismicity at lava domes and 
prior to eruptions occurring after long repose intervals.
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8.2 Scaling of Laboratory Results
Although laboratory experiments can simulate many natural conditions, they suffer from 
several limitations that must be taken into account when interpreting the results and 
extrapolating them to field scales. Rocks are heterogeneous materials containing both 
microflaws and macroflaws, and their properties are often anisotropic. Crystalline igneous 
rocks are more isotropic than their sedimentary and metamorphic counterparts, so a sample 
with minimal anisotropy was selected (MacKenzie et al., 1982). This also eliminates the need 
for conducting multiple experiments under identical conditions with samples oriented in 
different directions. The distribution of flaws and fractures in rocks is usually scale invariant, 
so that the effect of a microcrack or microflaw on a laboratory sample is comparable to the 
effect of a macrocrack or macroflaw in the field (Main et al., 1990; Turcotte, 1992). However, 
smaller specimens tend to be stronger than larger specimens of the same rock type. This is 
attributed to the probability of a given flaw size occurring in a particular specimen (Jaeger 
and Cook, 1976) and may also be linked to the selection of only ‘intact’ samples for 
laboratory testing. This relationship breaks down at the grain scale, when high ratios of grain 
size to sample size lead to lower sample strengths (Paterson, 1978). It is thus recommended 
that cylindrical samples for both fracture toughness and compression experiments should have 
a diameter at least 10 times the maximum grain or crystal size (Brace, 1964; ISRM, 1988). 
The sample diameters used in this study (24.8 mm and 59.6 mm) are sufficiently large for the 
samples used in this study, which have a maximum phenocryst size of 2 mm. The other 
dimensions of fracture toughness specimens are all related to the diameter according to the 
ISRM recommended geometry (1988), described in Chapter 7. The triaxial deformation cell 
was designed for samples with a length: diameter ratio of 3:1, as this size minimises both end 
effects and bending (Rocchi, 2002; Rocchi et al., 2004).
8.3 Experimental Programme
A total of 14 fracture toughness, 5 uniaxial compression, and 12 triaxial compression 
experiments were conducted on andesite in order to investigate the mechanical properties and 
expected microseismicity from fracturing of rocks in lava domes and at shallow depths within 
andesitic stratovolcanoes. The rationale for conducting these types of experiments to 
understand fracturing at volcanic systems is given in Section 7.2. Fracture toughness 
experiments used the fracture toughness apparatus modified by Balme et al. (2004), with 
further minor modifications described in Section 7.4.1. Uniaxial and triaxial compression 
experiments used the deformation apparatus designed by Rocchi et al. (2004), with further 
minor modifications described in section 7.4.2. Tables 8.1 to 8.3 list the full programme of 
experiments performed, which was decided on given the objectives described in Sections 7.1
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and 7.2 and the equipment limitations listed below and in Section 7.4. Figure 8.1 shows where 
in volcanic systems the conditions tested in the laboratory are expected.
Temperature of test Confining medium Confining pressure No of tests
25°C Air Atmospheric pressure 2
300°C Air Atmospheric pressure 2
600°C Air Atmospheric pressure 2
750°C Air Atmospheric pressure 2
900°C Air Atmospheric pressure 2
150°C Water 2MPa 1
200°C Water 2MPa 2
Table 8.1 Programme of fracture toughness experiments
Temperature of test Confining Pressure No of tests
25°C Atmospheric pressure 2
300°C Atmospheric pressure 2
600°C Atmospheric pressure 1
900°C Atmospheric pressure 1
300°C lOMPa 1
600°C lOMPa 2
900°C lOMPa 2
25°C 30MPa 1
300°C 30MPa 1
600°C 30MPa 1
25°C 50MPa 1
Table 8.2 Programme of uniaxial and triaxial constant strain rate compression experiments (all
conducted at 1 0 ‘V 1). Triaxial experiments are all performed using argon as the confining
medium. Uniaxial experiments are all performed in air.
Temperature of test Confining Pressure Load Rate No of tests
25°C 30MPa 200kPas‘‘ 1
25°C 30MPa 20kPas"' 1
25°C 30MPa 2kPas_l 1
Table 8.3 Programme of triaxial compression experiments conducted at a constant loading rate.
At confining pressures of 30 and 50 MPa, there were more technical difficulties in 
reaching higher temperatures than there were for uniaxial experiments and at 10 MPa 
confining pressure. However, experiments at these pressures were intended to model 
fracturing in the country rock rather than at the conduit margins and moderate temperatures 
were sufficient given typical geothermal gradients in volcanic belts (Section 2.6). At 30 MPa, 
temperatures of up to 600°C were achieved, whilst at 50 MPa only ambient temperatures 
could be tested.
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Key
1. Tensile fractures 
initiating at the surface of 
lava domes can extend 
from material at room 
temperature at the surface 
to the magma solidus 
deeper within the dome. 
The presence of rainwater 
in these fractures may 
influence their behaviour. 
Fracture toughness 
experiments at 
temperatures from 25 to 
900°C with some 
conducted in water model 
these conditions
r-1.5 
Height (km asl) 
- 1.0
—0.5
1°
2. High temperature shear 
fracturing under 
compressive stresses may 
occur within the lava 
dome, between the 
extruding lava and the 
crater floor and previously 
emplaced magma, and 
between the ascending 
magma (red line) and the 
conduit walls. This is 
modelled with uniaxial and 
triaxial compression 
experiments at 900°C.
3. Material fairly close to the magma conduit deforming in shear 
mode under compressive stresses are modelled by uniaxial triaxial 
deformation experiments (10 and 30 MPa confining pressure, 
equivalent to 0.5 and 1.5 km depth) at 600°C.
4. Shear fracture in compressive stress field within the volcanic 
edifice, in material affected by magma pressure but not 
temperature, is modelled by uniaxial and triaxial (10 MPa confining 
pressure) compression experiments at room temperature and 300°C.
5. Shear fracture in a compressive stress field beneath the volcano 
but not adjacent to the magma source or conduit is modelled by 
triaxial compression experiments at 30 and 50 MPa confining 
pressure (equivalent to about 1.5 and 2.5 km beneath the volcano 
summit) and temperatures of 25°C and 300°C
Figure 8.1 Diagram to show where conditions tested in the laboratory are expected in volcanic 
systems.
All constant strain rate compression experiments were conducted at 10'V1, as this 
rate is both easy for laboratory testing and relevant to volcanoes (Section 7.2). This strain rate 
was maintained after dynamic failure in triaxial deformation experiments in order to obtain 
post failure frictional stress and acoustic emission data.
For one set of experimental conditions (30 MPa, 25°C), a series of constant load rate 
experiments were conducted, with the axial stress increased at a constant rate (the rationale 
for this is given in Section 7.2.3). This allowed analysis of the strain and acoustic emission 
precursors to failure in a stress controlled system. For all compression experiments, the 
acoustic emissions before failure were analysed and compared to volcanic eruption 
precursors, in addition to the strain before failure of samples deformed at a constant load rate 
(see Chapter 9).
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The experimental results are reported in the following sections. In addition, all 
experimental data has been compiled in tables in Appendix G, where all testing conditions, 
results and their errors are reported. Errors were calculated using equations in Appendix C.
8.4 Sam ple Selection and Characterisation
A sample of andesite or dacite was required for the experimental programme, as the results 
were intended for use in developing generic models of rock fracture prior to eruptions at 
andesitic to dacitic volcanoes. Prior to lava dome eruptions, much of the fracturing occurs at 
shallow depths (<2 km) and is predominantly within the active and older lava domes. After a 
long repose interval the fracturing may extend to greater depths and into other materials. 
However, there was not enough time to test a variety of materials, and a considerable 
proportion of this fracturing is still within andesites and dacites. Section 2.6 describes in more 
detail the materials within which precursory fracturing occurs. In order to perform valid 
fracture toughness and triaxial tests the samples had to be un-weathered and structurally 
isotropic, with no large flaws.
Mount Shasta, an andesitic - dacitic stratovolcano in Northern California, was chosen 
as a field location to collect the samples because of the good access to freshly exposed 
material in road cuts. Lavas from the Shasta cone are predominantly high-Mg dacites, 
andesites and basaltic andesites, with 90% of the material in the composite volcano containing 
58-64 % Si02 (Christiansen, 1990) and an eastward halo of mafic shields and lava fields 
(Wood and Baldridge, 1990). The volcano is comprised of four overlapping cones within the 
collapse scar of Ancestral Mount Shasta. Ancestral Mount Shasta was active from ~600ka ago 
until it collapsed in a massive avalanche ~350ka ago (Christiansen, 1990). A block of andesite 
from Ancestral Mount Shasta approximately 0.5 x 0.5 x 0.5 m was collected, along with 
slightly smaller blocks of dacite from Shastina (a Holocene cone of Mount Shasta) and basalt 
from Everitt Hill (in the eastward mafic shield). However, only the andesite was used in the 
final experimental programme. In a recent survey of volcanic threats to the USA, Mount 
Shasta was found to be one of 18 volcanoes posing the highest threat to their population, but 
is still only monitored to a very limited level (Ewert et al., 2005). Data from Ancestral Mount 
Shasta andesite could thus be useful in future emergencies at Mount Shasta. In addition, its 
composition is similar to other volcanoes in the Cascade chain (McBimey and White, 1982) 
so the results could be applied to other Cascade volcanoes and to andesitic -  dacitic volcanoes 
in other parts of the world.
The Ancestral Mount Shasta andesite was collected at 5,700 ft (1740 m) above sea 
level at a location with coordinates 41N19.90, 122W14.76 (Fig. 8.2). Blocks from this
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location have K/Ar ages of 593 ka (Kelley et al., 1987). Rocks in rectangles A and B of Fig.
8.3 were investigated for possible sample collection. All of the rocks in rectangle B were 
strongly laminated and so inappropriate for experiments. Some rocks in rectangle A, shown in 
Fig. 8.4, appeared homogeneous, un-weathered and isotropic, so the block highlighted in this 
figure and shown in close up in Fig. 8.5 was collected. This sample had very few flaws, 
evidenced through the majority remaining intact during coring and grinding, and through an 
analysis of elastic properties of the cores. Appendix E gives full details of the field sampling 
and field area.
Mount Shasta and Vicinity
Shasta R.
PRNIAButte Cr.
The Whaleback
Lake Shastina
iva Park Lava Flow
Cinder Cone (Military Pass Lava Flow 
s '  Ash Creek Butte 
Shastina. a  a  Mount Shasta SummitWeed
Ash Cr.
Black Butte a
Mount Shasta City 
 McCloud
Mount Eddy
McCloud R.
Dunsmuir
McCloud R.Squaw alley Cr.
10 kilometersSacramento R.,
S miles
Topinke, USGStCVO, 1997, Modified from: Mitter, 1980, USGS Bulletin 1503
F igure 8.2 Map of Mount Shasta and the vicinity. Samples o f Ancestral Mount Shasta Andesite were 
collected from the point marked A, between the summit of Mount Shasta and Mount Shasta 
City. Map provided courtesy o f US Geological Survey.
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Figure 8.3 Photograph of the site where andesite samples were collected. Rocks in rectangle A
appeared homogeneous, unweathered and isotropic, so were collected fro testing. Rocks in 
rectangle B were strongly laminated, hence inappropriate for experiments.
F igure 8.4 Photograph o f area A from Figure 8.2, in which samples appeared reasonably
homogeneous, unweathered, and isotropic. The arrow shows the sample that was collected.
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F igure 8.5 Close up photograph of the block of Ancestral Mount Shasta Andesite that was collected for 
testing.
8.4.1 Petrology of Ancestral Mount Shasta Andesite
Analysis of the collected sample of Ancestral Mount Shasta Andesite (AMS A) shows that it is 
a porphyritic rock, with 17 % phenocrysts and 83 % groundmass, 7.2 % porosity, and only <1 
% glass phase. The phenocrysts sizes are 0.3 to 2.5 mm, whilst crystals in the groundmass are 
less then 0.1 mm. Its mineralogical composition, with typical crystal sizes, is summarised in 
Table 8.4. The phenocrysts and groundmass crystals are dominated by plagioclase, with 
smaller amounts of amphibole and pyroxene. Thin sections, shown in cross polarised light in 
Fig. 8.6, were prepared in three orthogonal directions to confirm that the crystals and pores 
were randomly oriented, making the sample isotropic. Plagioclase, amphibole, and pyroxene 
phenocrysts are shown in these sections. Many of the plagioclase phenocrysts had sieve 
textures, as seen in plane polarised light in Fig. 8.7. These textures are believed to arise from 
partial dissolution of the crystal in the molten magma. This may be caused by changes in 
magma chemistry or rapid decompression (Nelson and Montana, 1992).
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Plagioclase
Amphibole
'yroxene
Figure 8.6 Photomicrographs o f thin sections of intact AMSA in 3 orthogonal directions in cross 
polarised light. Some examples of plagioclase, amphibole, and pyroxene phenocrysts are 
pointed out.
Plagioclase phenocrysts 
with sieve textures
2mm
Figure 8.7 Photomicrograph o f a thin section o f intact AMSA in plane polarised light showing sieve 
textures of plagioclase phenocrysts.
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Mineral % volume Size
Phenocrysts (17%)
Plagioclase 14.5 0.3-3mm
Amphibole 2 0.3-lm m
Pyroxene <0.5 0.3-0.6mm
Groundmass (83%)
Crystalline volume (predominantly 
plagioclase)
75 <0.1 mm
Glass ~1 n/a
Porosity 7 <2mm
Table 8.4 Mineralogy of Ancestral Mount Shasta Andesite.
Compound 1 2 3 4 5 6 mean Stdev
S i02 62.81 61.32 63.81 63.12 63.09 62.83 62.83 0.83
T i0 2 0.64 0.60 0.58 0.64 0.82 0.70 0.66 0.09
a i2o 3 16.75 19.15 17.56 18.08 17.82 16.41 17.63 0.98
FeO 4.71 4.02 4.13 3.71 3.62 4.76 4.16 0.49
Na20 4.37 4.17 4.15 4.01 4.47 4.55 4.29 0.21
MnO <0.2 <0.2 <0.2 <0.2 <0.2 <0.2
MgO 3.17 2.64 2.13 0.24 2.70 3.37 2.74 0.47
CaO 5.79 6.49 5.62 6.14 5.54 5.37 5.83 0.42
K20 1.49 1.34 1.49 1.43 1.52 1.63 1.49 0.10
P2O5 <0.2 <0.2 <0.2 <0.2 <0.2 <0.2
Table 8.5 Elemental abundance of Ancestral Mount Shasta Andesite
The elemental composition of the andesite was measured with an electron probe using 
a large sampling beam and integrating the results over 6 different areas of the slide to give 
elemental abundance. The results are shown as weight percentages in Table 8.5. Whereas 
modem andesites from Mount Shasta have high amounts of MgO (3.5 to 5%; Baker et al., 
1994; Grove et al., 2002; Grove et al., 2005), AMSA contains only 2-3%, which is within the 
typical range for andesites; its silicate content of 62.8wt% is also within the range of typical 
andesites (Winter, 2001).
8.4.2 Physical Properties of Ancestral Mount Shasta Andesite
Acoustic wave velocities, densities and porosities were measured according to the methods 
described in Section 7.7.3. These values were used to find the anisotropy, dynamic Young’s 
modulus, and Poisson’s ratio according to the methods described in Section 7.9.4. 
Measurements made on five samples of AMSA, shown in full in Appendix F, are summarised 
in Table 8.6. The P- and S-wave anisotropy of all samples was less than 0.02, measured to an 
accuracy of ±0.001, indicating that the rock was structurally isotropic. The physical properties
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were similar between different samples (the errors shown in Table 8 .6  are the standard 
deviations and full tables o f source data are given in Appendix F). The structural isotropy and 
consistency o f physical properties between different cores demonstrate that this sample of 
Ancestral Mount Shasta andesite is suitable for mechanical testing. The axial P-wave velocity 
o f every intact sample for both compression and fracture toughness experiments was 
measured to ensure that it did not contain any flaws (full results in Appendix F). All o f the P 
wave velocities were within the limits o f 4.34 ± 0.17 km s'1, except for three samples with 
velocities less than 4.10 km s'1. Acoustic waves are slowed by fractures and flaws, so these 
slow velocities were believed to indicate flaws within these samples, so they were discarded. 
Although the damaged or fractured sections o f large bodies o f rock may control their bulk 
behaviour, only intact samples were tested so as to obtain valid observations o f the affect of 
temperature and pressure on the mechanical properties o f similar samples.
A total o f  10 thin sections were prepared in intact untreated samples o f AMSA. One 
o f these contained several microcracks, as shown in Fig. 8 .8 . As they were only found in one 
sample, it does not appear that this feature was characteristic o f the whole sample. However, 
this type o f flaw could act as an initiation point for macrofractures, reducing the strength o f  
individual samples.
P-wave
velocity
(kms'1)
S-wave
velocity
(kms'1)
Dynamic 
Young’s 
modulus (GPa)
Poisson’s
ratio
Density
(kgnT3)
Porosity
(%)
Value 4.36 2.66 41.7 0.203 2443 7.24
% error 2% 2% 3% 3% 0.5 % 4.5 %
Table 8 .6  Physical properties and acoustic velocities of AMSA measured in three orthogonal directions
(where applicable) for 5 samples.
0.5mm
Figure 8 .8  Photomicrograph of a thin section of untreated and undeformed AMSA in plane polarised 
light showing a pre-existing microcrack.
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8.5 H eat T reatm ent o f Samples and Therm al C racking Experim ents
When rocks are slowly heated and cooled, randomly distributed microcracks initiate and grow 
at grain boundaries due to the thermal expansion mismatch between and anisotropy of 
crystals. When they are heated or cooled quickly, additional microcracks may form and grow 
due to high thermal gradients causing different thermal expansion rates in adjacent crystals. In 
all cases, sound waves are emitted from the opening and propagation of microcracks. The 
degree and nature of this thermal cracking is different for each rock type depending on its 
mineralogy, initial crack density and grain size (Friedrich and Wong, 1986). During heat 
treatment, the andesite samples were heated and cooled at 1°C min'1 and held at the target 
temperature for 60 minutes. This slow rate was chosen in order to induce only thermal 
cracking and not cracking arising due to thermal gradients within the sample. The sample is 
then held at this temperature for 60 minutes in order to allow enough time for the temperature 
to diffuse evenly throughout the whole sample, given the sample dimensions and a typical 
diffusivity of extrusive crystalline volcanic rocks of the order of 10'7 to 10'6 mV1 (e.g. 
Friedman et al., 1981; Lore et al., 2000). In order to quantify this thermal cracking, AE events 
were recorded as the rock was heated for selected samples. These thermal cracking 
experiments were conducted at the heat treatment temperatures of 350 °C and 650 °C, and 
also at 1000 °C, which is close to the solidus temperature of 1015 °C, above which 
temperature no cracking is expected to occur. They were conducted with new apparatus 
designed for this study, shown in Fig. 8.9. Acoustic emissions during the heating cycle reveal 
details about the temperature of the onset of thermal damage, and the temperatures at which 
thermal stresses induce most damage. It is also interesting to look at the acoustic emissions 
during cooling, as all igneous rocks have cooled from the liquidus during their formation. It 
was not possible to cool the samples from the liquidus in these experiments. However the 
results (Section 8.4.2) show that significant AE had ceased before the target temperature of 
1000°C was reached, which indicates that no further damage could occur between the liquidus 
and solidus because of the plasticity of the sample.
The five samples used for full measurements of the physical properties of AMSA 
were heat treated to different temperatures (350 °C, 650 °C, 950 °C, and two to 1000 °C), and 
then the acoustic velocities, porosity and density were measured again, so that the damage 
induced at different heat treatment temperatures could be calculated.
8.5.1 Experimental Apparatus and Procedure
The jig shown in Fig. 8.9 holds the samples between plates A and B through its rigidity. 
These plates are tightened in place with the screwing mechanism at point C. Plate B collects 
seismic signals and transmits them to the transducer through the waveguide marked D to a
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piezoelectric AE transducer (PAC, model WD). The transducer is placed on the end of a 
waveguide rather than on the sample because it cannot withstand temperatures above 170 °C. 
The sample and jig are heated in a Carbolite furnace (CTF 12/75), whose heating rate is 
controlled by a Eurotherm controller (model 808). This controller allows step, ramp, and 
dwell segments, as do the controllers on the Rocchi Cell (Section 7.5.4), and can heat the 
sample to temperatures up to 1200 °C (1000 °C was the highest temperature used for these 
experiments). This apparatus uses two thermocouples, one within the furnace, whose output 
signal is sent to the Eurotherm temperature controller to regulate the power sent to the heating 
coils, and another attached to the sample to monitor its temperature. The output signal from 
the second thermocouple is sent to a data acquisition card in a separate computer.
Cores 75 mm long with a 24.8 mm diameter (the same dimensions as those used for 
the compression experiments) were used for thermal cracking experiments. Samples were 
ground flat to better than ±0.01 mm parallelism to ensure full contact with the plates. The 
sample is placed between the plates then tightened in place, ensuring that it remains aligned to 
avoid point loading of the sample and to maintain full contact between the sample and the 
plates. The sample and jig are then placed in the furnace. Temperature and AE logging are 
then started simultaneously, before the sample is heated according to the cycle used for all 
heat treatments (heat and cool at 1°C min'1 and hold at target temperature for 60 min). The 
acoustic signals were recorded as described in Section 7.5.5. The AE threshold was initially 
set at 32dB after testing on damaged samples, as this was found to be the optimum threshold 
to maximise the recording of thermally induced acoustic events and minimise the surrounding 
noise. However, both the AE transducer and the pre amplifier were replaced during this 
experimental programme, leading to different signal transmission levels, despite using the 
same type of transducer and maintaining the same pre-amp gain. Therefore the threshold was 
changed in some of the later tests. It is also difficult to ensure the same coupling between the 
sample and plates A and B for each test, as the sample is easily damaged in this set up. This 
contact has a strong influence on AE signal transmission. It is thus not possible to compare 
absolute values of AE recorded between different experiments. However, it is still possible to 
compare patterns in acoustic emissions such as the temperature at which the majority of 
acoustic emissions occur, the differences between heating and cooling cycles, and the b- 
values.
8.5.2 Acoustic Emission results
Figures 8.10 to 8.12 show the acoustic emission results. Each plot shows the AE hits rates, the 
cumulative energy release, and the Z>-values (calculated using the program in Appendix D) 
against temperature. Part a) of each Figure shows the heating cycle, whilst part b) shows the
218
Chapter 8: Mechanical Properties of Andesite
cooling cycle. Figure 8.10 shows the results of sample ST50, heated to 1000 °C, Figure 8.11 
shows the results of sample ST40, heated to 650°C, and Figure 8.12 shows the results of 
sample ST35, heated to 350 °C.
The heating cycles of samples ST50 and ST40 (Figs 8.10a and 8.11a) display a peak 
in acoustic emissions at 400°C, with most of the AE occurring between 350°C and 450°C. 
This is lower than the peak in quartz bearing rocks, which is at the aJ (3 phase transition 
temperature of 580 °C (Hommand-Etienne and Houpert, 1989; Glover et al., 1995). However, 
it has been found that most of the intragranular cracks within plagioclase crystals during 
similar heating of granite samples were formed within the temperature range of 365 to 500 °C, 
with only crack extension occurring at higher temperatures (Fredrich and Wong, 1986). It is 
thus expected that most of the cracking during heat treatment of a fine grained plagioclase- 
rich quartz-poor aggregate rock such as andesite would occur within this temperature range. 
The AE had completely stopped before reaching the heat treatment temperature of 1000°C, 
indicating that no further damage could be induced by heating the sample further (Fig. 8.10). 
The hit rates had dropped to ~1% of their peak value before reaching the heat treatment 
temperature of 650°C for sample ST40 (Fig. 8.11). They were still increasing when sample 
ST35 reached its heat treatment temperature of 350°C (Fig. 8.12).
AE rates in the cooling cycle were about 30 times greater than in the heating cycle for 
the sample heat treated to 1000 °C, and approximately 5 times greater in the samples heat 
treated to 350 and 650 °C. This increase was seen in both the hit rate and the energy release. 
In addition b-values are comparable (mostly between 1 and 1.5) during both heating and 
cooling cycles, reflecting a similar distribution of AE amplitudes. This shows that there were 
more AE events rather than a higher energy of individual events in the cooling cycle. An 
increase in AE hits in cooling cycles has also been noted in similar studies on basalt 
(Burkhard, 2001; Rocchi, 2002) and ceramics (Kirchoff et al., 1982). Two mechanisms have 
been proposed for the increased hit rate in cooling cycles: a greater number of pre-existing 
microcracks and grains (those introduced during the heating cycle) and formation of new 
brittle material and crystals when the sample cools from above the glass transition 
temperature. The first mechanism could have occurred in all samples. The glass transition 
temperature, Tg, of dry andesite lies between 650 and 800°C (Neuvile et al., 1993; Richet et 
al., 1996), so the formation of brittle material can only be invoked for samples treated to 
above these temperatures. The lower temperature of peak AE hit rates in cooling cycles 
compared with heating cycles may be due to a temperature lag between that measured on the 
surface of the sample and the temperature in the middle of the sample.
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Figure 8.9 Photograph of the jig used to hold the sample during thermal cracking experiments, allowing recording of acoustic emissions. The sample is held 
between plates A and B, and tightened in place using the mechanism marked C. Acoustic waves are transmitted to along waveguide D. The sample 
temperature is measured using thermocouple E.
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8.5.3 Changes in Properties of AMS A due to Heat Treatment
Heating causes oxidation of both phenocrysts and groundmass crystals. This can be seen through 
a change of colour in both hand specimen and thin section. Further mineralogical changes and 
low grade metamorphism can be seen in thin sections of heat treated samples. Thermal stresses 
during heat treatment introduce a random distribution of microcracks, typically 10s of microns 
long, which may occur within and between grains. These microcracks can influence the 
mechanical and transport properties of rocks (Simmons and Cooper, 1978; Atkinson et al., 1984; 
Hommand-Etienne and Houpert, 1989).
M i n e r a l o g i c a l  c h a n g e s
The most obvious chemical change in AMSA with heat treatment was the oxidation of iron within 
phenocrysts and groundmass crystals, which caused the rock to become redder with increasing 
temperature of heat treatment (Fig. 8.13). This oxidation was as apparent at the centre of samples 
cut in half as at the surface. On a microscopic scale the effects of oxidation can be seen as reddish 
iron deposits within the groundmass, redder colours of amphibole and pyroxene phenocrysts in 
plane polarised light and higher order (brighter) birefringence colours of amphibole phenocrysts 
in cross polarised light. These changes could barely be seen in the sample heat treated to 350°C, 
but became more evident in samples heat treated to higher temperatures (Fig. 8.14). Phenocrysts 
also became increasingly fractured in samples heat treated to higher temperatures. There was 
some evidence of melt phase crystallisation in samples heat treated to 950 and 1000°C, which was 
occasionally seen within the glass filled fractures of the phenocrysts (Fig. 8.15).
Figure 8.13 Photograph of cores of Ancestral Mount Shasta Andesites that have been heat treated to (from 
right to left) 1000 °C, 950 °C, 650 °C, 350 °C, and not heat treated at all. These are all 24.8mm 
diameter cores.
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Figure 8.14 Photomicrographs of thin sections of Ancestral Mount Shasta Andesite from samples that have 
been heat treated to a) 350 °C, b) 650 °C, c) 950 °C and b) 1000 °C (in plane polarised light). Note 
the patches of oxidised iron (shown in red circles) become more prominent as the heat treatment 
temperature is increased, and the phenocrysts become more fractured.
Figure 8.15 Photomicrograph of a fractured amphibole in a sample of Ancestral Mount Shasta Andesite 
that has been heat treated to 1000 °C (in cross polarised light).
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Changes in physical properties
Table 8.7 shows how the acoustic velocity, dynamic Young’s modulus, and porosity of AMS A 
changed after heat treatment to 350°C, 650°C, 950°C and 1000°C. The acoustic velocities and 
dynamic Young’s modulus decreased by 1-3 % after heat treatment to 350°C, by 4-14 % after 
heat treatment to 650°C, and by 20-44 % after heat treatment to 950°C and 1000°C. The porosity 
of AMSA cores increased by 2.3 % after heat treatment to 350°C, with only small additional 
increments after heat treatment to higher temperatures (Table 8.7). The increase after heat 
treatment to 350°C could be due to water evaporation. During heat treatment, most of the AE 
occurred between 350°C and 650°C, whilst the largest changes in acoustic velocities and dynamic 
Young's modulus occurred between 650°C and 950°C. Although most of the AE in both heating 
and cooling cycles occurred at temperatures below 650°C, samples heated to 1000°C emitted far 
more AE than those heated to 650°C during the cooling cycle. The additional cracking may result 
from melting, cooling and cracking of glass phases in the groundmass (Section 8.5.2). This 
process and aseismic damage induced at higher temperatures could cause the decrease in acoustic 
velocities and elastic properties between samples heat treated to 650°C and 1000°C.
Measurement Sample no. and heat 
treatment temp
Value before 
heat treatment
Value after 
heat treatment
% difference
P-wave
velocity
ST35, 350°C 4.406km/s 4.287km/s -2.70
ST40,650°C 4.450km/s 4.031km/s -9.42
ST45, 950°C 4.417km/s 3.171km/s -28.22
ST50,1000°C 4.360km/s 3.264km/s -25.14
ST55,1000°C 4.251km/s 3.359km/s -20.99
S-wave velocity
ST35, 350°C 2.659km/s 2.639km/s -0.75
ST40, 650°C 2.689km/s 2.559km/s -4.83
ST45,950°C 2.675km/s 2.097km/s -21.61
ST50,1000°C 2.651km/s 2.033km/s -23.29
ST55,1000°C 2.651km/s 1.938km/s -25.64
Dynamic
Young’s
modulus
ST35, 350°C 42.04GPa 40.77GPa -3.01
ST40, 650°C 42.96GPa 37.30GPa -13.17
ST45, 950°C 42.45GPa 23.95GPa -43.58
ST50,1000°C 41.55GPa 23.96GPa -42.33
ST55, 1000°C 39.91GPa 23.01GPa -42.33
Porosity
ST35, 350°C 7.17% 7.34% 2.31
ST40,650°C 7.20% 7.48% 3.83
ST45, 950°C 6.87% 7.18% 4.42
ST50,1000°C 7.18% 7.51% 4.62
ST55, 1000°C 7.76% 8.06% 3.91
Table 8.7 Changes in P- and S- wave velocities, dynamic Young’s modulus, and porosity of AMSA after
heat treatment to 350 °C, 650 °C, 950 °C, and 1000 °C.
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8.6 Fracture Toughness Results
Fracture toughness, which is the critical value of the stress intensity factor, Kc, at which a fracture 
will propagate catastrophically, was measured on equipment developed in the Mineral Ice and 
Rock Physics Laboratory at UCL. This equipment is described in Chapter 7, and in more detail in 
Balme (2001). Most previous fracture toughness tests on andesite have been conducted at room 
temperature, giving mode I values from 1.5 to 2.5 MPa m0'5 (e.g. Takanohashi and Takahashi, 
1986). Previous fracture toughness tests on this equipment on Icelandic and Vesuvian basalts at 
temperatures up to 600°C showed little variation with temperature, except for a considerably 
higher value at 150°C for the Icelandic basalt (Balme et al., 2004). It was therefore desirable to 
extend the temperature limit for this series of experiments, as it is expected that the fracture 
toughness will change as the deformation mechanisms become more ductile at higher 
temperatures and that these results would be applicable to lava dome deformation. Level I tests, 
which do not account for anelasticity of the sample, but are less technically challenging and result 
in more successful tests than Level II tests, were performed at temperatures from 25 °C to 900 °C.
Level I fracture toughness values for Mount Shasta Andesite for all conditions tested are 
shown in Fig. 8.16. In dry conditions at temperatures to 600°C, the fracture toughness is 2.5 ± 0.5 
MPa m1/2. The value increases to 4.0 ± 0.6 MPa m1/2 at 750°C, but then drops to 3.5 ± 1 MPa m1/2 
at 900°C. The higher values of fracture toughness at 750°C and 900°C may be caused by (1) 
blunting of crack tips due to melting of the glass phase in the groundmass and plasticity of the 
crystals, or (2) a greater amount of pre-existing thermal cracks, which increase the size of the 
crack tip process zone and so reduce the stress intensity at the crack tip. Results were less 
consistent at 900 °C than any other temperature. This was also noted in the compression 
experiments (Section 8.7) and may be due to this temperature lying within the brittle-ductile 
transition for this rock; hence its rheology is changing rapidly with temperature.
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Figure 8.16 Fracture toughness of Ancestral Mount Shasta Andesite against temperature. Samples were 
tested in air under atmospheric pressure, and in water under 2MPa of confining pressure.
8.7 Uniaxial and Triaxial Compression
Ancestral Mount Shasta Andesite is a low porosity crystalline rock, so it is expected that 
confining pressures up to 50 MPa will have little effect on the failure mode or strength of the 
samples, as observed for vesuvian basalt samples tested on this apparatus (Rocchi et al., 2004). 
However, conducting confined experiments will allow the stress and acoustic emissions during 
post failure shear sliding to be recorded. Construction of flow and fracture maps for basalts and 
andesites indicated that temperature did not have any effect on the fracture criterion (Rocchi et 
al., 2002). It is thus expected that the strength will not change with increasing temperature until 
the deformation mechanism becomes ductile, which is only expected in the experiments 
conducted at 900°C. However, it has not been demonstrated whether changes in temperature 
within the brittle regime may affect the generation and transmission of AE, and thus by inference 
the generation and transmission of seismic events within the earth’s crust in general, and within 
volcanoes in particular.
During all experiments, the load and sample displacement are logged continuously. These 
are converted into axial stress and strain, from which the Young’s modulus can also be calculated, 
using the methods described in Sections 7.5.2 and 7.9.2. The errors in stress, strain and elasticity
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are calculated using equations in Appendix C and systematic errors of ± 0.1 mm in sample 
dimensions, ± 0.5 kN in the load, and ±10 pm in the strain. All strain data are corrected for strain 
in the apparatus, and all stress data are corrected for jacket strength. Systematic errors in the 
temperature measurement are dependent on both the temperature and the confining pressure of 
the test, and are listed for all testing conditions in Appendix B. Systematic errors in the confining 
pressure measurement are far less than the drop in pressure during each test. The confining 
pressure errors (the difference in values at the beginning and end of the test) are listed in the 
experimental results tables in Appendix G. AE could not be recorded in the higher temperature 
triaxial experiments because they were masked by noise from the air cooling system (used to keep 
the load cell within its operational limits)
8.7.1 Stress -  Strain Relationships and Sample Deformation
Figures 8.17 to 8.19 show changes in axial stress with differential stress for all strain rate 
controlled uniaxial and triaxial compression experiments. Samples tested in uniaxial compression 
at temperatures up to 600 °C showed elastic-brittle behaviour, with very little time between the 
yield stress, peak stress, and dynamic failure (Fig. 8.17). These samples all failed through axial 
splitting, as shown for sample ST41 (deformed at 600 °C) in Fig. 8.20. Triaxial compression 
experiments with confining pressures from 10 to 50 MPa and temperatures up to 600°C also 
exhibited stress-strain relationships consistent with brittle failure (Fig. 8.18). Most of these 
samples failed through the formation of a shear fracture (e.g. sample ST34, Fig. 8.20), but some 
also showed axial splitting and en echelon fractures (e.g. sample ST5, Fig. 8.20). Several of the 
triaxial tests were continued beyond dynamic failure to see if there would be a stable residual 
frictional stress on the newly formed fracture. Some of the earlier tests were stopped prematurely 
due to (unnecessary) caution about damaging the heating coils through jacket rupture.
Experiments performed at 900 °C displayed more ductile stress-strain relations than those 
at lower temperatures (Fig. 8.19), with very limited periods of elastic deformation (linear stress- 
strain relationship). Figure 8.21 shows the deformed samples from these experiments. The sample 
deformed in uniaxial compression failed through the formation of a shear fracture (Fig. 8.21, left), 
whereas all samples deformed in uniaxial compression at lower temperatures failed through axial 
cracking. In uniaxial compression, brittle material usually fails through axial splitting rather than 
the formation of a shear fracture (Ranalli, 1995; Sammonds et al., 1998). Sample ST20, the 
stronger of the samples deformed in triaxial compression at 900 °C, contains many fractures, one 
of which appears to be a through-going shear fracture (Fig. 8.21, centre). It also has some barrel
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shaped bulging, which is expected in ductile deformation (see Section 3.6). Despite the extensive 
visible fractures, this sample remained in one piece, whereas samples deformed at lower 
temperatures easily fell apart even if they initially appeared to be in one piece. This indicates that 
the fractures welded back together, possibly due to melt on the fracture surfaces. This has also 
been observed in samples of wet granite deformed at 10' 5 s' 1 in triaxial compression at 480 °C 
with 480 MPa confining pressure and 30 MPa pore pressure (Odedra, 1998; Odedra et al., 2001). 
When the experiment in this study was terminated, the axial stress was immediately unloaded. 
However, it took several hours for the sample to cool to room temperature and the confining 
pressure was not vented until the vessel had cooled to <150 °C (3 hours). It is thus possible that 
the fractures welded back together while the sample cooled under a hydrostatic pressure of 1 0  
MPa. The weaker o f the two samples deformed in triaxial compression (Sample ST43; Fig. 8.21, 
right) was less fractured and showed less bulging than Sample ST20. However, there was some 
evidence of shear fracturing (top left to bottom right of sample; Fig. 8.21, right).
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Figure 8.17 Differential stress against axial strain for Ancestral Mount Shasta Andesite cores tested under 
atmospheric pressure at temperatures up to 600 °C and a constant strain rate of 10'5 s '1, (note that 
there were problems with electrical noise during the test on sample ST1, so the noise on this curve 
is due to noise in the system used to control the strain rate and is not related to the response of the 
rock to the increasing strain. This issue was resolved for all other tests.
230
Chapter 8: Mechanical Properties of Andesite
160
140
CL 120
52 1 0 0
80
60
40
20
0 0.5 1 1.5 2
Axial strain (%)
ST 14-30M Pa-25C — ST15-50MPa-25C — ST33-10MPa-300C— ST5-30MPa-300C 
ST40-10MPa-600C ST42-10MPa-600C — ST34-30MPa-600C
Figure 8.18 Differential stress against axial strain for Ancestral Mount Shasta Andesite cores tested at
temperatures up to 600 °C, confining pressures from 10 to 50 MPa, and at a constant strain rate of
lO'V.
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Figure 8.19 Differential stress against axial strain for Ancestral Mount Shasta Andesite cores tested at 900 
°C, at atmospheric pressure and 10 MPa and at a constant strain rate of 10'5 s'1
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Figure 8.20 Photographs of samples ST41, ST34, and ST5 deformed in uniaxial and triaxial compression 
under strain rate control. Sample ST41 (left) was deformed at 600 °C in uniaxial compression and 
failed through axial splitting, sample ST34 (centre) was deformed at 600 °C with 30 MPa 
confining pressure and failed through the formation of a shear fracture, and sample ST5 (right) 
was deformed at 300 °C and failed through the formation of several subaxial fractures or shear 
fractures with steep angles.
Constant load-rate triaxial compression experiments were conducted at room temperature 
with 30 MPa confining pressure, whilst axial stress increased at 0.2, 0.02, and 0.002 MPa s'1. The 
samples were first loaded to 25 MPa differential stress under displacement control before the 
system was switched into load control. For the sample deformed at 0.002MPa/sec, the sample was 
loaded to 133.5MPa at 0.2MPa/sec, before the load rate was dropped. This was necessary as it 
would take -18  hours to load the sample to 133MPa at 0.002MPa s' 1 and the confining pressure 
would drop significantly during this time. The stress strain relations from these tests are shown in 
Fig. 8.22. When the samples failed the strain suddenly increased without the load dropping as it 
does in constant strain-rate tests. This resulted in a larger amount of slip along the newly formed 
fracture. In addition to the high strain rates at the end of these experiments, a more prominent 
shear fracture indentation on the sample jacket after failure and the creation of more fault gauge 
were evidence of more slip on the newly formed fracture in these experiments (Fig. 8.23). The 
amount o f slip was controlled by how quickly the control system could respond to high strain 
rates and switch out o f load control. It was thus not related to any property of the rock.
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Figure 8.21 Photographs of samples ST45, ST20, and ST43 deformed in uniaxial and triaxial compression 
at 900°C under strain rate control. Sample ST45 (left) was deformed in uniaxial compression. 
Samples ST20 (centre) and ST43 (right) were deformed with lOMPa confining pressure and had a 
peak differential stresses of 66 and 24MPa respectively. Sample ST45 failed through the formation 
of a shear fracture. Although there are lots of fractures in sample ST20, the sample was still in one 
piece, so the fracture either did not penetrate through the whole sample, or welded back together.
It may have welded as the axial stress was released as soon as the experiment finished, whereas it 
took several hours for the sample and vessel to cool and the confining pressure was not vented 
until the temperature had dropped. Sample ST43 is less fractured and shows less bulging than 
sample ST20. The experiment on this sample was terminated at a lower total axial strain than 
sample ST 20.
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Figure 8.22 Differential stress against axial strain for Ancestral Mount Shasta Andesite cores tested under 
load rate control at 25°C with 30MPa confining pressure. Note that there is no stress drop when 
the sample fails, as the axial stress is used to control the experiment. These tests were terminated 
when the strain reached a critical value in order to prevent damaging of components when the 
sample strength dropped below the axial stress dictated by the load rate control.
Figure 8.23 Photographs of sample ST24 inside the jacket after it was deformed (note the shear fracture 
indentation) and the fractured sample after it was removed (note the large amount of fault gauge 
created as the fault movement was so fast). This sample was deformed at room temperature with 
30 MPa confining pressure with the differential stress increasing at a rate of 0.02 MPa s'1.
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8.7.2 Compressive Strength and Elasticity
The peak differential compressive stress recorded in all uniaxial and triaxial deformation 
experiments (at constant strain rate and load rate) is plotted against temperature in Fig. 8.24. 
From 25°C to 600 °C the peak differential stress remained approximately constant at 110 ± 30 
MPa. The range in values, attributed to sample variability, is approximately an order of 
magnitude greater than the individual measurement errors. At 900°C the peak differential stress 
ranged between 24 and 90 MPa. At this temperature the rock was in the brittle-ductile transition 
regime and the temperature errors were ± 10 °C for uniaxial tests and ± 15 °C for triaxial tests, 
with temperature differentials within the samples (which were 75 mm long, 25 mm diameter) of 
up to 15 °C. Within the brittle-ductile transition, a temperature increase of 50 °C can lead to a 
strength drop of 90 % in dry andesite (Bauer et al., 1981). It is thus believed that the strength 
variations at 900 °C may be attributed to small temperature variations. For samples within the 
elastic-brittle deformation regime (all tests conducted at temperatures up to 600 °C) the peak 
differential stress was also plotted against confining pressure (Fig. 8.25). There was no increase in 
peak differential stress with confining pressure up to 50MPa. This is attributed to AMSA being a 
crystalline rock with low porosity, so that these moderate confining pressures have little effect in 
stiffening the samples or inhibiting fracture growth.
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Figure 8.24 Peak differential compressive stresses during uniaxial and triaxial deformation tests on 
Ancestral Mount Shasta Andesite, plotted against test temperature. Different symbol colours 
denote different confining pressures. All tests had a strain rate of 1 0 'V 1, except for those 
controlled by loading rate, indicated as such in the key.
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Figure 8.25 Peak differential compressive stresses during uniaxial and triaxial deformation tests on 
Ancestral Mount Shasta Andesite, plotted against confining pressure. Different symbol colours 
denote different temperatures, with only temperatures up to 600°C shown. All tests had a strain 
rate of lO'V'strain rate, except for those controlled by loading rate, indicated as such in the key.
The mean Young’s modulus recorded for uniaxial and triaxial deformation experiments 
decreased with increasing temperature, from 22 ± 3 GPa at room temperature, to 21 ± 2.5 GPa at 
300°C, 18 ± 3 GPa at 600°C, and 6.5 ± 4 GPa at 900 °C (Fig. 8.26). As for the peak stress 
measurements, variation about the mean is greater than the individual measurement errors, 
However, there was still a gradual but significant decrease in the modulus between room 
temperature and 600°C, before a larger drop at 900°C, rather than just a drop between 600 and 
900°C as seen for the peak stress measurements. The values for the 900°C data varied more than 
for any other temperature, as they did for the peak compressive stress.
Fig. 8.27 shows Young’s modulus against confining pressure for all samples tested at 
temperatures up to 600 °C. The modulus was lower at 10 MPa and 50 MPa than it was at 
atmospheric pressure and 30 MPa. However, there is no physical reason why this should be the 
case and, owing to the small number of tests performed, this change in Young’s modulus was 
attributed to sample variability.
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Figure 8.26 Young’s modulus calculated from uniaxial and triaxial deformation tests on Ancestral Mount 
Shasta Andesite, plotted against temperature. Different symbol colours denote different confining 
pressures. All tests were conducted at a 10' 5 s' 1 strain rate, except for the 3 tests controlled by 
loading rate, indicated as such in the key.
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Figure 8.27 Young’s modulus calculated from uniaxial and triaxial deformation tests on Ancestral Mount 
Shasta Andesite, plotted against confining pressure. Different symbol colours denote different 
temperatures. All tests were conducted at a 10‘5s' 1 strain rate, except for the 3 tests controlled by 
loading rate, indicated as such in the key.
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In order to address the variability in sample strength, the peak differential stress was 
plotted against the axial P-wave velocities measured before deformation of the samples (Fig. 
8.28). No correlation was seen, indicating that the weaknesses causing samples to fail at lower 
differential stresses did not influence the elastic parameters controlling the P-wave velocity.
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Figure 8.28 Peak differential stress plotted against P-wave velocities of intact samples deformed in 
uniaxial and triaxial compression. Note that the samples deformed at 900°C are weaker than the 
rest, but that the P-wave velocity shows no correlation with sample strength.
8.7.3 Coulomb Failure Criterion
The peak shear and normal stress acting on the fracture after failure of samples that formed a 
shear fracture were calculated from the confining pressure (oc), the differential stress (od), and the 
failure angle (0) as (Ranalli, 1995):
= ^ s in ( 2 0 )
<Ja^ = ^ + ^ ( 1  + 008(20))
(8.1)
(8.2)
where xp is the peak shear stress and on is the peak normal stress. The failure angle was measured 
with an engineering protractor, which had 0.1° precision, but the fractures varied from a single 
almost flat shear plane to a collection of both flat and concoidal fractures with different 
orientations, so the error in measuring the angles varied from ±1° to ±4°. The calculated values 
are shown on Fig. 8.29.
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Figure 8.29 Peak shear stress against normal stress for all samples that failed through the formation of a 
shear fracture. The red line shows the Coulomb failure criterion for all samples deformed at 
temperatures up to 600°C. Samples deformed at 900°C are not included because they are weaker 
than those deformed at lower temperatures. The black line shows the criterion replotted using only 
samples deformed at temperatures up to 300°C. The green line shows the criterion replotted using 
only the samples deformed at a constant strain rate at temperatures up to 300°C. This criterion 
contains the error limits of all four values used, but still has a R2 value of only 0.688 and gives a 
friction coefficient lower than that for Teflon.
A coulomb failure criterion (Section 3.5.1, Eq. 3.18) was first fit to all data from samples 
deformed at temperatures up to 600°C (red line). Samples deformed at 900°C were excluded 
because they were weaker than those deformed at lower temperatures. However, this criterion 
only contains the errors of two out of the ten xp:an values it was fit to. In previous work on basalt 
on the same apparatus under similar conditions, it was found that samples deformed at 600°C fit a 
different Coulomb failure criterion to those deformed at temperatures up to 300°C despite having 
very similar compressive strengths (Rocchi et al., 2004), so another Coulomb failure criterion was 
fit to the seven xp:cn values from samples deformed at temperatures up to 300°C (black line). 
Unfortunately this criterion was only within the error limits of one of the xp:cn values, as the 
samples deformed at a constant strain rate appeared to lie on a reasonably straight line (blue and 
green symbols), whilst those deformed at a constant load rate (black symbols) were far above this 
line, with higher shear stresses. Finally, a criterion was fit to just the samples deformed at a
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constant strain rate at temperatures up to 300°C (green line). This criterion was within the error 
limits of all values it was fit to and had a R2 value of 0.688. This gave a cohesive strength of 
14.79 MPa, which is comparable to that found for Vesuvian basalt during a similar series of 
experiments on the same apparatus, but the coefficient of internal friction was unrealistically low 
at 0.127, which is lower than Teflon and considerably lower than the Vesuvian basalt value of 
-0.49 (Rocchi et al., 2004). These results are thus interpreted as reflecting the sample variability 
rather than true cohesion and internal friction values.
8.8 Summary o f Experimental Results
Ancestral Mount Shasta Andesite (AMSA) is a homogenous, isotropic andesite with a porphyritic 
texture. It has a density of 2400 kg m'3 and a porosity of 7%. Heat treatment of samples resulted 
in oxidation of phenocrysts and minerals in the groundmass, microcracking of phenocrysts, an 
increase in porosity, and a decrease in the dynamic elastic moduli.
At temperatures up to 600°C and confining pressures up to 50 MPa in dry conditions the 
mechanical properties of AMSA remained virtually unchanged; with a Mode I fracture toughness 
of 2.5 ± 0.5 MPa m1/2, a peak differential compressive stress of 110 ± 30 MPa, and a Young’s 
modulus of 20 ± 5 MPa. The fracture toughness dropped slightly in wet conditions, which were 
only tested at 150 and 200 °C. It increased at temperatures of 750 °C and above. The compressive 
strength and Young's modulus both dropped at 900 °C. Results of both fracture toughness and 
compression experiments were less repeatable at 900 °C than at lower temperatures. This may be 
due this temperature being within the brittle-ductile transition, where there is a rapid loss of 
mechanical strength with temperature, so that a small error in temperature for these tests could 
result in a large variation in the peak compressive stress, fracture toughness, and Young’s 
modulus.
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CHAPTER 9: PRECURSORS TO FAILURE IN LABORATORY
EXPERIMENTS
9.1 Introduction
Acoustic emissions (AE), a laboratory-scale analogue to volcano-tectonic (VT) seismic 
events, were recorded during fracture toughness and compression experiments conducted 
under a range of temperature, confining pressure, and loading conditions. It is well 
documented that AE characteristics during tensile crack growth can be a useful guide to crack 
velocity, crack tip environment and the approach of a rock to failure (e.g. Atkinson and 
Rawlings, 1981; Meredith and Atkinson, 1983; Meredith et al., 1990; Hatton et al., 1993), and 
that the amplitude of an individual AE event is related to the source dimension and the 
increment of crack length in the same way as earthquake magnitudes are (Meredith et al., 
1991). AE during compression experiments are more complicated, as they are linked to the 
nucleation, propagation and interaction of an array of microcracks rather than the extension of 
a single tensile crack (Meredith et al., 1991). AE locations during the initial stages of uniaxial 
and triaxial compression experiments are typically distributed throughout the sample, only 
clustering on the eventual fracture plane as the stress approaches its peak value (Lockner et 
al., 1991; Lockner et al., 1992; Thompson et al., 2006). Rates of acoustic emissions during 
constant strain-rate compression experiments typically show an exponential acceleration 
before sample failure (Gowd, 1980; Scholz, 1986; Sammonds et al., 1992; Lockner, 1993; 
Baddari et al., 1999) and sometimes, when the failure mechanism is very brittle, show an even 
faster acceleration in the final few seconds (Ohnaka and Mogi, 1982; Meredith et al., 1990). 
During uniaxial and triaxial creep and constant stress rate experiments on crystalline igneous 
rocks, the AE often occur in several distinct bursts (Rao and Kusunose, 1995; Lei et al., 
2004). This has been explained with self-excitation models (Lei et al., 2000). A decrease in 
the Z)-value of the frequency-magnitude distribution (calculated from AE amplitudes) is often 
observed before the failure of samples deformed in both tension and compression and has 
been linked to increases in stress intensity (Meredith and Atkinson, 1983; Main et al., 1990; 
Main et al., 1992; Sammonds et al., 1992; Hatton et al., 1993).
Fracturing patterns before volcanic eruptions, observed through VT seismic events, 
are often used to forecast eruptive activity (Tokarev, 1971; McNutt, 1996; Kilbum, 2003; 
Sparks, 2003; Kilbum and Sammonds, 2005). Models used to explain the patterns of 
precursory seismicity (described in more detail in Chapter 4) hypothesise how given stress 
conditions will affect fracturing patterns. Investigations of how experimental conditions
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influence the AE event rates and amplitude distributions can be used to test these hypotheses 
and to highlight the strengths and limitations of this type of forecasting model.
AE were recorded during constant strain rate uniaxial and triaxial compression 
experiments at temperatures up to 900 °C and confining pressures up to 50 MPa, constant load 
rate triaxial compression experiments at room temperature with 30 MPa confining pressure, 
and fracture toughness experiments at temperatures up to 900 °C. Macroscopic failure of all 
samples coincided with the peak AE hit rate and a 6-value minimum. However, the 
accelerating trends before this peak varied, even for samples tested under similar conditions. 
The 6-values in most cases did not drop until the final seconds before sample failure and often 
increased in the earlier phases of experiments. AE hit rates during sliding along the new 
fracture plane (after failure of samples deformed under triaxial compression) were higher for 
fractures with a greater normal stress acting on them. The accompanying 6-values were 
comparable to those before the peak stress was reached.
The accuracy of failure forecasts made from AE hit rates varied from 10s of seconds 
(1/2 the timescale of accelerating event rates) to more than the timescale of the whole 
experiments (most were about 1200 s long).
9.2 Acoustic Em issions during Fracture Toughness Experim ents
During fracture toughness experiments, AE were recorded using a piezoelectric transducer 
attached to the base plate of the apparatus as described in Section 7.4.1. The transducer could 
not be attached directly to the sample because it could only withstand temperatures up to 150 
°C and the experiments were conducted at temperatures up to 900°C. Acoustic emissions 
have previously been recorded during fracture toughness testing of a variety of rock types, 
including many crystalline igneous rocks (Atkinson and Rawlings, 1981; Meredith and 
Atkinson, 1983; Takanohashi and Takahashi, 1986; Hatton et al., 1993; Hashida and 
Takahashi, 1993; Hashida, 1993; Nasseri et al., 2006). Most of these experiments were 
conducted at room temperature and all were conducted at temperatures less than 100 °C. One 
study included an andesite, but in this case AE were only used to identify when the stress 
intensity reached a critical value that should be used to evaluate the fracture toughness 
(Takanohashi and Takahashi, 1986). Studies of AE during fracture toughness tests have used 
double torsion, single edge-notched bend rod, straight-edge short rod, straight-edge round 
compact tension and chevron notched brazilian disc specimens, but none of them have used 
the short rod chevron notched sample geometry used in this study (Atkinson and Rawlings, 
1981; Meredith and Atkinson, 1983; Takanohashi and Takahashi, 1986; Meredith et al., 1990; 
Hatton et al., 1993; Hashida and Takahashi, 1993; Hashida, 1993; Nasseri et al., 2006).
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Studies using the double torsion method indicate that the AE hit rate is proportional to the 
growth rate of the main fracture plane and not to cracking in the whole volume of the process 
zone at the crack tip (Atkinson and Rawlings, 1981; Meredith and Atkinson, 1983)
The total amount of AE recorded during each fracture toughness experiment (hit 
count and energy release) was compared with the test temperature (Fig. 9.1). The energy is 
measured in arbitrary units because only a comparative measure rather than an absolute value 
was needed for this study and it would be very difficult to quantify the energy loss in the path 
between the sample and the transducer. Unfortunately, it was not possible to determine the 
effect of sample temperature on the amount of AE during a fracture toughness experiment, 
because the variation between experiments conducted at the same temperature was far greater 
than any variation between different temperatures. The isothermal variation could be due to a 
variation in the quality of the contacts between the AE transducer and the bottom plate of the 
apparatus or in the quality of knife-edge contact between the sample and the jaws that sit in 
the sample notch opening the fracture, or to sample variability. The consistency of AE 
transmission through these contacts can be tested by generating a controlled AE source (of 
known amplitude or energy) and measuring the AE transmitted through the contacts. It was 
difficult to test the acoustic transmission quality of the knife edge contact at the sample notch, 
because the acoustic coupling at this contact would change during heating. Generating a 
controlled source on or in the sample within the furnace at the beginning of an experiment 
would have required a substantial modification, which was beyond the scope of this project. 
To assess how consistent the quality of the contact between the transducer and the base plate 
was, a similar AE source was generated above the base plate and recorded before each 
experiment (except for the first two, conducted at room temperature before it was decided to 
do this). The variation of the amplitude of the transmitted signal was ±10%, indicating that 
the quality of the contact between the transducer and the base plate was consistent throughout. 
This showed that sample variability and the quality of the knife-edge contact between the 
jaws and the sample notch had a greater effect on the amount of AE recorded than the test 
temperature and the quality of the transducer contact.
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Figure 9.1 Total AE hit count and energy release for each fracture toughness experiment against test 
temperature. Energy is measured in arbitrary units as the energy is attenuated between the 
sample and the transducer and the energy comparisons between experiments is more important 
than the absolute value for the analysis in this study.
In an attempt to overcome the problem of inconsistent transmitted AE, the results for 
each experiment were scaled to the recorded amplitude and energy of the largest event (Fig. 
9.2). This is based upon the assumptions that the largest event in each experiment was caused 
by dynamic propagation of the main fracture, and that the amplitude of this event was 
identical in every experiment due to the identical sample dimensions. This scaling is done by 
limiting the data analysis to a 35dB window below the amplitude of the largest event in each 
experiment and normalising all event energies to the energy of this event. The differences in 
hit counts and total normalised AE energies would then indicate variations in the number and 
energy of AE before dynamic fracture propagation. The variation between experiments 
conducted at the same temperature was, again, far greater than any variation between different 
temperatures (Fig. 9.2). This indicates that either (1) the assumption of similar maximum 
event amplitude for all experiments was invalid, or (2) the quality of the knife edge contact 
with the sample varied during individual experiments in addition to between different 
experiments.
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-  35dB are included and all energy values are normalised to the energy of the largest 
amplitude event.
9.2.1 6-values
Previously published measurements of 6-values during fracture toughness tests on crystalline 
igneous rocks (granite, gabbro and dolerite) have been conducted at temperatures below 
100°C. They showed decreasing values with increasing stress intensity and higher values for 
wet experiments than for dry experiments (Meredith and Atkinson, 1983; Meredith et al., 
1991). The 6-values in this study were calculated using the program in Appendix D, which 
uses Aki’s maximum likelihood method (1965). Each 6-value was calculated using 100 
amplitude values, with the value recalculated after every 20 events. The method of Wiemer 
and Wyss (2000) was used to identify the appropriate threshold of completeness. Figure 9.3 
shows a plot for each temperature of the calculated 6-values against time. The force applied to 
open the fracture is also shown, in order to compare the 6-value results with the stage of the 
experiment. All values were between 0.6 and 1.5. In the experiments with enough AE to 
calculate 6-values in the early stages of loading (before the force reached 90% of its value at 
failure; samples deformed at room temperature and 750°C) the 6-values did not gradually 
decrease, as observed in the work of Meredith and others (1983; 1991). For samples deformed 
at room temperature, 300°C and 900°C, the b values dropped by between 0.1 and 0.6 as the
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sample failed (at the time of the stress drop, when the fracture propagated through the sample, 
splitting it in two). Figure 9.4 shows, for the sample tested at room temperature, a comparison 
of the frequency-amplitude distribution as the fracture was loaded with the distribution from 
98% peak load until after the sample had failed, where a shallower gradient (lower 6-value) 
can be seen for the latter distribution. For the other samples, the 6-value remained within 0.05 
of its previous value as the sample failed.
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Figure 9.3 B values, calculated from AE amplitudes during fracture toughness experiments, plotted 
against time. Force applied to open the fracture is also shown for comparison with the timing 
of changes in b value. The results shown are for experiments conducted at a) room 
temperature, b) 300°C, c) 600°C, d) 750°C, e) 900°C, and f) in water at 150°C. Each b value is 
calculated from 100 amplitude values, and the b value is recalculated after each 20 AE events.
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Figure 9.4 Cumulative frequency-amplitude distributions for sample SA1, deformed at room 
temperature. The two distributions are from AE during loading of the fracture to 98% peak 
load and from this point until after the fracture had propagated through the sample. Note the 
steeper gradient and thus higher b value for the AE during the initial loading of the fracture.
In previous studies of AE during fracture toughness experiments, hit rates were 
directly linked to the rate of fracture propagation and not cracking in the process zone, whilst 
decreasing 6-values were linked to increasing stress intensity at the tip of the main fracture 
(Atkinson and Rawlings, 1981; Meredith and Atkinson, 1983). The lack of a consistent 
decrease in 6-values in the earlier stages of the experiments could thus be interpreted as more 
cracking in the process zone and the rest of the sample emitting AE, with increments in the 
main fracture only dominating in the final seconds as the 6-value drops. The stress intensity of 
these fractures would not be expected to increase in the same manner as the main fracture.
9.3 Acoustic Emissions during Compression Experiments
Table 9.1 shows a summary of the AE data before and during the failure of each sample for 
which AE were recorded. The energy is measured in arbitrary units, as it was for the fracture 
toughness experiments. The maximum hit rates for different experiments varied by as much 
as four times and the energy release varied by as much as ten times, even for samples tested 
under similar conditions. These variations could arise from different amounts of cracking
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before complete failure or from different degrees of attenuation of the acoustic signals. 
Signals are attenuated by scattering at interfaces (a) within the rock at crack faces and crystal 
boundaries and (b) between different components in the path between the rock sample and the 
transducer. The attenuation within the rock is linked to how damaged the rock is, whereas the 
attenuation between the rock and the transducer could vary from one test to the next with no 
inferred change in the rock properties, especially if there is some bending in the system, 
which may deteriorate the quality of the contacts between the surfaces of the rock, pistons, 
and spacers.
For each strain-rate controlled experiment, the cumulative energy release until the 
peak stress was compared with that released during the stress drop, as illustrated in Fig. 9.5. A 
large proportion of the AE energy release took place during this stress drop, which includes 
both slow strain softening deformation and dynamic failure of the sample. In four out of the 
eleven cases, more AE energy was released during the stress drop than before the peak stress 
(Table 9.1).
Sample
No.
Temp
(°C)
Confining
Pressure
Test type Cumulative 
energy 
release at 
peak stress
Energy 
release 
during 
stress drop
Max no. 
of hits 
per 5 sec
Pre
failure
b-
value
b-
value
at
failure
ST1 25 °C None Strain rate 7745 12762 665 1.3 1.0
ST11 25°C None Strain rate 5552 20507 656 1.3 0.8
ST36 300°C None Strain rate 147198 30188 449 1.1 1.0
ST37 300°C None Strain rate 147402 34822 453 1.2 0.9
ST41 600°C None Strain rate 115611 7736 540 1.3 1.1
ST45 900°C None Strain rate 76572 28298 318 1.3 0.9
ST33 300°C lOMPa Strain rate 12393 15434 142 1.1 1.3
ST40 600°C lOMPa Strain rate 59385 49994 265 0.9 0.7
ST42 600°C lOMPa Strain rate 46814 4982 257 1.0 0.9
ST14 25°C 30MPa Strain rate 13773 44998 715 1.2 0.7
ST15 25°C 50MPa Strain rate 13652 6634 225 n/a 1.0
ST21 25°C 30MPa Load rate 33188 (from c 
stress=25MPa
Liff.
)
300 1.0 0.7
ST28 25°C 30MPa Load rate 56759 (from diff. 
stress=25MPa)
213 1.1 1.1
ST24 25°C 30MPa Load rate 69548 (from diff. 
stress=25MPa)
386 1.2 0.8
Table 9.1 Summary of acoustic emissions before and during the failure of all samples for which AE 
were recorded. AE recorded when samples were deformed under lOMPa confining pressure at 
900°C and under 30MPa confining pressure at 300 and 600°C were masked by noise from the 
air cooling system used in these experiments, so are not reported here. For the load rate 
experiments, failure occurs at the peak stress, so only one cumulative energy release value is 
given. Note that the amplitude detection threshold was changed after the uniaxial experiments 
from 40dB to 45dB.
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Figure 9.5 Schematic diagram of cumulative AE energy release until peak stress, E(op), and AE energy 
release during stress drop, E(or) - E(ap). AE cumulative energy release (red line) and 
differential axial stress (black line) are shown against time for a typical triaxial experiment.
For each experiment, the 6-values were calculated (Appendix B) using 100 or, when 
there were sufficient data, 200 amplitude values for each 6-value calculation. As for the 
fracture toughness data, the method of Wiemer and Wyss (2000) was used to determine the 
threshold amplitude of complete recording. The 6-values before and at failure are shown in 
Table 9.1. In nearly all cases the 6-value dropped (by up to 0.5) at the time of sample failure, 
as found in previous studies of AE during compression of dry crystalline igneous rocks 
(Meredith et al., 1990; Thompson et al., 2006).
AE rates were high early in the test (when the differential stress was less than 1/4 of
its peak value) for some of the uniaxial experiments (those conducted at 300 and 600°C). This 
is likely to have been mechanical noise or thermal cracking, as this amount of differential 
stress does not usually induce cracking in brittle material. Therefore, the AE amplitude 
' detection threshold was increased from 40 to 45B for the triaxial experiments. Results from
the uniaxial and triaxial experiments are thus discussed separately
9.3.1 Uniaxial Compression
For the uniaxial experiments, Fig. 9.6 shows the variation with sample temperature of the 
amount of AE released, measured in terms of the cumulative energy until peak stress, the
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energy release during the stress drop, and the peak hit rates. The peak AE hit rates dropped 
slightly with increasing temperature. The AE energy release until the peak stress also dropped 
with increasing temperature from 300°C to 900°C. However, the lowest values were recorded 
at room temperature, a result of fewer total AE events rather than lower energy of individual 
events. Although the peak AE rates in the room temperature experiments are comparable to 
those in the high temperature experiments, fewer AE were recorded during the earlier stages 
of deformation (Fig. 9.7).
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Figure 9.6 Peak hit count per 5 seconds, total cumulative energy before peak stress and energy release 
during stress drop, against temperature for all uniaxial compression experiments.
For all uniaxial experiments, the peak AE hit rate coincided with sample failure (the 
stress drop). For the samples deformed at room temperature and 900°C (Fig. 9.7a, b & f), the 
hit rates (calculated at 5 sec intervals) did not exceed 10 s'1 until the axial stress reached 90% 
of its peak value (compared with peak hit rates of between 60 and 140 s'1 for each 
experiment). However, for the samples deformed at 300°C, the hit rates were higher than this 
during the initial loading to 25 MPa (up to 35 s'1). They then gradually dropped and did not 
increase above background levels again until the axial stress reached 95 % of its peak value 
(Fig. 9.7c & d). The pattern of AE hit rates was different again for the sample deformed at 
600°C (Fig. 9.7e). The hit rate first exceeded 10 s'1 when the axial stress reached 28 MPa. 
There were then multiple bursts of 300 to 1200 AE hits, before the final burst, which
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coincided with sample failure and contained -2 ,500  AE hits. Excluding the hit rates during 
loading to 25 MPa and the sample deformed at 600 °C (described above) samples ST1 and 
ST45 were the only ones where the acceleration o f AE began more than 1 minute ( 6  x 1CT4 
strain) before sample failure (Fig. 9.7b & f). In the case o f sample ST1, which was deformed 
at room temperature, the earlier onset o f AE can be attributed to the unsteady load control. 
For Sample ST45, deformed at 900°C, the early onset o f AE may reflect the earlier onset of 
yielding and the longer time interval between yielding and dynamic failure compared with the 
samples deformed at lower temperatures. The onset o f AE often coincides with yielding, 
especially for elastic-brittle deformation (e.g. Meredith et al., 1990).
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The high amount of AE in the early part of some experiments (ST36 and ST37) could 
be attributed to bending in the system and movement at the contacts between different 
components in the load chain or to thermal cracking in the sample. The load chain consists of 
a piston, a ceramic spacer, and a ceramic disc on either side of the sample, with the AE wave 
guide screwed into one of the pistons (see Section 7.8.2). The load chain is this long in order 
to allow a large temperature difference between the sample and the temperature sensitive load 
cell. In triaxial experiments, the confining pressure stiffens the load chain, reducing the 
bending and movement in the load chain. Although all samples were heat treated to prevent 
thermal cracking in the experiments, some thermal cracking does still occur in subsequent 
heating cycles (Simmons and Cooper, 1978). During heat treatment, most of the thermal 
cracking occurred between 300 and 400 °C (Section 8.4.2), which may explain why only the 
samples deformed at 300 °C had high AE rates early in the experiment. The cumulative 
energy until peak stress for each experiment was thus recalculated and plotted against test 
temperature with the AE during loading to 25MPa removed in order to eliminate the high AE 
in this part of the loading of some experiments, which is believed to be noise (Fig. 9.8). This 
reduced the energy release for the experiments conducted at 300°C, but the AE energy release 
during the room temperature experiments was still considerably lower than that during any of 
the experiments conducted at a higher temperature.
The acceleration of AE hit rates and energy release and predictability of sample 
failure are discussed further in Section 9.4.
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Figure 9.8 AE energy release from o=25 MPa until peak stress against test temperature for all uniaxial 
compression experiments.
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9.3.2 Constant Strain Rate Triaxial Compression
Figures 9.9 and 9.10 show the amount o f AE, using the same measures as for the uniaxial 
experiments, against the temperature and confining pressure respectively for each triaxial 
experiment conducted under strain rate control for which AE were recorded. The cumulative 
energy release until peak stress was higher for the 600 °C experiments than those at lower 
temperatures, whilst there was no consistent increase or decrease in the peak hit rates or 
energy release during the stress drop with temperature or confining pressure. This shows that 
there is more energy in the precursory cracking in the experiments conducted at higher 
temperatures, but event rates and energy release during the stress drop and failure o f the 
sample were similar for all experimental conditions.
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Figure 9.9 Peak hit count per 5 seconds, total cumulative energy before peak stress, and energy release 
during stress drop, against temperature for all constant strain-rate triaxial compression 
experiments during which AE were recorded.
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Figure 9.10 P Peak hit count per 5 seconds, total cumulative energy before peak stress, and energy 
release during stress drop, against confining pressure for all constant strain-rate triaxial 
compression experiments during which AE were recorded.
Figure 9.11 shows the AE results throughout the experiment (both before and after 
dynamic failure of the samples) for all five strain rate controlled triaxial compression 
experiments for which AE were recorded. For the sample deformed at 300 °C with 10 MPa 
confining pressure (Fig. 9.11a), AE hit rates accelerated from ~ 950 seconds until the sample 
failed after 1091 seconds. AE hit rates were higher during the post-failure frictional sliding 
than they were at any point before the peak stress. This was one of only two samples for 
which the 6-value did not drop as the sample failed (out of twelve for which 6-values before 
and during failure could be calculated, including uniaxial and constant load rate experiments). 
The 6-values during frictional sliding were slightly higher (1.0 to 1.4) than those before the 
sample failed (1.0 to 1.1). This reflects fewer large acoustic emissions during frictional 
sliding. Although the 6-values varied during frictional sliding for individual experiments, the 
values were very similar for the different experiments, indicating a similar roughness of the 
fractures formed in each experiment (Sammonds and Ohnaka, 1998). Sample ST40, deformed 
at 600 °C with 10 MPa confining pressure (Fig. 9.1 lb), had a higher background level of AE 
during loading than any of the other triaxial experiments (~5 hits s'1 compared with <2 s'1 for 
the other experiments). The stress drop during failure of this sample occurred in several 
distinct steps from 1162 seconds until 1190 seconds. AE hit rates accelerated from -1150
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seconds until —1175 seconds. This experiment was terminated immediately after sample 
failure, so no frictional sliding data were obtained. For sample ST42 deformed at 600 °C with 
10 MPa confining pressure (Fig. 9.11c), AE hit rates accelerated from 800 seconds until the 
sample failed after 1109 seconds. Hardly any AE occurred during the 30 seconds of frictional 
sliding after the sample had failed, in contrast to the high AE hit counts during frictional 
sliding for the sample deformed at 300°C. The 6-value dropped slightly at the time of failure 
(from 1.1 to 0.8), but this was within the variation of values during loading of the sample. 
There were insufficient AE after failure to get any 6-values during frictional sliding. For 
sample ST14, deformed at room temperature with 30 MPa confining pressure (Fig. 9.1 Id), the 
AE energy released during the 16 seconds from peak stress until the end of the stress drop 
was more than three times greater than that released before the peak stress and during the 95 
seconds of frictional sliding. The 6-value dropped from 1.2 to 0.7 when the sample failed and 
then recovered to its original value during frictional sliding. For sample ST15, deformed at 
room temperature with 50 MPa confining pressure (Fig. 9.1 le), very few AE occurred before 
the peak stress, apart from some isolated high energy (and high amplitude) events. After 
failure, the hit counts were higher, but the individual events had less energy. There were 
insufficient AE before failure to determine any 6-values. The 6-value at failure was 1.0 and 
this increased to 1.3 during frictional sliding.
Of the five strain rate controlled triaxial experiments for which AE were recorded, 
four tests were continued after failure of the sample so that the stress and AE could be 
recorded during frictional sliding (Table 9.2). The AE hit rates and energy release rates during 
frictional sliding were higher for the tests with 30 and 50 MPa confining pressure than those 
conducted at 10 MPa. The tests conducted under higher confining pressure had greater normal 
stresses acting on the fracture (Table 9.2), increasing the resistance to frictional sliding and 
thus the expected amount of AE during frictional sliding.
The acceleration of AE hit rates and energy release and predictability of sample 
failure in these experiments are discussed further in Section 9.4
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Figure 9.11 AE hit rate (calculated at 5 second intervals), cumulative energy release, and b values 
shown with the differential stress against time for samples tested at a)300°C and lOMPa 
confining pressure (ST33), b) 600°C and lOMPa (ST40), c) 600°C and lOMPa (ST42), 
d)25°C and 30MPa (ST14) and e) 25°C and 50MPa (ST15).
Sample
no.
Temperature Confining
Pressure
(MPa)
Shear
stress
(MPa)
Normal
stress
(MPa)
Sliding
duration
(s)
b-
value
Mean hit 
count (per 
sec)
Mean 
energy 
release (per 
min)
ST33 300°C 10 8.2 11.3 113 1.2 3.24 495
ST42 600°C 10 6.2 12.1 29 n/a 0.94 180
ST14 25°C 30 8.3 31.8 95 1.1 5.37 2235
ST15 25°C 50 11.5 72.5 175 1.3 3.66 1663
Table 9.2 Summary of acoustic emissions recorded during frictional sliding along the fracture formed 
during dynamic failure of samples deformed in triaxial compression.
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9.3.3 Constant Load Rate Triaxial Compression
Figure 9.12 shows the AE hit rate, cumulative energy release, 6-values, and axial strain 
against time for three experiments conducted at room temperature with 30 MPa confining 
pressure, at three different load rates. Sample ST21 was deformed at an axial load rate of 
0.2MPa s'1 to a peak differential stress of 102 MPa (Fig. 9.12a). The acoustic emissions and 
axial strain began to accelerate at ~370 s, when the differential stress was at 94% of its peak 
value. At this time, the 6-values began to increase from their average value of 1.0 (fluctuating 
from 0.9 to 1.2) up to a peak of 1.4; they subsequently decreased to 0.65 in the final seconds 
before sample failure.
Sample ST28 was loaded at 0.02 MPa s'1 until it failed at a differential stress of 131 
MPa (Fig. 9.12b). Bursts of AE occurred at -3800, 4100, 5,000, and 5270 s, the last of which 
marked the onset of accelerating axial strain. The AE rates then dropped before another burst 
coincided with failure of the sample. The 6-values ranged from 1.0 to 1.4 and bursts in AE 
coincided with drops in 6-value between 0.1 and 0.3, with increasing 6-values between bursts 
of AE. The largest drop, from 1.4 to 1.0, coincided with sample failure.
Finally, Sample ST24 was initially loaded to 133.5 MPa at 0.2 MPa s'1, after which 
the loading rate was dropped to 0.002 MPa s'1. Figure 9.12c shows the AE and strain against 
time from when the loading rate was dropped until the sample failed at a differential stress of 
141 MPa. Isolated bursts of AE occurred at -2600, 3600, and 3700 s, with the second burst 
coinciding with the onset of accelerating strain. A larger burst of AE coincided with sample 
failure. The 6-values were, again, between 1.0 and 1.4, with minima coinciding with the 
middle of each burst of AE. As the sample failed, the 6-value dropped to a lower value of 
- 0 .8 .
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Figure 9.12 AE hit rate (calculated at 1 second intervals for part (a) and 5 second intervals for parts (b) 
and (c)), cumulative energy release, 6 -values and axial strain plotted against time for samples 
tested at room temperature with 30 MPa confining pressure with the axial stress increased at a 
rate of a) 0.2 MPa s' 1 (Sample ST21), b) 0.02 MPa s' 1 (Sample ST28), and c) 0.002 MPa s' 1 
(Sample ST24). All samples were initially loaded to 25 MPa differential axial stress at 10'V1 
strain rate, before the control system was switched into load feedback and loaded at a constant 
rate of axial stress increase. Sample ST24 was loaded to 133.5 MPa at 0.2 MPa s'1, and then 
the load rate was dropped to 0.002 MPa s'1.
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In similar experiments (triaxial creep on hornblende schist) during which AE were 
located, it was found that AE located in the process zone of the main fracture had high 6- 
values, whilst AE located in the surrounding damage zone had low 6-values (Lei et al., 2000). 
It has also been noted (in triaxial compression tests on pre-faulted granitic rocks with the axial 
stress increased at 0.04 to 0.1 MPa s'1) that 6-values increase during initial deformation, then 
decrease slowly before a substantial decrease of -0.5 during tertiary deformation (Lei et al., 
2004). The 6-value patterns in Samples ST28 and ST24 could thus be interpreted as locations 
changing from being distributed throughout the sample to being concentrated in fracture 
process zones causing an increase in 6-values between bursts of AE, followed by a drop 
coinciding with large fracture growth steps, returning to distributed cracking which gradually 
concentrates in process zones as 6-values increase again. In room temperature triaxial creep 
experiments on granite and andesite, it has been found that AE cluster in both time and space, 
which is consistent with the distinct bursts of AE observed in the experiments here 
(Nishizawa et al., 1984; Rao and Kusunose, 1995; Lei et al., 2000).
The acceleration of AE hit rates and energy release and predictability of sample 
failure in these experiments are discussed further and compared with accelerating strain 
before sample failure in the following Section.
9.4 FFM  Analysis o f Precursors to Sam ple Failure
The Failure Forecasting Method (FFM) is a method of forecasting material failure from 
precursory deformation or cracking rates. It has been applied to volcanic eruptions, slope 
failures, and failure of laboratory rock samples (Fukuzono, 1985; Voight, 1988; Voight, 1989; 
Cornelius and Scott, 1993; Cornelius and Voight, 1995). This empirical forecasting method 
and some deterministic models that expect similar accelerating patterns have been described 
in Chapter 4. Acoustic emissions from compression experiments were analysed using the 
FFM in the same manner that volcano-tectonic earthquakes before volcanic eruptions were 
analysed in Chapters 5 and 6. Axial strain was also analysed for experiments conducted under 
load control. Firstly, the goodness of fit to the FFM and the variation of a value with different 
experimental conditions and different ways of grouping the data were assessed using the 
logarithmic form of the FFM (described in Section 5.3). Using this technique, the logarithm 
of the acceleration is plotted against the logarithm of the rate of AE hits or axial strain. The 
gradient of the linear fit to this data is a and the logarithm of the y-intercept is A in Eq. 4.2.
When a=2, the acceleration is hyperbolic with a linear inverse trend that makes 
extrapolation of the trend simple. Values close to 2 are expected in the final stages of 
accelerating seismicity or AE for systems held in a constant remote stress field, or when the
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stress changes at a slow rate with respect to the timescale of the observed precursor and the 
magnitude of the stress (Cornelius and Scott, 1993; Kilbum and Voight, 1998; Main, 1999; 
Main, 2000; Kilbum, 2003). When a=T acceleration is exponential. An exponential increase 
in AE is often observed prior to failure of laboratory samples deformed at a constant strain 
rate (e.g. Meredith et al., 1990; Sammonds et al., 1992; Baddari et al., 1999). When a=0 
acceleration is constant. In the cases where the AE fit the FFM well with l<a<2.5, forecasts 
of sample failure were generated using the integrated form of the FFM and the inverse linear 
trend method, using the condition that sample failure is expected when AE rates approach 
infinity (as described in Section 5.3). a  values greater then 2.5 are considered to be unstable 
(Cornelius and Voight, 1995), and are thus not used to generate forecasts, whilst rates never 
approach infinity when a<l. Forecast accuracy was compared between the different 
experimental conditions and different ways of grouping the data.
9.4.1 AE During Constant Strain Rate Compression Experiments
Constant strain rate compression experiments were all conducted at an axial strain rate of 10'5 
s'1. These experiments lasted approximately 20 minutes each, with the AE accelerating in the 
last few seconds to three minutes before sample failure. AE were recorded during six uniaxial 
experiments at temperatures up to 900 °C and five triaxial experiments with confining 
pressures from 10 to 50 MPa and temperatures up to 600 °C. The experimental programme is 
described in more detail in Section 8.5. AE precursors to sample failure for all of these 
experiments are analysed using the FFM. A peak in AE hit rates coincided with the failure of 
all samples. However, the acceleration leading to this peak varied considerably, resulting in a 
large range of results from the FFM analysis
The FFM was first applied to the AE hit rates calculated at 20 second intervals for all 
experiments, because this is the longest time interval that contained enough data for curve 
fitting in the majority of sequences. Progressively shorter time intervals of 10, 5, 2, and 1 
second were then investigated, with no shorter intervals investigated due to the loss of 
discemable trends. Table 9.3 shows the a values calculated using the logarithmic form of the 
FFM with their errors and the number of available data points used to calculate them for all 
conditions tested in constant strain rate experiments. In some cases there were insufficient 
data to calculate a. Only values of 0<a<2.5 with errors of less than 1 were considered valid, 
because values of a less than 0 show a decreasing acceleration with time, values greater than 
2.5 are unstable, and large errors indicate a poor fit to the FFM. When 0<a<l, the acceleration 
increases with time, but rates never approach infinity (an event rate approaching infinity is the 
failure condition usually used in the FFM). In this case the acceleration does fit the FFM, but 
forecasts can only be made by setting a finite expected AE hit rate at failure.
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Sample
No.
Temp.
(°C)
Confining
Pressure
(MPa)
20 second data 10 second data 5 second data 2 second data 1 second data Mean
Value
Mean
Error
Std.
Dev.
STl(a) 25 0 0.85 ±0.15 (4) 0.76 ± 0.46 (4) 1.38 ±0.62 (6) 1.48 ±0.47 (9) 1.50 ±0.84 (7) 1.19 0.51 0.36
ST 1(b) 25 0 Not enough acceleration values-------- Invalid (lg error) 0.85 ±0.23 (10) 0.97 ± 0.40 (7) 0.91 0.31 0.20
ST11 25 0 2.18 ±0.03 (3) Invalid (high) Invalid (high) Invalid (high) 2.46 ± 0.66 (8) 2.32 0.34 0.20
ST36 300 0 Not enough acceleration values--------------------------------------------------------------------------------------------------------------------
ST37 300 0 Not enough acceleration values--------------------------------------------------------------------------------------------------------------------
ST41 600 0 Not enough acceler<
ST45(a) 900 0 1.76 ±0.67 (5) 1.95 ±0.46 (9) 2.22 ±0.61 (10) 1.37 ±0.82 (7) Invalid (lg error) 1.83 0.64 0.35
ST45(b) 900 0 Not enough values 1.68 ±0.13 (4) 1.52 ±0.27 (5) 0.72 ± 0.75 (6) 2.28 ± 0.70 (7) 1.55 0.46 0.65
ST33 300 10 1.58 ±0.57 (6) 1.53 ±0.39 (8) 2.00 ± 0.36 (6) 2.32 ± 0.82 (5) 1.81 ±0.71 (7) 1.85 0.57 0.33
ST40 600 10 Not enough values Invalid (high) Not enough values 0.73 ± 0.29 (3) Invalid (lg error) Only one value
ST42 600 10 Invalid (lg error) Invalid (high) Invalid (low) Invalid (high) 2.28 ± 0.46 (5) Only one value
STM 25 30 1.48 ±0.43 (6) 2.07 ± 0.45 (4) 2.07 ± 0.25 (5) 1.52 ±0.36 (5) 1.73 ±0.40 (7) 1.78 0.38 0.29
ST15 25 50 Not enough acceler<
Mean (using result a for 
ST1 and ST45)
1.57 1.58 1.92 1.48 1.96 1.79 0.49 0.30
Mean Error 0.37 0.44 0.46 0.55 0.61
Standard Deviation 0.48 0.59 0.37 0.57 0.40
Table 9.3 Calculated a values from numbers of acoustic emissions per fixed time interval prior to failure of samples deformed at a constant strain rate under uniaxial or
triaxial compression. Samples ST1 and ST45 had two distinct bursts of AE, so values are shown for (a) all of the AE and (b) just the final burst of AE that resulted in 
sample failure. Values are shown with the error and the number of acceleration values used in their determination as value ± error (no. points). Values greater than 
2.5, lower than 0, or with errors greater than 1 are shown as invalid.
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For the samples deformed in uniaxial compression at 300 and 600°C and in triaxial 
compression at room temperature with 50 MPa confining pressure, the increases from 
background hit rates to peak hit rates were almost instantaneous. In these cases there were not 
enough data points within the acceleration to analyse, even when the data was grouped into 
intervals as short as one second. All valid calculated a values are plotted against temperature 
and confining pressure in Fig. 9.13. Most of the values were greater than 1, meaning that they 
could be used to generate forecasts of the time of sample failure, if failure is expected when 
AE hit rates approach infinity. The errors increased slightly with shorter time groupings, 
indicating that no improvement could be obtained by further shortening of the time intervals. 
There were no other systematic changes with temperature, confining pressure or time 
grouping and the errors were large (more than one third of the errors were >0.5 and more than 
five sixths were >0.25). The implications of these values for forecasting will be demonstrated 
in Section 9.4.4.
AE before failure of samples ST1 and ST45 (deformed in uniaxial compression at 
room temperature and 900°C respectively) occurred in two distinct bursts. In these cases a 
values were also calculated from just the final burst of AE and compared with the results from 
the whole sequence (Table 9.3). When all the precursory AE for sample ST1 were analysed, a 
varied from 0.76 to 1.50, the value increasing as data were grouped into shorter time intervals. 
When only the final burst of AE was considered, valid a values could only be found from the 
1 and 2 s data. These values (0.85 and 0.97) were lower than those from the complete 
sequence for these time intervals (1.48 and 1.50), and were close to 1 indicating an 
exponential acceleration. For sample ST45, the final burst of AE again gave lower a values 
than all of the precursory AE analysed together, with values between 0.72 and 1.68, compared 
with values between 1.95 and 2.22 for all of the precursory AE (only including time intervals 
for which a was calculated from both data sets). These lower a values for the ‘final’ 
acceleration compared with the whole sequence are at odds with the expected increase from 1 
to 2 as fracturing evolves from activation of new fractures to their growth and coalescence 
(McGuire and Kilbum, 1997; Kilbum, 2003; Section 4.4.1).
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Figure 9.13 Calculated a values and their errors from the number of AE per unit time for all strain rate 
controlled uniaxial and triaxial compression experiments for which AE were recorded (and a 
could be calculated and was considered valid) plotted against a) temperature and b) confining 
pressure. Note that there is no systematic change in the acceleration exponent a with 
temperature, confining pressure, or time grouping (denoted by different shape and colour 
symbols), but that its error is larger for shorter time intervals (brown and green error bars).
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The FFM was also applied to the AE hit rates calculated from the time interval per 
fixed number of AE hits. There were 250 to 11,500 AE hits before sample failure in each 
experiment, with a mean of 2904. The largest number grouping of AE analysed was 200, as 
this value was small enough to produce enough data points for curve fitting for six out of 
eleven experiments. The AE hit rates were then calculated from progressively smaller number 
groupings of AE hits (100, 50,20, and 10). No groupings smaller than 10 were investigated as 
the fit to the FFM deteriorated at this number grouping of AE. Table 9.4 shows the a values 
calculated using the logarithmic form of the FFM, together with their errors and the number 
of available data points for the calculations. Again, some values could not be calculated due 
to insufficient data; additional values were considered invalid because they had errors greater 
than 1.0 or lay outside the range 0<a<2.5. Although some a values could be calculated for the 
uniaxial experiments conducted at 300 and 600°C (for which insufficient data were available 
to estimate a using the hits per fixed time interval data), they were all considered invalid (due 
to large errors or lying outside the range 0<a<2.5). For the experiment conducted at room 
temperature with 50 MPa confining pressure (for which no a values could be calculated from 
the fixed time interval data) a~2 with errors <0.3 when calculated from the hit rates derived 
from the time interval per 50, 20, and 10 AE. All valid calculated a values and their errors 
are plotted against temperature and confining pressure in Fig. 9.14. Only one value is below 1 
with typical values slightly larger than those for the fixed time interval data, and errors 
slightly smaller.
For samples ST1 and ST45, a values were again calculated for the final burst of AE 
and compared with the results from all the AE. The final burst of AE for Sample ST1 had 
lower a values (a mean value of 0.98 compared with 1.53) and larger errors (a mean error of 
0.52 compared with 0.33) than those for all the AE considered together (Table 9.4). For ST45 
there was no systematic change in a values or their errors when only the final burst of were 
considered as apposed to the whole sequence, with values and errors increasing, whilst others 
decreased (Table 9.4).
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Figure 9.14 Calculated a values and their errors from the time interval per fixed number of AE for all 
strain rate controlled uniaxial and triaxial compression experiments for which AE were 
recorded (and a could be calculated and was considered valid) plotted against a) temperature 
and b) confining pressure. Note that there is no systematic change in the acceleration exponent 
a with temperature, confining pressure, or AE bit number grouping (denoted by different 
shape and colour symbols), but that its error is larger for the smaller number groupings of AE 
hits (brown and green error bars).
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Sample
No.
Temp.
(°C)
Confining
Pressure
(MPa)
200 AE data 100 AE data 50 AE data 20 AE data 10 AE data Mean
Value
Mean
Error
Std.
Dev.
ST 1(a) 25 0 1.64 ±0.23 (7) 1.56 ±0.39 (9) 1.34 ±0.26 (14) 1.57 ±0.44 (13) Not enough 
values
1.53 0.33 0.13
ST 1(b) 25 0 1.85 ±0.86 1.41 ±0.43 (5) 0.81 ±0.40(10) 0.83 ±0.36 (14) 0.69 ±0.53 (14) 0.98 0.52 0.30
ST11 25 0 1.66 ±0.54 (4) 1.84 ±0.33 (7) Invalid (lg error) 1.93 ±0.89 (7) Invalid (high) 1.81 0.59 0.14
ST36 300 0 Not enough acceleration values--------------------------------------------------------------------------------------------------------------------
ST37 300 0 Not enough values Invalid (lg error) Invalid (lg error) Invalid (lg error) Invalid (lg error)
ST41 600 0 Invalid (high) Invalid (low) Invalid (low) Invalid (high) Invalid (lg error)
ST45(a) 900 0 2.16 ±0.46 (4) 1.68 ±0.61 (5) 1.78 ±0.38 (10) 1.54 ±0.39 (14) 1.30 ±0.50 (12) 1.69 0.47 0.32
ST45(b) 900 0 Not enough values 1.90 ±0.37 (5) 1.89 ±0.78 (6) 0.96 ±0.71 (8) Invalid (lg error) 1.58 0.62 0.54
ST33 300 10 Not enough values 1.76 ±0.29 (5) 1.86 ±0.46 (7) 1.66 ±0.18 (12) 2.11 ±0.31 (11) 1.84 0.31 0.19
ST40 600 10 Invalid (lg error) Invalid (lg error) 1.84 ±0.65 (6) Invalid (lg error) Invalid (lg error) Only one value
ST42 600 10 Invalid (high) Invalid (high) 2.41 ± 0.36 (9) 2.35 ±0.36 (8) 2.36 ± 0.74 (9) 2.37 0.48 0.03
ST14 25 30 1.45 ±0.75 (3) 1.39 ±0.49 (5) 1.20 ±0.71 (8) Invalid (lg error) 0.34 ± 0.86 (8) 1.10 0.70 0.52
ST15 25 50 Not enough acceleration values-------- 2.03 ± 0.06 (3) 2.01 ±0.30 (5) 1.96 ±0.17 (9) 2.00 0.18 0.04
Mean (using result a for 
ST1 and ST45)
1.73 1.65 1.78 1.84 1.61 1.77 1.14 0.50
Mean Error 0.49 0.42 0.41 0.43 0.52
Standard Deviation 0.30 0.18 0.41 0.31 0.81
Table 9.4 Calculated a values from time intervals per fixed number of acoustic emissions prior to failure of samples deformed at a constant strain rate under uniaxial or
triaxial compression. Samples ST1 and ST45 had two distinct bursts of AE, so values are shown for (a) all of the AE and (b) just the final burst of AE that resulted in 
sample failure. Values are shown with the error and the number of acceleration values used in their determination as value ± error (no. points). Values greater than 
2.5, lower than 0, or with errors greater than 1 are shown as invalid.
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Sample
No.
Loading Rate 
(MPa/s)
20 second data 10 second data 5 second data 2 second data 1 second data Mean
Value
Mean
Error
Std.
Dev.
ST21 0.2 Not enough 
values
0.16 ±0.70 (3) 0.70 ± 0.64 (6) Invalid (lg error) Invalid (low) 0.43 0.67 0.39
ST28 (a) 0.02 0.21 ± 0.44 (8) Invalid (low) Invalid (lg error) Not enough acceleration values Only one value
ST28 (b) 0.02 Invalid (lg error) Invalid (lg error) Invalid (lg error) Invalid (lg error) 2.12 ±0.25 (3) Only one value
ST24 (a) 0.002 1.08 ±0.72 (4) Invalid (lg error) 0.87 ± 0.72 (6) Not enough acceleration values 0.98 0.72 0.15
ST24 (b) 0.002 Not enough 
values
1.22 ±0.42 (4) 0.43 ± 0.53 (5) Invalid (lg error) Invalid (lg error) 0.82 0.47 0.56
200 AE data 100 AE data 50 AE data 20 AE data 10 AE data
ST21 0.2 0.62 ± 0.60 (3) Invalid (lg error) 1.20 ±0.78 (6) 0.53 ± 0.97 (7) 1.14 ±0.86 (8) 0.87 0.80 0.35
ST28 (a) 0.02 Not enough acceleration values------- Invalid (low) 1.74 ±0.36 (4) Invalid (high) Only one value
ST28 (b) 0.02 Invalid (lg error) 0.68 ± 0.96 (5) 0.81 ±0.98 (5) 1.29 ±0.68 (7) Invalid (lg error) 0.93 0.87 0.32
ST24 (a) 0.002 2.12 ±0.11 (4) Invalid (lg error) Invalid (high) 0.23 ± 0.80 (8) 0.05 ±0.59 (14) 0.80 0.50 1.14
ST24 (b) 0.002 Not enough 
values
Invalid (lg error) 2.49 ± 0.50 (6) 1.82 ±0.75 (7) Invalid (lg error) 2.16 0.63 0.47
Table 9.5 Calculated a values from numbers of acoustic emissions per fixed time interval and time intervals per fixed number of acoustic emissions prior to failure of
samples deformed at a constant load rate under triaxial compression (room temperature with 30MPa confining pressure). Samples ST28 and ST24 had two and three 
distinct bursts of AE, so values are shown for (a) all of the AE and (b) just the final burst of AE that resulted in sample failure. Values are shown with the error and 
the number of acceleration values used in their determination as value ± error (no. points). Values greater than 2.5, lower than 0, or with errors greater than 1 are 
shown as invalid.
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9.4.2 AE During Constant Load Rate Compression Experiments
Constant load rate experiments (described in Section 8.7) were all conducted at room 
temperature with 30 MPa confining pressure and the axial stress was increased at 0.2, 0.02, 
and 0.002 MPa s'1. When the stress is constant or the differential stress increases at a constant 
but slow rate it is expected that cracking (recorded as AE hits) will accelerate according to the 
FFM with a~2 immediately before bulk failure (see Section 4.4). However, the acoustic 
emissions during the experiments conducted at a constant loading rate did not fit the FFM 
well, with many values either invalid (outside of the range of 0<a<2.5 or with errors greater 
than 1). Table 9.5 shows the results from both the number of AE per fixed time interval and 
the time interval per fixed number of AE.
AE before failure of samples ST28 and ST24 (deformed at 0.02 and 0.002 MPa s'1) 
occurred in three and two distinct bursts respectively. In these cases a was calculated from 
both (a) the AE from the whole sequence and (b) just the final burst resulting in sample 
failure (Table 9.5). Using fixed time interval data from sample ST28 only one valid a value 
(out of a possible five) could be calculated from each of the whole data sequence and the final 
burst of AE. Using the time per fixed number of AE for this sample, the number of valid a 
values increased from one to three for the final burst of AE. Two of these values were <1, 
making them valid, but difficult to use to forecast failure.
For the fixed time interval data from Sample ST24, two values could be calculated 
from each of the whole data sequence and just the final burst of AE. All values were low, 
between 0.43 and 1.22. From the time per fixed number of AE for this sample, three valid a 
values between 0.05 and 2.12 were obtained from the full AE data, and 2 values (1.82 and 
2.49) were obtained from the final burst of AE.
For Sample ST21, two and four valid a values were obtained from the fixed time 
interval and the fixed AE hit number data respectively. All values were between 0.16 and 1.20 
(Table 9.5).
Overall, few valid a values could be calculated from the data recorded during 
constant load rate experiments (23 out of a possible 50), with the majority of those that could 
be calculated lower than would be expected (11 out of 23 were less than 1, compared to an 
expected value of 2) and too low to make forecasts if this is done by extrapolating the hit rate 
towards infinity (a must be greater than 1 to generate forecasts in this way) (Table 9.5).
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9.4.3 Axial Strain During Load Rate Controlled Experiments
When samples are deformed in triaxial compression with the axial stress increasing at a 
constant rate, it is expected that the axial strain will accelerate before sample failure as it does 
during tertiary creep (Main, 2000). Observations and models of the exact form of accelerating 
strain during tertiary creep vary; for example, Baud and Meredith (1997) observed 
exponential acceleration of axial strain before macroscopic failure during triaxial creep, whilst 
Cornelius and Scott (1993) found a hyperbolic acceleration of fracture opening during tensile 
creep.
For the three experiments conducted under load rate control, Fig. 9.15 shows the 
strain and strain rate against time from the end of the period of linear strain increase (elastic 
deformation and possibly secondary creep) until sample failure. For the samples deformed at 
the lower loading rates of 0.02 and 0.002 MPa s'1, the noise in the strain measurement resulted 
in the strain rate having noise approximately an order of magnitude larger then the mean 
strain rate (Fig. 9.15d & f). This can be overcome either by calculating the strain rate from 
successive strain peaks (pink symbols) or by averaging several strain rate values (yellow 
symbols). Using smoothed values may distort the amount of acceleration in the later phases, 
as the strain could accelerate considerably within the number of values used for averaging. It 
would also delay the time after which forecasts can be generated. It was therefore decided to 
calculate a values using the strain rates calculated from peak strain values.
Figure 9.15 Axial strain and strain rate during triaxial compression of Ancestral Mount Shasta andesite 
at room temperature with 30 MPa confining pressure, with axial stress increased at a) and b) 
0.2 MPa s'1, c) and d) 0.02 MPa s'1, and e) and f) 0.002 MPa s'1. Parts a), c) and e) show strain 
against time and parts b), d) and f) show strain rate against time. The strain rate in samples 
ST21 and ST28 increased at two distinct points, shown by red arrows (parts a) and c)), rather 
than increasing smoothly. Sample ST24 exhibited several distinct episodes of higher strain 
rate, shown by red arrows (part e)), rather than increases in strain rate. Axial strain rate is 
compared with acceleration when applying the FFM. For Samples ST28 and ST24 (parts c) to 
f)) the noise on the strain rate was approximately an order of magnitude larger than the mean 
strain rate, so this noise had to be filtered out to apply the FFM. In parts d) and f) pink 
symbols show the strain rates calculated from peaks in axial strain (rather than all values) and 
yellow symbols show an averaged strain rate from 10 values. Both methods reduce the noise 
so that changes in strain rate are more easily identifiable.
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For Samples ST21 and ST28, deformed with the axial stress increasing at 0.2 and 
0.02 MPa s'1, a values calculated using the strain rates derived from all strain values were 
3.45 ± 1.38 and 3.52 ± 2.93 respectively. Only 4 acceleration values could be used for each 
calculation, as each value must be larger than the previous one. These values are considered 
invalid as both the values and their errors are too large to indicate a good fit to the FFM. Five 
strain acceleration values were available to calculate a for sample ST24, which was deformed 
at 0.002MPa s'1. The calculated a value was 2.03 ± 0.30, making this the only a that fits the 
FFM with a far smaller error than those for the experiments conducted at higher load rates. 
The strain did not accelerate smoothly for any of the samples, with two distinct increases in 
strain rate for samples ST21 and ST28, and several distinct episodes of higher strain rate of 
(with each episode resulting in a larger strain increment than the last) for sample ST24 (Fig. 
9.15a, c & e).
9.4.4 Forecasting Sample Failure
Forecasts were generated using the FFM from all data groupings for samples ST33, ST45, and 
ST24. Sample ST33, deformed at 300°C with 10 MPa confining pressure, was selected as an 
example of elastic brittle failure under strain rate control where there were enough precursory 
AE to apply the FFM. Sample ST45, deformed at a constant strain rate in uniaxial 
compression at 900°C, was selected because it was the only sample with AE recorded and 
substantial post-yield deformation before complete failure. Finally, Sample ST24 was selected 
from the constant load rate experiments, because it was the only sample to have a valid a 
value from the strain data. It was also the sample deformed at the slowest load rate, with the 
stress increasing by <2% from the onset of heightened AE activity and strain rates until 
sample failure, making it close to the condition of constant stress, a condition used in models 
to explain FFM seismicity and AE patterns based on rates of fracture growth and coalescence 
(Section 4.4; Kilbum, 2003; Kilbum and Sammonds, 2005)
In all cases, a forecast was first generated from the integrated form of the FFM when 
three values of AE or strain acceleration were available to calculate a and A using the 
logarithmic form of the FFM (as described in Section 5.3). Forecasts were then recalculated 
each time an additional acceleration value could be used to calculate new a and A values. The 
forecast errors (referred to as the forecast time window) were calculated by combining the 
errors in a and A using the methods described in Appendix C. Forecasts were generated for 
all data groupings (AE hits per 20, 10, 5, 2, and 1 s and time per 200, 100, 50, 20, and 10 AE 
hits) for which there were sufficient data.
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Sample ST33
The forecasts calculated for sample ST33 are shown in Table 9.6. In many cases forecasts 
could not be generated because the data showed a poor fit to the FFM (indicated through poor 
linear fits to the log acceleration: log rate data), the acceleration exponent was too low to 
forecast failure (a<l), the acceleration exponent was too high to be considered a reliable value 
(a>2.5), or the forecast indicated that failure had already occurred.
Figure 9.16a shows the 13 valid forecasts calculated from 5 different time groupings. 
Although all forecast windows contained the time that the sample failed, only 5 of them were 
less than 400 seconds long (compared to experiment duration of 1091 seconds and duration of 
accelerating AE of ~300 seconds). Given that the strain rate was 10'5 s'1, the sample strain 
would increase by 0.4% in 400 seconds, which is nearly half the total sample strain at failure. 
Forecast windows of this length are not meaningful in the laboratory, as they are longer than 
the variability of experimental strain, and forecast windows longer than the duration of the 
precursor are unlikely to be useful in field applications. Shorter forecast windows (65 to 198 
s) were obtained from the 10, 5, and 2 s data, with all forecasts from the other time groupings 
(20 and 1 s) having window lengths greater than 400 s. The first short forecast window was at 
time=1025 seconds, with the other four at 1070, 1078 and 1080 seconds (compared to sample 
failure at 1091 seconds). These forecast windows, especially those shorter than 100 s (three of 
them; note that 100s is one third of the duration of accelerating AE and 0.1 % axial strain) 
could be useful in constraining the possible time of sample failure.
Table 9.6 Forecasts of failure of sample ST33 made by applying the integrated from of the FFM to AE 
hit rates. This sample was deformed in triaxial compression at 10'V1 strain rate, at 300°C with 
lOMPa confining pressure. Hit rates are considered in terms of the number per fixed time 
interval and the time per fixed number of hits. The sample failed at time=1091 seconds.
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Data
Grouping
Time
forecast
made
no of data
points
used
a  value Failure
forecast
time
Beginning of
forecast
window
End of
forecast
window
20 second
time
intervals
1020 3 1.79 ± 1.93 No forecast, a error too large
1040 4 1.93 ±0.88 1073.1 immediate 2491.3
1060 5 1.07 ±0.84 2587.1 immediate infinite
1080 6 1.58 ±0.57 1132.1 immediate 10787
10 second
time
intervals
1010 3 2.72 ±3.29 No forecast, a too high & error too lg
1030 4 2.19± 1.39 No forecast, a error too large
1060 5 159 ±0.92 1141.1 immediate 1746
1070 6 1.63 ±0.65 1137.2 1070.9 6369
1080 7 1.88 ±0.46 1094.6 immediate 1188
1090 8 1.53 ±0.39 1135.4 1090.02 1624
5 second
time
intervals
1025 3 2.29 ± 0.44 1048.6 1029.4 1095
1060 4 1.20 ±0.77 1491.7 immediate Infinite
1070 5 1.81 ±0.61 1110.9 immediate 1068
1080 6 2.00 ±0.36 1087.4 immediate 1077
2 second
time
intervals
1056 3 3.81 ±6.62 No forecast, a too high & error too lg
1070 4 2.70 ± 1.96 No forecast, a too high & error too lg
1078 5 2.32 ±0.82 1079.4 immediate 1276
1 second
time
intervals
1056 3 9.39 ±4.50 No forecast, a too high & error too lg
1069 4 4.45 ± 3.26 No forecast, a too high & error too lg
1070 5 5.31 ±1.71 No forecast, a too high & error too lg
1078 6 2.80 ±1.01 No forecast, a too high & error too lg
1091 7 1.81 ±0.71 1092.4 immediate 1277
Time per 200 AE hits: not enough cata
Time per 
100 AE hits
1077.6 3 1.89 ±0.40 1082.5 immediate 1110
1090.1 4 1.45 ±0.35 1109.9 immediate 1416
1091.5 5 1.76 ±0.29 1094.3 immediate 1109
Time per 50 
AE hits
1056.2 3 0.81 ±1.54 No forecast, a too low & error too lg
1069.6 4 1.44 ± 1.19 No forecast, a error too lg
1076.9 5 1.80 ±0.89 1131.7 immediate 3561
1077.6 6 2.28 ± 0.58 1078.3 immediate 1094
1090.5 ■7 1.86 ±0.46 forecast failure has alreac y happened
Time per 20 
AE hits
1014.4 3 1.19 ±0.26 1231.4 1083.1 2230
1024.7 4 0.95 ± 0.23 No forecast, a too low
1031.8 5 1.29 ±0.32 1153.8 1068.1 2685
1059.7 6 1.11 ±0.27 1462.7 1118.8 2277
1069.6 7 1.25 ±0.22 1192.8 1106.7 2797
1071.8 8 1.46 ±0.22 1110.8 1085.8 1195
1077.1 9 1.60 ±0.18 1086.8 1079.4 1105
1077.4 10 1.88 ±0.18 1079.1 1077.9 1082
1090.3 11 1.58 ±0.21 forecast failure has alreac y happened
1090.4 12 1.66 ± 0.18 1093.4 i 1091.1 1100
Time per 10 
AE hits
1024.7 3 0.21 ±1.25 No forecast, a too low & error too lg
1027.4 4 0.88 ±0.90 No forecast, a too low
1055.0 5 0.66 ±0.63 No forecast, a too low
1056.2 6 1.65 ±0.79 1077.3 immediate 1569
1069.6 7 1.32 ±0.61 1121.7 immediate 1470
1070.1 8 1.88 ±0.57 1076.2 immediate 1155
1076.9 9 1.64 ±0.46 1083.9 immediate 1237
1077.1 10 1.97 ±0.41 1079.1 immediate 1094
1077.4 11 2.11 ±0.31 1077.6 immediate 1080
273
tim
e 
fo
re
ca
st
 
m
ad
e 
(s
ec
) 
tim
e 
fo
re
ca
st
 
m
ad
e 
(s
ec
)
Chapter 9: Precursors to Failure in Laboratory Experiments
1090 
1080 
1070 
1060 
1050 
1040 
1030 
1020
1020 1120 1220 1320 1420 1520
forecast tim e (sec)
1090 
1080 
1070 
1060 
1050 
1040 
1030 
1020
1020 1120 1220 1320 1420 1520
forecast tim e (sec)
Figure 9.16 Failure forecasts of sample ST33 using the FFM with a) AE hits per fixed time interval 
and b) AE hit rates derived from the time interval per fixed number of AE. The y axis shows 
the time at which the forecast is made, with all AE data up to that time used to generate a 
forecast. For each forecast, the position of the 0 symbol along the x axis shows the failure 
forecast time, with the error bars showing the length of the forecast window. The red line 
shows the time of sample failure (1091 seconds) for comparison with the forecast times. The 
dashed line shows where the time = forecast time, with points to the right of this line showing 
forecasts of failure after the time the forecast was made.
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Forecast windows from the time per fixed numbers of AE hits (Fig. 9.16b), were 
shorter than those from the fixed time interval data. Of the 19 forecasts generated from four 
different number groupings of AE, two did not contain the time of sample failure, and seven 
were more 400 seconds long. Six forecast windows were less than 20 seconds long, 
compared with a shortest window length of 65 s obtained from fixed time interval data. This 
shows better forecast precision from the fixed number of AE data than the fixed time interval 
data. At least one forecast windows less than 20 seconds long that included the time of sample 
failure was generated from all AE number groupings at between 1076 and 1078 seconds. No 
improved forecast could be generated until within a second of macroscopic failure. More 
forecasts were generated when the AE were grouped into smaller numbers (three forecasts 
each from the 100 and 50 AE hit data, compared with six and eight obtained from the 10 and 
20 hit data respectively).
Sample ST45
The AE accelerated in the initial part of this experiment, reaching a level of 1 to 3 hits s'1 after 
500 s. It did not increase above this level until two distinct bursts of AE began after 1200 and 
1240 s, before macroscopic failure occurred after 1292 s. Forecasts were thus generated from 
both the whole sequence of AE and just the final burst of AE and from both the number of AE 
per fixed time interval and the time per fixed number of AE (Table 9.7). 42 a values were 
calculated from data during only the first burst of AE (i.e. at times less than 1240 s) using all 
data groupings (5 different fixed time intervals and 5 different AE number intervals). 
However only two forecasts could be made from these a values, because the majority of them 
were greater than 2.5 and so were considered too high to be valid. This indicates that the 
accelerating AE hit rates in the first burst of AE did not fit the FFM.
Using the whole AE record, it was possible to calculate six forecasts from events 
recorded per 20, 10, 5, 2, and 1 s at intervals of 12 s or less before failure (Fig. 9.17a). A1 
forecast windows included the time of sample failure, but were at least 130 s long (compared 
to duration of accelerating AE of ~100 s). Seven forecasts were calculated from the fixed time 
interval data from just the final burst of AE, with all forecast windows containing the time of 
sample failure (Fig. 9.17b). Forecast precision was improved, with four out of eight forecast 
windows being less than 130 s long.
Table 9.7 Forecasts of failure of sample ST45 from AE hit rates. This sample was deformed in uniaxial 
compression at 10'V1 strain rate, at 900°C. Hit rates are considered in terms of the number per 
fixed time interval and the time per fixed number of hits. Forecasts are also compared between 
those generated from all AE data, and just the final burst of AE before sample failure. The 
sample failed after 1292 seconds.
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Data
Grouping
Time
forecast
made
no of 
data 
points 
used
a  value Failure
forecast
time
Beginning 
of forecast 
window
End of
forecast
window
20 second time 
intervals, all 
AE
1200 3 3.97 ±0.78 No forecast, a too high
1260 4 1.72 ± 1.34 No forecast, a  error too large
1280 5 2.08 ± 0.76 1300.3 immediate 2150
20 second time interval, final burst 01 AE: not enough data
10 second time 
intervals, all 
AE
1190 3 -1.69 ±5.30 No forecast, a too low & error too lg
1200 4 4.39 ± 4.53 No forecast, a too high & error too lg
1210 5 5.30 ±2.19 No forecast, a too high & error too lg
1220 6 3.82 ±0.95 No forecast, a too high
1230 7 2.40 ± 0.82 1239.8 immediate 1492
1280 8 1.83 ±0.65 1301.4 immediate 2626
1290 9 1.95 ±0.46 1301.6 immediate 1450
10 second time 
intervals, final 
AE burst
1280 3 2.01 ±0.07 1290.2 1286.2 1295.3
1290 4 1.68 ± 0.13 1300.5 1291.9 1316
5 second time 
intervals, all 
AE
1200 3 2.45 ± 3.94 No forecast, a error too large
1205 4 6.99 ± 4.29 No forecast, a too high & error too lg
1210 5 9.57 ±2.78 No forecast, a too high & error too lg
1215 6 7.48 ± 1.58 No forecast, a too high & error too lg
1220 7 4.87 ± 1.02 No forecast, a too high & error too lg
1225 8 3.46 ±0.78 No forecast, a too high
1280 9 2.12 ±0.84 forecast failure has already happened
1285 10 2.22 ±0.61 1289.0 immediate 1420
5 second time 
intervals, final 
AE burst
1270 3 0.42 ± 0.83 No forecast, a too low
1280 4 1.11 ±0.43 1439.0 immediate 1895
1285 5 1.52 ±0.27 1298.0 immediate 1373
2 second time 
intervals, all 
AE
1214 3 6.66 ± 7.98 No forecast, a too high & error too lg
1220 4 4.55 ± 2.00 No forecast, a too high & error too lg
1222 5 3.57 ± 1.04 No forecast, a too high & error too lg
1282 6 2.08 ± 0.96 forecast failure has already happened
1292 7 1.37 ±0.82 1381.7 immediate 4932
2 second time 
intervals, final 
AE burst
1268 3 0.15 ±0.78 No forecast, a too low
1280 4 1.01 ±0.48 3343.6 immediate 9001
1282 5 1.92 ±0.43 1285.5 immediate 1332
1292 6 0.72 ±0.75 No forecast, a too low
1 second time 
intervals, all 
AE
1219 3 4.80 ± 4.22 No forecast, a too high & error too lg
1220 4 4.31 ±1.89 No forecast, a too high & error too lg
1221 5 3.52 ± 1.34 No forecast, a too high & error too lg
1222 6 3.38 ±0.93 No forecast, a too high
1280 7 1.44 ±1.52 No forecast, a error too large
1281 8 1.78 ± 1.23 No forecast, a error too large
1282 9 1.90 ± 1.00 No forecast, a error too large
1 second time 
intervals, final 
AE burst
1268 3 ^0.53 ± 1.35 No forecast, a too low & error too lg
1277 4 -1.23 ± 1.09 No forecast, a too low & error too lg
1280 5 1.70 ± 1.60 No forecast, a error too lg
1281 6 2.30 ±0.99 1284.6 Immediate 2397
1282 7 2.28 ± 0.70 1284.4 Immediate 1431
Time per 200 
AE hits, all AE
1241.0 3 2.94 ±0.39 No forecast, a too high
1280.1 4 1.94 ±0.55 1289.4 Immediate 1559
1282.3 5 2.30 ±0.31 1283.2 Immediate 1290.8
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Time per 200 AE hits, final AE burst: not enough data
Time per 100 
AE hits, all AE
1221.4 3 3.08 ±0.67 No forecast, a too high
1281.3 4 1.57 ±0.92 forecast failure has already happened
1282.3 5 1.67 ±0.61 1291.2 Immediate 2759
Time per 100 
AE hits, final 
AE burst
1278.5 3 2.63 ±0.58 No forecast, a too high
1280.7 4 2.47 ± 0.22 1281.6 1280.9 1283.5
1281.8 5 1.90 ±0.37 1284.0 Immediate 1302.6
Time per 50 
AE hits, all AE
1202.5 3 9.88 ±5.37 No forecast, a too high & error too lg
1212.3 4 5.53 ±1.78 No forecast, a too high & error too lg
1218.3 5 3.98 ± 1.05 No forecast, a too high & error too lg
1220.1 6 3.42 ±0.57 No forecast, a too high
1221.4 7 2.86 ± 0.45 No forecast, a too high
1222.4 8 2.44 ± 0.42 1223.2 immediate 1231
1280.1 9 1.90 ±0.46 forecast failure has already happened
1281.7 10 1.78 ±0.38 1287.0 immediate 1353
Time per 50 
AE hits, final 
AE burst
1276.9 3 -0.46 ± 1.74 No forecast, a too low & error too lg
1279.6 4 0.11 ±1.21 No forecast, a too low & error too lg
1280.1 5 2.72 ± 1.09 No forecast, a too high & error too lg
1281.7 6 1.89 ±0.78 1284.4 immediate 2346.2
Time per 20 
AE hits, all AE
1187.2 3 2.79 ±1.77 No forecast, a too high & error too lg
1202.5 4 4.23 ±1.10 No forecast, a too high & error too lg
1207.1 5 5.40 ±0.97 No forecast, a too high
1210.8 6 5.35 ± 0.64 No forecast, a too high
1213.3 7 5.16 ±0.43 No forecast, a too high
1218.3 8 4.03 ± 0.59 No forecast, a too high
1219.1 9 3.88 ±0.40 No forecast, a too high
1219.6 10 3.50 ±0.32 No forecast, a too high
1221.4 11 2.88 ±0.37 No forecast, a too high
1279.8 12 2.11 ±0.45 forecast failure has already happened
1281.8 13 1.91 ±0.38 1284.0 immediate 1315
1290.4 14 1.54 ±0.39 1302.3 immediate 1664
Time per 20 
AE hits, final 
AE burst
1268.0 3 0.55 ±0.08 No forecast, a too low
1276.9 4 0.13 ±0.32 No forecast, a too low
1279.6 5 0.84 ±0.57 No forecast, a too low
1279.8 6 2.24 ± 0.79 1280.8 immediate 1368
1281.8 7 1.66 ±0.63 1284.9 immediate 3385
1290.4 8 0.96 ±0.71 No forecast, a too low
Time per 10 
AE hits, all AE
1207.1 3 -0.59 ± 11.2 No forecast, a too low & error too lg
1208.3 4 9.22 ±3.80 No forecast, a too high & error too lg
1213.3 5 ^.16 ±2.73 No forecast, a too high & error too lg
1218.3 6 3.45 ± 1.65 No forecast, a too high & error too lg
1218.5 7 3.91 ±0.94 No forecast, a too high
1219.3 8 3.09 ±0.72 No forecast, a too high
1221.0 9 2.58 ±0.57 No forecast, a too high
1281.8 10 1.66 ±0.65 forecast failure has already happened
1290.3 11 1.32 ±0.58 1319.9 immediate 2125
1291.9 12 1.30 ±0.50 1328.7 immediate 2089
Time per 10 
AE hits, final 
AE burst
1281.8 3 -0.22 ± 1.65 No forecast, a too low & error too lg
1291.6 4 -0.46 ± 1.08 No forecast, a too low & error too lg
1291.9 5 0.54 ± 1.58 No forecast, a too low & error too lg
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Figure 9.17 Failure forecasts of sample ST45 using the FFM with a) AE hits per fixed time interval 
from the whole AE record, b) AE hits per fixed time interval during just the final burst of AE 
c) AE hit rates derived from the time interval per fixed number of AE from the whole AE 
record, and d) AE hit rates derived from the time interval per fixed number of AE during just 
the final burst of AE. Forecast representation is as Fig. 9.16. Sample failure occurred after 
1292 s.
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Forecast windows from the time per fixed number of AE for were typically shorter 
than those from the fixed time interval data. Using the whole AE record, nine forecasts were 
calculated, of which four had forecast windows shorter than 130 s (Fig. 9.17c). Two of these 
did not include the time of sample failure. Using only the final burst of AE, fewer forecasts 
were calculated (Fig. 9.17d). Out of five forecasts, two were more than 1000 s long 
(compared to an experiment duration of 1292 s) and three were less than 100 s long, with one 
of these forecast windows not including the time of sample failure. Overall, the final burst of 
AE fit the FFM better than the first burst of AE or the whole sequence considered together, 
but very few accurate forecasts could be calculated from any data grouping.
Results from Sample ST45 are comparable to those from the VT seismicity before the 
1991 eruption of Mount Pinatubo, where a swarm of earthquakes three weeks before the 
eruption showed a poor fit to the FFM (calculated a values were all either greater than 2.5 or 
had errors greater than 0.9), but VT seismicity in the final week before the eruption showed a 
good fit to the FFM from which forecasts could be made (Section 5.4.4).
Sample ST24
AE hit rates during slow loading (at 0.002 MPa s'1) from 133.5 MPa until sample failure (at
140.4 MPa) were below 5 min'1 for the first 2600 s. There was than a burst of ~ 150 AE hits, 
before rates dropped to 5-10 per minute. There were a further four distinct bursts of AE 
between 3600s and sample failure after 3922s, with the final burst of AE starting after 3870 s. 
Forecasts were thus generated from both the whole sequence of AE and just the final burst of 
AE, in addition to the axial strain (Table 9.8).
Figure 9.18a shows the forecasts from the AE organised into fixed time intervals. 
When all AE were used, a values could be calculated from the 20, 10, and 5 s time interval 
data. However most of these values were too small (a<l), too large (a>2.5) or their error was 
too large (>1.0) to calculate a forecast. The one forecast that could be obtained (from the 20 s 
data) had an infinite forecast window. Using only the final burst of AE, a values could be 
calculated from 10, 5, 2, and 1 second time interval data. However, only two forecasts could 
only be calculated (from the 10 s time interval data) at 22 and 2 s before sample failure. The 
corresponding forecast windows were 157 and 455 s long (compared to heightened AE lasting 
1300 s for this experiment) and both included the time of sample failure. During this amount 
of time the axial stress would increase by 0.314 and 0.91 MPa respectively, compared to a 
peak stress of 140.4 MPa.
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Data Grouping Time
forecast
made
no of 
data 
points 
used
a value Failure
forecast
time
Beginning
of
forecast
window
End of
forecast
window
20 second time 
intervals, all AE
3680 3 1.41 ±1.68 No forecast, a error too large
3920 4 1.08 ±0.72 6320 immediate infinite
20 second time interval, final burst of AE: not enough data
10 second time 
intervals, all AE
3680 3 0.78 ± 1.78 No forecast, a too low & error too lg
3900 4 -0.49 ± 1.37 No forecast, a too low & error too lg
3920 5 0.90 ± 1.33 No forecast, a too low & error too lg
10 second time 
intervals, final AE 
burst
3900 3 1.71 ±0.51 3904.1 immediate 4057
3920 4 1.22 ±0.41 3968.6 immediate 4375
5 second time intervals, 
all AE
3590 3 1.86 ± 3.81 No forecast, a error too large
3680 4 1.35 ± 1.43 No forecast, a  error too large
3915 5 0.54 ± 0.94 No forecast, a too low
3920 6 0.87 ±0.72 No forecast, a too low
5 second time intervals, 
final AE burst
3900 3 1.45 ± 1.12 No forecast, a error too large
3915 4 0.64 ± 0.74 No forecast, a too low
3920 5 0.43 ± 0.53 No forecast, a too low
2 second time intervals, all AE: not enough data
2 second time intervals, 
final AE burst
3916 3 0.37 ±3.38 No forecast, a too low & error too lg
1 second time intervals, all AE: not enough data
1 second time intervals, 
final AE burst
3900 3 4.03 ±0.61 No forecast, a too high
3915 4 1.79 ± 1.79 No forecast, a error too large
Time per 200 AE hits, 
all AE
3675.5 3 2.00 ± 0.26 3687.6 immediate 3717.2
3677.6 4 2.12 ± 0.11 3677.8 immediate 3678.6
Time per 200 AE hits, final AE burst: not enough data
Time per 100 AE hits, 
all AE
3676.6 3 3.68 ± 1.27 No forecast, a too high & error too lg
3677.6 4 2.68 ± 0.97 No forecast, a too high
3900.0 5 1.63 ± 1.26 No forecast, a error too large
3914.6 6 1.45 ± 1.01 No forecast, a error too large
Time per 100 AE hits, 
final AE burst
3900.0 3 2.26 ± 0.63 3900.4 immediate 3904.1
3914.6 4 0.57 ± 1.52 No forecast, a too low & error too lg
Time per 50 AE hits, 
all AE
3676.3 3 2.56 ±3.20 No forecast, a too high & error too lg
3676.6 4 4.03 ± 1.44 No forecast, a too high & error too lg
Time per 50 AE hits, 
final AE burst
3895.1 3 -1.14 ± 0.83 No forecast, a too low
3897.5 4 0.42 ± 1.28 No forecast, a too low & error too lg
3898.7 5 1.82 ±0.96 3903.5 immediate 4750
3899.1 6 2.49 ± 0.50 3899.3 immediate 3904.0
Time per 20 AE hits, 
all AE
3583.8 3 -0.69 ± 0.26 No forecast, a too low
3587.1 4 0.83 ± 0.94 No forecast, a too low
3676.2 5 0.88 ± 0.56 No forecast, a too low
3676.4 6 1.66 ±0.66 3696.3 immediate 51861
3676.6 7 1.95 ±0.57 3681.9 immediate 3932
3899.0 8 1.27 ±0.78 3901.4 immediate infinite
Time per 20 AE hits, 
final AE burst
3891.7 3 0.78 ± 2.02 No forecast, a too low & error too lg
3897.5 4 0.65 ± 1.26 No forecast, a too low & error too lg
3898.6 5 0.86 ±0.97 No forecast, a too low
3898.9 6 1.31 ±0.88 3913.1 immediate 4277
3899.0 7 1.82 ±0.75 3900.0 immediate 4388
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Time per 10 AE hits, 
all AE
2601.3 3 -8.93 ± 
10.69
No forecast, a too low & error too lg
2605.3 4 -6.25 ± 6.35 No forecast, a too low & error too 
large
2608.9 5 -0.11 ±4.68 No forecast, a too low
3583.4 6 -0.31 ±1.00 No forecast, a too low & error too lg
3676.17 7 0.27 ±0.59 No forecast, a too low
3676.24 8 1.32 ±0.69 3730.2 immediate 5215
3676.30 9 1.68 ±0.60 3683.7 immediate 4958
3676.57 10 1.75 ±0.51 3681.6 immediate 3905
3676.63 11 1.75 ±0.45 3681.5 immediate 3804
3898.91 12 1.31 ±0.50 forecast failure has already happened
3898.96 13 1.42 ±0.53 3932.7 immediate 5558
3919.38 14 1.31 ±0.50 3955.7 immediate 5190
Time per 10 AE hits, 
final AE burst
3898.86 3 20.59 ±8.43 No forecast, a too high & error too lg
3898.91 4 8.98 ±2.52 No forecast, a too high & error too lg
3898.96 5 4.67 ±2.34 No forecast, a too high & error too lg
3919.38 6 1.69 ±2.62 No forecast, a error too large
Axial strain data 3900.7 3 0.87 ±0.68 No forecast, a too low
3915.0 4 1.64 ±0.36 3932.3 immediate 5492
3915.5 5 2.03 ± 0.30 3916.8 immediate 3956
Table 9.8 Forecasts of failure of sample ST24 from AE hit rates and axial strain rates. This sample was 
deformed in triaxial compression with the axial stress increased at 0.002MPa/s, with 30MPa 
confining pressure at room temperature. Hit rates are considered in terms of the number per 
fixed time interval and the time per fixed number of hits. Forecasts are also compared between 
those generated from all AE data, and just the final burst of AE before sample failure. The 
sample failed after 3922 seconds.
Figure 9.18b shows the forecasts calculated from fixed AE hit number intervals. 11 
out of 26 a values from the complete AE record could be used to calculate forecasts and 5 out 
of 15 from the final burst of AE. Eight of the eleven forecasts from the whole AE record were 
made at after about 3676 seconds (246 s before sample failure). However, four of their 
forecast windows ended before the sample failed and three of them ended more than 1000 
seconds after the sample failed. The remaining forecasts from the full AE record were made 
in the final 25 seconds before sample failure, and were all at least 1000 seconds long. One 
forecast from the final burst of AE did not contain the time of sample failure. The remaining 
four forecast windows varied from 28 to 853 seconds long, and were made from the 100, 50, 
and 20 AE hit data at about 23 seconds before sample failure. The AE before macroscopic 
failure did not fit the FFM well, because many a values from all the different data groupings 
were invalid and several forecast windows were inaccurate.
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Figure 9.18 Failure forecasts of sample ST24 using the FFM with a) AE hits per fixed time interval, b) 
AE hit rates derived from the time interval per fixed number of AE, and c) axial strain. The 
AE were in distinct bursts, so forecasts were calculated from both the whole AE record and 
just the final burst of AE. Forecast representation is as Fig. 9.16. Solid lines are used for 
forecast windows calculated using the whole AE or axial strain record, and hatched lines for 
those calculated using only the final burst of AE. Sample failure occurred after 3922 s.
Figure 9.18c shows the forecasts calculated from the axial strain data for sample 
ST24. Two forecasts could be calculated from this data between 6 and 7 seconds before 
sample failure. The forecast windows were 1577 and 41 seconds long and both contained the 
time of sample failure (compared to 1300 s of heightened AE hit rates).
Changes in a with time
It is expected that a will evolve from 1 to 2 as the fracturing regime evolves from the 
formation and activation of isolated fractures to their growth and coalescence (See Section 
4.4; McGuire and Kilbum, 1997). If this were the case, a values calculated for forecasts 
(Tables 9.6 to 9.8) would gradually increase as AE acceleration values from within the later 
a=2 trend were added to those from the initial a=l trend. However, out of 42 AE hit rate 
sequences analysed, a increased in only 11, whilst it decreased in 23 and fluctuated up and 
down in the remaining 8.
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9.5 Chapter Sum m ary
A peak in AE hit rates coincided with macroscopic failure of all samples deformed in uniaxial 
compression, triaxial compression and in fracture toughness tests. For most experiments of all 
types, sample failure also coincided with a minimum in the seismic 6-value, which is 
expected as the stress intensity at fracture tips increases. However, the patterns in 6-values in 
the earlier parts of the experiments and the acceleration towards the peak AE hit rate varied 
considerably, showing little correlation with experimental conditions. For the compression 
experiments the acceleration varied between an almost instantaneous increase in AE hit rates, 
a gradual build up of AE rates before sample failure and several distinct bursts of AE, with 
distinct bursts of AE more prevalent in samples deformed at a constant load rate as opposed to 
a constant strain rate.
When event rates were analysed using the FFM (for compression experiments only), 
the acceleration exponent, a, varied throughout the valid range of 0 to 2.5, with no preferred 
value. The values did not evolve from one (exponential acceleration) to two (hyperbolic 
acceleration) as expected in models of acceleration rock fracture before volcanic eruptions.
Most of the forecast windows generated using the FFM included the time of sample 
failure. The precision of failure forecasts made from AE hit rates using the FFM varied from 
10s of seconds (about half the timescale of the accelerating trends) to more than the timescale 
of the whole experiments (most were about 1200 s long). These forecasts, under controlled 
laboratory conditions, are no better than those made from field data (Chapters 5 and 6).
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CHAPTER 10: DISCUSSION AND CONCLUSIONS
10.1 A pplication o f Experim ental Data to Volcanic Environm ents
10.1.1 Mechanical Properties of Volcanic Rocks
The mechanical data from fracturing of Ancestral Mount Shasta Andesite (AMSA; Chapter 8) 
indicate that these properties barely change within the confining pressure range tested 
(atmospheric to 50 MPa) and at temperatures from 25 °C to 600 °C. At 900 °C, which is close 
to the solidus temperature of andesite, the compressive strength drops and the deformation 
patterns become more ductile. The lack of influence of the confining pressure is consistent 
with results on basalt on this apparatus, where pressures up to 30 MPa did not affect the 
strength (Rocchi et al., 2004). However, in some experiments on a different type of andesite 
(Mount Hood Andesite; Bauer, 1981), increasing the effective pressure from 0 to 50 MPa led 
to an increase in compressive strength from 105 to 205 MPa. Similar results were found in 
this study for the Young’s modulus (only a slight decrease with temperature up to 600 °C and 
no change with confining pressure) and the fracture toughness (no change with temperature 
up to 600 °C).
For andesites within and beneath a volcanic edifice, this implies that material more 
than 10 to 100 m from newly intruded magma and at depths up to 2 km and probably deeper 
deforming at strain rates close to 10'V1 (see Section 2.6 for expected thermal gradients and 
diffusivities in a volcanic edifice) will have mechanical properties identical to those at room- 
temperature and pressure. In the final weeks before the first eruption after a long repose 
interval, VT seismicity is usually distributed throughout a volume extending from the surface 
to 3-5 km depth and not localised close to the inferred magma source (Section 2.6). Therefore, 
the vast majority of precursory fracturing will be in brittle material with mechanical 
properties similar or identical to those at room temperature and pressure. Several models used 
to forecast eruptions from precursory deformation and fracturing rates at long dormant 
volcanoes are based on the behaviour of rocks in the elastic-brittle regime (such as 
developments of the FFM by Cornelius and Scott (1993), Kilbum and co-workers (1997; 
1998; 2003) and Main (1999)). The result that most of the precursory fracturing occurs in 
material with properties very similar to those at room temperature and pressure supports the 
use of this family of forecasting models. The result that compressive strengths and Young’s 
modulus (-100 MPa and -20 GPa respectively) are similar to those found for basalt by 
Rocchi et al. (2004) and used by Kilbum (2003) to develop the multiscale fracture model, 
supports the use of a single expected value of the inverse gradient in this model.
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The compressive strength and fracture toughness of AMSA varied by ±25% at 
temperatures up to 750 °C, whilst the physical properties of intact samples (acoustic velocity, 
porosity, and other properties derived from these measurements, Section 8.2.2) varied by less 
than 5%. It is proposed that the greater variation in strength and fracture toughness may be 
attributed to the presence of microcracks in some samples, as seen in thin section (Section 
8.2.2). These isolated microcracks would have a minimal effect on the porosity and 
propagation of acoustic waves through individual cores, but could act as an initiation point for 
the eventual failure plane, reducing the fracture toughness and compressive strength of 
samples containing these flaws.
Previous experiments using this apparatus on basalts produced ductile behaviour at 
temperatures of 900 and 1000°C in uniaxial compression (Rocchi, 2002). This was not seen 
with the new experiments on andesites, with brittle fracture observed under uniaxial 
compression at 900°C. The ductility in basalts was attributed to the presence of glass phases, 
whilst my results are consistent with those of Murrell and Chakravarty (1973), where igneous 
rocks remained brittle up to higher temperatures. The compressive strength rapidly 
diminished at ~900 °C, as the compressive strength of samples deformed at this temperature 
varied from 24 to 90 MPa (Section 8.6.2). The temperature error for these experiments was ± 
15 °C, indicating that the strength diminished within this range. This rapidly diminishing 
strength with temperature is consistent with Bauer’s (1981) high temperature deformation of 
Mount Hood Andesite, where the strength diminished by > 80 % between 1000 and 1050°C.
10.1.2 Fracturing Rates
Accelerations in acoustic emission (AE) hit rates before failure of laboratory samples varied 
considerably, even when they were deformed under similar conditions. However, it was 
difficult to correlate these variations with changes in temperature and pressure of the samples. 
The failure forecasting method (FFM), a method for forecasting material failure from 
precursory rates of cracking or deformation that is commonly used at volcanoes, was used to 
analyse the AE recorded in these experiments (Chapter 9). Most of the precursory 
accelerations were consistent with the FFM. However, this method can describe a wide range 
of accelerating patterns and the frill range of acceleration exponents, from 0 (constant 
acceleration) through 1 (exponential) and 2 (hyperbolic with a linear inverse rate) to 2.5 
(acceleration with a convex inverse rate) was found in the AE precursors to failure of the 
different samples, even when tested under similar conditions (Section 9.4.1). This shows that 
the patterns in accelerating AE (and thus VT seismicity) can vary even when extrinsic 
conditions are controlled (temperature, stress field, strain rate, presence of water) as in 
laboratory experiments.
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In several experiments, particularly those conducted under load rate control, the AE 
occurred in distinct bursts. For two of the experiments with AE in distinct bursts (Sample 
ST45 deformed in uniaxial compression at 10"5 s'1 and 900 °C and Sample ST24 deformed in 
triaxial compression at 25 °C with 30 MPa confining pressure at 0.002 MPa s’1) forecasts were 
made using the FFM from early in the AE sequences, with forecasts updated as more data 
became available (Section 9.4.4). When only data from the initial bursts of AE were used to 
generate failure forecasts (using the FFM), the acceleration exponent, a, was higher than that 
from all bursts together or just the final burst and often high enough to be considered invalid 
(>2.5). This observation was compared with the volcanic seismicity. Most of the swarms of 
seismicity analysed in Chapters 5 and 6 culminated in eruptive activity of some description 
(phreatic, phreatomagmatic, lava dome building, or explosions). Two swarms were analysed 
at Mount Pinatubo, of which the first occurred during the phreatic activity and did not 
culminate in any change of activity, and the second, two weeks later, culminated in the first 
emergence of fresh magma (Section 5.4.2). Like the AE results, the first swarm of VT 
seismicity had particularly high FFM acceleration exponents, often high enough to be 
considered invalid (>2.5), whilst the later swarm had an acceleration exponent close to 2, 
from which the time of the eruption could be forecast (Section 5.4.4). This indicates that 
isolated swarms (of VT events or AEs) that do not continue to accelerate until large scale 
failure or an eruption may be characterised by a high acceleration exponent at their onset.
VT and AE event rates were calculated from both fixed time intervals and fixed event 
number intervals. For both types of event, forecasts from rates using fixed event number 
intervals were earlier and more precise than those from fixed time intervals (Table 10.1; note 
that a greater proportion of accurate preferred forecast times for some events reflects a less 
accurate knowledge of the failure time). A greater proportion of forecast windows from fixed 
event number intervals ended before the eruption or sample failure occurred (Table 10.1; six 
out of seven eruption forecast studies and all three laboratory compression failure forecast 
studies). When event rates are calculated from fixed event numbers, more event rate values 
are calculated per unit time when event rates are higher. This means that during a sequence of 
accelerating event rates, there are relatively more data from fixed time intervals early in the 
sequence and relatively more from fixed event numbers later in the sequence. Fewer data in 
the later stages of the acceleration may be the cause of less precise forecast times for the fixed 
time interval data.
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Eruption date, volcano, and 
forecast type
Pinatubo, June 1991, FFM with 
variable a
Pinatubo, June 1991, FFM with a=2
Pinatubo, June 1991, multiscale 
fracture model
Preferred forecast time
Time
interval
01418
Number
interval
Forecast window
Time
interval
33
Number
interval
o
Mount St Helens, March 1980, FFM 
with variable a
18
Mount St Helens, March 1982, FFM 
with variable a
Mount St Helens, May 1985, FFM 
with variable a
Mount St Helens, May 1986, FFM 
with variable a
0
0
Laboratory sample number and test 
conditions for FFM forecasts from AE
Preferred forecast time Forecast window
Time
interval
ST 45 (1(0 s'1 strain rate, uniaxial 
compression, 900 °C) 0
ST 33 (10‘5 s'1 strain rate, 10 MPa 
confining pressure, 300 °C)
Number
interval
Time
interval
Number
interval
0 0 10 <§15
ST24 (0.002 MPa s'1 axial stress rate, 
30 MPa confining pressure, 25 °C) 0014
■ before eruption/ failure ■ accurate □ after eruption/ failure
Table 10.1 Comparison of forecast timing (whether the preferred forecast time is before, after, or consistent 
with the observed failure/ eruption time and whether the forecast window contains the failure/ 
eruption time, ends before it, or begins after it) for forecasts made from AE and VT event rates. 
They are calculated from fixed time intervals and from fixed event numbers for all eruptions and 
laboratory samples for which forecasts were calculated in this study. Numbers to the right of each 
pie chart show the data therein as: early forecasts, accurate forecasts, late forecasts.
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When event rates are low (at the beginning of accelerating sequences) it may still be 
easier to detect changing event rates using the rates calculated from fixed event numbers rather 
than fixed time intervals, even though this way of grouping events yields fewer data for such 
conditions. When rates are low many time intervals will not contain any events, with increasing 
event rates detected only as fewer time intervals without any events. Using fixed event numbers, 
no rate values are zero, which allows low rates to be more accurately quantified, and makes all 
inverse rate values valid.
10.2 Controls on the Generation of New Magmatic Pathways
Use of rate-to-failure laws of the forms given in Section 4.4 to predict volcanic eruptions from 
precursory fracturing rates depends upon the assumption that the final approach to an eruption is 
controlled by the growth and coalescence of fractures. These fractures make a connection 
between the magma body and the surface through which the magma can ascend. For this to be the 
controlling factor extrinsic conditions such as rock temperature, magma pressure, local stress 
field, and pore pressure must remain constant or near constant for the duration of the observed 
precursory fracturing. Successful forecasts from these models would thus support the hypothesis 
that the final approach to an eruption after a long repose interval is controlled by the growth and 
coalescence of fractures to create a new magmatic pathway. Deviations from the fracturing 
patterns expected in these models would therefore suggest different or additional factors 
controlling the final approach to eruptions.
10.2.1 Proposed Modifications to the Multiscale Fracture Model
Magma migration after conduit formation
At Mount Pinatubo, a clear acceleration in seismic event rates occurred from 3rd to 6th June 1991, 
before it erupted on 7th June after 500 years of repose. The form of this acceleration was 
consistent with models of fracture growth and coalescence creating a new magma conduit in a 
constant stress field (Kilbum, 2003). The accelerating rates were extrapolated using the FFM and 
the multiscale fracture model to generate new forecasts for the time of eruption (Chapter 5). The 
accuracy and precision of the forecasts are sensitive to ways of grouping the seismic events and 
the data from which the rates are first considered. For example, using the time per 20 earthquakes, 
the forecasts were consistently about a day early, irrespective of which type of accelerating trend 
the data was fit to; whereas using the numbers of earthquakes per unit time, the forecasts were 
closer to the time of the eruption but had longer forecast windows, reflecting poorer fits to the 
FFM and the multiscale fracture model.
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The preferred forecast date of 6th June may indicate that the new conduit had formed by 
that day, with an additional day taken for the magma to migrate towards the surface. After this, 
the event rates were approximately constant until they increased as the magma emerged at the 
surface (Fig. 10.1). Stick-slip earthquakes arising from friction between the magma body and the 
conduit, in addition to fracturing of the surrounding rocks as the conduit widened to 
accommodate the ascending magma, could have caused the additional earthquakes after the 
conduit was formed. Stick slip earthquakes typically occur in bursts, but when the shear strain 
rate and the normal stress acting on the sliding fracture surface are constant and the rate is 
considered over a timescale long enough to smooth out these bursts, the rate of stick-slip events is 
constant (Sammonds and Ohnaka, 1998). Therefore, if the pressure driving the ascent of the 
magma and the normal force acting on the surface between the ascending magma and the country 
rock are near constant, there will be a near constant rate of stick-slip earthquakes at the magma 
conduit margins and near constant deformation and cracking of the surrounding rocks as the 
conduit widens. This could explain the nearly constant earthquake rate in the final 24 hours 
before a final spike in event rates at the time of the eruption. This model of precursory fracturing 
at Mount Pinatubo in 1991 is shown schematically in Fig. 10.2.
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Figure 10.1 Rates of earthquakes located in the summit region at Mount Pinatubo from 27th May until 7th 
June. Rates normalised to daily rates by multiplying the 4 hourly rate by 6, and taking the inverse 
of 20 x time (in days) per 20 earthquakes.
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Figure 10.2 Schematic diagram of expected fracturing patterns prior to magma spine extrusion after a long 
repose interval. Black lines show fractures, with yellow stars representing VT earthquake locations 
and orange representing the magma body. Initially, a) fractures are formed and activated (with 
fracturing rate described by FFM a=l), then b) they begin to extend and coalesce (with fracturing 
rate described by FFM a=2) until c) fractures connect the magma body to the surface. When the 
magma begins to ascend d) the fracture connecting the magma to the surface is forced to widen 
deforming the surrounding rock causing further earthquakes in addition to those due to friction 
between the magma and the conduit walls. This continues until e) the magma reaches the surface. 
Note that the seismically active volume does not migrate during the progression from a) to e).
P h r e a t o m a g m a t i c  e r u p t i o n s  f r o m  s h a l l o w  m a g m a  b o d i e s
Using the FFM to analyse seismicity before the phreatic and phreatomagmatic eruptions at Mount 
St Helens in March 1980, the acceleration exponent was between 1 and 2 for the count data and 
always close to 1 for the Benioff strain and energy release data, in contrast to a typical value of 2 
observed for the precursors to the eruption at Mount Pinatubo. This could indicate that the 
fracturing was dominated by the activation of new faults, rather than their growth and coalescence 
(McGuire and Kilbum, 1997). The bulging north flank at Mount St Helens indicated that there 
was a cryptodome growing just beneath the surface, which has been located at 250 m depth using 
the geometrical constraints of Donnadieu and Merle (2001). It may not be necessary to form a 
single large connected fracture for phreatomagmatic activity to begin when the magma is already 
at shallow levels. The activation of individual fractures may enhance the permeability in the 
existing fracture network enough for magma fragments to be carried to the surface with the
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circulating heated groundwater during the phreatic activity, with little fracture growth and 
coalescence necessary (Fig. 10.3).
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Figure 10.3 Schematic diagram of expected fracturing patterns before phreatomagmatic eruptions from a 
shallow magma body such as Mount St Helens in March 1980, showing a) original magma body 
location and fracturing distribution, b) injection of hot magma into shallow body leads to higher 
magma pressure and heating of ground water, and hence increased pore pressure, leading to 
increasing rates of small fracturing events in a 'shatter zone' around the cryptodome, accompanied 
with a high b value c) fracturing continues (with 6 -value still high) until a connection is made 
between the magma and the surface (not direct) => phreatomagmatic eruption, d) As the 
phreatomagmatic activity continues, seismic event sizes increase (a drop in b - value) as fracturing 
localises on conduits, and fracturing rates drop as escape of groundwater leads to a drop in pore 
pressure, which increases effective confining pressure, inhibiting fracture propagation. Geometry 
of cryptodome and main faults modified from Donnadieu and Merle (2001).
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A peak in 6-value of -1.3 occurred before the phreatomagmatic eruption. This further 
indicates that the seismicity reflected many small fractures in a 'shatter zone' around the 
cryptodome rather than the growth of large fractures dominating the energy release (Main, 1987). 
Once the phreatomagmatic eruptions had begun, the 6-value dropped to -0.5 and the event rates 
dropped slightly (Section 5.2). This could be due to escaping gases and magma fragments 
exploiting the largest fractures, so that movement of these fractures makes a greater contribution 
to the seismic energy released (Main, 1987). The escape of groundwater through phreatic or 
phreatomagmatic activity (due to increased permeability) may lead to a drop in pore pressures 
and thus an increase in effective confining pressure, which inhibits fracture propagation and 
makes continued fracture activation less likely. This limits fracturing rates before the conduit has 
widened enough to extrude a large body of magma and leads to the 6-value recovering to an 
intermediate value (Fig. 10.3). Lower FFM acceleration exponents that reflect fracturing 
accelerations closer to exponential coupled with a higher 6-value could be more common before 
phreatomagmatic activity when the magma is already at a very shallow level.
P r e c u r s o r s  t o  l a v a  d o m e  e r u p t i o n s  a f t e r  p h r e a t o m a g m a t i c  a c t i v i t y
In the final ten days before the lava dome eruption at Mount Unzen in May 1991, there was an 
approximately linear increase in the daily number of earthquakes at the summit of the volcano 
background levels of less than 50 up to a peak level of more than 350 (Section 5.2.1). Event rates 
remained high for the following ten days. Given that this eruption was preceded by 
phreatomagmatic activity, a magma conduit or a collection of fractures linking the magma to the 
surface already existed at this stage. Further shallow VT earthquakes would thus have been 
related to deformation and cracking of the surrounding rocks as the conduit widened and to stick- 
slip events between the very viscous magma and the conduit walls. As the front of the magma 
ascends, the volume of rock fracturing to accommodate the widening conduit increases, as does 
the length of conduit over which stick slip events between the magma and the conduit walls could 
occur. If the magma ascent rate is approximately constant, it is expected that the fracturing rates 
would also increase in a linear fashion, as shown schematically in Fig. 10.4.
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Figure 10.4 Schematic representation of build up to lava dome extrusion after several months of
phreatomagmatic activity. The orange body represents magma, with black lines representing 
fractures that form a magma conduit. As the magma ascends, the volume of rock deforming and 
cracking to accommodate the widening conduit increases (shown in grey). Furthermore, if the 
magma is Theologically stiff, stick-slip earthquakes may occur between the magma and the conduit 
walls. These could occur over an increasing surface area as the magma ascends further.
P e a k  e v e n t  r a t e s  o r  a l l  e v e n t  r a t e s ?
In Kilbum’s (2003) multiscale fracture model, the expected gradient of the inverse seismic event 
rate is:
f AC‘l ' f i t f  !1 4  J pRT
where the terms in square brackets (defined in Section 4.4.1) are scale independent, Acj is the step 
length of crack extension, 8; is the thickness of rock across which strain energy is released, and 
the subscript i denotes the scale of cracking. When only minima in inverse event rates are 
considered (from peak event rates) the scale dependent term becomes xF(Ac(x-i)p/5(X-i)p), where T' 
is the ratio of peak rates of detected seismic events at scale X-l (Npc-pp) to the rate of larger scale 
fault extension events at scale X (Nx). The different scales of events are shown schematically in 
Fig. 10.5. Given that 8X « Acx_i, that Nx/N(X_i)P » Acx.i/ Acx, and that Acx/5x » Acpc.i/Spc.i) then 
^(Ac^.i/Spc.i)) » 1, making the inverse event rate gradient a function of scale independent 
variables only (Kilbum, 2003). However, in some cases the seismicity before eruptions may not 
accelerate as a sequence of increasing ‘peak rates’. In this case, the expected inverse gradient 
calculated from the term in square brackets in Eq. 10.1 must be multiplied by Acx_i/8x.i.
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Figure 10.5 Tensile cracks open, extend, and coalesce around the tips of a larger shear fault. Upon
coalescence, the fault can move along its new extension (left and centre). (Right) The separation 
between new crack surfaces is controlled by relaxation of stress in previously unbroken rock 
(shaded), which is on the order of the extension rather than the length of the existing cracks 
(white) in the process zone. Note that the diagrams are scale independent. From Kilbum (2003).
At Mount Pinatubo, peaks in event rates (and minima in inverse rates) were easily 
identifiable in rates calculated from fixed time intervals, but not those calculated from fixed event 
number intervals (Section 5.4.5). Table 10.2 shows a summary of the inverse rate gradients 
calculated using rates from 27th May and 3rd June 1991 until 12:00 on 6th June 1991 using minima 
and all inverse rates from fixed time interval and fixed event number data. For the fixed event 
number intervals (using both start dates), virtually all data were considered as inverse rate 
minima, so that the gradients were very similar for all data and minima only (and for both start 
dates) at 3.3 to 5.0 x 10"2, but were an order of magnitude larger than the expected value of 
(4.5±3.2) x 10'3. Using the minima in inverse rates calculated from fixed time intervals, gradients 
from both start dates were within the expected limits. When all inverse rates from fixed time 
intervals were used, the gradient for data starting on 3rd June was an order of magnitude larger 
than the expected value at 5.0 x 10'2 and for data starting on 27th May had an intermediate value 
(still outside the expected limits for minima) of 1.3 x 10'2. The intermediate value for the earlier 
start date could be attributed to several time intervals early in the sequence containing no events, 
which cannot be accounted for in inverse rates. An inverse rate gradient for all rate values 
approximately 10 x the value for inverse rate minima indicates that for fracture sizes generating 
the seismicity at Mount Pinatubo (Magnitude 0 to 2) Ac/Si » 10, indicating that the thickness of 
rock across which strain energy is released during these VT events is approximately 0.1 x the 
amount the fracture length extends.
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Data Type Inverse event rate gradients using data until 
12:00 6th June 1991
Data from 27m May Data from 3“  June
Fixed time interval inverse rate minima 3.9 x 10'J 6.6 x lO 2
Fixed time interval inverse rates 1.3 x 10'2 5.0 x 10'2
Fixed event number inverse rate minima 5.0 x 10'2 3.3 x 10'2
Fixed event number inverse rates 4.9 x 10'2 3.3 x 10'2
Table 10.2 Comparison of inverse VT event rate gradients before the June 1991 eruption of Mount
Pinatubo between all inverse rate values and just minima, inverse rates calculated from fixed time 
intervals and fixed event number intervals, and between two different start dates for analysing 
precursory data. All gradient values use data until 12:00 on 6 th June (after which rates began to 
plateau before a spike coinciding with the eruption at ~ 18:00 on 7th June).
10.2.2 Comparison with Tectonic Earthquake Precursors
Use of methods developed for forecasting earthquakes may be of use in forecasting eruptions if 
the fracturing event that generates a magma conduit is considered equivalent to the critical 
earthquake. However, some differences between volcanic and earthquake seismicity should be 
noted. One difference is that volcanic earthquake sequences occur in swarms without the 
mainshock that is typical of tectonic earthquake sequences (McNutt, 1996). One manifestation of 
this is that the earthquake magnitude distribution at volcanoes is generally either not fractal 
within the recordable magnitude range (e.g. Unzen 1985 to 1999, see Section 5.6.2), or the fractal 
distribution extends through fewer orders of magnitude above the detection threshold than it does 
for tectonic earthquakes. This limits the possibility of using earthquake forecasting models based 
on scale invariance, such as the renormalization group model (Somette and Sammis, 1995; Saleur 
et al., 1996), for predicting volcanic eruptions from precursory earthquakes.
Precursory seismicity and ground deformation at a volcano, especially in the final weeks 
to months before an eruption, are usually confined to a region with dimensions of a few 
kilometres. At andesitic and dacitic volcanoes the location of the final eruption is usually the 
summit of the volcano. When methods similar to the FFM have been used to predict earthquakes 
from foreshocks, two of the main drawbacks were that the location of the final earthquake and the 
size of the volume involved in its precursors were unknown, meaning that these parameters had to 
be determined from the foreshock sequence in addition to predicting the timing and magnitude of 
the impending earthquake (Bufe and Vames, 1993; Wyss, 2001). Eliminating the unknowns of 
location and size of precursory volume could make forecasting volcanic eruptions from 
precursory seismicity easier than forecasting earthquakes from foreshock sequences.
297
Chapter 10: Discussion and Conclusions
Another key difference is the scale of the driving forces with respect to the scale of the 
fracturing and deformation. Tectonic forces drive tectonic plate motion (on a scale of 1000s of 
km) at an approximately constant velocity, with localised stress and strain perturbations (on a 
scale of 100s of m to 100s of km) and accumulations of strain energy that can result in 
earthquakes arising due to the local geometry. Earthquakes then occur when the tectonic stress 
(which builds up as the tectonic plates move at a constant velocity) exceeds the strength of the 
rocks or faults. Within volcanic settings, tectonic stresses still act and are not only perturbed by 
local geometry, but also by magmatic stresses. The magnitude of the stress deviation arising from 
the magma pressure diminishes with distance from the magma body. This more localised stress 
source limits the size of faults that can be influenced, contributing to the lack of mainshocks in 
VT earthquake sequences. In the case of a closed magmatic system, the magma pressure will 
increase when there is a magma influx from depth and decrease when fracturing and deformation 
of the surrounding rocks allow the magma to expand through either intrusion or extrusion. In this 
case the fracture geometry is more important than the stress accumulation on individual faults, 
with fractures making a connection between the magma and the surface being the critical 
condition for an eruption to begin rather than the stress drop across faults during earthquakes.
10.3 Rock Fracture as a Control on Renewed Extrusion at Lava Domes
During the sequence of lava dome eruptions at Mount St Helens from October 1980 until October 
1986, there were clear increases in VT seismicity in the days to weeks before renewed eruptions, 
with little seismicity between eruptive episodes (Smith et al., 2006). The seismicity was located 
within 2 km depth and 1km lateral distance of the lava dome, possibly closer given location 
accuracies of ±500 m. Repose intervals were between two and eleven months, so this seismicity 
would not have been related to the creation of a new magmatic pathway. However, the magma in 
the upper conduit and lava dome may become sufficiently stiff that magma pressures can build up 
in the dome and upper conduit, whilst the outer shell of the dome may become brittle enough that 
it must fracture in order to allow fresh magma to reach the surface. Recent models of magma 
conduit dynamics show cyclic pressurisation of the upper conduit during phases of frequent 
activity, even when magma supply from depth is constant (Sparks, 1997; Denlinger and.Hoblitt, 
1999; Barmin et al., 2002). The pressure can increase by as much as 10 MPa, which is enough to 
deform and fracture the surrounding rocks (Melnik and Sparks, 1999; Barmin et al., 2002).
It has recently been proposed that seismogenic shear fracture and faulting may occur 
within the magma itself during its ascent (Tuffen et al., 2003; Tuffen and Dingwell, 2005). In this
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study, three samples of AMSA were deformed in compression at 900 °C. They showed a 
combination of brittle and ductile failure mechanisms, with limited elastic deformation (Chapter
8). AE were recorded during one of these experiments (technical difficulties rather than absence 
of AE prevented recording in the other two experiments). They showed a clear acceleration 
before sample failure and comparable amplitudes to the lower temperature experiments (Chapter
9). This provides further evidence that hot magma, capable of slow ductile flow, may also 
undergo seismogenic fracture.
During the series of lava dome eruptions at Mount St Helens from 1982 to 1986, the 
precursory acceleration patterns were varied, with some exhibiting a hyperbolic acceleration 
(FFM a~2) similar to that observed at Mount Pinatubo, and others exhibiting accelerations more 
similar to the precursors to the 1980 phreatomagmatic activity at Mount St Helens (FFM a~l). 
The duration and intensity of the precursory swarms was also very varied. This variation indicates 
that some of the boundary conditions in this system, such as the pressure or temperature of the 
deforming material, were not the same for all sequences, and possibly even changed within 
individual sequences. The geometry of the lava dome and weaknesses within it changed as it 
grew (Swanson and Holcomb, 1990; Fink et al., 1990), and the crystal content and hence also the 
viscosity of the magma increased with time during the sequence of eruptions (Geschwind and 
Rutherford, 1995). This resulted in changing resistance to magma ascent, and different 
weaknesses that could be exploited for successive extrusions. These changes could also have 
resulted in the changing acceleration exponents for the precursory seismicity.
When precursory fracturing is related to the creation of a new magmatic pathway, it has 
been proposed that the growth and interaction of fractures may control the final approach to an 
eruption, with no changes in magma pressure necessary (Kilbum and Voight, 1998; Kilbum, 
2003). At lava dome systems such as Mount St Helens, the magmatic pathway already exists, but 
the high viscosity of the magma in the upper conduit and weight of the dome still inhibit magma 
ascent, allowing magma pressures to become high enough to fracture the host rock and solidified 
sections of the dome as it forces its way to the surface. Recent models of conduit dynamics 
indicate periodic pressurisation, where increasing pressure arises from the increasing viscosity 
and degassing of ascending magma, and decreasing pressure arises from magma extrusion 
(Melnik and Sparks, 1999; Melnik, 2001; Barmin et al., 2002). Accelerating fracture rates are 
thus driven by increasing magma pressure as well as fracture interactions. Renewed extrusion 
thus begins when the magma pressure is able to overcome the inertia of the overlying viscous 
magma. Models of precursory fracturing at these systems must thus account for the expected
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changes in magma pressure and the pressure necessary to overcome the weight and viscosity of 
the overlying magma.
10.4 Implications for Forecasts and Warning Times
Accelerating rates of VT seismicity developed in the days to weeks before most of the eruptions 
studied in this thesis. However, the accelerations were rarely clear until a few days before the 
eruption and forecast windows were rarely less than a week long. Table 10.3 summarises the 
warning time before the acceleration is first detected (1st finite forecast), the first forecast window 
less then a month long, and the first forecast window less than a week long for all forecasts given 
in Chapters 5 and 6. For all eruptions considered, after long repose intervals and during a period 
of frequent lava dome eruptions, forecasts from the time per fixed number of earthquakes gave 
shorter forecast windows that were also earlier than those from the number of earthquakes per 
fixed time interval, but frequently forecast the eruption too early.
For the first eruption after a long repose interval, the initial warning (1st finite forecast) 
varied from a day and a half to seven days before the eruption at Mount Pinatubo (depending on 
forecasting method and data grouping used) and was ten days before the eruption at Mount St 
Helens. For Mount Pinatubo, forecast windows less than a week long were obtained consistently 
from different methods two days before the eruption, but many windows ended before the 
eruption began. For this eruption, there would have been only one to two days between 
recognising that an eruption is likely within a week and the eruption beginning. For the March 
1980 phreatomagmatic eruption at Mount St Helens, the initial warning was ten days before the 
eruption. However, additional forecasts with windows less than a month long were not obtained 
until two to three days before the eruption and many of these were inaccurate (Table 10.3 and 
Section 5.5.5). For this volcano, an immediate threat may not have been recognised before the 
phreatomagmatic eruptions in March 1980 using the methods tested here.
Table 10.3 Table to show warning times that would be possible from the forecasts generated in this study 
(Chapters 5 and 6 ). For each eruption, data type, and forecasting method tested, the time interval 
between the eruption and when the first accurate forecast windows that were finite, less than a 
month long and less than a week long were made are shown. * indicates there were also forecast 
windows of this length that did not include the eruption time and # indicates that the first forecast 
window of this length did not include the time of the eruption, with the value in brackets showing 
the time of the first inaccurate forecast. FFM denotes failure forecasting method and MFM denotes 
multiscale fracture model.
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Eruption date 
and location
Forecast method and data type Time before eruption of first eruption forecast with a window length 
that was:
finite < 1 month < 1 week
Pinatubo, June 
1991
FFM, event count 1 day and 16 hours None None
FFM, time per N earthquakes 15 hours #
(1 day and 16 hours)
15 hours #
(1 day and 16 hours)
15 hours #
(1 day and 16 hours)
FFM with a=2, event count 6 days and 16 hours 4 days and 20 hours * 12 hours
FFM with a=2, time per N 
earthquakes
12 hours #
(2 days and 5 hours)
12 hours #
(2 days and 5 hours)
12 hours #
(2 days and 5 hours)
MFM, event count 2 days 2 days 2 days
MFM, time per N earthquakes 12 hours #
(2 days and 5 hours)
12 hours #
(2 days and 5 hours)
12 hours #
(2 days and 5 hours)
Mount St Helens, 
March 1980
FFM, event count 10 days 10 days None
FFM, time per N earthquakes 10 days and 19 hours 2 days and 17 hours # 
(10 days and 16 hours)
2 days and 14 hours # 
(10 days and 16 hours)
Mount St Helens, 
March 1982
FFM, event count 18 days and 9 hours 17 days and 19 hours None
FFM, time per N earthquakes 18 days and 23 hours 1 hour #
(18 days and 23 hours)
None #
(17 days and 15 hours)
FFM, Benioff strain None None None
FFM, seismic energy 6 days and 19 hours None None
Mount St Helens, 
May 1985
FFM, event count 6 days and 12 hours * 5 days and 12 hours * 2 days and 12 hours *
FFM, time per N earthquakes 9 days and 12 hours 7 days and 1 hour #
(7 days and 15 hours)
2 days and 18 hours # 
(7 days and 15 hours)
FFM, Benioff strain 11 days and 12 hours* 2 days * None
FFM, seismic energy 1 days and 12 hours * None None
Mount St Helens, 
May 1986
FFM, event count 2 days and 3 hours 1 day and 15 hours * None
FFM, time per N earthquakes 21 days and 9 hours 21 days and 9 hours * 4 days *
FFM, Benioff strain 4 days and 15 hours * None None
FFM, seismic energy 17 days and 15 hours* None None
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For the selected lava dome eruptions at Mount St Helens from 1982 until 1986, the 
forecasts from the VT earthquake counts were more precise than those from the Benioff strain or 
energy release from these earthquakes (Table 10.3 and Section 6.5.2). Whilst the Benioff strain 
and energy release may still offer a more accurate representation of fracture growth rates, this 
result is encouraging in that it shows that the more easily obtained count data give more accurate 
forecasts. However, for these eruptions, analysis of precursory VT seismicity with the FFM did 
not offer improved forecasts upon stating that an eruption is likely within three days to three 
weeks when the event rates exceed background levels.
10.5 Conclusions
This study has investigated rates fracturing, recorded as volcano-tectonic (VT) seismicity, before 
eruptions of andesitic to dacitic stratovolcanoes, both after long repose intervals (>100 years) and 
during periods of frequent eruptions (every few months to years). This involved both analysis of 
seismic records from volcanoes and deformation of volcanic rocks whilst recording acoustic 
emissions (AE) as an analogue to VT seismicity.
At andesitic to dacitic stratovolcanoes erupting after a long repose interval, the final 
approach to the eruption may be controlled by the rate of growth and coalescence of a population 
of fractures, which forms a new magma conduit. Using rates of VT earthquakes as a measure of 
fracturing rates before eruptions at Mount Pinatubo, Philippines and Mount St Helens, USA, it 
was shown that clear accelerations occurred before eruptions, but that the forecast made from 
extrapolation of this acceleration varies depending upon data selection. The acceleration before 
the June 1991 lava dome eruption at Mount Pinatubo was consistent with that expected when 
fractures grow and coalesce to form a conduit. Analysis of fracturing rates from fixed VT 
earthquake number intervals rather than fixed time intervals gave more clearly defined 
accelerations, but indicated that the ‘system failure’ would occur a day earlier than the eruption 
began. This is interpreted as the conduit having formed by a day before the extrusion began (the 
‘system failure’ event), with further earthquakes in the final day related to magma ascent and 
widening of the conduit. At Mount St Helens the acceleration in precursory fracturing before the 
phreatomagmatic eruptions in March 1980 was consistent with that expected as an increasing 
number of fractures are activated, as opposed to growing and coalescing to form a single 
dominant fracture. The differing fracturing regimes are interpreted as increased small fractures 
being sufficient to allow fragments of magma from a shallow magma body (500m) to reach the
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surface in phreatomagmatic eruptions (Mount St Helens), whilst a larger sub-planar fracture is 
necessary for a lava dome or spine to extrude (Mount Pinatubo).
During episodes of frequent lava dome eruptions (repose intervals of months to years), 
precursory fracturing is often still a prominent precursor to eruptions. Analysis of VT seismicity 
during the sequence of lava dome eruptions at Mount St Helens from 1982 to 1986 indicated that 
heightened levels of VT seismicity were a strong indicator that an eruption that would occur 
within the next three weeks, but that patterns within this seismicity varied too much from one 
eruption to the next to be of use for refining the forecast based purely on increased seismic event 
rates. As a new magma pathway was not formed, this heightened VT seismicity is interpreted as 
the deformation and fracturing of the surrounding rocks and lava dome as the magma pressure 
increased enough to overcome the weight and viscosity of the overlying magma in the conduit 
and the dome.
The variation in strength, elasticity, and AE before failure of samples of andesite was 
greater than expected, especially given little variation in physical properties (acoustic velocities 
and porosities) of individual samples. This indicates that flaws too small to be detected through 
these methods may control the strength and fracturing patterns of this rock type. The forecasts of 
sample failure made from accelerating AE recorded in controlled laboratory conditions were no 
more accurate than those made for volcanoes from accelerating VT seismicity in this study. This 
indicates that even if more is known about the evolving conditions within a volcanic system 
(stress, temperature, strain), forecasts of the eruption time made from extrapolating trends of VT 
seismicity are unlikely to improve.
The large amount of AE recorded during uniaxial compression experiments at 900°C 
indicates that seismogenic fracture can occur at similar temperatures to ductile deformation of 
volcanic rocks. This confirms that precursory VTs and hybrid volcanic earthquakes (with a high 
frequency onset like a fracturing related VT earthquake and a low frequency coda widely 
believed to be caused by fluid motion) may originate within the viscous magma as well as in the 
surrounding rocks. It also indicates that rocks very close to an underground magma body could 
fracture seismogenically, making it more difficult to locate magma bodies through the lack of 
earthquakes in the surrounding volume.
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10.6 Directions for Future Research
In order to improve the understanding of fracturing sequences before lava dome eruptions, it 
would be instructive to develop a model of expected fracture rates with a non-linear increasing 
stress. This would combine the expected increases in magma pressure arising from microlite 
crystallisation and volatile exsolution during its ascent with the expected response of the 
surrounding rocks.
The study of accelerating fracture rates before the first eruption after a long repose 
interval in this thesis could be enhanced by collecting data on VT earthquake swarms at dormant 
volcanoes that do not result in an eruption and comparing these data. The differences between the 
accelerations within eruptive and non-eruptive swarms could be used as an additional forecasting 
tool.
Further studies are needed to explore the rapid decrease in yield and peak strengths of 
andesites and dacites at high temperatures in order to assess lava dome stability. More 
experiments with small, well constrained temperature increments and at a range of strain rates 
within the brittle ductile transition would improve the understanding of the mechanics of lava 
domes. This could be investigated in the existing Rocchi cell, although it would need some 
modifications in order to better constrain the temperatures and to reach higher temperatures under 
moderate confining pressures (> 20 MPa). Modification of, or eliminating the need for, the 
cooling system for the load cell would allow recording of acoustic emissions during a study of 
this type. These acoustic emissions within the brittle-ductile transition would provide further 
clarification on the thresholds between the conditions for seismogenic fracture and flow. Full 
waveform records of these AE would provide information on how the characteristics of 
earthquakes change with the temperature of material. This could then be used to help identify to 
what extent the low frequency content of volcanic earthquakes could be attributed to slower 
fracture propagation in hotter material and at what stage models of fluid resonance must be 
invoked.
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APPENDIX A: TABLES OF DATA FROM VT PRECURSORS TO 
ERUPTIONS AFTER LONG REPOSE INTERVALS
Data set used Data grouping Calculated alpha 
value
R2 value No of data 
points
A ll earthquakes from  
27  M ay
N  o f  earthquakes per day 0 .5 1 ± 1 .1 7 0 .0 8 6 4
N  per 12 hours 0 .7 5 ± 0 .7 3 0 .257 5
N  per 8 hours 0 .7 5 ± 0 .7 4 0 .1 7 0 7
N  per 4 hours 0 .5 5 ± 0 .5 7 0 .0 9 4 11
N  per hour 1 .54± 1 .46 0 .2 6 9 5
T im e per 50 earthquakes 1 .8 9± 0 .74 0 .6 1 8 6
T im e per 30  earthquakes 1 .97+ 0 .79 0 .5 5 6 7
T im e per 20  earthquakes 2 .4 8 ± 1 .7 7 0 .283 7
T im e per 10 earthquakes 1 .0 2± 0 .66 0 .2 8 5 8
Earthquakes located  
in  the sum m it region  
from  27  M ay
N  o f  earthquakes per day 1 .09±0 .32 0.701 7
N  per 12 hours 1 .31± 0 .24 0 .8 8 0 6
N  per 8 hours 1 .29± 0 .24 0 .823 8
N  per 4  hours 1 .3 6 ± 0 .3 6 0 .7 0 7 8
N  per hour 1 .32± 0 .79 0 .3 1 7 8
T im e per 50 earthquakes 1 .20±0.52 0 .8 4 4 3
T im e per 30  earthquakes 1 .77±0 .22 0 .9 5 2 7
T im e per 20  earthquakes 1 .73±0 .18 0 .9 3 0 9
T im e per 10 earthquakes 1.69±0 .23 0 .8 7 0 10
Earthquakes located  
in the sum m it region  
from  2 June
N  per 4 hours 2 .1 1±0.74 0 .6 1 9 7
T im e per 20  earthquakes 1 .71± 0 .27 0 .872 8
Earthquakes located  
in the N orth W est 
source region, near  
the phreatic vents, 
from  20 th M ay
N  o f  earthquakes per day 0 .86±1.21 0 .2 0 3 4
N  per 12 hours 2 .26±0.91 0.861 3
N  per 8 hours 2 .9 5 ± 0 .0 9 0 .9 9 9 3
N  per 4 hours 1 .13± 1 .36 0.411 3
N  per hour 2 .5 2 ± 1 .2 3 0 .8 0 6 3
T im e per 20  earthquakes -0 .9 6 ± 1 .9 9 0 .1 8 8 3
T im e per 10 earthquakes 1 .9 8 ± 0 .1 1 0.993 4
T im e per 5 earthquakes 1 .59±0 .27 0 .9 1 8 5
Table A.l T able o f  data for determ ining FFM  acceleration exponent a from se ism icity  prior to the 7th June 
1991 eruption o f  Pinatubo using the lo g -lo g  m ethod described in section  5.
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Data set 
used
Data grouping Calculated alpha 
value
R2 value No of data 
points
Earthquake
counts
Number of earthquakes per day 1.20±0.27 0.831 6
Number per 12 hours 1.27±0.36 0.712 7
Number per 8 hours 1.58±0.64 0.548 7
Number per 4 hours 0.99±0.49 0.365 9
Time per 50 earthquakes 1.50±0.33 0.936 5
Time per 30 earthquakes 1.70±0.47 0.853 7
Time per 20 earthquakes 1.59±0.26 0.906 10
Time per 10 earthquakes 2.33±0.40 0 .8 8 8 11
Time per 5 earthquakes 1.71±0.18 0.949 12
Benioff 
strain release
Benioff strain release per day 0.99±0.08 0.984 7
Benioff strain release per 12 hours 1.06±0.11 0.968 8
Benioff strain release per 8 hours 0.99±0.10 0.964 10
Benioff strain release per 4 hours 1 .0 0 ±0 .1 1 0.950 11
Energy
release
Energy release per day 0.98±0.05 0.994 7
Energy release per 12 hours 0.98±0.07 0.988 7
Energy release per 8 hours 0.98±0.07 0.987 7
Energy release per 4 hours 1.03±0.13 0.971 6
Table A.2 Table of data for determining FFM acceleration exponent a  from seismicity prior to the onset of 
phreatic and phreatomagmatic eruptions on 27th March 1980, using the log-log method described in Section 
5.
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Data Used Time Forecast Made No of data 
pts used
a value Forecast date and 
time
Beginning of forecast 
window
End of forecast 
windowDate Time
Number of earthquakes located 
in the summit region per 4 hours 
from 27th May 1991
5th June 16:00 3 0.93+0.75 No forecast (a<l)
6th June 04:00 4 1.32±0.47 28th June, 8:08 Immediate (4th June, 05:05) Infinite
6th June 08:00 5 1.29±0.32 30th June, 14:01 6th June, 19:01 Infinite
6th June 16:00 6 1.21+0.27 15th July, 03:59 8th June, 19:27 Infinite
7th June 04:00 7 1.05±0.28 January 1992 Immediate (19th May, 7pm) Infinite
7th June 08:00 8 1.36±0.36 22nd June, 10:16 Immediate (6th June, 04:15) Nov 2003
Number of earthquakes located 
in the summit region per 4 hours 
from 3rd June 1991
6th June 04:00 3 3.27+1.29 6th June, 8:18 Immediate (5th June, 23:44) 10th July pm
6th June 08:00 4 2.41±0.95 6th June, 22:09 Immediate (6th June, 01:46) 22nd July pm
6th June 16:00 5 1.95±0.79 8th June, 01:28 Immediate (6th June, 03:27) 3 rd Oct am
7th June 04:00 6 1.42+0.80 12th June, 13:28 Immediate (5th June, 05:16) Infinite
7th June 08:00 7 2.11+0.74 7th June, 22:09 Immediate (7th June, 03:10) 14°’ July am
Time per 20 earthquakes located 
in the summit region from 27th 
May 1991
6th June 00:27 3 1.92+0.08 6th June, 06:21 6th June, 02:27 6th June, 11:51
6th June 04:08 4 1.97+.0.04 6th June, 06:13 6th June, 05:13 6th June, 07:29
6“' June 10:43 5 1.73+0.17 6th June, 14:57 Immediate (6th June, 10:28) 7th June, 03:15
6th June 17:00 6 1.63+0.15 6th June, 22:45 6th June, 17:24 7th June, 12:31
7th June 04:50 7 1.50+0.17 7“’ June, 15:00 7th June, 05:14 9th June, 00:37
7th June 06:41 8 1.61+0.18 7th June, 12:23 Immediate (7ffi June, 06:27) 8th June, 08:27
7th June 07:38 9 1.73+0.18 7th June, 10:15 Immediate (7th June, 07:24) 7th June, 20:01
Time per 20 earthquakes located 
in the summit region from 3rd 
June 1991
6th June 04:08 3 2.06+0.02 6th June, 05:44 6th June, 05:22 6th June, 06:09
6th June 10:43 4 1.64+0.29 6th June, 16:05 Immediate (6th June, 08:45) 8th June, 17:11
6m June 17:00 5 1.52+0.23 7th June, 00:54 Immediate (6th June, 15:44) 8m June, 23:02
7th June 04:50 6 1.34+0.25 7th June, 21:51 Immediate (7th June, 02:18) 17th June, 16:50
7th June 06:41 7 1.51+0.27 7th June, 14:01 Immediate (7th June, 04:50) 10th June, 13:09
T  June 07:38 8 1.71+0.27 7th June, 10:22 Immediate (7th June, 06:46) 8th June, 10:08
Number of earthquakes per 8 
hours located in the north west 
cluster from 10th May 1991
23rd May 00:00 3 2.95+0.09 27th May, 13:26 26th May, 09:29 30th May, 18:57
Time per 10 earthquakes located 
in the north west cluster from 
10th May 1991
22nd May 19:46 3 1.82+0.17 22nd May, 10:29 Invalid (21st May, 09:46) 22nd May, 23:53
22nd May 20:21 4 1.98+0.12 22nd May, 08:46 Invalid (21st May, 14:57) 23rd May, 01:18
Table A.3 Forecasts of the 7th June 1991 eruption of Mount Pinatubo generated using the FFM, with a calculated using the method described in Section 5.2, 
using the number of earthquakes per four hours and the time per twenty earthquakes in the summit region from the 27th of May and the 3rd of June, and the 
number of earthquakes per eight hours and the time per ten earthquakes in the north west cluster from the 10th May. Beginning of forecast window stated as 
immediate when calculated to be before the time the forecast is made, and stated as invalid when the forecast is calculated to be before the time it is made.
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Data used Time Forecast Made No of data gradient Forecast date Beginning of forecast End of forecast
Date Time pts used and time window window
Number of earthquakes 1st June 04:00 5 -0.027±0.015 3rd June, 14:36 Immediate (29th May, 21:40) 8th June, 07:32
located in the summit 3rd June 00:00 8 -0.021±0.010 5th June, 10:10 Immediate (31st May, 12:12) 10th June, 8:08
region per 4 hours from 3rd June 20:00 11 -0.014±0.008 8th June, 17:43 Immediate (31st May, 20:32) 15th June, 18:54
27th May 1991 4th June 12:00 14 -0.0073±0.0071 16th June, 14:36 Immediate (26th May, pm) 7th July, 9:14
5th June 00:00 17 -0.011i0.006 10th June, 21:08 Immediate (2nd June, 05:47) 19th June, 12:29
5 th June 12:00 19 -0.0084±0.0056 14th June, 8:30 Immediate (1st June, 07:27) 27th June, 9:32
6th June 00:00 22 -0.011±0.005 H m June, 01:51 Immediate (3rd June, 16:14) 18th June, 11:29
6th June 04:00 23 -0.011i 0.012 11th June, 01:21 Immediate (21st May, pm) Infinite
6th June 08:00 24 -0.013i0.005 9m June, 17:35 Immediate (4lir June, 04:39) 15th June, 6:32
6th June 12:00 25 -0.013i0.004 9th June, 07:58 Immediate (4m June, 08:36) 14th June, 07:20
6th June 16:00 26 -0.014i0.004 9th June, 00:37 Immediate (4^ June, 12:12) 13th June, 13:02
6th June 20:00 27 -0.014i0.004 8th June, 20:03 Immediate (4th June, 15:27) 13m June, 00:39
T  June 00:00 28 -0.015i0.004 8th June, 16:49 Immediate (4th June, 18:51) 12th June, 14:48
7th June 04:00 29 -0.015i0.004 8th June, 13:43 Immediate (4th June, 21:24) 12th June, 05:45
7th June 08:00 30 -0.015i0.003 8th June, 10:51 Immediate (4ft June, 23:54) I T  June, 21:48
Number of earthquakes 4th June 12:00 10 -0.018i0.089 13th June, 00:01 Immediate (24th April, am) Infinite
located in the summit 
region per 4 hours from 3rd
4tfi June 20:00 11 -0.047i0.075 7th June, 04:05 Immediate (31st May, am) Infinite
15th June 00:00 12 -0.067i0.063 6"’ June, 03:39 Immediate (2nd June, 21:21) 9th June, 13:57
June 1991 5th June 04:00 13 -0.073i0.053 5th June, 22:51 Immediate (3rd June, 12:33) 8th June, 13:09
5th June 08:00 14 -0.053i0.047 6th June, 18:30 Immediate (3rd June, 02:58) 10th June, 10:02
5m June 12:00 15 -0.014i0.047 15th June, 01:18 Immediate (5th May, am) Infinite
5th June 16:00 16 -0.021i0.041 11th June, 11:43 Immediate (25th May, am) Infinite
5th June 20:00 17 -0.033i0.037 8th June, 15:04 Immediate (1st June, 23:24) Infinite
6th June 00:00 18 -0.037i0.033 8th June, 04:08 Immediate (3rd June, 04:35) 13th June, 03:41
6th June 04:00 19 -0.043i0.030 7th June, 14:03 Immediate (4th June, 02:13) 11th June, 01:53
6th June 08:00 20 -0.047i0.027 7th June, 06:27 Immediate (4th June, 12:59) 9th June, 23:56
6th June 12:00 21 -0.050i0.024 7th June, 02:33 Immediate (4th June, 19:32) 9th June, 9:33
6th June 16:00 22 -0.051i0.022 7th June, 00:43 Immediate (5th June, 00:15) 9th June, 01:11
6th June 20:00 23 -0.051i0.020 7th June, 00:02 Immediate (5th June, 04:02) 8th June, 20:01
T  June 00:00 24 -0.051i0.018 7th June, 00:27 Immediate (5th June, 07:20) 8th June, 17:34
7th June 04:00 25 -0.050i0.017 7th June, 01:25 Invalid (5th June, 10:19) 8th June, 16:30
7th June 08:00 26 -0.050i0.016 7m June, 02:26 Invalid (5th June, 13:06) 8th June, 15:35
7th June 12:00 27 -0.044i0.023 1th June, 04:27 Invalid (4m June, 08:32) 10th June, 00:12
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Time per 20 earthquakes 
located in the summit 
region from 27th May 1991
5th June 15:01 3 -0.054±0.005 5th June, 18:51 Immediate (4* June, 16:02) 6* June, 21:40
6th June 00:27 4 -0.052±0.004 5th June, 23:23 Invalid (5* June, 01:18) 6* June, 21:27
6th June 04:08 5 -0.051±0.003 6th June, 01:33 Invalid (5* June, 06:49) 6* June, 20:16
6th June 08:01 6 -0.050±0.003 6th June, 03:42 Invalid (5* June, 09:46) 6* June, 21:39
6th June 10:43 7 -0.049±0.003 6m June, 05:28 Invalid (5* June, 11:57) 6* June, 22:59
6th June 14:33 8 -0.048±0.003 6th June, 07:27 Invalid (5* June, 13:08) 7* June, 01:46
6th June 17:00 9 -0.048±0.003 6th June, 09:09 Invalid (5* June, 14:22) 7* June, 03:55
6th June 21:38 10 -0.047±0.003 6th June, 11:14 Invalid (5* June, 14:41) 7* June, 07:47
7th June 02:45 11 -0.045±0.003 6th June, 13:35 Invalid (5* June, 14:35) 7* June, 12:35
7th June 04:50 12 -0.044±0.003 6* June, 15:30 Invalid (5* June, 15:21) 7* June, 15:39
7lh June 06:41 13 -0.044±0.003 6th June, 17:13 Invalid (5* June, 16:13) 7* June, 18:13
7th June 107:38 14 -0.043±0.003 6th June, 18:40 Invalid (5* June, 17:17) 7* June, 20:03
Time per 20 earthquakes 
located in the summit 
region from 3rd June 1991
6th June 00:27 3 -0.033±0.002 6th June, 11:15 6th June, 04:19 6* June, 18:10
6th June 04:08 4 -0.034±0.002 6th June, 09:16 6th June, 03:43 6* June, 14:50
6* June 08:01 5 -0.034±0.002 6th June, 10:16 Immediate (6* June, 05:20) 6th June, 15:12
6th June 10:43 6 -0.033±0.002 6th June, 11:15 Immediate (6* June, 06:19) 6* June, 16:11
6th June 14:33 7 -0.031±0.002 6th June, 13:10 Immediate (6* June, 05:56 6* June, 20:23
6th June 17:00 8 -0.030±0.002 6th June, 14:38 Invalid (6* June, 06:37) 6* June, 22:39
6th June 21:38 9 -0.028±0.003 6th June, 17:10 Invalid (6* June, 06:01) 7* June, 04:19
7th June 02:45 10 -0.026±0.003 6th June, 20:17 Invalid (6* June, 05:39) 7* June, 10:56
7,h June 04:50 11 -0.025±0.003 6th June, 22:19 Invalid (6* June, 07:00) 7* June, 13:38
7th June 06:41 12 -0.024±0.003 7th June, 00:05 Invalid (6* June, 08:22) 7* June, 15:48
7* June 07:38 13 -0.023±0.003 7th June, 01:22 Invalid (6* June, 09:46) 7* June, 16:57
Number of earthquakes per 
8 hours located in the north 
west cluster from 10th May 
1991
21st May 08:00 4 -0.4±0.26 21st May, 16:00 Immediate (20* May, 09:50) 22nd May, 22:10
21sl May 16:00 5 -0.34±0.15 21st May, 17:36 Immediate (20* May 21:24) 22nd May, 13:47
22nd May 00:00 6 -0.046±0.21 28* May, 11:53 Immediate (18* April, 18:20) Infinite
22nd May 08:00 7 +ve gradient No forecast
22nd May 16:00 8 -0.041±0.14 29* May, 21:51 Immediate (24* April, 19:09) Infinite
22nd May 00:00 9 -0.095±0.11 24* May, 21:12 Immediate (18* May, 13:47) Infinite
Time per 10 earthquakes 
located in the north west 
cluster from 10* May 1991
22nd May 14:36 3 -0.7U0.03 22nd May, 14:32 Invalid (21st May, 19:38) 23rd May, 09:26
22nd May 19:46 4 -0.66±0.07 22nd May, 16:57 Invalid (20* May, 19:27) 24* May, 14:28
22nd May 20:21 5 -0.63±0.06 22nd May, 17:58 Invalid (21st May, 00:43) 24* May, 11:14
Table A.4 Forecasts of the 7th June 1991 eruption of Mount Pinatubo generated using the FFM inverse rate method with a fixed at 2. Beginning of forecast 
window stated as immediate when calculated to be before the time the forecast is made, and stated as invalid when the forecast is calculated to be before the time 
it is made. Data used is the number of earthquakes per four hours and the time per twenty earthquakes in the summit region from the 27th of May and the 3 of 
June, and the number of earthquakes per eight hours and the time per ten earthquakes in the north west cluster from the 10th May.
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Data used Date and Time 
Forecast Made
No of data 
pts used
gradient Forecast date 
and time
Beginning of forecast 
window
End of forecast 
window
No. of earthquakes located in the summit 
region per 4 hours from 27th May 1991
6th June, 04:00 3 -0.0038±0.0004 8'" June, 08:19 6th June, 14:45 10th June, 03:52
6th June, 08:00 4 -0.0039±0.0003 8th June, 04:48 6th June, 22:53 9th June, 10:43
6th June. 16:00 5 -0.0039±0.0002 8th June, 04:31 T  June, 05:26 9th June, 03:56
7th June, 04:00 6 -0.0039±0.0002 8th June, 07:07 T  June, 08:15 9th June, 09:59
7th June, 08:00 7 -0.0039±0.0002 8th June, 05:32 7th June, 08:34 9th June, 02:30
Number of earthquakes located in the 
summit region per 4 hours from 3rd June 
1991
5th June, 20:00 3 -0.0053±0.0029 8th June, 13:18 Immediate (5th June, 07:58) 11th June, 18:37
6th June, 08:00 4 -0.0063±0.0019 7th June, 19:16 Immediate (6th June, 04:19) 9th June, 10:14
6th June, 12:00 5 -0.0066±0.0014 7th June, 15:24 Immediate (6th June 11:53) 8th June. 18:54
6th June, 20:00 6 -0.0066±0.0011 7th June, 15:43 Immediate (6th June, 17:42) 8th June, 13:44
7nrJune, 08:00 7 -0.0062±0.0009 7th June, 20:19 Immediate (6th June, 23:29) 8th June, 17:09
7th June, 12:00 8 -0.0062±0.0008 7th June, 20:42 Immediate (7th June, 02:53) 8th June, 14:31
Time per 20 earthquakes located in the 
summit region from 27th May 1991
5m June, 15:02 3 -0.054±0.005 5th June, 18:51 Immediate (4th June, 16:02) 6th June, 21:40
5th June, 00:27 4 -0.052±0.004 5th June, 23:23 Immediate (5th June, 01:18) 6th June, 21:27
6m June, 04:08 5 -0.051±0.003 6th June, 01:33 Invalid (5th June, 06:49) 6th June, 20:16
6th June, 10:43 6 -0.050±0.003 6th June, 04:18 Invalid (5th June, 09:17) 6th June, 23:20
6th June, 17:00 7 -0.048±0.003 6th June, 07:21 Invalid (5th June, 10:22) 7th June, 04:19
7th June, 04:50 8 -0.046±0.004 6th June, 11:43 Invalid (5th June, 09:12) 7th June, 14:13
7th June, 06:41 9 -0.045±0.004 6th June, 15:00 Invalid (5th June, 10:17) 7th June, 19:43
7th June, 07:38 10 -0.043±0.004 6th June, 17:28 Invalid (5th June, 12:08) 7th June, 22:48
Time per 20 earthquakes located in the 
summit region from 3rd June 1991
6th June, 00:27 3 -0.033±0.002 6th June, 11:15 6th June, 04:19 6th June, 18:10
6th June, 04:08 4 -0.034±0.002 6th June, 09:16 Immediate (6th June, 03:43) 6th June, 14:50
6th June, 10:43 5 -0.033±0.002 6th June, 10:59 Immediate (6th June, 05:10) 6th June, 16:47
6lh June, 17:00 6 -0.031±0.002 6th June, 13:51 Invalid (6lh June, 05:02) 6th June, 22:41
7th June, 04:50 7 -0.027±0.004 6th June, 19:11 Invalid (6th June, 03:54) 7th June, 10:27
7th June, 06:41 8 -0.025±0.003 6th June, 22:38 Invalid (6th June, 05:44) 7th June, 15:32
7th June, 07:38 9 -0.024±0.003 7th June, 00:45 Invalid (6th June, 07:56) 7th June, 17:34
Number of earthquakes per 8 hours located 
in the north west cluster from 10th May 1991
22na May, 16:00 3 -0.072±0.030 22nd May, 19:32 Immediate (21st May, 08:06) 24th May, 02:58
23ra May, 00:00 4 -0.063±0.018 22nd May, 22:47 Invalid (21st May, 21:11) 24th May, 00:23
Time per 10 earthquakes located in the north 
west cluster from 10th May 1991
22na May, 14:36 3 -0.71±0.03 22nd May, 14:32 Invalid (21st May, 19:38) 23rd May, 09:26
22nd May, 19:46 4 -0.66±0.07 22nd May, 16:57 Invalid (20th May, 19:27) 24th May, 14:28
22nd May, 20:21 5 -0.63±0.06 22nd May, 17:58 Invalid (21st May, 00:43) 24th May, 11:14
Table A.5 Forecasts of the 7th June 1991 eruption of Mount Pinatubo generated using the multiscale fracture model. Beginning of forecast window stated as 
immediate when calculated to be before the time the forecast is made, and stated as invalid when the forecast is calculated to be before the time it is made.
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Data Used Time Forecast Made No of data 
pts used
a value Forecast date and time Beginning of forecast window End of forecast 
windowDate Time
Daily number of 
earthquakes
17th March 00:00 3 1.64±0.72 18* Mar, 06:17 Immediate (16* Mar, 03:14) Infinite
24th March 00:00 4 0.78±0.67 No forecast (a< l)
25th March 00:00 5 1.16±0.42 4* Apr, 09:21 Immediate (22nd Mar, 09:21) Infinite
26th March 00:00 6 1.20±0.27 31st Mar, 23:15 Immediate (24* Mar, 21:07) Infinite
Number of 
earthquakes per 
12 hours
17th March 12:00 3 1.91±0.58 18* Mar, 03:49 Immediate (17* Mar, 01:38) 3rd Apr, 16:04
25th March 00:00 4 0.80±0.83 No forecast (a<l)
25th March 12:00 5 0.67±0.56 No forecast (a<l)
26th March 00:00 6 1.16±0.50 6* Apr, 18:33 Immediate (22nd Mar, 06:42) Infinite
26th March 12:00 7 1.27±0.36 30* Mar, 17:20 Immediate (25* Mar, 06:55) Infinite
Time per 50 
earthquakes
25th March 20:49 3 1.55±0.49 26* Mar, 18:02 Immediate (25* Mar, 08:57) 29* Jun, 11:14
25th March 23:34 4 1.77±0.32 26* Mar, 03:24 Immediate (25* Mar, 21:26) 28* Mar, 05:16
26* March 02:02 5 1.50±0.33 26* Mar, 14:38 Immediate (25* Mar, 21:59) 7* Apr, 13:58
Time per 20 
earthquakes
24th March 19:08 3 1.76±0.83 26* Mar, 14:57 Immediate (24* Mar, 00:26) 26* Jun, 15:01
25th March 01:25 4 1.67±0.50 27* Mar, 00:37 Immediate (24* Mar, 11:18) 31st May, 15:40
25th March 07:08 5 1.61±0.38 27th Mar, 20:09 Immediate (24* Mar, 19:27) 30* Apr, 15:44
25th March 17:14 6 1.61±0.30 27* Mar, 23:55 Immediate (25* Mar, 11:13) 14* Apr, 06:13
25th March 20:49 7 1.64±0.26 27th Mar, 14:04 Immediate (25* Mar, 18:28) 5* Apr, 18:58
25th March 21:46 8 1,86±0.29 26* Mar, 04:52 Immediate (25* Mar, 20:31) 28* Mar, 11:15
25th March 23:55 9 1.68±0.28 26* Mar, 12:20 Immediate (25* Mar, 21:47) 31st Mar, 11:32
26* March ^00:49 10 1.59±0.26 26th Mar, 21:40 Immediate (25* Mar, 21:55) 3rd Apr, 14:00
Time per 5 
earthquakes
16th March 16:40 L3 1.82±0.56 6* Apr, 23:49 20* Mar, 07:03 4* Aug, 07:38
16th March 20:05 4 2.73±0.44 16* Mar, 21:21 Immediate (16* Mar, 18:31) 17* Mar, 09:56
17* March 06:53 5 2.33±0.37 17* Mar, 10:00 Immediate (17* Mar, 05:59) 18* Mar, 06:01
24* March 19:08 6 1.82±0.45 25* Mar, 19:41 Immediate (24* Mar, 14:28) 11* Apr, 18:21
24th March 21:49 7 1.87±0.36 25* Mar, 10:40 Immediate (24* Mar, 19:59) 30* Mar, 09:58
25th March 19:33 8 1.78±0.30 26* Mar, 08:58 Immediate (25* Mar, 18:14) 30* Mar, 18:35
25th March 21:01 9 1.82±0.25 26* Mar, 03:15 Immediate (25* Mar, 20:37) 27* Mar, 16:58
25th March 21:46 10 1.79±0.22 26* Mar, 04:00 25* Mar, 21:38 27* Mar, 10:18
25* March 23:42 11 1.77±0.19 26* Mar, 05:31 25* Mar, 23:49 27* Mar, 04:52
26* March 02:52 12 1.71±0.18 26* Mar, 10:25 26* Mar, 03:06 27* Mar, 15:52
Table A,6  Forecasts of the onset of phreatic and phreatomagmatic eruptions at Mount St Helens on 27* March 1980. These forecasts generated using the FFM, 
with a calculated using the method described in Section 5.2, using the earthquake rates from the count log. Beginning of forecast window is stated as immediate 
when it is calculated to be before the time the forecast is made.
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APPENDIX B: CALIBRATION PLOTS AND DATA TABLES
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Figure Bl: Calibration plot for pressure transducer 1, which was used to measure confining pressure for 
both triaxial and fracture toughness experiments
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Figure B2: Calibration plot for confining pressure transducer 2, which was used to measure the fluid 
pressure in the actuator that opened fractures in fracture toughness experiments.
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Figure B3: Calibration plot for the LVDT used to measure axial displacement in the Rocchi deformation
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Figure B4: Calibration plot for the half Wheatstone bridge strain gauge used to measure axial load in the 
Rocchi deformation cell.
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Figure B5: Measured heating coil and sample temperatures during an early calibration of the unconfined 
furnace. Note that the sample temperature exceeds that measured for the inner coil at temperatures of 600°C 
and greater, the temperature gradient across the sample was 14°C, and the sample temperature rose by a 
further 35°C once the heating coil had reached its target temperature.
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Figure B6 : Measured heating coil and sample temperatures during an early calibration of the unconfined 
furnace. Note that the sample temperature lagged the measured heating coil temperature by just 10°C when 
it reached the target temperature, and then the sample temperature rose to 50°C above the heating coil 
temperature before its temperature stabilised.
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Figure B7: Measured heating coil and sample temperatures during an early calibration of the unconfined 
furnace. Note that the sample temperature lagged the measured heating coil temperature by 130°C when it 
reached the target temperature, and then the sample temperature rose by 90°C before it stabilised.
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Figure B8 : Final unconfined furnace calibration results, showing the temperatures of the inner heating coil 
(which closely matched the temperature defined in the temperature control program), the centre of the 
sample, the load cell, and the inner wall of the vessel. The temperature of the heating coil was increased at 
10°C per minute, then held at the target temperature until the sample temperature stabilised. An early 
calibration indicated that the sample temperature would exceed the heating coil temperature at temperatures 
above temperatures of ~500°C, which is consistent with the results of Rocchi (2002). However, this is not 
realistic, and was resolved by ensuring that the tip of the thermocouple was securely fixed in contact with 
the heating coil. The final calibration indicates that the sample temperature lagged the heating coil 
temperature by 100°C at 300°C, 50°C at 600°C, and 40°C at 900°C, and that the load cell and vessel wall 
temperatures remained well within their safe range (300°C and 200°C respectively). Earlier calibrations 
indicated that the sample temperature would increase slightly after the heating coil temperature is held 
constant, taking 10 to 20 minutes to reach a stable temperature. Repeated calibrations showed that this 
calibration was repeatable to ±10°C at 900°C, ±6°C at 600°C, and ±3°C at 300°C.
315
Appendix B
—  inner 
heating coil
—  sample 
centre
—  load cell
—  vessel inner 
wall
450 -
400
O 350
05
-g 300
250£D
I
g. 200 
i  150
100
time (minutes)
Figure B9 Furnace calibration with 5 MPa initial confining pressure, showing the temperatures of the inner 
heating coil, the centre of the sample, the load cell, and the inner wall of the vessel.
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Figure B10 Furnace calibration with 20 MPa initial confining pressure, showing temperatures of the inner 
coil, the centre of the sample, the load cell, and the inner wall of the vessel. Note that load cell air cooling 
was started at time=49 minutes (when the load cell temperature begins to plateau).
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APPENDIX C: ERROR ANALYSIS EQUATIONS
Uncertainty Functions Used for Error Calculations
Z = A ± B ................................................. (AZ)2 = (AAf  + (AB)2
Z  = Ax+B.
l ~ T )  ~ { ~ A j  + [~B
Z = A”. AZ AA
i r ~ n ~A
Z  = lnA  A Z =
AA
A
Z  = exp A. AZ
Z
= AA
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APPENDIX D: MATLAB PROGRAMME FOR CALCULATING 21- 
VALUES FROM AE DATA
% Program to generate b values from a time: amplitude data file
% Rosie Smith, Aug 2005
clear
% Load the input data file, which contains time in seconds in column 1 
% and amplitude in dB in column 6 
load HT2604A.dat 
time=HT2604A(:,l);
Amp=HT2604A(:,6);
A0=47;
% user inputs
Namps=input ('enter the no. of amplitude values you want to use to determine each b value:'); 
Ngap=input (’enter the no. of AE events you want between each b value calculation: ’);
% removes amplitudes less than threshold and 
% finds no of b values that will be calculated 
% (note Nbval is one less than no to be calculated)
A_ind=find( Amp> AO);
A_gt A0=Amp( A_ind);
T=time(A_ind);
NAE=length(A_gtAO);
Nbval=fix(NAE/Ngap-Namps/Ngap);
% calculates b and a value using Aki’s maximum likelihood method
j=0;
for i=0: Nbval
j=j+i;
amps=A_gtA0(( 1 +i*Ngap):(Namps+i*Ngap));
Amean=mean(amps);
b_val(j)=(4.3429/(Amean-A0));
B_V2(j)=(8.6858/(Amean-A0)); 
aval(j)=((b_val(j)*A0*0.1 )+(logl O(Namps))); 
tb(j)=T(Namps+i*Ngap);
%calculates the standard error of meanAmp 
%then calculates the standard error of b from this 
%using method in Shi and Bolt, 1982 
Adiffs2=(amps-Amean). A2;
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S2A=sum(Adiffs2)/(Namps*(Namps-l));
stdEmA(j)=S2AA0.5;
stdEb(j )=2.3 *(b_val(j) A2) * stdEmA(j);
% calculates difference between calculated distribuiton and actual data 
% as used in Wiemer and Wyss (2000)
% to determine the minimum magnitude of completeness 
logN=aval(j )-0.1 *b_val(j) *amps;
N=10 AlogN; 
count=l :Namps;
N2=[sort(N)]'; 
diffs=sqrt((N2-count) A2); 
perc_err(j )= 100 *mean(diffs)/mean(N2); 
end
% this section saves the data in a file containing
% time, b value, a value, std error of mean amp, std error of b, % error of f-M distribution 
results=[tb; BJV 2; a val; stdEmA; stdEb ;perc_err]'
Asort=sort( A_gt A0);
count=[NAE:-l:l];
save temp.dat results /ascii
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APPENDIX E: MOUNT SHASTA FIELD REPORT 
Introduction
Fieldwork was conducted at Mount Shasta, California, which is at the Southern end of the 
Cascade mountain range of Western USA, in December 2003. The purpose of this fieldwork 
was to collect samples of volcanic rocks to conduct fracture toughness and uniaxial and 
triaxial load tests on.
Mount Shasta Tectonic Setting and Geology
Mount Shasta is an andesitic to dacitic stratovolcano located in the Southern Cascades, 65km 
South of the Oregon-Califomia border, half way between the Pacific coast and the Califomia- 
Nevada border. It sits on the North American Continental Plate, above the subducting young 
Gorda platelet (Wood and Baldridge, 1990). Mount Shasta erupts High-Mg andesites, similar 
to those erupted from other volcanoes above young subducting oceanic crust (Grove et al., 
2005).
Mount Shasta has a volume of nearly 500-km3, making it the largest of the Cascade 
volcanoes (Hirt, 2001). It currently comprises 4 overlapping cones within the collapse scar of 
Ancestral Mount Shasta. Ancestral Mount Shasta was active from 590,000 years ago until it 
collapsed in a massive avalanche approximately 350,000 years ago (Christiansen, 1990). 
Since then there has been intermittent activity from younger cones at this site. Sargents Ridge 
was active from -25Oka ago until ~150ka ago and is exposed mainly on the South side of 
Mount Shasta; Misery Hill was active from 30-50ka ago until 9.6-9.7ka ago, and forms much 
of the upper part of Mount Shasta; Shastina, the second highest peak of Mount Shasta, was 
formed between 9.4 and 9.7ka ago; Hotlum, the current highest peak of Shasta, has been 
active since approximately 9,600 years ago and last erupted approximately 200 years ago 
(Christiansen, 1997 324 /id;Christiansen, 1990 333 /id}. There are also several cinder cones 
and monogenetic lava domes on the flanks of Mount Shasta, the most conspicuous being 
Black Butte, on the Western flank of Shastina. Black Butte erupted dacite just after the last 
eruption of Shastina. Although the ages of deposits from both of these eruptions cannot be 
differentiated through radiometric dating (Kelley et al., 1987), stratigraphic evidence for the 
order of these events is shown in Fig. El. All of these major and subsidiary cones have 
erupted andesites and dacites, resulting in approximately 90% of the material in the composite 
volcano containing 58-64% SiCb (Christiansen, 1990). A geological map of Mount Shasta 
(Fig. E2) shows that the Shasta edifice is composed primarily of andesitic and dacitic lavas 
and pyroclastic deposits. Rock sequences inferred to lie beneath the Mount Shasta edifice are 
andesites from the Tertiary Western Cascade volcanic series, basalts and basaltic andesites
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from the surrounding cones, and the Trinity Ophiolite (Christiansen and Ernst, 2001). 
Material erupted from Mount Shasta is highly evolved, both petrologically and isotopically, 
whilst the basalts and basaltic andesites erupted from the surrounding cones and shields are 
primitive (Baker et al., 1994).
•Shasitina Deposits
Figure E l:  Black Butte deposits overlying Shastina deposits at point H I on map2. Note the blue-grey 
colour o f the Shastina deposits in contrast to the yellow-grey Black Butte deposits grading upwards to 
pink.
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Surficial deposits
Shastina cone
Slmlified Geologic Map of Mount Shasta and Vicinity 
Robert L  Christiansen. USGS, 2001
□
Pre-Tertiary rocks
F igure E2: Simplified Geologic Map of Mount Shasta and Vicinity, from Christiansen and Ernst 
(2001)
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Mount Shasta Eruptive History and Potential Hazard
Mount Shasta has erupted 7 times in the last 4000 years, making it the 2nd most active 
Cascade volcano, after Mount St Helens. All of the High Cascade volcanoes could potentially 
erupt explosively, and are likely to produce pyroclastics, lava, ashfall and tephra fallout. 
There are several communities that would be at risk if Mount Shasta erupted. Weed, Mount 
Shasta, and McCloud, with populations of 3,000, 3,600, and 1,300 respectively, are all located 
on a broad apron at the base of the volcano, approximately 15-km from the summit. The 
neiqhbouring community of Dunsmuir, approximately 25-km away from Mount Shasta has a 
population of 1,900. Lava flows and domes are unlikely to affect these communities, as the 
silica rich lavas characteristic to Mount Shasta are unlikely to flow that far. However, 
pyroclastic flows, tephra fallout, and mud flows induced by melting of the ice cap could 
potentially endanger all of these communities (Miller, 1980). Given the frequency of 
eruptions at Mount Shasta in Holocene times, there is a 1 in 30 chance that the volcano will 
erupt in any given decade, and a 1 in 3 or 4 chance that it will erupt in a person’s lifetime 
(Crandell and Nichols, 1987). As the volcano does not erupt at regular intervals, and there is 
currently no anomalous behaviour, no specific forecasts can be given.
Fieldwork Report
As the Mount Shasta erupted materials, and hence the composition of the edifice, are 
predominantly andesite and dacite, these were the rock types required. A sample of basalt 
from the surrounding mafic cones was also collected as this is the typical regional rock type. 
Each sample needed to be at least 50-kg in order to obtain enough cores for the experimental 
programme. The core diameter used for the triaxial load experiments is 25mm. In order for 
these experiments to be effective, the maximum crystal size must be <1/10 of the core 
diameter, i.e. <2.5mm.
Day 1,03/12/2003
Outcrop sites outlined in Christiansen and Ernst (2001) were investigated for possible sample 
selection.
Stop 1
Point 1.1 on Fig. E3. This site was accessed by driving to Bunny Flats, where Everitt 
Memorial Highway was closed off, then walking 200m along the snow-covered closed 
section of the Highway. There was a large exposure of fresh, unweathered andesite on the 
upslope side of the path at this point. It appeared homogeneous and isotropic, with small 
crystal sizes (<lmm), making it suitable for laboratory testing. Although this site was easily
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accessible on foot, it would not be possible to carry the large sample size required 200m along 
the snowy path.
debris
avalanche
deposit
▲ Deer Mountain
H3.
▲ Ash Creek 
Butte
HI ▲ Mount Shasta
l»  2.1
A Black Butte
10 km
Mount Shasta deposits 
H  Ancestral Mount Shasta deposits
Figure E3: Map of the Mount Shasta area showing modem and ancestral deposits and red numbers 
denoting the locations o f sites investigated for sampling.
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Stop 2
Point 1.2 on Fig. E3, stop 4 of field guide. Boulders of andesitic lava of ancestral Mount 
Shasta are exposed in road cuts of Everitt Hill Memorial Highway. A small sample of this 
outcrop is shown in Fig. E4. This outcrop contains abundant corroded plagioclase and 
moderately abundant hypersthene phenocrysts. The rocks here were more aerated with larger 
crystals than the outcrop at stop 1, so this rock is probably not so suitable for experiments.
Stop 3
Point 1.3 on Fig. E3, 2 miles down Everitt Memorial Highway from stop 2. The lava is 
broken up, and it appears that the flow may have stopped here. A sample of this outcrop is 
shown in Fig. E5. This porphyritic sample contains leucite phenocrysts up to 2mm in size, and 
the shade of grey of the groundmass is characteristic of a basaltic andesite. This lava appears 
to have a low porosity (inferred from its high density and lack of visible pores). This rock 
would be suitable for conducting fracture toughness and triaxial load experiments.
F igure E4: Sam ple o f  A n d esite  co llected  Figure E5: Sam ple o f  A n d esite  co llected
from  stop 2 on  day 1. from  stop 3 o n  d ay  1.
Stop 4
Point 1.4 on Fig. E3, stop 5 of field guide. This site is near the base of Black Butte, just off 
interstate 5, shown in Fig. E6. There were lots of boulders of black Butte dacite here. This 
dacite has grey and pink bands, and needle-like hornblende phenocrysts up to 3-mm long. 
Small samples from these boulders are shown in Figs. E7 and E8. The hornblende 
phenocrysts in this sample are too large for the sample size used in the triaxial load 
experiments. Furthermore, hornblende phenocrysts this large are peculiar to this type of 
dacite.
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Figure E6: Photograph o f  B la ck  B utte from  the W est
nwit *
Figure E7: Sam ple o f  grey b lack  B utte D a c ite  Figure E8: Sam ple o f  p in k  B la ck  Butte
co llected  from  stop 4  on day 1. N o te  the large D acite  co llected  from  stop 4  o n  day 1.
hornblende phenocrysts.
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Day 2, 04/12/2003
Visits to a local quarry for sample collection, and the local college meet a geologist.
Souza Ready Mix Quarry
Point 2.1 on Fig. E3, at the base of Black Butte, very close to point 1.4, full GPS location is 
41N20.880, 122W20.330, elevation 385ft. Black Butte and Shastina dacite are quarried here 
for making concrete mix. Large boulders of dacite have been carried down the flanks of 
Shastina and Black Butte to this location in debris flows and glaciers. Boulders of dacite were 
taken from this point, shown in Fig. E9, which faces NE towards Shastina. These boulders 
also had the long hornblende phenocrysts, which are typical of Black Butte Dacite. It was 
later decided not to use these boulders, as they were unsuitable for the experimental 
programme.
Shastina
Butte Dacite
Figure E9: B lack  B utte D acite  b lock s at S ou za  R ead y  M ix  Quarry. F acing  N orth-E ast tow ards  
Shastina.
College of the Siskiyous: Meeting with Dr William Hirt, geologist and science professor.
Dr Hirt showed some samples of the rock types found in the area. These, shown in Figs. E10 
to E l6, were Black Butte dacite, Shastina Dacite, Ancestral Mount Shasta Andesite from the 
Shasta Valley Wildlife Refuge, Ancestral Mount Shasta Andesite from the Everitt Hill
327
Appendix E
Memorial Highway, Shastina Andesite from the Lava Park Flow, Everitt Hill Basalt and 
Basalt from the Whaleback cone. Note that the hornblende phenocrysts in the Shastina Dacite 
are not as prominent as those found in Black Butte dacite. The sites where most of these 
samples were collected were pointed out in Hirt’s field Guide (2003), and are marked on Fig. 
E3 as HI (Shastina Dacite), H2 (Ancestral Mount Shasta Andesite from the Everitt Hill 
Memorial Highway), H3 (Shastina Andesite from the Lava Park Flow), H4 (Everitt Hill 
Basalt), and H5 (Basalt from the Whaleback Cone). The college library had a Mount Shasta 
collection, where many useful references on the geology and eruptive history of Mount Shasta 
could be found.
Figure E10: Sam ple o f  B la ck  B utte D acite  Figure E l l :  Sam ple o f  Shastina D acite
F igure E12: Sam ple o f  A ncestral M ount F igure E13: Sam ple o f  M ount Shasta A n desite
Shasta from  the W ild life  R efu ge  from  the Everitt H ill M em orial H igh w ay
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Figure E14: Sam ple o f  Shastina A n d esite  F igure E15: Sam ple o f  E veritt H ill B asa lt 
from  the Lava Park F lo w
F igure E16: Sam ple o f  B asa lt from  the 
W haleback C one
Day 3, 05/12/2003
Outcrop sites recommended by Dr Hirt were investigated for possible sample collection.
Stop 1
Point H2 on Fig. E3, on a hairpin bend of Everitt Hill Memorial Highway. Blocks from this 
location have given K/Ar ages of 593,000a (Kelley et al., 1987). Rocks in rectangles A and B 
of Fig. El 7 were investigated for possible sample collection. All of the rocks in rectangle B 
were strongly laminated, hence inappropriate for experiments. Some rocks in rectangle A, 
shown in Fig. E l8, appeared homogeneous, unweathered and isotropic, so the block pointed 
out in Fig. E l8, shown closer up in Fig. E l9, was collected. This sample was preferable to the 
one found at location 1.3, due to its more silicic petrology, and its known origin and age. The 
full GPS location of the point where the rock was collected is 41N19.901, 122W14.764, 
elevation 5699ft.
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F igure E17: O utcrops o f  A ncestral M ount Shasta A n d esite  ex p o sed  b y  a hairpin bend  o f  Everitt H ill 
M em oria l H igh w ay . B o x e s  A  and B  denote  the 2 outcrop areas investiga ted  for sam p le c o llec tio n
F igure E18: O utcrops o f  A ncestral M ount Shasta A n d esite  from  b o x  A  o f  figure 18. T he red arrow  
denotes the sam p le that w a s co llec ted
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Figure E19: T he sam ple o f  A ncestral M ount Shasta A n d esite  that w as co llected  and tested .
Stop 2
Point H4 on Fig. E3, on ski park road (forest road 88), full GPS location is 41N18.1490, 
122W12.3530, elevation 5143ft. A basaltic lava flow intersects the road at the point indicated 
on Fig. E20, so the road cuts contain fresh, unweathered basalt. The block shown in situ in 
Fig. E21, was taken for testing from the road cuts on the South side of the road. The sample 
appeared homogeneous and isotropic.
%
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Figure E20: Photograph facin g  E ast a long  Ski Park R oad (forest raod 8 8) to the poin t w here a basaltic  
lava flo w  from  Everitt H ill in tersects the road
F igure E 21: R o ck  face from  the south sid e  o f  the road sh ow n  in figure 21 . T he red arrow sh o w s the 
sam ple that w a s co llected .
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Stop 3
Point H3 on Fig. E3, the Lava Park flow of Shastina Andesite. The base of the Lava Park 
flow, shown in Fig. E22, has a talus apron, so it was not possible to find an unweathered, 
large sample here.
Figure E22: O blique aerial v ie w  o f  the L ava Park flo w  o f  Shastina A n desite  o n  the Northern slo p es o f  
M ount Shasta.
Day 4, 06/12/2003
Location HI, recommended for the Shastina Dacite, is beside the railroad, and only accessible 
along dirt tracks, so Dr Hirt took us there.
Stop 1
Point HI on Fig. E3, full GPS location is 41N23.2950, 122W21.8330, elevation 3910ft. The 
railroad cuts reveal block and ash flows containing boulders of dacite up to ~2m diameter (see 
Fig. E23). The block of lava pointed out in Fig. E24 was collected for testing. This block was 
a suitable size, and appeared unweathered, isotropic, homogeneous, and unfractured with a 
low porosity. This porphyritic rock contains hornblende phenocrysts up to 1.5-mm long.
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Boulders of $hastina 
Dacitsu
Figure E23: B lo ck  and ash  flo w s  o f  Shastina dacite, contain ing so m e very  large boulders
Figure E24: Shastina and B la ck  B utte dacitic  b lo ck  and ash flo w s. T he arrow sh o w s the sam ple o f  
Shastina D a c ite  co llected  for testing.
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APPENDIX F -  ACOUSTIC VELOCITIES AND PHYSICAL 
PROPERTIES OF ANCESTRAL MOUNT SHASTA ANDESITE
Sample
number
Orientation P wave velocity 
(km s1)
S wave velocity 
(kms'1)
Dynamic 
Young’s 
modulus (GPa)
Poisson’s
ratio
ST35
Axial 4 .4 0 6 2 .6 5 9 4 2 .0 4 0 .2 1 4
Radialo 4 .4 0 7 2 .6 7 4 4 2 .3 5 0 .2 0 9
Radial90 4 .4 6 6 2 .6 5 2 42 .31 0 .2 2 8
Mean 4 .4 2 6 2 .6 6 2 4 2 .2 3 0 .2 1 7
Stdev 0 .0 3 4 0.011 0 .17 0 .0 1 0
Anisotropy 0 .0 0 0 3 4 , 0 .0 1 3 ,0 .0 1 3 0 .0 0 5 8 , 0 .0 0 2 5 , 0 .0081
ST40
Axial 4 .4 5 0 2 .6 8 9 4 2 .9 6 0 .2 1 2
Radialo 4 .3 7 4 2 .7 3 9 4 3 .2 9 0 .1 7 7
Radial90 4 .4 5 7 2 .7 4 8 4 4 .1 7 0 .193
Mean 4 .4 2 7 2 .7 2 6 4 3 .4 7 0 .1 9 4
Stdev 0 .0 4 6 0 .0 3 2 0 .63 0 .0 1 7
Anisotropy 0 .0 1 7 , 0 .0 0 1 7 , 0 .0 1 9 0 .0 1 9 , 0 .0 2 2 ,0 .0 0 3 4
ST45
Axial 4 .4 1 7 2 .6 7 5 4 2 .4 5 0 .2 1 0
Radialo 4 .3 4 6 2 .6 6 4 4 1 .6 9 0 .1 9 9
Radial^ 4 .3 6 7 2 .6 7 2 42 .01 0 .201
Mean 4 .3 7 7 2 .6 7 0 4 2 .0 5 0 .203
Stdev 0 .0 3 7 0 .0 0 5 9 0 .3 8 0 .0 0 6
Anisotropy 0 .0 1 6 ,0 .0 1 1 ,0 .0 0 4 9 0 .0 0 4 3 ,0 .0 0 1 1 ,0 .0 0 3 2
ST50
Axial 4 .3 6 0 2.651 4 1 .5 5 0 .2 0 7
Radialo 4 .3 4 4 2 .6 6 0 4 1 .6 0 0 .2 0 0
Radial^ 4 .2 8 5 2 .6 3 7 40 .71 0 .1 9 5
Mean 4 .3 3 0 2 .6 4 9 4 1 .2 9 0 .201
Stdev 0 .0 3 9 0 .0 1 2 0 .5 0 0 .0 0 6
Anisotropy ^ 0 .0 0 3 7 , 0 .0 1 7 , 0 .0 1 4 0 .0 0 3 3 , 0 .0 0 5 4 , 0 .0 0 8 7
ST55
Axial 4 .251 2 .6 0 6 39.91 0 .1 9 9
Radialo 4 .2 7 6 2 .5 9 6 3 9 .8 9 0 .2 0 8
Radial^ 4 .1 9 4 2 .5 9 0 3 9 .1 7 0 .1 9 2
Mean 4 .2 4 0 2 .5 9 7 3 9 .6 6 0 .2 0 0
Stdev 0 .0 4 2 0 .0 0 8 2 0 .4 2 0 .0 0 8
Anisotropy 0 .0 0 5 7 . 0 .0 1 4 , 0 .0 1 9 0 .0 0 3 9 , 0 .0 0 6 3 , 0 .0 0 2 4
All 5 
samples
Mean 4 .3 6 0 2.661 4 1 .7 4 0 .203
Stdev 0 .0 8 0 0 .0 4 5 1.35 0 .0 1 2
Table F I  P and S w a v e  v e lo c ity  w ith  calculated va lues o f  dynam ic Y o u n g ’s m odulus and P o is so n ’s ratio 
for 5 sam ples o f  intact A ncestral m ount Shasta A n d esite  in 3 orthogonal d irections. T hree anisotropy values 
are g iven  for P and S w ave v e lo c itie s  for each  sam ple, g iven  in the order axiahradialo, axial: radialw, 
radial(,:radialw,. Individual P and S w a v e  v e lo c itie s  are m easured to an accuracy o f  ± 0 .0 0 5 k m s'' and  
± 0 .0 1 0 k m s‘' respectively .
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S a m p le  n u m b er D e n s ity  (k g /m 3) P o ro s ity  (% )
S T 3 5 2442 7 .18
S T 4 0 2455 7 .2 0
S T 4 5 2457 6 .87
S T 5 0 2435 7 .1 8
S T 5 5 24 2 8 7 .7 6
M ea n 24 4 3 7 .24
S ta n d a r d  D e v ia t io n 13 0 .3 2
T a b le  F .2  Density and porosity of five samples of intact Ancestral Mount Shasta Andesite
S a m p le
n u m b er
A x ia l P  w a v e  
v e lo c ity  (k m /s)
S a m p le
n u m b e r
A x ia l P  w a v e  
v e lo c ity  (k m /s)
S a m p le
n u m b er
A x ia l P  w a v e  
v e lo c ity  (k m /s)
SA1 4 .4 2 9 ST8 4 .3 0 8 ST 36 4 .2 5 2
SA 2 4 .3 2 7 ST 10 3 .9 7 7  -  too slo w ST 37 4 .2 9 6
SA 3 i 4 .4 7 4 ST11 4 .3 2 8 ST 38 4 .2 4 0
S A 4 , 4 .3 2 5 S T M 4 .3 9 6 ST 39 3 .9 2 5  -  too  s lo w
SA 5 4 .3 8 8 ST M 4 .3 5 3 ST41 4.381
S A 6 4 .391 ST 16 4 .0 9 8  -  too s lo w ST 42 4 .3 4 5
SA 7 i 4 .3 8 2 ST 17 4 .2 5 2 ST 43 4.401
SA 8 4.361 ST 18 4 .4 1 7 ST 44 4 .3 8 6
S A 9 4 .3 0 6 ST 20 4 .4 3 8 ST 46 4 .3 8 3
S A 1 0  ! 4 .411 ST21 4 .4 1 7 ST 47 4 .3 9 9
SA 11 ! 4 .3 2 4 ST 22 4 .3 1 8 ST 48 4 .2 9 3
S A 1 2  ! 4 .3 7 4 ST 23 4 .3 2 ST 49 4 .3 1 0
S A 1 3  | 4 .1 9 5 ST 24 4 .3 8 9 ST51 4 .3 0 5
S A M  4 .2 4 2 ST 25 4 .4 1 4 ST 52 4 .2 4 7
S A 1 5  4 .1 7 7 ST 28 4 .3 6 6 ST 53 4 .2 5 7
ST1 | 4 .4 5 6 S T 29 4 .3 8 9 ST 54 4 .3 6 6
ST 2 4 .4 4 3 S T 30 4 .2 8 3 ST 56 4 .1 7 4
ST 3 4 .3 8 6 ST 32 4 .1 7 8 M ea n 4.342
S T 5 4 .4 2 2 ST 33 4 .3 2 0 S tD ev 0.074
ST 7 ; 4 .3 9 9 ST 34 4 .3 2 8
T a b le  F .3  Axial P wave velocity measurements of all samples (both compression -  ST— and fracture 
toughness -  SA -). All measured to an accuracy of ±0.005kms''
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APPENDIX G: LIST OF SYMBOLS AND ABBREVIATIONS
A Unit area
a Crack length
ao Initial crack length
Aa Change in crack length
AE Acoustic emission
AMSA Ancestral Mount Shasta Andesite
b Gutenberg-Richter b-value
D Fractal dimension; fracture toughness sample diameter
d Fracture thickness
E Young’s modulus
Ed Dynamic Young’s modulus
G Energy release per unit fracture extension per unit thickness
Gc Critical value of G at which dynamic fracture propagation occurs
K Stress intensity factor
Kc Critical stress intensity or fracture toughness
k Constant of proportionality (used in sub-critical crack growth equations
L Load
L m a x Maximum Load
1 Sample length
A1 Change in sample length
lo Original sample length
Ms Rock sample mass when saturated in water
Md Dry mass of rock sample
Mo Seismic moment
n Empirical stress corrosion index
P Force; Actuator pressure in fracture toughness experiments
R Molar gas constant
Rf Rate of energy adsorption in creating new fracture surfaces
t Time
tf Failure time
t* Reference time
T Temperature
Tm Melting temperature
U Strain energy release per unit thickness due to a crack of length a
u Fracture displacement
V Volume
V p Pore volume; P-wave velocity
V s S-wave velocity
VT Volcano-Tectonic
V Crack tip velocity
W Energy used per unit thickness to create a fracture of length a
w Fracture width
Y Numerical modification to account for fracture geometry in stress intensity
calculations
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a Acceleration exponent in the failure forecasting method
p Geometrical factor used when analysing energies at a fracture tip
y Surface energy per fracture surface per unit thickness
e Strain
Cjj Strain tensor
8b Benioff strain
ee Total earthquake energy release
€i Energy necessary to extend a fracture of width w and length a by Aa
es Earthquake energy release emitted as seismic energy
T| Viscosity
T|b Bingham viscosity
ja Coefficient of internal friction
Pr Coefficient of residual friction
p Density
pw Density of water
a Stress
<Jij Stress tensor
Aa Stress drop
ac Critical differential compressive stress at which dynamic fracture propagation will
occur; confining pressure 
an Normal stress
ay Critical tensile stress at which failure will occur
or Remote applied differential stress
Gy Yield stress
i  Shear stress
Tp Peak shear stress
xr Residual shear stress
d Poisson’s ratio
Q A measure of deformation used in the Failure Forecasting Method (e.g. Number
of seismic events, seismic energy release, Benioff strain release, RSAM)
X crack damage parameter
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