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Abstract
In this paper, we consider a semiparametric time series regression model
and establish a set of identication conditions such that the model under dis-
cussion is both identiable and estimable. We then discuss how to estimate
a sequence of local alternative functions nonparametrically when the null hy-
pothesis does not hold. An asymptotic theory is established in each case. An
empirical application is also included.
1Jiti Gao is from the School of Economics, The University of Adelaide. Adelaide SA 5005,
Australia. Email: jiti.gao@adelaide.edu.au.
21. Introduction
Various estimation and specication testing problems have been proposed and dis-
cussed in recent years. Interest focuses on general nonparametric and semiparametric
time series models under stationarity. Recent studies include Tong (1990), Fan and Gij-
bels (1996), H ardle, Liang and Gao (2000), Fan and Yao (2003), Gao (2007), and Li and
Racine (2007) as well as the references therein. In the semiparametric case, interest is on
the estimation and specication testing in a semiparametric time series model when there
are at least two dierent time series are involved. In both theory and practice, there is
some need to establish the mathematical relationship between one time series and another
and then discuss both the estimation and specication testing in such a model. When the
same time series variable is fully involved in both the parametric and nonparametric com-
ponents of a semiparametric time series regression model, to the best of our knowledge,
the issue of how to identify and then estimate the model has not been addressed.
This paper starts with a semiparametric time series model of the form
Yt = V 
t  + (Vt) + et; t = 1;2;;n (1.1)
where fVtg is a vector of stationary time series,  is a vector of unknown parameters, ()
is an unknown function dened on Rd, fetg is a sequence of independent and identically
distributed errors, and n is the number of observations. This paper focuses on the case of
1  d  3. In the case of d  4, one may need to approximate () by a partial sum of
univariate functions in a similar fashion to Section 2.3 of Gao (2007).
Model (1.1) has dierent types of motivations and applications to the conventional
semiparametric time series model of the form Yt = U
t  + (Vt) + et, in which Ut and Vt
are two dierent stationary time series such that  = E [(Ut   E[UtjVt])(Ut   E[UtjVt])
]
is a positive denite matrix. In model (1.1), the linear component in many cases plays
the leading role while the nonparametric component behaves like a type of unknown de-
parture from the classical linear model. Since such departure is usually unknown, it is
not unreasonable to treat () as a nonparametrically unknown function. In the process
of estimating both  and () consistently and eciently, existing methods, as discussed
in the literature for the partially linear case in H ardle, Liang and Gao (2000), and Gao
(2007) for example, are not valid because  = E [(Vt   E[VtjVt])(Vt   E[VtjVt])
] = 0. In
Section 2 below, we therefore consider a more general semiparametric time series model
3than model (1.1) and propose using a nonlinear least squares (LS) estimation method to
deal with the estimation of the unknown parameters and function involved.
In Section 3 below, we then consider an extension of model (1.1) to cover the case where
an extended form of model (1.1) becomes a semiparametric function as an alternative
involved in the hypotheses:
H0 : E[YtjVt = v] = v0 versus H1 : E[YtjVt = v] = v1 + n(v); (1.2)
where each i is the true value of parameter  under either H0 or H1 and fn(v)g is
a sequence of nonparametrically unknown functions. Interest in the literature mainly
focuses on constructing a test for H0. To the best of our knowledge, the literature does
not provide us with any guidance about how to specify an alternative form and then
consistently estimate n() when H0 is not accepted to be true. The paper by Gao
and Gijbels (2008) suggests using a semiparametric estimation method in the practical
implementation of an optimal bandwidth selection method when a kernel{based test is
used. Section 3 below systematically discusses how to identify and then estimate both 1
and n() consistently.
In both models (1.1) and (1.2), we allow fVtg to have a deterministic trend compo-
nent. As a consequence, both models are more applicable to deal with the case where the
nonstationarity of fVtg is caused by its mean function. Such cases include consumer price
indices. The rest of the paper is organized as follows. Section 2 discusses both the identi-
cation and estimation of  and () in model (1.1). The identication and estimation of
1 and n() involved in model (1.2) is then investigated in detail in Section 3. Section
4 mentions some extensions. A simulation study is given in Section 5. Some concluding
remarks are given in Section 6. All the mathematical proofs are given in Appendix A.
2. Identication and estimation
2.1 Nonlinear LS estimation method
Consider a semiparametric nonlinear time series model of the form






+ Ut; t = 1;2;;n (2.1)
where g(;1) is a parametrically known function indexed by an unknown parameter vector
1 2   Rp (p  1), both () and H() are unknown function dened on Rd and R1,
4respectively, and both fUtg and fetg are assumed to be stationary. To present the main
ideas and make this paper more concise, we consider the case of d = 1 in Sections 2 and
3 as well as in Appendix A. Section 4 discusses how to deal with the case of d  2.
As discussed in Section 1, there are various motivations for us to consider a semi-
parametric time series model of the form (2.1). In the analysis of economic and nancial
data, one may motivate the proposal of model (2.1) by considering a general parametric
nonlinear model of the form
Yt = g(Vt;1) + "t; (2.2)
where the error process f"tg is endogenously correlated with fVtg in an additive model of
the form "t = (Vt) + et. In such cases, fVtg and fetg are likely to be dependent to each
other. Obviously, there is also some need to consider a multiplicative model of the form
"t = (Vt) t. This is a dierent kind of model to what we are interested in this paper.
To estimate 1 and then () involved in (2.1), we start with a nonlinear least squares





E [Yt   g(Vt;)]








(v) _ g(v;1)p(v   H(r))dv

dr = 0; (2.4)
where p() denotes the marginal density function of fUtg and _ g(;1) =
@g(;)
@ j=1 denotes
the partial derivative of g(;) with respect to .
Equation (2.4) is needed to ensure that 1 is identiable and estimable. The sample






2 over : (2.5)
The resulting nonlinear least squares estimator is denoted by b 1.




Wnt(v)(Yt   g(Vt; b 1)); (2.6)









































for j = 0;1;2, and K() and b are the kernel function
and bandwidth parameter, respectively.
To establish an asymptotic theory for b 1 and b (), we need to introduce the following
conditions.
A1 (i) Suppose that f(et;Ut)g is a sequence of independent and identically distributed




(ii) Let p(u) and p(e;u) be the marginal density of et and the joint density of (et;Ut),
respectively. Suppose that p(u) is continuous in u and that p(e;u) is continuous in
(e;u).
A2 The nonlinear regression function g(v;) is twice dierentiable with respect to , and





_ g(v;1)_ g(v;1)p(v   H(r))dv

dr





2(v;r)_ g(v;1)_ g(v;1)p(v   H(r))dv

dr
is positive denite, where 2(v;r) =
R 1
 1 x2p(x;v   H(r))dx.
A3 (i) Suppose that H(r) is continuous in r.















(ii) The bandwidth b satises lim
n!1b = 0, lim
n!1nb = 1 and lim
n!1nb5 < 1.






















K2(u)du with 2(v0) =
R 1








Theorem 2.1(i) shows that the parametric estimator b 1 has the root-n convergence rate
which is same as that in the parametric linear model case. The inuence of () and the
error process fetg on the asymptotic distribution is reected by  and e in the variance
matrix. Theorem 2.1(ii) shows that it is achievable to obtain a standard result for the
local linear estimator. The detailed proof of Theorem 2.1 is given in Appendix A below.
2.2 Semiparametric weighted LS estimation method
If we follow the literature (Gao and Liang 1997; H ardle, Liang and Gao 2000 for
example) by treating model (2.1) as a usual partially linear model of the form
Yt   g(Vt;1) = (Vt) + et (2.9)
and estimate () rst by
(v) = (v;1) =
n X
t=1
Wnt(v)(Yt   g(Vt;1)); (2.10)
we will then estimate 1 by a semiparametric weighted least squares estimator of the form
e 1 such that












e Yt   e g(Vt;)
2
; (2.11)
where e Yt = Yt  
n P
s=1




Wns(v) is as dened in (2.6).
Due to the local linear method, similarly to the proof of Theorem 2.1(ii), one may
show that as n ! 1
e g(Vt;1) = (1 + oP(1)) c
1g20(Vt;1) b2 and e (Vt) = (1 + oP(1)) 00(Vt) b2; (2.12)
7where g20(v;1) =
@2g(v;1)
@v2 , e (Vt) = (Vt)  
Pn
s=1 Wns(Vt)(Vs), and c1 is a constant
vector.
Analogously to the proof of Theorem 2.1(i), we then have as n ! 1
b2

e 1   1

= c2 (1 + oP(1))






_ g20(Vt;1) et (2.13)
+ c2 b2(1 + oP(1))







where c2 is some constant, _ g20(v;1) =
@g20(v;)
@ j=1 and we have used
n P
t=1




_ g20(Vt;1) et, in which e et = et  
Pn
s=1 Wns(Vt)es.
This implies that the rate of convergence of e 1 to 1 is only proportional to n  1
2 b 2,
which is much slower than the rate of n  1
2 for b 1, because of b ! 0. In the case of
b = c  n  1
5, the rate of convergence of e 1 to 1 is only proportional to n  1
10. This is the
main reason we propose using b 1 rather than e 1 in this paper.
In general, this is the reasoning why the semiparametric estimation method proposed
for the conventional partially nonlinear model of the form Yt = g(Ut;1) + (Vt) + et
discussed in Gao and Liang (1997) for the case where Ut and Vt are dierent sets of
regressors is not directly applicable to a partially nonlinear model of the form Yt =
g(Vt;1) + (Vt) + et.
3. Estimation of alternative functions
This section is concerned with a nonlinear time series model of the form







where m() is some smooth function, fUtg is a stationary time seres and fetg is a sequence
of stationary time series errors.
We are then interested in estimating a class of local nonparametric departure functions
involved in the following alternative hypothesis:
H0 : m(v) = g(v;0) versus H1 : m(v) = g(v;1) + n(v); (3.2)
8where 0 2  is the true value of the parameter  under H0, 1 2  and fn()g is a
sequence of nonparametrically unknown functions.
As discussed in the literature (see, for example, Gao 2007; Li and Racine 2007; Gao and
Gijbels 2008; Kreiss, Neumann and Yao 2008), the choice of this type of semiparametric
alternatives is mainly because interest in some cases is to detect whether there is a kind
of slight departure from a commonly used parametric form when there is no sucient
evidence to suggest accepting the null hypothesis. Also in such cases, the level of such
departure may be unknown and will need to be estimated. To the best of our knowledge,
the issue of how to consistently estimate n() has not been discussed in the literature.
Similarly to the discussion in Section 2 above, the unknown parameter vector 1 is




n(v) _ g(v;1)p(v   H(r))dv

dr = O(n) as n ! 1 (3.3)




Wnt(v)(Yt   g(Vt; b 1)); (3.4)
where fWnt(v)g is as dened in (2.6).
To be able to establish an asymptotic theory for b 1 and b n(v), we need to introduce
the following condition.
A5 Suppose that n(v) is twice continuously dierentiable and that H(r) is continuous






2 p(v   H(r))dv

dr ! 0:
We now establish the following theorem.































b n(v0)   n(v0)   b2 c3n(v0) + n

d  ! N (0;1(v0)); (3.6)














nn ! 0, then the bias term c2n in (3.5) will be eliminated.
We have the following corollary when the dependence of n() on n is explicitly spec-
ied as n(v) = n (v), in which (v) satises A3 and n ! 0.











(ii). Let (2.4) and A1{A4 hold. If, in addition,
p









d  ! N (0;1(v0)); (3.8)
where 1(v0) is the same as in (2.8).
4. Discussion on possible extensions
Sections 2 and 3 discuss two classes of semiparametric time series models and then
establish asymptotic properties for the proposed estimators for the case of d = 1. As
discussed in the literature (Fan and Gijbels 1996; Gao 2007; Li and Racine 2007 for
example), one will need to employ a dimensional{reduction model to approximate model
(2.1) when d is large.
One possible model is an additive model of the form










where each j() is an unknown univariate function dened on R1, and the others are as
dened in (2.1).













Ap(v   H(r))dv1 dvd
1
Adr = 0;
10the unknown parameter vector 1 can still be consistently estimated by b 1. Function
(v) =
Pd
j=1 j(vj) can then be estimated as in (2.6) and each of the functions j()
will be estimated by the marginal integration method as discussed in Section 2.3 of Gao
(2007).
Another possible model is a semiparametric single{index model of the form
Yt = g(Vt;1) + (V 







where  is a vector of unknown parameters. Model (4.2) is an extension of the partially
single{index model discussed in Xia, Tong and Li (1999). Estimation of 1,  and () is
then mainly based on the identiability and estimability of model (4.2). Establishing the
corresponding conditions and results to those given in Xia, Tong and Li (1999) requires
further study and therefore is left for future research.
5. Simulation study
In this section, we give some Monte Carlo studies to show the nite sample performance
of the proposed estimation method. We employ the \leave-one-out" cross{validation
method to select the bandwidth involved in the estimation of the nonparametric func-
tion (). We use a quadratic kernel function of the form K(u) = 3
4(1   u2)I(juj < 1)
throughout this section.
The rst example illustrates the performance of the nonlinear LS estimation method
through a model of the form (2.1), and the second example examines the performance of
the estimation method of model (3.1) under the alternative hypothesis (3.2).
Example 5.1. Consider a pair of regression models of the form





+ Ut; t = 1;;n; (5.1)
where 1 = 0:8, (v) = 2v2, H(u) = u   0:5, et
i:i:d:  N(0;0:52), Ut
i:i:d:  U( 0:1;0:1), and




(v) _ g(v;1)p(v   H(r))dv

dr = 0
holds. We generated 2000 realizations, each consisting of n = 100, 200 and 500 observa-
tions. The simulation results for model (5.1) are presented in Table 5.1, where we report
11the mean estimates (Mean) of 1 and their corresponding standard deviations (STD) and
mean squared errors (MSE). The nonparametric local linear estimator b (v) was estimated
at the grid points  0:5,  0:4, , 0:4, 0:5 using a bandwidth selected by the \leave-one-
out" cross{validation method. The true function (v) and the mean of the estimated
function b (v) from 2000 realizations are plotted in Figure 5.1.
Example 5.2. Consider another pair of regression models of the form





+ Ut; t = 1;;n (5.2)
under the alternative hypothesis H1 : m(Vt) = 1Vt + n(Vt), where Vt, H(), Ut, et, and

































which validates the identiability condition (3.3). The estimation results for the parameter
1 is summarized in Table 5.2. In Figure 5.2, we plotted the true function n(v) and the
mean of the estimates b n(v) from 2000 replications.
Table 5.1. The results for 1 in Example 5.1
sample size Mean STD MSE
100 0.8270 0.1764 0.0318
200 0.8110 0.1218 0.0150
500 0.8066 0.0756 0.0058
Table 5.2. The results for 1 in Example 5.2
sample size Mean STD MSE
100 0.8104 0.1645 0.0272
200 0.8036 0.1179 0.0139
500 0.8015 0.0747 0.0056
12The Monte Carlo studies indicate that the proposed nonlinear LS estimation method
works well in estimating both the parameter and the nonparametric function. Tables 5.1{
5.2 and Figures 5.1{5.2 also indicate that the performance of the estimators improves as
the sample size increases.
6. Conclusions
Sections 1 and 2 have proposed two classes of semiparametric time series models and
then discussed how to identify and estimate the proposed models. Because of the particular
features of the proposed models, existing estimation methods available for the conventional
partially linear models are not applicable.
Section 3 has discussed the issue of how to consistently estimate a sequence of nonpara-
metric departure functions in a class of local alternatives involved in a model specication
testing problem. Such an estimation procedure may be useful in several aspects, such
as studying the power function of a nonparametric test and the choice of a smoothing
parameter involved in the nonparametric test.
Section 4 has briey discussed possible extensions. Some small{sample studies have
been given in Section 5. While we haven't been able to include any nite{sample com-
parison to show that b 1 has much better nite{sample performance than that of e 1 as
supported by the theory discussed in Section 2.2, we will report such simulation results
when they become available.
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Appendix A: Proofs of the Theorems
Proof of Theorem 2.1. Observe that
b 1   1 =
  n X
t=1
_ g(Vt;1)_ g(Vt;1)
! 1   n X
t=1
_ g(Vt;1)((Vt) + et)
!
(1 + oP(1)): (A.1)





_ g(Vt;1)_ g(Vt;1) !P(1): (A.2)






























Figure 5.1. The true curve (v) (solid lines) and the mean of b (v) over 2000 realizations (dashed
lines) in Example 5.1 with sample sizes 100, 200 and 500 (from top to bottom).
























Figure 5.2. The true curve n(v) (solid lines) and the mean of b n(v) over 2000 realizations
(dashed lines) in Example 5.2 with sample sizes 100, 200 and 500 (from top to bottom).





















  n X
t=1
_ g(Vt;1)((Vt) + et)
!2
= e + :
By the central limit theorem for i.i.d. sequences, we can show that (A.3) holds and
thus the proof of Theorem 2.1(i) is completed. Theorem 2.1(ii) follows by (2.7) and the
standard arguments of local linear estimators.
Proof of Theorem 3.1. By a standard argument, we have
b 1   1 =





_ g(Vt;1)n(Vt) (1 + oP(1))
+






By the central limit theorem for i.i.d. sequences, we have
p
n












































































16By (A.4), (A.5) and (A.8), we prove that Theorem 3.1(i) holds.
We now prove Theorem 3.1(ii). Observe that












g(Vt;1)   g(Vt; b 1)

=: Jn1(v0) + Jn2(v0) + Jn3(v0): (A.9)













0 2(v0;r)dr and f(v0) =
R 1
0 p(v0   H(r))dr.








Meanwhile, a straightforward derivation implies that as n ! 1
n X
t=1
Wnt(v0)_ g(Vt;1) !P _ g(v0;1); (A.12)






The proof of Theorem 3.1(ii) therefore follows from equations (A.9){(A.13).
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