in extension to J h e [9]. Section 2 introduces a unified framework for motion estimation by filter operations in continuous spatiotemporal that is used to a general class of motion estimators in section 3, Section 4 discusses general ways to model motion in image mese models are used in section 5 to perfom analytic studies of some system. atic errors that occur in real-world imagery. This Paper deals with several aspects towards amore objective performance analysis of low-level motion analysis. A generalized spati0temPoral filter f 0 " -lation and motion modeling in image sequences is introduced and used to design optimd motion estimators and to perform analytic studies.
INTRODUCTION
Only a few systematic studies of the performance characteristics of low-level motion estimators are available in the literature. Kearney Jpq(x, t ) = a , g ( X ' , t ' ) a q g ( x ' , t ' ) .
(1) 
GENERAL CLASS OF FILTER FOR MOTION ESTIMATION
From the last section it appears that good filters for motion estimation require perfect derivative operators. This is not true because images filtered with these filters appear only as ratios in the velocity estimates for all kind of motion estimators. From the fact that moving objects appear as oriented structures in image sequences, we can conclude that under ideal conditions -a constantly moving object in noise free image sequence -a) any common linear prefiltering and b) any homogeneous point operation do not change the estimated motion. Thus any set of filters of the form provides suitable filters for motion estimation with no restriction to the common term B(k). The index p means any of the directions x, y , and t. This very general ansatz is used in Section 6 to obtain efficient optimal filter.
MODELING OF MOTION IN IMAGE SEQUENCES
The analysis performed in this paper is very general without making any specific assumptions about the types of gray value structures. It does not use Taylor expansions of the gray scale structure which give only approximate results. A gray value structure moving with constant velocity ("moving corner") has an intrinsic dimension that is one less than the dimension of the image sequence:
The dimension of a moving "edge" or "planar wave"
(aperture problem) is even one less:
(7)
Note that Y is a scalar variable while x' is a 2-D vector. The gradient and temporal derivative of Eq. (6) are given by VJJg = V g , arJ1g = -uVg. These two elementary classes can be modified systematically by adding various types of deviations, ' such as isotropic noise ' g ( r ) = g ( k x -w t ) .
g ( x , t ) = g ( x --U t ) + n ( x , t ) ,
motion superimposition (transparent motion) g 1 ( x + u t ) + g z ( x --U t ) , (9) or global illumination changes
to mention only a few possibilities.
ANALYTICAL STUDIES
In this section, we will demonstrate the power of such analytic performance studies by analyzing some systematic errors of the motion estimators discussed in Section 2. The analytical study of continuous signals does not include errors due to the discretization. This is discussed in Section 6. Often these two types of errors are mixed up.
Bias by Noise
We investigate this bias by adding isotropiczero-mean noise according to Eq. (8). We assume that the partial derivatives of the noise function are not correlated with themselves or the partial derivatives of the image:
For the differential method according to Eq. (21, we obtain
We always obtain a solution for nonzero noise and can thus no longer distinguish the noise-free image structures corresponding to rang 0, 1, and 2, matrices, i.e., constant neighborhoods, edge-like, and corner-like structures, respectively. Furthermore, the estimate are biased towards lower values.
Tensor Method. A spatiotemporal image consisting only of zero-mean normal-distributed and isotropic noise with the variance an results in a diagonal inertia tensor in any coordinate system, U$, where I is the unit diagonal tensor. The structure tensor of a noisy spatiotemporal image is therefore given by J' = J t a,' and the eigenvectors for an ideal oriented structure with isotropic noise are the same as for the noise-free case and a n unbiased estimate of orientation is obtained.
Motion Discontinuities and Superimposition
We discuss only the case of a one-dimensional flow estimates for the tensor method. The neighborhood is either partitioned into two subareas with different velocities or consists of two spatiotemporal structures g1 and g2 moving in opposite direction according to Eq. (9). The equations for the estimation of the optical give the same results in both cases:
If the mean square gradient is equal in both spatiotemporal structures g1 and 9 2 , the estimated optical flow is zero, as expected.
In any case, a motion discontinuity at a straight line between two regions with random variations in the mean square gradient will not appear as a straight line in the optical flow image. It will rather become a wiggly line because of the bias caused by weighting. The deviation from the true discontinuity can be as much as half the mask size of the averaging filters.
Global Illumination Change
Finally, the influence of illumination changes is discussed using an explicit temporal dependence of the gray value according to Eq. (10). The estimate of the optical flow for the tensor method for a 2-D spatiotemporal image is seriously biased. atg means here the explicit temporal derivative. This is not surprising, because illumination changes occur as additional patterns with an orientation corresponding to infinite velocity. The additional term in vanishes when the explicit temporal derivative is directly proportional to the gray value. This is the case for global illumination changes, which are thus suppressed under very general assumptions by the phase method.
.
ERROR BY DISCRl3IZATION
With discrete image sequences, motion estimation becomes biased because the differential operators are to be replaced by difference operators. With the standard differential least squares approach, the estimate of one component of the velocity canbe written in the local principal coordinate system as The bias is zero for the velocities 0 and 1. Inbetweenit takes amaximal value. Fxperimental tests with a moving random pattern verify this behavior (Fig. la) . With the standard symmetric difference filter, large deviations up to 0.1 pixels/frame occur. With a 3 x 3 Sobel-type filter that is specifically optimized to minimize the error in the direction of the gradient [13], the error is well suppressed below 0.005 pixels/frame (Fig. lb) .
TEST SEQUENCES
In the talk, we will introduce a number of calibrated real-world sequences with known motion and illumi- 
CONCLUSIONS
In this paper we have shown that a general approach to motion estimation leads t o a very general class of filters that can be used to design new efficient filters for motion estimation. Also analytical performance studies can be conducted under surprisingly general conditions. The results gained with these techniques hopefully encourage analytical studies for other computer vision problems as well.
