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Abstract—In many signal processing applications it is required
to estimate the unobservable state of a dynamic system from its
noisy measurements. For linear dynamic systems with Gaussian
Mixture (GM) noise distributions, Gaussian Sum Filters (GSF)
provide the MMSE state estimate by tracking the GM posterior.
However, since the number of the clusters of the GM posterior
grows exponentially over time, suitable reduction schemes need to
be used to maintain the size of the bank in GSF. In this work we
propose a low computational complexity reduction scheme which
uses an initial state estimation to find the active noise clusters and
removes all the others. Since the performance of our proposed
method relies on the accuracy of the initial state estimation, we
also propose five methods for finding this estimation. We provide
simulation results showing that with suitable choice of the initial
state estimation (based on the shape of the noise models), our
proposed reduction scheme provides better state estimations both
in terms of accuracy and precision when compared with other
reduction methods.
Index Terms—Gaussian Mixture Reduction, Gaussian Mixture
Noise, Bank of Kalman Filters, Linear Dynamic Systems, Gaus-
sian Sum Filter
I. INTRODUCTION
In many signal processing applications, we require to esti-
mate the inherent state of the system from its observable noisy
measurements. Bayesian tracking techniques can be used for
this purpose, by providing an approximation of the posterior
distribution or the belief function, the conditional probability
density function of the state given the measurements. For lin-
ear dynamic state space systems with Gaussian noise, Kalman
filter can optimally estimate the Gaussian posterior [1], [2]
by tracking its sufficient statistics, i.e. the mean and the
covariance matrix. Additionally, since the Minimum Mean-
Square Error (MMSE) estimator is the expected value of
the posterior [3], [4], the approximated mean is the MMSE
state estimator [2]. However, in many applications the noise
processes are multimodal and cannot be represented by a
Gaussian distribution.
Gaussian Mixtures (GM) can be used to approximate
any distribution as closely as desired1 [2, Chapter8; Lemma
4.1], and they provide an asymptotically unbiased approxi-
mation [5]. Moreover, since a GM distribution is condition-
ally Gaussian, by modeling the non-Gaussian distributions
as GMs, a closed-form expression for the posterior can be
evaluated analytically. Specifically, using the multiple model
1The parameters can be chosen such that the integral of the approximation
error over the sample space is as small as desired.
approach [4], the GM posterior is viewed as a conditionally
Gaussian distribution where each mixand can be optimally
tracked by a Kalman filter. Hence, the GM posterior can be
approximated by a bank of Kalman filters or the Gaussian Sum
Filter (GSF). The mean of this pdf, is the expected value of the
posterior, hence the MMSE state estimator [6]–[8]. However,
with GM noise distributions, the number of mixands in the
posterior grows exponentially and reduction schemes must be
used to maintain the size of the bank in GSF. One of the most
commonly used methods for reduction is simply removing the
clusters with smaller weights and only keeping the mixands
with larger weights. This is the approach used in [9]–[11] and
it is attractive due to its low computational complexity. An-
other reduction scheme based on removing smaller mixands,
can be similar to the resampling algorithm in particle filters.
This is the approach used in [12], [13]. Alternatively, in [14]
a forgetting and merging algorithm is proposed, where the
mixands with weights smaller than a threshold are removed,
and the clusters with close enough moments are merged. In the
most extreme case of removing clusters, the GM distribution
can be viewed as a single Gaussian conditioned on a latent
variable which determines the mode or the cluster. Hence, by
tracking the latent variable, only the corresponding cluster of
the GM is kept [15], [16] and the other mixands are simply
removed.
In [4], [17]–[20] instead of removing any clusters, they
are all merged to a single Gaussian distribution at the end
of each iteration. For higher order models, where the mode-
conditioning also includes the history of the state2, Interacting
Multiple Models (IMM) can be used to merge the clusters by
starting from different initial conditions for each filter in the
bank. IMM is less computationally complex when compared
with Generalized Pseudo Bayesian estimator of second order
(GPB2), because unlike GPB2 which requires r2 filters for r
initial conditions, IMM requires only r filters at each iteration.
Hence, it has been widely used for second order models [4],
[18], [21]. Alternatively, the merging of the clusters can be
done by taking the shape of the approximated distribution into
account. For instance, in [22] the clusters are merged in the
unlikely regions of the distribution, and they are split in the
likely regions. Hence, the mixture reflects the distribution more
2For instance in Generalized Pseudo Bayesian estimator of second order
(GPB2) the mode conditioning is on the current and previous state.
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accurately using less number of mixands.
Another class of reduction algorithms provide solutions by
minimizing a cost function, which can be based on Kullback-
Leibler divergence [8], [23], a least squares error function [24],
or an integral squares error [25]. Other forms of cost functions
can also be used for this purpose. However, these schemes
usually suffer from high computational complexity as they use
numerical methods for minimizing the cost function.
Alternatively, Expectation Maximization (EM) algorithm
can be used to simultaneously predict and reduce the Gaussian
Mixture [26]–[29], e.g. by running the EM algorithm on
synthetically generated data [27], [29].
Among the reduction schemes mentioned above, the meth-
ods that rely on removing clusters are the least computa-
tionally complex. This is due to two reasons: 1) Removing
the clusters is less computationally complex than minimizing
a cost function, EM algorithms or merging all the clusters;
2) If the removing procedure is applied before evaluating
the parameters of all filters, computational resources can be
saved. Moreover, it is worth noting that at each iteration only
one model is active, and if that model is detected correctly,
the lower bound for MMSE can be reached [30]. Hence, in
this work we propose a reduction scheme based on removing
clusters, which aims at finding the active model or cluster.
The proposed method uses an initial state estimation to find
the cluster in the posterior which maximizes the a posteriori
probability of the noise parameters. This work is different from
our previous work [11], in which we modify the cluster means
such that the estimator is more robust to removing clusters
when compared with GSF. Specifically, in this work, we rely
on the cluster means evaluated by GSF to find the active model
rather than modifying the cluster means as in [11].
The major difference between our method and the other re-
duction schemes is its computational complexity. Specifically,
in our proposed method, instead of using computationally
complex algorithms to improve the estimation accuracy and
precision, we rely on simple comparisons to determine the
active model. However, since this method depends on the
initial estimation to determine the noise clusters, the accuracy
of this estimation can affect the performance of the proposed
reduction scheme. Hence, we propose and use different low
computational complexity initial estimates and compare the
performance of the proposed scheme for each case.
The rest of this paper is organized as follows: In Section II
the system model is defined and the notations used throughout
the paper are introduced. Next, in Section III, we provide
the details of GSF. In Section IV, we present our proposed
reduction scheme. The simulation results are provided in
Section V. Finally, in Section VI we provide concluding
remarks.
II. SYSTEM MODEL
We consider a discrete-time linear dynamic state space
system with the following process and measurement equations:
xk = Fkxk−1 + vk, (1)
zk = Hkxk + wk, (2)
where {xk, k ∈ N} and {zk, k ∈ N} are the state and
measurement sequences, of dimensions nx and nz , respec-
tively. The matrix Fk which describes the linear relationship
between the previous and current state is known and is of
size nx × nx. The linear relationship between the current
measurement and the current state is described with the matrix
Hk of size nz × nx. The process noise {vk, k ∈ N}, also
of dimension nx, is an i.i.d. random vector sequence from a
GM distribution with Cvk clusters,
{
uik, 1 ≤ i ≤ Cvk
}
cluster
means,
{
Qik, 1 ≤ i ≤ Cvk
}
cluster covariance matrices and{
wik, 1 ≤ i ≤ Cvk
}
the mixing coefficients. Hence,
p (vk) ≈
Cvk∑
i=1
wikN
(
vk;u
i
k, Q
i
k
)
, (3)
where
Cvk∑
i=1
wik = 1, and N (x;µ,Σ) represents a Gaussian
distribution with argument x, mean µ, and covariance matrix
Σ. The measurement noise {wk, k ∈ N} is an i.i.d. random
vector sequence with the pdf p (wk), and it is independent
from the process noise. Assuming a GM measurement noise
we have:
p (wk) ≈
Cwk∑
j=1
pjkN
(
wk;b
j
k, R
j
k
)
, (4)
where, Cwk is the number of clusters of the GM model with
coefficients,
{
pjk, 1 ≤ j ≤ Cwk
}
and
Cwk∑
i=1
pjk = 1. The mean
and covariance matrix of cluster j, 1 ≤ j ≤ Cwk are bjk and
Rjk, respectively.
III. GAUSSIAN SUM FILTERS
In this section we provide an overview of GSF for a linear
dynamic system with GM process and measurement noise. In
the following, we assume that at each iteration the previous
posterior, p (xk−1|z1:k−1) is Gaussian. This is equivalent to
considering a first-order system where at the end of each
iteration the number of clusters in the posterior is reduced
to one.
Using the GM noise distributions in (3)–(4), the posterior
can be partitioned as follows:
p (xk|z1:k) =
∑
i,j
p
(
xk|z1:k,M ijk
)
p
(
M ijk |z1:k
)
, (5)
where
{
M ijk ; 1 ≤ i ≤ Cvk , 1 ≤ j ≤ Cwk
}
represents the
Model corresponding to cluster i in the process noise distri-
bution, and cluster j in the measurement noise distribution.
Hence, conditioning on M ij , the posterior is Gaussian and
its sufficient statistics can optimally be tracked with a mode-
matched Kalman filter. This can be written as:
p
(
xk|M ijk , z1:k
)
= N
(
xk; xˆ
ij
k|k,P
ij
k|k
)
, (6)
where xˆijk|k and P
ij
k|k are the mean and covariance matrix of
the model-conditioned posterior, approximated by the mode-
matched Kalman filter [1], [4]. Hence, defining
µijk , p
(
M ijk |z1:k
)
, (7)
we can write the posterior in (5) as a Gaussian Mixture, with
Cvk × Cwk clusters:
p (xk|z1:k) =
∑
i,j
µijk N
(
xk; xˆ
ij
k|k,P
ij
k|k
)
. (8)
Using the assumption that the current model is independent
from the previous model3, we have [1], [4]:
µijk =
wikp
j
kN
(
zk; zˆ
ij
k , S
ij
k
)
∑
lm
wlkp
m
k N
(
zk; zˆlmk , S
lm
k
) . (9)
Based on (8), we can see that if no reduction scheme is used,
the number of the mixands of the GM posterior will increase
exponentially over time [6]. This is due to the fact that for
each cluster in the previous posterior, we need to consider
Cvk × Cwk models.
A. Reduction Schemes
In this section we provide the details of two most commonly
used reduction schemes: 1) Merging all the clusters to one; 2)
Removing all the clusters but the one with the most significant
weight. These two methods are more commonly used than the
others due to their lower computational complexity.
The first method, i.e. merging all the clusters to one, which
is used in [4], [17]–[20], is equivalent to fitting a single
Gaussian distribution to the GM posterior. Hence, the moment-
matched Gaussian distribution will have the following mean
and covariance matrix:
xˆk|k =
∑
ij
µijk xˆ
ij
k|k, (10)
Pk|k =
∑
ij
µijk
(
Pijk|k + xˆ
ij
k|kxˆ
ij
k|k
T
)
− xˆk|kxˆTk|k. (11)
Alternatively, a hard decision can be made about the active
cluster, i.e. one active cluster is determined and the others are
simply removed. This is the approach used in [9], [10], [15],
[16]. The active model can be simply chosen by using the
weights of the clusters. Using this method, if
µijk = max
lm
µlmk , (12)
we have
xˆk|k =xˆ
ij
k|k, (13)
Pk|k =P
ij
k|k. (14)
As mentioned before, removing the clusters with smaller
weights is less computationally complex than merging the
clusters to one for two reasons. First, by determining the
active model before evaluating the parameters of all clusters
3This assumption can be easily relaxed.
(if possible), computational resources can be saved. Second,
evaluating the moments of the GM posterior, i.e. (10)–(11)
is more computationally complex than simply taking the
moments of the active model as in (13)–(14).
Besides the computational complexity, finding and using the
active model can provide a better approximation than merging
the clusters. This is due to the fact that by making a soft
decision about the active model we are drifting from the
true distribution. Specifically, since at each iteration there is
only one active model, by including the other clusters in the
estimation we are adding bias to the estimated state. Ideally,
if the active model can be determined correctly, the lower
bound on MSE can be reached [30]. However, if the active
model cannot be determined correctly, merging the clusters
to one can yield better estimation accuracy and precision. In
this work we propose a reduction scheme which determines
the active model and removes the other clusters. We show
through simulation that our proposed method for determining
the active cluster, can show a better performance than the
method described in (12)–(14).
In the following we use GSF-merge to refer to the filter
using the first reduction scheme, i.e. (10)–(11) and we denote
the filter using the second reduction scheme, i.e. (13)–(14) by
GSF-remove.
For comparison purposes we also define Matched filter as
the filter which removes all but the active cluster. Since this
requires having prior information about the active model, it
cannot be used in practice and it is only implemented in
simulations for comparison purposes. Matched filter is proved
to have the lower bound on MSE of the GSF [30].
IV. THE PROPOSED REDUCTION ALGORITHM
In this section, we propose a method for determining the
cluster which provides the most accurate estimation. Our
proposed method relies on the fact that if the state vector is
known, the noise vectors can be evaluated and the posterior
cluster closest to the corresponding noise vectors can be
determined. It is worth noting that this cluster can be different
from the cluster corresponding to Matched filter. This is
depicted schematically in Fig. 1. Hence, in theory, this method
can provide an estimator which has an MSE lower than the
MSE of Matched filter, i.e. the lower bound of MSE [30].
However, since the true state vector is unknown we rely on
an initial state estimation, denoted by xˇk, to approximate the
noise vectors and determine this cluster.
Using the initial state estimation, xˇk, in (1)–(2), we can
find an approximation for the process noise, vˇk, and the
measurement noise, wˇk, as follows:
vˇk =xˇk − Fkxˆk−1, (15)
wˇk =zk −Hkxˇk. (16)
Now, the noise approximations can be used to determine the
noise clusters in (3)–(4) which are more likely, i.e.
M∗ = arg max
ij
wikN
(
vˆk;u
i
k, Q
i
k
)
Cluster 1 Cluster 2 Cluster 3
Fig. 1. A schematic depiction of the case where the Matched filter will not
provide the most accurate and precise estimation. The red star shows the true
state which belongs to Cluster 1. However, the mean of Cluster 1, indicated
by the blue + provides a less accurate estimation when compared with the
non-matched Cluster 2.
× pjkN
(
wˆk;b
j
k, R
j
k
)
. (17)
Based on the above, it is evident that the performance
of the proposed reduction scheme relies on the accuracy of
the noise approximations, which is dependent on the initial
state estimation. Hence, it is important to choose an initial
estimation that is accurate enough to be used in (15)–(16),
and at the same time it is less computationally complex than
the other methods. In the following, we propose five methods
for evaluating the initial state estimation. The main difference
between these methods is their computational complexity.
In Section V we compare the performance of using these
initial state estimations in our proposed reduction scheme for
different posteriors, through computer simulations.
A. Choosing the Initial State Estimation
1) GSF-merge state estimation (Red-GSFM): In this case,
the computational complexity of the reduction scheme is very
close to that of GSF-merge, as the parameters of all filters
are evaluated. However, since only the state estimation is
used, there is no need to evaluate (11), and this makes the
computational complexity of the proposed scheme slightly
better.
2) GSF-remove state estimation (Red-GSFR): In this case,
the computational complexity of the proposed reduction
scheme is similar to GSF-remove.
3) Using preloaded Kalman gains (Red-PKG): In this case,
instead of evaluating the gains of individual filters in GSF, we
use preloaded Kalman gains. Since the Kalman filter’s gains
can be evaluated offline, xˇk can be determined at a lower
computational complexity. In other words, we use GSF-merge
state estimation, but with preloaded Kalman gains. Hence,
there is no need to evaluate the gains of individual filters to
find xˇk.
4) Using steady state gains (Red-SSG): This is similar to
Red-PKG, but using the steady state gains of individual filters
instead of the preloaded Kalman gains. Since the steady state
gains of the individual filters in GSF can be precomputed
and stored, using this method has a lower computational
complexity when compared to using the state estimation of
GSF-merge.
5) Deriving and using Kalman gain (Red-DKG): In this
case, instead of preloading the gains (either steady state or
Kalman gains), we evaluate and use the gain of a Kalman
filter run at that iteration. This is different from Red-PKG,
as the previous iteration parameters are different due to using
the proposed reduction scheme. This method does not require
precomputing and storing gains, but requires the evaluation of
Kalman parameters instead.
V. SIMULATION RESULTS
In this section we apply our proposed reduction scheme
with the initial state estimations described in Section IV-A, and
compare these filters with Kalman filter, GSF-merge, and GSF-
remove. We use two simulation scenarios: A. With syntheti-
cally generated data; and B. With experimental data gathered
from indoor localization system with Ultra-WideBand (UWB)
sensors. For the sake of consistency, in both scenarios we
assume a 2D localization problem, where the state vector
contains the location information of a mobile indoor target.
Hence, we use the same process and measurement equations
for both cases with
Fk =
[
1 ∆tk
0 1
]
, (18)
Hk =
[
1 0
]
, (19)
where ∆tk is the time interval between the measurements zk−1
and zk and is a multiple of 0.1080 s.4 The motion model we
use is a random walk velocity motion model, hence,
vk = vk ×
[
∆tk
1
]
, (20)
where vk is a univariate GM random variable with
Cvk clusters, with
{
uik, 1 ≤ i ≤ Cvk
}
the cluster means,{
σi
2
k, 1 ≤ i ≤ Cvk
}
the cluster variances. Hence, the param-
eters in (3) are evaluated as:
∀i; 1 ≤ i ≤ Cvk , uik = uik ×
[
∆tk
1
]
, (21)
Qik = σ
i2
k ×
[
∆t2k ∆tk
∆tk 1
]
. (22)
We use Root-Mean-Square Error (RMSE) and Circular
Error Probable (CEP), to evaluate the accuracy and precision
of the estimators, respectively. If we define k as the estimation
error at iteration k, we have:
RMSE ,
(
1
N
N∑
k=1
k
2
)1/2
, (23)
CEP ,F−1|| (0.5) , (24)
where N is the total number of iterations and F−1|| represents
the inverse cdf of error evaluated over the whole experiment
time-span.
4In the indoor location system used, the measurements are received at these
intervals.
TABLE I
THE PARAMETERS OF THE GM MODELS USED FOR GENERATING
SYNTHETIC DATA
Model 1 w = [0.2, 0.2, 0.2, 0.2, 0.2]
m = c [−50,−30, 0, 30, 50]
Model 2 w = [0.1, 0.1, 0.6, 0.1, 0.1]
m = c [−50,−30, 0, 30, 50]
Model 3 w = [0.5, 0.1, 0.1, 0.1, 0.2]
m = c [−50, 10, 30, 50, 80]
A. Synthetic Models
In our synthetic simulation scenario we use the same GM
distribution for both process and measurement noises. We use
three different models for this purpose:
Model 1: Symmetric distribution with the mixands all hav-
ing the same coefficients.
Model 2: Symmetric distribution with mixands possibly
having different weights.
Model 3: Asymmetric distribution.
We use GM distributions with 5 clusters, each having a
variance of 1, i.e. we have
Cvk = Cwk = 5, (25)
∀i; 1 ≤ i ≤ 5, σi2k = 1, (26)
∀j; 1 ≤ j ≤ 5, Rjk = 1. (27)
The coefficients, w, and the means, m, of the clusters are
given in Table I, where
w =
[
w1k, · · · , w5k
]
=
[
p1k, · · · , p5k
]
, (28)
m =
[
b1k, · · · , b5k
]
=
[
u1k, · · · , u5k
]
. (29)
To compare the effect of multimodality on the different filter-
ing schemes, the parameter c is used to change the distance
between the means of the clusters. This is measured by
approximating the Kullback-Leibler (KL) divergence5 between
the GM noise distribution and its corresponding moment-
matched Gaussian.
The RMSE of the different filtering schemes are given in
Figures 2–4 for different KL divergences.6 The values depicted
in these figures, are the average of 1000 Monte-Carlo runs
to achieve %95 confidence interval. Matched filter results are
depicted for comparison purposes only since it provides the
lower bound on MSE for GSF.
The KL divergence between the noise distribution and its
corresponding moment-matched Gaussian distribution can be
used as a measure of how well the noise distribution can be
approximated by a single Gaussian. Hence, for small values
of KL divergence (KL ≤ 1 for Models 1–2 and KL ≤ 1.5 for
Model 3), Kalman filter provides very good estimations both
in terms of accuracy and precision. However, as we increase
the KL divergence, the performance of Kalman filter as a
state estimator drops, while the other methods show improved
estimation accuracy and precision. Since the variance of all
clusters is the same in all models, it is easy to see that the
preloaded Kalman gains and the gains of individual filters will
5Using Monte-Carlo simulations with 2× 105 samples.
6Since the behavior of CEP is similar to RMSE for synthetic data, we did
not include the CEP results.
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Fig. 2. RMSE for the synthetic data generated using Model 1 vs. KL
divergence between the noise distribution and the moment-matched Gaussian
pdf.
be the same for all models. Consequently, Red-GSFM and
Red-PKG will provide the same results.
As shown earlier, the performance of our proposed scheme
with different initial state estimations depends on the accuracy
of the initial estimations. Hence, depending on the shape of
the noise models, the methods in Section IV-A have different
accuracies. To show this more clearly, in Fig. 5 we provide
the pdf of noise for different models at KL u 0.5. Based
on this figure, the noise distribution in Model 1 shows clear
multi-modality, hence a single Gaussian distribution cannot
represent it accurately enough. This is why for Model 1 Red-
DKG has a lower performance when compared with other
reduction schemes. For Model 2, since the noise distribution
is a symmetric pdf with a more significant mode at the center,
the performance of Red-DKG and Red-GSFR are very similar.
Specifically, due to the larger weight of the cluster in the
center, the other clusters are more likely to be removed. Ad-
ditionally, the moment-matched Gaussian distribution of this
noise model has a mode at the center. Thus, the two methods
have similar state estimations. On the other hand, due to the
shape of the noise distribution (having a significant mode),
Red-GSFR has a good performance since GSF-remove can
provide a good initial state estimation. Contrarily, Model 3 has
an asymmetric distribution with two more significant modes.
Hence, GSF-remove cannot provide a good state estimation
in this model, and consequently Red-GSFR does not perform
well, either. Based on the results it is evident that depending
on the shape of the noise distributions, suitable initial state
estimation can be chosen and the proposed reduction scheme
can improve the performance of estimation.
B. Experimental model
Our experimental indoor localization system is composed of
Ubisense [31] UWB location sensors and receivers. We have
four UWB receivers, four stationary object and a moving target
(Fig. 6). The location is estimated by computing the time and
angle difference of arrival of UWB pulses that are sent by
a UWB tag attached to the objects. However, due to large
estimation errors, the location information should be post-
processed. Using the location information of the stationary
objects, the histograms of measurement noise in x and y
directions are depicted in Fig. 7.
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Fig. 3. RMSE for the synthetic data generated using Model 2 vs. KL
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pdf.
0 0.5 1 1.5 2 2.5 3
10
0
10
1
10
2
KL divergence
R
M
S
E
 
 Kalman Filter
Matched Filter
GSF−merge
GSF−remove
Red−DKG
Red−GSFR
Red−SSG
Red−PKG
Red−GSFM
Fig. 4. RMSE for the synthetic data generated using Model 3 vs. KL
divergence between the noise distribution and the moment-matched Gaussian
pdf.
−15 −10 −5 0 5 10 15
0
0.05
0.1
0.15
0.2
0.25
v
pd
f(
v)
 
 
Model 1
Model 2
Model 3
Fig. 5. pdf of noise for the three synthetic models is depicted. We use
c = 0.21, c = 0.215 and c = 0.096 for Model 1,2, and 3, respectively, to
have an approximate KL divergence of 0.5.
Fig. 6. A floor plan of the experimental simulation setup is shown, with
the dashed line indicating the trajectory of the moving target, and the red
diamonds showing the location of UWB receivers.
Since the trajectory and the ground truth about the location
of the mobile object is known, it can be used to approximate
the process noise pdfs. Fig. 8 shows the histograms of process
noise in x and y directions for 20 experiments.
Using the noise histograms, they can be approximated
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Fig. 7. Histogram of measurement noise in x and y directions
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Fig. 8. Histogram of process noise in x and y directions
TABLE II
THE PARAMETERS OF THE GM NOISE DISTRIBUTIONS
Noise KL Parametersdivergence
x
vk 0.4253
Cvk = 3
[wik]
3
1
= [0.13, 0.77, 0.099]
[uik]
3
1
= [−41.44, 0.51, 49.79]
[σi
2
k]
3
1 = [148.24, 48.38, 83.75]
wk 0.1759
Cwk = 3
[pjk]
3
1
= [0.07, 0.85, 0.08]
[bjk]
3
1
= [−300.01,−17.06, 207.37]
[Rjk]
3
1
= [8163.20, 3611.99, 5677.21]
y
vk 1.1971
Cvk = 9
[wik]
9
1
= [0.01, 0.06, 0.03, 0.03,
0.72, 0.04, 0.02, 0.06, 0.03]
[uik]
9
1
= [−63.38,−48.73,−35.65,−17.40,
−0.32, 9.52, 30.09, 44.24, 54.35]
[σi
2
k]
9
1 = [24.34, 21.53, 18.18, 23.62,
3.13, 12.16, 18.81, 12.96, 15.44]
wk 0.0200
Cwk = 2
[pjk]
2
1
= [0.98, 0.02]
[bjk]
2
1
= [−125.93, 147.25]
[Rjk]
2
1
= [8500.19, 10809.10]
with GM distributions. Table II shows the parameters of the
GM noise distributions and the KL divergence with their
corresponding moment-matched Gaussian pdf, in x and y
directions. In this table, we use [ai]n1 to denote [a
1, · · · , an].
TABLE III
RMSE AND CEP FOR SYNTHETIC DATA GATHERED FROM THE INDOOR
LOCALIZATION SYSTEM
x y
RMSE CEP RMSE CEP
Kalman 88.1850 66.3306 73.0512 60.4984
GSF-merge 85.7485 55.2261 74.3982 61.7358
GSF-remove 110.4006 91.7458 75.1093 48.6651
Red-GSFR 94.4281 59.8799 71.4266 35.1540
Red-GSFM 84.7763 49.9824 78.0184 44.7451
Red-PKG 84.6138 53.4104 212.2485 145.8093
Red-SSG 75.9668 51.5365 92.3020 73.6679
Red-DKG 81.9455 50.8301 86.7781 56.4840
The results for the experimental model (averaged over 20
experiments) are provided in Table III. Since the KL diver-
gences between the noise distributions and their corresponding
moment-matched Gaussian density is small, Kalman filter
provides good estimations both in terms of accuracy and pre-
cision. However, our proposed method (with a suitable scheme
to find the initial state estimation) has the best performance in
both directions.
VI. CONCLUSION
In this work we propose a low computational complexity
reduction scheme for Gaussian Sum Filters (GSF) in linear
dynamic state space systems with Gaussian Mixture (GM)
noise distributions. Our method relies on the fact that at
each iteration, only one of the clusters of the GM noise
distributions are active, and uses simple a posteriori probability
comparisons to find this active model. This is done by using
an initial state estimation to approximate the noise vectors.
Hence, the performance of the proposed reduction scheme
is dependent on the accuracy of the initial state estimation.
We propose five different methods to find the initial state
estimation and compare their performances for different noise
distributions through simulations. The simulation results show
that our proposed reduction scheme can perform better with
suitable choice of the initial state estimation.
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