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The rapid growth in demand for high-speed and high-quality multimedia and 
real-time communications has been a major driving force for research and development 
of a traffic load distribution scheme. An effective model of load distribution becomes 
essential to efficiently utilize multiple parallel paths for multimedia data transmission 
and real-time applications. Using multiple paths as a single path with aggregate 
bandwidth is preferable to provisioning a single large-bandwidth path, since it improves 
scalability of networks, increases affordability for users, and also provides flexibility in 
bandwidth management for network operators. 
Bandwidth aggregation and network-load balancing are important issues that 
have attracted tremendous amount of research, and a large number of traffic load 
distribution approaches have been proposed. At first, we analyze various examples of 
existing load distribution models, and then compare and identify their exhibited 
advantages as well as shortcomings, based on a number of significant criteria such as 
the ability to balance load and to maintain packet ordering, along with several other 
issues, which affect network performance perceived by users. We present a thorough 
literature review of various existing load distribution models, and classify them in terms 
of their key functionalities such as traffic splitting and path selection. The classification 
and performance analysis of load distribution models conducted in this study provides 
useful information for further research in this area. 
Recent research on load distribution has focused on load balancing efficiency, 
bandwidth utilization, and packet order preservation; however, a majority of the 
solutions do not address delay-related issues. In addition, some of them require 
communication functions leading to network overhead which results in an increase of 
latency (i.e., packet delay). This dissertation presents a study towards an effective 
model of load distribution for multimedia data transmission and real-time applications 
which are commonly known to be sensitive to packet delay, packet delay variation, and 
packet reordering. To this end, we proposes a new load distribution model, i.e., 
Effective Delay-Controlled Load Distribution (E-DCLD), aiming to minimize the 
difference among end-to-end delays, thereby reducing packet delay variation and risk 
of packet reordering without additional network overhead. In general, the lower the risk 
of packet reordering, the smaller the delay induced by the packet reordering recovery 
process, i.e., extra delay induced by the packet reordering recovery process is expected 
to decrease. Therefore, our model can reduce not only the end-to-end delay but also the 
packet reordering recovery time. Finally, our proposed model is shown to outperform 
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Introduction 
































(a) Multipath routing at source 
node with multiple interfaces 
(b) Multipath routing at gateway 
node with multiple interfaces 
(c) Multipath at source node 


















(d) Inverse multiplexing over 
multiple PPP links 
(e) Multipath routing over 
wireless mesh network or mobile ad hoc network 
Figure 1.1. Examples of various multipath configurations. 
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The demand for a wide variety of network services has been the major driving 
force for innovation and development of various networking technologies [1]. 
1.1.1. Presences of Multipath Environment 
Multipath configurations can be established in several different ways. Figs. 
1.1(a)–(b) present generalized cases where a source or a gateway in the network 
distributes traffic. While there is just one distribution point for simplicity in Fig. 1.1(b), 
multiple distribution points can indeed exist between source and destination gateways, 
and load balancing in such case is referred to as multi-stage load balancing [2]. One of 
the most well-known routing techniques to establish multiple path routing is Equal-
Cost Multi-Path (ECMP) routing [3], [4] which is currently supported by Internet 
routing protocols such as Open Shortest Path First (OSPF) [5], Routing Information 
Protocol (RIP) [6], [7], and Enhanced interior gateway routing protocol (EIGRP) [8]. In 
Multi-Protocol Label Switching (MPLS) networks [9], the source and destination 
gateways correspond to an ingress and egress router, respectively. The multiple paths 
between them can be setup by using a signaling protocol, e.g., Constraint-based 
Routing Label Distribution Protocol (CR-LDP) [10] or Resource Reservation Protocol-
Traffic Engineering (RSVP-TE) [11]. In addition, various kinds of dynamic traffic 
engineering techniques for load balancing over multiple paths, such as [12], [13], and 
some others overviewed in [14], have been proposed. Fig. 1.1(c) is a special case of 
Fig. 1.1(a) where the first hop from the source is via a wireless medium. Owing to 
advances of wireless communications, we can simultaneously use several different 
types of wireless access networks, e.g., 3G (IMT-2000), WiMAX (IEEE 802.16), and 
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Wireless Fidelity (IEEE 802.11). On the other hand, inverse multiplexing [15] depicted 
in Fig. 1.1(d) can be considered as an abstraction of Fig. 1.1(b). It is a popular 
technique to exploit multiple parallel point-to-point narrowband paths as a single point-
to-point broadband path by using the bandwidth aggregation technology [16]. Wide 
Area Multi-link PPP (WAMP) [17], strIPe [18], and Dynamic Hashing with Flow 
Volume (DHFV) [19] are implementations of inverse multiplexing. Fig. 1.1(e) presents 
a generalized model of relay networks such as Mobile Ad hoc Networks (MANETs), 
wireless mesh networks, and satellite mesh networks. Split Multipath Routing (SMR) 
[20] and Multi-path Source Routing (MSR) [21] developed based on Dynamic Source 
Routing (DSR) [22], and Ad hoc On-demand Distance Vector - Multipath (AODVM) 
[23] and Ad hoc On-demand Multipath Distance Vector (AOMDV) [24] developed 
from Ad hoc On-demand Distance Vector (AODV) [25] are notable multipath routing 
protocols for MANETs. For satellite mesh network consisting of non-geostationary 
satellites, Explicit Load Balancing (ELB) [26] has been developed to distribute traffic 
among multiple different links in order to avoid traffic convergence. 
1.1.2. Benefits of Multipath Environment 
As mentioned above, the presence of several physical/logical interfaces 
incorporated with a multipath routing/forwarding protocol allows users to use multiple 
paths in establishing simultaneous connections. A primary objective of multiple paths is 
to improve network reliability by increasing network availability (i.e., reducing 
network downtime); a main path was used for data transmission while the other ones 
were backups which would be activated when the main path became unavailable. 
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Currently, the exploitation of multiple paths no longer aims only at circumventing 
single point of failure scenarios but also focuses on facilitating network provision [1], 
where its effectiveness is indeed essential to maximize high quality network services 
and guarantee Quality of Service (QoS) at high data rates. Using multiple paths as a 
single path with aggregate bandwidth is a practical solution which is preferable rather 
than provisioning a large-bandwidth path because it offers a possibility to establish a 
very large-bandwidth connection. This improves both scalability to support the future 
growth in bandwidth demand and affordability for network users. It also provides 
flexibility in bandwidth management within the communication protocol over the 
multipath network. Network bandwidth capacity can be controlled by the number of 
(active) multiple paths combined to a single path: the larger the number of multiple 
paths, the higher the bandwidth capacity of the network path. The network bandwidth 
capacity can be adjusted according to the bandwidth demand which can change 
dynamically over time. 
1.2. Problems and Motivations 
Bandwidth aggregation and network-load balancing are major issues that have 
attracted a large amount of research, and a number of load distribution approaches have 
been proposed. Each of the load distribution models exhibits different characteristics, 
advantages, and drawbacks. A comprehensive review of the existing schemes is 
necessary for research in this area. 
Demands for network infrastructure in providing high-speed high-quality 
network services that can support them have been continuously growing, since 
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multimedia and real-time applications which are commonly known to be sensitive to 
delay have been very popular network applications. Network capacity provisioning and 
QoS guarantees become major issues in meeting this demand. Some load distribution 
approaches working well for traditional best-effort applications are no longer suitable. 
Therefore, an effective delay-controlled load distribution is critical to efficiently utilize 
multiple available paths for multimedia data transmission and real-time applications. 
1.3. Objectives 
First, we survey existing load distribution models in previous works, identify 
their advantages as well as shortcomings, and analyze the exhibited characteristics. 
Based on the analysis of existing models obtained from the survey, we propose an 
effective model of load distribution that is essential to efficiently utilize multiple 
parallel paths for multimedia data transmission and real-time applications. 
1.4. Contributions 
The work presented in this dissertation provides two main contributions. The 
first contribution is a comprehensive review of existing load distribution models, which 
presents useful information for research in this area, e.g., collection, classification, 
performance issues, analysis, and comparison of existing load distribution models in 
previous works. The other contribution is an effective model of load distribution, i.e., 
Effective Delay-Controlled Load Distribution Model (E-DCLD), which can effectively 
reduce latency (and variation of latency) to successfully transmitting a packet, without 
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incurring network overhead. The latency in the focus of this work is the end-to-end 
delay in transmitting a packet and the additional time required in reordering the packet. 
1.5. Organization of the Dissertation 
The rest of this dissertation is organized as follows. Chapter 2 describes and 
classifies existing load distribution models in terms of internal functions, i.e., traffic 
splitting and path selection components. Chapter 3 describes important performance 
issues in load distribution and conducts performance comparisons in various criteria of 
existing load distribution models. Chapter 4 identifies delay-related problems caused by 
existing load distribution models; then proposes Effective Delay-Controlled Load 
Distribution (E-DCLD) model which can effectively mitigate packet delay, packet 
delay variation, and packet reordering. E-DCLD is evaluated and compared with the 
current existing load distribution models under various traffic conditions. Chapter 5 





Chapter 2   
Survey on Load Distribution Models 
2.1. Generalized Multipath Forwarding Mechanism 
The important role of load distribution is engineered by the traffic splitting and 
path selection, which are the key components of multipath forwarding. After having 
described the general multipath forwarding mechanism, different types of traffic units 







































Classification of traffic splitting granularity
Flow to Destination 1
Flow to Destination 2
Flow to Destination 3
Flow to Destination i
 
Figure 2.1. Functional components of the multipath forwarding mechanism and 
classifications of internal functional components. 
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Fig. 2.1 illustrates the functional components of multipath forwarding: traffic 
splitting and path selection. The traffic splitting component splits the traffic into traffic 
units, each of which independently takes a path which is determined by the path 
selection component. If the forwarding processor is busy, each traffic unit is queued in 
the input queue attached at the output link as determined by the path selection. Various 
multipath forwarding models perform load distribution in different manners. Each 
model exhibits different advantages and shortcomings because of the difference in their 
internal functional components, i.e., traffic splitting and path selection. Note that the 
input queue and forwarding processor components do not assume further roles in load 
distribution. 
2.1.1. Traffic Splitting Component 
By the traffic splitting component, aggregated traffic from traffic sources is split 
into several traffic units, where the constitution of a traffic unit depends on the level of 
splitting granularity. The traffic splitting classification is illustrated in Fig. 2.1. 
In Packet-level traffic splitting, traffic is split into the smallest possible scale, 
i.e., a single packet. Path selection is individually decided for each packet. A load 
distribution model with this kind of traffic splitting is referred to as a packet-based load 
distribution model. 
In Flow-level traffic splitting, packet-identifiers, which are determined from 
destination addresses stored in packet headers, are taken into consideration in splitting. 
All packets heading for the same destinations are grouped together because of their 
similar packet-identifiers; the group is defined as a unit of flow, where the flow 
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identifier is a unique identifier of each flow. Splitting traffic at this level can maintain 
packet ordering since path selection for all packets in the same flow is identical. The 
path selection is independent from flow to flow. A load distribution model with this 
kind of traffic splitting is referred to as a flow-based load distribution model. To further 
specify a particular flow, for example, the following packet header information can be 
used [27]: source address, type of service, protocol number, and so on. Taking a source 
address, type of service, and protocol number into account in a splitting condition 
allows each flow to be differentiated by its source, class of service, and type of network 
application, respectively. 
In Subflow-level traffic splitting, a flow of packets heading for the same 
destination is allowed to be split into a traffic unit of subflow (i.e., a subset of packets 
in an original flow), sometimes referred to as a flowlet. All packets in a subflow are 
destined for the same destination, but all packets heading for the same destination may 
be carried in different subflows. Various flow-characteristics can be taken into account 
in a splitting condition, e.g., packet inter-arrival time and packet arrival rate, depending 
on the load balancing objective. Reference [28] shows an example of the splitting 
condition to achieve a specific load balancing objective, which will be described in the 
next section. 
In Superflow-level traffic splitting, traffic is split into superflows, each of which 
is a group of flows having the same result calculated from their flow identifiers by 
some specific function. As compared to a flow-level traffic splitting, packets heading 
for different destinations can be grouped into the same superflow. A hash function is a 
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well-known example used in the Internet load balancing. A traffic splitting scheme that 
uses a hash algorithm to generate hash values of packet identifiers is typically known as 
a hash-based traffic splitting scheme [29]. 
In Sub-superflow-level traffic splitting, a sub-superflow is a group of packets 
(which is a subset of a superflow) which satisfy a certain splitting condition, similar to 
the relation between subflow and flow. As compared to a subflow, some packets in a 
sub-superflow head for different destinations, but have the same hashing result of their 
packet identifiers. In addition to characteristics of each flow, those of aggregated flows 
(e.g., flow inter-arrival time and the number of flows in a sub-superflow) can be taken 
into account in the traffic splitting. 
2.1.2. Path Selection Component 
The path selection component is responsible for choosing a path for an arrived 
packet. Path selection for each of the traffic units is independently decided. If the scale 
of traffic unit is a single packet, each of the arrived packets is treated independently 
while, if a traffic unit has a larger scale than a single packet such as flow, subflow, 
superflow, and sub-superflow, all packets of the same traffic unit will be treated in the 
same manner. Most path selection schemes can be categorized into four types as shown 
in Fig. 2.1 and described as follows. 
Round robin selector (RR) is a path selection scheme in which successive traffic 
units are sent across all parallel paths in a round robin manner. RR selector [30], [31] is 
rather simple, has the computational complexity of O(1), and requires no additional 
network information for path selection. 
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In Packet-info-based selector (Packet-info), a packet identifier obtained from 
packet header information of an arrived packet plays an important role in the path 
selection. Typically, an outgoing path is determined based on the output of a function 
of the packet identifier (e.g., a mapping function and a modulo-N hashing function). If 
a hash function is used, it is known as the hash-based path selection mechanism. 
In Traffic-condition-based selector (TrafficCon), traffic conditions are taken 
into account in path selection. They include traffic load, traffic rate, traffic volume, and 
the number of active flows [32], and are selected depending upon control objectives. 
In Network-condition-based selector (NetCon), network condition is used to 
determine the outgoing path, such as path delay, path loss, and backlogged queue 
length of the path, or outgoing link are used to determine the output path, according to 
the goal of load balancing. Shortest-Path-First (SPF) and Least-Loaded-First (LLF) 
[64], [65], [66] are some of the most well known path selection schemes. In SPF, a path 
with the lowest cost will be selected for an arrived packet. In LLF, a path having the 
smallest load or the shortest queue will be selected instead. 
2.2. Classifications and Descriptions of Existing Models 
Existing load distribution models can be classified into two categories, namely, 
non-adaptive and adaptive models. In addition, they may be further classified based on 
their required additional information for distributing load such as info-unaware, packet-
info-based, traffic-condition-based, and network-condition-based information, as 
illustrated in Fig. 2.2. Various examples of load distribution models are investigated in 
terms of their functionalities, characteristics as well as internal functional components. 
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The first subsection presents info-unaware models that make a raw decision on 
distributing traffic without taking external information into account and (non-adaptive) 
packet-info-based models that require packet information obtained from the packet 
header. Adaptive models requiring traffic condition estimated from the incoming traffic 
and network condition measured by network measurements will then be presented in 























Figure 2.2. Load distribution model classification. 
2.2.1. Non-adaptive Models  
 “Info-unaware” refers to the class of models which make a raw decision on 
distributing traffic without taking external information into account, and “packet-info-
based” refers to the class of models that require packet information obtained from the 
packet header. Their advantages/limitations are summarized in Table 2.1 and described 
as follows. 
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Table 2.1. Summary of non-adaptive load distribution models. 




Simple. No communication overhead. Not applicable for multiple paths with different 




Ability to control the amount of load among 
outgoing paths. 
Variation in packet size distribution may affect load 




Prevent the continuous use of a particular path. Similar to WRR. 
SRR [18] Similar to WRR, but byte-based deficit counter 
allows to cope with variation in packet size 
distribution. 
No mechanism to prevent packet reordering. 
PWFR 
[38] 
Only the path with the largest deficit load is chosen; 
this helps decrease load balancing deviation. 
Similar to SRR. 
Packet-info-based (non-adaptive) Models 
FS [39] The number of flows can be uniformly distributed 
among paths. 
Cache memory is required to store flow-path mapping 
entry. Load imbalance caused by variation in flow size 
distribution. 
DH [3] Simple. No communication overhead. Load imbalance caused by variation in flow size 
distribution and non-uniformity of hash distribution. 
High disruption. 
TH [3] Load sharing ratio can be controlled by customizing 
a mapping table between a path and a group of 
flows, i.e., superflow. 
A superflow tends to have a large variation in traffic-
unit size distribution, leading to load imbalance. 
HT [3] Load sharing ratio can be controlled, similar to TH. 
Degree of disruption can be reduced up to 75%, as 
compared to TH. 
Similar to TH. 
HRW 
[42] 
Degree of disruption is minimized, i.e., only one 
path is affected by a change of path state. 
As compared to DH, TH, and HT, higher complexity; 
and poorer lookup performance. 
PMN-LB 
[43] 
Low disruption and low complexity. Load imbalance caused by variation in flow size 
distribution and non-uniformity of hash distribution. 
 
2.2.1.1. Info-unaware Models 
 Load distribution models requiring no information regarding traffic and network 
condition are classified into the info-unaware class; they do not require collecting any 
information on traffic load or from the network. A common major drawback of models 
in this class is inability to maintain packet ordering. Some additional mechanism is 
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required to preserve packet ordering, e.g., synchronization recovery [18] and packet 
reordering recovery. 
Packet-By-Packet Round-Robin (PBP-RR) 
 PBP-RR has been implemented in several applications, e.g., ECMP routing and 
inverse multiplexing. The first example is incorporated in packet-switched networks 
while the latter is in multiple point-to-point networks. Since PBP-RR implements the 
packet-based round-robin path scheduling [3], it achieves simplicity and starvation-free 
(i.e., no idle path exists while a packet is waiting to be sent) and requires no 
communication overhead; however, inability to maintain per-flow packet ordering and 
to control the amount of load shared (by the multiple paths) are its drawbacks. Owing 
to its inability to control the amount of shared load, PBP-RR is not able to balance load 
among heterogeneous multiple paths. If the parameter of each path is different (their 
bandwidths are unequal), PBP-RR can cause problems such as over-utilization of a path 
with low capacity and under-utilization of a path with high capacity. 
Weighted Round Robin (WRR) 
 The idea of weighted sharing by using WRR path scheduling [33] is 
implemented to support heterogeneous multiple paths [8], [34]. Each path is assigned a 
value that signifies, relative to the other paths in the set of multiple paths, how much 
traffic load should be assigned on that connection path. This "weight" determines how 
many more (or fewer) packets are sent via that path as compared to other paths. In other 
words, the numbers of packets assigned to paths are limited by weights of the paths. 
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WRR has been incorporated in several routing protocols such as EIGRP [8] and MSR 
[21]. In WRR, load imbalance can occur due to variation in the size of packets. Also, it 
can occur due to improper weight assignment (i.e., a path with low bandwidth is 
assigned a large weight while a path with large bandwidth assigned a low weight). 
Weighted Interleaved Round Robin (WIRR) 
WIRR [35], [36] possesses characteristics almost similar to WRR except that a 
successive packet will be sent to the next parallel path in a round robin manner. Only 
the paths having a smaller number of sent packets than the desired number will remain 
in a pool (of paths which can be selected) for the next round. Unlike WRR, WIRR 
prevents continuous use of a particular path; it can thus reduce non-work-conserving 
idle time (i.e., duration time when a particular path is idle while a packet is waiting to 
be sent). Similar to the problem stated in the case of RR, both WRR and WIRR 
schemes are still unable to maintain per-flow packet ordering. 
Surplus Round Robin (SRR) 
SRR has been implemented for load balancing in packet-switched networks, as a 
part of strIPe protocol [18]. SRR is based on a modified version of Deficit Round 
Robin (DRR) [37], which is a modified WRR. Deficit counter representing the 
difference between the desired and actual loads (in bytes) allocated to each path is 
taken into account in the path selection. SRR uses a byte-based deficit counter. At the 
beginning of each round, the deficit counter is increased by the given (positive) 
quantum for that path. Each time a path is selected for sending a packet, its deficit 
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counter is decreased by the packet size. As long as the deficit counter is positive, the 
selection result will remain unchanged. Otherwise, the next path with positive deficit 
counter will be selected in a round robin manner. If the deficit counters of all paths are 
non-positive, the round is over and a new round is begun. With varying packet sizes, 
PBP-RR, WRR, and WIRR result in unfair sharing in favor of longer packets; SRR has 
a better performance in load balancing because it uses a byte-based counter, and it is 
thus not affected by packet-size variation. 
Packet-by-packet Weighted Fair Routing (PWFR) 
PWFR [38] is designed aiming to effectively perform load sharing and 
outperform a widely used scheme such as RR in multipath packet-switched networks. 
In PWFR, each path has a given routing weight indicating the amount of desired load, 
where the term “load” is the number of bytes of a packet. For each packet arrival, the 
deficit counter of each path is increased by a fraction of the packet size for that path. A 
path with the maximum value of the deficit counter is selected for forwarding the 
packet; then, its deficit counter is decreased by the packet’s size. As compared to round 
robin based models, it can minimize load balancing deviation (i.e., the difference 
between the desired and actual loads); it is a deterministically fair traffic splitting 
algorithm which is useful in the provision of service with guaranteed performance in a 
network with multiple paths. However, it has computational complexity of O(n); 
processing time of the path selection for each packet increases when the number of 
paths increases. In a large and high speed network, a high performance processor is 
necessary. 
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2.2.1.2. Packet-info-based (Non-adaptive) Models 
 The inability to prevent packet reordering is the major problem of the info-
unaware models. Since the packet reordering problem can be completely mitigated by 
selecting the same path for packets heading for the same destination, network-related 
packet information (e.g., destination address, source address, and so on) is required for 
path selection. This idea has been incorporated in [39] and has also been studied in 
hash-based schemes [4], [29], [40]. 
Fast Switching (FS) 
 FS [39] is a flow-based model with Packet-info-based and RR path selection 
schemes, implemented in fast-switching which is a Cisco-proprietary technology.  In 
the same flow, packets are sent via the same path as the preceding ones unless the 
buffer runs out of space. When a new flow emerges, packets belonging to the new flow 
will be sent via the next parallel path in a round robin manner and a new flow-path 
mapping entry is stored in a cache memory. Different from hash-based schemes, the 
flow is not permanently pinned to a particular path by hashing the flow identifier; the 
number of flows can thus be uniformly distributed among the paths. However, FS 
cannot deal with skewness of flow size distribution. Moreover, FS requires memory to 
store the flow state, where the number of active flows can grow infinitely. When a new 
flow emerges while there is no available memory space, the oldest flow-path mapping 
is replaced by the new mapping record entry. As a consequence, the path for the oldest 
flow may change. Insufficient memory space to store the state information can thus 
result in packet reordering problems. It is essential for the memory space to be large 
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enough to hold the flow-path mapping record, and to ensure that the record will not be 
replaced before the preceding packet arrives at its destination. This allows the current 
packet to be sent via a different path without the risk of reordering. In this sense, a path 
for forwarding the packet is determined by looking up in a flow-path mapping table, 
resulting in the computational complexity of O(n), where n is the number of entries in 
the flow-path mapping table. This can create scalability issues when the number of 
flows or paths increases. In FS, when a path is removed, all flows mapped to the path 
become free; they are then treated as new flows. Since only flows mapped to the 
deleted path are remapped to new paths, the ratio between the number of re-routed 
flows and the total number of flows in all paths, referred to as the degree of disruption 
[4], [40], is at the minimum level, 1/K. 
Direct Hashing (DH) 
DH is a conventional flow-based model which is widely deployed in multipath 
routing protocols [3], [4], [40]. It performs hash-based load balancing for ECMP routes. 
Its functional components are illustrated in Fig. 2.3(a). To obtain the outgoing path, it 
executes modulo-K hash algorithm: taking the packet identifier, X, (obtained from 
packet information such as destination address), applying a hash function, h(X), and 
taking modulo of the number of multiple paths, mod(h(X), K). Having a simple 
algorithm with the computational complexity of O(1) and having no communication 
overhead are its advantages. However, performance in load balancing of DH depends 
on the distribution of hash values. When all flows have the same value of the hashed 
flow ID and so all packets are forwarded via a single path, this will result in the worst 
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load imbalance. Moreover, DH cannot deal with the variation of the flow size 
distribution; skewness of the flow size distribution inherent in the network environment 
has a significant impact on its performance in load balancing. DH can achieve the best 
balancing performance when hashing results and flow sizes are uniformly distributed 
[29], [41]. The other drawback of DH is that a number of flows are redistributed when a 
path is added or removed since a change in the value of K is likely to cause a different 
result of mod(h(X), K); the degree of disruption is large, 1-1/K. 
Table-Based Hashing (TH) 
TH [3] is a hash-based load balancing scheme in ECMP routing. Its functional 
components can be illustrated in Fig. 2.3(b). Each superflow associated with a 
corresponding bin is assigned to a particular path, according to the bin-to-path mapping 
table, f. The bin involves flows having the same value of the hashed flow ID. TH 
allows us to distribute traffic in a pre-defined ratio by modifying the allocation of the 
bins to paths, f [29]; when the mapping is one-to-one, TH corresponds to DH. That is, 
the load sharing ratio can be controlled by customizing the mapping table. Load 
imbalance can occur because a superflow has a large variation in superflow size 
distribution. TH has the computational complexity of O(1), has no communication 
overhead, and cannot deal with variation of flow size distribution. TH has also poor 
disruption behavior, 1-1/K. 
Hash Threshold (HT) 
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HT [3], which is a load balancing scheme incorporated in ECMP routing, 
possesses characteristics almost similar to those of TH in Fig. 2.3(b) except the 
mapping table (f). It partitions the hash result space into several regions. Load ratios 
among multiple paths are controlled by allocating the corresponding region according 
to the desired ratio; probability of each path selected is determined by the region size 
[4], [40]. For example, in order to achieve equal load sharing, each region is equally 
partitioned. A path supposed to be selected for an arrived packet can be determined by 
finding out which region contains the hashing result of the arrived packet. This can be 
obtained by rounding up the division of the hashed result by the region size, where the 
region size can be calculated from the division of the key-space size by the number of 
multiple paths. HT has the degree of disruption between 0.25+0.25/K to 0.5. As 
compared to TH, HT can improve disruption. 
Highest Random Weight (HRW) 
HRW [42] is a load balancing scheme used in WWW caches and in ECMP 
routing. In HRW, a path is selected based on its random weight computed based on the 
packet identifier (X) and the next hop address (rp) of path p; only a path with the 
highest random weight is selected, as illustrated in Fig. 2.3(c). When an existing path 
becomes unavailable, only flows mapped to the path are re-routed to the other path with 
the highest (re-computed) random weight. As compared to DH and TH, HRW can 
reduce the degree of disruption to the minimal value of 1/K [4], [40], but it has a higher 
computational complexity, O(n). Lookup performance will degrade when the number 
of flows grows large. 
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(c) Highest Random Weight (HRW) scheme 
Figure 2.3. Functional components of the well-known hash-based algorithms 
for Internet load balancing. 
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Primary Number Modulo-N Load Balance (PMN-LB) 
PMN-LB [43], [44] uses two path selection algorithms: primary and secondary 
algorithms. The primary algorithm is ordinary modulo-N hash algorithm (similar to that 
of DH). For all flows, the primary algorithm is executed in path selection. However, 
when the number of available paths changes, it is possible that, without updating the 
divisor N, the ordinary modulo-N hash algorithm cannot select available paths for some 
flows (because the paths selected for them are not available). If this happens, the 
secondary algorithm will be executed to ensure selection of an available path for the 
flows. Among available paths, the path indexed by the remainder of flow ID divided by 
a maximum prime number (not exceeding the number of available paths) is selected. 
Therefore, only some (not all) flows are affected by an increase or decrease of available 
paths. Degree of disruption, which depends on the number of paths, is between 0.14 
and 0.54 for 8 multiple paths, and between 0.07 and 0.61 for 16 multiple paths. As 
compared to HRW, PMN-LB provides better lookup performance, O(1), but has a 
higher degree of disruption. However, the disruption caused by PMN-LB is considered 
insignificant as compared to the conventional models such as DH, TH, and HT. 
2.2.2. Adaptive Models  
 Distributing load in info-unaware models and in packet-info-based (non-
adaptive) models cannot efficiently balance load under dynamic conditions of traffic 
and network which cannot be estimated in advance, e.g., variation of traffic flow, 
emergence of highly skewed flow-size distribution, and network congestion. Adaptive 
load distribution can be used to tackle the problems. We further classify adaptive load 
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distribution models into two classes according to the respective type of conditions. 
Their advantages and limitations are summarized in Table 2.2 and described as follows. 
Table 2.2. Summary of adaptive load distribution models. 
Model Advantages and enhancement Remaining problems and limitations 
Traffic-condition-based Adaptive Models 
AFLCMF 
[45] 
Load sharing ratio can be controlled by a 
predetermined parameter. 
Since adaptation is invoked for all packet arrivals, it can




Redistributing each of excessive loads of over-
utilized paths gradually but frequently can 
decrease load balancing deviation. 
Repeating the reassignment processes several times (in 
each control phase) causes high complexity and 
increases flow redistribution and packet reordering. 
Network-condition-based Adaptive Models 
EDPF [48] Selecting a path having the smallest delay can 
reduce end-to-end delay. 
Selecting a path having the smallest delay can cause a 
risk of packet reordering. 
TS-EDPF 
[49] 
Scheduling packets on each path based on time 
slot related to bandwidth negotiated from a QoS 
server can reduce packet delay and guarantee QoS.
Similar to EDPF. 
LDM [50] The shortest path with low utilization has a high 
precedence to be selected for a new flow. 
Load imbalance caused by variation in flow size 
distribution. 
Traffic and Network-conditions-based Adaptive Models 
LBPF [41] Splitting only aggressive flows can balance load 
while causing less flow disruption and packet 
reordering. 
Cannot mitigate load imbalance caused by several non-
aggressive flows. 
THR [46] By conditional splitting based on flow size and 
packet inter-arrival time, load balancing can be 
achieved at the expense of packet reordering (or 
vice versa). 
The optimal point of trade-off between balancing load 
and preserving packet order is difficult to be determined 
for a given network condition. 
FLARE 
[28] 
Considering packet inter-arrival time and path 
delay in conditional splitting allows balancing load 
while preventing packet reordering.  
Active estimation technique to measure the delay 
difference causes network overhead and reduction of 
available bandwidth for users. 
 
2.2.2.1. Traffic-condition-based Adaptive Models 
 Load distribution models in this class can adapt to traffic condition including the 
amount of traffic load (in packets or bytes) as well as traffic characteristics. Information 
of traffic condition can be collected from input traffic; it does not incur additional 
network overhead. For highly skewed flow size distribution, traffic load cannot be 
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balanced by info-unaware models or packet-info-based (non-adaptive) models. 
Adaptive path selection based on traffic condition can mitigate this problem by 
selecting the path with high bandwidth to carry a large flow [45]. Splitting traffic flows 
is another solution. However, splitting all traffic flows can cause a number of re-routed 
flows. Adaptive traffic splitting which splits only some flows can reduce the number of 
re-routed flows dramatically [41]. Moreover, conditional splitting only a traffic flow 
having its packet inter-arrival time larger than some threshold can mitigate the packet 
reordering problem [46]. 
Adaptive Flow-level Load Control scheme for Multipath Forwarding (AFLCMF) 
 Lee and Choi [45] proposed AFLCMF for load balancing in packet-switched 
networks. When the load ratio for each path (i.e., the load of this particular path over 
the total load of all paths) is given, the aggregated traffic is split to satisfy the pre-
defined load ratio of each path. Each flow, which is classified based on its packet 
arrival rate, is sent via a path selected corresponding to its class. For example, a flow 
with rate higher than certain threshold will be sent via path 1; otherwise, it will be sent 
via path 2. Varying the rate threshold in the flow classification affects the number of 
flows sent via each path, and thus controls the ratio of load among the multiple paths. 
To maintain the load ratio, AFLCMF attempts to adjust the rate threshold according to 
the measured load. Since load assigned on each path is adapted to dynamic changes of 
the traffic condition, load imbalance caused by the variation of flow size distribution 
can be mitigated. However, by adjusting to the traffic condition, several flows can 
experience changes of class, thus resulting in path switching. The re-routed flows are 
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considered to be disrupted by the adaptation and likely to experience packet reordering. 
Processing times of flow classification and path selection, with computational 
complexity of O(n), increase when the numbers of active flows and parallel paths 
increase, respectively. 
Progressive Multiple Bin Disconnection with Absolute Difference Bin Reconnection 
(MBD-/ADBR) 
MBD-/ADBR [47] is a variant version of TH. In contrast, the flow-to-path 
mapping table f illustrated in Fig. 2.3(b) can be dynamically changed. The number of 
packets in each superflow is taken into account in determining the size of the superflow 
and the status of the path. The actual load which is the total number of packets 
forwarded via each path is used to determine whether the path is over-utilized or under-
utilized. Each control phase consists of two steps. In the first step, one of the smallest 
superflows assigned to the most over-utilized path is removed, and thus becomes a free 
superflow. This step is repeated until all over-utilized paths are under-utilized. The 
second step is to assign the largest (free) superflow to the most under-utilized path, 
repeatedly until no free superflow remains. Redistributing excessive load of over-
utilized paths, gradually but frequently, can improve load balancing efficiency but 
cause a number of re-routed flows as well as the risk of packet reordering. MBD-
/ADBR has computational complexity of O(n). In each control phase, processing time 
increases as the numbers of superflows and paths increase. 
2.2.2.2. Network-condition-based Adaptive Models 
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 For the models in this class, network conditions such as utilization and delivery 
time are taken into consideration in path selection. 
Earliest Delivery Path First (EDPF) 
EDPF [48] was proposed for load balancing in wireless packet-switched 
networks, and to be implemented in devices (i.e., a mobile host or a network proxy) 
equipped with multiple interfaces. The corresponding interface will be activated when a 
path is selected. The goal of EDPF is to ensure that packets reach their destination 
within certain duration by scheduling packets based on the estimated delivery time. 
EDPF considers the path characteristics such as delay and bandwidth between the 
source and destination, and schedules packets on the path which will deliver the packet 
at the earliest to the destination. Time to finish the transmission is calculated from path 
delay, time to wait until a path is available, and packet transmission time. The waiting 
time in the second term can be estimated by tracking the corresponding input queue. 
The packet transmission time is calculated from the link speed. As compared to other 
round robin approaches, EDPF achieves better load balancing performance and can 
reduce packet delay. Load balancing deviation of EDPF is bounded by the maximum 
packet size, that of SRR is bounded by twice of the maximum packet size, and that of 
WRR can grow without bound. However, for a packet, selecting a path having the 
smallest delay poses the risk of packet reordering. In EDPF, the path selection 
algorithm has computational complexity of O(n); processing time of the path selection 
increases when the number of paths increases. 
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Time-Slotted Earliest Delivery Path First (TS-EDPF) 
TS-EDPF [49], which is an enhanced version of EDPF, aims to provide 
manageability for a QoS server in bandwidth allocation for each Mobile Station (MS) 
in order to reduce the waiting time of packets queued at the Base Station (BS). TS-
EDPF modifies the scheduling algorithm in deciding the path selection. Since the 
available time of each path (i.e., the available time of BS) is divided into time-slots, 
each of which has a smaller length, the waiting time for the next available time can be 
reduced. Moreover, TS-EDPF includes the time-slot assigned to an MS on each 
interface in the estimation of the delivery time of each packet. Before the MS associates 
with a BS, it negotiates the service level with BSs. Based on the decision from the QoS 
server, each BS allocates a suitable time-slot to the MS; the waiting time (in a BS 
queue) of the scheduled packets for their turns to be transmitted can thus be 
significantly reduced. Therefore, TS-EDPF can reduce packet delay and guarantee 
quality of service. The scalability of TS-EDPF is similar to that in EDPF. 
Load Distribution over Multipath (LDM) 
LDM [50] is a load distribution model relying on the traffic engineering concept 
[51], designed for MPLS networks [9]. LDM is a flow-based model with LLF and SPF 
path selection schemes. For each arrived flow, path utilization at the moment, in 
addition to the hop-count of the path, is used to determine the probability of selection of 
each path; LDM randomly selects a path from several candidates accordingly. In this 
sense, path utilization and hop count are used as parameters to compute the probability 
of the particular path to be selected such that a lower utilized and smaller hop-count 
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path has a higher probability to be selected. However, since LDM does not split a flow, 
load balancing performance can be degraded by variation in flow size distribution. 
LDM has computational complexity of O(n); processing time of the path selection for a 
new flow increases when the number of paths increases. 
2.2.2.3. Traffic-condition and Network-condition-based Adaptive Models 
 For the models in this class, both traffic conditions (e.g., packet inter-arrival 
time) and network conditions such as utilization and delay are taken into account in 
traffic splitting and path selection in order to improve the load distribution performance 
such as load balancing [41], [46], and packet order preservation [28]. 
Load Balancing for Parallel Forwarding (LBPF) 
 W. Shi, et al. [41] investigated the load imbalance problem caused by the 
inability of hash-based load balancing schemes in dealing with skewness of flow size 
distribution of Internet traffic. LBPF [41], a proposed solution for the problem, is an 
adaptive load balancing scheme that aims to cope with load imbalance due to highly 
skewed flow size distributions. In the ordinary mode, LBPF selects the path for a flow 
according to a hashed result of the flow’s ID, similar to the conventional hash-based 
models. In addition, LBPF takes into account the traffic rate of each flow. Relatively 
high-rate flows can be detected by measuring the number of packets of each flow and 
comparing to that of the other flows in an observation window (which is the time 
duration until the total number of counted packets reaches a predefined number). The 
high-rate flows are classified into a group of aggressive flows. When the system is 
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under some specific condition (e.g., the system is unbalanced), the adaptation algorithm 
will be activated. In such condition, each passing packet is checked; if it belongs to one 
of the aggressive flows, the packet is set to be forwarded via the path with the shortest 
queue at the moment. In this sense, the aggressive flows which can cause load 
imbalance are split into several subflows, thus resulting in smaller variation of flow size 
distribution. That is why LBPF can deal with the skewness of flow size distribution and 
improve load balancing performance; however, it cannot cope with load imbalance 
resulting from non-aggressive flows. Moreover, since only the aggressive flows are re-
routed, LBPF produces only a small disruption and causes less packet reordering. Note 
that LBPF does not have an extra preventive mechanism to mitigate packet reordering; 
packet reordering still occurs. For each packet, processing times of flow classification 
and path selection algorithms, with computational complexity of O(n), increase as the 
numbers of active flows and parallel paths increase, respectively. 
Table-Based Hashing with Reassignment (THR) 
THR [46] is similar to TH but the flow-to-path mapping table f illustrated in Fig. 
2.3(b) can vary dynamically. In each superflow, a counter and a timer are used to 
record the number of packets and the packet inter-arrival time, respectively. The actual 
load, which is the total number of packets forwarded via each path, is used to determine 
whether the path is over-utilized or under-utilized. In each control phase, one of the 
superflows assigned to the most over-utilized path is moved to the most under-utilized 
path (having a small queue-length) by updating the flow-to-path mapping table, 
accordingly. THR has a pre-determined key parameter, β, which determines the priority 
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between improving load imbalance and preventing packet reordering. With β→0, THR 
aims to reduce the load imbalance by moving the largest superflow. On the other hand, 
with β→∞, THR focuses more on the packet inter-arrival time to mitigate the packet-
reordering problem by moving the superflow with the longest (packet) inter-arrival 
time. Based on the value of β, THR can switch its functionality. However, it is difficult 
to determine the optimal point of trade-off between balancing load and preserving 
packet order for a given network condition. THR has computational complexity of 
O(n); in each control phase, processing times of bin and path selection algorithms 
increase when the numbers of bins and paths increase, respectively. 
Flowlet Aware Routing Engine (FLARE) 
FLARE [28] was proposed to achieve load balancing while preventing packet 
reordering, for load distribution among multiple paths in packet-switched networks. In 
FLARE, a flow is split into several subflows, each of which is referred to as a flowlet. 
The pre-determined key parameter of FLARE is an inter-arrival time threshold. In this 
sense, the flowlet can be considered as a group of packets having their inter-arrival time 
smaller than the threshold. A packet arrived within duration less than the threshold is 
part of an existing flowlet and will be sent via the same path as the previous one. 
Otherwise, the packet arrived beyond the threshold corresponds to the head of a new 
flowlet, and is assigned to a path with the largest amount of deficit load. Path selection 
of FLARE is approximately similar to that of PWFR; it has computational complexity 
of O(n); processing time of the path selection for a new flowlet increases when the 
number of paths increases. 




A number of load distribution models have been proposed in literature. Each 
model has significant impacts on network performance; it may facilitate high 
bandwidth connectivity and efficiently utilize multiple network interfaces while its 
limitations may degrade network performance. Differences in characteristics of each 
model lead to different advantages and shortcomings. 
This section provides overviews of various existing load distribution models. 
Each model is described in terms of its internal functions in multipath forwarding 
mechanism, i.e., the traffic splitting and the path selection, which plays an important 
role in the load distribution. Aggregated traffic can be split into several levels. With a 
different traffic splitter, a load distribution model exhibits a different characteristic; 
splitting traffic into single packets allows the load distribution to achieve load 
balancing, while splitting traffic into flows allows the load distribution to maintain 
packet ordering. We expect that the classifications and analysis of the internal 
components will provide a comprehensive understanding of various load distribution 
models over multiple paths. 
Corresponding to the particular internal components, various examples of load 
distribution models are classified into four different classes, namely, info-unaware, 
packet-info based, traffic-condition based, and network-condition based models. The 
info-unaware models are load distribution models, which have low complexity, and 
they do not incur operational cost to the considered network. The packet-info-based 
models can maintain the order of arrived packets. The traffic-condition-based adaptive 
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models require information regarding traffic load in making a decision on traffic 
splitting and path selection. Load sharing can be more precisely controlled in such 
models. In addition, some models exploit the knowledge of traffic conditions so that 
only the large flows are split. These particular models can mitigate packet reordering 
and flow disruption. On the other hand, the network-condition-based adaptive models 
allow load distribution to adapt to network conditions. Based on knowledge of network 
conditions, with some specific objective, a traffic splitter can split a flow and a path 
selector can select a path conditionally. With the knowledge of path utilization, a path 
can be selected appropriately. With the knowledge of path delay, traffic splitter can 
decide to split only a flow under proper conditions. The performance issues which are 






Chapter 3   
Performance Issues in Load Distribution 
Load distribution performance affects Quality of Service (QoS) perceived by 
network users. Drawbacks of load distribution models potentially cause poor network 
performance leading to several problems which are described and discussed as follows. 
3.1. Load Imbalance 
Load (i.e., traffic load) is expected to be appropriately shared among multiple 
paths. Appropriate load sharing can be achieved when the load is assigned on each path 
properly according to the capacity of the path in terms of, e.g., bandwidth capacity and 
buffer size. In some specific models, a desired amount of load can be specified as a 
load threshold. In a path selection, a path being loaded less than the threshold will be 
chosen for a traffic unit at the arrival instant. If all traffic units have a uniform size, 
load can be perfectly balanced, i.e., actual load is equal to the desired load. In a 
practical network, since traffic units (each of which has a random size in the network) 
inherently take on different sizes, it is difficult to achieve the perfect load balancing. 
The difference between the desired and actual loads on a particular path is referred to as 
load balancing deviation. The load imbalance problem occurs when the load balancing 
deviation exists; that is, the actual load on some path(s) exceeds the desired level while 
that on some other path(s) falls below. To minimize the load balancing deviation, i.e., 
for achieving a Coefficient of Variation (CV) of load among the multiple paths that 
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converges to zero over the large number of traffic units, variance of sizes of one traffic 























(b) Load balancing achieved by packet-based load distribution models 
Figure 3.1. Examples of performance issue in terms of load balancing efficiency. 
Next, we quantitatively describe the load imbalance in terms of the deficit load 
(of each path) that is a variable representing the gap between the desired and actual 
loads. By using the boundary condition of a path’s deficit load described in [28], the 
probability of having a certain degree of load imbalance can be roughly quantified as 
follows. Let wp be the normalized desired load of path p. Let us assume that, over an 
interval (0, t], L(t) is the load (in packets or in bytes) induced by the N(t) first traffic 
units. The deficit load of path p, referred to as Dp(t), can be calculated as Lp(t)–wpL(t), 
where Lp(t) is the actual load of path p. The probability of experiencing the deviation 
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larger than ξ can be expressed, in terms of the average number of traffic units, E[N(t)], 
and CV of the traffic-unit size, γ, as follows [28]: 
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tΝ
tDp      (3.1) 
Equation (3.1) shows that the deviation from the desired load depends on γ and 
the number of traffic units, N(t); this equation was proved in [28]. Generally, variation 
of packet size distribution is bounded by network parameters such as the maximum 
packet size, whereas that of flow size has no such bound. As compared to flow-level 
traffic splitting, packet-level traffic splitting has a larger N(t) and a smaller γ bounded 
by certain finite constant of packet size limitation. Having a smaller size of traffic units, 
load distribution models can achieve more accuracy in load balancing. This is the 
reason why load distribution models with packet-level traffic splitting can achieve 
perfect load balance in minimizing load balancing deviation. The load imbalance 
problem has been studied and several solutions [28], [41], [46] have been proposed. To 
limit the variance of size of each traffic unit, a traffic unit is split into smaller traffic 
units; in addition, because of the splitting, the number of traffic units is increased. 
However, various algorithms have been proposed for making the splitting decision, 
thus resulting in different improvements and side effects. 
Discussions 
Since packet-based load distribution models have the smallest traffic unit, with 
any path selection, they are likely to achieve load balancing as compared to other 
models with larger traffic unit, according to Equation (3.1). However, this does not 
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work when the paths have different bandwidth characteristics; PBP-RR can cause load 
imbalance, i.e., over-utilization on a path with low bandwidth capacity and under-
utilization on a path with high bandwidth capacity. WRR, WIRR, SRR, and PWFR can 
control the amount of load assigned on each path by specifying a weight; they can, with 
a proper weight, balance load appropriately for each path. EDPF and TS-EDPF can 
achieve load balancing because of their path selector by using information on network 
condition; a path having the smallest delay (probably having a small queue length and a 
low utilization) is selected. 
In flow-based models, load imbalance can be attributed to their infinite variation 
of flow size distribution. The flow-based models equipped with an adaptive algorithm 
(which can follow dynamic changes in traffic/network conditions) can mitigate the load 
imbalance problem, by splitting a flow into smaller traffic units, i.e., subflows, in order 
to reduce variation in the size of traffic units, and by switching a path in order to 
distribute traffic load. The small traffic unit and intelligent path selector (which 
accounts for traffic load) are preferred for optimizing load balancing. The following are 
examples of the flow-based models. 
LDM balances load by using an adaptive path selector; a path with a smaller 
hop-count and lower utilization is more preferred to be selected. In LDM, no path is 
switched in forwarding a flow; the flow is not split into smaller traffic units. As 
compared to FS, LDM can achieve better load balancing in normal network operation; 
however, since there is no splitting, load imbalance can sometimes occur while 
forwarding a long and high-rate flow of traffic under large variation of flow size 
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distribution. In AFLCMF, a flow is split when its bit-rate changes such that the flow is 
classified into a different class. The subflow is sent via a path corresponding to its 
class. Selecting a path based on bit rate can mitigate the load imbalance problem due to 
variation of flow size distribution. 
LBPF splits only aggressive flows into subflows and moves the subflows to an 
alternative path which has the shortest queue. Similar to AFLCMF, it can mitigate the 
load imbalance problem due to variation of flow size distribution. Since it focuses on 
only the case caused by aggressive flows and ignores that caused by non-aggressive 
flows, it loses some chance to balance load, and thus cannot achieve perfect load 
balancing. THR and MBD-/ADBR balance excessive loads of over-utilized paths 
among under-utilized paths by shifting sub-superflows from over-utilized paths to 
under-utilized paths. In each control phase, THR moves only one largest sub-superflow 
while MBD-/ADBR moves several small sub-superflows until all over-utilized paths 
become under-utilization. Therefore, MBD-/ADBR is likely to achieve better load 
balancing as compared to THR, which can be confirmed by Equation (3.1). However, 
THR can also achieve perfect load balance efficiency if its parameters are chosen such 
that a flow is split into single packets. FLARE splits a flow into subflows and forwards 
each subflow via a different path which is under-utilized. Similar to THR, FLARE can 
achieve perfect load balance efficiency if its parameters are chosen such that a flow is 
split into single packets. However, when packet arrival rate increases, FLARE, splitting 
only flows having packet inter-arrival time longer than the path difference delay, 
decreases the number of splits and thus causes load balancing deviation to increase. 
Chapter 3   Performance Issues in Load Distribution 
 
38
In the evaluation as presented in our previous work [71], we directly calculate 
load balancing deviation in each second from the measured results. Fig. 3.2 illustrates 
the comparisons in load balancing efficiency of the exemplar models. WRR, which is a 
packet-based model, can achieve almost perfect load balancing since its load balancing 
deviation is almost zero, whereas FS and LDM, which are flow-based models, can 
cause load imbalance since load balancing deviation is very large. LDM having 
adaptive path selection can reduce load balancing deviation (on average). However, 
when network utilization increases, the number of packets to be shifted (per time) 
increases while a path to accommodate the packets tends to have less amount of deficit 





















% Offered Load to Total Capacity
WRR FLARE LBPF LDM FS
FLARE-D1 LBPF-D1 LDM-D1 FS-D1
65%         70%        75%         80%         85%        90%        95%
 
Figure 3.2. Comparison in load balancing efficiency. 
In addition to adaptive path selection, LBPF and FLARE allow splitting of a 
flow into subflows; load balancing deviation is much smaller. As compared to LBPF’ 
Chapter 3   Performance Issues in Load Distribution 
 
39
splitting only aggressive flows, FLARE can further reduce load balancing deviation. 
When network utilization increases, the splitting rate increases in LBPF but decreases 
in FLARE. Therefore, load balancing deviation does not increase in LBPF but does 
increase in FLARE. In Fig. 3.2, the simulation results of trace D1 show that a large 
variation in flow size distribution causes a large load balancing deviation in each 
model. (Note that traffic generated from trace D1 has the largest variation in flow size 
distribution measured in each second. All traces used in [71] obtained from [58].) This 
observation conforms to the analysis according to Equation (3.1), which describes the 
relation between load balancing deviation and variation in the size of traffic units. In 
FLARE, when network utilization is very high and variation in flow size distribution is 
very large, the splitting rate of FLARE decreases dramatically, thus significantly 
increasing the load balancing deviation. 
3.2. Inefficient Bandwidth Utilization 
A load distribution system can be regarded as a work-conserving system (i.e., a 
system which does not incur waste in utilization of bandwidth resource) if traffic load is 
perfectly balanced at any time instance such that all outgoing paths are busy or idle at 
the same time; since no outgoing path is idle while there is input traffic waiting to be 
forwarded, there is no loss of bandwidth, i.e., efficiency of bandwidth utilization is 
maximized. Otherwise, it is a non-work-conserving system; at least one path has no 
load, while the other paths are busy, resulting in bandwidth loss on idle paths. If 
determination of a path takes into account queue length or level of path utilization, such 
system can be considered as work-conserving [29]. Otherwise, non-work-conserving 
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idle time, which is defined as the length of the period when at least one path is idle 
while others are busy, can increase infinitely if only one particular path is selected for 
























(b) Efficient bandwidth utilization in a flow-based load distribution model with adaptive path selector 
Figure 3.3. Examples of performance issue in terms of bandwidth utilization efficiency. 
Non-work-conservation is affected by the variation in the size of traffic units. If 
this variation is large, it may cause a long non-work-conservation idle time. Therefore, 
load distribution models with packet-level traffic splitting and with path selection based 
on queue length or level of path utilization can achieve the work-conserving property 
and efficient bandwidth utilization while other models with larger traffic unit and with 
different path selection schemes deliver less efficient bandwidth utilization. 




Splitting traffic into single packets causes minimal non-work-conserving idle 
time while splitting traffic into flows can cause longer non-work-conserving idle time, 
where the non-work-conserving idle time implies bandwidth loss on idle paths. Packet-
based models can achieve a small bandwidth loss whereas flow-based models have a 
higher loss. Using the RR path selector or selecting the path having the shortest queue, 
bandwidth loss can be mitigated, and work-conserving property can be achieved. 
Therefore, packet-based models with the path selectors mentioned above can achieve 
work-conserving property. However, in WRR and SRR, improper weight assignment 
can cause non-work-conservation. If a path with low bandwidth is assigned a large 
weight, a path with large bandwidth assigned a low weight will have an idle period. 
WIRR implements the interleaving mechanism; the non-work-conserving idle time can 
thus be reduced. 
On performance of flow-based models, variation in flow size distribution, which 
can be very large, can cause a significant impact. While a particular path is being used 
to forward a very large flow, other paths (having already finished forwarding shorter 
flows) are idle resulting in bandwidth loss. Bandwidth utilization efficiency can be 
affected by a large variation of flow size distribution; in addition, lack of adaptability to 
current network condition causes this problem to be exacerbated when network 
utilization increases to the high load condition. In FS, non-work-conserving idle time 
increases dramatically as the network utilization increases. 
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In contrast, LDM with adaptability to network conditions selects a least-loaded 
path; the non-work-conserving time can be decreased. However, since LDM does not 
allow changing path for a flow, when the network utilization is high, the non-work-
conserving idle time is likely to be relatively high, as compared to the other models that 
allow a flow to be split/re-routed. AFLCMF with adaptability to traffic behavior can 
switch a large flow to the other path. Similarly, LBPF and FLARE split a flow into 
several subflows; variation in size of the subflows tends to be smaller. Moreover, a 
selected path for each subflow can be switched; non-work-conserving idle time can be 
reduced. In THR and MBD-/ADBR, the selected path is always the most under-utilized 






























% Offered Load to Total Capacity
WRR FLARE LBPF LDM FS FS-D8
65%         70%         75%         80%         85%        90%         95%
 
Figure 3.4. Comparison in efficiency of bandwidth utilization. 
In the evaluation as presented in our previous work [71], we use the non-work-
conserving idle time which is the time that all queues are not in the same state (e.g., idle 
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or busy) to define the metric to evaluate bandwidth utilization efficiency. To compare 
different models in various conditions, we define the non-work-conserving idle time 
ratio as the ratio of the accumulated non-work-conserving idle time of all multiple 
paths to that of the assumed single path having the same aggregated bandwidth. In the 
best condition, this ratio should be equal to or less than 1. The higher ratio indicates 
worse bandwidth utilization efficiency because of more bandwidth loss. 
As described previously, splitting traffic into single packets can minimize non-
work-conserving idle time while splitting traffic into flows can cause longer non-work-
conserving idle time, where the non-work-conserving idle time implies bandwidth loss 
on idle paths. Fig. 3.4 shows that WRR can achieve a small non-work-conserving idle 
time whereas FS has a longer non-work-conserving idle time. When network utilization 
increases, non-work-conserving idle time in WRR increases but that in FS increases 
much more. In FS, the variation in flow size distribution and lack of adaptability to 
current network conditions dramatically increase the non-work-conserving idle time. 
The simulation results of trace D8 show that the non-work-conserving idle time can be 
very long when the variation of flow size distribution is very large. (Note that trace D8 
generates traffic having the largest variation measured over all simulation time.) In 
contrast, LDM with adaptability to network conditions selects the least-loaded path; the 
non-work-conserving time is thus significantly reduced. In addition to adaptive path 
selection, LBPF and FLARE allow splitting of a flow into subflows, and thus their non-
work-conserving idle time can be further reduced. 
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3.3. Flow Redistribution 
Flow redistribution occurs when an original flow is split and re-routed to an 
alternative path, as shown in Fig. 3.5. The degree of flow redistribution is the number 
of times that a flow is disrupted by changing the outgoing path for the packets 
originated from the same flow. For example, it becomes maximized when any 
successive two packets belonging to the same flow are forwarded via different paths. In 
a network with multiple paths, changes in the outgoing path can be caused by the 
increase or decrease in the number of available paths, and the path switching for load 
balancing. We separately discuss these two factors, i.e., the flow redistribution due to 
load balancing and the flow redistribution caused by the changes in the number of 
available paths. 
It should be noted that the degree of flow redistribution is totally different from 
the degree of disruption which is defined as the ratio of the number of flows affected by 
the increase or decrease in the number of available paths to the total number of flows. 
The degree of disruption is a performance metric to be used only for flow-
based/superflow-based models as mentioned in the previous section.   
To path i
Original flow before being split
Subflow 2
To an 




Figure 3.5. Flow redistribution. 




When a load balancing mechanism is active, the load adaptation algorithm 
balances the load between over-utilized paths and under-utilized paths, by moving 
some flows among the paths, thus causing flows redistribution. In packet-based models, 
an original flow is split into single packets; the degree of flow redistribution is very 
high. In flow-based/superflow-based models, flows are in general not split, and thus 
they do not incur flow redistribution. However, when the number of available paths 
changes (which is not a normal incident), the splitting of existing flows may become 
inevitable. This will be described later. The following models allow splitting of a flow, 
and thus can cause flow redistribution. The degree of flow redistribution depends on the 
number of affected flows. LBPF may incur only a small degree of flow redistribution 
because only the aggressive flows are moved. AFLCMF attempts to adjust the flow-
rate threshold frequently; a number of flows, which can experience changes of class 
and path switching, are disrupted. In THR, several flows aggregated in a super-flow are 
moved. MBD-/ADBR repeatedly moves several super-flows multiple times in each 
control phase. FLARE redistributes all flows having packet inter-arrival time larger 
than a certain threshold. 
In flow-based/superflow-based models, changes in the number of available 
paths can cause flow redistribution. In FS, DH, and TH, all flows are re-routed while, in 
HT, only flows with hash values close to thresholds (i.e., minimum/maximum hash 
values which are still mapped to the same path) are re-routed. In HRW, PMN-LB, and 
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LDM, only flows mapped to the deleted/failed path are re-routed; the degree of 
disruption is very small. 
Figs. 3.6(a)–(b) show normalized degrees of flow redistribution, as presented in 
our previous work [71]. The normalized degree of flow redistribution is quantified by 
the number of splits divided by the number of successive packets. The maximum value 
of the normalized degree of splits is 1, in which case input traffic is split into single 

































































    (a) Flow redistribution vs. load balancing efficiency  (b) Flow redistribution vs. bandwidth utilization efficiency 
Figure 3.6. Comparison in degree of flow redistribution. 
Fig. 3.6(a) illustrates relations between the degree of flow redistribution and 
load balancing deviation. FS and LDM, which do not split any flow, yield the minimal 
degrees of flow redistribution at the expense of very large load balancing deviations. In 
LBPF and FLARE, an increase of the splitting rate causes an increase of the degree of 
flow redistribution as the price for reducing the load balancing deviation. Since LBPF 
limits the splitting rate while FLARE does not, LBPF can maintain a smaller degree of 
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disruption but with a larger load balancing deviation. WRR, which splits a flow into 
single packets, incurs the maximal degree of flow redistribution but the minimal load 
balancing deviation. In addition, the simulation results of trace D1 show effects of 
variation in flow size distribution on the relations between load balancing efficiency 
and the degree of flow redistribution. LBPF can reduce the load balancing deviation by 
choosing a higher splitting rate, which causes an increase of degree of flow 
redistribution. In FLARE, an increase of variation in flow size distribution causes a 
reduction of the splitting rate, thus resulting in a decrease of the degree of flow 
redistribution and an increase of the load balancing deviation. 
Fig. 3.6(b) depicts relations between the degree of flow redistribution and non-
work-conserving idle time. As compared to FS, LDM (which similarly does not cause 
flow redistribution) yields a smaller non-work-conserving idle time because of its 
adaptive path-selection. In LBPF, an increase of the splitting rate causes a higher 
degree of flow redistribution, and can thus reduce the non-work-conserving idle time. 
FLARE also exhibits similar results. WRR also yields small non-work-conserving idle 
time. We can see that non-work-conserving idle time can be reduced as the number of 
splits increases. 
3.4. Packet Reordering 
In the Internet, packet reordering is not a sporadic event [52]. Actually, the 
packet reordering problem significantly impairs TCP traffic flows (which are mostly 
found in the Internet) [52], real-time traffic flows, and multimedia traffic flows [53]. In 
load balancing, packet reordering can occur when the route for a packet of an existing 
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flow changes; for example, the new route has a lower delay than the old one, as shown 
in Fig. 3.7. 
Path with Small Delay
Packets arrive in wrong sequence.
Path with Large Delay
Path with Small Delay






Figure 3.7. Occurrence of packet reordering. 
Derived in our previous work [69], the risk of packet reordering can be 
presented in terms of the probability of packet reordering, πr, as follows. 
∑ ∑ ΔΩΦ=
∈ ∈Ρ Ρi j
jiji )(),(ππ ,sr ,   (3.2) 
where πs is the probability of splitting and Φ(i,j) is the probability of the path switching 
from path i to path j, depending on the path selection strategy; Ω(Δi,j) denotes the 
conditional probability of packet reordering when the path is switched from path i to 
path j, and is a function of Δi,j, i.e., the difference of end-to-end delays between path i 
and path j. As described in [69], Ω(Δi,j) is the cumulative distribution function of the 
packet inter-arrival time; if Δi,j>0, Ω(Δi,j)>0 implies that there is a risk of packet 
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reordering; otherwise, Ω(Δi,j)=0, that is, packet reordering will never occur. The smaller 
value of Δi,j, the smaller risk of packet reordering. In addition, the occurrence of packet 
reordering is likely to increase in a network with a number of parallel paths because the 
probability that packets of a flow take paths with different delays becomes higher [54], 
[55]. 
Reordered packets arriving the destination within a certain period of time, 
referred to as the timeout period, can be successfully recovered via the reordering 
buffer, at the expense of the increase of packet delay [56], [57]. On the other hand, if 
reordered packets arrive after the timeout period is over, they are treated as lost packets, 
thus resulting in not only additional packet delay and but also inefficient network 
resource utilization for packet retransmissions. In other words, reordering can 
significantly affect the end-to-end performance as well as network performance. 
Although it is possible to reduce the occurrence of packet reordering by increasing the 
size of the reordering buffer, it comes with the price of a longer packet delay. 
Forwarding all packets bound for the same destination via the same path can 
completely prevent the reordering problem at the expense of load imbalance. These 
trade-offs need to be taken into account in mitigating the packet reordering issue. 
Discussions 
Switching the path of a flow can cause reordering of packets belonging to the 
flow if the newly selected path has a different delay. All packet-based models, which 
are non-adaptive models, incur a high risk of packet reordering. WRR and all packet-
based models with RR path selection scheme incur a high risk of packet reordering. In 
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contrast, EDPF and TS-EDPF, selecting the path having the smallest delay, can 
mitigate the packet reordering problem; however, they are only a little bit better in 
prevention of packet reordering. Selecting a path based on only the condition of having 
the smallest delay can also cause a packet to arrive at a destination earlier than a 
previously sent packet. Without any mechanism to keep the ordering information and to 
recover the sequence, packet-based models can cause the packet out-of-order problem, 
thus eventually leading to packet loss. On the other hand, if the required information 
and packet ordering recovery mechanism are equipped at the destination, packets 
arrived not in order can be re-sequenced at the expense of an additional delay for 
waiting for late packets [59], [60]. If the waiting time is too long, the late packets will 
be treated as packet loss. 
Flow-based models send all packets belonging to the same flow via the same 
path; they can maintain packet ordering. In FS and LDM, there is no risk of packet 
reordering. With an adaptive load distribution algorithm, the flow can be split and 
shifted to a different path; such modified flow-based models lose ability to completely 
prevent packet reordering. AFLCMF and MBD-/ADBR attempt to balance load 
frequently, and thus they likely cause packet reordering. In contrast, LBPF focusing on 
minimizing the number of splits can limit the risk of packet reordering; however, the 
risk of packet reordering is still relatively high as compared to that of FS and LDM. 
FLARE, splitting a flow conditionally based on traffic and network conditions, can 
maintain a low risk of packet reordering even under the traffic condition of large 
variation in flow size distribution. 













































































(a) Packet reordering vs. load imbalance  (b) Packet reordering vs. bandwidth loss 
Figure 3.8. Performance trade-offs: packet reordering vs. load imbalance and bandwidth loss. 
Presented in our previous work [71], Fig. 3.8 illustrates performance trade-offs 
between load balancing and bandwidth utilization efficiencies, on one hand, and 
prevention of packet reordering, on the other hand. FS and WRR are two extreme cases 
where each represents the opposite case. FS, which does not allow splitting of any flow, 
does not incur any risk of packet reordering whereas load balancing deviation and non-
work-conserving idle time are very large. LDM is similar to FS, but it can reduce the 
non-work-conserving idle time because of its adaptive path selection scheme. LBPF 
and FLARE, which allow splitting of a flow, incur the risk of packet reordering as the 
price for reducing the load balancing deviation and non-work-conserving idle time. 
LBPF with high splitting rate, simply denoted as LBPF, incurs a higher risk of packet 
reordering but smaller load balancing deviation and non-work-conserving idle time as 
compared to LBPF with low splitting rate, denoted as LBPF(low). Since FLARE splits 
only flows which are not expected to incur packet reordering, it can maintain a low risk 
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of packet reordering while reducing load balancing deviation and non-work-conserving 
idle time. WRR incurs the minimal load balancing deviation and non-work-conserving 
idle time, but a very high risk of packet reordering. Simulation results of trace D1 
(which generates traffic having the largest flow size variation) show effects of variation 
in flow size distribution on the trade-off between packet order preservation and load 
balancing efficiency. As the variation increases, LBPF can mitigate load balancing 
deviation but cause increased risk of packet reordering. In contrast, FLARE, which 
avoids splitting a flow having high packet-arrival rate, can maintain a low risk of 
packet reordering with increased load balancing deviation. 
3.5. Communication Overhead 
To estimate the network condition, some of adaptive load balancing models 
require communication functions, such as active network probing, network condition 
gathering, and exchange of network messages, leading to additional traffic which 
consumes the available bandwidth on the network. The additional traffic does not only 
decrease the available bandwidth for users, but also increases the network load. Ideally, 
the communication overhead should be minimized. However, the link state must be 
updated often enough to minimize the errors in the estimation of network and/or traffic 
conditions. There is a trade-off between minimizing the communication overhead and 
improving the load balancing accuracy. 
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3.6. Computational Complexity 
In multipath forwarding, a path selection algorithm executed for each packet 
arrival incurs computational load requiring a processor with enough processing power 
and resource. Computational complexity is generally used in comparison of various 
algorithms. A path selection algorithm using constant-sized table has the computational 
complexity of O(1), whereas the algorithm of finding a path of a list of n paths has the 
computational complexity of O(n). In this sense, the O(n)-complexity algorithm tends 
to produce a higher processor load. Besides, additional mechanisms for adaptability in 
selecting path can increase the computational complexity. The overall computational 
complexity of an adaptive load balancing algorithm with path selection having the 
computational complexity of O(g1(n)) and the adaptation mechanism having the 
computational complexity of O(g2(n)) is O(g1(n)+g2(n)). 
3.7. Summary 
This section describes performance issues in load distribution and then presents 
performance comparisons among the existing load distribution models which are 
mentioned in the previous section. Each model (which is described in terms of its 
internal functions in multipath forwarding mechanism, i.e., the traffic splitting and the 
path selection) is evaluated by using different criteria, adaptability for dynamic traffic 
or network condition changes, load balancing and bandwidth utilization efficiencies, 
packet ordering preservation, degree of flow redistribution, communication overhead, 
and computational complexity. In our study, it is obvious that the performance of load 
distribution models largely depends on the feature of their traffic splitting and path 
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selection schemes. Without the adaptability feature, packet-based models tend to 
balance load well but cause packet reordering while flow-based models can maintain 
packet ordering but incur load imbalance. With the adaptability feature, some problems 
can be solved at the expense of compromising some other advantages. 
The comparative performance of existing load distribution models is 
summarized in Table 3.1. In load balancing efficiency, bandwidth utilization efficiency, 
and packet order preservation, we represent the degree of the performance by the 
number of stars from one to three, which can be interpreted as follows. No star, “n/a”, 
means that the problem can occur in normal network operation and can cause severe 
problem. One star indicates that, only under some specific condition, the problem may 
not occur. Two stars can be interpreted that the problem may occur (but not frequently), 
or it can be addressed by some mechanism, or it does not have severe impact on the 
overall performance. The level of three stars indicates that the problem can be 
completely prevented or the problem does not cause any significant impact. The special 
symbol, unshaded star “☆”, indicates that the load distribution model can achieve such 
level under some special condition or with appropriate parameters only. 
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PBP-RR [3] Packet RR n/a ★ ★★★ n/a High n/a No O(1) 
WRR [33] Packet RR,TraffCon (packet counter) n/a ★★★ ★★☆ n/a High n/a No O(1) 
WIRR [35], 
[36] 
Packet RR,TraffCon (packet counter) n/a ★★★ ★★★ n/a High n/a No O(1) 
SRR [18] Packet RR,TraffCon (deficit byte counter) n/a ★★★ ★★☆ n/a High n/a No O(1) 
PWFR [38] Packet TraffCon (deficit byte counter) n/a ★★★ ★★☆ n/a High n/a No O(n) 
Packet-info-based (non-adaptive) Models 
FS [39] Flow Packet-Info, RR (for a new flow) n/a ★ ★ ★★★ No High No O(n) 
DH [3] Flow Packet-Info n/a ★ ★ ★★★ No High No O(1) 
TH [3] Super-flow Packet-Info n/a ★ ★ ★★★ No High No O(1) 
HT [3] Super-flow Packet-Info n/a ★ ★ ★★★ No Med-
ium 
No O(1) 
HRW [42] Flow Packet-Info n/a ★ ★ ★★★ No Low No O(n) 
PMN-LB 
[43] 
Flow Packet-Info n/a ★ ★ ★★★ No Low  No O(1) 
Traffic-condition-based Adaptive Models 
AFLCMF 
[45] 
Subflow Packet-Info, TrafficCon (when 
traffic condition changes) 





Packet-Info, TrafficCon (when 
splitting condition is satisfied) 
Yes ★★☆ ★★☆ ★★ Medium n/a No O(n) 
Network-condition-based Adaptive Models 
EDPF [48] Packet NetCon Yes ★★★ ★★★ ★☆ High n/a Yes O(n) 
TS-EDPF 
[49] 
Packet NetCon Yes ★★★ ★★★ ★☆ High n/a Yes O(n) 
LDM [50] Flow Packet-Info (for existing flow), 
NetCon (for a new flow) 
Yes ★☆ ★☆ ★★★ No Low Yes O(n) 
Traffic and Network-conditions-based Adaptive Models
LBPF [41] Subflow Packet-Info, TrafficCon when a 
load adaptation algorithm is 
activated 
Yes ★☆☆ ★☆☆ ★☆☆ Low-
Medium 







when splitting condition is 
satisfied) 
Yes ★★☆ ★★☆ ★★☆ Medium-
High 




Subflow Packet-Info, TrafficCon when 
delay-based splitting condition is 
satisfied 
Yes ★★☆ ★★☆ ★★★ Medium-
High 
n/a Yes O(n) 
Trade-off ** 
★: Only under some specific condition, the problem may not occur. 
★★: Problem may occur, but not frequently or can be addressed by some mechanism or does not have severe impact on overall performance. 
★★★: Problem can be completely prevented or the problem does not cause any significant impact. 
☆: Such level can be achieved under some special condition or with appropriate parameters only. 
* One side is load balancing and bandwidth utilization; the other side is packet order preservation and degree of flow redistribution. 





Chapter 4   
Effective Delay-Controlled Load Distribution 
4.1. Problems and Motivations 
Load distribution models have been applied in various kinds of networks and 
for a variety of service applications as mentioned in the introduction, and research on 
load distribution algorithms has been studied for many years. However, most of the 
researches do not focus directly on latency which has a significant impact on QoS 
required for multimedia and real-time applications. The demand for network 
infrastructure in providing low latency and low variation of latency network services 
that can support the delay-sensitive applications is a major driving force for this work.  
Delay-related Issues 
Total packet-delay is the time to successfully transmit a packet, i.e., end-to-end 
delay in transmitting a packet and additional time required in packet reordering 
recovery. End-to-end delay is the time it takes a packet to travel across the network 
from one end to the other end, consisting of fixed delay (i.e., propagation delay), Dp, 
and queueing delay, Qp. Unless otherwise stated, the term “packet delay” refers to the 
total packet-delay consisting of the end-to-end delay time and packet reordering 
recovery time (Dr), i.e., packet delay = Dp + Qp + Dr, whereas “packet delay variation” 
refers to the variation in the end-to-end delay of packets successively arrived at a 
destination. Load imbalance problem causes a large end-to-end delay and a large 
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difference in delay among multiple paths. The large difference in delay brings about a 
significant variation in packet delay and a high risk of packet reordering (in packet-
based models), leading to a large Dr. The packet reordering itself, large packet delay, 
and large variation in packet delay can significantly degrade QoS required for 
multimedia data transmission as well as real-time applications [57], [72], [73].  
Flow-based models can completely prevent packet reordering. The major 
drawback of the flow-based models is the inability to deal with variation of flow size 
distribution [41], thus leading to the load imbalance problem. Flow-based models can 
cause large variation in packet delay, affected from overload and, consequently, the 
large Qp (causing a large end-to-end delay) on a particular path. Variants of flow-based 
models, e.g., LBPF and FLARE, allow switching a path for some of the packets in the 
same flow (increasing πs and Φ(i,j) in Equation (3.2)) improve load balancing 
efficiency at the price of a risk of packet reordering (increasing πr), and vice versa. So 
there is a trade-off between small Qp and small Dr. Therefore, packet delay cannot be 
effectively reduced by the existing load distribution models. 
Possible Solution 
Since packet-based load distribution models having a large πs and Φ(i,j) can 
achieve competent load balancing efficiency, they can minimize Qp. However, the 
major drawback is their inability to maintain per-flow packet ordering. This leads to a 
high degree of packet reordering [54], [55], [56], thus resulting in the large Dr induced 
by packet reordering recovery. According to Equation (3.2), probability of packet 
reordering can decrease when Δi,j decreases, as illustrated by Fig. 4.1. Therefore, a load 
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distribution model that can effectively reduce total packet delay should be a packet-
based model which can reduce Δi,j without decreasing πs and Φ(i,j).  
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Figure 4.1. Probability of packet reordering when path is switched. 

























Figure 4.2. Description of the proposed model, E-DCLD. 
We propose Effective Delay-Controlled Load Distribution (E-DCLD) model 
[70] that can outperform the existing models in solving the delay-related problems. Fig. 
4.2 shows the functional block diagram of E-DCLD. E-DCLD takes into account of 
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input traffic rate and the instantaneous queue size, which are locally available 
information, in determining the traffic splitting vector in load distribution control, and 
thereby properly responding to network condition without additional network overhead. 
In the path selector, we implement the surplus-round-robin (SRR) load sharing 
algorithm [18] which does not restrict weights to be integers. This is suitable for our 
work since the calculated traffic splitting vector is typically not an integer. The traffic 
splitting vector determination and adaptive load adaptation algorithms, which are 
improved from our previous work, DCLD [68], are detailed in the next subsection. 
4.3. Load Distribution Control 
Let P be a set of multiple paths. For ∀p∈P, we formulate the cost function of 
path p, which is a function of the estimated end-to-end delay consisting of the fixed 













    (4.1) 
The fixed delay (i.e., propagation delay) of path p is the first term, denoted by Dp. The 
variable delay focused in our work is the queueing delay which varies according to the 
input traffic rate (λ), the bandwidth capacity of the path (μp), and the traffic splitting 
ratio (ψp). With the assumption that input traffic is a combination of Poisson traffic and 
unknown traffic which cannot be identified, the queueing delay is modeled as a mixture 
of an M/M/1 queue (which has low complexity as compared to other queueing models) 
and a measurement. Therefore, with a weight factor w, the queueing delay is obtained 
by averaging the second term which is the average queueing delay derived from the 
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M/M/1 model and the third term which is the waiting time of the current packet at an 
input queue having queue size of qp with unknown queueing model, thus measured as 
qp/μp. With a small value, w→0, E-DCLD calculates the queueing delay by using the 
M/M/1 model, which is similar to the DCLD model and is accurate under the Poisson 
traffic condition. On the other hand, with a large value, w→1, the queueing delay is 
calculated only from the queue size, which is almost similar to the LLF model (i.e., a 
packet-based model with LLF path selection scheme) that can decrease the average 
queue size but is likely to increase the risk of packet reordering. From Equation (4.1), 
the optimal splitting vector can be derived by solving the optimization problem: 
Maximize  )(max ppp
C ψ
Ρ∈





pψ    and 10 ≤≤≤ λ
μ
ψ pp .  
The traffic splitting vector, ψ n = {ψpn} for all p∈P, consists of the control variables of 
the problem described in Equation (4.2) and the proportion of traffic allocated to path p 








ψ 0:          (4.3) 
4.4. Load Adaptation Algorithm 
When the mth packet arrives (at a diverging point of input traffic), the packet 
arrival rate λ and instantaneous queue size qp measured from the input traffic and the 
input queue, respectively, are used to calculate the estimated end-to-end delay of each 
path according to Equation (4.1). While the traffic load is distributed to the multiple 
paths in a round-robin manner, the load adaptor decreases load on the path having the 
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largest estimated delay (i.e., pworst), and then increases load on the path having the 
smallest estimated delay (i.e., pbest) by the same amount of the reduced load. For each 
arrived packet, the load adaptor performs the load adaptation algorithm (to adjust traffic 
splitting vector) described in Fig. 4.3 and change of path costs can be shown in Fig. 4.4. 
 
Figure 4.3. Load adaptation algorithm for E-DCLD. 
1. Calculate Cp(ψp) by using Equation (4.1) for each p∈P. 
2. Among all paths, select pworst∈P having the maximum cost and select pbest∈P 
having the minimum cost. 
3. Calculate Δψ such that 
( ) ( )ψψψψ Δ+=Δ−
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4. To avoid a negative value of the traffic splitting ratio on path pworst (i.e., 
0<
worstpψ ) and overload on path pbest (i.e., λμψ /bestbest pp > ), Δψ must be 
appropriately determined by 
),min( ψψψ Δ←Δ







5. Update  ψψψ Δ−= −1mp
m




p bestbest  
for all paths p∈P except pbest and pworst, 
1−= mp
m
p ψψ . 


























Figure 4.4. Change of path costs. 
For each packet arrival, m, the splitting vector is adjusted and the difference among the 
path costs is reduced, according to Equation (4.4). When m→∞, the cost of each path 
will converge to the same value, which allows us to achieve the objective function in 
Equation (4.2). The proofs of convergence and optimization are given in [70]. 
4.5. Performance Analysis 
4.5.1. Simulation Environment 
We analyze the performance of E-DCLD and present simulation-based 
verifications, in terms of end-to-end delay, packet delay variation, risk of packet 
reordering, and total packet delay. First, we show that E-DCLD can reduce end-to-end 
delay. Then, we show that it can also reduce variation in end-to-end delay, which 
allows us to achieve smaller variation in packet delay and relatively low risk of packet 
reordering among packet-based models. To verify the analysis, we conduct simulations 
under the environment as shown in Fig. 4.5 from the view point of a source having 
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multiple paths to a destination. Fig. 4.5(a) demonstrates the multiple paths established 
over 3G network, wireless LAN, and WiMAX. Fig. 4.5(b) shows an analytical model 


































with λ varying from
0.8 to 7.2 Mbps.
Three Independent 
Poisson Flows with
λ1: λ2: λ3 = 1:2:3
 
(b) Analytical model of the multipath network 
Figure 4.5. Simulation environment – Poisson input traffic. 
The input traffic from the source will be split into three multiple paths (K=3) 
having aggregated bandwidth (μ) of 8 Mbps and having ratios of bandwidth capacity 
(among the parallel paths) of 1:2:3. The service time of a packet is assumed to be 
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exponentially distributed where the mean service time is inversely proportional to the 
bandwidth capacity, i.e., 1/μ. With the multiple paths, each load distribution model is 1-
hour-long simulated under the load condition varying from low to high. Input traffic 
consists of three independent Poisson flows, each of which has the ratio of mean packet 
arrival rate corresponding to that of the bandwidth capacity of the parallel paths, i.e., 
1:2:3, where the mean packet arrival rate is chosen such that the ratio of the mean 
offered load to the mean service rate (λ/μ) varies from 0.1 to 0.9 with a step size of 0.1 
for each simulation round of each model. We assume that all paths have no fixed-delay 
(i.e., zero propagation delay) since its effect on determination of the traffic splitting 
vector has already been discussed in [41]. For all simulations, the run-time parameter 
for E-DCLD, w, is chosen to be 0.5, and parameters for candidate models are chosen by 
following the guidelines in their respective papers. SRR, LLF, FS, LBPF, and FLARE 
are candidates for comparisons. In SRR, the numbers of credits assigned for path 1, 
path 2, and path 3 are 1, 2, and 3, respectively, corresponding to bandwidth capacities 
of the paths. In LBPF, the size of the table for recording aggressive flows is 1, the 
length of the observation window (W) is 1000, and period of adaptation (P) is 20; that 
is, the table will be updated for every 1000 packets and the largest flow recorded in the 
table will be switched to a new path for every 20 packets. 
4.5.2. End-to-End Delay 
This is an important network latency experienced by all packets and constituted 
by propagation delay and queueing delay. Theoretically, if the input traffic is Poisson 
and path p is randomly selected with probability ψp while at least one packet is being 
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forwarded via the path, with the assumption that 1/μp is the (expected) service time in 
sending a packet to its destination and qp/μp is the (expected) waiting time of the packet 
in the queue, the cost value obtained from the cost function Cp in Equation (4.1) will be 
close to the (expected) end-to-end delay of path p. In a long-run system where the rate 
of input traffic is quasi-static during a short update-period, with the optimal traffic 
splitting vector ψ*, all paths have (almost) the same delay. The maximum path delay is 































E-DCLD w=0.50 (End-to-End Delay)
 
Figure 4.6. Mean end-to-end delay when input traffic is Poisson. 
Fig. 4.6 compares the means of end-to-end delays achieved by various models. E-
DCLD achieves smaller end-to-end delay than that of SRR even though weights (i.e., 
quantum [18]) chosen in SRR are proportional to bandwidth capacities of the multiple 
paths. Among the packet-based models, LLF is possible to keep a small end-to-end 
delay since only the path having the smallest queue size is selected for sending a 
packet. LLF selects the path based on the queue size and should be able to maintain the 
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smallest end-to-end delay. Only under the condition of high load, LLF achieves a little 
bit smaller delay than that of E-DCLD. Fig. 4.6 also shows that flow-based models like 
FS and LBPF incur large delay due to variation in the flow size distribution. The 
simulation environment of FS is set up such that FS achieves near-perfect load balance; 
however, its end-to-end delay is still large. Note that the simulated environment of FS 
is not compatible with a real network, implying that its end-to-end delay is likely to be 
much larger than that in the simulation. 
4.5.3. Packet Delay Variation 
Since E-DCLD tries to minimize the difference among path delays of all paths, 
|Δi,j| is thus reduced. As compared to E-DCLD and the other packet-based models, 
flow-based models can cause large variation in packet delay, affected from overload 
and, consequently, large end-to-end delay on a particular path. Fig. 4.7 presents the 

































Figure 4.7. Coefficient of variation of end-to-end delay when input traffic is Poisson. 
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Fig. 4.8 shows that E-DCLD aiming to reduce |Δi,j| achieves the least delay variation. 


































Figure 4.8. Packet delay variation when input traffic is Poisson. 
4.5.4. Risk of Packet Reordering 
According to Equation (3.2), E-DCLD aiming to minimize |Δi,j| strives to 
maintain a low risk of packet reordering [69], [70]. As compared to E-DCLD, packet-
based models such as SRR and LLF can cause a high risk of packet reordering [67]. 
Especially, LLF, which only chooses the path with the shortest queue, is highly likely 
to have Δi,j>0, implying that it can cause a high risk of packet reordering. Fig. 4.9 
shows that E-DCLD, which can decrease the variation among end-to-end delays as 
illustrated in Fig. 4.7, can thus reduce the risk of packet reordering while the other 
packet-based models like SRR and LLF incurring large variation among end-to-end 
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delays induce a high risk of packet reordering. The variation in the end-to-end delay 
does not induce risk of packet reordering for FS which does not change path for all 
packets in the same flow, but does induce the risk of packet reordering for LBPF which 






























Figure 4.9. Risk of packet reordering when input traffic is Poisson. 
4.5.5. Total Packet Delay 
The total packet delay is the delay experienced by users. It includes two factors: 
end-to-end delay and additional time delay required for packet ordering recovery. E-
DCLD aims to decrease both of the two factors and can thus efficiently reduce the total 
packet delay. SRR and LLF can cause a high risk of packet reordering, and 
consequently require long time for packet reordering recovery, whereas FS, LBPF, and 
FLARE can cause a large end-to-end delay. As illustrated in Fig. 4.10, E-DCLD 
achieves both low end-to-end delay and low risk of packet reordering, and thus can 
maintain a small (total) packet delay. 









































Figure 4.10. Mean total (packet) delay when input traffic is Poisson. 
4.6. Performance Evaluations Based on Real Traffic 




















Fixed Delay 0  




















Fixed Delay 3  
(b) Simulation scenario II – Unequal fixed delays: D1=1 ms, D2=2 ms, D3=3ms 
Figure 4.11. Simulation scenarios – input traffic generated from traces of real traffic. 
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We demonstrate and discuss comparative performance under various conditions 
of real traffics (not Poisson) under the environment shown in Fig. 4.11. Simulations in 
Fig. 4.11(a) are conducted to evaluate E-DCLD with equal fixed delays (which are 
assumed to be 0 for simplicity) in order to specifically emphasize the advantage of the 
additional component of E-DCLD over DCLD, whereas those with different fixed 
delays in Fig. 4.11(b) are conducted to demonstrate the superior performance of E-
DCLD in such a realistic environment. This will be discussed in the next subsections. 
Simulation setups in this subsection are almost similar to that in the previous subsection 
with the following exceptions. 
For each simulation scenario, five simulation sub-scenarios are conducted to 
show the performance of each load distribution model, by using 1-hour long real traffic 
traces [58], i.e., DS1, DS2, DS3, DS4, and DS5, which contain wide-area traffics at 
primary Internet access point between Digital Equipment Corporation and the rest of 
the world, where characteristics of the traces are listed in Table 4.1 and depicted by Fig. 
4.12. Bandwidth capacities (or mean service rates) of path 1, path 2, and path 3 are 1, 4, 
and 7 Mbps, respectively; the total bandwidth capacity of the multiple paths is 12 
Mbps. As compared to the bandwidth capacities, traffics generated from trace DS1 and 
DS2 cause moderate load whereas those generated from trace DS3 and DS4 incur 
heavy load and some load-spikes. Moreover, we use trace DS5 to generate extremely 
heavy traffic, having maximum offered load much higher than the total bandwidth 
capacity, thus incurring overload on the multiple paths. 
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Traffic Rate (Mbps.) # 
Different 
Flows 
Flow Size (Packets) Flow Rate (Flows/Second) 
Mean Min. Max. Mean CV Mean Min. Max. 
DS1 0.83 1.84 0.82 3.58 38032 21.82 16.13 145.23 77 209 
DS2 1.19 2.64 0.55 3.68 58025 20.46 33.09 174.85 50 257 
DS3 2.66 5.91 2.07 13.65 5865 453.87 7.52 137.89 77 204 
DS4 2.87 6.38 0.46 12.24 12903 222.71 5.98 175.32 44 247 
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Figure 4.12. Traffics characteristics. 
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With the set-up simulation environment, E-DCLD, SRR, LLF, LBPF, and 
FLARE are evaluated. In SRR, the numbers of credits assigned for path 1, path 2, and 
path 3 are 1, 4, and 7, respectively. In LBPF, the size of the table is 20, W=1000, and 
P=20. In FLARE, δ is set to 50 ms (i.e., minimum of inter-arrival time threshold), the 
numbers of credits assigned for the paths are similar to those in SRR, and round-trip-
delay is examined every 500 ms. Since performance of LBPF and FLARE is better than 
that of a conventional flow-based model, LBPF and FLARE will be used as 
representatives of flow-based models in the comparisons. 
4.6.2. Simulation Scenario I – Equal Fixed Delays 
In this simulation scenario, all fixed delays are assumed to be equal: D1 = D2 = 
D3 = 0. Performance comparisons are presented and discussed as follows. 
End-to-End Delay 
Fig. 4.13 shows that E-DCLD achieves smaller end-to-end delay as compared to 
the other models. LBPF and FLARE, which are flow-based models, cause congestion 
and thus lead to a large delay even though they try to split large flows and dynamically 
adjust the amount of load assigned on each path. As compared to LBPF, FLARE 
decreases the probability of splitting dramatically as the input traffic rate increases 
significantly with input traffics generated from traces DS3 and DS5, which have large 
mean and variation of flow size distribution. Among packet-based models, LLF, which 
selects the path with the smallest queue size, should achieve the smallest delay. 
However, when traffic load is so low that two (or more) queues are idle, LLF cannot 
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find the smallest-delay path. As compared to E-DCLD, LLF has comparable 
performance only if the network is so congested that all paths have long queues as 
shown by the simulation results under the condition of heavy traffic generated from 
trace DS5. However, in most cases, E-DCLD taking into account of input traffic and 
queue size in calculating path delay can decrease the end-to-end delay. As compared to 
SRR, E-DCLD with adaptive weight adjustment using our proposed load adaptation 













































Figure 4.13. Mean end-to-end delay under input traffic generated from traces of real traffic 
and multiple paths having D1=D2=D3=0. 
Packet Delay Variation 
Fig. 4.14 shows that E-DCLD maintains low variation among end-to-end delays 
as compared to the variations caused by the other candidates. In the LLF model, 
choosing only the path with the smallest queue still causes larger variation of the end-
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to-end delay. In LBPF and FLARE, congestion or overload on a particular path causes 
a significantly large degree of variation, especially, under heavy load induced by traffic 
traces DS3, DS4, and DS5. Moreover, Fig. 4.15 shows that E-DCLD can efficiently 
mitigate variation in the end-to-end delay caused by the overloaded paths. Fig. 4.15(a) 
illustrates the raw traffic generated from trace DS3 as well as the capacities of path 1, 2, 
and 3, and the total capacity of multiple paths. Figs. 4.15(b)–(f) demonstrate the 
performance among all models, and the evidence that E-DCLD can maintain the 
smallest delay variation. Under various traffic conditions, Fig. 4.16 shows packet delay 














































Figure 4.14. Coefficient of variation of end-to-end delay under input traffic generated from traces of real 
traffic and multiple paths having D1=D2=D3=0. 

























































































(c)    (d) 
FLARE (δ ≥ 50 ms, Weights 1:4:7, and 























Figure 4.15. (a)–(e) Packet delay variation under traffic generated from trace DS3 when load distribution 
models, E-DCLD, SRR, LLF, LBPF, and FLARE, are employed, respectively, 
and multiple paths having D1=D2=D3=0. 















































Figure 4.16. Packet delay variation under input traffic generated from traces of real traffic 
and multiple paths having D1=D2=D3=0. 
Risk of Packet Reordering 
Fig. 4.17 illustrates that E-DCLD can efficiently alleviate packet reordering 
which inherently exists in packet-based models such as SRR and LLF. SRR, which 
sends packets in a round robin manner, does not have any additional mechanism to 
prevent packet reordering, and consequently causes a high risk of packet reordering. 
LLF, which chooses only the path with the shortest queue size, also causes a very high 
risk of packet reordering. 
Theoretically, flow-based models which send all packets belonging to the same 
flow via the same path have no risk of packet reordering. However, variants of flow-
based models allow switching a path for some of the packets to improve load balancing 
efficiency at the price of a risk of packet reordering. The trade-off between improving 
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load balancing and maintaining a low risk of packet reordering depends on the 
respective algorithms as well as their set parameters. LBPF splits a group of largest 
flows, thus causing the risk of packet reordering. FLARE splits only flows with packet 
inter-arrival time which is small enough, and hence does not cause packet reordering 













































Figure 4.17. Risk of packet reordering under input traffic generated from traces of real traffic 
and multiple path having D1=D2=D3=0. 
Total Packet Delay 
Similar to the results of simulations conducted under the condition of Poisson 
traffic, the total (packet) delay achieved by various models is illustrated in Fig. 4.18. E-
DCLD, having both low end-to-end delay and low risk of packet reordering, exhibits 
superiority in mitigating the total packet delay as compared to the other models. The 
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other packet-based models (such as SRR and LLF) have a high risk of packet 
reordering, thus leading to a large total delay whereas flow-based models (such as 
LBPF and FLARE) incur a large total delay because of a large end-to-end delay and a 













































Figure 4.18. Mean (total) packet delay under input traffic generated from traces of real traffic 
and multiple path having D1=D2=D3=0. 
4.6.3. Simulation Scenario II – Unequal Fixed Delays 
 When each path has different fixed delays: D1 = 1 ms, D2 = 2 ms, and D3 = 3 ms; 
path 1 has the smallest bandwidth but has the smallest fixed delay whereas path 3 has 
the largest bandwidth but has the largest fixed delay. The fixed delay becomes one of 
the key parameters in determining the traffic splitting vectors in the E-DCLD model. 
Table 4.2 shows that the number of packets sent via path 3 decreases while the numbers 
of packets sent via path 1 and path 2 increase, as compared to the results when all fixed 
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delays are equal. This indicates the change of preference for the paths, which depicts 
effect of fixed delay on load distribution control. 












Path 1 (%) 
# Packets 
Sent via 
Path 2 (%) 
# Packets 
Sent via 
Path 3 (%) 
# Packets 
Sent via 
Path 1 (%) 
# Packets 
Sent via 
Path 2 (%) 
# Packets 
Sent via 
Path 3 (%) 
DS1 0.00 6.76 93.24 0.00 32.17 67.82 
DS2 0.00 9.45 90.55 0.00 33.64 66.36 
DS3 0.93 28.32 70.75 1.18 35.38 63.44 
DS4 0.87 29.49 69.64 1.16 34.81 64.03 
DS5 3.45 32.48 64.06 3.93 33.55 62.52 
 
Next, we examine E-DCLD’s performance; the results show that E-DCLD still 
outperforms the other models. E-DCLD can reduce the end-to-end delay (as illustrated 
in Fig. 4.19) and variation among the end-to-end delays (as illustrated in Fig. 4.20) such 
that the packet delay variation and risk of packet reordering can be significantly 
reduced, as illustrated in Fig. 4.21 and Fig. 4.22, respectively. Likewise, the packet 
delay can be decreased as illustrated in Fig. 4.23. 
 
 















































Figure 4.19. Mean end-to-end delay under input traffic generated from traces of real traffic 













































Figure 4.20. Coefficient of variation of end-to-end delay under input traffic generated from traces of real 
traffic and multiple paths having D1=1, D2=2, D3=3. 















































Figure 4.21. Packet delay variation under input traffic generated from traces of real traffic 













































Figure 4.22. Risk of packet reordering under input traffic generated from traces of real traffic 
and multiple paths having D1=1, D2=2, D3=3. 















































Figure 4.23. Mean (total) packet delay under input traffic generated from traces of real traffic 
and multiple paths having D1=1, D2=2, D3=3. 
4.7. Summary 
Since an effective model of load distribution is important to efficiently utilize 
multiple available paths for multimedia data transmission and real-time applications 
which are sensitive to packet delay, packet delay variation, and packet reordering, we 
have proposed a novel load distribution model, E-DCLD, which aims to minimize the 
difference among end-to-end delays by using locally available information. By doing 
so, the packet delay variation can be reduced and thus the risk of packet reordering is 
minimized, without incurring additional network overhead. When the risk of packet 
reordering is small, the extra time required for the packet reordering recovery process is 
likely small. Therefore, minimizing the difference of end-to-end delays can maintain 
not only a small end-to-end delay but also the packet reordering recovery time. In order 
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to justify the superior performance of E-DCLD, we have provided comparative 
performance among E-DCLD and the current existing models by analysis and by 






Chapter 5   
Concluding Remarks 
The demand for network infrastructure in providing high-speed and high-quality 
broadband network services that can support multimedia and real-time applications has 
been motivation for research and development of a traffic load distribution scheme. 
Bandwidth aggregation and network-load balancing are challenging research problems, 
and a large number of traffic load distribution approaches have been proposed. 
However, a majority of the solutions do not focus on delay-related issues which have a 
significant impact on multimedia and real-time applications. The primary contributions 
of this dissertation are a survey on load distribution models and a study towards an 
effective model of load distribution for the delay-sensitive applications. 
The first primary research contribution is a comprehensive review of various 
load distribution models, which provides useful information for research in this area, 
e.g., collection, summarized descriptions, classification, analysis, and comparison of  
the existing load distribution models. Each model is described and classified in terms of 
its internal functions in multipath forwarding mechanism, i.e., the traffic splitting and 
the path selection. Significant performance issues in load distribution are presented. 
The performance of each model is evaluated by using different criteria, adaptability for 
dynamic traffic or network condition changes, load balancing and bandwidth utilization 
efficiencies, packet ordering preservation, degree of flow redistribution, 
communication overhead, and computational complexity. In this study, it is obvious 
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that the performance of load distribution models largely depends on the feature of their 
traffic splitting and path selection schemes. Moreover, we proposed an analytical model 
which can be used to estimate risk of packet ordering. 
In the second primary research contribution, based on the study of existing load 
distribution models obtained from the survey, we proposed an effective model of load 
distribution (i.e., E-DCLD) that is essential to efficiently utilize multiple parallel paths 
for multimedia data transmission and real-time applications. First, delay-related issues 
caused by load distribution, which is necessary for developing a delay-controlled load 
distribution model, are described. Then we present E-DCLD which aims to minimize 
the difference among end-to-end delays by using locally available information. 
Variation in end-to-end delay can be reduced and thus the packet delay variation and 
risk of packet reordering are minimized, without incurring additional network over-
head. When the risk of packet reordering is small, the extra time required for the packet 
reordering recovery process is likely small. Therefore, E-DCLD can overcome delay-
related issues. For the future work, since E-DCLD does not contain any complex 
component, it can be incorporated into various applications, e.g., load balancing in 
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