Purpose: Quality control plays an increasingly important role in quantitative PET imaging and is typically performed using phantoms. The purpose of this work was to develop and validate a fully automated analysis method for two common PET/CT quality assurance phantoms: the NEMA NU-2 IQ and SNMMI/CTN oncology phantom. The algorithm was designed to only utilize the PET scan to enable the analysis of phantoms with thin-walled inserts. Methods: We introduce a model-based method for automated analysis of phantoms with spherical inserts. Models are first constructed for each type of phantom to be analyzed. A robust insert detection algorithm uses the model to locate all inserts inside the phantom. First, candidates for inserts are detected using a scale-space detection approach. Second, candidates are given an initial label using a score-based optimization algorithm. Third, a robust model fitting step aligns the phantom model to the initial labeling and fixes incorrect labels. Finally, the detected insert locations are refined and measurements are taken for each insert and several background regions. In addition, an approach for automated selection of NEMA and CTN phantom models is presented.
INTRODUCTION
Positron emission tomography is a quantitative imaging technique that uses a radioactive tracer to quantitatively image regions of physiologic activity in the body defined by the radiopharmaceutical used in the imaging study. Currently all manufactured PET devices are mechanically coupled with a CT scanner to provide both attenuation correction information and anatomic correlation. PET is commonly used in clinical trials as a more sensitive means of staging initial disease extent and to assess changes in tumor activity after treatment that may be detected sooner than changes in tumor volume, resulting in a faster and more accurate indication of treatment response. Many studies in the last two decades have assessed PET imaging as an enhanced indicator of response. [1] [2] [3] [4] However, differences among imaging protocols, image reconstructions, and inherent imaging properties of commercial PET/ CT systems complicate reproducible quantitation. This is particularly problematic in multi-institutional trials that may use a variety of PET/CT scanners with different imaging routines and reconstructions. Quality control within imaging centers is often performed using PET phantoms. PET phantoms have an advantage over real subjects, because object volumes and the true radioactivity concentration (the native quantitative output of PET scans) throughout the phantom are known. Phantom tests are also routinely used to qualify imaging centers for clinical trials when imaged under standardized protocols that define reconstruction and other imaging parameters. Efforts to harmonize PET quantitation across imaging centers are the subject of recent research. [5] [6] [7] [8] These efforts adhere to standardized imaging protocols and utilize PET image quality (IQ) phantoms to determine quantitative characteristics from different PET/CT scanner models and image reconstruction parameters.
Sources of variability should be minimized in PET standardization and harmonization efforts to facilitate valid comparison of quantitative results. Phantom measurements are the most common and accurate means to characterize and compare quantitative characteristics of PET imaging systems. Quantitative analysis of phantoms typically involves manual analysis, which requires the placement of circular or spherical regions of interest (ROIs) at internal phantom features (inserts) or background regions. This process can be time intensive, especially for studies with multiple scans. In addition, smaller inserts, or inserts at lower contrast, may be difficult to locate by a human reader. Moreover, manual techniques inevitably introduce inter-and intraoperator variability, hence defeating some of the central goals of the phantom analyses. Measurements such as the maximum uptake of a ROI are relatively insensitive to the placement of the ROI. However, more advanced measures (e.g., peak, 1 mean, standard deviation, etc.) are more dependent on ROI placement. Clinical trials routinely require these phantom analyses, but more recently, national and international efforts to enforce image quality and quantitative imaging standards have been implemented, resulting in mandated reports of phantom-based measurement of PET scanner performance. As a consequence, virtually all sites, including community hospitals with limited imaging expertise, are being asked to perform and sometimes analyze phantom studies. The proposed automated analysis software and algorithms described in this paper are designed to address all of the above practical and important clinical considerations.
We propose a fully automated method for quantitation of phantoms with spherical inserts. The method is evaluated on the National Electrical Manufacturers Association (NEMA) image quality phantom (currently used by the European Association of Nuclear Medicine Research Limited (EARL) 9 ) and the Society of Nuclear Medicine and Molecular Imaging/Clinical Trials Network (SNMMI/CTN) oncology phantom. These are the most commonly deployed PET/ CT phantoms. Our approach is generalizable and can be modified to handle phantoms other than these commonly utilized phantoms. Previous works rely on CT information for insert detection and localization. 10, 11 However, these approaches cannot be utilized when inserts are invisible in CT. To address this limitation, our method only utilizes the PET image for insert detection. In addition, to deal with partial volume effects, we use an analytical measurement approach. Our fully automated approach is validated for accuracy against an independent reference standard of 35 PET scans of different instances of two phantoms (NEMA and CTN) with variable image quality and contrast levels, which were acquired on multiple PET/CT systems at multiple sites.
Due to its utility and potential to simplify PET scanner quality control, we are planning to make our method available to the PET imaging community. More information and updates regarding this effort can be found at http://qin.iibi.uiowa.edu/ppa.
PHANTOMS
The PET/CT phantoms are typically designed to provide several performance measurements that assess imaging properties of the scanner. Two of the most important measurements for PET/CT scanners are quantitative calibration (typically measured in a uniform region of the phantom) and measurement of the partial volume effect as a function of object size (typically performed through imaging spheres of various sizes arranged inside of the phantom). Two of the most commonly used phantoms for this purpose are the NEMA NU-2 IQ phantom [ Fig. 1(a) ] and the SNMMI/ CTN chest oncology phantom [ Fig. 1(d) ]. Both are wellestablished and have seen widespread international use as scanner validation phantoms for both clinical trials and clinical practice. Each phantom has thin-walled spherical inserts of various sizes arranged in the interior of the phantom. When used as a validation phantom for clinical trials, all spheres typically contain a concentration of radioactivity higher than the background concentration at a constant contrast ratio to the background. Table I summarizes the size and local background region for each spherical insert for both phantoms.
2.A. NEMA NU-2 IQ Phantom
The NEMA phantom has six spherical inserts with diameters ranging from 10 to 37 mm arranged in a circular pattern. Inserts are labeled 1 to 6, starting with the largest insert [ Fig. 1(b) ]. All inserts are located in a uniform background with a lower concentration of tracer. For the purpose of this work, all inserts are filled with tracer solution 9.7:1 activity ratio over background. This activity ratio is used both by EARL 9 and the National Cancer Institute reconstruction harmonization initiative. Automated analysis methods have been proposed for the NEMA phantom. Bergmann et al. 10 utilized an automated analysis approach for the NEMA NU-2 2001 protocol. 12 Their approach registers a standard contour of the inside of the phantom body to the contour taken from the center slice of the CT image. No publication was found that validates their method. Pierce et al. 11 developed and validated an automated analysis algorithm for the EARL protocol. Their approach starts by estimating the centers of the three largest spheres in the PET image. These centers are transferred to the CT image and refined using a hollow sphere template filter in a local region around each center. The centers of the smallest three spheres are estimated using the known arrangement of inserts in the phantom and then refined using the same filter method in CT. All six centers are transferred back to the PET volume and refined to best fit the PET data. Thus, their approach relies on visible insert walls in CT. Such an approach can be problematic with thin insert walls or insert walls with nearly equivalent radiodensity to water.
2.B. SNMMI/CTN phantom
A newer image quality phantom with a more complex and clinically relevant design is the SNMMI/CTN chest oncology phantom. Six of the twelve inserts in the CTN phantom are identical in size to the inserts in the NEMA phantom and Another challenge is the ability to separate the two 10 mm lung spheres (inserts 11 and 12) in close proximity. Programmatically, the CTN phantom spheres are filled at a 4:1 insert to background activity ratio in uniform regions. In this study, both a 4:1 and 2:1 activity ratio were used to challenge the automated segmentation algorithm. Therefore, the CTN phantom data are more challenging in regard to object detection, resolution, and contrast recovery than the NEMA phantom data. Moreover, the material of the hollow spheres in the CTN phantom has a radiodensity that is almost identical to that of water. Because of this, the insert walls are nearly invisible in CT, forcing analysis of inserts to mainly rely on the PET scan.
To our knowledge, no automated analysis approach currently exists for the newer CTN phantom.
IMAGE DATA
A diverse set of PET phantom scans were utilized to develop and validate the proposed approach. A total of 54 PET phantom scans were used for method development (development set). A separate set of 35 scans was used for validation (validation set). Table II summarizes the image characteristics of both sets. Image data were collected as part of the NIH NCI project R01CA169072. Figure 2 shows some examples of CTN phantom images. Low contrast and high noise make manual analysis difficult in some cases. Also, the corresponding CT image [ Fig. 2(c) ] does not reveal insert wall locations, as the radiodensity of the plastic is nearly identical to water.
METHODS
We developed a fully automated analysis approach that locates and measures inserts inside the phantoms. The method is based on a scale-space-based insert detection step, followed by a robust model matching approach. Thus only relevant information (i.e., insert location and relative constellation to other inserts of the phantom) is considered. Compared to using a phantom volume template combined with a simple registration method for aligning the template with the scan to process, our approach has several advantages. First, compared to volume registration, no initialization is required, which is typically performed manually. Thus, our method is deterministic and not prone to getting stuck in local minima. Second, since only relevant image information is utilized, our approach is faster. Third, our approach is better equipped to handle manufacturing tolerances leading to local variation in insert location.
During method development, the development set described in Section 3 was utilized. Before model-based analysis, a model for each of the two phantom types is created (Section 4.A). Models are utilized to increase the robustness of the insert detection algorithm, which is described in Section 4.B. After the inserts are located, measurements are taken inside spherical ROIs for each insert and several background regions (Section 4.C.)
4.A. Building phantom models
Models of each phantom are utilized to add robustness to the automated analysis approach. Each model consists of a set of labels that represent the phantom inserts. Let a model L be represented by L ¼ fl i ji ¼ 1; 2; . . .; n ROI g where l i represents the label associated with insert i and n ROI denotes the number of inserts in the phantom. Each label is associated with information about the insert size and relative position of the insert. Let the notation s(l i ) represent the size (diameter) of insert i and let d(l i ,l j ) represent the Euclidean distance between insert i and another insert j.
Manufacturing tolerances during construction of the phantoms cause no two phantoms to be perfectly alike. Moreover, detected center-to-center distances of the inserts in the image data can deviate from the expected values. This is due in part to PET reconstruction parameters, center detection inaccuracies, partial volume effects, and noise. Therefore, to build a realistic model, an estimate for the standard deviation of center-to-center distance r d is required. The methods for determining r d and the distances between inserts for the different phantom types are described below.
4.A.1. NEMA NU-2 IQ phantom model
The inserts of the NEMA phantom follow a known arrangement in a three-dimensional space. As shown in Figs. 1(b) and 1(c), the position of the inserts can vary among phantom constructions, but the relative distances between insert pairs should not change within a single phantom. The centers of the six inserts are evenly spaced along a circle of radius 57.2 mm. Therefore, relative center distances for the NEMA phantom can be described analytically. This exact calculation does not provide a way to determine the standard deviation of center-tocenter distances. However, as demonstrated by experiments on the development set, which are summarized in Appendix A, the selection of r d is not critical as long as it is not selected too low, because of utilizing a score-based label assignment algorithm (Section 4.B.3). Consequently, r d was set to the same value as determined for the CTN phantom (see below), which is likely somewhat larger as needed for the NEMA phantom.
4.A.2. SNMMI/CTN phantom
While the inserts of the CTN phantom follow a similar pattern among each build of the phantom, the exact locations of inserts within an individual phantom are not precisely known. Thus, the following approach was utilized to measure all insert center locations of multiple phantom instances, and subsequently a mean insert model was built. CT images of five instances of CTN phantoms were available to be segmented to create a mean model. The insert center locations for each CTN phantom instance were determined using a region-growing segmentation method. Unfilled phantoms were imaged with a Siemens Biograph 64 scanner to produce 512 9 512 9 175 CT volumes having voxel size 0.98 9 0.98 9 2.00 mm. Note that a single scan per CTN phantom on a single CT scanner was used, because the manufacturing process represents the larger source of variability. Empty phantoms were used so that the insert walls were visible [ Fig. 3 (a)]. The volume was then upsampled to voxel size 0.50 9 0.50 9 0.50 mm using cubic B-spline interpolation. For insert segmentation, seed points were manually placed in the center of each insert and a region growing algorithm was applied to each empty sphere. The free, open-source software 3D Slicer 13, 14 was utilized for region growing. The region-growing parameters were adjusted to achieve spherical segmentations that completely fill the inside of each insert without leaking outside the insert wall. After segmentation, the center of each insert was determined by calculating the centroid. All center-to-center distances between insert pairs were then calculated. The distance d(l i ,l j ) was estimated by averaging the distances between insert center i and j in all five phantoms. Subsequently, the estimate for r d was determined by calculating the largest standard deviation of the center-to-center distances. Among the five CTN phantoms, the largest standard deviation was r d = 2.0 mm and occurred with the distances between inserts 4 and 11.
4.B. Robust insert detection and model fitting
The proposed insert detection algorithm consists of six processing steps. First, the image is preprocessed and intensity values are normalized (Section 4.B.1). Second, candidate Finally, a refinement step (Section 4.B.5) searches a local region around each initial ROI placement to better fit the image data. The model selection step described in Section 4.B.6 is optional and allows for automatically determining the phantom type (i.e., NEMA or CTN phantom) based on the best-fitting model.
4.B.1. Image preprocessing
To reduce the run-time and memory usage of the algorithm, the PET image volume is cropped by defining a fixed region around the gray-value center of mass of the image. Cropping the image volume has the added benefit of eliminating reconstruction artifacts that may occur near the border of the volume. The cropped volume is resampled to a voxel size of 2.0 9 2.0 9 2.0 mm. This voxel size was found to be a good compromise between algorithm run-time and preserving the details of the image data. The image gray values are then rescaled to be between zero and one.
4.B.2. Insert candidate detection
Detecting the location and sizes of spherical inserts can be accomplished by utilizing a scale-space approach. The scalespace approach is a computer vision method that identifies scale-invariant image features. The approach has many applications, such as edge detection, 16, 17 corner detection, [18] [19] [20] and blob detection. 21, 22 For our application, we utilize a blob detection approach, which identifies bright, sphere-like structures in the PET volume, generating candidates for the true inserts.
We follow the blob detection approach with automatic scale selection described by Lindeberg. 22 Detection of bright blobs is achieved by convolving the input volume with a set of inverted Laplacian of Gaussian (LoG) filters. The Laplacian of a normalized three-dimensional Gaussian function g(x,y,z) with standard deviation r is given by r 2 gðx; y; zÞ ¼ 1
The zero-crossings of the LoG filter form a sphere. When the filter has zero-crossings that match the diameter of a spherical insert in the image volume, the response of the filter will have a local maximum at the center of the insert. Because the insert sizes are known, the set of diameters Θ for the LoG filters was chosen to be Θ = {10,13,16,. . .,37} in millimeters. In Eq. (1), the relationship between r and the diameter h i 2 H is r ¼ h i = ffiffi ffi 6 p . Note that the 7 mm scale is omitted from set Θ, because this diameter is small with respect to the sampling grid and very sensitive to image noise. Also, the scale space is typically generated for a set of discrete scales to reduce memory and computational requirements. Despite the utilization of discrete scales, which might not be identical to the actual object size, scale space-based approaches are quite robust and the discrete scale closest to the true object size will likely be selected. In our case, we utilize a spacing of 3 mm between discrete scales, which is quite dense. Because the algorithm is cost based, a mismatch between discrete scales and actual object size are robustly handled.
Candidates are selected by finding local maxima among all filter responses. The global maximum is first selected and its coordinates, scale, and response value are recorded. The region around this maximum is suppressed across all scales to avoid reselecting the structure corresponding to this maximum. A new global maximum is selected as a candidate and the process repeats until a total of n LM local maxima are identified. Let C ¼ fc n jn ¼ 1; 2; . . .; n LM g represent the set of detected insert candidates, where c n represents the n-th candidate. To ensure most of the true inserts are selected as candidates, we select n LM = 24 candidates, which is ≥2n ROI for both phantoms considered in this work. Note that if only processing of NEMA phantom is considered, n LM = 12 would be sufficient. Each insert candidate has information about its size and position, similarly to how labels in the model are described (Section 4.A). Let the notation s(c n ) represent the detected size (scale) of the n-th candidate and let d(c n ,c m ) represent the Euclidean distance between the n-th and m-th candidates.
Local maxima can occur in regions that do not correspond to actual inserts in the phantom, for example, regions near the outer edge of the phantom. In order to penalize regions near the edge of the phantom, all values below 0.05 in the normalized image from Section 4.B.1 are set to 0.05 before applying the LoG filters. This threshold value was found to work well for all phantom contrast ratios considered in this work. Figure 4 shows the scale-space responses of two different LoG filters. A local maximum occurs at the center of the largest insert in the 37 mm scale. Another local maximum occurs at the center of insert 4 in the 16 mm scale. Note that the actual size of insert 4 is 17 mm (see discussion of discrete scales above). Similarly, partial volume effects and effects of cold insert walls 23 can lead to deviations of selected scale maxima. We, therefore, introduce a scale tolerance parameter r s that will be used during label assignment in Section 4.B.3. Similar to how r d is a tolerance for the center-to-center distances of the inserts, the parameter r s is a tolerance for the scale at which a candidate is detected. For the proposed approach, the value of r s was set to 6 mm. This allows an insert with diameter h i 2 H to be detected at adjacent scales without severe penalty in the label assignment step, which is described in the next section.
4.B.3. Label assignment
To fit the model to the detected inserts (Section 4.B.4), an initial labeling is required. Because n LM is greater than the total number of inserts, some candidates do not correspond to an actual phantom insert. For this reason, a scorebased label assignment algorithm is used to assign the best labeling to candidates according to their size and relationship to other candidates. Scores are determined for all combinations of labels and candidates, resulting in a score matrix S of size n LM 9n ROI . The task then becomes an optimal assignment problem, which is solved by using the Hungarian algorithm. 24 The algorithm selects one candidate (row) for each label (column) in S such that the total score is maximized.
The elements S(n,i) of matrix S are calculated as follows. First, a candidate c n 2 C is selected and given the label l i 2 L. Other candidates and model information (Section 4.A) are then utilized to build evidence to support the assumption that the correct label for c n is l i . For this purpose, an evidence matrix E n,i of size (n LM À1)9(n ROI À1) is built by evaluating evidence for relations between c n and all other candidates c m with m = 1,2,. . .,n LM and m6 ¼n. 1,2,. . .,n ROI . As stated above, the subset of candidates that maximize the label assignment scores of S are chosen and further analyzed in the next step.
4.B.4. Robust model fitting
The insert candidate detection step can fail to detect small inserts, especially in very noisy PET scans. Moreover, the initial labeling may contain incorrectly labeled inserts and/or assign labels to outliers. To address these issues, a robust model fitting step is performed. First, the model is rigidly aligned to the labeled insert candidates, and the goodness of fit is checked by using the maximum E d < 5 mm, then that subset of labeled candidates is deemed acceptable. If the distance error is still too high, then two labeled candidates are removed at a time. The algorithm continues increasing the number of candidates removed until an acceptable alignment is found. If less than three candidates remain, the algorithm fails. If a good alignment is found, the candidates that were not used for alignment are replaced by positions and corresponding labels given by the aligned model.
4.B.5. Refinement
After the initial locations of all the inserts have been found, they are refined to achieve subvoxel resolution and a better fit to the input image data. For each insert, a search region is defined around the initial insert center. The region is determined using a search radius, thus limiting the distance that the center can move during refinement. This search radius is equal to the radius of the insert being refined. Because, insert center refinement is voxel based, voxel size is a limiting factor in terms of resolution. Therefore, the search region is upsampled to a resolution of 0.5 9 0.5 9 0.5 mm to gain subvoxel resolution. To ensure that the refinement step is robust to noise and nearby bright objects, the image data in the search region are attenuated by a Gaussian function. The Gaussian is centered at the location determined by the fitted model and has standard deviation equal to the inner diameter of the insert. An ideal sphere template filter with the same inner diameter of the insert is created. This filter is the shape of a sphere with voxels inside the sphere equal to one. The position of maximum correlation between the image and the filter is determined and taken as the new coordinates of the insert center.
4.B.6. Model selection
For a given PET scan, the algorithm may optionally select the corresponding phantom model. To use this option, two or more phantom models need to be provided to the algorithm. In Appendix B, we provide an example algorithm for selecting between NEMA and CTN phantoms.
4.C. Uptake measurement
For each detected insert, a spherical measurement region (ROI), which matches the insert size, is defined in the original input volume (Fig. 6) . Several quantitative indices are determined for each ROI. Intensity-based measurements are recorded in units of standardized uptake value (SUV). Three indices were utilized for validation of the automated approach: SUV max , SUV peak , and SUV mean . SUV max is the most common index for quantitative PET analysis and depends the least on the placement of the ROI. SUV peak is a more robust alternative to SUV max and is defined as the maximum average SUV calculated from a 1 cm 3 sphere placed within the ROI. 1 SUV mean is the average of all voxels contained within the ROI. Therefore, its value is more sensitive regarding ROI placement. To deal with partial volume effects during uptake measurement, we perform the calculation of the exact partial volumes using the equations described by Tengattini and And o. 25 
EXPERIMENTAL SETUP
The proposed automated analysis approach (Auto) was applied to the validation set described in Section 3. Scans were categorized by imaged phantom type and contrast level: NEMA phantom at 9.7:1 contrast (NEMA 9.7:1), CTN phantom at 4:1 contrast (CTN 4:1), and CTN phantom at 2:1 contrast (CTN 2:1). For comparison, the phantom images were also analyzed by four expert image analysts (Manual). For this purpose, an in-house extension of 3D Slicer was utilized for manual ROI placement. The software allows for placing regions anywhere throughout the volume and is not limited to the voxel centers. Each expert manually placed a ROI at each insert location in every phantom PET scan. This approach is commonly used in practice. The sequence of datasets was randomized for each expert to reduce learning effects. After at least one day, the experts repeated the process using a second randomized sequence, producing a total of eight ROIs for every insert. The ROI labels, ROI center coordinates, analysis time, and insert measurements were recorded for the automated method and manual approach. The proposed algorithm was implemented in C++ and utilizes the Insight Toolkit (ITK) 15 for image processing. Both the Auto and Manual approaches were performed on the same desktop computer with a 3.20 GHz processor and 32 GB of memory.
An independent reference standard was created by two other experts, which used PET and CT scans of the phantoms for ROI placement. This procedure was repeated by both experts, resulting in a total of four ROIs for every insert. The average ROI center location and uptake measurements from these four ROIs were used as reference. It is expected that the experts using both PET and CT information will achieve the most consistent ROI placements. To assess the quality of the independent reference standard, the estimated interoperator and intraoperator variability of the two experts was calculated (see below) and are summarized in Table III . The overall variability is well below 1 mm for all phantom types and contrast levels, confirming the quality of the independent reference standard. The proposed approach was evaluated regarding its ability to correctly detect the inserts in a PET phantom scan based on the following three criteria.
5.A. Model selection correctness
The automated approach has the option to select the bestfitting model after being given multiple models (i.e., NEMA NU-2 and CTN oncology phantom) as input. This feature is assessed for correctness by determining if the analysis approach selected the model of the underlying phantom.
5.B. Label correctness
The correct label number must be assigned to each ROI to achieve correct measurements and allows for comparisons across multiple PET phantom experiments. The proposed approach was assessed for ROI label accuracy by manually inspecting the labels generated by the automated approach.
5.C. Center detection accuracy
Each ROI needs to be placed such that it completely covers the insert in the PET image data. It is assumed that the experts can place each ROI with reasonable accuracy. Furthermore, insert center positions were obtained in our study on the same set of images from different operators, on multiple occasions, and with different methods; resulting in repeated measurements. To account for correlation induced by the repeated nature of our data and to simultaneously estimate bias and variability for the automated and manual methods relative to the independent reference, statistical analysis was performed with mixed-effects regression models, as described in Appendix C.
The measurements obtained from the proposed analysis approach and the manual approach were compared with the average measurements from the independent reference standard. The metrics SUV max , SUV peak , and SUV mean were tested for correlation with the reference using Bland-Altman plots for percent difference. Correlation of these metrics is further tested using least-squares regression. 
RESULTS
The automated approach selected the correct model for all 35 test phantom datasets. Moreover, the automated approach determined the correct label for all 330 inserts in all 35 phantom datasets. Figure 6 shows typical results of the proposed approach. ROIs for inserts as well as background regions are automatically placed in the image volume as shown. Figure 7 shows axial, sagittal, and coronal detail views of the inserts detected in Fig. 6 . Figure 8 shows the center detection root-mean-square error (RMSE) per insert for each method. Mean-square error (MSE) is the sum of the bias squared and total variance of the method around each insert. MSE has units in millimeters squared, so RMSE is reported to enable intuitive interpretation. Table IV shows the bias, standard deviation, and RMSE of each method without controling for inserts. Although Fig. 8 displays the insert-specific RMSE estimates and individually compares the differences between methods, the RMSE estimates in Table IV are averaged over the inserts to provide an aggregate view of the differences. Thus, the table shows how much the automated method error is lower than the manual method on average. Furthermore, the table additionally provides the separate bias and variability (standard deviation) components that make up the RMSE. From the components, similar amounts of bias and variability can be seen to contribute to the overall manual error. On the other hand, the automated method is deterministic and therefore has zero variability. In addition, bias alone is lower for the automated method compared to the manual. Figures 9-11 show the Bland-Altman plots of SUV max , SUV peak , and SUV mean , respectively, for the manual and automated methods. The percent difference of the measurement produced by each method was plotted against the average of the reference and method measurements. Plotting the data in this way illustrates any potential bias in the measurements and dependence on SUV level. In addition, a leastsquares regression fit was determined for the measurements from all eight manual trials and the automated method. Correlation with the reference was estimated using the R 2 value, which is given in Figs. 9-11 for each method and phantom analyzed.
The automated method was found to be significantly faster compared to the manual approach (p(0.001). The required processing time a for a single dataset with the automated method was 30.6 s, on average. In comparison, The manual approach required 247.8 s, on average.
DISCUSSION

7.A. Performance
For all phantoms and contrast situations tested, the proposed automated method showed significantly lower center detection RMSE than the manual approach (Table IV) . In this context, a major advantage of the automated method is that it has no variability due to its deterministic nature and is therefore desirable for many applications like quality control. When comparing the bias, automated and manual methods showed similar performance on the NEMA 9.7:1 phantom, which has the highest contrast, and therefore, is easy to analyze manually. In both cases, the bias is well below the size of a voxel. Differences in bias become significant for the CTN phantom, which is more challenging to analyze manually due to lower contrast, smaller inserts, and more challenging insert constellations. Especially in the case of a contrast ratio of 2:1, the bias introduced by manual analysis approaches the median voxel size, while the automated method roughly shows half the bias. When comparing individual inserts (Fig. 8) , the same trend can be observed. In addition, one can notice that certain inserts are more difficult to locate manually due to small size paired with low local contrast (i.e., inserts 5, 6, and 7). Figure 12 illustrates this situation by depicting the ROI placements for inserts 5 and 6 in a CTN phantom with 2:1 contrast. The bright structures visible in the corresponding CT images are the insert fill tubes. The true location of the insert is somewhere between the ends of these tubes. The manual approach shows the highest variability, which is quite often paired with low accuracy, especially for small inserts. Despite the limited information available in the PET scan and the presence of an air bubble in the case of insert 6, the automated method places the ROI with lower error.
Of all three investigated uptake indices, SUV max depends the least on the placement of the measurement ROI (i.e., center detection accuracy). In contrast, SUV mean is the most sensitive measurement. SUV max measurements on the NEMA 9.7:1 phantom show no errors for both methods [Figs. 9(a) and 9(b)]. In the case of the automated method, there is no change in performance on the CTN 4:1 phantom [ Fig. 9(d) ], while some errors in SUV max measurement are noticeable for the manual approach [ Fig. 9(c) ]. On the CTN 2:1 scans, both methods show some errors [Figs. 9(e)] and 9(f)], with mean and 95% intervals the lowest for the automated method. Note that CTN 2:1 is typically not utilized in practice and was included to test the limits of methods. A similar trend is observable for SUV peak (Fig. 10 ) and SUV mean (Fig. 11) measurements on all phantoms -95% intervals are tighter and expand less with decreasing contrast ratio. Also, inserts with lower SUV tend to have larger percent differences for the manual method. This is apparent in the cone shape of the Bland-Altman plots. In comparison, the results of the automated method show much less dependence on SUV level. This trend is also reflected in the R 2 -values in Figs. 9-11.
Across phantoms, the automated method maintains a high correlation (R 2 ≥ 0.9987) with the reference. In comparison, the manual approach is more dependent on contrast.
The Bland-Altman plots for the automated approach on SUV mean measurements (Fig. 11) indicate a small positive bias (< 1.1%), suggesting that SUV mean values derived by the automated approach are slightly higher on average than the reference. This can be explained by the utilized refinement step (Section 4.B.5), which updates the placement of the ROI based on maximum correlation with an ideal sphere. Consequently, the refinement step maximizes the SUV mean value of a ROI. The proposed method was designed to handle arbitrary phantom orientations relative to the PET scanner. The following experiment demonstrates this ability. To simulate a phantom being scanned at different orientations, a single 4:1 contrast CTN phantom scan from the test set was selected that had a voxel size close to median voxel size of PET scans in the test set (Table II) . Subsequently, four different geometric transformations (i.e., rotations) were applied to the PET scan, resulting in four transformed PET volumes (Fig. 13) . Then, the algorithm was applied to all four transformed scans, and the automatically measured SUV max values were compared with that measured by an expert on the same data. The algorithm successfully detected and labeled all inserts, and the algorithm-generated SUV max values matched the reference for all inserts. Note that SUV max is currently utilized for generating plots like the one depicted in Fig. 14 . Also, due to the transformation and implied resampling of the PET scan volume, small differences between the plots in Fig. 13 can be observed.
7.B. Impact
An automated, deterministic phantom analysis method for common PET image quality phantoms is highly desirable to meet current and future clinical trial as well as practice quality control standards. The proposed method analyzes phantoms faster, with no variability, and with less error compared to manual analysis using identical PET image information. In addition, the automated method is suitable for batch processing of many phantom datasets, making it ideal for efficient centralized phantom-based PET/CT scanner validation for clinical trials as well as to meet new phantom-based diagnostic imaging standards for PET/CT imaging recently issued by the Joint Commission.
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Our method was developed with the capability to generate automatic phantom reports for quality control and clinical trial qualification. Figure 14 shows examples of a subset of measurements designed to be included in such a report. After the algorithm detects all inserts in the phantom, measurements are taken at each insert as well as background regions inside the phantom (Fig. 6) . Background regions are used to assess noise characteristics and, in combination with the insert measurements, generate contrast recovery coefficient (CRC) curves. CRC curves are a standard quantitative measure of scanner/reconstruction performance through characterization of partial volume effects. CRCs are a measure of image quality and are defined as the ratio of measured insertto-background activity ratio to actual insert-to-background activity ratio. Analysts can then use such automatically generated standardized reports to meet either clinical trial quality control reporting requirements or as evidence of scanner quality control regulatory compliance. In addition, it is possible to automate the acceptable thresholds for trial qualification and hence provide institutions immediate feedback and thereby enable rapid intervention so that qualification can be achieved. A user could then only submit for formal qualification for study participation after knowing that acceptable thresholds were achieved.
7.C. Limitations and future work
In its current form, our algorithm is limited to phantoms with spherical inserts exclusively. To support phantoms with other insert shapes (e.g., ellipsoidal), the scale-space detection approach needs to be expanded accordingly. In addition, it is likely that the proposed approach could achieve even higher accuracy by incorporating CT image information into the detection and/or refinement steps. Note that such an approach will likely be phantom-specific. For instance, the refinement step proposed by Pierce 11 could be used as the last processing step for NEMA phantoms. However, this type of refinement will not work on the CTN phantom, because the insert walls are typically invisible in CT. An alternate refinement approach for the CTN phantom could search for the fill tubes and restrict the placement of the ROI to fall somewhere between the ends of the tubes.
CONCLUSIONS
We have presented an automated model-based approach for analysis of the NEMA and CTN image quality phantoms PET scans. The approach is generalizable and suitable for similar phantoms with spherical inserts. Validation of the approach showed that the proposed method has less interand intraoperator variability, has better agreement with an independent reference standard, and is also faster than a manual analysis approach. In the future, we plan to use our automated approach for phantom analysis in PET standardization and harmonization studies.
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APPENDIX A IMPACT OF MODEL PARAMETER SELECTION
Our approach to insert detection and model fitting is based on a score-based approach that avoids utilizing hard thresholds. This leads to robustness regarding parameter selection in terms of overall performance. For example, r d for the NEMA phantom was estimated to be of similar magnitude as r d measured for the CTN phantom. Using the available development set, which 25 scans of six instances of NEMA phantoms allows us to study the impact of selecting r d on overall performance. Figure 15 depicts the number of passed (i.e., all inserts were detected and all labels were assigned correctly) cases in percent as a function of model parameter r d . As the plot shows, over a wide value range, algorithm performance is not affected by the selection of this parameter. Only if r d is selected too low (i.e., too tight distance tolerance), performance degrades, which is expected, but overall still stays quite high (> 90%).
APPENDIX B MODEL SELECTION
If two or more different phantoms with spherical inserts need to be analyzed, the following algorithm can be used, assuming that a model is available for each phantom. The corresponding phantom model is determined by evaluating the confidence score c = c label c model c meas and selecting the model with the highest overall confidence. The confidence is an indicator that the phantom model is correct. The individual confidence components are described in detail below.
(i) Labeling score confidence c label measures how well the label assignment (Section 4.B.3) matches the labeling of a phantom model. A similar approach as described in Section 4.B.3 is used to calculate c label . However, this time only the first six labels are evaluated. This allows for a fair comparison between NEMA and CTN phantom types. All inserts of the NEMA phantom are evaluated, and only the six largest inserts of the CTN phantom located in the "standard contrast" region are evaluated (Table I) , which are matching in size. All possible relations among the six inserts are considered to determine c label . We define c label ¼ inserts are evaluated to ensure a fair comparison. We define c meas ¼ 1 6ũ P 6 i¼1 u i , where u i is the mean intensity value in insert i and the normalizing factorũ is the largest mean observed across all input phantom models. If c meas is close to one, then the ROI placement is likely covering bright regions in the image.
APPENDIX C MIXED-EFFECTS MODELS FOR CENTER DETECTION ACCURACY ASSESSMENT
Positions obtained on one insert were modeled as follows. We index each method m = 1,2,3 as the automated method, manual method, and independent reference, respectively. Let p mdijk denote a position identified with method m in dimension d = 1,2,3 for phantom image i = 1,. . .,I and by operator j = 1,. . .,J m on occasion k = 1,2. Systematic and random variations in these positions were assessed with linear mixedeffects models of the form represent inter-and intraoperator variances, respectively. Note that these two variances were fixed at zero for the automated method (m = 1) since its positions are deterministic for a given image. Covariance matrices R / d capture variability in the scanner placement of phantoms as well as correlation due to the application of methods to the same set of phantom images. The model assumes no correlation between positional directions and that operator variability is the same in all directions. All inserts from a phantom type and scan condition were additionally analyzed together by letting i index all combinations of inserts and images involved. Variability and bias (accuracy) estimates are reported from the models. Bias was computed as the average distance error from the reference standard (m = 3); that is,
: A Bayesian statistical approach was taken to fit the specified model and perform inference based on the posterior distribution of all model parameters. Model-based estimates are reported as posterior means along with 95% credible intervals. The approach was chosen over a traditional frequentist one for two main reasons. The first was so that probability statements could be made about variability and bias measures of interest. In particular, the reported credible intervals can be interpreted intuitively as containing the true values with 95% probability. The second reason was to avoid a need for asymptotic or finite series approximations in the inference. Our Bayesian posterior estimates, including those for nonlinear functions of the model parameters, were computed directly from the posterior distribution with standard (Markov chain Monte Carlo) Bayesian computational methods. Another reason to consider a Bayesian approach is to combine observed data with prior information. Prior information was not generally available for our application. Prior distributions must nevertheless be specified for the Bayesian model. Therefore, to reflect our lack of prior information, we used vague prior distributions in the form of normals for the mean effects, inverse-gammas for the scalar variances, and inverse-Wisharts for the covariance matrices. Sensitivity analysis was performed to confirm that inference was unaffected by the priors. The mixed effects analysis was conducted with the R 27 and Open-BUGS 28 statistical software.
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