

















benefit  a  range of  environmental,  industrial  and  agricultural  applications. However,  the use of 
uncooled  thermal cameras  for  field and unmanned aerial vehicle  (UAV) based data collection  is 
often hampered by vignette effects, sensor drift, ambient temperature influences and measurement 
bias.  Here,  we  develop  and  apply  an  ambient  temperature‐dependent  radiometric  calibration 
function that is evaluated against three thermal infrared sensors (Apogee SI‐11(Apogee Electronics, 
Santa Monica, CA, USA), FLIR A655sc  (FLIR Systems, Wilsonville, OR, USA), TeAx  640  (TeAx 
Technology,  Wilnsdorf,  Germany)).  Upon  calibration,  all  systems  demonstrated  significant 
improvement in measured surface temperatures when compared against a temperature modulated 
black  body  target.  The  laboratory  calibration  process  used  a  series  of  calibrated  resistance 
temperature detectors to measure the temperature of a black body at different ambient temperatures 
to derive  calibration  equations  for  the  thermal data  acquired  by  the  three  sensors. As  a point‐
collecting  device,  the  Apogee  sensor  was  corrected  for  sensor  bias  and  ambient  temperature 













signal  from  which  temperature  can  be  inferred  [1].  The  most  common  thermal  detectors  are 
microbolometers due to lower cost, ease of integration into conventional electronic manufacturing 
processes and because their large temperature coefficients result in a wide range of resistance changes 
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with  radiation absorption  [2]. The  large  resistance change  implies  that microbolometers have  the 
capacity  to detect  fine scale  radiation changes, which  translate  into small  temperature variations, 
making  them  an  ideal  thermometer.  With  advancements  in  semiconductor  manufacturing 
technologies over the  last decades,  it has become possible  to assemble a set of  individual thermal 
infrared thermometers into an array located at the focal plane (FPA) of an imaging system [3]. This 
array of instruments captures the emitted radiation of the surface or object of interest and transforms 
















An  alternative  to  satellite‐based  LST  acquisition  is  to mount  uncooled  thermal  cameras  on 
unmanned aerial vehicles (UAV) (also referred to as remote piloted aircraft systems, RPAS), which 
can increase the spatial resolution to the decimeter scale and enable the possibility to perform on‐




recent years,  the use of UAV  technologies  for environmental, agricultural and plant phenotyping 
applications has been on  the  rise due  to  the  reduced  cost of  implementation and  the  increase  in 
camera  resolution  and overall  spectral quality  [26,27]. For  instance, Smigaj  et  al.  [28]  found  that 
miniature thermal cameras were capable of representing the spatial and temporal variation of canopy 
temperature in conifers for stress detection. Rud et al. [29] used IRT images to derive a crop water 





vegetation, which  enables  applications  for  animal  tracking,  counting  or  conservation  purposes  [30]. 
Lhoest et al. [31] developed an automated algorithm that uses thermal images acquired from an UAV 
platform to count hippopotamuses achieving an accuracy that is comparable with manual delineations. 








measurements  unsuited  for  applications  requiring  accurate  and  stable  measurement.  For  these 
reasons, camera calibration is necessary to achieve good results during UAV thermal surveys. 
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One  approach  to  camera  calibration  is  to  use  ground  reference  sources  to  compensate  for 
measurement bias. Torres‐Rua  [33] proposed a vicarious calibration approach using a black body 
reference placed within  the  field of view of  the UAV  flight  trajectory  to post‐process  the  thermal 
images to increase the absolute accuracy of the IRT. Similarly, Pestana et al. [39] used melting snow 
as a constant 0 °C ground reference to correct the bias in the UAV thermal imagery. However, these 
approaches  do  not  account  for  non‐homogeneity  effects  that  introduce  unrealistic  temperature 













cameras can have dead pixels  that need  to be accounted  for,  i.e., not all pixels of  the camera are 
functional. Budzier and Gerlach  [42] proposed an  iterative approach  for dead pixel  identification, 
which  is  carried out  after  the  calibration process.  In  a  recent  study, Gonzalez‐Chavez  et  al.  [43] 
proposed an alternative method based on a Planck curve and polynomial regression. The approach 
was  directed  towards  UAV  surveys  and  required  six  input  parameters,  including  ambient 
temperature, humidity levels and surface emissivity. Expanding their previous research, Papini et al. 









system  for  high  throughput  phenotyping  using  the  FLIR  A655sc  camera,  enabling  on‐demand 
diurnal  analysis  over  a  controlled  agricultural  environment  for  precision  agricultural  studies. 
Additionally, as a low‐cost alternative, cheaper handheld radiometers are also used for point‐based 




dependent  calibration  function  that  can  be  applied  to  a  wide  variety  of  infrared  radiometers, 
evaluated here on the Apogee SI‐111 infrared radiometer and the FLIR A655sc and TeAx 640 (based 
on  a  Tau  2  core)  uncooled  thermal  cameras.  To  achieve  this  goal,  we  developed  an  accurate 
temperature reading based on resistance temperature detectors (RTDs) attached to a black body and 
suitable  for  a  temperature  range  between  0–60  °C.  This  reference  black  body was  placed  in  an 
environmental  chamber  to  emulate  different  field  conditions.  Second,  we  apply  the  developed 
calibration function to correct for the vignette effect on the acquired IRT images. This objective was a 
by‐product  of  the  calibration  function  by  applying  it  on  a  pixel‐by‐pixel  basis.  The  vignetting 
reduction was later verified by analyzing IRT images for different target black body temperatures 
and  at  different  ambient  temperatures. Our  research  provides  a  novel  approach  to  radiometric 
calibration of IRT data by incorporating measurements of ambient temperature, as a proxy of FPA 




disciplines  and will  benefit  applications  in  natural  ecosystem monitoring,  precision  agriculture, 









This  study  analyzed  three  different  thermal  infrared  sensors.  The  first  instrument was  the 




















TeAx 640,  the digital numbers were converted  to Celsius brightness  temperature values with  the 
following conversion formula applicable for the Tau 2 core inside the camera [54]. 
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a consistent and highly precise temperature recording for  the calibration of  three distinct  thermal 




reference  and  then  collect  infrared  temperature  information  at  multiple  temperatures  in  an 
environmental  chamber  to  fit  the data  to  the  temperature  reference using multilinear  regression 
(MLR) to produce calibration equation matrices. Finally, these calibration matrices were applied to 
(a) (b) (c) 








source arrangement displayed  in Figure 3a, where  the  labels  𝑉௕௜௔௦,  𝑉ା, and  𝑉ି  indicate points of 
physical connection to the other parts of the circuit. The RTDs were connected into an array of 1 k‐
Ohm resistors (with a 1% error value) called a Wheatstone bridge. The purpose of this electrical circuit 



















the Wheatstone bridge and signal conditioning of the RTD signal where  𝑉ା,𝑉ି  and  𝑉௕௜௔௦  represents 
a  physical  point  of  connection  to  12  V,  –12  V  and  9  V  respectively;  (b),  Wheatstone  bridge 
configuration for the two wire RTDs. The circuit is excited by the two voltage sources at  𝑉ା  and  𝑉ି. 
A  change  on  the  RTD  nominal  value  creates  a  voltage  difference  between  𝐵ା   and  𝐵ି ;  (c), 
instrumentation  amplifier  circuit,  the AD627AN  amplifies  and  shifts  the value  of  the differential 
voltage between  𝐵ା  and  𝐵ି  and outputs a ground referenced voltage  𝑉௢௨௧  that  is connected  to a 
data acquisition card (Labjack U12) for logging. 































important  to note  that  the RTD  temperature values  are  actual  temperature  readings  rather  than 
brightness  temperatures.  Therefore,  the  emissivity  of  the  black  body  was  used  to  correct  the 






place  it at a distance of ~10 cm  to  the black body. The distance of  the FLIR A655sc and  the TeAx 







implementing  a  temperature  controller. A  complete  list  of  the materials  and  associated  cost  to 






















We assume that  the observed temperatures  form a plane  in space that could be modelled by 
means of a multilinear regression (MLR) of the form: 
𝑇௖௔௟ ൌ 𝑇௥௔ௗ௜௢௠௘௧௘௥ଶ 𝛽ଷ ൅ 𝑇௥௔ௗ௜௢௠௘௧௘௥𝛽ଶ ൅ 𝑇௔𝛽ଵ ൅ 𝛽଴  (2)
where  𝑇௖௔௟   is  the  calibrated  measurement  of  temperature,  𝑇௥௔ௗ௜௢௠௘௧௘௥   is  the  non‐calibrated 
radiometer measurement and  𝑇௔  is the ambient temperature. The parameters  𝛽ଷ,  𝛽ଶ,  𝛽ଵ  and  𝛽଴  are 
determined  in  such  a  way  that  the  sum  of  squares  residuals  term  is  at  a  minimum.  With  𝑛 
independent observations, Equation 1 can be organized into a vector and matrix form: 
𝑇௖௔௟ ൌ 𝑻𝜷 ൅ ϵ  (3)
in which the least square estimate of the linear coefficients 𝜷  is: 
𝜷෡ ൌ ሺ𝑇ᇱ𝑇ሻିଵ𝑇ᇱ𝑇௖௔௟  (4)
and the predicted value  𝑇௖௔௟෢   is then: 
𝑇௖௔௟෢ ൌ 𝑻𝜷෡  (5)
In this way, the predicted values at different temperatures are given by multiplying the known 
measured  values with  the  uncalibrated  instrument  and  observed  air  temperature  and  the  least 














way  the effects of  the ambient  temperature on  the camera measurements and  the vignette effect, 






RTD  installed  on  the  back‐plate.  The  chosen  statistics  for  evaluation  are:  the  coefficient  of 
determination (𝑟ଶ), an estimate of the variability explained by the regression; the bias, which describes 
the over‐ or underprediction amount of the calibration; and the root mean square error (𝑅𝑀𝑆𝐸). 
𝑟ଶ ൌ ቆ𝑐𝑜𝑣ሺ𝑥,𝑦ሻ𝜎௬𝜎௫ ቇଶ  (6)
𝑏𝑖𝑎𝑠 ൌ 1𝑛෍ሺ𝑦௜ െ 𝑥௜ሻ௡௜ୀଵ  (7)
𝑅𝑀𝑆𝐸 ൌ ඩ1𝑛෍ሺ𝑦௜ െ 𝑥௜ሻଶ௡௜ୀଵ  (8)








First, we present  the corrected Apogee measurements. Next, we show  the calibration  results and 
vignetting correction of  the handheld FLIR 655sc and UAV‐based TeAx  thermal  infrared cameras 
over the different ambient temperature regimes. To use the proposed MLR methodology on the 2D 
thermal  images  of  the  cameras,  we  assume  that  each  pixel  in  the  camera  is  equivalent  to  an 
independent sensor and  thus will have  its own set of calibration coefficients. To correct an  image 









become biased after  their  initial calibration process. As can be seen  in Figure 4a,  the uncalibrated 
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Figure  4.  (a)  A  scatterplot  of  the  uncalibrated  Apogee  measurements  taken  from  inside  the 
environmental chamber at different temperatures. The measurements from the Apogee sensor have 
a linear relationship with the reference black body temperature, but have a temperature dependent 
bias.  (b) The  scatterplot after  the  calibration process,  showing  reduced measurement bias and an 
improved RMSE. The plots and the statistics were made from the evaluation dataset (n = 70). 
In Figure 4b,  the scatterplot between  the black body and  the calibrated Apogee  temperature 
measurements shows that the bias of the Apogee radiometer was reduced from 0.458 °C to –0.053 °C, 
while still maintaining the high linearity. A reduction in the RMSE of 1.561 °C (from 2.087 to 0.526 ℃) was 
observed and  the r2  increased from 0.956  to 0.997, which was a significant  improvement  from  the 
uncalibrated readings. The resulting calibration equation for the Apogee instrument was: 
𝑇௖௔௟ ൌ െ0.001 ∙ 𝑇௥௔ௗ௜௢௠௘௧௘௥ଶ ൅ 1.020 ∙ 𝑇௥௔ௗ௜௢௠௘௧௘௥ ൅ 0.168 ∙ 𝑇௔ െ 3.499  (9)
As  expected,  the  𝛽଴   calibration  coefficient  was  the  largest,  indicating  that  the  largest 
contribution  in  the  calibration process  came  from  the  sensor bias. The  ambient  temperature also 
influenced the measurements by a 0.168 °C additional offset for every degree increase in temperature. 
The  𝛽ଶ  calibration coefficient was almost unity, whereas  the  𝛽ଷ  coefficient was almost zero, and 






was  described  in  Section  2.4,  but  under  the  assumption  that  each  of  the  camera  pixels was  an 
independent spot radiometer i.e. that the value of each pixel is independent of any of the other pixel 























𝑇௖௔௟ ൌ െ0.001 ∙ 𝑇௥௔ௗ௜௢௠௘௧௘௥ଶ ൅ 0.998 ∙ 𝑇௥௔ௗ௜௢௠௘௧௘௥ ൅ 0.089 ∙ 𝑇௔ െ 5.3134  (10)
The  𝛽଴  coefficient was one of the most significant, showing that on average across all pixels, the 
camera needed to be corrected for about 5.3 °C. Even though the  𝛽ଵ  coefficient was small (0.089), its 






calibration  did  improve  the  images  beyond  correcting  for  the  bias  in  the  measurements.  This 
improvement is displayed further in Figure 6a, where the temperature map of the uncalibrated image 
is shown. The pixel values across the image are mostly homogeneous and within less than a degree 






















temperatures,  an  overestimation was  identified  (Figure  7a).  Furthermore,  the  high  RMSE  value 


















𝑇௖௔௟ ൌ െ0.007 ∙ 𝑇௥௔ௗ௜௢௠௘௧௘௥ଶ ൅ 1.328 ∙ 𝑇௥௔ௗ௜௢௠௘௧௘௥ െ 0.009 ∙ 𝑇௔ ൅ 0.288  (11)
The  main  contribution  to  the  pixel  temperature  accuracy  came  from  the  uncalibrated 
measurements  ( 𝑇௥௔ௗ௜௢௠௘௧௘௥ )  in  the  multilinear  regression  fit,  𝛽ଶ   being  the  largest  calibration 
coefficient (1.328). Interestingly, the effect of the ambient temperature on the regression was quite 
small. On average, a change of 111 °C in ambient temperature was required to affect the calibrated 
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After the calibration process the image had a 𝜎 ൌ 0.094 °C  and IQR = 0.107 °C, which was a significant 
improvement that translates to a more homogenous image (Figure 8b) and a tighter histogram with 
more normally distributed temperature measurements (Figure 8d). Additionally, the mean difference 





process and panels  (b) and  (d) depict  the results of  the same  image after applying  the calibration 
equation for each pixel to the whole image. 
3.4. Impact of the 𝛽ଵ  and 𝛽଴ Calibration Coefficients on the TeAx 640 Vignetting 
















body  temperature  under  the  four  ambient  temperatures  of  the  calibration  experiment.  (b)  The 










same  shape  as  the  uncalibrated  images.  (b)  The  corresponding  histograms  are  similar  to  the 
uncalibrated images with a dispersion of 1.553 °C from the mean values (40.78, 37.88, 40.12, 38.33 °C 
respectively). 
Table 2 presents the descriptive statistics for when the  𝛽ଵ  and  𝛽଴  coefficients were set to zero 
for  each  of  the  evaluated  images.  Interestingly,  the  difference  between  the  actual  black  body 
temperature  and  the measured  temperature was  not  larger  than  0.4  °C  between  each  scenario. 
However, when  𝛽଴ was set to zero, the standard deviation and IQR of the images were up to 14.8 
and 25 times larger, respectively, than when the coefficient was active, which verifies that  𝛽଴  has a 


















𝜷𝟏  off  𝜷𝟎  off 
Ambient Temperature (°C)  Ambient Temperature (°C) 
4  22  33  37  4  22  33  37 
𝜎  (°C)  0.049  0.119  0.104  0.151  1.56  1.60  1.54  1.51 
IQR (°C)  0.030  0.074  0.076  0.074  0.77  0.79  0.81  0.72 
Mean (°C)  41.11  38.38  40.71  38.94  41.03  38.13  40.36  38.56 
Median (°C)  41.11  38.38  40.71  38.94  41.31  38.41  40.37  38.83 
Bias (°C)  1.70  –1.02  1.41  –0.44  1.62  –1.27  1.06  –0.82 
TMin (°C)  40.76  37.60  39.99  38.10  33.57  30.60  32.81  31.00 

















ambient  temperatures  than  the expected operating conditions  to expand  the  range of black body 
temperature  measurements.  Without  the  use  of  an  environmental  chamber,  it  would  also  be 
important to ensure a relatively stable ambient temperature and humidity and no wind effects during 
the data collection process for collection of high‐quality calibration data. However, it is important to 





Previous  studies  have  found  that  the  temperature  measured  by  uncooled  microbolometer 
detectors  in  thermal  infrared cameras varies as a  function of  the  temperature of a camera’s FPA, 











stabilization  of  the  camera.  Such  a  long  stabilization  period  may  not  be  practical  for  all  field 
applications. However,  the amount of  required warm‐up  time varies by  instrument and  it  could 
potentially be shorter. The effects of ambient temperature on a camera’s FPA might to some extent 
be reduced by the packaging and optics of uncooled thermal infrared cameras, which highlights the 
importance  of  suitable  insulation  for  improved  camera  performance.  In  fact,  Zhao  et  al.  [40] 
emphasized the importance of proper insulation of the camera lens due to high thermal conductivity 
from  the  lens  to  the  FPA.  The  exposure  of  the  lens  to wind  during  flights may  also  affect  the 
measurements [24]: work that we are also currently exploring in which we have detected variations 
in temperature between flight strips. From our laboratory results, which found that different ambient 
temperatures  have  a minor  impact  on  our  camera  accuracy  once  the  FPA  has  reached  thermal 
equilibrium, we can link these variations to an FPA stabilization process. Insulation of the camera 
can help  to ameliorate  the sudden wind effect contribution  to  the FPA  temperature stabilization. 
However, given that no shielding is perfect a possible solution could be the introduction of known 







was  primarily  affected  by  the  𝛽଴   offset  coefficient. Without  the  𝛽଴   offset  coefficient,  significant 
vignette effects were identified (Figure 9). Hence, a major contribution of our thermal radiometric 
calibration  approach  is  the  correction  for vignette  effects, which  are generally  assumed  to occur 














reduce  errors.  Kelly  et  al.  [24]  identified  a  number  of  sources  of  error,  including  radiometric 
calibration, sensor temperature, vignette effects, non‐uniformity noise and atmospheric effects, target 
emissivity  and  distance  to  target.  Our  ambient  temperature  dependent  radiometric  calibration 
process significantly reduces  temperature bias and vignette effects  in  the acquired  imagery under 
laboratory  conditions  and provides  calibration  functions  and matrices  that  are  easy  to  interpret. 
Given  that non‐uniformity noise was  incorporated  into  the  calibration  functions  and  that  sensor 
temperature may be used as a proxy for ambient temperature after an 80 min stabilization period, 
only the atmospheric effects, target emissivity and distance to target remain for further correction. 








temperature  signal  from  vegetation may  be  contaminated  by  adjacency  effects  such  as  thermal 
reflections of air and surroundings as well as signal attenuation by water vapor [64]. An example of 




























imagery,  there are many  influences on  thermal measurements  that  still need  to be accounted  for 
during  field  conditions. Most of  those  are  related  to  atmospheric  effects,  if  an uncooled  thermal 
camera is used from a UAV platform. To correct for local atmospheric effects to estimate land surface 
temperatures,  a  vicarious  calibration  process may  be  used  in  combination with  our  radiometric 
calibration approach. To undertake vicarious calibration of thermal data, satellite‐based studies have 
used  homogenous  surfaces  such  as water  bodies  and  salt  flats  [73].  For UAV‐based  campaigns, 
(a) (b) 









at‐surface  temperature.  Using  ground  control  temperature  measurements  for  all  representative 
surfaces would also benefit in characterizing the possible adjacency effects and the magnitude of their 
influence  [72].  Continuous  measurements  of  temperature  control  targets  with  Apogee  sensors 
throughout the duration of a flight mission would document any potential temperature variations, 
which  might  be  used  for  estimating  error  propagation  in  the  derived  UAV  temperature 
measurements. 
A  general  calibration  scheme  for UAV  and  field‐derived  thermal  data would  significantly 
benefit measurements. We have provided a proposed workflow  in Figure 12, which  involves  the 










stretch  to  the collected  imagery based on  the minimum and maximum observed  temperatures  to 
maximize the contrast in the images [75] before constructing an orthomosaic. Finally, it is important 
to ensure  that any applied orthomosaicing method preserve  the physical meaning of  the  thermal 
data. There  are  other  effects  to  consider  besides  the use  of  our  ambient  temperature‐dependent 
radiometric calibration to reduce vignette effects and non‐uniformity noise at various temperatures 
and the conversion to at‐surface temperature using temperature control targets. Aubrecht et al. [20] 










may  improve  thermal data  interpretation and analysis of subsequent outputs  (e.g., orthomosaics) 
from  pre‐processing  routines.  Sudden wind  gusts during  a  flight mission may  cause  significant 
variations  in  surface  temperature  in  overlapping  images,  which  will  subsequently  affect  the 
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Figure 12. Proposed workflow for conducting a thermal data collection survey. The first step is the 
derivation  of  the  calibration  equations/matrices  for  the  thermal  sensor  inside  an  environmental 
chamber. Next  is  the surveyed site setup and recording of ancillary data during  the  thermal data 
collection.  The  last  step  represents  the  application  of  the  calibration  equations/matrices  to  the 
collected thermal data, contrast maximization, the selection of an appropriate mosaicking algorithm, 




thermal  infrared  radiometers was  developed.  The  results  showed  that with  a  relatively  simple 
laboratory setup, it is possible to establish temperature dependent calibration functions and matrices 
that can be applied to thermal infrared radiometers (in this case the Apogee SI‐11 sensor and FLIR 
A655sc and TeAx 640 cameras)  to significantly  reduce vignette effects and  increase measurement 
accuracy. While temperature measurements by the Apogee SI‐11 sensor were mainly affected by low 
and  high  ambient  temperatures,  measurement  bias  and  vignette  effects  in  the  thermal  images 
collected by the FLIR A655sc and TeAx 640 cameras were significantly reduced when applying the 








ambient  temperature‐dependent  calibration  of  thermal  infrared  sensors.  Some  manufacturers 
recommend  to  perform  calibration  every  year. However,  the  one‐year  requirement  needs  to  be 
evaluated by undertaking repeated calibrations on a regular basis. Only then will it be possible to 
compare  the derived calibration  functions and matrices of  individual cameras  to determine when 
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changes due  to wind  speed  and wind direction on UAV‐based  thermal  imagery, both with  and 
without the camera being sheltered during flight missions, needs to be examined. Adjacency effects 
should also be considered, as they can detrimentally affect the accuracy of the measurements and can 
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