The search for faster ways to get fractal pictures onto the computer screen leads to new problems on Latin squares.
Background
This paper is about combinatorial problems in investigating how to most rapidly screen fractal pictures determined by an iterated function system (IFS) [1, 6, 8, 14] . The latter is a collection of some finite number N of contractive affine (linear plus translation) transformations wl,w2 ..... wN of the plane. Our 'picture', called the attractor of the IFS, is the unique plane set s¢ which the w~ express as a union or 'collage' of transformed copies of itself; that is, .~l=WlSffuw2s~cu...wwNd (= W(~/)).
(1.1) An example is Fig. l(a) : ½ sized copies. We denote the right-hand side of(1.1) by W(.¢,/), as indicated, and view W as map sending sets to sets, the collage map. There is here a powerful method of image compression, with the IFS as code for the picture, provided one has a practical and fast enough way to determine suitable wi. (An application aimed at TV transmission, by Barnsley and co-workers, is currently funded by the US government, cf. [3] .)
Here we assume the IFS given and, restricting to black and white, we wish to light those pixels which give our computer screen's approximation of ~4. The idea is to produce a sequence of points x0, xa, ... of s¢, and light each pixel hit (i.e. containing some x~). For this, a basic result is where Wis the collage map of(1.1) and E is any compact set. In particular, we may let E be a point, so that W(xo) is the set of points wl(xo),wz(xo) ..... w~. (Xo) . In the remarkable Random Iteration Algorithm (RIA) [2, 14] , we choose one of these N points to be Xl, and at the nth step take x,+t = w(x.), (1.3) where w is some wi, chosen with predetermined probability pi from w~, w 2 ..... w N, Each p~ is based on an estimation of how many attractor points w~ should supply, e.g. by being proportional to the determinant of w~. The initial point Xo only need lie in sJ: a fixed point of any w~ suffices; see Fig. 1 for examples. Various theorems imply the efficacy of the RIA [1, 2, 5] , but its results may be patchy due to duplicated points unless an inordinate number of points is calculated.
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Addressing the problem
One approach to greater accuracy for a given number of points is to divide ,~,; into areas whose diameter does not exceed some fixed tolerance e and to design a sequence Xo, Xl .... which puts a point in each of our small areas. We obtain a natural subdivision of d in which each small area has an identifying address by defining If a is an address and ~ has diameter greater than desired, we apply (1.1) to express A~ as the union of subsets dl~, ~42 ...... ,~.~, each of which has smaller diameter than do because the w~ are contractive. Any ~;~ whose diameter is too large is then similarly decomposed into smaller addressed subsets, and so on. Eventually ~ is expressed as a (possibly overlapping) union of subsets of diameter not exceeding some prescribed positive number e, the subsets being listed by their addresses.
Example 2.1. The famous and useful example of the Sierpinski gasket, seen in Fig. l(a) , is the attractor of IFS {wl,w2,w3} where wi corresponds to the ith vertex Pi of a triangle and wi(x)=(½)(x+pl) with contraction ratio ½. 
(2.2)
Optimal sequences. We note that a sequence S that contains every k-sequence (as contiguous symbols) has length at least Nkd -k-1. For, each of the N k k-sequences requires a distinct starting place, and the last k-1 symbols of S are too near the end to provide any such places. If S has this minimum length it is called an optimal sequence. We may then view S as the result of dovetailing the k-sequences together into the shortest possible sequence but, however, obtained in practice, an optimal sequence is cyclic in the sense that the last k-1 symbols are identical to the first k-1, as proved below. It is also clearly reversible--taking the sequence in reverse order gives the same set of addresses. For the non-uniform case, see [12] . Benefits of optimal sequences (see Fig. 2 ) (1) Give the accuracy of the ACM combined with the speed of the RIA. (2) Resulting image is independent of starting point• (3) The 'free ride effect': the image generally shows more structure than is guaranteed by the tolerance e [13] . • "~'a~.~¢, ~'~..
• ¢,~;,.
• .. For (2), let x3 be a second choice of starting point, leading to sequence {x',}. With ratio r, we have Ix',-x,I <~r"lx'o-Xo[, so after a few iterations the sequences merge.
Optimal sequences from recurrence relations
Finite fields. Let k denote the length of addresses to be dovetailed. When N is a prime power p" we can obtain an optimal sequence by identifying 1.2,..., N-1 with the non-zero elements of the field GF(p") and N with the zero, and using a recurrence relation of length k,
where -ai is the coefficient ofx k-i in a primitive polynomial f(x) over the field. Such polynomials exist for every prime p and positive integers n, k; the requirement thatf(x) is primitive ensures a period of N k-1 and hence, (3.1) being of length k and linear, the sequence contains every k-sequence except 0...0 [10]. An initial k-sequence 0...01 determines the rest, and we prefix an extra 0 so that 0...0 is included. We generate symbols from (3.1) up to the designed total of Nk+ k -1. This works in particular for the Sierpinski gasket, dragon, Koch curve, and Peano plane-filling curve [6, 13] .
Finite sets. Suppose we pursue the idea of obtaining optimal sequences by a recurrence (3.1) when N is not the order of a finite field [13] ? The lowest value we encounter is then N=6. Can we define a multiplication on the additive group (Z6, +) and find coefficients ai so as to get a sequence of period of 6 k or 6 k-1 ?. This is answered in the affirmative [13] for k = 2, 3, 4 with multiplication defined by a particular Latin square, encouraging us to explore what is at first sight a very far fetched idea, in the present paper. We being with a lemma that rules out the possibility of a solution by normal modular arithmetic. Thus, the usual addition and multiplication on ZN fails to give sequences of large enough period (even for N=6 the excess is at least 10). We must change something and it shall be the multiplication. We go back to basics and set up the beginning of a theory of sequence periods arising from multiplications, on the additive group (Z~, + ) with the following minimal properties, of which the first is the axiom for the multiplicative (ZN,.) to be a quasigroup. The second is the extra rule turning it into a loop:
Equations xa=b and ay=c have unique solutions for x,y, (3 Thus, a.far ring of size N is a set F with operations + and . (also denoted by juxtaposition) which we shall refer to as respectively addition and multiplication, such that under +, F is isomorphic to the additive group of integers modulo N. Further, if we denote the elements of F by the corresponding integers 1,2 ..... N (=0), as we always will, then multiplication must satisfy (3.3) and (3.4). We use the term far ring because of the implications noted above. For example, the ring property of having two operations holds, and more, but as a consequence of our axioms the very basic and much used property of multiplication being distributive over addition is automatically ruled out.
The term FRX will denote the far ring for which X denotes its multiplication table.
Example 3.3. The case N=4 is a valuable source of both examples and counterexamples. Filling in the last three rows and columns to form a Latin square can be done in the four ways shown below, which all happen to possess the structure of a multiplicative group. The first three are the cyclic group C4 of order four, and the last is the Klein 4-group K4, in which the non-identity elements have order two and the product of any two of these elements is the third.
Period profiles
We give definitions for recurrence relations of length k = 2, the extension to general k being obvious. Let ~,fl be in Z4 and consider the recurrence a.=~a.-i +fla.-2. Whatever the initial values ao, al, the period of the sequence {a,} cannot exceed 42=16, the maximum number of distinct pairs ai,ai+l which can be encountered before repetition. Further, any such pair may be taken as initial and so is found in some sequence. Thus, the period lengths sum to 16. The period profile of (~, fl) is a list of these period lengths in descending order, and the set of lists for all (~,/3) in any order, is the profile of the multiplication table itself. Details for all four tables of This is an isomorphism if 0= q~ = ~. We may think of 0 as permuting the rows (or column border), ~b as permuting the columns, and O the table entries. In fact, even an isomorphism does not suffice for equal profiles, the isomorphic cases A,C of Fig. 3 providing a counterexample, with their unequal profiles shown in Fig. 4 . Since isomorphsim is a special case of isotopism, this gives a NO to (a) too.
Conjugates are found by performing any sequence of the following three operations on a multiplication (2) and (3). The permutation Pj is the map sending each element of the column border to the element in the same row, of columnj. Thus, in our case P1 is the identity map. In Table A we have P2 =(1203), P3 =(1302), P4 =(10)(23). The row conjugate of a Latin square is a new Latin square in which column j has as its ith element Pf ~ (i) rather than Pi(i). (For column conjugates, reverse the roles of row and column in the above description.) The row conjugate of Table A turns out to be Table A with columns 2, 3 switched and so defines a quasigroup without 1 as identity; hence outside our chosen remit. For such reasons we will return to conjugates later.
Next step. The appropriate next step appears to be settle on a suitable definition for an isomorphism of far rings (not just quasigroups), incorporating both addition and multiplication, so that (1) isomorphic far rings have the same period profiles. (2) far rings with the same period profiles are usually, preferably always, isomorphic. The second requirement is, of course, essential if the definition is to be actually useful. In this respect, a third criterion is implicit: (3) There are reasonable ways to establish whether two far rings are isomorphic and/or find an isomorphism. At the time of writing, finding methods for (3) looks a reasonable challenge given the following definition, which is suggested by experimentation. The reader may judge the fitness of our choice. Thus, the coefficients 0(e), 0(fl) give the sequence { q~(a,)} of period t. Notice that the sequences have equal periods because ~b is bijective. The point is that {q~(a,)~ is generated by 0(c0, 0(fl) with * as multiplication. Finally, we may infer that the two far rings have the same period profile, since the bijection 0 defines a bijection of pairs (~. fl)--'(0(~), 0(fl)).
The result for k/> 2 follows by induction. It suffices to illustrate by taking the step from k = 2 to k = 3. At this point we make crucial use of 1 as identity, associativity of addition, and the proviso 0(1)= 1. To simplify notation we let chad denote four successive members of a sequence and argue as follows: 
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Example 4.6. Examining Fig. 4 we find that far rings FRA and FRB have the same period profiles for k=2. Can we find an isomorphism (O,4)):FRA-*FRB? We suppose there is one, and find out what it could be. As a general approach we find profiles that apply to as few coefficient pairs as possible and, within them, pick out the sequences of least period. (Notation: in finding ~ we shall write 4 for 0 in Z4.) Problem 5.6. Discover whether, amongst Latin squares which produce M-sequences for given k, some choices give a more accurate attractor than others. It is already known that optimal sequences in general give significantly greater accuracy than the size of e guarantees [11, 12] .
