The nonnegativity of the determinant of the partial transpose of a two-qubit (4×4) density matrix (ρ) is both a necessary and sufficient condition for the separability of ρ. While the determinant of ρ itself is restricted to the interval [0, ≈ 0.874759 on the separability probability of real two-qubit density matrices. We are able to report general formulas for the m-th moment of the Hilbert-Schmidt probability distribution of |ρ| over [0, 1 256 ], in the real, complex and quaternionic two-qubit cases.
1 256 ], with negative values corresponding to entangled states. We report here the exact values of the first nine moments of the probability distribution of |ρ P T | over this interval, with respect to the Hilbert-Schmidt (metric volume element) measure on the nine-dimensional convex set of real two-qubit density matrices. Rational functions C 2j (m), yielding the coefficients of the 2j-th power of even polynomials occurring at intermediate steps in our derivation of the m-th moment, emerge. These functions possess poles at finite series of consecutive half-integers (m = − found-when employed in the one-sided Chebyshev inequality-give an upper bound of 30397 34749 ≈ 0.874759 on the separability probability of real two-qubit density matrices. We are able to report general formulas for the m-th moment of the Hilbert-Schmidt probability distribution of |ρ| over [0, 
I. INTRODUCTION
One interesting, and seemingly not immediately obvious consequence of certain wellknown results of Peres and the Horodecki clan [1, 2] is that one only needs to evaluate the sign of the determinant of the partial transpose of a two-qubit (4 × 4) density matrix (ρ) to assess the separability of ρ [3] [4] [5] [6] , rather than checking individually the signs of its four eigenvalues (since no more than one eigenvalue of |ρ P T | can be negative). If one assigns a measure-we will here use the volume element of the Hilbert-Schmidt (Euclidean/flat) metric [7] (cf. [8] )-to the two-qubit density matrices, then, from the associated probability distribution over the determinant of the partial transpose, one should-in principle-be able to derive the specific and long-sought probability that a two-qubit density matrix is separable (cf. [9] [10] [11] ). To attempt to fully characterize such a probability distribution of interest, we begin by computing its first several moments (sec. II). (It has been conjectured that "most of the information defining a compactly supported [probability distribution function]
is usually contained in its first few moments" [12] [13] [14] .) As a complementary exercise, we similarly analyze-but with considerably less severe computational demands-the Hilbert-Schmidt probability distribution over the determinant |ρ| itself (sec. III). The results obtained allow us to construct a general formula (55) for the m-th moment of this distribution.
We will proceed in the framework of the Bloore (or correlation coefficient) parameterization of the 4 × 4 density matrices [15] [16] [17] which allows us (in the generic real two-qubit case of immediate interest here) to work primarily in seven dimensions, rather than the nine naively expected. Also, in our computations, we will further reparametrize three of the six
in terms of partial correlations [16] , allowing certain requisite integrations to be performed simply over six-dimensional hypercubes, rather than more complicated domains. (We had alternatively attempted to utilize the cylindrical algebraic decomposition [18] 
where the ρ ii 's are the diagonal entries of ρ. (In the related study [17] , ν = µ 2 was used as a variable, and in [19] , ξ = log µ.) We have that (before the transformation to partial correlations, yieldingP )
The transformation of the three correlations z il , z ik , z jl to partial correlations (z ik,j , z jl,k , z il,jk ) takes the form [16] 
The jacobian for this transformation is
For the m-th moment (Moment m ≡ ζ ′ m ), the indicated six-dimensional integration of P in now reparameterized formP over the hypercube defined by
For the first (m = 1) moment, we have the result (Fig. 1 )
for the second moment (m = 2),
and for the third (m = 3),
At this point, we omit terms of lower order 2j than 2m, the coefficients of which match the coefficients C 4m−2j (m). Then, For the nine cases (m = 1, ..., 9) we have been able to explicitly compute so far, the coefficients of the corresponding 4m-degree even polynomials I m (µ), as already indicated, are symmetric-for reasons not immediately apparent to us-around the µ 2m term. The constant terms (as well as the coefficients of the µ 4m term) are expressible as
Additionally, the coefficients of the second and (4m − 2) terms are
Further, the coefficients of the fourth and (4m − 4) terms are
(These results were obtained using the "rate", guessing program of C. Krattenthaler, based on Mathematica programming of M. Trott.) Still further, M. Trott was able to obtain the result (using the FindSequenceFunction command of Mathematica) .
From the formulas for these coefficients, it is clear that the numerator of the coefficient , and as j increases by 1, an additional root 1 larger in value than the previous smallest is added. Thus, poles occur at the coefficient functions at such half-integers.) Utilizing this observation, we were then able-using simple fitting procedures-to move on to obtaining the coefficients In the second stage of our procedure to compute the m-th moment, we reverse the substitution (2) in these 4m-degree polynomials, multiply the result by the necessarily nonnegative factor (ρ 22 ρ 33 ) 2m (the factor (ρ 22 ρ 33 ) had been removed in forming the polynomial P in seven variables, proportional to |ρ P T |) and also by the jacobian corresponding to the transformation to Bloore (correlation) variables for the real two-qubit density matrices [20] 
The result is, then, integrated over the unit three-dimensional simplex,
to obtain the m-th moment. In other words (taking into account the appropriate normalization factor), and setting ρ 44 = 1 − ρ 11 + ρ 22 + ρ 33 , We are, in fact, able to perform the indicated symbolic integration, obtaining thereby 
On the other hand, the numerators of the C i (m)'s for m > 0 have zero as a trivial root, and for m > 4n, trivial roots 0, . . . n. Pursuant to these formulas, the first moment (mean) of the Hilbert-Schmidt probability distribution of |ρ P T | over the interval [− ] is (departing from the convention of denoting moments by µ, since that symbol has been employed in our earlier studies [17, 19] and above (2)) The skewness (γ 1 ) of the Hilbert-Schmidt probability distribution over |ρ P T | is negative (as well as all moments listed of odd order), that is, -3.13228-so, the left tail of the distribution is more pronounced than the right tail-while its kurtosis (γ 2 ), a measure of "peakedness" ≈ 0.537619 established in [19] , by enforcing the nonnegativity of pairs of 3 × 3 principal minors of the partial transpose, as well as weaker than 1024 135π 2 ≈ 0.76854, obtained by requiring the nonnegativity of all six 2 × 2 principal minors of the partial transpose [19] .
Again, converting gamma functions with half-integer arguments to rising factorials, we have, equivalently, that
Using the general formulae for the coefficients ( (16)- (18) πΓ(4m + 10)
For m = 3, the ratio of the true/known moment to the product of these two factors is 1.05766, increasing monotonically, in a quasi-linear manner, to 1.94638 for m = 9. Extending this form of analysis/approximation to take into account the exact formulas we have also so far 
III. HILBERT-SCHMIDT PROBABILITY DISTRIBUTION OVER |ρ|
The determinant of a 4 × 4 density matrix itself is restricted to a smaller range [0, ]-of its partial transpose. We have computed the initial moments of the Hilbert-Schmidt probability distribution of |ρ| over this interval, where ρ corresponds to a generic real two-qubit system. (Doing so involves only a series of three-fold integrations [7, 23] -three being the number of independent eigenvalues of a 4 ×4 density matrix-rather than the nine-fold [6+3] integrations used above for the moments of the probability distribution of |ρ P T |.) The first moments (ζ 
IV. RELATIONS BETWEEN THE TWO SETS OF MOMENTS
Similarly to the sequence ( (27)- (35)) of denominators of the earlier set of moments presented, the prime factors of the denominators in this latter set of moments (and nine more we have been able to compute) do not grow rapidly, indicative of the possibility of a closed form for them. (Of course, the numerators here-mostly 1's with two 3's-unlike the earlier ones, are comparatively well-behaved.) For instance,
Interestingly-but for the cases m = 1, 5-the powers to which 2 is raised in the denominators of the m-th entries (m = 1, ..., 9) of the two moment sequences ( (27)- (35) and (39)- (53) 
FIG. 2:
Fit of a twenty-four degree polynomial to the first twenty-four moments of the HilbertSchmidt probability distribution over |ρ|, where ρ is a generic real two-qubit density matrix square number.) More strikingly still, taking 11 to be the fifth prime number, the highest prime occurring in the denominator of the m-th member of each of the two sequences is the same (5+m)-th prime.
In Fig. 2 , we display the fit of a power series in |ρ| of degree twenty-four (with twenty-five unknown coefficients) to the computed first twenty-four moments. (We also-giving us the needed twenty-fifth constraint-require the "zeroth" moment to be 1, as mandated for any probability distribution.) No nonnegativity constraints were, however, imposed and certain slight incursions into negative regions result. (The "probability" mass below the |ρ| axis is 0.000397, while above it, the mass is 1.000397.) The distribution is clearly peaked at |ρ| = 0, the locus of the degenerate (pure, pseudo-pure,...) states, those having at least one eigenvalue zero. In Fig. 3 , we attempt an alternative reconstruction of this probability distribution using the stable approximation method advanced in [24, eq. (6) 
The associated moment-generating function is the generalized hypergeometric function
, 2,
The inverse Fourier transform of the associated characteristic function, that is M(it), then, should yield the Hilbert-Schmidt probability distribution over |ρ| for generic real two-qubit density matrices ρ. (However, we have not been able to explicitly evaluate it.)
In Fig. 4 , we display the fit of a power series in |ρ| P T of degree nine to the computed first nine moments ((27)- (35)) (cf. [11, Figs. 1, 2] ) of the Hilbert-Schmidt probability distribution over |ρ P T |, where ρ is a generic real two-qubit density matrix. No nonnegativity constraints were, however, imposed and considerable incursions into negative regions now result. (Such negativity can be obviated through the use of maximum-entropy, spline-fitting and other methodologies [14, 24] , and we intend to explore such directions. The use of the stable approximation approach [24] used to produce Fig. 3 was not insightful with our relatively small number of explicit moments.)
Since the plotted distribution (Fig. 4) 
containing |ρ P T | = 0. Narrower intervals containing the mode can be obtained using higherorder moments and the associated Hankel determinants [13, Thm. 3.2] . ]-is 0.39648, while our previous studies [19] , indicate that the actual value is considerably higher, ≈ 0.45-a discrepancy still higher-order moments should ameliorate.) Also, of course, it would be interesting to extend our forms of analyses from the real case to the more fully general setting of the 15-dimensional convex set of complex two-qubit (4 × 4) density matrices. But, at this stage of development of our technical apparatus, we are unable even to compute the corresponding first HilbertSchmidt moment (mean) over |ρ P T | (known to be − 1 858
in the real two-qubit case). However, progress, in these regards, should be much more readily achievable in terms of the moments over |ρ|. 
