Universal driven critical dynamics across a quantum phase transition in
  ferromagnetic spinor atomic Bose-Einstein condensates by Xue, Ming et al.
Universal driven critical dynamics across a quantum phase transition in ferromagnetic
spinor atomic Bose-Einstein condensates
Ming Xue,1 Shuai Yin,2 and Li You1, 3
1State Key Laboratory of Low Dimensional Quantum Physics,
Department of Physics, Tsinghua University, Beijing 100084, China
2Institute for Advanced Study, Tsinghua University, Beijing 100084, China
3Collaborative Innovation Center of Quantum Matter, Beijing 100084, China
(Dated: May 10, 2018)
We study the equilibrium and dynamical properties of a ferromagnetic spinor atomic Bose-Einstein
condensate. In the vicinity of the critical point for a continuous quantum phase transition, universal
behaviors are observed both in the equilibrium state and in the dynamics when the quadratic Zeeman
shift is swept linearly. Three distinct dynamical regions are identified for different sweeping time
scales (τ), when compared to the time scale τKZ ∼ N (1+νz)/νd decided by external driving in a system
with finite size N (ν, z are critical exponents and d the dimensionality). They are manifested by
the excitation probability P and the excess heat density Q. The adiabatic region of P ∼ Q ∼ τ−2
follows from the adiabatic perturbation theory when τ > τKZ, while the non-adiabatic universal
region of P ∼ Q ∼ τ−1 in the thermodynamic limit is described by the Kibble-Zurek mechanism
when τKZ > τ > the time scale given by initial gap. The Kibble-Zurek scaling hypothesis is
augmented with finite-size scaling in the latter region and several experimentally falsifiable features
for the finite system we consider are predicted. The region of the fastest sweeping is found to be
non-universal and far-from-equilibrium with P and Q essentially being constants independent of τ .
I. INTRODUCTION
Discovering and understanding nonequilibrium scaling
behaviors near the quantum critical point (QCP) is one of
the most interesting arenas in condensed matter physics
and statistical physics. Continuous quantum phase tran-
sitions (QPTs) occur when the control parameter in a
Hamiltonian is tuned across QCPs at zero temperature
[1]. In a continuous phase transition, the order parame-
ter vanishes smoothly as the critical point is approached.
The existence of a QCP is usually accompanied by non-
analyticity in the ground state energy, and it usually
connects two quantum phases with different symmetries.
Strong quantum fluctuations near a QCP always lead
to breaking of symmetry and subsequent building up a
macroscopic order. The emergence of an order parame-
ter and the nonanalyticity in the ground state energy are
related by the Hellmann-Feynman theorem.
Universality, which originates from the scale invariance
near a critical point, is a remarkable feature in continu-
ous phase transitions [2, 3]. As is known from equilibrium
critical phenomena in classical systems, universal behav-
iors emerge in the vicinity of a critical point where a large
number of degrees of freedom are strongly correlated. As-
sociated with the critical point a set of critical exponents
can be used to describe the scaling behaviors for rele-
vant quantities near the transition. Moreover, the clas-
sical notion of universality in thermal phase transition
has been extended successfully to describe the quantum
critical phenomena due to quantum fluctuations at zero
temperature [1].
Cold atom experiments facilitate the study of quan-
tum phases and their associated QPTs in a closed quan-
tum many-body system [4–7]. A wide variety of dynami-
cal properties can be monitored because the relevant en-
ergy scales in cold atom systems are much smaller than
in conventional condensed matter systems, therefore the
relaxation time or the response time is longer and eas-
ier to follow experimentally. The equilibrium relaxation
time teq of a quantum system, which is typically mea-
sured by the inverse of the excitation gap (∆), diverges
in the thermodynamic limit (TDL) because of the gap
closing at the QCP. Consequently any driving of the con-
trol parameter at a finite rate would cause nonequilib-
rium effects. An effective approach for the description
of such nonequilbrium effects is the celebrated Kibble-
Zurek (KZ) mechanism [8–10], which was first proposed
in cosmology physics by Kibble and then extended by
Zurek to condensed matter physics.
The KZ mechanism has been extensively studied both
in classical and quantum systems, and in theories [11–24]
as well as in experiments [25–35]. A signature scaling re-
lation between the number of defects or excitations and
the driving rate is predicted when the system is driven
across a continuous phase transition. The key enabling
element lies at the possibility of combining the equilib-
rium critical exponents and the driving rate to charac-
terize the nonequilibrium effects from the finite driving
rate. The main idea involves seperating the whole dy-
namics in such a driven process into an adiabatic plus an
impulse region. When the driven parameter is far from
the critical point, the dynamics is approximately adia-
batic due to large equilibrium relaxation time; When the
critical point is approached, due to the so-called criti-
cal slowing down, the system dynamics can be regarded
as frozen and describable by the impulse approximation,
and nonadiabatic effects appear. The instant separat-
ing the two regions is obtained by equating the time re-
mained to arrive at the QCP, denoted as tKZ, to the equi-
librium relaxation time teq, i.e., tKZ ' teq ' 1/∆. The
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2different dynamic regions then originate from the com-
petitions between the two time (length) scales [22]: the
time (length) scale given by external driving and intrinsic
relaxation time teq (correlation length ξ).
Spinor atomic Bose-Einstein condensate (BEC) ex-
hibits rich magnetic phases in the presence of external
magnetic field, which makes it a suitable platform to
study the dynamics of QPTs. In this work, we focus
on a spin-1 BEC with ferromagnetic interactions such as
for 87Rb atoms [36–40]. Invariably, current atomic BEC
systems are trapped in a finite volume by magnetic or op-
tical means with a finite number of atoms, although the
total atom number can be changed to some degree from
experiment to experiment. In the pioneering experimen-
tal work of Ref. [34], aimed at checking the predictions
of KZ mechanism, the scaling behavior for the impulse
stage duration was confirmed. But the deviation of the
scaling exponent from the mean-field theory critical ex-
ponent is evident especially at the long ramp time limit.
It is presumably due to the neglect of the finite size effect,
which enters by opening a gap at the QCP and smoothes
out the relevant phase transition observables. It can-
not be ignored especially when the finite gap opening at
the QCP is comparable with the energy scale associated
with the dynamics one is investigating. Besides, a finite
gap enables near-adiabatic preparation of metrologically
meaningful quantum states [40].
The equilibrium and dynamical properties are stud-
ied in this work when the quadratic Zeeman shift is
tuned through a continuous QCP as in recent experi-
ments [34, 40]. We combine the KZ mechanism with
finite-size scaling theory to obtain universal dynamical
scaling functions for relevant phase transition observables
and successfully verify their scaling collapse in finite sys-
tems by using the mean-field critical exponents. We cover
the whole range of the driving rate and find that the dy-
namics in a finite system can be described by adiabatic
perturbation theory [41, 42] in the very slow driving limit,
and becomes far-from-equilibrium and non-universal in
the fast driving limit.
This paper is organized as follows. We first discuss
the QPT for our model in Sect. II A and extract the
critical exponents from mean-field results in Sect. II B.
In Sect. II C, we study the finite-size scaling for equilib-
rium observables. Section III is devoted to a study of
the dynamical properties for a linear driven protocol,
where three distinct dynamical regions are analyzed.
The consequent predictions can be tested in existing
experimental setups. Finally in Sect. IV, we conclude
with discussions.
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FIG. 1. Mean-field phase diagram. The mean-field phase
diagram for our model at q > 0 in the subspace of zero lon-
gitudinal magnetization Fz = 0. The broken-axisymmetry
phase (BA phase) and the polar phase are separated at the
quantum critical point(QCP) qc = 2. The mean-field values
for ground state observables: fractional population N (black
solid line) and transverse magnetization M (red solid line).
The mean-field critical exponents can be obtained from the
scaling behaviors near the QCP for N and M (see the main
text).
II. MODEL HAMILTONIAN AND THE
CRITICAL EXPONENTS
A. Spin-1 BEC Hamiltonian and its QPT
Model.—For a spin-1 BEC of 87Rb or 23Na atoms,
the spin-dependent interaction strength is usually much
weaker than the density-density interactions, it is there-
fore reasonable to make the single-mode approximation
(SMA) by assuming that all spin states share the same
spatial wavefunction φ(r), which is unit normalized ac-
cording to
∫ |φ(r)|2dr = 1 [43]. SMA decouples the spa-
tial mode and the spin. The equations of motion at low
energies are simplified to those concerning the internal
spin degrees of freedom. The Hamiltonian under SMA
becomes [43, 44]
Hˆ =
c2
2N
[(
2Nˆ0 − 1
)(
Nˆ1 + Nˆ−1
)
+ 2
(
aˆ†1aˆ
†
−1aˆ0aˆ0 + h.c.
)]
− p
(
Nˆ1 − Nˆ−1
)
+ q
(
Nˆ1 + Nˆ−1
)
, (1)
where aˆmf (mf = 0,±1) is the annihilation operator of
the ground state manifold |f = 1,mf 〉, with number op-
erator Nˆmf = aˆ
†
mf
aˆmf , and the total particle number op-
erator Nˆ = Nˆ1+Nˆ0+Nˆ−1 is conserved. p and q are linear
and quadratic Zeeman shifts which could be tuned inde-
pendently in experiments. The spinor dynamic rate c2,
which sets the spin-dependent interaction energy scale, is
defined as c2 = N
∫ |φ(r)|4dr× 4pi(a2−a0)3ma , with ma being
the atomic mass, aF the s-wave scattering length in the
3total spin angular momentum channel of F = f1 + f2 for
the two atoms. Atomic interactions naturally give c2 < 0
for 87Rb atoms and c2 > 0 for
23Na atoms which cor-
responds to ferromagnetic and anti-ferromagnetic spin-
dependent interactions, respectively.
The collective spin operators for this spin-1 boson sys-
tem are defined by Fˆ+ =
√
2 (aˆ†1aˆ0 + aˆ
†
0aˆ−1), Fˆ− =
Fˆ †+, Fˆz = aˆ
†
1a1 − aˆ†−1aˆ−1, where Fˆ± ≡ Fˆx ± iFˆy are the
raising and lowering operators, and [Fˆz, Hˆ] = 0, mak-
ing the longitudinal magnetization Fz a good quantum
number. Hereafter we constrain to the Fz = 0 subspace,
which means the linear Zeeman shift can be set to p = 0,
effectively.
Phase diagram.—In the following discussions, we shall
focus on the QPT physics in the ferromagnetic conden-
sate with c2 < 0 and nonnegative (effective) quadratic
Zeeman energy q ≥ 0. As we can see from Eq. (1), in the
limit of q/|c2| → +∞, all atoms stay in the single-particle
state |1, 0〉, but in the limit of q/|c2| → 0, the ferromag-
netic interaction term dominates. There must exist a
critical point when these two terms are comparable. The
competition between the ferromagnetic interaction and
the quadratic Zeeman energy manifests the system by
two phases with different symmetries revealed by their
collective spin magnetization. They are the polar phase
for q/|c2| > 2 and the broken-axisymmerty (BA) phase
for 0 ≤ q/|c2| ≤ 2 (see Fig. 1 for the phase diagram).
In order to clarify the QCP explicitly, we assume a ho-
mogeneous density profile φ(r) = 1√
V
for the condensate,
which is a good approximation if the atoms are loaded
into a flat trap [45–49]. Therefore c2 ∝ N
∫ |φ(r)|4dr ∝
N
V . Strictly speaking, phase transitions occur only in the
limit of thermodynamics lim
N,V→∞
N
V = const. , so c2 is in-
tensive and fixed when we take the TDL. From now on
we take |c2| = 1 as energy unit in the following discus-
sions. If the system is inhomogeneous in space, such as
in a 3D harmonic trap [34, 40], under the Thomas-Fermi
approximation, one must take c2(N) ∝ N2/5 into con-
sideration to keep the interaction energy per atom fixed
when the TDL is taken [34].
For a continuous transition associated with sponta-
neously broken symmetry, order parameters can be de-
fined to identify the QPT. The following two order pa-
rameters [14, 15, 34]
N = 〈Nˆ1 + Nˆ−1〉
N
, M =
√
〈Fˆ 2x 〉+ 〈Fˆ 2y 〉
N
,
are adopted, wherein N denotes the fractional atomic
population in magnetic states |1, 1〉 and |1,−1〉 , and M
is the magnitude of the transverse magnetization for the
collective spin. En(q) denotes the n-th (n ∈ N) eigen-
value of Hˆ(q), and en(q) ≡ En(q)/N the energy per par-
ticle. By using the Hellman-Feynman theorem, the frac-
tional population satisfies N (q) ≡ 1N
〈
∂Hˆ(q)
∂q
〉
= ∂e0(q)∂q
with e0 the ground state energy per particle. From Fig. 1,
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FIG. 2. The precursor to QPT in a finite system.
The ∂
2e0
∂q2
approaches a discontinuous step with increasing
N , which implies a second order (continuous) QPT according
to Ehrenfest’s classification. Inset: the pseudo-critical point
qc(N) (location of the minimal e1−e0) for different finite size
N . In the log-log plot, the difference qc − qc(N) is seeing to
vanish as N → ∞ according to a power law, wherein qc = 2
is the mean-field critical point. This indicates the mean-field
critical point is exact.
it is clear that the QCP at q = 2 is a second order tran-
sition since the derivative of e0 with respect to q , namely
N (q) , is continuous but the higher order derivatives are
discontinuous.
Besides the mean-field results, in Fig. 2, we also show
numerical results of ∂
2e0
∂q2 obtained from exact diagonal-
ization of the Hamiltonian of Eq. (1) for different total
atom number N . The increasingly sharper jump from
zero to a negative value for ∂
2e0
∂q2 with increasing N serves
as a precursor to QPT in a finite system. The inset of
Fig. 2 shows the locations of the minimal e1−e0 for differ-
ent N , i.e., the pseudo-critical points [qc(N)] for a finite
system. It is clear that the qc(N) converges to qc = 2 in
the TDL, consistent with the mean-field critical point.
B. Static critical properties
The Bogoliubov analysis in Ref. [50] for our model sys-
tem shows there exist three excitation modes at long
wavelength limit in the BA phase. One is gapful and the
other two are gapless Goldstone modes associated with
U(1) and SO(2) symmetries being broken. The gapful
mode denoted as Eα in Ref. [50] is directly relevant for
our following discussions,
E2α = ∆
2 + 4|c2|k +O(2k) ,
∆2 = (qc − q) (qc + q) ,
where k =
~2k2
2m and ∆ are free particle dispersion and
excitation gap, respectively.
Therefore, the excitation is gapless with a spectrum
Eα ∼ 1/2k ∼ kz at the QCP q = qc, so we must have
the dynamical critical exponent z = 1. Furthermore, the
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FIG. 3. Finite-size scaling at equilibrium. (a)-(c) In the vicinity of the QCP, exact diagonalization of the Hamiltonian of
Eq. (1) gives the gap ∆(q) , fractional population N (q) and the transverse magnetization M(q) for the ground state. (d)-(f)
show the corresponding data rescaled according to Eqs. (3)-(4) by using the critical exponents in Table I. Finite-size scaling is
clearly verified. Different system sizes for N = 500, 1000 and 5000 are used in the calculations.
behavior of the gap approaching the QCP from the BA
phase ∆(q → q−c ) ∼ |q − qc|νz yields νz = 1/2, thus the
correlation length critical exponent ν = 1/2.
The mean-field results for the order parameters N and
M near the QCP in the BA phase are respectively given
by [50, 51],
N (BA) ∝ qc − q , M(BA) ∝
√
qc − q ,
as shown in Fig. 1, and both are zero in the polar phase.
We thus obtain the exponents of order parameters βN =
1 and βM = 1/2 from the behavior O ∼ |q−qc|βO (where
O = N ,M) in the vicinity of the QCP.
The Hamiltonian in Eq. (1) actually describesN spin–1
bosons interacting equally with all other spins. For such
a system mean-field theory gives exact results about the
QPT. Because of the infinitely long-range nature of in-
teraction, the concepts of “dimensionality” or “length”
are not well-defined [52, 53]. The correlation length for a
general short-range model must be substituted by an ef-
fective quantity Nξ. By following the arguments of Botet
and Jullien [52, 53], we can define a length scale ξ which
simply links the upper critical dimensionality dc of the
corresponding finite-range model according to Nξ ∼ ξdc .
The finite-range spin model has an upper critical dimen-
sion dc = 4 for a classical phase transition, and since a
QPT in d-dimension has the same critical behaviors as
the classical transition in (d + z)-dimension, the upper
critical dimensionality is d = 4 − z = 3 for the QPT we
discuss. This dimensionality is consistent with what we
have in the approximated Hamiltonian (1) under SMA.
If the coherence number Nξ is used as an effective cor-
relation length, we find critical exponents ν∗z∗ = 1/2
but with ν∗ = νd = 3/2, z∗ = z/d = 1/3, which im-
plies the information concerning dimensionality is encap-
sulated into the critical exponents. We list the critical
exponents in Table I for later use.
TABLE I. The critical exponents and dimensionality.
ν βN βM z d
1/2 1 1/2 1 3
C. Finite-size scaling in the equilibrium state
In the vicinity of the QCP with N →∞, one has
ξ ∼ |q − qc|−ν , Nξ ∼ |q − qc|−νd ,
∆−1 ∼ ξz ∼ Nz/dξ ∼ |q − qc|−νz ,
which shows the power-law divergence of the character-
istic length and time at the critical point. At any finite
N , the singularity at QCP thus gets rounded, the charac-
teristic length ξ would remain finite and a nonvanishing
gap stays at the critical field. The “rounding off” can
be introduced through a regular scaling function g∆(x),
5such that for the inverse gap
∆−1(q,N) ∼ ∆−1(q,N =∞) · g∆ (N/Nξ) , (2)
with g∆(x) → const. for x  1, which recovers the
nominal TDL, and g∆(x) → xω∆ for x  1. The ex-
ponent ω∆ = z/d is obtained by assuming that ∆
−1
would become regular at qc for any finite N . By us-
ing z = 1 and d = 3 obtained in last section, we find
∆ ∼ N−z/d ∼ N−1/3 at the pseudo-critical point be-
cause finite N takes over the role of Nξ as a length scale
cutoff. Such a scaling was already revealed from fitting
numerical calculated values in Ref. [51, 54]. This is the
same finite size behavior at the QCP as in the Dicke
model [55] and the Lipkin-Meshkov-Glick model [56, 57].
Based on the above discussions, the finite-size scaling
hypotheses for the gap and order parameters can be gen-
erally chosen as,
∆(,N) ∼ N−z/dg1(N1/νd) , (3)
O(,N) ∼ N−βO/νdgO(N1/νd) , (4)
where  = (q − qc)/qc is the reduced control parame-
ter which measures the distance to QCP. The exponent
βO is the corresponding scaling dimension for observable
O (O = N ,M), and g1, gO are the scaling functions.
We numerically diagonalize the Hamiltonian in the
Fz = 0 subspace for different size N to obtain the gap
∆(q) = E1(q)−E0(q), ground state fractional population
N (q) and transverse magnetization M(q). In Fig. 3, we
show the data collapse by using mean-field critical expo-
nents in Table I. The scaling hypotheses in Eqs. (3)-(4)
are thus well verified near the QCP for the spin mixing
model we discuss.
III. DYNAMIC BEHAVIORS ACROSS THE QCP
The equilibrium criticality established above allows us
to study the universal behaviors in the driven dynamics
across the QCP. In this section, we discuss such behaviors
for the driven dynamics in our model.
We consider the case of a linear driving protocol with
the quadratic Zeeman shift in Eq. (1) taking the form,
q(t) = qi + (qf − qi) · t/τ, for t ∈ [0, τ ] , (5)
where qi ≡ q(0), qf ≡ q(τ) are the initial and final shifts
respectively, and τ is the total driving duration and driv-
ing speed is v =
qf−qi
τ ∝ τ−1. If τ → 0, such a driv-
ing protocol reduces to a sudden quench, while it cor-
responds to the adiabatic limit when τ → ∞. The ini-
tial state |Ψ(t = 0)〉 is always taken to be the ground
state of Hamiltonian Hˆ(qi). The dynamical state |Ψ(t)〉
is solved numerically by evolving the Schro¨dinger equa-
tion i∂t|Ψ(t)〉 = Hˆ(t)|Ψ(t)〉 , with the driving protocol
Hˆ(t) ≡ Hˆ[q(t)] of Eq. (5). Since only two parameters
out of the three (t, q, τ) are independent, we can use ei-
ther (t, τ) or (q, τ) to denote the same driving process
in the following discussion, i.e., O(q) ≡ O[q(t)] for any
time-dependent observables O.
One can always expand the state |Ψ(q)〉 as
|Ψ(q)〉 = ∑D−1n=0 an(q)e−iΘn(q)|ψn(q)〉 , into the instan-
taneous eigenstates |ψn(q)〉 (n ∈ N) of Hˆ(q) satisfying
Hˆ(q)|ψn(q)〉 = En(q)|ψn(q)〉. {an} is the coefficients of
superposition and D is the dimension of Hilbert space.
The time-dependent Schro¨dinger equation then reduces
to
∂tan(t) = −
D−1∑
m=0
am(t)e
i[Θn(t)−Θm(t)]〈ψn(t)|∂t|ψm(t)〉 ,
where the dynamical phase takes the explicit form
Θn(q) =
∫ q
qi
En(q
′)
q˙′ dq
′ = v
∫ q
qi
En(q
′)dq′.
We characterize the loss of adiabaticity employing
the following two quantities: the excitation probability
P(t) = 1 − |〈Ψ(t)|ψ0(t)〉|2 which measures the infidelity
of the dynamical state |Ψ(t)〉 on the adiabatically con-
nected ground state |ψ0(t)〉 and the excess heat density
Q(t) = [〈Ψ(t)|Hˆ(t)|Ψ(t)〉−E0(t)]/N , which measures the
overall net energy gain over E0(t) ≡ 〈ψ0(t)|Hˆ(t)|ψ0(t)〉.
Starting from the ground state, with P(qi) = 0 and
Q(qi) = 0, we expect 1 ≥ P(t) ≥ 0 and Q(t) ≥ 0.
This study is focused on driving the system from BA
phase (qi = 0) to deep in the polar phase (qf = 6).
When the system is driven across the QCP, due to the
vanishing gap at the critical field, non-adiabatic effects
become unavoidable even if the driving velocity v → 0.
For a finite-size system, the gap remains finite, and the
dynamics show quite different behaviors in the limit v →
0. This constitutes an important topic to be addressed
in the following.
Based on numerical simulations, we find there exist
three distinct regions according to the driving rate and
will be called adiabatic, non-adiabatic, and far-from-
equilibrium region respectively corresponding to long, in-
termediate, and short τ . Their non-adiabatic indicators
show quite different scaling behaviors and are essentially
decided by the dominant time or length scales and the
corresponding low energy excitations in the driven pro-
cesses.
The adiabatic region for large τ .—For a large but finite
N , a finite gap exists. Adiabatically passing through the
pseudo-critical point is possible in the adiabatic pertur-
bation limit v → 0, when the system can only be excited
by the so-called Landau-Zener mechanism. The adiabatic
perturbation theory [42] gives
|an(q)|2 ≈ v2
{[ |〈ψn|∂qi |ψ0〉|2
(En(qi)− E0(qi))2 +
|〈ψn|∂q|ψ0〉|2
(En(q)− E0(q))2
]
− 2 〈ψn|∂qi |ψ0〉
En(qi)− E0(qi)
〈ψn|∂q|ψ0〉
En(q)− E0(q) cos[δΘn0]
}
, (6)
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FIG. 4. Driven dynamics. (a) and (b) show the general structures of excitation probability P(q) and Q(q) at different
driving rate, for N = 1000 as an example. (c)-(d) The excitation probability P (τ) and the heat density Q(τ) at the end of the
driving for different system size N . The driving parameters are taken as qi = 0 and qf = 6. Three distinct dynamical regions
are revealed according to the behaviors of P(τ) and Q(τ). The black dashed line and dash-dotted lines indicate the τ−2 and
τ−1 power laws, respectively. Inset of (c), we rescale τ -axis by N and show the crossover between the adiabatic region and
non-adiabatic region occurs at τc ∝ N (see main text).
where the accumulated phase difference between the n-th
excited state and the ground state is defined as δΘn0 =
Θn(q)−Θ0(q) = v
∫ q
qi
[En(q
′)−E0(q′)]dq′. Provided that
only the dominant excitation into the first excited state is
considered, we find δΘ10 = v
∫ q
qi
∆(q′)dq′, see Fig. 3 (a).
The integration of the gap ensures δΘ10(q) be a continu-
ous and monotonous increasing function of q and linearly
depend on v. Therefore, the two terms in Eq. (6) can
well describe the amplitude and oscillation behaviors of
P(q) ≈ |a1(q)|2 as shown in Fig. 4 (a), respectively. For
a specific large τ , P(q) shows slow oscillations with large
envelope around the QCP and fast oscillations with small
envelope away from the QCP. This is due to the gap
closing near the QCP, which leads to a slower growth of
δΘ10. The linear dependence on driving rate v for δΘ10
is revealed by the oscillation period structure, shown re-
spectively in Figs. 4 (a) and (b), reminiscent of a Russian
doll collection, between protocols with different v.
In this adiabatic region, diabatic effects induced by
the external driving enter only as a perturbation near
the QCP. It is clear that the final excitation probabil-
ity P(τ) and excess heat density Q(τ) both show the
∼ v2 ∝ τ−2 scaling for a generic gapped system [41], as
predicted by Eq. (6), and also visibly confirmed in the
large τ region in Figs. 4 (c)-(d). The finite energy gap
∆min at the QCP is the dominant energy scale during the
dynamics, or the finite size N is the smallest and domi-
nant length scale. One can thus define a size-dependent
KZ rate as vKZ(N) ∼ N−(1+νz)/νd or equivalently a time
scale τKZ(N) ∼ N (1+νz)/νd, with such driving rate or
time the correlation length Nξ at the frozen moment is
of the order of the system size N . When v is smaller than
vKZ(N), the system always remains adiabatic [22].
The non-adiabatic universal region.—In this interme-
diate region, v > vKZ(N) but remains much less than
the relevant initial gap. The non-adiabatic indicators
P(τ) and Q(τ) exhibit distinct behaviors from the adia-
batic region. It is due to the existence of another exter-
nal time (length) scale tKZ (ξKZ) which dominates near
the QCP. This so-called KZ time tKZ ∼ v−νz/(1+νz) or
KZ length scale ξKZ ∼ v−ν/(1+νz) , is determined by
the external driving, and acts as the smallest time or
length scale in the universal dynamics near the QCP. The
crossover between the two regions occurs when v ' vKZ,
which predicts the crossover happens at τc ∝ N for dif-
ferent system size N , as shown in the inset of Fig. 4 (c).
Analogously, we can define a maximal defect-free size
NKZ ∼ ξdKZ ∼ v−dν/(1+νz) or an effective length scale
given by the driving, and the defect density from the
KZ mechanism is proportional to 1/NKZ. Therefore we
find P(τ) ∼ 1/NKZ ∼ vdν/(1+νz) and Q(τ) ∼ P(τ) ∼
vdν/(1+νz) [58–60]. This KZ scaling is expected to hold
in the limit of v → 0 (τ → ∞) in the TDL [black dash-
dot line in Figs. 4 (c)-(d)]. The asymptotic behavior for
N → ∞ implies there adiabatic processes are excluded
in the TDL. We recall the limits of v → 0 (i.e., τ →∞)
and N →∞ do not commute [41].
The above two regions respectively correspond to the
adiabatic finite-size scaling (FSS) regime and the impulse
finite-time scaling (FTS) regime of a finite-size system
considered earlier in Ref. [22]. In the FSS regime, N < Nξ
and N < NKZ, for example P = N−1f1(vN 1+νzνd ) and we
7have only considered the excitation at the QCP  = 0.
The argument x = vN
1+νz
νd = vN is small and the scaling
function f1(x) can be described perturbatively [22, 61] in
x. Therefore we have P ' N−1[f1(0)+f ′1(0) ·x+ 12f ′′1 (0) ·
x2], where the first term f1(0) is the equilibrium excita-
tion and should vanish for a finite system, the second and
the third term arise from the perturbation of the driving
and we argue that the linear term in v is absent because
the excitation or excess heat is insensitive to the sign of
v [41], therefore we have P ' N−1 · 12f ′′1 (0) · x2 ∼ τ−2.
In a general scenario of KZ ramp, the tuning parameter
is swept from the deep disordered phase (polar) to the
ordered phase (BA). Due to the gap closing from q = 0 to
q < 0 and the appearance of a second QCP at q = −2, we
choose to drive from the BA to the polar phase in order to
obtain a steady value of P for a long ramp time. In order
to address the experiments, according to Ref. [62, 63],
the order parameters easily measurable in experiments
satisfy the dynamical KZ scaling form,
O(, v) = v βO1+νz fO(v− 11+νz , Nv νd1+νz ) (7)
where O = 〈Oˆ〉 can be either N or M, βO is the cor-
responding critical exponents given in Table I. fO(x, y)
is a scaling function of arguments (x, y), taking the FTS
form in Ref. [22] with finite-size effects included.
In actual experiments, one can easily prepare the ini-
tial state in the polar phase with all atoms in |1,mf = 0〉
state (the Fz = 0 subspace) and tune the quadratic Zee-
man shift q in Eq. (1) linearly as in Eq. (5) with different
driving time τ . During the tuning process, the dynamical
values of the fractional population N and the transverse
magnetization M can be measured in successive realiza-
tions. One can also vary the system size N to take the
finite-size scaling into consideration. The scaling hypoth-
esis in Eq. (7) can be checked by doing data collapse in
the two scaling directions with the experimental results.
We numerically check the full dynamical KZ scaling
form by fixing Nvνd/(1+νz) = const., Fig. 5 (a) and (c)
show the numerically computed M and N with elected
experimentally feasible system size N . These curves are
indeed seen to collapse onto each other after rescaling
according to Eq. (7), see Fig. 5 (b) and (d). We note that
for a small system size N , the scaling collapse region
shrinks, which indicates the universality would disappear
for the really small τ (large v) region.
The far-from-equilibrium region for fast driving.—
When the driving rate v is too fast such that the driv-
ing determined length scale NKZ is not only dominant
near the QCP, but also during the whole dynamics as
NKZ < Nξ(qi), the system state becomes frozen in the
whole driving process. The excitation probability P(q)
saturates rapidly in the initial ramp and loses its feature
as an indicator, as shown in Fig. 4 (a) and (c). The heat
density Q(τ) shows almost no size dependence since the
finite-size effects are unimportant at the initial gap ∆(qi)
[Fig. 3 (a)], and Q(τ) tends to nearly a constant for τ → 0
as shown in Fig. 4 (d). This far-from-equilibrium region
by fast driving is non-universal.
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FIG. 5. Finite-size Kibble-Zurek scaling. For fixed N ·
vdν/(1+νz) = N ·v = 180 in Eq. (7) and starting from the polar
phase (qi = 4.0) and sweeping to the BA phase (qf = 0).
(a) The dynamical value of N (q) – the fractional population.
(b) The numerical data rescaled for N . (c) The transverse
magnetization M(q). (d) The numerical data rescaled for
M. For N = 1 × 103, 5 × 103, 1 × 104 and 2 × 104 which are
all within experimentally feasible atom numbers. It is clear
that in (b) and (d) the KZ scaling hypotheses are verified near
the QCP, but for smaller system size (gray line with square
marker), the collapsed region shrinks. This indicates the loss
of universality when v is too fast.
IV. DISCUSSIONS AND CONCLUSIONS
In this paper, we study the equilibrium and dynamical
properties in a ferromagnetic spinor atomic Bose-Einstein
condensate. At equilibrium, we extract the mean-field
critical exponents and verify the finite-size scaling hy-
pothesis. Because of the infinitely long-range nature of
the interaction (within the SMA), the mean-field theory
gives exact results about the critical phenomena in the
equilibrium.
The dynamical process is realized by linearly tuning
the quadratic Zeeman shift across a continuous QCP. In
the vicinity of the QCP, universal behaviors are also ob-
served in the dynamics. Three distinct dynamical re-
gions are identified corresponding to different total driv-
ing time τ (or equivalently driving rate v ∝ τ−1), char-
acterized by two adiabaticity indicators: the excitation
probability P and the excess heat density Q . We show
that the adiabatic region of P ∼ Q ∼ τ−2 exists in any
finite system for v < vKZ(N), in which external driving
enters the dynamics only as a perturbation. In this re-
gion the adiabatic perturbation theory can give a nice
description for the dynamics. While the non-adiabatic
universal region of P ∼ Q ∼ τ−νd/(1+νz) , which corre-
sponds to intermediate driving rate v > vKZ(N), and in
the thermodynamic limit is well described by the Kibble-
8Zurek mechanism. The dynamical Kibble-Zurek scaling
is found to apply to finite-size systems in this universal
region and the scaling hypotheses for fractional popula-
tion N and transverse magnetization M are presented
which can be checked directly in ongoing experiments.
Finally, the region of the fastest driving rate is found to
be non-universal and far-from-equilibrium with P and Q
essentially being constants independent of τ .
The distinct behaviors of the dynamics originate from
the competitions between different length scales, the
scale given by the external driving NKZ, the intrinsic
correlation length scale of the system Nξ, and the fi-
nite size N . The smallest one always dominates the dy-
namic behavior. We also note that the above three re-
gions: adiabatic, non-adiabatic and far-from-equilibrium
regions may respectively correspond to the analytical,
non-adiabatic, and non-analytical processes in Ref. [41].
As pointed by the authors of Ref. [41], in the analytical
and non-analytical regimes, there exist no highly popu-
lated low-energy modes and finite-size or relaxation ef-
fects are unimportant.
Finally, we emphasize that the simplicity and rich
magnetic phases of spinor condensates could offer us a
promising platform to study the critical phenomena the-
oretically and experimentally, both in equilibrium and
the nonequilibrium.
Note added.—A related work addressing the similar
topic but in the Lipkin-Meshkov-Glick model appeared
in the archive very recently [64].
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