The dark matter halos of bright galaxies appear to have densities in their inner parts that are at least an order of magnitude lower than predicted from structure-formation simulations. This well-known difficulty for LCDM would be ameliorated if galaxy evolution could drive down the dark matter density in the inner halo. Here I present a study of the halo density reductions that result from torques by an idealized bar. When countervailing compression by baryonic contraction is ignored, I find that moderate strength bars of any size can reduce the mean density of the inner halo by 20% -30%. Extreme bars, that are long, massive, and skinny, can reduce the mean inner density by a factor ∼ 10, while shorter, but still very strong bars effect a density reduction by a factor of ∼ 2. The largest density reductions are achieved at the expense of removing a sizeable fraction of the angular momentum likely to reside in the baryonic component. I show that these results from simulations with rigid bars are numerically robust.
INTRODUCTION
The LCDM model for the formation of structure and galaxies in the universe makes specific predictions about the density profiles of galaxy halos. It is generally reported that the spherically averaged density profile approximates a broken power law of the form ρ(r) = ρ s r 3 s r α (r + r s ) 3−α ,
with ρ s and r s setting the density and spatial scales, and 1 ∼ < α ∼ < 1.5. The NFW profile (Navarro, Frenk & White 1997) has α = 1, but recent work supports larger values (e.g. Diemand et al. 2004) . Power et al. (2003) and Navarro et al. (2004) suggest that the inner profile slope decreases continuously towards smaller radii, but the logarithmic slope remains steeper than −1. The halo concentration is defined as c = r vir /r s , with the virial radius, r vir , being that inside of which the mean density, in units of the cosmic closure density, isδ vir ; commonlyδ vir = 200. The concentration, c, can readily be related to ρ s by integrating eq. (1). Its mean value, which varies slowly with halo mass, is a second major prediction of the simulations (e.g. Bullock et al. 2001) .
Attempts to estimate the dark matter density profiles in galaxies directly are beset by many observational and modeling difficulties (e.g. Swaters et al. 2003; Rhee et al. 2004 ). Alam, Bullock & Weinberg (2002) therefore proposed a quantity that is less sensitive to observational uncertainty: ∆ v/2 is the mean halo density, normalized by the cosmic closure density, interior to the radius at which the circular speed of the halo alone rises to half its maximum value. As this radius is typically a few kiloparsecs from the center of a galaxy, the quantity is less sensitive to observational, or numerical, uncertainties. The quantity is easily extracted from simulations, and can be estimated from high-quality observational data, if the baryonic contribution to the central attraction is known, or can be neglected.
A major advantage of ∆ v/2 is that it does not require any assumption to be made about the halo density profile. However, it may be useful to note that for the NFW halo, α = 1 in eq. (1), we have r v/2 ≃ 0.127r s , and ∆ v/2 = 3.36δ vir c 3 /[ln(1 + c) − c/(1 + c)]. I have redrawn the principal figure of Alam et al. as Figure 1 . The plus symbols show the points collated by those authors from fits to galaxies for which the baryonic contribution was assumed to be negligible. The points for NGC 4123 and NGC 3095 are from Weiner (2004) , and I have added the upper limit for the Milky Way, based on the estimate from Binney & Evans (2001) that the maximum halo contribution at the solar circle (r = 8 kpc) is 100 km s −1 . I adopted v max = 200 km s −1 in the Milky Way for the abscissa, but the ordinate does not depend on this assumption, since Binney & Evans argue that the halo density cannot increase steeply towards the center.
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The dynamical friction constraints from Debattista & Sellwood (2000) lend support for low dark matter densities in barred galaxies.
Predictions from two separate LCDM models are also reproduced from Alam et al. The solid lines in Fig. 1 show the predicted values of ∆ v/2 when Ω m = 0.3, h = 0.7, σ 8 = 1, n = 1, and for values of α = 1 & 1.5. The error bar indicates their estimated factor ∼ 2.5 spread in the predicted values of ∆ v/2 . The recent WMAP results (Spergel et al. 2006 ) require a lower σ 8 and also suggest that the initial power spectrum of density fluctuations is not scale free, as assumed for the solid lines, but may be tilted with less power on small scales. Zentner & Bullock (2002) have already shown that power spectra of this form lead to halos of lower concentration, and the predictions for one such model (Ω m = 0.4, h = 0.65, σ 8 = 0.7 and n = 0.93) adopted by Alam et al. are shown by the dashed lines. Modern data (e.g. Tegmark et al. 2006 ) indicate a slightly higher σ 8 , suggesting that the dashed lines are on the low side.
The data points in this plot are not in good agreement with the predictions, especially since simulations suggest α > 1. Note that the three large points, which are based on detailed models for each galaxy, are among the most discrepant, and that the discrepancy for these baryondominated galaxies will widen by at least a factor of a few when halo compression by baryonic infall is taken into account. The particular tilted spectrum model shown by the dashed lines reduces the discrepancy between the prediction and the data, but does not eliminate it.
Low central densities of DM in galaxies today need not be a problem for LCDM if the cusps can be erased subsequently during galaxy formation or evolution. Several ideas to reduce the central DM density have been proposed:
• Binney, Gerhard & Silk (2001) , and others have proposed that the halo profile is altered by adiabatic compression as the gas cools followed by impulsive outflow of a large fraction of the baryon mass. One possible mechanism to produce such an outflow might be supernovae and stellar winds resulting from a burst of star formation. The idea was examined by Navarro, Eke & Frenk (1997) and by Gnedin & Zhao (2002) , who found that only a mild reduction in the central DM density could be achieved in this way. Gnedin & Zhao tested the extreme case that 100% of the baryonic component was somehow blasted out instantaneously, yet found that even with this delib-erately extreme assumption, the central density decreased by little more than a factor of two, unless the initial baryons were unrealistically concentrated to the halo center.
• El-Zant, Shlosman & Hoffman (2001) and Tonini, Lapi & Salucci (2006) propose that the cusp in the halo density can be erased by dynamical friction with orbiting mass clumps. In essence, this is a process of mass segregation, in which heavy "gas" particles lose energy and settle to the center due to interactions with the light DM particles. Mashchenko, Couchman & Wadsley (2006) , also argue that the cusp is flattened by the bulk motions in gas clumps in small primordial galaxies, but invoke star formation feedback as the source of additional bulk motion energy.
• Milosavljević et al. (2002) point out that a binary supermassive black hole (BH) pair created from the merger of two smaller galaxies will eject DM (and stars) from the center of the merger remnant. They also argue that the DM mass removed for a given final BH mass is greater if the final BH is built up in a series of mergers each having correspondingly lower mass BHs. While this mechanism must operate wherever binary BHs have been formed, the radial extent over which the mass is reduced is rather limited (typically a few hundred pc), whereas the discrepancy shown in Fig. 1 applies to much larger radii. Furthermore, shallow density gradients are observed in DM-dominated galaxies with insignificant bulges (Simon et al. 2005; Kuzio de Naray et al. 2006) which are likely to have very low-mass BHs (Gebhardt et al. 2000; Ferrarese & Merritt 2000) , if they contain BHs at all.
• Weinberg & Katz (2002) suggest that a bar in the disk could flatten the cusp also through dynamical friction. Here I study this possibility in more detail.
Bar-driven halo density changes in fully self-consistent simulations reported so far have been minor, and of both signs. Debattista & Sellwood (2000) showed a modest halo density reduction in their Fig. 2 , and Athanassoula's (2003) simulations also indicate a small halo density decrease. On the other hand, I found the opposite behavior in simulations with a more extensive halo (Sellwood 2003) , finding instead that loss of angular momentum from the disk caused it to contract, with the deeper disk potential well compressing the halo still more. ; herafter WK05 and WK06) however, continue to insist that the effect can be important, and is easily missed in simulations of low quality.
Here I show that large, massive, skinny bars can indeed flatten the central cusp, as was already reported by Hernquist & Weinberg (1992) , and confirmed in the rigid bar experiments of Weinberg & Katz (2002) , Sellwood (2003), and McMillan & Dehnen (2005) . However, I find that more realistic bars cause only slight density reductions. I also present evidence to show that my results are numerically robust, and that careful simulations with moderate numbers of particles are adequate to capture the proper behavior.
MODEL SET UP
WK06 report results from a number of simulations that explore the effect of changing the bar axis ratio and length, but they do not present any convergence tests or other tests of their numerical results. Their models are complicated to set up and, furthermore, the bar potential is inadequately described (see Appendix) making it impossible to reproduce their results. I therefore present some simpler models that can easily be checked by anyone with access to the SCF (Hernquist & Ostriker 1992) code, but which explore a similar range of parameters.
For the unperturbed halo I employ the Hernquist (1990) profile
which has total mass M and scale radius r s . I use the isotropic distribution function (DF) for this halo, which is also given by Hernquist. The density declines as r −1 for r ≪ r s and as r −4 for r ≫ r s . It should be noted that this model differs only slightly from the NFW profile (α = 1 in eq. 1) used by WK06.
It is inefficient to employ many particles at large radii that take no part in the friction process. I therefore truncate the model by setting the DF to zero for all E > Φ(r cut ), with Φ(r) = −GM/(r + r s ) being the gravitational potential of the infinite Hernquist halo. This change eliminates any particle with sufficient energy to reach r > r cut , and the density tapers smoothly to zero at r = r cut . The gravitational potential from the remaining particles is somewhat modified, and the model is no longer an exact self-consistent equilibrium. However, the results presented below show that the truncation has very little effect on the equilibrium and the density profile hardly evolves in response. I choose r cut = 15r s , while the bars I employ are typically much smaller, with semi-major axis a ≤ r s . I show in §5 that the density changes in the inner halo are unaffected by the choice of r cut over a wide range of values.
In this paper, I again employ artificial, rigid bars, in order to be able to control the bar parameters (see Sellwood 2006, hereafter Paper I) . The homogeneous ellipsoid has mass M b and axes a : b : c with a ≥ b ≥ c. It is centered on the halo center, and rotates about its shortest axis at angular rate Ω b . The angular speed of the bar is adjusted to take account of the torque from the halo, assuming it slows as a rigid bar of moment of inertia I = M b (a 2 +b 2 )/5. I use only the (2,2) quadrupole term of the gravitational field of the bar, as originally proposed by Hernquist & Weinberg (1992) . I have shown in Paper I that higher terms have a negligible effect, and suppression of the monopole terms allows the bar to be introduced without affecting the radial balance of the halo. I introduce the bar perturbation smoothly by increasing the quadrupole term as a cubic function of time from zero at t = 0 to its final value at t = t g .
The approximate quadrupole field adopted by Weinberg (1985) was designed to match that of a homogeneous bar. I write his expression for the bar quadrupole in spherical (not cylindrical, as mis-stated in Sellwood 2003) polar 
where a is the semi-major axis of the bar, M b is the bar mass, and φ 0 is the phase angle of the bar major axis. I give the prescription for selecting the dimensionless amplitude and radius scaling parameters, α 2 and β 2 in the Appendix, and list their values for the bars used here in Table 1 . I show, also in the Appendix, that this expression is a good match to the quadrupole field of a homogeneous bar when a/b ≈ 2, but it gives a peak perturbation that is increasingly too strong as a/b is increased. In Paper I, I used the exact quadrupole field, which I added to my numerical solution for the self-consistent part of the halo field. As expansion of the gravitational field in multipoles on spherical shells is not a widely-used technique, such a bar field is hard for others to reproduce. Reproducibility therefore dictates that I use the simple and convenient expression eq. (3), but it must be borne in mind that the density distribution corresponding to this quadrupole is increasingly different from that of a homogeneous ellipsoid having the nominal axis ratio as a/b is increased.
I compute the motion of the halo particles in the gravitational field arising from the particles, together with that of the external field of the bar. Past experience (Sellwood 2003; McMillan & Dehnen 2005; WK05) has revealed that a rigid bar can drive the center of the particle distribution away from the bar center, which results in unphysical evolution. Special precautions are therefore needed to keep the particle distribution centered on the bar. Since I compute the self-gravity of the halo particles by a surface harmonic expansion on spherical shells (McGlynn 1984; Sellwood 2003) , it is simplest to eliminate only the l = 1 terms from the field determination, which is sufficient to ensure that the distribution of forces is always point symmetric about the origin and no lop-sideness can develop.
WK06, who employ an SCF-type method, keep the l = 1 term active but include the unchanging monopole term of the bar in order to inhibit growing asymmetries in the particle distribution, as did McMillan & Dehnen (2005) in some of their experiments. Not only does this stratagem complicate the creation of the initial equilibrium, it also introduces a rigid mass component that inhibits the collective effects responsible for cusp flattening. Furthermore, WK06 report that their results are unaffected by the omission or inclusion of the l = 1 terms; eliminating the dipole contribution to self-gravity is therefore the simplest way to suppress this artifact. (This stratagem is easy with a field or grid method, but not for a tree code. McMillan & Dehnen describe how a tree code needs to be adapted in order to prevent unphysical behavior when rigid bars are employed.)
Unless otherwise stated, the simulations reported here employ 10 6 equal mass particles that move with a basic time step of 0.005(r 3 s /GM ) 1/2 , the radial grid has 301 spherical shells, and I expand the density distribution of the particles using only the 0 ≤ l ≤ 4 terms, with the l = 1 term suppressed. These choices of parameters are justified in § 5. I adopt units such that G = M = r s = 1. Tests revealed that the outcome was insensitive to the growth-time of the bar over a broad range of values, so all experiments reported here use t g = 10 in these units.
While particles have equal mass in most cases, I also report experiments in which the particles have individual masses in order to concentrate greater numbers in the dense inner regions. I set particle masses proportional to a weight function w(
L| is the total specific angular momentum in units of (GM r s )
1/2 and L 0 is a constant, and select particles from the DF weighted by w −1 . Choosing L 0 = 0.01 results in half the particles being enclosed in a sphere r = 0.6, while a smaller sphere with r = 0.33 encloses the same fraction when L 0 = 10 −8 . In order to estimate the halo mass profile at any time, I sort the particles in radius and record the radius of every nth particle. An estimate of the density is the mass of the n particles between these two radii, divided by the volume of the spherical shell containing them, and I assign this value to be the density at the mid-point of that radial range.
RESULTS

A fiducial model
Following WK06, I first present a fiducial model in which the bar has a semi-major axis a = r s , a mass of half that of the halo enclosed within a so that M b = 0.125M , and the initial pattern speed is set to place corotation at the bar end, i.e. Ω b = 0.5. The nominal axis ratio is a : b : c = 1 : 0.2 : 0.1, although the actual quadrupole field employed in the simulation is stronger than that of this ellipsoid (see Appendix). Thus the bar is unrealistically large, massive, and skinny, but it makes a useful starting point since WK06 correctly argue such a model should be very easy to simulate.
The time evolution of the model is shown in Figure 2 . Friction with the halo particles, which results from resonant interactions as described in Paper I and § 6 below, causes the pattern speed to start to decrease as the perturbation amplitude grows. The bar amplitude reaches its final value at t = 10; the bar pattern speed is dropping very rapidly at this time, but levels out later to about 25% of its initial value.
The halo mass profile does not change at first, confirming that the model is an excellent initial equilibrium, despite the truncation at r cut . However, the central density undergoes a rapid decrease over the time interval 8 ∼ < t ∼ < 12, after which further changes are comparatively minor. Continuation of the evolution beyond t = 20 revealed little further change, and it is therefore reason- Fig. 2. -The time evolution of (a) the bar pattern speed and (b) the radii containing different mass fractions in the fiducial run, described in §3.1. The smallest radius is that containing 200 particles, or 1/5 000th of the mass in particles, and the mass fraction is successively doubled for each subsequent trace.
able to describe the simulation at t = 20 as representing its final state.
Notice that the density decrease begins at larger radii and the radius of the smallest mass fraction is the last to increase. This trend is clearer in some of the more slowly evolving models presented below.
Variation of physical parameters
Here I report the results of changing the physical parameters of the bar perturbation: its length, mass, and axis ratio. Figure 3 shows the final density profiles from a series of five separate simulations using bars of different lengths. The lengths span the range 0.2 ≤ a ≤ 1, in equal steps of ∆a = 0.2, while the nominal bar axis ratios are kept at a/b = 5 and a/c = 10. The bar mass is set to be half the enclosed halo mass at r = a, i.e. M b = 0.5M a 2 /(r s + a) 2 , and the initial pattern speed places corotation at the bar end, i.e. Ω b = (GM/a) 1/2 /(r s + a). In all experiments shown in Fig. 3 , the final halo density is flattened inside r ≃ 0.3a, while remaining essentially unchanged at larger radii. It should be noted that these density changes are larger than those reported by WK06 in a similar set of experiments. As my results shown in Fig. 3 agree with those found earlier (Hernquist & Weinberg 1992; Weinberg & Katz 2002; Sellwood 2003; McMillan & Dehnen 2005) and with those from other experiments with the NFW mass profile (not reported here), other differences in their physical model, such as the rigid monopole term, are the likely cause. Figure 4 shows the effect of changing the bar axis ratio b/a. Here I plot the mass enclosed as a function of radius, which is much less affected by shot noise; the initial inner slope of the Hernquist profile is M (r) ∝ r 2 , and the final profiles with constant density cores have inner slopes close to 3. The nominal bar axis ratios in the models shown range from a/b = 5 to a/b = 2; in all cases, a = r s , M b = 0.125, and Ω b = 0.5 initially. The more elliptical bars produce large density changes, whereas rounder bars have little effect. A sharp transition is evident in these results between b/a = 0.31 and b/a = 0.32, which is reproducible in simulations with more particles, as shown by the dotted lines.
A similar effect is seen in Figure 5 , in which 0.050 ≤ M b ≤ 0.125, i.e. the bar mass ranges from 20% to 50% of the enclosed halo mass. The sharp transition occurs between 0.070 ≤ M b ≤ 0.075. The quadrupole fields at this transition and at that when the axis ratio is varied are quite similar, but not identical because the bars have different nominal axis ratios. The field at the mass variation transition has a ∼ 3% greater amplitude, but peaks at a ∼ 10% smaller radius, than that for the transition when the axis ratio is changed. 
Sharp transition
The bimodal nature of the density change shown in Figs. 4 & 5 appears to be real. The models evolve more slowly as friction is weakened by reducing the bar quadrupole field, either by making the bar rounder or by reducing its mass. I have checked that no dramatic density changes occur in the cases with the weaker quadrupoles, no matter for how long the simulations are continued. Friction tails off at late times in these runs without producing a large density change. Since WK05 argue that more delicate cases require larger N , I simulated a model with b/a = 0.32, which was the greatest axis ratio for which only a gradual density change occurred, with 1.6 × 10 8 unequal mass particles. The resulting mass profile after the same length of evolution was identical to that from simulations with lower N . Thus, even in the regime where the density change seemingly depends very sensitively on the strength of the quadrupole field, the outcome of the experiments shows no detectable dependence on N .
As shown in Sellwood (2003) , the flattening of the cusp is a collective effect. As such, it could not be predicted from simple perturbation theory, since the global potential in which the particles move undergoes substantial evolution on an orbital time-scale during the cusp-flattening stage (see Fig. 2 ). Figure 6 shows more information from the two cases that straddle the sharp transition in the density change as the axis ratio is changed. The angular momentum absorbed by the halo (upper panels) differs very little between the two cases, yet the slightly stronger bar flattened the cusp at late times (after most of the angular momentum had been lost) while the other did not.
Notice also the clear time sequence in the density reduction (lower left panel); the density in the outer part of the cusp is reduced before that in the inner part. While the evolution of most of the mass profile is insensitive to numerical parameters, it should be noted that the precise timing of the density change of the innermost 10 −4 of the mass (the bottom 3 curves) varies slightly as the numerical parameters are changed, and generally occurs somewhat earlier (by as much as 40 time units) in models of lower quality; the final outcome is no different, however. The evolution with the slightly weaker bar, on the other hand, showed no dependence on numerical parameters whatsoever. 
More gradual density changes
The large density changes emphasized so far are confined to the region well interior to the end of the bar. They result from a collective response of the halo particles to the torque from a massive, skinny bar. The perturbing potential is not only stronger than that of the nominal homogeneous ellipsoidal bar (see Appendix), but is also not easily related to bars in real galaxies that may have quite different quadrupole fields. However, it seems unlikely that real bars are strong enough to provoke such a collective halo response.
The bars that did not produce large density changes are still strong, both in mass and in axis ratio. Friction from these bars does lead to a slight reduction in halo density over a more extended radial range. It is likely that the modest mass profile change reported by Debattista & Sellwood (2000) , and those discernible in Athanassoula's (2003) results are of this kind. Figure 7 shows changes to the inner halo density, expressed in terms of the fractional change to ∆ v/2 (Alam et al. 2002) . Circles mark results from experiments in which the density profile of the inner cusp was flattened. Weaker bars of any length lead to mild density reductions, as shown by the points marked with crosses. The largest reductions to ∆ v/2 , by a factor ∼ > 10, occur when the inner part of the cusp is flattened by exchanges with a long (a = r s ) bar. Strong short bars also flatten the cusp, but over a smaller volume, leading to a smaller reduction in ∆ v/2 .
MEAN DENSITY REDUCTION
The density reductions possible with rigid bars may un- derestimate the largest that can be achieved, since real stellar bars are not rigid objects with pattern speeds that decrease as dictated by a fixed moment of inertia (MoI) as angular momentum is removed. The stars within the bar must lose angular momentum, but the pattern speed of the bar is determined by the mean precession rate of the orbits. (It could even rise as the orbits shrink in size, although such behavior has not been reported in any simulation, as far as I am aware.) Thus adopting the fixed MoI of a homogeneous ellipsoid may seriously underestimate the angular momentum that could be extracted from the bar.
Accordingly, I experimented with bars in which the effective MoI was increased by a factor of five or ten from the standard value employed so far. This stratagem resulted in a correspondingly greater transfer of angular momentum to the halo over a more protracted period as the pattern speed declined more slowly, and the results are shown by the symbols overplotted by squares in Figure 7 . The enhanced MoI caused a greater reduction in the inner halo density than in comparable experiments with the standard MoI, but by a significant factor only if cusp flattening occurred.
Density decreases by factors ∼ > 10 require large (a = r s ), massive, skinny bars, and the greatest changes occur when the MoI of such bars are increased. The density reduction by a shorter bar, a = 0.2r s , is to about 60% of the original ∆ v/2 , which can be boosted to ∼ 45% by increasing the MoI. The modest changes to the rotation curve for these short bar cases are shown in Figure 8 .
It is useful to express the angular momentum transferred to the halo in terms of the usual dimensionless spin parameter, λ = LE 1/2 /GM 5/2 . Tidal torques lead to halos with a log-normal distribution of spin parameters with a mean λ ∼ 0.05, and since the baryonic mass fraction in a galaxy is some 10% -20% of the total, the spin parameter for the baryons only is reasonably λ disk ∼ 0.01. The abscissae in Fig. 7 show the angular momentum transferred to the halo, expressed as a change to λ, showing that the very largest transfers have extracted all the angular momentum that could reasonably be expected to be possessed by the baryons, suggesting that no greater density reductions could be achieved by this method. Note that as the estimates of halo density in Fig. 1 are all from rotationally supported disks, these galaxy disks must retain a significant fraction of their initial angular momentum.
Since I have excluded the monopole term of the bar potential, and kept the bar quadrupole fixed, these experiments ignore effects that increase the halo density. The halo must be compressed as baryons cool and settle to make the disk, and I found (Sellwood 2003 ) that the contraction of a self-consistent bar as it loses angular momentum caused the halo to compress further, overwhelming any density reduction caused by the angular momentum transferred. Thus the changes reported in Fig. 7 are overestimates.
NUMERICAL CHECKS
Here I present a number of checks of the above results that are designed to address some of the numerical concerns raised by WK05 and WK06.
Particle number
WK05 argue that shot noise from particles can inhibit the resonant interactions responsible for angular momentum exchange and density evolution. Figure 9 presents results from two series of experiments in which the number of equal-mass particles is varied over the range 10 4 ≤ N ≤ 1.6 × 10 8 for (a) a large bar (a = r s ) and (b) a short bar (a = r s /5). The change in the density profile is insensitive to the particle number as long as N ≥ 10 5 ; N = 10 4 even seems adequate for the larger bar -the mass profile is less smooth but the reduction in density clearly does not differ significantly. This Figure also shows that it is unnecessary to use individual particle masses; doing so makes no detectable difference, except that concentrating particles in the center, allows the mass profile to be traced to smaller radii. But where the profiles for simulations with a uniform particle mass overlap those with non-uniform masses, the agreement between the results is excellent over the entire radial range where they can be compared.
Other checks
The code I have used tabulates coefficients of the surface harmonic expansion of the interior and exterior masses on a radial grid for almost all experiments. Checks with the SCF method yielded results that could hardly be distinguished. Furthermore, the mass profiles in experiments in which the time step was halved, and the multi-zone time step scheme (Sellwood 1985) was turned off, overlay those with the standard step and integration scheme almost perfectly.
These simulations are heavily smoothed, in the sense that only low-order multipoles (l ≤ 4, l = 1) contribute to the self-gravity of the particles. I have therefore tried increasing l max to 8, 12 & 16, with no noticeable effect, even for a short bar, as shown in Figure 10 . The same plot includes a curve with l max = 2, which is also indistinguishable from the others. These experiments include both even-and odd-l terms, except l = 1 is always turned off. Figure 11 shows that the Hernquist halo can be truncated for any r cut ≥ 5r s with only a slight effect on the change to the inner mass profile. Setting r cut = 2r s (dotted curve) significantly decreases the unperturbed density everywhere, including in the cusp, although the density change is not very different. However, the benefit of severe truncation, in terms of putting more particles in the dynamically important region, is modest; merely ∼ 43% of the full Hernquist halo is discarded with the severe trun- cation of r cut = 5r s . Truncating the more extended NFW mass profile is more beneficial in this regard, however.
Mild stochasticity
The results presented so far in this section have revealed almost no dependence on numerical parameters. However, as noted in §4, the time evolution of the innermost 10
of the density profile in cases where the quadrupole field is barely strong enough to flatten the cusp does vary as the numerical parameters are changed. It should be emphasized that numerical parameters do not affect the outcome of the experiments, only the time at which the large density reduction in the innermost cusp occurs. Generally, but not without exception, increasing numerical quality delays this event.
The parameters that have the greatest effect are N and l max , and the sense of the change is that cusp flattening is delayed by increasing N and by reducing l max . Both such changes reduce the level of noise in the potential, suggesting that cusp flattening is not easier in simulations of high quality. The dependence on l max may be unrelated to noise, as higher multipoles contribute slightly to the torque (Paper I).
BEHAVIOR AT RESONANCES
The stark contrast between the predictions of WK05 and the robust behavior of my simulations requires some explanation. Since their analysis focuses on resonances, I here examine the resonant interactions in my simulations.
As Weinberg and his collaborators have reported, I find that the inner Lindblad resonance (ILR) is the most important in the early stages of these particular experiments with massive, skinny bars. (I found in Paper I that corotation and the direct radial resonance were the two most important resonances when using more realistic bars in simulations that evolved on a much longer timescale.) I use the quantity F (L res ), introduced in Paper I, to illustrate the changes that occur at resonances. For each resonance, one can determine the frequency difference, Ω s , between the appropriate precession rate of any orbit and the pattern speed of the bar (e.g. Lynden-Bell 1979). Further, there is a unique angular momentum, L res , of an unperturbed circular orbit having the same frequency difference, Ω s . Thus the distribution of particles around the resonance can be studied as a function of a single variable, F (L res ). This diagnostic is therefore both easier to show and less affected by shot noise than is the density of particles as a function of the two classical integrals E and L employed by Holley-Bockelmann, Weinberg & Katz (2003) , WK05 & WK06. Once the halo density profile starts to change in these experiments, the spherically averaged gravitational potential and the resonant locus also change. I therefore focus here on the early stages before this complication becomes important, although F (L res ) can be computed with a little more effort for any arbitrary potential, as shown in Sellwood & Debattista (2006) . Figure 12 shows the changes to F (L res ) that occur at the ILR in both the large and the small bar cases of the convergence tests shown in Fig. 9 . The quantity shown is the ratio of F (L res ) to its undisturbed value for different values of N , with the width of the smoothing kernel being halved for every factor 10 increase in N . The upper panels show results, at t = 8 for the long bar and the lower panels at t = 4 for the short bar, with the last panel of the short bar case only being for unequal mass particles with a further reduction of the smoothing kernel width.
As N is increased by three orders of magnitude in the large bar case (upper panels), the shape of the function becomes much better determined, but is recognizable for N = 10 5 . The function for N = 10 4 also shows a substantial change associated with the resonance, but lacks the central spike at L res = 0 visible in the other cases. The local maximum at L res = 0 arises because particles of very low angular momentum have orbits that precess at such a high rate they are well inside the ILR and their angular momenta are little affected by the perturbation. There are clearly too few such particles to produce this feature in the N = 10 4 case. Results for the short bar are shown in the lower four panels. A central spike is also visible in the case of unequal mass particles (lower right panel), for which I also refined the radial grid to place more shells in the inner parts. However, no central spike is present in the other panels, indicating a lack of very high frequency particles in these three cases.
It should be noted that my spherical grid scheme (Sellwood 2003) , which makes no assumptions about the radial mass profile, causes the potential inside the first shell from the center to be harmonic. My standard grid spacing for these experiments places the jth grid shell according to the rule r j = e γj − 1 with γ = ln(r max + 1)/n, where n is the number of radial shells and r max is the outer limit of the grid. With r max = 16 and n = 300, the first shell lies at r ≈ 9.4 × 10 −3 , limiting the highest circular frequency to be ∼ 10, and preventing any orbits from precessing at high enough rates to be adiabatically invariant above the high frequency of the ILR. Thus the reason there is no central spike in the first three panels is that none of the low-angular momentum particles in those simulations had high enough frequencies to be unaffected by the resonance.
2 I therefore revised the radial spacing of the grid shells for the case of unequal mass particles in order to ensure that radial forces were better represented in the center, adopting the alternative rule r j = r max (j/n) 2 with n = 1000.
This extra numerical care ensured the simulation included particles having orbit precession frequencies extending up to well above the ILR, as evidenced by the central spike in this plot. Yet it made no difference to the change in the density profile, in comparison with the coarser experiments, as shown in Fig. 9 . Note that the resonance is still well-populated in these other experiments, since F (L res ) is strongly affected in the appropriate sense; these simulations merely lack particles with frequencies too high to be affected, and naturally their exclusion does not alter the outcome. Naturally, extra care such as this would be important for a still smaller bar with a yet higher pattern speed, but the outcome is likely to be a scaled version of the results reported in Fig. 3 , and would make a correspondingly smaller change to the mean density.
I have also examined changes associated with milder quadrupoles and, in particular, two simulations that straddle the sharp transition between gentle density changes and cusp flattening. The differences in F (L res ) between the the two cases are again very minor. The ILR continues to be the most important resonance, even at late times when the pattern speed is about 20% of its initial value; friction is weak and changes to F (L res ) are correspondingly small, but still detectable.
The robustness of my numerical results makes it hard to understand why Weinberg and his collaborators insist that the problem presents an exceptional numerical challenge. I have demonstrated that neither the pattern speed evolution (Paper I) nor the density evolution (Fig. 9 ) changes above certain modest values of the particle number. I have also shown that individual orbits, when followed separately (Paper I), can be observed to pass through resonances, and Fig. 12 contradicts their arguments that resonant exchanges between particles and the perturbation are swamped by noise except at huge values of N . Furthermore, taking particular care to ensure that particles have a broad range frequencies on either side of the important resonance, the ILR in this case, makes no difference to the resulting density change or pattern speed evolution. I am unable, therefore, to find any evidence to support their arguments. Holley-Bockelmann et al. (2003) , WK05 & WK06 plot changes in the density of particles in (E, L)-space, which they construct by differencing the surface density in this space at two different times. Each of the two surface densities has to be estimated from the finite number of particles by some kernel method, or such like, and needs to be smoothed enough to reduce shot noise to an acceptable level, while oversmoothing would eliminate the features they seek. It seems possible, therefore, that their blunt diagnostic tool drives the large N requirement; i.e. even though the underlying experiments are dynamically sound, they are unable to see resonant effects in simulations with smaller N because their plots are either noise-dominated or oversmoothed.
CONCLUSIONS
In agreement with earlier work, results reported here confirm that internal evolution through bar-halo interactions can reduce the densities of cusped DM halos. I have shown that realistic bars are able to achieve no more than a minor reduction in the mean density of the inner halo, when halo compression is neglected. A reduction of the mean inner density by an order of magnitude requires an extreme bar, having a semi-major axis equal to the break radius of the halo density profile, i.e. ∼ 12 − 20 kpc, axis ratio a/b ∼ > 3, and bar mass ∼ > 30% of the enclosed halo mass.
The experiments reported here all employ imposed, rigid bars, and are therefore not particularly realistic. With this limitation, I have found that large density reductions occur only when the inner cusp is flattened to create a uniform density core to a radius of about 1/3 the bar semi-major axis. Such a density change could be of relevance to the possible absence of cusps in the halo density profiles of real galaxies (e.g. Simon et al. 2005; Kuzio de Naray et al. 2006 ), but extremely massive, skinny bars are required to achieve it.
Flattening of the inner cusp is a collective response of the halo that is driven by the bar torque. In sequences of experiments in which the bar quadrupole field is gradually weakened, I find an abrupt change of behavior from cusp flattening, to minor density reductions. The sharp transition appears to be real, and the value of the bar mass, or axis ratio, at which it occurs does not depend on numerical parameters.
Real bars probably have higher effective moments of inertia allowing more angular momentum to be extracted from them. Experiments with this strategy resulted in somewhat larger density reductions for a given bar; for reasonable bars, the overall density reduction remained less than a factor two. Extreme bars with enhanced moments of inertia also achieved greater density reductions, but at the cost of transfering more angular momentum to the halo than the disk matter is likely to possess.
The angular momentum available in the baryons limits the density reduction achievable by bars. Since the galaxies for which halo density measurements are available in Fig. 1 are all still rotationally supported, the baryons cannot have invested all their angular momentum into halo density reduction. External perturbers, such as massive companions, undoubtedly contain more angular momentum and energy in orbital motion, and therefore may seem to have the potential to achieve greater reductions. It should be noted, however, that merging is a process already taken into account in the predicted profiles, since individual halos generally result from a series of mergers (e.g. Wechsler et al. 2002) .
The density reductions reported here are overestimates of those possible in reality, since I did not include the monopole terms of the bar field. A massive disk, in which the bar forms, must have compressed the halo as the baryons settle towards its center, and the mean density of the inner halo will have risen by perhaps a factor of three (e.g. Sellwood & McGaugh 2005) . Furthermore, loss of angular momentum from the bar causes it to contract further, producing yet more halo compression that may even overwhelm any reduction in halo density resulting from the angular momentum transfer (Sellwood 2003) .
The problem of bar-halo interaction does not present an extraordinary numerical challenge, neither is it unduly sensitive to particle noise. I cannot find any evidence from careful simulations that either the angular momentum transferred (Paper I) or the density changes (this paper) vary as the number of particles is increased for either long or short bars. Final mass profiles agree with impressive precision for N ≥ 10 5 , for the massive skinny bars employed here. Of course, mild bars in which evolution is slower, require greater care; e.g., my convergence test for the pattern speed evolution with self-gravity (Fig. 13 of Paper I) indicated that N ∼ > 10 6 was required for a very mild bar (a = r s , a : b = 1 : 0.5, and M b = 0.02 or 8% of the enclosed halo mass). However, such more delicate cases are incapable of effecting a substantial density reduction, and are therefore of no interest to the problem presented in Fig. 1 . use perturbation theory to derive estimates of the numbers of particles needed, yet in none of their recent papers have they presented clear sequences of simulations to show that the pattern speed or density evolution varies as the number of particles is increased. Furthermore, it is frustrating that they have not described any experiment in sufficient detail that it could be reproduced exactly. Their principal diagnostic to reveal the predicted resonant behavior is a plot of differences in particle density in integral-space between two instants in their simulations. Resonant features in such plots are easily masked by noise or oversmoothing, and therefore do not stand out unless N is very large. I find (Fig. 12 ) evidence of clear resonant interactions in simulations with quite modest N . It is therefore likely that the large N requirement claimed in WK05 & WK06 results from the blunt diagnostic tool they use to visualize evidence of resonant interactions from the ensemble of particles. Fig. 13 .-The quadrupole part of the gravitational potential along the major axis of a homogeneous bar with a/b = 2 (above) and a/b = 5 (below). The solid curve gives the exact potential, the dashed curve the approximation eq. (3). The approximation matches well at small and large distances, but strongly overestimates the peak for skinny bars. Note the difference in scale of the ordinates between the two panels.
