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Abstract
We study mixing times of the symmetric and asymmetric simple exclusion
process on the segment where particles are allowed to enter and exit at the
endpoints. We consider different regimes depending on the entering and exiting
rates as well as on the rates in the bulk, and show that the process exhibits
pre-cutoff and in some special cases even cutoff.
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1 Introduction
The simple exclusion process is an important and intensively studied interacting par-
ticle system [3, 5, 11, 18, 29, 31]. Over the last decades, it equally raises interest of
scientists from probability, statistical mechanics and combinatorics, see [5, 35, 39, 57]
for review papers in the respective areas. Despite its simple construction, the simple
exclusion process is a source for surprising phenomena such as phase transitions and
formation of shocks [18, 20, 22, 23, 54]. In this paper, we study the simple exclusion
process with open boundaries which is given as independently moving random walks
on the segment using an exclusion rule, i.e. when a particle tries to move to a site,
which is already occupied, this move is suppressed. In addition, we allow particles
to jump in and out of the system at the ends of the segment. We determine the
order of the mixing times for this process, which quantify the speed of convergence
to equilibrium, see (2). Mixing times for simple exclusion processes have been thor-
oughly studied, see [4, 29, 31, 32, 56]. Note that in all of the above mentioned works
on mixing times, the number of particles in the segment is preserved and the simple
exclusion process is reversible (in the sense of detailed balance). In general, the sim-
ple exclusion process with open boundaries is no longer reversible. It is one of the
most basic, however very interesting examples of a non-equilibrium particle system
in statistical mechanics.
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Figure 1: Simple exclusion process with open boundaries for parameters (p, α, β, γ, δ)
While the proofs in the symmetric cases of the simple exclusion process with
open boundaries follow known routes, see Theorems 1.1 and 1.2, our main contri-
bution is to study mixing times for the asymmetric simple exclusion process with
open boundaries, see Theorems 1.3 to 1.7. We combine coupling and second class
particle arguments with the censoring technique and current estimates. A novel idea
is the use of special multi-species particle arguments. In general, a main difficulty is
to write down explicitly the stationary distribution of the simple exclusion process
with open boundaries. Physicists and combinatorialists have been working hard to
acquire descriptions of the stationary measure, see Section 1.2. When the stationary
measure is hard to describe, a nice alternative is to simulate it by running a Markov
chain. Our results allow to determine how many steps one needs to take when run-
ning the specific Markov chain given by the dynamics of the simple exclusion process
with open boundaries. In particular, we show in several cases that a number of steps
proportional to the length of the path is necessary and sufficient for the process to
reach stationarity.
We now define the simple exclusion process with drift parameters p, q ≥ 0. Let
k ∈ [N ] := {1, . . . , N} for some N ∈ N. The simple exclusion process on an
segment of size N with k particles is a Feller process (ηext )t≥0 with state space ΩN,k
which is given by
ΩN,k :=
{
η ∈ {0, 1}N :
N∑
x=1
η(x) = k
}
. (1)
It is generated by
Lexf(η) =
N−1∑
x=1
p η(x)(1− η(x+ 1)) [f(ηx,x+1)− f(η)]
+
N∑
x=2
q η(x)(1− η(x− 1)) [f(ηx,x−1)− f(η)]
where ηx,y ∈ ΩN,k denotes the configuration in which we exchange the values at
positions x and y in η ∈ ΩN,k. For an introduction to Feller processes, we refer to
[39]. We say that site x is occupied by a particle if η(x) = 1 and vacant otherwise.
A particle at a vertex x is supposed to move to the right at rate p and to the left at
rate q whenever the target is a vacant site. For the simple exclusion process with
open boundaries (ηt)t≥0, we in addition allow creation of particles from reservoirs at
the endpoints of the segment. Moreover, particles can be annihilated at the endpoints
of the segment. More precisely, for parameters α, β, γ, δ ≥ 0, (ηt)t≥0 is defined as the
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Feller process with state space ΩN := {0, 1}N generated by
Lf(η) = Lexf(η) + α(1− η(1))
[
f(η1)− f(η)] + γη(1) [f(η1)− f(η)]
+ δ(1− η(N)) [f(ηN)− f(η)]+ βη(N) [f(ηN)− f(η)]
where ηx ∈ ΩN denotes the configuration in which we flip the values at position x in
η ∈ ΩN . In contrast to the simple exclusion process, the number of particles will in
general no longer be preserved over time.
In the remainder, we assume that the above parameters are chosen such that the cor-
responding simple exclusion process with open boundaries is ergodic with respect to a
unique stationary distribution µ. Our goal is to investigate the speed of convergence
towards µ. For this purpose, we define the ε-mixing time of (ηt)t≥0 by
tN
mix
(ε) := inf
{
t ≥ 0 : max
η∈ΩN
‖P (ηt ∈ · | η0 = η)− µ‖TV < ε
}
(2)
for all ε ∈ (0, 1). Here, ‖ · ‖
TV
denotes the total-variation distance, i.e. for two
probability measures µ and ν on ΩN , we define
‖µ− ν‖
TV
:=
1
2
∑
x∈ΩN
|µ(x)− ν(x)| = max
A⊆ΩN
{µ(A)− ν(A)} . (3)
Our goal is to study the order of tN
mix
(ε) when N goes to infinity.
1.1 Main results
In the following, we investigate the mixing times for the simple exclusion process
with open boundaries. Without loss of generality, we can assume that q = 1 − p
holds for some p ∈ [1
2
, 1]. To see this, we rescale time by a factor of (p + q) and use
the symmetry in the definition of (ηt)t≥0 with respect to the boundary parameters.
Moreover, we assume that max(α, β, γ, δ) > 0 holds. When all boundary parameters
are zero, mixing times were investigated in [4, 29, 31, 56] among others.
1.1.1 Symmetric simple exclusion process with open boundaries
We start with the case when all transitions in the bulk are symmetric, i.e. p = 1
2
.
Theorem 1.1. For p = 1
2
, the ε-mixing time of the simple exclusion process with
open boundaries satisfies
1
pi2
≤ lim inf
N→∞
tN
mix
(ε)
N2 log(N)
≤ lim sup
N→∞
tN
mix
(ε)
N2 log(N)
≤ C (4)
for all ε ∈ (0, 1) and some constant C = C(α, β, γ, δ).
The property that the first order of the ε-mixing times can be bounded within
two constants which do not depend on ε is called pre-cutoff, see [37, Chapter 18].
When all boundary parameters are zero and particles have a density in (0, 1), it was
shown in [31, Theorem 2.4] that the lower bound in (4) gives the asymptotic behavior
of the ε-mixing time for the simple exclusion process. However, the next theorem
says that when particles enter and exit only at a single side of the segment, we see a
different constant.
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Theorem 1.2. For p = 1
2
, suppose that max(α, γ) = 0 and min(β, δ) > 0 holds.
Then for all ε ∈ (0, 1), the ε-mixing time of the simple exclusion process with open
boundaries satisfies
lim
N→∞
tN
mix
(ε)
N2 log(N)
=
4
pi2
. (5)
By symmetry, (5) holds for p = 1
2
, min(α, γ) > 0 and max(β, δ) = 0 as well.
The property that the leading order of the ε-mixing times does not depend on ε
is known as the cutoff phenomenon, see [37, Chapter 18]. We believe that cutoff
occurs for all choices of α, β, γ, δ ≥ 0 when p = 1
2
holds.
1.1.2 Asymmetric simple exclusion process with one blocked entry
Next, consider the asymmetric simple exclusion process with one blocked entry. We
will see that this process exhibits pre-cutoff at order N .
Theorem 1.3. Suppose that p > 1
2
, min(α, β) = 0 and max(α, β) > 0 holds. More-
over, γ, δ ≥ 0 are arbitrary. Then for all ε ∈ (0, 1), the ε-mixing time of the simple
exclusion process with open boundaries satisfies
1
2p− 1 ≤ lim infN→∞
tN
mix
(ε)
N
≤ lim sup
N→∞
tN
mix
(ε)
N
≤ C (6)
for some constant C = C(p, α, β, γ, δ).
1.1.3 The reverse bias phase for the simple exclusion process
In contrast to the simple exclusion process where all boundary parameters are zero,
there exists a regime of the asymmetric simple exclusion process with open boundaries
with an exponentially large ε-mixing time. This cases is known in the literature as
the reverse bias phase of the simple exclusion process with open boundaries [5].
Theorem 1.4. Suppose that max(α, β) = 0 and p ∈ (1
2
, 1
)
holds. Then for all
ε ∈ (0, 1
2
), we have that
lim
N→∞
log
(
tN
mix
(ε)
)
N
= log
(
p
1− p
)
(7)
holds whenever min(γ, δ) = 0 and max(γ, δ) > 0. If min(γ, δ) > 0 holds, we have that
lim
N→∞
log
(
tN
mix
(ε)
)
N
=
1
2
log
(
p
1− p
)
. (8)
1.1.4 The high and low density phase for the simple exclusion process
In the case min(α, β) > 0 and p > 1
2
, three different regimes can be identified accord-
ing to the density within the stationary distribution, see Section 2 for more details.
We set
a = a(α, γ, p) :=
1
2α
(
2p− 1− α+ γ +
√
(2p− 1− α + γ)2 + 4αγ
)
(9)
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and
b = b(β, δ, p) :=
1
2β
(
2p− 1− β + δ +
√
(2p− 1− β + δ)2 + 4βδ
)
. (10)
Intuitively, we can see the invariant distribution of the asymmetric simple exclusion
process as an interpolation between two Bernoulli-product measures on the integers
with densities 1
1+a
and b
1+b
, respectively. For a > max(b, 1), we say that we are in
the low density phase of the exclusion process. For b > max(a, 1), we refer to the
high density phase. The remaining case where max(a, b) ≤ 1 holds is called the
maximal current phase.
Theorem 1.5. For parameters α, β, γ, δ ≥ 0 and p > 1
2
, suppose we are in the low
density phase. Then there exists a constant Cℓ = Cℓ(a, b, p) > 0 such that the ε-mixing
time of the simple exclusion process with open boundaries satisfies
1
2p− 1 ≤ lim infN→∞
tN
mix
(ε)
N
≤ lim sup
N→∞
tN
mix
(ε)
N
≤ Cℓ (11)
for all ε ∈ (0, 1). Similarly, when we are in the high density phase with parameters
α, β, γ, δ ≥ 0 and p > 1
2
, the ε-mixing time of the simple exclusion process with open
boundaries satisfies
1
2p− 1 ≤ lim infN→∞
tN
mix
(ε)
N
≤ lim sup
N→∞
tN
mix
(ε)
N
≤ Ch (12)
for some constant Ch = Ch(a, b, p) > 0 and all ε ∈ (0, 1).
For p > 1
2
, the special case a = b > 1 is called the coexistence line of the simple
exclusion process.
Question 1.6. What is the order of the ε-mixing time of the simple exclusion process
in the coexistence line?
1.1.5 The triple point of the simple exclusion process
Next, we consider mixing times for the simple exclusion process with open boundaries
in the triple point, i.e. when p > 1
2
and a = b = 1 holds. Intuitively, the low-density
phase, the high density phase and maximal current phase coexist at the triple point,
which makes it a very interesting special case, see also [13, 46].
Theorem 1.7. Suppose that p > 1
2
and a = b = 1 holds, i.e. we are in the triple
point. For all ε ∈ (0, 1), the ε-mixing time of the simple exclusion process with open
boundaries satisfies
tN
mix
(ε) ≤ CN3 log(N) (13)
for some constant C = C(α, β, γ, δ, p).
For general parameters in the maximal current phase, we conjecture the following
order of the mixing time for which we give an intuition in Remark 7.4.
Conjecture 1.8. When max(a, b) ≤ 1 holds, we have that the ε-mixing time of
the simple exclusion process with open boundaries is of order N
3
2 for all ε ∈ (0, 1).
Moreover, the cutoff phenomenon does not occur.
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1.2 Related work
The simple exclusion process can be seen from various different perspectives. Histor-
ically, the simple exclusion process is motivated in physics and biology as a model
for lattice gases, but it can also be used to describe traffic flow or kinetics of protein
synthesis [27, 41]. In a mathematical context, it was introduced by Spitzer [52]. De-
pending on the parameters of the simple exclusion process with open boundaries, it is
found under different names, such as (totally/partially) asymmetric simple exclusion
process or boundary driven simple exclusion process.
In this paper, we focus on investigating the speed of convergence to the stationary
distribution. This is done by analyzing the total-variation mixing time, see [37] for
a comprehensive introduction. In the case of the symmetric simple exclusion process
(SSEP), i.e. when p = 1
2
holds, the first order of the mixing time was determined
using spectral techniques for the lower bound in [56] and a clever combination of
various properties of the SSEP for the upper bound in [31]. For the asymmetric sim-
ple exclusion process (ASEP), Benjamini et al. showed in [4] that the mixing time is
linear in the size of the segment using the simple exclusion process on the integers
and second class particle arguments, see below. We will see that second class particle
arguments play a crucial role in our analysis of the simple exclusion process with
open boundaries in Sections 4 to 7. Recently, the cutoff phenomenon was established
for the ASEP in [29]. More generally, mixing times for the simple exclusion process
were investigated in size-dependent or random environments [30, 36, 51] as well as on
general graphs [28, 45]. All these investigations have in common that the underlying
simple exclusion process is reversible. In general, many techniques for precise bounds
on the mixing time require reversibility, which can, in general, not be applied for
the simple exclusion process with open boundaries. To our best knowledge, mixing
times for a non-reversible simple exclusion process were so far only investigated for
the totally asymmetric simple exclusion process on the cycle [24].
The simple exclusion process with open boundaries and a non-reversible stationary
distribution is one of simplest examples of a non-equilibrium system. Intuitively, this
says that the mean position of the particles does not stay fixed over time. This obser-
vation is quantified by studying currents for the simple exclusion process with open
boundaries, see Section 2.4. For the symmetric simple exclusion process, currents
were investigated in [33]. For the simple exclusion process with general parameters,
the first order of the current was determined in [54] using Askey-Wilson polynomials,
extending the results of [6]. Current fluctuations for the asymmetric simple exclu-
sion process with open boundaries are investigated in [26, 34] while related spectral
properties are discussed in [15, 16, 17] among others. Furthermore, there are deep
connections to the KPZ universality class, see for example [12, 13, 46].
Note that the simple exclusion process naturally extends to a Feller process on
the integers. It is a classical result that the Bernoulli product measures are invariant
in this case, see [39]. For the asymmetric simple exclusion process on the integers,
the moments of the current are closely linked to the motion of second class particles
[2]. In particular, the fluctuations of the current at time t ≥ 0 are given by the mean
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of the displacement of a single second class particle started from the origin within
the Bernoulli product measure. Depending on the parameter of the product measure,
we see either a diffusive or a super-diffusive behavior, see [3, 21, 48]. We note that
currents are also studied for the simple exclusion process with open boundaries con-
taining second class particles, see [14, 53]. Furthermore, second class particles can
be used to identify shocks [20, 22, 23]. More precisely, for an initial distribution with
a shock, i.e. for two product measures with different parameters, we place a second
class particle at the transition point. Under certain assumptions on the parameters
of the product measures, one can show that the second class particle will stay close
to the shock location for all times. In this paper, we will see a similar shock behavior
for the asymmetric simple exclusion process with one blocked entry, see Section 5.4.
Another natural quantity to study is the invariant measure of the simple exclusion
process with open boundaries, see [39, Section III.3]. Various beautiful representa-
tions were achieved in statistical mechanics and combinatorics. A key tool is the
matrix product ansatz, which is in an implicit form already given in [38] and was
successfully applied for the simple exclusion process with open boundaries in [18]
when particles can move only in one direction. Informally speaking, we assign in the
matrix product ansatz to every configuration a weight which consists of a product of
matrices and vectors. The matrices and vectors must satisfy certain relations, usually
called the DEHP algebra, see [18]. The matrix product ansatz allows us to study the
mean current, the density profile and correlations within the stationary distribution,
see [50, 54, 55]. Representing the weights in the matrix product ansatz is a question
in combinatorics which gained lots of recent attention. It led to beautiful descriptions
such as (weighted) Catalan paths and staircase tableaux, see [7, 11, 42]. Building on
the works of Sasomoto [49] and Uchiyama et al. in [54], the representations are closely
related to Askey-Wilson polynomials. Similar representations were achieved for the
simple exclusion process with second class particles using Koornwinder polynomials,
see [8, 10]. Recently, combinatorial representations were established for the multi-
species simple exclusion process, i.e. for more than two different kinds of particles,
see [9, 25, 43].
1.3 Outline of the paper
This paper is organized as follows. In Section 2, we state preliminaries on the simple
exclusion process from different perspectives. In Sections 3 and 4, we study mix-
ing times of the symmetric simple exclusion process with open boundaries. Lower
bounds will be achieved by using a continuous-time version of a generalization of
Wilson’s lemma which was introduced in [44]. A general upper bound will follow
from a comparison to independent simple random walks. This bound is refined in the
special case of one open boundary following closely the ideas of Lacoin in [31]. The
analysis of mixing times for the asymmetric simple exclusion process is carried out
in Sections 5 to 7. In Section 5, we use second class particle and current arguments
to investigate mixing times for the ASEP with one blocked entry. The reverse bias
phase is considered in Section 6 requiring second class particle estimates and a com-
parison with the simple exclusion process on the integers. Section 7 is dedicated to
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the study of the simple exclusion process within the low density and the high density
phase using multi-species exclusion processes, stochastic orderings and the censoring
inequality. The triple point for the simple exclusion process is treated in Section 8
using a symmetrization argument.
2 Preliminaries on the simple exclusion process
In this section, we collect basic properties and techniques for the simple exclusion
process which will be used at multiple points during the proofs. This includes cou-
plings, second class particles, the simple exclusion process on the integers, currents,
invariant measures and the censoring inequality. Motivations and applications of
these techniques come from probability theory, statistical mechanics and combina-
torics. For convenience, we give a brief background to the different techniques and
point out where we require generalizations of the quoted results.
2.1 The canonical coupling
A main tool in our arguments is a grand coupling for the simple exclusion process
with open boundaries, i.e. a joint realization of the simple exclusion process for all
initial configurations simultaneously. Couplings are a well-known technique in order
to bound mixing times, see [37, Chapter 5]. In the following, we consider a specific
coupling, the canonical coupling of the simple exclusion process with open bound-
aries, sometimes called basic or standard coupling. Similar couplings are constructed
in [4] and [51] for the simple exclusion process on the closed segment. For the sim-
ple exclusion process with open boundaries, the canonical coupling is given as follows:
We place rate 1 Poisson clocks on all edges e ∈ E. Whenever the clock of an edge
e = {x, x+ 1} rings, we sample a Uniform-[0, 1]-random variable U independently of
all previous samples and distinguish two cases.
• If U ≤ p and η(x) = 1 − η(x + 1) = 1 holds, we move the particle at site x to
site x+ 1 in configuration η.
• If U > p and η(x) = 1− η(x+ 1) = 0 holds, we move the particle at site x+ 1
to site x in configuration η.
In addition, we place a rate α Poisson clock (a rate γ Poisson clock) on the vertex 1.
Whenever a clock rings, we place a particle (an empty site) at site 1, independently
of the current value of η(1). Similarly, we put a rate β Poisson clock (a rate δ Poisson
clock) on the vertex N . Whenever this clock rings, we place an empty site (a particle)
at site N independently of the current value of η(N).
2.1.1 The component-wise partial order
The canonical coupling is constructed in such a way that it respects the partial order
c on ΩN which is given by component-wise comparison, i.e.
η c ζ ⇔ η(i) ≥ ζ(i) for all i ∈ [N ] (14)
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for all η, ζ ∈ ΩN . Moreover, the canonical coupling P can be extended such that it
is monotone in α, β, γ, δ. These observations are formalized in the following lemma.
Lemma 2.1. Consider two exclusion processes (ηt)t≥0 and (ζt)t≥0 on the segment of
size N with parameters (p, α, β, γ, δ) and (p, α′, β ′, γ′, δ′), respectively. Suppose that
α ≥ α′ β ≤ β ′ γ ≤ γ′ and δ ≥ δ′ (15)
holds, then the canonical coupling P can be extended such that
P (ηt c ζt for all t ≥ 0 | η0 c ζ0) = 1 . (16)
Proof. We give an explicit construction of the extended canonical coupling P. Since
p = p′, observe that the canonical coupling preserves the partial order c for all
transitions along edges. Hence, it remains to specify P at the boundary. For (ηt)t≥0
and (ζt)t≥0, use the same rate α Poisson clocks to determine when a particle enters
at the left-hand side boundary. In addition, when α > α′ holds, insert particles at
the left-most site in (ηt)t≥0 according to an independent rate (α− α′) Poisson clock.
A similar construction applies for the remaining boundary parameters.
Let 1 and 0 be the configurations in ΩN containing only particles and empty sites,
respectively, and observe that these two configurations form the unique maximal and
minimal elements with respect to the partial order c on ΩN . The following lemma
is an immediate consequence of Lemma 2.1 and [37, Corollary 5.5].
Lemma 2.2. For a simple exclusion process with open boundaries and ε-mixing time
tN
mix
(ε), let τ denote the first time, at which the processes started from 1 and 0,
respectively, agree within the coupling P given in Lemma 2.1. If for some s ≥ 0
P(τ ≥ s) ≤ ε (17)
holds, then the ε-mixing time satisfies tN
mix
(ε) ≤ s.
2.1.2 The partial order via height functions
When max(α, γ) = 0 or max(β, δ) = 0 holds, we define another partial order h on
ΩN for the simple exclusion process with open boundaries. A similar partial order
can be found in [56] for the simple exclusion process. For max(α, γ) = 0, we let
η h ζ ⇔
j∑
i=1
η(i) ≥
j∑
i=1
ζ(i) for all j ∈ [N ] (18)
for all configurations η, ζ ∈ ΩN . For max(β, δ) = 0, apply the definition (18) to the
simple exclusion process with open boundaries and parameters (1−p, 0, γ, 0, α). This
partial order arises from the height function representation. For a given configuration
η ∈ {0, 1}N , let hη : {0, 1, . . . , 2N} → R be its height function with
hη(x) :=
x∑
i=1
2
[
η(i)1{i≤N} + (1− η(2N + 1− i))1{i>N}
]− x (19)
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h
Figure 2: Two ordered instances of the simple exclusion process for N = 4 and with
particles entering and exiting only at the right-hand side of the segment.
for all x ∈ {0, 1, . . . , 2N}. Note that we have hη(0) = hη(2N) = 0 by construction.
For all N ∈ N, we see that a pair of configurations satisfies η h ζ if and only if
hη(x) ≥ hζ(x) holds for all x ∈ [N ]. A visualization of the height function in terms
of lattice paths, which are the linear interpolations of height functions, is given in
Figure 2. Again, the canonical coupling can be extended such that it is monotone in
α, β, γ, δ with respect to the partial order h. This is stated in the following lemma
which uses the same coupling P constructed in the proof of Lemma 2.1.
Lemma 2.3. Consider two exclusion processes (ηt)t≥0 and (ζt)t≥0 on the segment of
size N with parameters (p, α, β, γ, δ) and (p′, α′, β ′, γ′, δ′), respectively. Suppose that
p ≤ p′ α = 0 β ≤ β ′ γ = 0 δ ≥ δ′ (20)
or
p ≤ p′ α ≥ α′ β = 0 γ ≤ γ′ δ = 0 (21)
holds. Then there exists a coupling P of the two processes which satisfies
P (ηt h ζt for all t ≥ 0 | η0 h ζ0) = 1 . (22)
2.2 The simple exclusion process with second class particles
Second class particles for the simple exclusion process are well-studied over the last
decades, see [39, Section III.1] for an introduction. The motion of a second class
particle can be related to current and shock fluctuations, see [3, 20, 21, 22]. In the
context of mixing times, second class particles were used to study the simple exclu-
sion process when all boundary parameters are zero [4, 51]. In this paper, we use
second class particle arguments in Sections 4 to 7 in order to provide upper bounds
for the mixing time of the simple exclusion process with open boundaries.
For a configuration ξ ∈ {0, 1, 2}N , we say that a vertex x ∈ [N ] is occupied by a
first class particle whenever ξ(x) = 1 and by a second class particle if ξ(x) = 2
holds. Our main application for second class particles is to describe the difference of
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ηt
ζt
ξt
Figure 3: Two configurations ηt h ζt with disagreement process ξt at time t ≥ 0.
two exclusion processes. More precisely, for two simple exclusion processes (ηt)t≥0 and
(ζt)t≥0 with open boundaries on a segment of size N , we define the disagreement
process (ξt)t≥0 between (ηt)t≥0 and (ζt)t≥0 by
ξt(x) = 1{ηt(x)=ζt(x)=1} + 21{ηt(x)6=ζt(x)} (23)
for all x ∈ [N ] and t ≥ 0. In words, we keep the current value if the processes (ηt)t≥0
and (ζt)t≥0 agree and place a second class particle otherwise, see Figure 3. When
(ηt)t≥0 and (ζt)t≥0 with parameters (p, α, β, γ, δ) and (p′, α′, β ′, γ′, δ′) satisfy the as-
sumptions of Lemma 2.1, the disagreement process with respect to the coupling P is
a Feller process (ξt)t≥0 on {0, 1, 2}N according to the following description:
Suppose that a site x and its neighbor x + 1 are updated in configuration ξ. If
ξ(x) = ξ(x+ 1) holds, we leave the configuration unchanged. Else, we exchange the
values at x and x+1 in ξ with probability p if x has a higher priority than x+1 and
with probability 1−p, otherwise. More precisely, we note that an empty site has less
priority than a second class particle and a second class particle has less priority than a
first class particle. At the site 1, we place a first class particle at rate α independently
of the value of ξ(1). In addition, if α > α′ holds, assign a rate (α−α′) Poisson clock
to vertex 1. When the clock rings and ξ(1) = 0 holds, we place a second class particle
at site 1. A similar construction holds for the remaining boundary parameters.
In general, we define the simple exclusion process with second class par-
ticles (also called two-species exclusion process) to be the Feller process (ξt)t≥0 on
{0, 1, 2}N which has the above update rules along the edges, i.e. the positions are
exchanged according to the priorities assigned to the sites of the edge. However, we
allow general transition rules for the particles to enter and exit at the boundary.
Remark 2.4. A similar construction extends the canonical coupling to more than
two different hierarchies of particles. In this case, the resulting process is usually
called multi-species exclusion process, see [9, 25] as well as Section 7.
We notice that two simple exclusion processes in the canonical coupling agree
when their disagreement process contains no second class particles. Therefore, we
have the following immediate consequence of Lemma 2.2.
Corollary 2.5. For a given set of parameters, let (η0t )t≥0 and (η
1
t )t≥0 denote the
simple exclusion processes with open boundaries in the canonical coupling P with
respect to the initial configurations 0 and 1. Let (ξt)t≥0 be their disagreement process
and denote by τ be the first time at which (ξt)t≥0 contains no second class particle.
If P(τ > s) ≤ ε holds for some ε > 0 and s ≥ 0, then we have that tN
mix
(ε) ≤ s.
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2.3 The simple exclusion process on Z and blocking measures
When we prove bounds on the mixing time, it will be convenient to compare the simple
exclusion process with open boundaries to an exclusion process on the integers. The
simple exclusion process on Z is given as a Feller process with state space {0, 1}Z,
generated by the closure of
LZ
ex
f(η) =
∑
x∈Z
p η(x)(1− η(x+ 1)) [f(ηx,x+1)− f(η)]
+
∑
x∈Z
(1− p) η(x)(1− η(x− 1)) [f(ηx,x−1)− f(η)]
for some p ∈ [0, 1] and all cylinder functions f . By Theorem 1.2 in [39, Section III],
the Bernoulli-product measure ν with marginals
ν(η : η(x) = 1) =
cpx
(1− p)x + cpx for all x ∈ Z (24)
is invariant for the simple exclusion process on Z for any constant c > 0. Whenever
p ∈ (1
2
, 1
]
, the first Borel-Cantelli Lemma yields that
Pν ({η : ∃ Cη > 0 s.t. η(x) = 1 ∀x > Cη and η(x) = 0 ∀x < −Cη}) = 1,
i.e. ν is supported on the countable set of configurations η with satisfy η(x) = 1 and
η(−x) = 0 for all x > 0 sufficiently large. For n ∈ Z, we can restrict the state space
to
An :=
{
η ∈ {0, 1}Z :
∑
x>n
(1− η(x)) =
∑
x≤n
η(x) <∞
}
(25)
and define the simple exclusion process onAn as a Feller process with a countable state
space. We define the blocking measure ν(n) on An to be given by ν(n)(.) = ν( . | An)
for all n ∈ Z. Further, let the ground state ϑn of An be
ϑn(x) :=
{
1 if x > n
0 if x ≤ n for all x ∈ Z. (26)
Intuitively, the ground state is the state of minimal energy. Observe that ν(ϑn) > 0
holds for all p ∈ (1
2
, 1
]
and n ∈ Z. Since ϑn ∈ An, we have that ν(n)(ϑn) > 0 holds.
Hence, the simple exclusion process on An is ergodic for all p ∈
(
1
2
, 1
]
and n ∈ Z.
Remark 2.6. Note that the canonical coupling and the partial order h in (18)
naturally extend to Z, i.e. for η ∈ An and ζ ∈ Am with n,m ∈ Z, we have that
η h ζ ⇔
j∑
i=−∞
η(i) ≥
j∑
i=−∞
ζ(i) for all j ∈ Z . (27)
Moreover, observe that the canonical coupling is monotone with respect to h and
that the ground state ϑn is the unique minimal element with respect to the partial
order h on An for all n ∈ Z.
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For η ∈ A0, let L(η) and R(η) denote the position of the leftmost particle and
the rightmost empty site in η, respectively. In Sections 5 and 6, we use the following
lemma which gives an upper bound on the leftmost particle and the rightmost empty
site when starting from the blocking measure. Its proof is deferred to the appendix.
Lemma 2.7. For p ∈ (1
2
, 1), let (ηZt )t≥0 denote the simple exclusion process in A0
with initial distribution ν(0). There exists a constant c = c(p) > 0 such that
Pν(0)
(
max
(
R(ηZt ),−L(ηZt )
) ≤ x for all t ∈ [0, εc( p
1− p
)x])
≥ 1− 2ε (28)
holds for any ε ∈ (0, 1
2
) and all x ≥ 0 sufficiently large.
2.4 Current for the simple exclusion process
This section is dedicated to the study of the current for the simple exclusion process
with open boundaries. Currents are one of the main objects for the exclusion process
in statistical mechanics with deep connections to second class particles, see [3, 21, 54].
Intuitively, the current formalizes the way of counting the number of particles which
pass through the segment over time. For our purposes, current arguments will be
used in order to prove the upper bounds in Theorems 1.3 and 1.5.
For p ∈ (1
2
, 1
]
, assume that min(α, β) > 0 holds. On the segment of size N ,
let JN+t be the number of particles which have entered at the left-hand side of the
segment by time t and let JN−t be the number of particles which have exited at the
left-hand side of the segment by time t. Let (JNt )t≥0 with
JNt := J
N+
t − JN−t for all t ≥ 0 (29)
be the current of the simple exclusion process with open boundaries. Similarly,
one could define the current with respect to the net number of particles crossing
the right-hand side of the segment, leading to the same long-term behavior. The
following lemma states an asymptotic bound on the current. We obtain it from the
results in [54, Section 6] and the observation that under the above assumptions, the
simple exclusion process with open boundaries is an ergodic Feller process.
Lemma 2.8. Recall the definition of a and b from (9) and (10) and set
J = J(a, b, p) :=


(2p− 1) a
(1+a)2
if a > max(b, 1)
(2p− 1) b
(1+b)2
if b > max(a, 1)
(2p− 1)1
4
if max(a, b) ≤ 1 .
(30)
Then the current (JNt )t≥0 of the simple exclusion process with open boundaries satisfies
lim
t→∞
JNt
t
= JN (31)
almost surely for some sequence (JN)N∈N with limN→∞ JN = J .
We refer to JN as the flux of the simple exclusion process with open boundaries
on the segment of size N .
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2.5 Invariant measures of the simple exclusion process
In this section, we focus on the stationary distribution µ of the simple exclusion
process with open boundaries. A beautiful combinatorial description of µ is given in
[11] using staircase tableaux. The following result, which is adopted from [7], shows
that under certain conditions on the boundary parameters, the invariant distribution
has a product structure. In general, µ can not be stated in a simple closed form.
Lemma 2.9 (c.f. [7], Proposition 2). Suppose that min(α, β) > 0 and a = 1
b
holds for
a and b given in (9) and (10). Then for every configuration η ∈ ΩN , we have that
µ(η) =
1
(α + β + γ + δ)N
(α + δ)|η|(β + γ)N−|η| =
(
1
1 + a
)|η|(
a
1 + a
)N−|η|
(32)
where |η| :=∑Ni=1 η(i) denotes the number of particles in configuration η.
Next, we compare the stationary measure µ to the Bernoulli-ρ-product measures
νρ for some ρ ∈ [0, 1] on ΩN . More generally, let ν, ν ′ be two probability measures
defined on a common probability space Ω which is equipped with a partial order .
We say that ν stochastically dominates ν ′ with respect to  (and write ν  ν ′)
if there exists a coupling P with X ∼ ν and Y ∼ ν ′ such that P (X  Y ) = 1. An
equivalent definition using increasing functions can be found in [39, Theorem B.9].
Lemma 2.10. Suppose that min(α, β) > 0 holds. Then the stationary distribution µ
of the simple exclusion process with open boundaries satisfies
νcmax c µ c νcmin (33)
where
cmin := min
(
1
1 + a
,
b
1 + b
)
and cmax := max
(
1
1 + a
,
b
1 + b
)
. (34)
Proof. We consider only µ c νcmin for cmin = 11+a as the remaining cases are similar.
Observe that a is decreasing in α and note that we can choose α′ ∈ (0, α] such that
a′ := a(α′, β, p) satisfies a′ = 1
b
. We conclude using Lemma 2.1 and Lemma 2.9.
Note that Lemma 2.10 is motivated by treating the simple exclusion process with
open boundaries as having reservoirs at both ends with densities 1
1+a
and b
1+b
, respec-
tively, and µ interpolating between both sides. The next result characterizes how the
interpolation within the stationary distribution µ is realized. Using Lemma 2.8 and
Lemma 2.10, it follows from the same arguments as Theorem 3.29 in [39].
Lemma 2.11. Suppose that min(α, β) > 0 holds. Let (xN )N∈N be a sequence with
xN →∞ for N →∞ and xN ≤ N2 for all N ∈ N. Further, let µN denote the measure
on ΩN−2xN given as the restriction of µ to [xN , N − xN ]. Then we have that
lim
N→∞
µN =


ν 1
2
if max(a, b) ≤ 1
ν 1
1+a
if a > max(b, 1)
ν b
1+b
if b > max(a, 1)
(35)
holds with respect to weak convergence, where the product measures are defined on Z.
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When particles are allowed to enter and exit only from one side of the segment,
the measure µ is reversible and can be given explicitly. More precisely, we say that
µ is reversible for the simple exclusion process with open boundaries if∑
η∈ΩN
f(η)(Lg)(η)µ(η) =
∑
η∈ΩN
(Lf)(η)g(η)µ(η) (36)
holds for all functions f, g : ΩN → R. Suppose that particles are only allowed to enter
and exit at the right-hand side, i.e. max(α, γ) = 0 holds. A similar formula will hold
in the case of max(β, δ) = 0. For p ∈ (0, 1] and min(β, δ) > 0, consider µ with
µ(η) =
1
ZN
(
δ
β
)|η|
·
|η|∏
i=1
(
1− p
p
)zi
for all η ∈ ΩN , (37)
where zi denotes the distance of the i
th particle from site N and ZN is a normalization
constant. Then µ is reversible for the process (ηt)t≥0. When min(β, δ) = 0 holds, µ
is the Dirac measure on 1 if β = 0 and on 0 if δ = 0.
2.6 The censoring inequality
The censoring inequality is a very recent technique in order to give upper bounds on
the mixing time. First established by Peres andWinkler in [47] for spin systems, it was
applied to the simple exclusion process by Lacoin in [31]. In words, this inequality
says that leaving out transitions of the exclusion process along certain edges only
increases the distance from equilibrium. Using a slightly more general definition as
in [47], we say that a censoring scheme C for (ηt)t≥0 is a random càdlàg function
C : R+0 → P (E) (38)
which does not depend on the process (ηt)t≥0. Here, P (E) denotes the power set of
the edges where we treat the boundary interactions as edges to reservoirs at positions
0 and N + 1, respectively. In the censored dynamics (ηCt )t≥0, a transition along
an edge e at time t is performed if and only if e /∈ C(t). The following censoring
inequality with respect to the partial order h for the simple exclusion process with
open boundaries is an immediate consequence of Theorem 1.1 and Lemma 2.1 in [47].
Lemma 2.12 (c.f. [31], Proposition 6.2). Let C be a censoring scheme for the simple
exclusion process with open boundaries. For an initial configuration η and t ≥ 0, let
Pη(ηt ∈ ·) and Pη(ηCt ∈ ·) denote the law of (ηt)t≥0 and its censored dynamics (ηCt )t≥0
at time t ≥ 0, respectively. Under the assumptions of Lemma 2.3, we have that
P1(η
C
t ∈ ·) h P1(ηt ∈ ·) and P0(ηCt ∈ ·) h P0(ηt ∈ ·) for all t ≥ 0. (39)
Moreover, the density function η 7→ 1
µ(η)
P1(ηt = η) is increasing with respect to the
partial order h and we have that
‖P1(ηCt ∈ ·)− µ‖TV ≥ ‖P1(ηt ∈ ·)− µ‖TV (40)
as well as that
‖P0(ηCt ∈ ·)− µ‖TV ≥ ‖P0(ηt ∈ ·)− µ‖TV (41)
holds for all t ≥ 0.
15
Remark 2.13. Using the partial order h from (27) for the simple exclusion process
on Z, the same arguments show that for all n ∈ Z, the stochastic domination in (39)
holds for the simple exclusion process on An when starting from ϑn instead of 0.
3 Lower bounds for the symmetric exclusion process
In this section, we prove the lower bounds in Theorems 1.1 and 1.2. A key tool
will be a generalized version of Wilson’s lemma, which was introduced in [44] for
discrete-time Markov chains. It transfers to our setup as follows. For a Feller process
(Xt)t≥0 with generator A, we consider a function F which behaves almost like an
eigenfunction of −A. Further, let (Mt)t≥0 be the associated martingale given by
Mt := F (Xt)− F (X0)−
∫ t
0
(AF )(Xs)ds for all t ≥ 0. (42)
We denote its quadratic variation by (〈Mt〉)t≥0. For an introduction to martingales
and their quadratic variation, we refer to [40, Chapter 3 and 5]. The next lemma is
similar to Lemma 2 in [44]. Its proof is deferred to the appendix.
Lemma 3.1 (Generalized Wilson’s lemma). Let (Xt)t≥0 be an ergodic Feller process
with finite state space S and generator A. Let F : S → R be a function with
|(−AF )(y)− λF (y)| ≤ c for all y ∈ S, (43)
with constants λ ≥ c > 0. Moreover, we assume that the quadratic variation (〈Mt〉)t≥0
of the associated martingale defined in (42) satisfies
d
dt
E [〈Mt〉] ≤ R (44)
for some R > 0 and all t ≥ 0. Then for all ε ∈ (0, 1), the ε-mixing time tmix(ε) of
(Xt)t≥0 satisfies
tmix(ε) ≥ 1
λ
log (‖F‖∞)−
1
2λ
log
(
16(3c‖F‖∞ +R)
λε
)
. (45)
In order to apply Lemma 3.1 for the simple exclusion process with open boundaries
for p = 1
2
, we construct a function F which satisfies (43) and (44). We call F an
approximate eigenfunction. With a slight abuse of notation, extend each η ∈ ΩN
to Ω2N,N given in (1) by
η(x) := 1− η(2N + 1− x) for all x ∈ {N + 1, . . . , 2N}.
For α = β = γ = δ = 1
2
, observe that (Eη[ηt])t≥0 solves a discrete heat equation on
the cycle of length 2N . In this case, the eigenfunctions are sine and cosine waves,
where the length of the cycle is a multiple of the period length, see [32, Lemma 2.2]
and [56, Section 3.4]. We use this intuition to construct approximate eigenfunctions
as stretched and shifted eigenfunctions of the classical discrete heat equation.
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Lemma 3.2. Recall that p = 1
2
and assume that max(α, γ) > 0 and max(β, δ) > 0
holds. We set
C :=
1
2(α+ γ)
− 1
2
and D :=
1
2
− 1
2(β + δ)
(46)
and define M := N + C +D. Let φ : Z/(2N)Z→ R be given by
φ(x) := sin
((
x+ C − 1
2
)
pi
M
)
for all x ∈ [N ] (47)
and set φ(x) = −φ(2N + 1 − x) for all x ∈ {N + 1, . . . , 2N}. Moreover, we let
λN := 1− cos( πM ) and define
ΦN(η) :=
2N∑
x=1
η(x)φ(x) +
φ(1)
λN
(1− 2α) + φ(N)
λN
(1− 2δ) (48)
for all η ∈ ΩN . Then ΦN satisfies the conditions of Lemma 3.1 for λ = λN , for some
c of order N−3, some R of order N−1 and ‖ΦN‖∞ of order N . In particular, under
the above assumptions the lower bound stated in Theorem 1.1 holds.
Proof. Using trigonometric identities, we have that (∆φ)(x) = −λNφ(x) holds for all
x ∈ {2, . . . , N − 1}. Here, ∆ is the discrete Laplace operator on the cycle of length
2N , i.e. for all functions f : Z/(2N)Z → R, we set
(∆f)(x) :=
1
2
(f(x− 1) + f(x+ 1))− f(x) for all x ∈ Z/(2N)Z. (49)
By our choice of C and D, observe that for all N large enough
|(∆φ)(1) + (1− α− γ)φ(1) + λNφ(1)| ≤ c1
M3
for c1 > 0
as well as that
|(∆φ)(N) + (1− β − δ)φ(N) + λNφ(N)| ≤ c2
M3
for c2 > 0
holds using the Taylor expansion of the sine and trigonometric identities. Thus,
|(−L)ΦN(η)− λNΦN (η)| ≤ c1 + c2
M3
holds. This gives condition (43) in Lemma 3.1. To verify condition (44), we follow
the ideas of the proof of Lemma 2.2 in [32]. Observe that the process (Φ(ηt))t≥0 can
change its value only when an edge or boundary vertex is updated. This happens at
a rate N ′ Poisson clock where N ′ := N − 1 + α + β + γ + δ. For two configurations
η and η′ which differ by at most one transition, we have that
|Φ(η)− Φ(η′)| ≤ 2 max
x∈[2N ]
|φ(x)− φ(x+ 1)| ≤ c3
M
for some constant c3 = c3(C,D) > 0. Combining these observations, we conclude
d
dt
E [〈Mt〉] ≤ N ′
( c3
M
)2
for all t ≥ 0.
This gives the desired bound on R of order N−1. Since max(|ΦN(1)| , |ΦN (0)|) is of
order N , we see that Lemma 3.1 yields the lower bound stated in Theorem 1.1.
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Next, we consider the case of the simple exclusion process with open boundaries
when particles are allowed to enter and exit the segment only at one side. Without
loss of generality, assume that max(α, γ) = 0 and max(β, δ) > 0 holds. We will again
construct approximate eigenfunctions for the simple exclusion process. To do so, we
will use the height function representation of the simple exclusion process with open
boundaries defined in Section 2.1.2.
Lemma 3.3. Recall that p = 1
2
and assume that max(α, γ) = 0 and max(β, δ) > 0
holds. For D defined in (46), let φ˜ : Z/(2N)Z → R be
φ˜(x) := sin
(
xpi
2(N −D)
)
for all x ∈ [N − 1] (50)
and set φ˜(x) = φ˜(2N + 1 − x) for all x ∈ {N + 1, . . . , 2N}. Moreover, we set
λ˜N := 1− cos( π2(N−D)) and define
φ˜(N) :=
1
β + δ − λ˜N
φ˜(N − 1) . (51)
Recall the height function for the simple exclusion process defined in (19) and set
Φ˜N(η) :=
2N∑
x=1
hη(x)φ˜(x) +
φ˜(N)
λ˜N
(δ − β) for all η ∈ ΩN . (52)
Then Φ˜N satisfies the conditions of Lemma 3.1 for λ = λ˜N , some c of order N
−4,
some R of order N and ‖Φ˜N‖∞ of order N2. In particular, the lower bound in
Theorem 1.2 holds for max(α, γ) = 0 and max(β, δ) > 0.
Proof. A similar computation as in Lemma 3.2 shows that for N large enough∣∣∣(−L)Φ˜N (η)− λ˜N Φ˜N (η)∣∣∣ ≤ c1
(N −D)4
holds for some c1 > 0 using the Taylor expansion of the sine and trigonometric
identities. This gives condition (43) of Lemma 3.1 for some c of order N−4. For
condition (44), we again follow the ideas of the proof of Lemma 2.2 in [32]. Note that
the process (Φ˜(ηt))t≥0 may change its value only when an edge or boundary vertex is
updated. This happens at a rate N ′ Poisson clock for N ′ = N − 1 + β + δ. For two
configurations η and η′ which differ by at most one transition, observe that Φ˜(η) and
Φ˜(η′) differ by at most 2. Hence, we conclude that
d
dt
E [〈Mt〉] ≤ 4N ′ for all t ≥ 0.
This gives the desired bound on R of order N . Since we have that max(|Φ˜(1)|, |Φ˜(0)|)
is of order N2, Lemma 3.1 yields the desired lower bound.
Combining Lemma 3.2 and Lemma 3.3, this finishes the proof of the lower bounds
in Theorem 1.1 and Theorem 1.2.
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4 Upper bounds for the SSEP with open boundaries
In this section, we prove the upper bounds in Theorem 1.1 and Theorem 1.2. We start
with a general upper bound for the simple exclusion process with open boundaries for
p = 1
2
and arbitrary boundary rates with max(α, β, γ, δ) > 0. This bound is refined
in Section 4.2 when particles enter and exit only at one side of the segment.
4.1 A general upper bound
We now prove the upper bound in Theorem 1.1. Without loss of generality, assume
that max(α, β, γ, δ) = α holds as we can flip the segment and use the particle-empty
site symmetry, otherwise. By Corollary 2.5, it suffices to show that the first time τ at
which all second class particles have left in the disagreement process (ξt)t≥0 satisfies
P
(
τ ≤ cN2 log(N)) ≥ 1− 1
N
for some c > 0.
Since p = 1
2
and objects of the same type are indistinguishable, it is equivalent
to modify the dynamics along the edges such that the values of the endpoints are
swapped at rate 1, independently. From this perspective, the second class particles
perform continuous-time simple random walks with absorption at the boundaries.
Using a comparison to the Gambler’s ruin problem on [N ] with reflection at the
right-hand side, we see that with probability at least 1
2
, a given second class particle
gets either absorbed or reaches site 1 by time 2N2. Note that this bound does not
depend on the starting point of the particle. Moreover, for a second class particle
at site 1 at time t, with probability at least α
e(1+α)
the particle gets absorbed at the
boundary until time t + 1. Thus, we have that
P
(
τ∗ ≤ 2N2 + 1
) ≥ α
2e(1 + α)
(53)
holds, where τ∗ denotes the absorption time of a fixed second class particle in the
above dynamics. Using (53), we see that
P
(
τ∗ > 2 log(N)
2e(1 + α)
α
(2N2 + 1)
)
≤ 1
N2
. (54)
The upper bound in Theorem 1.1 follows using a union bound on the events in (54).
4.2 Cutoff for the SSEP with one open boundary
In this section, we prove the upper bound in Theorem 1.2 using the ideas and results
of [31]. Since large parts of the proof will follow verbatim from the arguments in
Section 8 of [31] for the simple exclusion process, we will focus on presenting the
required adjustments in the proof rather than giving full details. In Sections 4.2.1
to 4.2.3, we collect some technical results on the simple exclusion process with open
boundaries. Together with the results presented in Section 2, this will cover the
corresponding preliminaries on the simple exclusion process in Section 6 of [31]. In
Section 4.2.4, we highlight how these results are used if one adapts the arguments of
[31] for the simple exclusion process with one open boundary.
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4.2.1 Correlation properties of the SSEP with one open boundary
Our first preliminary result is the FKG-inequality as well as a corollary of Holley’s
inequality for the simple exclusion process with p = 1
2
and one open boundary. For
any two configurations η, ζ ∈ ΩN , we letmin(η, ζ) andmax(η, ζ) be the configurations
in ΩN which satisfy
hmin(η,ζ)(x) := min (hη(x), hζ(x)) and hmax(η,ζ)(x) := max (hη(x), hζ(x)) (55)
for all x ∈ [N ], respectively. Note that min(η, ζ) and max(η, ζ) are indeed elements
of ΩN and ΩN equipped with these operations is a distributive lattice. By (37)
µ(min(η, ζ)) = min(µ(η), µ(ζ)) and µ(max(η, ζ)) = max(µ(η), µ(ζ))
holds when δ ≥ β and similarly for δ < β. With these insights, the next result follows
from the same arguments as Proposition 6.1 in [31].
Lemma 4.1 (c.f. [31], Proposition 6.1). For any two functions f and g on ΩN which
are increasing with respect to the partial order h on ΩN , we have that
Eµ [fg] ≥ Eµ [f ]Eµ [g] (56)
holds. Moreover, we have for any two increasing subsets A ⊆ B of ΩN with
{min(η, ζ)|η ∈ A, ζ ∈ B} ⊆ B (57)
that Eµ [f |A] ≥ Eµ [f |B] holds for any increasing function f .
4.2.2 Mean of the height function of the SSEP with one open boundary
Next, we give an estimate on the mean of the height function of the simple exclusion
process with p = 1
2
and one open boundary. For a given η ∈ ΩN , we define
h∗η(x) := hη(x)−min(x, 2N + 1− x)
δ − β
δ + β
for all x ∈ [2N ]. (58)
Intuitively, h∗η is the height function of η after subtracting the mean height according
to equilibrium.
Lemma 4.2 (c.f. [31], Lemma 6.4). For all N large enough, we have that
max
x∈{0,...,2N}
∣∣Eη [h∗ηt(x)]∣∣ ≤ 4Ne−λt (59)
holds for all t ≥ 0 and initial states η ∈ ΩN , where λ = 1− cos( π2N+(β+δ)−1 ).
Proof. Observe that the function fη : {0, . . . , 2N}×R+0 → Rwith fη(x, t) := Eη[h∗ηt(x)]
for some initial state η ∈ ΩN is a solution to the equation system

∂tfη = (1{x 6=N} + 1{x=N}(β + δ))∆xfη
f(0, t) = f(2N, t) = 0
f(x, 0) = h∗η(x)
(60)
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for all t ≥ 0 and x ∈ {0, . . . , 2N}. Here, ∆x denotes the discrete Laplace operator
which is defined in (49). Using Taylor expansion and a continuity argument, we see
that there exists some cN ∈ [ 12(β+δ) − 1, 12(β+δ) ] such that for all N large enough, the
function g : {0, 1, . . . , 2N} → R with
g(x, t) :=
(
1{x≤N} sin
(
xpi
2(N + cN)
)
+ 1{x>N} sin
(
(2N − x)pi
2(N + cN)
))
e−λN t
for all x ∈ {0, 1, . . . , 2N}, t ≥ 0 and λN := 1 − cos
(
π
2(N+cN )
)
, is a solution to (60).
Note that
∣∣Eη[h∗η(x)]∣∣ ≤ 2Ng(x, 0) holds for all x ∈ {0, 1, . . . , 2N} and η ∈ ΩN . Since
this relation is preserved in (60) over time, we conclude Lemma 4.2.
4.2.3 Scaling limits for the SSEP with one open boundary
We now study the law of the height function in equilibrium.
Lemma 4.3 (c.f. [31], Lemma 8.5). Let η be a configuration sampled according to
the stationary distribution µ of the simple exclusion process with p = 1
2
and one open
boundary. Then (
β + δ√
Nβδ
h∗η(xN)
)
x∈[0,1]
(61)
converges for N →∞ in law to a standard Brownian motion on the interval [0, 1].
Proof. Using the explicit form of the invariant distribution µ in (37) for p = 1
2
and
the Binomial theorem, we see that the total number of particles |η| in a configuration
η according to µ is Binomial-(N, δ
β+δ
)-distributed. Conditioning on the number of
particles in the segment, observe that the number of particles in η until position y is
Binomial-(y, δ
β+δ
)-distributed. The convergence for all finite marginals follows from
the De Moivre-Laplace theorem. Together with a tightness argument, we obtain the
convergence in law to a standard Brownian motion on [0, 1].
4.2.4 Proof of the upper bound in Theorem 1.2
The upper bound in Theorem 1.2 is shown in two steps. First, we give an upper
bound on the time it takes to reach equilibrium when starting from the two extremal
configurations 1 and 0. In the next step, we consider a suitable coupling such that
the exclusion processes started from 1 and 0 agree with high probability. This will
be formalized in Lemma 4.4 and Lemma 4.5.
Lemma 4.4 (c.f. [31], Propositions 8.2). Let (η1t )t≥0 and (η
0
t )t≥0 denote the simple
exclusion processes with one open boundary and p = 1
2
started from the configurations
1 and 0, respectively. For a given ε > 0, we set
t0 :=
4
pi2
N2 log(N)
(
1 +
ε
2
)
. (62)
Then we have that
lim
N→∞
‖P (η1t0 ∈ ·)− µ‖TV = 0 and limN→∞ ‖P (η
0
t0
∈ ·)− µ‖
TV
= 0 (63)
holds for all ε > 0.
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Sketch of the proof. The proof of Lemma 4.4 is divided into two main steps. First, we
consider the simple exclusion process (ηt)t≥0 with open boundaries for initial states
1 and 0 up to time t2, where
t2 :=
4
pi2
N2 log(N)
(
1 +
ε
4
)
. (64)
We study the functions (h∗ηt)t≥0, defined in (58), and evaluate them at xi := ⌊2iN/K⌋
for K := ε−1 and i ∈ {0, . . . , K}. Following [31], we call the dynamics restricted to
(xi)i∈[K] the skeleton. Our goal is to argue that when the mean of (h∗ηt)t≥0 at time
t2 has at most the order of the typical fluctuations within the stationary distribution
µ, the law of the skeleton at time t2 is in total-variation distance close to equilibrium.
This follows by applying the same arguments as for the proof of Lemma 8.4 in [31],
replacing Proposition 6.1 and Lemma 8.5 in [31] by Lemma 4.1 and Lemma 4.3,
respectively. In order to conclude the first step, use Lemma 4.2 to see that for initial
state η ∈ ΩN , we have that Eη[h∗ηt(x)] is at most of order
√
N at time t = t2 for all
x ∈ [2N ]. In a second step, we apply the censoring inequality in Lemma 2.12 for the
censoring scheme
C(t) = {{xi, xi + 1} : i ∈ [K]} ,
where t ∈ [t2, t0], in order to show that the dynamics mixes locally. In words, this
censoring scheme ensures that the number of particles in the interval [xi−1, xi] for all
i ∈ [K] remains almost surely constant between t2 and t0. Thus, we have K inde-
pendent simple exclusion processes on a closed segment during this period. Together
with the above bounds at time t2, the remainder of the argument is analogous to the
proof of Proposition 8.2 in [31].
Note that Lemma 4.4 does not immediately imply Theorem 1.2 since there could
be an initial state other than 1 or 0, which maximizes the distance from equilibrium.
However, using Lemma 4.4, we obtain the following result which allows us to conclude
the upper bound in Theorem 1.2 using Lemma 2.2
Lemma 4.5 (c.f. [31], Propositions 8.1). For a given ε > 0, we set
t1 :=
4
pi2
N2 log(N)(1 + ε) . (65)
Then there exists a coupling P˜ which respects h such that
lim
N→∞
P˜ (η1t1 6= η0t1) = 0 (66)
is satisfied for all ε > 0.
Sketch of the proof. In order to show Lemma 4.5 using Lemma 4.4, we consider a
coupling which is monotone with respect to h and maximizes the fluctuations of
(h∗ηt)t≥0. We use the construction of the alternative coupling defined in [31, Section
8.4]. However, for all transitions where particles enter and exit the segment, we apply
the update rule of the canonical coupling for the simple exclusion process with open
boundaries, i.e. we use the same rate β and rate δ Poisson clocks in both simple
exclusion processes to determine when a boundary vertex is updated. The proof of
Lemma 4.5 follows the same arguments as the proof of Proposition 8.1 given in [31,
Section 8.4], replacing Lemma 8.5 in [31] by Lemma 4.3.
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5 Mixing times for ASEP with one blocked entry
In this section, we prove Theorem 1.3 for the asymmetric simple exclusion process
with one blocked entry. The lower bound on the mixing time follows by a comparison
to a single particle dynamics. For the upper bound, we use a hitting time estimate
with respect to the extremal states 0 and 1. Without loss of generality, we assume
in this section that α = 0 and β > 0 holds using the particle-empty site symmetry
for the asymmetric simple exclusion process with one blocked entry.
5.1 Lower bound for the ASEP with one blocked entry
Suppose that γ = 0 holds. Then by (37), the stationary distribution µ of the asym-
metric simple exclusion process satisfies limN→∞ µ(BN) = 0, where
BN :=
{
∃x ∈ {1, . . . , N −
√
N} : η(x) = 1
}
for all N ∈ N. (67)
By Lemma 2.1, the same limit holds for µ when γ > 0. Using (3), we see that in
order to prove the lower bound in Theorem 1.3, it suffices to show that
lim
N→∞
Pζ (ηt ∈ BN ) = 1
holds for some initial state ζ ∈ ΩN and a time t = t(N) of order (2p − 1)−1N .
Consider ζ with ζ(x) = 1{x=
√
N} for all x ∈ [N ]. Note that the particle started from√
N performs a simple random walk with bias 2p − 1 to the right-hand side and
absorption at the boundaries. This yields the lower bound in Theorem 1.3.
5.2 An a priori upper bound on the hitting time
We start with a simple upper bound on the first moment of the hitting time τ0, i.e.
the first time reaching 0, when the starting configuration contains a small number of
particles and the particles are concentrated on the right-hand side.
Lemma 5.1. For N ∈ N, choose some xN ≤ (log log(N))2. Let η ∈ ΩN satisfy
η(i) = 0 for all i ∈ [N − xN ]. Then for all ε > 0, we have that
Eη[τ0] ≤ N ε (68)
holds for all N sufficiently large.
Proof. Suppose that δ > 0 and p < 1 holds. We define the first return time τ+
0
τ+
0
:= inf{t ≥ τΩN\{0} : ηt = 0} (69)
for the simple exclusion process with open boundaries. Note that for η ∈ ΩN \ {0}
Eη[τ0] ≤ E0[τ+0 ] (P0(τη < τ0))−1
holds. Further, by Kac’s lemma E0[τ
+
0
] = (µ(0))−1 holds, and thus E0[τ
+
0
] is bounded
uniformly in N using (37). Starting from 0, there exists a sequence of at most x2N
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updates to reach η involving only the rightmost xN + 1 edges and the right-hand
side boundary. Moreover, this sequence can be chosen in such a way that all other
updates do not affect the evolution of the process. Thus, forcing the rate 1 Poisson
clocks along these edges to ring according to a given order, we see that
P0(τη < τ0) ≥
(
min(1− p, δ)
xN + β + δ
)x2
N
≥ N−ε
holds for all ε > 0 and N sufficiently large. For δ = 0 or p = 1, use Lemma 2.3 to
bound Eη[τ0] by the expected hitting time for a simple exclusion process with the
same parameters, except for some different choices of δ > 0 and p < 1.
5.3 Upper bound for the ASEP with one blocked entry
We now prove the upper bound in Theorem 1.3 for the asymmetric simple exclusion
process (ηt)t≥0 with one blocked entry. By Lemma 2.2, it suffices to show that there
exists a constant c > 0 such that for all ε ∈ (0, 1), the hitting time τ0 of the state 0
starting in configuration 1 satisfies
P1(τ0 > cN) ≤ ε (70)
for all N large enough. Note that by Lemma 2.1, it suffices to show (70) for γ = 0.
For the remainder of the proof, we have the following strategy. We define a sta-
tionary simple exclusion process (σt)t≥0 with positive current on an enlarged segment.
We will see that when enough particles have exited in (σt)t≥0 at the right-hand side,
all particles in (ηt)t≥0 are, with probability tending to 1, close to the right-hand side
boundary. Similar results are known as shock wave phenomenon, see [4, Lemma 5.5].
To show (70), we apply this argument twice and conclude by Lemma 5.1.
Let (σt)t≥0 be the simple exclusion process with open boundaries on Ω3N with param-
eters (p, 2β, β, 0, δ). Note that (σt)t≥0 is either in the high density or in the maximal
current phase. The next lemma investigates the number of particles in the stationary
distribution µ′ of (σt)t≥0. It follows by Lemma 2.11 and Chebyshev’s inequality.
Lemma 5.2. The invariant measure µ′ of (σt)t≥0 for parameters (p, 2β, β, 0, δ) sat-
isfies the following: We have for every c ∈ [3N −m] with m ∈ [3N − 1] that
µ′
(
c+m∑
i=c
σ(i) ≥ 3
8
m
)
≥ 1− 16
m
(71)
holds for all N sufficiently large, provided that m = m(N) →∞ when N →∞.
Let n ∈ N. When |σ0| ≥ n holds, we define (ζt)t≥0 to be the simple exclusion
process with open boundaries on Ω3N with parameters (p, 0, β, 0, δ), see Figure 4.
Initially, ζ0 contains n particles where the positions are given by the rightmost n
particles in σ0. For i ∈ [n], let σ(i)t and ζ (i)t denote the positions of the ith rightmost
particles in (σt)t≥0 and (ζt)t≥0, respectively. We use the convention that the position
of a particle is 0 (respectively 3N + 1) when it is absorbed at the left-hand side
(respectively right-hand side) of the segment. The next lemma relates the processes
(σ
(n)
t )t≥0 and (ζ
(n)
t )t≥0. Its proof is deferred to Section 5.4.
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Figure 4: Visualization of the initial states in the coupling in the proof of the upper
bound in Theorem 1.3 for N = 2 and n = 2.
Lemma 5.3 (Shock wave phenomenon). Let (σt)t≥0 have initial distribution µ′ and
assume that |σ0| ≥ 98n holds for some n ∈ [N ]. Define (ζt)t≥0 with respect to n and
consider the canonical coupling between (σt)t≥0 and (ζt)t≥0. Then for every n ∈ [N ]
and all T ∈ [0, n2], we have that
P
(
|ζ (n)T − 3N | ≤ c1 log(n)
∣∣∣ σ(n)t = 3N for some t ∈ [0, T ]) ≥ 1− c2log(n) (72)
holds for some constants c1, c2 > 0 and all N sufficiently large.
Proof of Theorem 1.3 using Lemma 5.3. By Lemma 5.2, we have that with probabil-
ity at least 1 − 16
3N
, the configuration σ0 contains at least
9
8
N particles. Moreover,
since the process (σt)t≥0 is started from equilibrium, we have that for T = 6J−1N N
lim
N→∞
P
(
σ
(N)
T ≥ 3N
)
= 1
holds using Lemma 2.8. Recall that L(.) denotes the position of the leftmost particle.
Define the process (ζt)t≥0 with respect to n = N and note that by Lemma 5.3
lim
N→∞
P (|L(ζT )− 3N | ≤ c1 log(N)) = 1 for some c1 > 0.
Using Lemma 2.3, we can without loss of generality assume that in this case
ζT (x) = σT (x)1{x≥3N−c1 log(N)} for all x ∈ [N ],
since adding particles only increases the hitting time τ0. Repeating this argument for
(ζt)t≥T with n = c1 log(N) and T = c21 log
2(N), Lemma 5.3 yields that
lim
N→∞
P
(
|L(ζ(6J−1
N
N+c21 log
2(N)))− 3N | ≤ c3 log log(N)
)
= 1
for some c3 > 0. Using the canonical coupling, we see that
lim
N→∞
P
(
|L(η(6J−1
N
N+c21 log
2(N)))−N | ≤ c3 log log(N)
)
= 1
holds. We conclude by using Lemma 5.1 and Markov’s inequality.
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5.4 Proof of the shock wave phenomenon
In order to prove Lemma 5.3, we proceed in two steps. We will show that
P
(
|ζ (n)τ − 3N | ≤ c log(n)
∣∣∣ τ ≤ T) ≥ 1− c2
2 log(n)
(73)
holds for some c > 0, where we set τ = τn−m := inf{t ≥ 0: σ(n−m)t = 3N} for some
m ≤ 1
8
n. Let ζ˜ be given by
ζ˜(x) := 1{x≥3N− 1
2
c1 log(n)} (74)
for all x ∈ [3N ] and some c1 ≥ 2c. We will further prove that
P
(
|ζ (n)t − 3N | ≤ c1 log(n) for all t ∈ [τ, n2]
∣∣∣ ζτ = ζ˜ , τ ≤ T) ≥ 1− c2
2 log(n)
(75)
holds. Note that when |ζ (n)τ − 3N | ≤ c log(n) holds, we have that ζ˜ h ζτ . Hence, we
can combine (73) and (75) to obtain Lemma 5.3.
In order to show (75), note that the event that |ζ (n)t − 3N | ≤ c1 log(n) for all
t ∈ [τ, n2] is decreasing with respect to c. Hence, we can assume that δ = 0 holds
using Lemma 2.1. Let Bn be the event that ζt(3N) = 1 for all t ∈ [τ, n2]. When
Bn happens, observe that (ζt)t∈[τ,n2] extended to A0 is stochastically dominated by a
simple exclusion process on A0 started from the blocking measure. Choosing c1 ≥ 2c
in the definition of ζ˜ large enough, we conclude (75) from Lemma 2.7.
For (73), we show that with probability tending to 1, ζ
(n)
τ is to the right of σ
(n+m)
τ
for m = c log(n) and some c > 0. Moreover, σ
(n+m)
τ has a distance of order at
most log(n) to the right-hand side boundary. Let (ξt)t≥0 be the disagreement process
between (σt)t≥0 and (ζt)t≥0, see Figure 4. For ξ ∈ {0, 1, 2}3N , let L1(ξ) and R2(ξ) be
the position of the leftmost first class and rightmost second class particle, respectively.
Lemma 5.4. There exists a constant c > 0 such that for m = c log(n), we have
P
(
σ
(n+m)
t ≤ L1(ξt) ≤ R2(ξt) ≤ σ(n−m)t for all t ∈ [0, τ ]
)
≥ 1− 1
n
. (76)
Proof. We use similar ideas as Benjamini et al. in [4] for the asymmetric simple
exclusion process. We define a process (ξ∗t )t≥0 on A0 from (ξt)t≥0 as follows: For
every t ≥ 0, consider the sequence which we obtain by first deleting all vertices which
are empty in ξt and then replacing all second class particles by empty sites. We let ξ
∗
t
be the unique configuration in A0 which contains this sequence and has only empty
sites to the left and only first class particles to its right, see Figure 5.
Note that ξ∗0 = ϑ0 holds by construction. Moreover, up to the first exit of a second
class particle at the right-hand side boundary, the process (ξ∗t )t≥0 has the law of a
simple exclusion process on A0 with censoring. Here, an edge e is available for ξ
∗
t at
time t if and only if the edge e is present in ξt as well. We claim that this censoring
scheme does not depend on the evolution of the process (ξ∗t )t≥0. This is due to the
observation that in order to determine the positions of the empty sites in (ξt)t≥0, we
do not need to distinguish between first and second class particles. Thus, we conclude
(76) by Lemma 2.7 and the censoring inequality, see Remark 2.13.
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ξξ∗
Step 2
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−3 −2 −1 0 1 2 3 4 5
Figure 5: Construction of ξ∗ ∈ A0 from ξ. All censored edges are drawn dashed.
It remains to verify that the particles in (σt)t≥0 are close to each other. For all
i ∈ [9
8
n], let τi := inf{t ≥ 0: σ(i)t = 3N} be the first time at which the ith particle in
(σt)t≥0 reaches the boundary vertex 3N .
Lemma 5.5. There exists a constant c > 0 such that for all i ∈ [n−m] and m ≤ 1
8
n,
we have that
P
(∣∣σ(i+2m)τi − 3N∣∣ ≤ cm) ≥ 1− 1m (77)
holds, where (σt)t≥0 is started from its invariant measure µ′ and n is sufficiently large.
Proof. Since (σt)t≥0 is a stationary process, observe that σ
(i+2m)
τi has the same law for
all i ∈ {2, . . . , n−m}. Thus, it suffices to show that
P(
∣∣σ(2(m+1))τ2 − 3N∣∣ ≤ cm) ≥ 1− 1m for some c > 0. (78)
Note that E[τ2] is bounded uniformly in N . Since every particle in (σt)t≥0 moves at
most at a linear speed to the left-hand side, we see that
P
( ∣∣σ(2(m+1))τ2 − 3N∣∣ ≤ 6(1 + E[τ2])m ∣∣∣ ∣∣σ(2(m+1))0 − 3N∣∣ ≤ 6m) ≥ 1− 12m
holds for all N large enough. Using Lemma 5.2, we conclude (78).
Proof of Lemma 5.3. We combine Lemma 5.4 and Lemma 5.5 to see that (73) holds.
This finishes the proof of Lemma 5.3 and thus of Theorem 1.3.
6 Mixing times for the reverse bias phase
In this section, we prove upper and lower bounds on the mixing time of the simple
exclusion process in the reverse bias phase. Recall that 1
2
< p < 1 and α = β = 0
holds, i.e. the particles have a drift to the right-hand side, but can neither exit at
the right-hand side nor enter at the left-hand side of the boundary. Intuitively, the
particles have to move against their natural drift direction. We will see that this
results in an exponentially large mixing time. For the lower bound, we consider two
exclusion processes with different initial states and show that with high probability,
they have a disjoint support even at exponentially large times. For the upper bound,
we compare the disagreement process with respect to initial states 0 and 1 to a
birth-and-death chain.
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6.1 Lower bounds for the reverse bias phase
We start with the lower bound when min(γ, δ) > 0 holds. Recall the total-variation
distance from (3) and note that by the triangle inequality
max
ζ∈{θ,θ′}
‖Pζ(ηt ∈ ·)− µ‖TV ≥
1
2
‖Pθ(ηt ∈ ·)− Pθ′(ηt ∈ ·)‖TV (79)
holds for any two initial states θ, θ′ ∈ ΩN of the simple exclusion process (ηt)t≥0 with
open boundaries. We define
θ(x) := 1{x≥⌊N2 ⌋} and θ
′(x) := 1{x≥⌊N2 ⌋+1} for all x ∈ [N ]. (80)
Note that the total-variation distance of two distributions is 1 if they have disjoint
support. Hence, we see that the right-hand side of (79) is bounded from below by the
probability that at least one particle enters or exits in at least one of the exclusion
processes started from θ and θ′. We estimate this probability by comparing the
simple exclusion processes started from θ and θ′, respectively, to the simple exclusion
processes on Z via the embedding
η˜(x) :=


η(x) if x ∈ [N ]
0 if x ≤ 0
1 if x > N
(81)
for all x ∈ Z and configurations η ∈ ΩN . In particular, note that θ˜ and θ˜′ are the
ground states in An and An+1 for n = ⌊N/2⌋, respectively. Moreover, using the
canonical coupling and the censoring inequality, we obtain that the simple exclusion
processes started from θ˜ and θ˜′ are stochastically dominated by the respective exclu-
sion processes started from the blocking measures on An and An+1, see Remark 2.6.
Thus, we obtain the lower bound in (8) of Theorem 1.4 by applying Lemma 2.7 for
the simple exclusion process on Z with x = n− 1 and ε = N−1.
In the case where particles can exit only from one side of the segment, a similar
argument holds. More precisely, using the particle-empty site symmetry, it suffices to
consider γ > 0 and δ = 0. The stationary distribution µ is then the Dirac measure on
0. Consider the initial state ζ with ζ(x) = 1{x=N} for all x ∈ [N ] and note that ζ˜ is
the ground state on AN−1. Similarly to the previous case, we obtain the lower bound
in (7) by applying Lemma 2.7 for the simple exclusion process on Z with x = N − 2
and ε = N−1. This concludes the proof of the lower bounds in Theorem 1.4.
6.2 Upper bounds for the reverse bias phase
In this section, we show the upper bounds in Theorem 1.4. By Corollary 2.5, it suffices
to consider the disagreement process for states 1 and 0 and study the time it takes
until all second class particles have left the segment. In the following, let (X
(i)
t )t≥0
for i ∈ [N ] denote the trajectory of the ith second class particle in the disagreement
process and denote its exit time of the segment by τi. In order to bound the exit
times, we compare τi to the return times of a continuous-time birth-and-death chain,
where the return times are defined similarly to (69).
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Lemma 6.1. Consider a birth-and-death chain on [n] for some n ∈ N with reflection
at the boundaries and transition rates 1 − p to the right and p to the left. Then we
have that the return time τ ′n of site n satisfies
Ek [τ
′
n] ≤
1
Z
(
p
1− p
)n
(82)
for any initial site k ∈ [n], with a constant Z > 0.
Proof. Observe that the stationary distribution µ′ of the birth-and-death chain sat-
isfies µ′(x) = 1
Z′
(
1−p
p
)x
for all x ∈ [n], with a normalization constant Z ′ > 0.
Moreover,
Ek [τ
′
n] ≤ Pn (τ ′k < τ ′n)−1 En [τ ′n] = Pn (τ ′k < τ ′n)−1 Z ′
(
p
1− p
)n
holds for all k ∈ [n − 1]. Observe that Pn (τ ′k < τ ′n) is bounded from below by some
c > 0 uniformly in k and n. We obtain (82) for Z = c−1Z ′.
We start with the case where particles can enter only at one side of the segment.
Without loss of generality, assume that δ > 0 and γ = 0 holds. The stationary
distribution µ is then the Dirac measure on the configuration 0. Observe that each
second class particle moves to the right at least at rate 1− p and to the left at most
at rate p independently of the remaining particle configuration. Thus, we have that
(X
(i)
t )t≥0 stochastically dominates the birth-and-death process defined in Lemma 6.1
for n = N and k = X
(i)
0 until time τ
′
i . Moreover, when a second class particle reaches
site N at time t, with probability at least δ
e(1+δ)
, it has exited the segment by time
t + 1. Thus, with respect to the canonical coupling, we conclude that there exists
some constant c > 0 such that
E [τi] ≤ c
(
p
1− p
)N
for all i ∈ [N ].
Moreover, by Markov’s inequality, we see that
P
(
τi > cN
2
(
p
1− p
)N)
≤ 1
N2
for all i ∈ [N ].
We conclude the upper bound in (7) of Theorem 1.4 using a union bound for the event
that some second class particle has not left the segment by time cN2(p/(1− p))N .
Suppose that min(γ, δ) > 0 holds. Then each second class particle has a distance
of at most ⌊N/2⌋ from the boundary. Consider the family of processes (Y (i)t )t≥0 by
Y
(i)
t := max(X
(i)
t − ⌈N/2⌉, ⌈N/2⌉ + 1−X(i)t ) (83)
for all t ≥ 0 and i ∈ [N ]. Note that (Y (i)t )t≥0 increases by 1 at most at rate p
and decreases by 1 at least at rate 1 − p. For all i ∈ [N ], (Y (i)t )t≥0 is stochastically
dominated by the birth-and-death process in Lemma 6.1 for n = ⌊N/2⌋ and k = Y (i)0 .
A similar argument as for the one-sided case finishes the proof of Theorem 1.4.
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7 Mixing times in the high and low density phase
In this section, we prove Theorem 1.5 for the asymmetric simple exclusion process in
the high density and low density phase. We will focus on showing an upper bound of
order N . The lower bound of order N follows from a comparison to a single particle
dynamics using the fact that the invariant measure has a positive density in the bulk,
see Section 5.1. Moreover, we only consider the high density phase. For the low
density phase, similar arguments apply using the particle-empty site symmetry.
7.1 Construction of two disagreement processes
We assume that we are in the high density phase of the simple exclusion process with
parameters (p, α, β, γ, δ), i.e. we have that a = a(p, α, γ) and b = b(p, β, δ) defined
in (9) and (10) satisfy b > max(a, 1). We have the following strategy to show the
upper bound (12) in Theorem 1.5. For j ∈ [4], we study simple exclusion processes
(ηjt )t≥0 with open boundaries within the canonical coupling P. The processes (η
1
t )t≥0,
(η2t )t≥0 and (η
3
t )t≥0 are defined with respect to the parameters (p, α, β, γ, δ). They
are started at states 1, 0 and from the stationary distribution µ, respectively.
In order to define (η4t )t≥0, note that b is monotone decreasing and continuous
in β. Thus, we can choose some β ′ > β such that b > b′ > max(a, 1) holds for
b′ := b(p, β ′, δ). We let (η4t )t≥0 be the simple exclusion process with open boundaries
for parameters (p, α, β ′, γ, δ) started from its equilibrium. Using Lemma 2.1, note
that we can choose the initial configurations in (η3t )t≥0 and (η
4
t )t≥0 such that
P
(
η3t h η4t for all t ≥ 0
)
= 1 (84)
holds. We define (ξt)t≥0 to be the disagreement process between (η1t )t≥0 and (η
2
t )t≥0.
Further, we let (ζt)t≥0 be the disagreement process between (η3t )t≥0 and (η
4
t )t≥0. Since
all simple exclusion processes are within the canonical coupling, note that (ξt)t≥0 and
(ζt)t≥0 can be seen as Markov process on {0, 1, 2}N . Further, observe that in (ξt)t≥0,
no second class particles can enter the segment. In (ζt)t≥0, second class particles
can enter only at site N provided that N is occupied by a first class particle. In
Lemma 7.2, we see that if enough second class particles have exited at the left-hand
side in (ζt)t≥0, then (ξt)t≥0 has no second class particles with probability tending to 1.
For i ∈ {0, 1, 2}, let (J (i)t )t≥0 denote the current of objects of type i, i.e. for a given
time t ≥ 0, J (i)t denotes the number of objects of type i which have entered by time
t minus the number of objects of type i which have exited by time t at the left-hand
side boundary in (ζt)t≥0, see also (29). The following lemma shows that the current
of second class particles in (ζt)t≥0 is linear when starting from its equilibrium µ′.
Lemma 7.1. Let (ζt)t≥0 have initial distribution µ′. There exists a c = c(b, b′, p) > 0
such that for all t = t(N) ≥ cN , we have that
lim
N→∞
P
(
−J (2)t(N) > 3N
)
= 1 . (85)
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Figure 6: Coupling (χt)t≥0 between the processes (ζt)t≥0 and (ξt)t≥0 for N = 7.
Proof. Let (ζ2→1t )t≥0 and (ζ
2→0
t )t≥0 denote the processes which we obtain from (ζt)t≥0
by projecting all second class particles to first class particles and empty sites, re-
spectively. By construction, (ζ2→1t )t≥0 and (ζ
2→0
t )t≥0 are stationary simple exclusion
processes with parameters (p, α, β, γ, δ) and (p, α, β ′, γ, δ), respectively, see (84) for t
going to infinity. Observe that (J
(1)
t )t≥0 is given by the current of particles in (ζ
2→0
t )t≥0
and (J
(0)
t )t≥0 is given by the current of empty sites in (ζ
2→1
t )t≥0. Thus, we see that
for some c > 0,
lim
N→∞
P
(
J
(0)
cN + J
(1)
cN < −3N
)
= 1
holds using Lemma 2.8 and the ergodic theorem. Since
J
(0)
t + J
(1)
t + J
(2)
t = 0 for all t ≥ 0
and (J
(2)
t )t≥0 is decreasing in t, we conclude Lemma 7.1.
7.2 Comparison via a multi-species exclusion process
Next, we relate the current of second class particles in (ζt)t≥0 to the motion of the
second class particles in (ξt)t≥0. The following lemma shows that when at least 2N
second class particles have exited at the left-hand side boundary in (ζt)t≥0, all second
class particles must have left in (ξt)t≥0, with probability tending to 1.
Lemma 7.2. For all N large enough and T = T (N) ≤ N2, we have that
P
(
ξT (x) 6= 2 for all x ∈ [N ]
∣∣∣ − J (2)T (N) > 2N) ≥ 1− 1N (86)
holds, where (J
(2)
t )t≥0 is defined with respect to (ζt)t≥0.
In order to show Lemma 7.2, we require a bit of setup. Define the process
(χt)t≥0 = (ζt, ξt)t≥0 and note that under the canonical coupling, (χt)t≥0 is a Markov
process with state space SN where S := {0, 1, 2}2. In the following, we will use an
alternative interpretation of the process (χt)t≥0 on the state space {0, 1, 2}N . By
construction, every site in (χt)t≥0 which is not occupied by two first class particles
or by two empty sites, must be of the form (0, 2), (2, 2), (1, 2) or (2, 1). We refer to
these configurations as second class particles of types 1 to 4, respectively, see Figure 6.
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Figure 7: Visualization of the different types of second class particles
By definition, χ0 contains only second class particles of types 1, 2 and 3, while all
second class particles which enter at site N must have type 4. Among each other, the
second class particles of types i and j respect the canonical coupling, i.e. a particle
of type j has a higher priority than a particle of type i if i < j, see Remark 2.4.
Note that when two second class particles of types 3 and 4 are updated, they create
the configurations (2, 2) and (1, 1). In this update mechanism, we call (1, 1) a second
class particle of type 5, see Figure 7. To all other configuration values (0, 0) and (1, 1)
in (χt)t≥0, we refer as first class particles and empty sites, respectively. Note that
when ignoring the labels of the second class particles, the process (χt)t≥0 has the same
transition rates as (ζt)t≥0. In particular, entering and exiting of first class particles
and empty sites in (χt)t≥0 is not affected by the types of the second class particles.
Next, we investigate the behavior of the different types of second class particles in
(χt)t≥0 among each other. We consider the following procedure which assigns some
χ⋆ = χ⋆(v) ∈ {0, 1}Z to every χ ∈ {0, 1, 2}N and v = {0, 1}k for k ∈ N ∪ {0}.
Step 1 Delete all vertices in χ which are empty or contain a first class particle.
Step 2 Concatenate the vector v at the left-hand side of the diminished segment.
Step 3 Turn all second class particles to empty site if they are of type 1, 2 or 3 and
turn them into first class particles if they are of type 4 or 5.
Step 4 Extend to a configuration χ⋆ ∈ {0, 1}Z by adding empty sites at the left-
hand side and first class particles at the right-hand side of the segment.
An illustration is given in Figure 8. Note that χ⋆ in this procedure is only defined
up to translations on Z. We use this additional degree of freedom when we define
the process (χ⋆t )t≥0 from (χt)t≥0. For all t ≥ 0, let v = v(t) denote the vector of all
second class particles which have left the segment at the left-hand side boundary by
time t. More precisely, we place a 1 at position i in v if the ith second class particle
exiting is of type 4 or 5 and we put a 0, otherwise. For all t ≥ 0, we obtain χ⋆t up to
translations by applying the above procedure for χt and v(t). In order to determine
the specific translation of χ⋆t in (χ
⋆
t )t≥0, we proceed as follows. We choose χ
⋆
0 ∈ A0
where A0 is defined in (25). In particular, note that χ
⋆
0 = ϑ0 holds. For t > 0, suppose
that χ⋆t ∈ An holds for some n ∈ Z. If at time t a second class particle of type 1, 2 or
3 exits at the right-hand side boundary in χt, we choose the updated configuration
such that χ⋆t+ ∈ An−1 holds. In all other cases, we choose χ⋆t+ ∈ An.
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Figure 8: Construction of χ⋆ from χ for v = {0, 1}. Censored edges are drawn dashed.
The dynamics (χ⋆t )t≥0 has the following intuitive description. We perform a simple
exclusion process on Z with censoring. An edge e is available for χ⋆t at time t if and
only if the edge e is present in χt as well. In addition, the rightmost empty site R(χ
⋆
t )
is replaced by a particle when the corresponding second class particle in (χt)t≥0 leaves
at site N . The next lemma states that the position of the left-most particle (L(χ⋆t ))t≥0
and the rightmost empty site (R(χ⋆t ))t≥0 in (χ
⋆
t )t≥0 are close to each other.
Lemma 7.3. There exists a constant c > 0 such that
P (|R(χ⋆T )− L(χ⋆T )| > c log(N)) ≤
1
N
(87)
holds for all N sufficiently large and T ≤ N2.
Proof. Assume that until time T , there are m second class particles of type 1, 2 or 3
in (χt)t≥0 which were absorbed at the right-hand side boundary. Consider a simple
exclusion process (ηZt )t≥0 on A−m with initial state ϑ−m and the same censoring
scheme as for (χ⋆t )t≥0. Note that η
Z
t h χ⋆t holds P-almost surely for all t ∈ [0, T ],
see Remark 2.6. Recall that the motion of the first class particles and empty sites in
(χt)t≥0 is not affected by the types of the second class particles. Hence, the above
way of prohibiting updates is indeed a censoring scheme in the sense of Section 2.6.
We now apply the censoring inequality to see that the law of χ⋆T is stochastically
dominated by the blocking measure on A−m with respect to the partial order h,
see Remark 2.13. By Lemma 2.7, note that (87) holds with respect to the blocking
measure on A−m, and thus with respect to χ⋆T since the event in (87) is decreasing.
As this argument applies for any choice of m, we conclude.
Proof of Lemma 7.2. Note that when at least 2N second class particles are absorbed
at the left-hand side boundary in (χt)t≥0, at least N of them must be of type 4. By
Lemma 7.3, we see that with probability at least 1−N−1, each second class particle
of type 1, 2 or 3 in χT has at most c log(N) second class particles of type 4 or 5 to its
left, including particles which have exited at site 1. Hence for all N large enough, all
second class particles in (χt)t≥0 of type 1, 2 or 3, and thus all second class particle in
(ξt)t≥0, have left the segment by time T with probability at least 1−N−1.
Proof of Theorem 1.5. The upper bound in Theorem 1.5 follows from Lemma 7.1 and
Lemma 7.2 together with Corollary 2.5.
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Remark 7.4. For the simple exclusion process in the maximal current phase, we
conjecture that a similar analysis of the disagreement process started from 1 and
0 yields the order of the ε-mixing time. We believe that the typical time for all
second class particles to leave the segment is of order N
3
2 , using a comparison to the
typical fluctuations of a second class particle on Z in a Bernoulli-1
2
-product measure
[3]. Further, note that the exponent 3
2
is the KPZ relaxation scale which has been
proved by Baik and Liu for periodic models as well as by Corwin and Dimitrov for
the ASEP on Z, see [1, 12], and more broadly is present in all KPZ class models.
Moreover, Corwin and Shen as well as Parekh showed that under a weak asymmetry
scaling, the height function (suitably normalized) of the simple exclusion process with
open boundaries in the triple point converges to a solution of the KPZ equation, see
[13, 46]. This supports the conjecture that cutoff does not occur.
8 Mixing times for the triple point
In this section, we prove Theorem 1.7 for the simple exclusion process (ηt)t≥0 with
open boundaries and parameters (p, α, β, γ, δ) in the triple point. We use a sym-
metrization argument, similar to the one presented in [24] for the case of the totally
asymmetric simple exclusion process on the cycle. The main technique used is a Nash
inequality as introduced in [19]. We compare the total-variation distance between the
law of (ηt)t≥0 and its stationary distribution µ to the spectral gap of a process (ζt)t≥0,
i.e. the absolute value of the largest non-zero eigenvalue of the generator for (ζt)t≥0.
We start by defining the adjoint L⋆ of the generator L of the simple exclusion process
(ηt)t≥0 with open boundaries. This is the linear operator which satisfies∑
η∈ΩN
f(η)(Lg)(η)µ(η) =
∑
η∈ΩN
(L⋆f)(η)g(η)µ(η)
for all functions f, g : ΩN → R. In particular, note that for reversible processes,
we have that L = L⋆ holds, see (36). By Lemma 2.9, we have that the stationary
distribution µ of (ηt)t≥0 is the uniform measure on ΩN . Hence, observe that the
simple exclusion process with open boundaries and parameters (1− p, γ, δ, α, β) has
generator L∗. We now consider the additive symmetrization of the simple exclusion
process (ηt)t≥0 with open boundaries with generator L and the simple exclusion pro-
cess generated by its adjoint L∗. More precisely, we let (ζt)t≥0 be the Feller process
on ΩN generated by
1
2
(L⋆ + L). Observe that (ζt)t≥0 is reversible with respect to µ.
Moreover, (ζt)t≥0 has the law of a simple exclusion process with open boundaries for
parameters (p′, α′, β ′, γ′, δ′) given by
p′ =
1
2
, α′ = γ′ =
α + γ
2
and β ′ = δ′ =
β + δ
2
.
The next lemma relates the total-variation distance of (ηt)t≥0 to the spectral gap of
(ζt)t≥0. It is an immediate consequence of Theorem 2.14 in [24].
Lemma 8.1. Let λ denote the spectral gap of (ζt)t≥0. We have that
‖Pξ(ηt ∈ ·)− µ‖TV ≤ 2N/2+1 exp(−λt) (88)
holds for all initial states ξ ∈ ΩN and t ≥ 0.
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Proof of Theorem 1.7. Recall from Theorem 1.1 that the mixing time of the simple
exclusion process (ζt)t≥0 is of order N2 log(N). Using [37, Lemma 20.11] which relates
the total-variation distance and the spectral gap of a continuous-time Markov chain,
we see that
1
λ
≤ CN2 log(N)
holds, where C = C(α, β, γ, δ) is taken from the upper bound on the mixing time of
(ζt)t≥0 in Theorem 1.1. We conclude by applying Lemma 8.1.
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A Appendix
A.1 Proof of Lemma 2.7
In order to show Lemma 2.7, we use the following bound on the first moment of the
hitting time τ0 of the ground state ϑ0 in A0, i.e. the first time reaching the state ϑ0.
Lemma A.1. For x ≥ 0, let θx ∈ A0 with θx(y) := 1{−x≤y<0} + 1{y>x} for all y ∈ Z
be the initial state for the simple exclusion process (ηZt )t≥0 on A0. Then
Eθx [τ0] ≤ x3 (89)
holds for all x ≥ 0 sufficiently large.
Proof. By Theorem 1.9 in [4], we have that
Pθx (τ0 > c1x) <
c2
x
(90)
holds for some c1, c2 > 0 and all x sufficiently large. Let (η
x
t )t≥0 and (η
−x
t )t≥0 denote
two stationary simple exclusion processes on Ax and A−x which are started from the
blocking measure, respectively. Using Remark 2.6, we see that
P
(
R(ηZt ) ≤ R(ηxt ) and L(ηZt ) ≥ L(η−xt ) for all t ≥ 0
)
= 1 (91)
holds with respect to the canonical coupling P, see Figure 9. Moreover, note that
(ηxt , η
−x
t )t≥0 is an ergodic Feller process for which the state (ϑx, ϑ−x) has a strictly
positive probability in equilibrium. We define Bx to be
Bx := {η ∈ A0 : max(R(η),−L(η)) > x} . (92)
Consider the return time τ+Bcx of (η
Z
t )t≥0, i.e. the first time of reaching an element in
Bcx after performing one successful transition step in (η
Z
t )t≥0, see (69). Using (91), we
note that Eθx [τ
+
Bcx
] is constant. Moreover, observe that η h θx holds for all η ∈ Bcx.
Together with (90) and using Lemma 2.3, this yields (89).
Next, we study the return time τ+Bx to Bx when starting from the blocking measure.
Lemma A.2. The expected return time Eν(0)[τ
+
Bx
] to Bx defined in (92) satisfies
Eν(0) [τ
+
Bx
] ≥ c
(
p
1− p
)x
(93)
for some constant c > 0 and all x ≥ 0 sufficiently large.
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Figure 9: The initial state of (ηZt )t≥0 is shown in red. The position of the leftmost
particle in (ηZt )t≥0 is stochastically dominate by the leftmost particle in (η
−x
t )t≥0 and
similarly for the rightmost empty site in (ηZt )t≥0.
Proof. Using the definition of ν(0) and Kac’s lemma, we have that
Eν(0)( . |Bx)[τ
+
Bx
] =
1
ν(0)(Bx)
≥ c1
(
p
1− p
)x
(94)
holds for some c1 > 0. Moreover, note that
Eν(0)( . |Bx)[τ
+
Bx
] ≤ Eν(0)( . |Bx)[τ0] + Eϑ0 [τBx ] (95)
holds. Furthermore, using the definition of ν(0)( . |Bx) and Lemma A.1, we see that
Eν(0)( . |Bx)[τ0] =
∫
Eη[τ0] dν(0)( . |Bx)(η) ≤ c2x3 (96)
holds for some c2 > 0. Combining (94), (95) and (96), we conclude.
Proof of Lemma 2.7. We will prove Lemma 2.7 by contradiction. Suppose that
Pν(0)
(
ηt ∈ Bx for some t ∈
[
0, εc
(
p
1− p
)x])
> 2ε (97)
holds, where c > 0 is taken from Lemma A.2. Note that (ηt)t≥0 is a stationary process
and thus (ηt)t∈[yj−1,yj) with
yj = jεc
(
p
1− p
)x
has the same law for all j ∈ N. Hence, using (97), we see that
Eν(0) [τ
+
B ] ≤
1
2ε
εc
(
p
1− p
)x
holds. This is a contradiction to the lower bound on Eν(0) [τ
+
B ] in Lemma A.2.
A.2 Proof of the generalized version of Wilson’s lemma
Proof of Lemma 3.1. We set f(t) := E[F (Xt)] for all t ≥ 0 and note that f satisfies
f ′(t) = E [(AF )(Xt)] ∈ [−λf(t)− c,−λf(t) + c] for all t ≥ 0
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by using the martingale property of (Mt)t≥0 and (43). We apply Gronwall’s lemma
to f to see that
f(t) ≤ f(0)e−λt +
∫ t
0
ce−λ(t−s)ds ≤ f(0)e−λt + c
λ
for all t ≥ 0.
Similarly, apply Gronwall’s lemma to −f to conclude that∣∣f(t)− e−λtf(0)∣∣ ≤ c
λ
for all t ≥ 0. (98)
Next, we define g(t) := E[(F (Xt))
2]. Observe that (F (Xt))t≥0 is a semimartingale.
Thus, we apply Itô’s formula to see that
F 2(Xt)− F 2(X0) = 2
∫ t
0
F (Xs)d
[
F (Xs)−
∫ s
0
(AF )(Xr)dr
]
+ 2
∫ t
0
F (Xs)d
[ ∫ s
0
(AF )(Xr)dr
]
+
1
2
∫ t
0
2 d〈Ms〉
holds, see Theorem 5.33 in [40]. Taking expectations and changing the order of
integration yields that
g(t)− g(0) = 2
∫ t
0
E [F (Xs)(AF )(Xs)] ds+ E [〈Mt〉] for all t ≥ 0.
Taking derivatives gives us that
g′(t) = 2E [F (Xt)(AF )(Xt)] + d
dt
E[〈Mt〉] for all t ≥ 0.
Moreover, using (43), we obtain that
E [F (Xt)(AF )(Xt)] ≤ −λg(t) + c||F ||∞
holds. Further, by applying Gronwall’s lemma and using (44), we see that
g(t) ≤ g(0)e−2λt + c||F ||∞
λ
+
∫ t
0
(
d
ds
E[〈Ms〉]
)
e−2λ(t−s)ds ≤ g(0)e−2λt + c||F ||∞ +R
λ
holds for all t ≥ 0. Together with (98) and the fact that g(0) = f(0)2, we deduce
that
Vary(F (Xt)) = g(t)− f(t)2 ≤ 3(c||F ||∞) +R
λ
(99)
holds for any initial state y ∈ S and all t ≥ 0. Recall the total-variation distance from
(3) and let dy(t) denote the total-variation distance between the law of Xt started
from y and its stationary distribution. Observe that
dy(t) ≥ P
(
F (Xt) ≥ 1
2
E[F (Xt)]
)
− P
(
F (X∞) ≥ 1
2
E[F (Xt)]
)
(100)
holds for all t ≥ 0 and any initial state y. Here, X∞ is distributed according to the
stationary distribution of (Xt)t≥0 and satisfies |Var[F (X∞)]| ≤ (3c||F ||∞+R)λ−1 by
taking t→∞ in (99). Let y be such that |F (y)| = ||F ||∞ holds. Apply Chebyshev’s
inequality twice in (100) for t given in the right-hand side of (45) to conclude.
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