Abstract-This work develops a new iterative algorithm, which is called stochastic truncated amplitude flow (STAF), to recover an unknown signal x ∈ R n from m "phaseless" quadratic equations of the form ψi = |a
I. INTRODUCTION
Consider the problem of recovering a high-dimensional signal from the magnitude-only information, e.g., the modulus of the Fourier transform or any linear transform of the signal. This problem, also known as phase retrieval, emerges in many areas of science and engineering such as X-ray crystallography, ptychography, and coherent diffraction imaging [1] . In these settings, optical devices in the far field measure only the (squared) modulus of the Fourier transform of the object, yet the phase of the incident light striking the detector is missing. Nonetheless, very much information is contained in the Fourier phase. It is well known that the Fourier phase of an image encodes often more structural information than its Fourier magnitude [1] . Recovering the phase from modulusonly information is of practical relevance.
Mathematically, phase retrieval boils down to tackling a set of quadratic equations taking the following form
where x ∈ R n is the unknown signal, a i ∈ R n are given sampling vectors, and ψ := [ψ 1 
· · · ψ m ]
T collects the measured magnitudes. For concreteness, we will hereafter
The work of G. Wang and G. B. Giannakis in this paper was supported in part by NSF grants 1500713 and 1514056. assume random measurements {ψ i } that are collected from the real Gaussian model (1) , with independently and identically distributed (i.i.d.) a i ∼ N (0, I n ). It has been shown that when m ≥ 2n − 1 generic measurements (e.g., from the Gaussian model) are acquired, the system in (1) dictates uniquely a signal x ∈ R n (up to a global sign); and m = 2n − 1 is also shown necessary [2] . Postulating that there exists a unique solution x, the central goal is to put forward a simple yet effective solver amenable to Big Data implementation: i) that recovers x from a nearly minimal number of quadratic equations as in (1); and ii), that enjoys simultaneously nearly optimal per-iteration and computational complexity as well as linear convergence rate.
Past iterative phase retrieval approaches include mainly the alternating projection algorithms [3] , [4] , alternating minimization with resampling (AltMinPhase) [5] , (truncated) Wirtinger flow (WF/TWF) algorithms [6] , [7] , truncated amplitude flow (TAF) variants [8] - [11] , GESPAR [12] , and majorization-minimization [13] . For the real Gaussian model, comparisons of different solvers in terms of the sample and computational complexity to acquire an -accurate solution are listed in Table I. Building on our precursor TAF [8] , this paper advocates a new algorithm termed stochastic truncated amplitude flow (STAF), that operates in two stages: Stage one employs a stochastic variance reduced gradient (SVRG) algorithm to compute an orthogonality-promoting initialization, while the second stage applies truncated stochastic gradient-type iterations to refine the initial estimate. STAF is shown capable of recovering any signal from a nearly minimal number of modulus measurements in linear time. In comparison with TAF, the present work's STAF is tailored to Big Data applications. Being order optimal in sample and computational complexity, STAF also features in O(n) per-iteration complexity, which not only improves on state-of-the-art approaches that can afford O(n 2 ), but is also order optimal. This renders STAF well suited for large-scale imaging applications. As will be shown by our simulated tests, STAF improves upon the state-of-theart TAF and (T)WF in terms of exact recovery performance and convergence speed. [5] O n log n(log 2 n + log(1/ ) O n 2 log n(log 2 n + log 2 (1/ ) WF [6] O(n log n) O n 3 log n log(1/ ) TAF [8] , TWF [7] O
II. STOCHASTIC TRUNCATED AMPLITUDE FLOW To begin, relevant concepts are introduced. If x ∈ R n solves (1), so does −x. This prompts the following definition of the Euclidean distance of any estimate z ∈ R n to the solution set of (1): dist(z, x) := min z ± x [6] . Define then the indistinguishable global phase constant as
In the following, with x denoting any solution of the system in (1), we assume φ (z) = 0; otherwise, z is replaced by e −jφ(z) z, but for brevity, the phase adaptation term e −jφ (z) shall be dropped whenever clear from the context.
A. Truncated amplitude flow
In this section, the two stages of TAF are first reviewed [8] . Stage one of TAF employs power iterations to obtain an orthogonality-promoting initialization, and the second stage refines the initialization with gradient-type iterations. The orthogonality-promoting initialization advocates approximating the unknown x by z 0 ∈ R n that is maximally orthogonal to a carefully chosen subset of sampling vectors {a i } i∈I0 , with I 0 ⊆ [m] := {1, 2, . . . , m}. Consider first x = 1. Upon computing the squared normalized inner-products cos
, the orthogonality-promoting initialization constructs I 0 by including the indices of a i 's that consist of the smallest |I 0 | normalized inner-products. Precisely, z 0 can be found by solving [8] 
where I 0 is the complement of
DD
T to arrive at the following principal component analysis (PCA) problem
On the other hand, when x = 1, the estimatez 0 will be scaled by
When the signal dimension n is modest, the solution of (5) can be found exactly by a full singular value decomposition
This clearly grows prohibitively with large dimensions. TAF uses instead the power method to solve (5) . Power method, on the other hand, computes a matrix-vector multiplication per iteration, thus incurring per-iteration complexity of O(n 2 ) by passing through the data {a i } i∈I0 . To reach an -accurate solution, it has a runtime of O(n|I 0 | log(1/ )/δ) relying on the eigengap δ > 0, which is defined to be the gap between the first and the second largest eigenvalues of Y 0 normalized by the largest one. When δ is small, the runtime O(n|I 0 | log(1/ )/δ) of the power method would be equivalent to many passes over the entire data, and this could be prohibitive for large datasets [14] . So the power method may not be well suited for large-scale imaging applications, particularly those having small eigengaps.
Stage two of TAF relies on truncated gradient-type iterations of the ensuing amplitude-based empirical loss function
With t denoting the iteration number, the truncated gradient stage starts with the initial point z 0 found in stage one, and operates iteratively for t ≥ 0:
for appropriately chosen step size μ > 0, where the index set accountable for the gradient truncation is given as [8] 
for some preselected truncation threshold γ > 0. 
B. Variance-reducing orthogonality-promoting initialization
This section first presents empirical evidence showing that small eigengaps appear often in our initialization approach. Fig. 1 plots the empirical eigengap of Y 0 ∈ R n×n from the real Gaussian model under default parameters of TAF, where n = 10 4 is fixed, and m/n the ratio between the number of equations and unknowns increases by 0.2 from 1 to 6. As depicted in Fig. 1 , the eigengaps of Y 0 are rather small particularly for small m/n values approaching the theoretic information limit 2. Effecting power iterations of runtime O(n|I 0 | log(1/ )/δ) thus entails many passes over the selected data due to a large factor of 1/δ, which does not scale well to large dimensions in Big Data applications [14] . Effecting recent advances in stochastic optimization [15] , a variancereducing principal component analysis (VR-PCA) algorithm is proposed [14] . It employs cheap stochastic iterations, and has runtime of O(n(I 0 + 1/δ 2 ) log(1/ )) depending only logarithmically on > 0. This is in contrast to the standard SGD, whose runtime relies on 1/ due to the large variance of stochastic gradients [14] .
To ensure scalability, this paper advocates VR-PCA for computing the initialization from (5). The resulting algorithm is termed the variance-reducing orthogonality-promoting initialization (VR-OPI), and summarized in Alg. 1. To be specific, VR-OPI is a double-loop algorithm with a single execution of the inner loop termed an iteration and an execution of the outer loop an epoch. In practice, VR-OPI comprises S epochs, while each epoch runs T (often equal to the data size |I 0 |) iterations. It is worth mentioning that the full gradient evaluated per execution of the outer loop combined with the stochastic gradients within the inner loop can be shown able to reduce the variance of stochastic gradients [15] .
Algorithm 1 Variance-reduced orthogonality-promoting initialization (VR-OPI)
1: Input: Data matrix D = {a i } i∈I0 , step size η = 20/m, the total number of epochs S = 100, and epoch length
4:
For t = 0 to T − 1 do Pick i t ∈ I 0 uniformly at random
End For u s+1 = u T . 
T ≥ c 1 log(2/ξ) ηδ (10)
for some universal constants c 0 , c 1 , c 2 > 0, successive estimates of VR-OPI (summarized in Alg. 1) after S = log(1/ )/log(2/ξ) epochs obey
with probability at least 1 − log ξ. It is worth stressing that the runtime of VR-OPI is proportional to the time required to scan the entire data once, which improves upon the runtime O 1 δ n|I 0 | log(1/ ) of the power method. Our simulated tests showcase the effectiveness of VR-OPI over the power method in processing data of large dimensions m and/or n.
C. Stochastic truncated gradient stage
Recall that TAF achieves exact recovery from about 3n noiseless equations [8] . It is known that gradient iterations can be trapped in saddle points when dealing with nonconvex optimization. Nevertheless, stochastic iterations are able to escape saddle points, and converge globally to at least a local minimum. Hence, besides the appealing computational advantage, stochastic counterparts of TAF may enjoy further improved performance. To inherit the merits of TAF, the gradient regularization (8) is also adopted in the new algorithm to lead to our truncated stochastic gradient iterations.
For simplicity, rewrite the cost function as follows
where the factor 1/2 is introduced for notational convenience. It is clear that the cost (z) or each i (z) is nonconvex and nonsmooth; hence, the optimization in (13) is computationally intractable in general [16] . Along the lines of nonconvex paradigms including WF [6] , TWF [7] , and TAF [8] , our approach to solving the problem at hand amounts to iteratively refining the initial estimate z 0 by means of truncated stochastic gradient iterations. This is in contrast to (T)WF and TAF, which rely on (truncated) gradient-type iterations [6] - [8] . STAF processes one datum at a time, and evaluates the generalized gradient of one function it (z) for some index i t ∈ [m] per iteration t. Specifically, STAF successively updates z 0 using the following truncated stochastic gradient iterations for all t ≥ 0
with
where the constant step size μ > 0 is chosen to be in the order of 1/n, and the index i t is sampled uniformly at random from [m], or it simply cycles through [m]. Upon fixing γ = 0.7, the indicator function
is true; and 0 otherwise. This truncation rule can provably reject "bad" search directions with high probability [8] . Furthermore, this regularization maintains only gradients of sufficiently large |a T it z t | values, therefore preventing the objective functional (6) being non-differentiable at point z t and simplifying the theoretical analysis. The developed STAF scheme is summarized as Alg. 2. Numerical tests showing the performance improvement using STAF will be detailed in Sec. IV.
III. MAIN RESULTS
In this section, STAF is shown to converge exponentially fast to the globally optimal solution with high probability when the number of equations and unknowns m/n exceeds some constant. Assuming independent data samples {(
from the real Gaussian model, the next theorem establishes analytical performance of STAF from noiseless measurements.
Theorem 1 (Exact recovery): Consider the noise-free data ψ i = |a T i x| with an arbitrary signal x ∈ R n , and i.i.d.
; maximum number of iterations T = 500m; by default, step size μ = 0.8/n, truncation thresholds |I 0 | = 
with i t drawn uniformly at random from [m]. 5: Output: z T .
then with probability at least 1 − c 1 m exp(−c 2 n), the STAF estimates (tabulated in Alg. 2 with default parameters) obey
for some numerical constant ν > 0, where the expectation is taken over the path sequence
The proof of Thm. 1 can be found in our journal version [10] . A few observations regarding Thm. 1 are in order. First, the mean-square distance between the iterate z t and the solution set {x} is reduced by a factor of (1 − ν/n) m after one entire pass of the data. Moreover, the expectation E Pt [·] is taken over the algorithmic randomness P t instead of the data as in general the data may be modeled as deterministic. Interestingly enough, albeit effecting inexpensive stochastic iterations, STAF still enjoys linear convergence rate.
IV. SIMULATED TESTS
This section compares STAF with the state-of-the-art TAF [8] and (T)WF [6] , [7] . For fairness, all the parameters pertinent to implementation of each algorithm were set to their default values. The initialization in each scheme was found using a number of iterations equivalent to 100 passes over the entire data, which was refined by a number of iterations corresponding to 1, 000 passes. All estimates were averaged over 100 independent trials. Two performance criteria were used: Relative error := dist(z, x)/ x ; and the successful recovery rate among 100 Monte Carlo runs, in which a success is claimed when the returned estimate incurs a relative error less than 10 −5 [6] . The first experiment compares VR-OPI in Alg. 1 with the power method in computing the orthogonality-promoting initialization from (5) . A synthetic data based experiment is carried out based on the noiseless real Gaussian model with n = 10 4 under the theoretic information limit number of measurements m = 2n − 1. Fig. 2 plots the error evolution of iterates u t , where the error in logarithmic scale is defined as log 10 (1 − D T u t 2 / D T v 0 2 ) with the exact principal eigenvector v 0 computed from the SVD of Y 0 = DD T in (5). Apparently, the inexpensive stochastic iterations of VR-OPI achieve given solution accuracy with much fewer gradient evaluations or data passes. The second experiment evaluates the exact recovery performance of various schemes with n = 10 3 and m/n varying from 1 to 7. Fig. 3 demonstrates improved performance of STAF over its competing alternatives under the noiseless real Gaussian model. V. CONCLUSIONS This paper developed a new linear-time algorithm abbreviated with STAF to solve systems of quadratic equations. STAF operates in two stages, that first obtains an orthogonalitypromoting initialization based on an SVRG algorithm, and subsequently refines the initial estimate by means of truncated stochastic gradient iterations. STAF is shown capable of recovering any signal from about as many equations as unknowns. Relative to past approaches, both stages of our developed STAF achieve order-optimal per-iteration and computational complexity. Numerical tests showcase the merits of STAF over the state-of-the-art approaches.
A few future research directions consist of developing analytical results for STAF in the presence of additive noise, and exploiting the possibility of the orthogonality-promoting initialization in the context of robust phase retrieval and faster semidefinite optimization. Designing inexpensive stochastic solvers for phase retrieval of structured (e.g. sparse) signals, as well as generalization to two-dimensional phase retrieval problems, constitute additional future research directions.
