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Abstract
We consider a particle system with weights and the scaling limits de-
rived from its occupation time. We let the particles perform independent
recurrent Le´vy motions and we assume that their initial positions and
weights are given by a Poisson point process. In the limit we obtain
a number of recently discovered stationary stable self-similar processes
studied in [7] and [6] as well as a new class of such processes.
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systems
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1 Introduction
1.1 The model and the particle system
The basis of our model is a system of moving particles to which we attach
signed weights. Roughly speaking our intention is that the particles are to
perform some sort of recurrent motion in R and that the weights are drawn from
a heavy-tailed distribution, so that only non-Gaussian processes may arise as
scaling limits of the system in question. The precise description of the particular
model variations we intend to study will be given Section 2.
We consider the following particle system: at time t ≥ 0 the position of
the particles is given by a (xj + η
j
t ) and their weights are given by (zj), where
(xj , zj) are points of a Poisson point process on R+ ×R with intensity measure
dt⊗να,ǫ(dz). dt is the Lebesgue measure and ν(dz) is a Le´vy measure possessing
density which is with exponent β ∈ (1, 2). The ǫ term indicates the fact that
what is to follow we discard the weights with absolute value less than ǫ, with
ǫ being an arbitrary positive constant. Finally, we assume that the particles
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move according to independent symmetric Le´vy processes whose Le´vy measures
behave as that of the symmetric β-stable Le´vy process. For details see the
beginning of Section 2.
with β ∈ (1, 2) (this will be generalized later on-see the beginning of Sec-
tion 2). The system of particles at any given point in time t ≥ 0 is then given
by (xj + η
j
t , zj), where xj + η
j
t represent the the positions of particles and zj’s
- their weights . The functional at the centre of our investigations is given by
GTt :=
1
FT
∑
j
zj1{|zj|>ǫ}
∫ Tt
0
φ(xj + ηju)du, (1.1)
where φ ∈ L1(R), T, ǫ > 0 and FT is a normalizing constant which will change
in different situations. As we shall see, the possible limits, as T → ∞ of the
processes (GTt )t≥0 change drastically depending on whether
∫
R
φ(y)dy 6= 0 or
not. Moreover, if
∫
R
φ(y)dy = 0, then the asymptotic behaviour of φ as y →∞
and y → −∞ determines which of the number of possible limits are obtained.
It will become evident that after appropriate limiting procedures the choice
of ǫ becomes irrelevant. In some sense the behaviour of the limit processes is
completely determined by particles with large weights.
1.2 First order asymptotics
We show that for α, β ∈ (1, 2), in the case
∫
R
φ 6= 0, the processes GT given
by (1.1), with a suitable normalization FT , converge in law to an α stable
self-similar process with stationary increments, the so called β-stable local time
fractional SαS motion. It has the following integral representation:
X =
(∫
R×Ω′
Lt(x, ω
′)Mα(dx, dω
′)
)
t≥0
, (1.2)
where (Lt(x, ω
′))t≥0,x∈R is a jointly continuous version of the local time of the
β-stable Le´vy motion (defined on some probability space (Ω′,F ′,P′)) andMα is
a symmetric α-stable random measure on R×Ω′ with control measure λ1 ⊗ P
′,
which is itself defined on some other probability space (Ω,F ,P). Due to the
nature of the functional (1.1), we will frequently encounter representations of
this type in this paper.
In [5] the process (1.2) was obtained in the so called random rewards schema
(see [4]) or random walks in random scenery models (see [5]). Following [5]
these models can be described in the following way. Assume that there is a user
moving randomly on the network which earns random rewards (governed by the
random scenery) associated to the points in the network that they visit. The
quantity of interest is then the total amount of rewards collected. The concrete
model considered in [5] goes as follows. Assume that that the movement of
the user is a random walk on Z which after suitable scaling converges to the
β-stable Le´vy process with β ∈ (1, 2]. Furthermore, let the random scenery be
given by i.i.d. random variables (ξj)j∈Z which belong to the normal domain
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of attraction of a strictly stable distribution with index of stability α ∈ (0, 2].
Then the random walk in random scenery is given by
Zn =
n∑
k=1
ξSk , (1.3)
where Sk =
∑k
j=1Xk is the random walk determining the movement of the
user. If we consider a large number of independent random walkers moving
in independent random sceneries, then the scaling limit in the corresponding
functional limit theorem (see Theorem 1.2 in [5]) leads to the process (1.2).
The process (1.2) was then investigated in [7] where it arose as a limit of
partial sums of a stationary and infinitely divisible process (Xn)
∞
n=1 given by
Xn =
∫
E
fn(x)dM(x) (1.4)
where M is a symmetric homogenous infinitely divisible random measure on
some measurable space (E, E) with a σ-finite control measure µ and local Le´vy
measure which is regularly varying at infinity with index α ∈ (0, 2). The fn’s
are deterministic functions such that fn(x) = f(T
n(x)) for some ergodic conser-
vative measure preserving map on (E, E , µ) possessing a Darling-Kac set with
a normalizing sequence regularly varying with exponent β˜ ∈ (0, 1). Crucially, it
was also assumed that
∫
E
f(x)µ(dx) 6= 0. For details see Theorem 5.1 in [7] and
for general ergodic-theoretical introduction to this setting see Chapter 3 in [9].
The parameter α here is the same as in the random walk in random scenery
model and the parameters β and β˜ satisfy β = 1/(1− β˜).
1.3 Second order asymptotics
The case when the integral
∫
R
φ(y)dy = 0 is more complicated as the norming
FT and the limit of the process G
T given by (1.1) depends on finer properties
of the function φ. In this case we only consider models with particles moving
according to β-stable Le´vy motions. When φ has relatively light tails then
we show (see Theorem 2.6) that GT converges in the sense of finite-dimensional
distributions to a process which belongs to a class of stable self-similar processes
recently introduced by Jung, Owada and Samorodnitsky in [6]. Members of this
class have the following integral representation
(Yα,β,γ(t))t≥0 =
(∫
Ω′×R
Sγ(Lt(x, ω
′), ω′)dMα(ω
′, x)
)
t≥0
, (1.5)
where (Lt(x))t≥0 is the local time of a symmetric β-stable Le´vy motion and Sγ
is an independent symmetric γ-stable Le´vy motion. Both of these processes are
defined on some probability space (Ω′,F ′,P′)) and Mα is a symmetric α-stable
random measure on Ω′×R with control measure P′⊗λ1. Finally, the parameters
α, β and γ satisfy 1 < β < 2 and 1 < α < γ < 2.
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The model presented in [6] is basically the same as the one presented in [7]
with one crucial difference being that the function f from the discussion be-
low (1.4) is such that
∫
E
f(x)µ(dx) = 0. Under some conditions on the function
f (see Chapter 4 in [6]), the limit process of a suitably normalized sequence as
in (1.4) was shown to belong to a class of H-sssi stable processes which have an
integral representation given by
Yα,β˜,γ(t) :=
∫
Ω′×[0,∞)
Sγ(Mβ˜((t− x)+, ω
′), ω′)dZα,β˜(ω
′, x), t ≥ 0, (1.6)
where
0 < α < γ ≤ 2, 0 ≤ β˜ < 1,
(Sγ(t, ω
′))t≥0 is a symmetric γ-stable Le´vy motion and (Mβ˜(t, ω
′))t≥0 is an
independent β˜-Mittag-Leffler process (see section 3 in [7] for more on the latter).
Both of these processes are defined on a probability space (Ω′,F ′,P′). Finally
Zα,β is a SαS random measure on Ω
′ × [0,∞) with control measure P′ ⊗ νβ˜ ,
where νβ˜(dx) = (1− β˜)x
−β˜1x≥0dx. By Proposition 3.2 in [6] the process Yα,β˜,γ
is H-sssi with Hurst coefficient H = β˜/γ + (1 − β˜)/α. Here we use β˜ instead
of β so as not to confuse it with the notation we have adopted for this paper.
Similarly as in the proof of (3.10) in [7] we can show that for β˜ ∈ (0, 12 ) the
process (1.6) has the same law as (1.5) with β = (1− β˜)−1.
The limit process obtained in [6] corresponds to γ = 2 in (1.6). Note that, as
far as we know, no relatively natural model is known to yield Yα,β˜,γ for γ < 2. In
our paper the process given by (1.5) is obtained as a limit of the functional (1.1)
with α, β ∈ (1, 2) and γ = 2 (see Theorem 2.6).
In our investigation of the behaviour of the process GT with
∫
R
φ(y)dy = 0
we needed some extensions of the results of Rosen in [8] concerning occupation
times of stable Le´vy processes. These are given in Section 2.1. In particular
we significantly relax the assumptions made on the function φ in the original
formulation in [8].
By considering the case
∫
R
φ(y)dy = 0 but with φ having relatively heavy
tails, which are regularly varying at infinity, and taking the limit of the process
GT in (1.1) we obtain a new class of of self-similar stable processes with sta-
tionary increments (see Theorem 2.8). We conjecture that similar limits may
be obtained in the model considered in [6] when the assumption (4.7) therein
fails.
Particle models of this form have proven to be a very fruitful tool for provid-
ing representations of self-similar processes with stationary increments. See for
example [3] and [2].
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1.4 Notation
Here we fix the notation which we are going to use throughout the rest of the
paper. For any φ ∈ L1(R) by φ̂ we denote its Fourier transform, that is
φ̂(z) =
∫
R
eiuzφ(u)du.
By
f.d.d
=⇒ we denote the convergence of finite-dimensional distributions and by
C[0,∞)
=⇒ weak convergence in C[0,∞). By RV0(δ) we denote the set of real-valued
functions regularly varying at 0 with exponent δ. By c1, c2, . . . we denote finite
positive constants for which we usually specify the variables on which they
depend.
2 Results
To state the main results of the paper we first need to provide the assumptions
that we make regarding the movements of the particles, their initial positions
and the weights they carry throughout their lifetimes.
Assumption (A). Let η be a Le´vy process with Le´vy measure
ν(dx) = c(β)−1g(x)dx,
where g is a symmetric function regularly varying at infinity with exponent −1−
β for β ∈ (1, 2) and c(β) is a positive constant equal to∫
R
(
1− eiu + iu1{|u|≤1}
) du
|u|1+α
, (2.1)
which guarantees that the rescaled Le´vy exponent of η converges to the Le´vy
exponent of a symmetric β stable Le´vy process with unit scale factor. We can
write g(x) = f(x)|x|−1−β for x ∈ R, where f is slowly varying at infinity and
symmetric. Let η = (ηt)t≥0 be a Le´vy process with characteristic triple (0, 0, ν)
and characteristic exponent ψ. We always assume that ψ satisfies∫ ∞
1
ψ(z)−1dz <∞. (2.2)
Note that Assumption (A) is clearly satisfied for symmetric β-stable Le´vy
processes with β ∈ (1, 2). Moreover it also admits a larger class of Le´vy processes
whose 1-dimensional distributions are in the domain of attraction of symmetric
β-stable law.
Assumption (B). Let (xj , zj) be a Poisson point process on R
2 with intensity
measure dx⊗ να,ǫ(dz), where να,ǫ(dz) := 1{|z|≥ǫ}
1
|z|1+αL(z)dz, where α ∈ (1, 2)
and L is symmetric and slowly varying at infinity. Assume moreover, that (ηj)
is a family of i.i.d. Le´vy processes such that η1 satisfies Assumption (A). Finally
let φ be any function in L1(R).
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Remark 2.1. We discard all points of the random measure with small weights
(note the 1{|zj|>ǫ} term). As we will see later, the particular choice of ǫ is
irrelevant as far as the scaling limits are concerned and the part of the process
which we cut off always vanishes in the limit.
In some cases we will also need additional assumptions, which are stated
below.
Assumption (C). Assume that there exists κ ∈ (0, 1) such that the character-
istic exponent from Assumption (A) satisfies∫ ∞
1
ψ(w)−κdw <∞. (2.3)
Assumption (D). Assume that the function φ satisfies∣∣φ̂(x+ y)− φ̂(x)∣∣ ≤ C|y|κ, (2.4)
for all x, y ∈ R with κ > (β − 1)/2 and that C is a constant independent of x
and y.
Remark 2.2. For (2.4) to hold it suffices to assume that∫
R
|φ(y)||y|κ <∞ (2.5)
for some κ > (β − 1)/2.
2.1 Extension of the occupation time limits for stable pro-
cesses
First we provide some extensions of already established results which are the
building blocks of our main theorems. Those results are as follows (see [8]).
Assume that (ξt)t≥0 is a symmetric β-stable Le´vy motion with β ∈ (1, 2).
Then for any φ ∈ L1(R) we have(
T
1−β
β
∫ Tt
0
φ(ξs − T
1/βx)ds
)
t≥0
C[0,∞)
=⇒
(
Lt(x)
∫
R
φ(y)dy
)
t≥0
, (2.6)
where (Lt(x))t≥0,x∈R is a jointly continuous version of a local time of symmetric
β-stable Le´vy process. If
∫
R
φ(y)dy = 0 then the limit process of left-hand side
of (2.6) is trivial and a different normalization is more appropriate. In [8], Rosen
proved that if φ is a bounded Borel function on R with compact support such
that
∫
R
φ(x)dx = 0, then we have
1
T
β−1
2β
∫ Tt
0
φ(ξs)ds
C([0,∞))
=⇒
√
d(φ, β)WLt(0), (2.7)
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as T → ∞, where W is a Brownian motion independent of ξ and d(φ, β) is a
constant.
The extensions of the above results are given below. As before, Lt(x) stands
for the jointly continuous version of the local time of a symmetric β-stable Le´vy
process.
Proposition 2.3. Assume that η is a Le´vy process satisfying Assumption (A)
and φ ∈ L1(R) satisfies
∫
R
φ(y)dy 6= 0. Then the following convergence holds(
1
FT
∫ Tf(T 1/β)−1t
0
φ(ηs − T
1/βx)ds
)
t≥0
f.d.d
=⇒
(
Lt(x)
∫
R
φ(y)dy
)
t≥0
, (2.8)
as T →∞, with FT = T
−1/β+1f(T 1/β)−1. If, moreover, Assumption (C) holds,
then the convergence holds in C[0,∞).
Perhaps more interestingly we prove an extension of the main result of (2.7)
which greatly relaxes the stringent assumptions made in the original formulation
by Rosen in [8].
Proposition 2.4. Assume that η is a Le´vy process satisfying Assumption (A)
and φ ∈ L1(R) satisfies
∫
R
φ(y)dy = 0 and Assumption (D). Then the following
convergence holds(
1
F
1/2
T
∫ Tf(T 1/β)−1t
0
φ(ηs − T
1/βx)ds
)
t≥0
f.d.d
=⇒ c(φ)
(
WLt(x)
)
t≥0
, (2.9)
as T →∞, and let FT = T
−1/β+1f(T 1/β)−1, where W is a standard Brownian
motion independent of the local time process (Lt(x))x∈R,t≥0 and
c(φ) =
1
π
√∫
R
∣∣φ̂(w)∣∣2ψ(w)−1dw. (2.10)
Moreover, if, additionally, Assumption (C) holds, then the convergence holds in
C[0,∞).
This result seems relatively robust, in the sense that we cannot expect Pro-
position 2.4 to hold if the tails of φ are heavier than y 7→ |y|−1−(β−1)/2. If this
happens then, at least for φ with regularly varying tails, the normalization on
the left-hand side of (2.9) is no longer valid and the class of limit processes is
different. See section 6.2 for deatils.
2.2 First order limit theorem
Here we formulate the first main result of our paper in which we identify the
limit process (as T → ∞) of the functional (1.1), provided the function φ is
integrable and the integral
∫
R
φ(y)dy does not vanish.
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Theorem 2.5. Assume that the Assumptions (A) and (B) hold. Consider the
functional given by
GTt =
1
NT
∑
j
zj1{|zj|>ǫ}
∫ DT
0
φ(CT x
j + ηju)du, t ≥ 0, (2.11)
where T ≥ 1, ǫ is an arbitrary positive constant and let
NT = T
1−1/β+1/αβf(T 1/β)−1, (2.12)
CT = L(T
1/αβ), (2.13)
DT := Tf(T
1/β)−1. (2.14)
Then, for any integrable function φ, the process (2.11) converges, up to multiplic-
ative constant given by
∫
R
φ(y)dy, in the sense of finite dimensional distributions
to the β-stable local time fractional SαS motion given by (1.2). Furthermore,
if (C) holds, then the convergence can be strengthened to weak convergence in
C[0,∞).
2.3 Second order limit theorems
When
∫
R
φ(y)dy = 0 the, the limit process given by Theorem 2.5 is the zero
process. To obtain a non-trivial limit in this case one has to use a normalization
different than NT given by (2.12). This case being more complicated, we only
consider the case where the particle motion is given by symmetric stable Le´vy
processes.
In the case of relatively light tails we have the following theorem which
produces another representation of the process first described in [6].
Theorem 2.6. Assume that η is a symmetric β-stable Le´vy process with β ∈
(1, 2) and in the Assumption (B) the function L is identically equal to 1. Let φ
be an integrable function with
∫
R
φ(y)dy = 0, satisfying Assumption (D) such
that additionally ∫
R
|φ(y)||y|
β−1
2 dy <∞. (2.15)
Then, the functional given by (1.1) with FT = T
β−1
2β +
1
αβ converges, up to multi-
plicative constant, in the sense of finite dimensional distributions to the process
given by ∫
R×Ω′
WLt(x)Mα(dx, dω
′), t ≥ 0, (2.16)
where Mα is a symmetric α-stable random measure on R × Ω
′ with intensity
measure λ1⊗P
′. (Ω′,F ′,P′) is the probability space on which (Lt(x, ω
′))t≥0,x∈R
is defined. The random measure Mα is itself defined on another probability
space (Ω,F ,P). W is a Brownian motion (defined on (Ω′,F ′,P′)) independent
of the movement and the initial positions of the particles. The process defined
by (2.16) is the same as the one in (1.5) with γ = 2.
8
Remark 2.7. The assumptions in Theorem 2.6 regarding the function φ can be
put in a more concise form. For instance it suffices to assume that
∫
R
|φ(y)||y|κ <
∞ for some κ > (β − 1)/2 and
∫
R
φ(y)dy = 0.
Things change significantly if we allow φ to have heavier tails. In this case
we have to assume that it is more regular. More precisely, we assume that φ is
regularly varying at +∞ and −∞. We show that in this case the limit process
of the functional (1.1) is a stable H-sssi process, which, to our knowledge, has
not appeared before.
Theorem 2.8. Suppose that the particle system and their movements are as
in the formulation of Theorem 2.6 and let φ be an L1(R)-function such that∫
R
φ(y)dy = 0 and
φ(y) = 1{y>0}f1(y)− 1{y<0}f2(−y), (2.17)
where the functions f1, f2 : (0,∞) → R are integrable, regularly varying at
infinity with exponents −γ1 and −γ2, respectively and such that both f1 and f2
are eventually positive. Then they can be written as f1 = | · |
−γ1g1, f2 = | · |
−γ2g2
with g1 and g2 being slowly varying at infinity. Furthermore, assume that
γ1, γ2 > 1, min(γ1, γ2) < 1 +
β − 1
2
.
We consider two possible cases.
(i) Assume first that γ1 = γ2 = γ and limT→∞ f1(T )/f2(T ) = 1. Set the
normalizing factor
FT = g1(T
1/β)T 1+1/(αβ)−γ/β (2.18)
in (1.1). Then, the process GT , defined by (1.1) converges, up to a mul-
tiplicative constant, in the sense of finite-dimensional distributions to the
process which has the following integral representation:
Vt =
∫
R×Ω′
Zt(x, ω
′)Mα(dx, dω
′), (2.19)
whereMα is a symmetric α-stable random measure on R×Ω
′ with intensity
λ1 ⊗ P
′ and
Zt(x, ω
′) =
∫ ∞
0
|y|−γ (Lt(x+ y, ω
′)− Lt(x− y, ω
′)) dy, x ∈ R, (2.20)
with the local time (Lt(x)) defined on (Ω
′,F ′,P′). The random measure
Mα itself is defined on another probability space (Ω,F ,P).
(ii) In the second case assume without loss of generality that γ1 < γ2. Then,
the limit process (in the sense of finite-dimensional distributions) of the
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functional GT given by (1.1) with normalization FT as in (2.18) has the
following integral representation:
V˜t =
∫
R×Ω′
Z˜t(x, ω
′)Mα(dx, dω
′), (2.21)
where Mα is as in (i) and
Z˜t(x, ω
′) =
∫ ∞
0
|y|−γ1 (Lt(x+ y, ω
′)− Lt(x, ω
′)) dy, x ∈ R. (2.22)
Remark 2.9. In the part (ii) of Theorem 2.8, we see that in the limit the heavier
tail (corresponding to γ1) totally dominates the lighter one (corresponding to γ2),
even though the integral of φ is zero.
Proposition 2.10. The processes V and V˜ introduced above are H-sssi with
H = 1 + 1/(αβ)− γ/β and H = 1 + 1/(αβ)− (min(γ1, γ2))/β, respectively. In
this setting H can take any value between 3/4 and 1.
2.4 Organisation of the paper
The rest of the paper is organised in the following way. In Section 3 we provide
some technical results needed to prove our results in full generality. It may
be skipped at first reading. In Section 4 we provide proof of Propositions 2.3
and 2.4. Section 5 is devoted to the proof of Theorem 2.5 and in Section 6
we prove Theorems 2.6 and 2.8. Appendix provides some additional technical
results which are used throughout the paper.
3 Technical results related to regular variation
This section starts with a few technical results which will be needed to establish
Propositions 2.3, 2.4 and Theorem 2.5 in full generality. Notice that if in the
Assumption (A) the process η is a symmetric β-stable Le´vy process, then all
the results of subsection 3 become trivial so the reader can skip it if they are
interested only in the stable case.
Throughout this section we let
DT := Tf(T
1/β)−1, (3.1)
ψT (z) := Tf(T
1/β)−1ψ
( z
T 1/β
)
, (3.2)
for T ≥ 1 and z 6= 0. If not stated otherwise, we always assume that
∫
R
|φ(y)|dy =
1, which implies that |φ̂| is bounded by 1. Note that if ψ(z) = |z|β, then
ψT (z) = |z|
β for all T > 0 and this means that all of the following lemmas
become trivial in this case. Before we start we will state a result in the theory
of regular variation which will be used multiple times. For proof see Theorem
10.5.6 in [9].
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Theorem 3.1. Let f be a positive function regularly varying at infinity with
exponent β ≥ −1. Assume that f is locally integrable, i.e.,
∫ a
0 f(x)dx < ∞ for
every 0 < a < ∞. Then the function F (x) =
∫ x
0 f(t)dt, x ≥ 0, is regularly
varying at infinity with exponent β + 1 and satisfies
lim
x→∞
F (x)
xf(x)
=
1
β + 1
, (3.3)
with 1/0 defined as +∞.
Lemma 3.2. The characteristic exponent from Assumption (A) satisfies
lim
T→∞
ψT (z) = |z|
β, (3.4)
for z 6= 0.
Proof. After a change of variables we can write
ψT (z) = c(β)
−1
∫
R
(
1− eiuz + iuz1{|u|≤T 1/β}
) f(T 1/βu)
f(T 1/β)
|u|−1−βdu, (3.5)
with c(β) as in Lemma A.8. By the same lemma it only remains to justify going
with the limit under the integral sign. Fix some r ∈ (0, 1) and write (using the
symmetry of f) ψT (z) = ψ
1
T (z) + ψ
2
T (z) with
ψ1T (z) = c(β)
−1
∫
|u|≤r
(
1− eiuz + iuz
)f(T 1/βu)
f(T 1/β)
|u|−1−βdu, (3.6)
ψ2T (z) = c(β)
−1
∫
|u|>r
(
1− eiuz + 1{|u|≤1}iuz
)f(T 1/βu)
f(T 1/β)
|u|−1−βdu.(3.7)
By Theorem 10.5.6 in [9] and inequality |1 − eiz + iz| ≤ 1/2|z|2, z ∈ R, ψ1T (z)
can be bounded, for all T large enough, by c1(β)r
2−β , where c1(β) is a finite
constant depending only on α. On the other hand, by Theorem 10.5.5 and
Corollary 10.5.8 in [9], for any δ > 0 there exists T0 ≥ 1 such that for all
T ≥ T0 the integrand in ψ
2
T (z) can be bounded by c2|u|
−β(1 + δ)|u|δ. Thus, by
dominated convergence, (3.7) converges to
c(β)−1
∫
|u|>r
(
1− eiuz + 1{|u|≤1}iuz
)
|u|−1−βdu. (3.8)
This and Lemma A.8 shows that for any δ > 0 and z 6= 0 |ψT (z)− |z|
β| < δ for
all T large enough.
Corollary 3.3. It is easy to see that Lemma 3.2 implies that
lim
w→0
ψ(w)
|w|βf(1/w)
= c1, (3.9)
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for some finite constant c1. This in turn means that ψ ∈ RV0(β) and, since we
can always write ψ(z) = |z|βL0(z) with L0 slowly varying at 0, we have
lim
T→∞
L0(T
−1)
f(T )
= 1. (3.10)
Moreover, for any u ≥ 0 and θ ∈ R we have
lim
T→∞
E
(
exp
(
iθT−1/βηDT u
))
= e−u|θ|
β
. (3.11)
Lemma 3.4. Let ψ be a Le´vy exponent satisfying∫ ∞
1
ψ(z)−1dz <∞, (3.12)
and
ψ ∈ RV0(β), β ∈ (1, 2). (3.13)
Then for any K > 0 and ǫ > 0 there exists T0 ≥ 1 and C0 > 0, such that for all
T ≥ T0 ∫ ∞
K
ψT (z)
−1dz ≤ C0K
1−β + ǫ. (3.14)
To prove the above lemma we will need the following consequence of Theorem
10.5.6 in [9].
Lemma 3.5. Let h : (0,∞) → (0,∞) be in RV0(β), with β ∈ (1, 2). Then the
function
w 7→
∫ 1
w
h(z)−1dz, w ∈ (0, 1) (3.15)
is in RV0(1− β) and
lim
w→0
∫ 1
w
h(z)−1dz
wh(w)−1
=
1
β − 1
. (3.16)
Proof of Lemma 3.5. Changing variables we have∫ 1
w
h(z)−1dz =
∫ 1
w
1
h(1/z)−1z−2dz (3.17)
and the function z 7→ h(1/z)−1z−2 is in RV∞(β−2), so by Theorem 10.5.6 in [9]
the function x 7→
∫ x
1
h(1/z)−1z−2 is in RV∞(β − 1) and
lim
x→∞
∫ x
1
h(1/z)−1z−2dz
xh(1/x)−1x−2
=
1
β − 1
, (3.18)
which finishes the proof of the lemma.
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Proof of Lemma 3.4. Notice that we can write∫ ∞
K
ψT (z)
−1dz = AT (K) +BT (K), (3.19)
where
AT (K) = ET
∫ 1
KT−1/β
ψ(z)−1dz, (3.20)
BT (K) = ET
∫ ∞
1
ψ(z)−1dz, (3.21)
with ET = T
1/β−1f(T 1/β). For T sufficiently large BT (K) can be made arbit-
rarily small, irrespective of the value of K. By Lemma 3.5
lim
T→∞
∫ 1
KT−1/β
ψ(z)−1dz
KT−1βψ(KT−1/β)−1
=
1
β − 1
, (3.22)
which means that for T sufficiently large
AT (K) ≤ c(β,K)K
1−β f(T
1/β)
L0(KT−1/β)
, (3.23)
where the fraction on the right-hand side of (3.23) converges to 1 as T →∞ by
Corollary 3.3 and c(β,K) is a finite positive constant independent of T .
Lemma 3.6. For any t > 0, T ≥ 1∫ t
0
∫
R
e−uψT (z)dzdu ≤ C2(ψ, t), (3.24)
and the constant C2(ψ, t) does not depend on T ≥ 1.
Proof. This is an easy consequence of Lemma 3.4.
If we additionally assume (C) then we can rephrase Lemma 3.6 to obtain
the following.
Lemma 3.7. Suppose that assumptions (A) and (C) are satisfied. Then there
exists a constant c0, independent of t and T such that for all T large enough∫ t
0
∫
R
e−uψT (w)dwdu ≤ c0t
δ, (3.25)
for any 0 < δ < 1− 1/β and all t ∈ (0, 1).
Proof. Notice that, by Lemma 3.2
lim
w→0
ψ(w)
|w|βf(1/w)
= c1, (3.26)
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for some finite constant c1. Thus, there exists ǫ1 > 0 such that
1
2
c1 ≤
ψ(w)
|w|βf(1/w)
≤ 2c1, (3.27)
for |w| < ǫ1. We may write the left-hand side of (3.25) as I1 + I2, with
I1 =
∫ t
0
∫
|wT−1/β |>ǫ1
e−uψT (w)dwdu, (3.28)
I2 =
∫ t
0
∫
|wT−1/β |≤ǫ1
e−uψT (w)dwdu. (3.29)
(3.30)
Let us consider I1 first. Since for any t > 0 and x > 0∣∣∣∣1− e−txx
∣∣∣∣ ≤ min(t, 1/x),
we have that, in particular, for κ ∈ (0, 1)∣∣∣∣1− e−txx
∣∣∣∣ ≤ tκxκ−1.
Therefore, for all T large enough,
I1 ≤
∫
|wT−1/β|>ǫ1
( 1
ψT (w)
)1−κ
tκdw
=
∫
|w|>ǫ1
( 1
DTψ(w)
)1−κ
T 1/βtκdw ≤ c2t
κ
for some constant c2 independent of t and T . As for I2, one can easily deduce
from (3.27) that for |wT−1/β| ≤ ǫ1
ψT (w) ≥
1
2
|w|β
f(T 1/β/w)
f(T 1/β)
.
Fix any ǫ2 > 0. An application of Karamata’s representation theorem (see for
example Theorem 10.5.7 in [9]) yields the inequality
f(T 1/β/w)
f(T 1/β)
≥ c3|w|
−ǫ2 (3.31)
for all T large enough, |w| > 1 and |wT−1/β | ≤ ǫ1, provided we choose ǫ1 small
enough. c3 is a positive constant independent of T . Using all this we may write
I2 ≤
∫
1<|w|≤T 1/βǫ1
∫ t
0
e−
1
2uc1c3|w|
β−ǫ2
dudw + t
∫
|w|<1
dw
≤ c4t
1−(β−ǫ2)
−1
+ 2t,
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provided we choose ǫ2 small enough. Thus, we can take
δ = 1− (β − ǫ2)
−1 (3.32)
and the proof is finished since β ∈ (1, 2).
Lemma 3.8. Assume that (A) and (D) hold. The for any t > 0, κ > 0 and all
T sufficiently large we have the following inequalities:
∫
R
∫ t
0
(
1∧
∣∣∣ w
T 1/β
∣∣∣κ)e−uψT (w)dudw ≤ c1(ψ, β, κ, t)(T 1/βD−1T +T−κ/β), (3.33)
∫
R
∫ DT t
0
(
1 ∧ |w|κ
)
e−uψ(w)dudw ≤ c4(ψ, β, κ, t)(1 + T
−1/β−κ/βDT ). (3.34)
In particular for κ > (β − 1)/2∫
R
∫ t
0
(
1 ∧
∣∣∣ w
T 1/β
∣∣∣2κ)e−uψT (w)dudw ≤ c2(ψ, β, κ, t)T 1/βD−1T . (3.35)
Furthermore ∫
R
∫ DT t
0
e−uψ(w)dudw ≤ c3(ψ, β, t)T
−1/βDT , (3.36)
for some finite constants c1, c2, c3 and c4 independent of T .
Proof. After a change of variables w′ = T 1/βw, u′ = u/DT , the left-hand side
of (3.33) can be written as
T 1/βD−1T
∫
R
∫ DT t
0
(
1 ∧ |w|κ
)
e−uψ(w)dudw (3.37)
≤ T 1/βD−1T
( ∫
|w|>1
ψ(w)−1dw +
∫
|w|≤1
∫ DT t
0
|w|κe−uψ(w)dwdu
)
(3.38)
The first integral in (3.38) is bounded by Assumption (A). We can bound the
second by ∫
|w|≤T−1/β
DT |w|
κdw +
∫
T−1/β<|w|≤1
|w|κψ(w)−1dw.
An application of Lemma 3.5 gives inequality (3.33) and 3.34. Inequality (3.35)
follows immediately once we make a change of variables and use the fact that∫
R
(
1 ∧ |w|2κ
)
ψ(w)−1dw < ∞. The inequality (3.36) is just Lemma 3.6 after a
change of variables.
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4 Proofs for Section 2.1
4.1 Proof of Proposition 2.3
The proof is relatively straightforward once we use the Fourier transform to
show the convergence of appropriate moments, therefore we only give a short
sketch.
Sketch of proof of Proposition 2.3. Let us put
PTt (x) =
1
FT
∫ Tf(T 1/β)−1t
0
φ(ηs − T
1/βx)ds, (4.1)
for T, t ≥ 0, with FT = T
1−1/βf(T 1/β)−1. An easy application of Plancherel
formula and change of variables formula shows that for any positive integer k
E
(
PTt (x)
k
)
=
k!
(
1
2π
)k ∫
0<s1<...<sk<t
∫
Rk
φ̂
(
w1 − w2
T 1/β
)
φ̂
(
w2 − w3
T 1/β
)
× . . .× φ̂
(
wk−1 − wk
T 1/β
)
φ̂
(
wk
T 1/β
)
× eiw1xe−s1ψT (w1) . . . e−(sk−sk−1)ψT (wk)dw1 . . . dwkds1 . . . dsk. (4.2)
We would like to take the limit under the integral sign. However, due to the
terms ψT the use of dominated convergence cannot be justified as simply as in
the proof of the stable case. Recall that, by Lemma 3.6,∫ t
0
∫
R
e−uψT (z)dzdu (4.3)
is bounded uniformly in T ≥ 1. Now, fix some K > 0. The integral in (4.2)
with Rk replaced by GK := {(w1, . . . , wk) : |w1|, . . . , |wk| ≤ K} converges to
k!
(
1
2π
)k(∫
R
φ(y)dy
)k ∫
0<s1<...<sk<t
∫
GK
eixw1e−s1|w1|
β
. . . e−(sk−sk−1)|wk|
β
dw1 . . . dwkds1 . . . dsk, (4.4)
by dominated convergence theorem. In view of Lemma 3.4, the integral in (4.2)
with Rk replaced by Rk/GK can be made arbitrarily small for K large enough.
By Lemma A.1 in the Appendix
k!
(
1
2π
)k ∫
0<s1<...<sk<t
∫
Rk
eixw1e−s1|w1|
β
. . . e−(sk−sk−1)|wk|
β
dw1 . . . dwkds1 . . . dsk = ELt(x)
k. (4.5)
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Very similarly one shows that mixed moments moments of the process (PTt (x))t≥0
converge to the mixed moments of the limit process. Thus, we establish the con-
vergence of finite-dimensional distributions.
Tightness under Assumption (C) follows almost immediately. One just has
to notice that for s < t, a calculation similar to the one in (4.2) and Lemma 3.7
imply that for k sufficiently large E(PTt (x)−P
T
s (x))
k can be bounded by (t−s)γ
for some γ > 1 and then use Kolmogorov’s tightness criterion.
4.2 Proof of Proposition 2.4
Proof. Put for T ≥ 1, x ∈ R and t > 0
P˜Tt (x) =
1
F
1/2
T
∫ Tf(T 1/β)−1t
0
φ(T 1/βx− ηs)ds, (4.6)
with FT as in the statement of the proposition. We start by showing that for a
fixed t > 0, x ∈ R and an even positive integer k we have
lim
T→∞
E
(
P˜Tt (x)
)k
=
k!
(k/2)!
( 1
π
∫
R
∣∣φ̂(w)∣∣2 1
ψ(w)
dw
)k/2
E
(
Lt(x)
k/2
)
. (4.7)
Similarly as in (4.2), after a change of variables we obtain that E
(
P˜Tt (x)
)k
is
equal to
k!
( 1
2π
)k ∫
Rk
∫
Rk
1{0<u1<D−1T u2+u1<u3<...<uk−1<D
−1
T uk+uk−1<t}
×φ̂
( w1
T 1/β
− w2
)
φ̂
(
w2 −
w3
T 1/β
)
. . . φ̂
(wk−1
T 1/β
− wk
)
φ̂
(
wk
)
×eiw1xe−u1ψT (w1)e−u2ψ(w2)e−(u3−D
−1
T u2−u1)ψT (w3) . . .×
. . .× e−(uk−1−D
−1
T uk−2−uk−3)ψT (wk−1)e−ukψ(wk)
du1 . . . dukdw1 . . . dwk. (4.8)
For z, w ∈ R and T ≥ 1 let us define
aT (w, z) = φ̂(w/T
1β − z)− φ̂(−z), (4.9)
b(z) = φ̂(−z). (4.10)
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Then (4.8) can be rewritten as
k!
( 1
2π
)k ∫
Rk
∫
Rk
1{0<u1<D−1T u2+u1<u3<...<uk−1<D
−1
T uk+uk−1<t}
×
(
aT (w1, w2) + b(w2)
)(
aT (w2, w3) + b(w2)
)
. . .
×
(
aT (wk−1, wk) + b(wk)
)(
b(wk)
)
×eiw1xe−u1ψT (w1)e−u2ψ(w2)e−(u3−D
−1
T u2−u1)ψT (w3) . . .×
. . .× e−(uk−1−D
−1
T uk−2−uk−3)ψT (wk−1)e−ukψ(wk)
du1 . . . dukdw1 . . . dwk. (4.11)
We will show that out of all 2k−1 expressions that we get by multiplying the
parentheses with the terms aT and b in (4.11), the only term that does not
converge to zero as T →∞ is the one in which only b’s appear. In fact, we will
only prove that the term with
aT (w1, w2)aT (w2, w3) . . . aT (wk−1, wk)bT (wk)
converges to 0, the other cases being very similar as the integral with respect
to w1, . . . , wk factorizes. Let us denote this term by M . Since we assume
that
∫
R
|φ(y)|dy = 1 we see that by Assumption (D) (we can without loss of
generality assume that C = 1 in the formulation of the Assumption (D)),
M ≤
∫
Rk
∫ t
0
∫ DT t
0
. . .
∫ t
0
∫ DT t
0(
1 ∧ |wk|
κ
)(
1 ∧ |wk−1T
−1/β|2κ
)(
1 ∧ |wk−3T
−1/β|2κ
)
× . . .×
(
1 ∧ |w3T
−1/β|2κ
)(
1 ∧ |w1T
−1/β|κ
)
×e−u1ψT (w1)e−u2ψ(w2)e−u3ψT (w3) . . . e−uk−1ψT (wk−1)e−ukψ(wk)
du1 . . . dukdw1 . . . dwk. (4.12)
Now, Lemma 3.8 implies that
M ≤ c1(T
1/βD−1T + T
−κ/β)× (1 + T−1/βDTT
−κ/β), (4.13)
for some finite constant c1 independent of T . Since κ > (β− 1)/2, M converges
to 0 as T →∞. The only significant term in (4.11) is thus given by
k!
( 1
2π
)k ∫
Rk
∫
Rk
1{0<u1<D−1T u2+u1<u3<...<uk−1<D
−1
T uk+uk−1<t}
×bT (w2)bT (w2)bT (wk)bT (wk)
×eiw1xe−u1ψT (w1)e−u2ψ(w2)e−(u3−D
−1
T u2−u1)ψT (w3) . . .×
. . .× e−(uk−1−D
−1
T uk−2−uk−3)ψT (wk−1)e−ukψ(wk)
du1 . . . dukdw1 . . . dwk, (4.14)
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which converges, by dominated convergence theorem, to the right-hand side
of (4.7) (see Lemma A.1).
Very similarly one shows that for all odd positive integers k the respective
moments converge to 0 and that for any t1 ≤ . . . tk and x ∈ R
E
(
P˜Tt1 (x) . . . P˜
T
tk
(x)
)
→ c(φ)kE(W kLt1 (x)
). (4.15)
Showing that, provided the Assumption (C) holds, the sequence of processes
on the left-hand side of (4.7) is tight amounts to repeating the arguments used
in the proof of Lemma 3.7. One must just notice that given our assumptions
there is a constant c2 independent of T such that for k even
E
(
P˜Tt (x) − P˜
T
s (x)
)k
≤∫
Rk/2
∫
[0,t−s]k/2
e−u1ψT (w1)e−u3ψT (w3) . . . e−uk−1ψT (wk−1)
du1du3 . . . duk−1dw1dw3 . . . dwk−1. (4.16)
This and (3.25) imply that
E
(
P˜Tt (x)− P˜
T
s (x)
)k
≤ c3(t− s)
kδ/2 (4.17)
for some finite constant c3 independent of T . Taking k large enough we may
apply the Kolmogorov’s tightnes criterion (see Theorem 12.3 in [1]) and infer
that the sequence of processes (PT (x)) is tight in C[0,∞).
5 Proof of Theorem 2.5
Proof. Let ak ∈ R, tk ≥ 0, k = 1, . . . ,m, put G¯
T =
∑m
k akG
T
tk
and P¯T (x) =∑m
k akP
T
tk
(x) for t ≥ 0, T ≥ 1 and x ∈ R, with PT and GT defined by (4.1)
and (1.2), respectively. The characteristic function of G¯T , after a change of
variables z := T 1/αβz and x := −T 1/βC−1T x, can be written as
Eexp(iG¯T ) =
exp
(∫
R2
E
(
eizP¯
T (x) − 1
)
1{|z|>T−1/αβǫ}|z|
−α−1L(T
1/αβz)
L(T 1/αβ)
dzdx
)
. (5.1)
By the symmetry of function L, (5.1) can be rewritten as
Eexp(iθG¯T ) = exp
(∫
R2
E
(
eiθzP¯
T (x) − 1{|z|≤1}iθzP¯
T (x)− 1
)
×1{|z|>T−1/αβǫ}|z|
−α−1L(T
1/αβz)
L(T 1/αβ)
dzdx
)
. (5.2)
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The quantity in (5.1), by Proposition 2.3, converges pointwise as T →∞ to
Eexp
(
iθ
∫
R
φ(y)dy
m∑
k=1
amXtk
)
, (5.3)
with X being the process given by (1.2), so it remains to justify that we can go
with the limit under the integral sign. This requires a number of observations,
which, for greater clarity, are given in a lemma below.
Lemma 5.1. Let PT be as in (4.1) and assume that the conditions of The-
orem 2.5 are satisfied. Then the following claims are true.
(i) The functions
x 7→ EPTt (x), (5.4)
and
x 7→ EPTt (x)
2, (5.5)
are bounded uniformly in T ≥ 1.
(ii) Both
∫
R
E|PTt (x)|dx and
∫
R
E|PTt (x)|
2dx are bounded uniformly in T ≥ 1.
(iii) For any δ > 0 and there exist K > 0 and T0 ≥ 1 such that both∫
|x|>K
E|PTt (x)|dx < δ (5.6)
and ∫
|x|>K
E|PTt (x)|
2dx < δ, (5.7)
for all T ≥ T0.
(iv)
lim
T→∞
∫
R
∫
|z|≤T−1/αβǫ
E
(
|z|2|PTt (x)|
2
)
|z|−α−1
L(T 1/αβz)
L(T 1/αβ)
dzdx = 0. (5.8)
(v) For any r ∈ (0, 1) there exists T0 ≥ 1 and constant C, depending only on
α, such that ∫
|z|≤r
|z|1−α
L(T 1/αβz)
L(T 1/αβ)
dz ≤ Cr2−α. (5.9)
Proof of Lemma 5.1. Changing variables of variables and using Plancherel and
Fubini’s theorems, for x ∈ R, t ≥ 0, T > 0 and φ ∈ L1(R) we have
EPTt (x) =
1
2π
∫ t
0
∫
R
φ̂
(
w
T 1/β
)
eixwe−uψT (w)dw, (5.10)
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where ψT is as in Lemma 3.2. Hence
E|PTt (x)| ≤
1
2π
‖φ‖1
∫ t
0
∫
R
e−uψT (w)dwdu, (5.11)
which is bounded uniformly in T ≥ 1 by Lemma 3.6. Using similar techniques
one can write
EPTt (x)
2 =
2
(2π)2
∫ t
0
∫ t
u1
∫
R2
eixw1 φ̂
(
w1 − w2
T 1/β
)
φ̂
(
w2
T 1/β
)
e−(u2−u1)ψT (w2)e−(u1)ψT (w1)dw1dw2du1du2
≤
1
2π2
(∫ t
0
∫
R
e−uψT (w)dwdu
)2
and argue similarly. This proves (ii).
Obviously for any t ≥ 0, T ≥ 1, by replacing φ with its absolute value we get∣∣∣ ∫
R
EPTt (x)dx
∣∣∣ ≤ ∫
R
E
∣∣PTt (x)∣∣dx ≤ ‖φ‖1 t.
As for the second part of (ii), using the same techniques as in the proof of (i),
we may write∫
R
EPTt (x)
2dx =∫
R
1
π
∫ t
0
∫ t
u1
∫
R
φ(−x)eixwφ̂(w)T 1/βe−DT (u2−u1)ψ(w)dwdu1du2dx. (5.12)
The above can be bounded by
1
π
‖φ‖1
∫ t
0
∫ t
u1
∫
R
∣∣∣∣φ̂( wT 1/β
)∣∣∣∣e−(u2−u1)ψT (w)dwdu1du2, (5.13)
which in turn is no bigger than
1
π
‖φ‖
2
1
∫ t
0
∫ t
u1
∫
R
e−(u2−u1)ψT (w)dwdu1du2. (5.14)
By Lemma 3.6, the last expression is bounded uniformly in T ≥ 1. This proves
(ii).
Let us now turn to showing (iii). In order to escape notational complexity
we will only consider the integrals over {x ∈ R : x > K}. For {x ∈ R : x < K}
it is then enough to use the symmetry of η and take φ˜(x) = φ(−x). First notice
that after some simple manipulations we get by Fubini theorem∫ ∞
K
EPTt (x)dx = E
( ∫ t
0
∫
R
1{y<ηDT u−KT
1/β}φ(y)dydu
)
=
∫ t
0
∫
R
P(yT−1/β < T−1/βηDTu −K)φ(y)dy,
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which converges as T →∞, by dominated convergence theorem and (3.11), to∫
R
φ(y)dy
∫ t
0
P(ξu > K)du =
∫
R
φ(y)dy
∫ ∞
K
ELt(x)dx. (5.15)
By choosing K large enough to begin with and using Lemma A.6 from the
Appendix we see that the first part of (iii) is true. Regarding its second part,
write (again after some initial manipulations and using Fubini’s theorem)∫ ∞
K
EPTt (x)
2dx = 2
∫ t
0
∫ t
u1
∫
R
E
(
1{x>KT 1/β−ηDT u1}
φ(−x) (5.16)
×T 1/βφ(ηDT u2 − ηDTu1 − x)
)
dxdu1du2. (5.17)
Since η is a Le´vy process the above equals
2
∫ t
0
∫ t
u1
∫
R
P
(
x > KT 1/β − ηDTu1
)
φ(−x) (5.18)
×T 1/βE
(
φ(ηDT (u2−u1) − x)
)
dxdu1du2
= 2
∫ t
0
∫ t
u1
∫
R
P
(
xT−1/β > K − T 1/βηDTu1
)
φ(−x) (5.19)
×
1
2π
∫
R
φ̂
(
w
T 1/β
)
e−ixwT
−1/β
e−(u2−u1)ψT (w)dwdxdu1du2.
The integrand in (5.19) the above can be bounded by |φ(x)| ‖φ‖1 e
−(u2−u1)ψT (w)
which is integrable by Lemma 3.6. Therefore,
lim sup
T→∞
∫ ∞
K
EPTt (x)
2dx ≤ c1
(∫
R
φ(y)dy
)2 ∫ ∞
K
ELt(x)
2dx, (5.20)
for some constant c1 independent of T and K. In view of Lemma A.6, this
ends the proof of (iii). The proofs of (iv) and (v) are relatively straightforward
consequences of Theorem 10.5.6 in [9] and we skip them. We also skip the proof
of (vi)
Given Lemma 5.1 we will show that for any K > 0 and r ∈ (0, 1) the
integrand in∫
|x|≤K
∫
|z|≥r
E
(
eiθzP˜
T (x) − 1{|z|≤1}iθzP˜
T (x)− 1
)
×|z|−α−1
L(T 1/αβz)
L(T 1/αβ)
dzdx (5.21)
can be bounded (uniformly in T ≥ 1) by an integrable function and that,
by dominated convergence, this is enough to prove the convergence of finite-
dimensional distributions. Indeed (using inequalities |eiw − 1| ≤ |w| and |eiw −
22
w − 1| ≤ 12 |w|
2 for w ∈ R),∫
|x|>K
∫
R
E
(
eiθzP˜
T (x) − 1{|z|≤1}iθzP˜
T (x)− 1
)
×|z|−α−1
L(T 1/αβz)
L(T 1/αβ)
dzdx
≤
∫
|z|≤1
|z|1−α
L(T 1/αβz)
L(T 1/αβ)
dz
∫
|x|>K
E|P˜T (x)|2dx
+
∫
|z|>1
|z|−αdz
∫
|x|>K
E|P˜T (x)|dx
and ∫
R
∫
|z|≤r
E
(
eiθzP˜
T (x) − 1{|z|≤1}iθzP˜
T (x) − 1
)
×|z|−α−1
L(T 1/αβz)
L(T 1/αβ)
dzdx
≤
∫
R
E|P˜Tt (x)|
2dx
∫
|z|≤r
|z|1−α
L(T 1/αβz)
L(T 1/αβ)
dz,
which in view of Lemma 5.1 can be made arbitrarily small for all T sufficiently
large by first choosing K large enough and r small enough.
By Proposition 10.5.5 and Corollary 10.5.8 in [9], for r ∈ (0, 1) fixed there
exists T0 ≥ 1 such that ∣∣∣∣L(T 1/αβz)L(T 1/αβ) − 1
∣∣∣∣ ≤ 1 (5.22)
for all z ∈ (r, 1] and T ≥ T0 and for any δ > 0 there exists T1 ≥ 1 such that for
all z ≥ 1 and T ≥ T1 we have∣∣∣∣L(T 1/αβz)L(T 1/αβ)
∣∣∣∣ ≤ (1 + δ)|z|δ. (5.23)
This impies that for |z| > r and all T large enough the function
(x, y) 7→ E
(
eiθzP
T (x) − 1{|z|≤1}iθzP
T (x) − 1
)
|z|−α−1
L(T 1/αβz)
L(T 1/αβ)
(5.24)
can be bounded by the function
(x, y) 7→ 2E|PTt (x)|
21{|z|∈(r,1]}|θ|
2|z|1−α
+ E|PTt (x)|1{|z|>1}|z|
−α(1 + δ)|z|δ. (5.25)
Choosing δ small enough and again using Lemma 5.1 we see that the above can
be bounded by an integrable function, uniformly for all T large enough.
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Lemma 5.2. Assume that ψ satisfies the conditions of Lemma 3.7. Then the
family of processes {(GTt )t≥0 : T ≥ 1} defined by (2.11) is tight in C[0, τ) for
any τ > 0.
Proof. For any K > 0, T ≥ 1 put KT := KT
1/αβ and let GTt = G
T,1
t +G
T,2
t for
any t ≥ 0, with
GT,1t :=
1
NT
∑
j
zj1{KT>|zj |>ǫ}
∫ Tt
0
φ(CT x
j + ξju)du, (5.26)
and
GT,2t :=
1
NT
∑
j
zj1{|zj|≥KT }
∫ Tt
0
φ(CTx
j + ξju)du. (5.27)
We are going to show that the family of processes (GT,1t )t≥0 is tight C[0, τ ] for
any τ > 0 and that for any δ > 0
lim
K→∞
lim sup
T→∞
P( sup
t∈[0,τ ]
|GT,2t | > δ) = 0, (5.28)
which suffices to establish tightness.
We now proceed to establish tightness for the family (GT,1t )t≥0. Notice that
E
(
GT,1t − G
T,1
s
)2
≤ c1
∫
R
E
(
PTt−s(x)
2
)
dx
∫
|z|≤K
|z|1−α
L(T 1/αβz)
L(T 1/αβ)
dz, (5.29)
for some finite constant c1. After a change of variables z := zT
1/αβ and an
application of Theorem 10.5.6 in [9], we conclude that for all T large enough, the
integral over {|z| ≤ K} in (5.29) is bounded by c2K
2−α for some finite constant
c2 depending only on α. Furthermore, by (5.13), the integral
∫
R
E
(
PTt−s(x)
2
)
dx
can be bounded by
1
π
‖φ‖1
∫ t
s
∫ t
u1
∫
R
∣∣∣∣φ̂( wT 1/β
)∣∣∣∣e−(u2−u1)ψT (w)dwdu1du2 (5.30)
≤
1
π
‖φ‖
2
1 (t− s)
∫ t−s
0
∫
R
e−u2ψT (w)dwdu2 (5.31)
(5.32)
Using Lemma 3.7, we see that (5.31) is bounded by
c3(t− s)
1+δ
for a constant c3 independent of s, t and T and some δ > 0.An application of
Theorem 12.3 in [1] shows that the family (GT,1t )t≥0 is tight in C[0, τ ] for any
τ > 0.
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Proceeding further, notice that for any δ, τ > 0 (after a change of variables)
P( sup
t∈[0,τ ]
|GT,2t | > δ)
≤
1
δ
∫
R
∫
|z|≥K
E sup
t∈[0,τ ]
∣∣PTt (x)||z|−αL(T 1/αβz)L(T 1/αβ) dzdx, (5.33)
which by part (iii) of Lemma 5.1 (with φ replaced by its absolute value) and
Corollary 10.5.8 in [9] can, for all T large enough, be bounded by
c4
∫
|z|≥K
|z|−α|z|δdz, (5.34)
with c4 being a constant independent of T and δ > 0 can be arbitrarily small.
This establishes (5.28) and finishes the proof of the lemma.
6 Proofs for Section 2.3
6.1 Proof of Theorem 2.6
Let us now consider the case in which φ ∈ L1(R),
∫
R
φ(y) = 0 and φ vanishes
relatively quickly as |y| → ∞. This would enable us to use Proposition 2.4 in
order to find a limit of the functional in (1.1).
Put
RTt (x) :=
∫
R
φ(y)Lt(x+ T
−1/βy)dy, (6.1)
for x ∈ R, t ≥ 0 and T > 0. Before we prove Theorem 2.6 we will need a couple
of auxiliary facts which are given in the Lemmas 6.1 and 6.2 below.
Lemma 6.1. Assume that the conditions of Theorem 2.6 are satisfied. Then
for every T ≥ 1 and φ ∈ L1(R) we have
IT1 := T
β−1
2β
∫
R
E|RTt (x)|dx <∞, (6.2)
and
IT2 := T
β−1
β
∫
R
E|RTt (x)|
2dx <∞. (6.3)
If, in addition, we assume that
∫
R
|φ(y)||y|
β−1
2 dy <∞, then
sup
T≥1
IT1 < ∞, (6.4)
sup
T≥1
IT2 < ∞. (6.5)
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Proof. It is not hard to see, using Lemma A.2 from the Appendix, that for any
z, x ∈ R
E
(
Lt(x+z)−Lt(x)
)2
≤ 2
(
ELt(x+z)+ELt(x)
)(
c1(t, β)∧c2(t, β)|z|
β−1
)
, (6.6)
for some constants c1, c2 depending only on t and β. By Ho¨lder inequality,
Lemma A.2 and the fact that
∫
R
φ(y)dy = 0 we get
IT1 ≤
∫
R
∫
R
T
β−1
2β |φ(y)|
(
2
(
ELt(x + yT
−1/β) + ELt(x)
)
(c1 ∧ c2|yT
1/β|β−1)
) 1
2
dydx
=
∫
R
∫
R
|φ(y)|
(
2
(
ELt(x + yT
−1/β) + ELt(x)
)
(T
β−1
β c1 ∧ c2|y|
β−1)
) 1
2
dydx
≤
∫
R
∫
R
|φ(y)|
(
2
(
c3 ∧ c4|x+ yT
−1/β|−β−1 + c3 ∧ c4|x|
−β−1
)
(T
β−1
β c1 ∧ c2|y|
β−1)
) 1
2
dxdy,
where c3, c4 depend only on t and β. Thus, I
T
1 is finite since β + 1 > 2. Note
that it is bounded uniformly in T ≥ 1 for φ ∈ L1(R) and
∫
R
|φ(y)||y|
β−1
2 dy <∞.
The proof of (6.3) is essentially the same once we use Ho¨lder inequal-
ity. We will focus only on showing that supT≥1 I
T
2 < ∞ for φ satisfying∫
R
|φ(y)||y|(β−1)/2dy <∞. Using (6.6), we get
IT2 ≤ T
β−1
β
∫
R
(∫
R
|φ(y)|
(
E
(
Lt(x+ yT
−1/β)− Lt(x)
)2)1/2
dy
)2
dx.
≤
∫
R
(∫
R
|φ(y)|
(
2
(
ELt(x+ yT
−1/β) + ELt(x)
)
c2|y|
β−1
)1/2
dy
)2
dx
Seeing that
∫
R
|φ(y)|
(
2ELt(x + yT
−1/β) + 2ELt(x)
)1/2
(c2|y|
β−1)1/2dy can be
bounded by c5
∫
R
|φ(y)||y|(β−1)/2dy for some constant c5 depending only on β
and t, we see (using the same arguments as in the proof of (6.4)) that (6.5)
holds.
Lemma 6.2. Let t ≥ 0 and assume that the integrable function φ satisfies the
assumptions in the statement of Theorem 2.6. Then, for any δ > 0 there exists
K0 > 0 and T0 = T0(K0) such that for all T ≥ T0,K ≥ K0 we have∫
{|x|>K}
T
β−1
2β E
∣∣RTt (x)∣∣dx < δ. (6.7)
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Proof. Choose K0 so that∫
{|x|>K0}
c2(t, β)
∫
R
|φ(y)||y|
β−1
2 dydx <
δ
2
, (6.8)
where c2(t, β) is the same as in (6.6). Using Ho¨lder inequality and inequal-
ity (6.6) we have∫
{|x|>K}
T
β−1
2β E
∣∣RTt (x)∣∣dx ≤
≤
∫
{|x|>K}
c2(t, β)
∫
R
(
ELt(x) + ELt(x+ T
−1/β)
) 1
2 )|φ(y)||y|
β−1
2 dydx. (6.9)
The above can be bounded by A+B, with
A ≤
∫
{|x|>K0}
2c2(t, β)
∫
R
(
ELt(x)
) 1
2 |φ(y)||y|
β−1
2 dydx,
B ≤
∫
{|x|>K0}
2c2(t, β)
∫
R
(
ELt(x+ T
−1/β)
) 1
2 |φ(y)||y|
β−1
2 dydx.
B can be rewritten as
2c2(t, β)
∫
R
∫
R
1{|x−T−1/β|>K}|φ(y)||y|
β−1
2
(
ELt(x)
) 1
2 dydx, (6.10)
which, by dominated convergence, converges to
2c2(t, β)
∫
{|x|>K0}
∫
R
|φ(y)||y|
β−1
2
(
ELt(x)
) 1
2 dydx, (6.11)
as T →∞. Choosing T0 sufficiently large, we get the required inequality for all
K ≥ K0.
Remark 6.3. Using Ho¨lder inequality one can easily show that the statement
in Lemma 6.2 remains true if in (6.7) we replace
T
β−1
2β E
∣∣RTt (x)∣∣
by
T
β−1
β ERTt (x)
2
and the proof is then an easy consequence of Lemma 6.2.
Proof of Theorem 2.6. Let a1, . . . , am ∈ R and t1, . . . , tm ≥ 0 for some m ≥ 1.
Then the characteristic function of
∑m
j=1 ajG˜
T
tj is given (after the usual change
of variables) by
exp
(∫
R2
E
eiT β−12β z∑mj=1 ajRTtj (x) − i1{|z|≤1}T β−12β z m∑
j=1
ajR
T
tj (x)− 1

1{|z|>T−1/(αβ)}|z|
−1−αdzdx
)
, θ ∈ R. (6.12)
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Notice first that by Lemma 6.1, in the limit as T →∞, we can forget about the
term 1{|z|>T−1/(αβ)}. Without it the expression in (6.12) equals, by Lemma A.8
in the Appendix,
exp
−c1(α)∫
R
E
∣∣∣T β−12β m∑
j=1
ajR
T
tj (x)
∣∣∣αdx
 , (6.13)
for some finite constant c1 depending only on α. Since for any random variable
Z and α ∈ (1, 2), E|Z|α ≤ E|Z|+E|Z|2, using Lemma 6.2 with K0 large enough
we can make the integral∫
{|x|>K0}
E
∣∣∣T β−12β m∑
j=1
ajR
T
tj (x)
∣∣∣αdx (6.14)
arbitrarily small, uniformly for all T large enough. By Proposition 2.4 (or
rather its proof which establishes convergence of all moments of the Process
(T
β−1
2β RTt (x))t≥0), the quantity
E
∣∣∣T β−12β m∑
j=1
ajR
T
tj (x)
∣∣∣α (6.15)
converges, as T →∞ to
E
∣∣∣c2(φ, β) m∑
j=1
ajWtj (x)
∣∣∣α (6.16)
for any x ∈ R, with c2(φ, β) =
√∫
R
|φ̂(y)|2|y|−βdy. By dominated convergence
theorem we conclude that (6.13) converges to
exp
−c1(α)∫
R
E
∣∣∣c2(φ, β) m∑
j=1
ajWtj (x)
∣∣∣αdx
 . (6.17)
This finishes the proof of the convergence of finite-dimensional distributions.
6.2 Regular variation, heavy tails and the Proof of The-
orem 2.8
First, let us concentrate on a very concrete choice of φ to show what happens
when φ vanishes relatively slowly at infinity. We will then extend our discussion
to the case of functions regularly varying at infinity.
6.2.1 A simple example
Suppose that
φ(y) := |y|−γ1{y≥1} − |y|
−γ1{y≤−1}, (6.18)
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for 1 < γ < 1 + β−12 . After a change of variables we get
RTt (x) = T
1−γ
β
∫ ∞
1
T
1
β
|y|−γ (Lt(y + x)− Lt(−y + x)) dy. (6.19)
Put
ZT,γt (x) :=
∫ ∞
1
T
1
β
|y|−γ (Lt(y + x) − Lt(−y + x)) dy. (6.20)
The above converges almost surely as T →∞ to
Zγt (x) :=
∫ ∞
0
|y|−γ (Lt(y + x) − Lt(−y + x)) dy, (6.21)
which follows from dominated convergence theorem and Lemma 6.4 below.
Lemma 6.4. Let Z be given by (6.21) and 1 < γ < 1+ β−12 . For α ∈ [1, 2] and
t ≥ 0 ∫
R
E |Zγt (x)|
α
dx <∞. (6.22)
Proof. We will show that
I1 =
∫
R
E|Zγt (x)|dx <∞,
I2 =
∫
R
E|Zγt (x)|
2dx <∞,
which imply (6.22). Using Ho¨lder inequality we see that
I1 ≤
∫
R
∫ ∞
0
|y|−γ
(
E (Lt(x + y)− Lt(x− y))
2
) 1
2
dydx. (6.23)
Observe that (by Lemma A.2 in the appendix)
E (Lt(x + y)− Lt(x− y))
2
= 2
∫ t
0
∫ t−u1
0
(
pu1(x + y) + pu1(x− y)
)
(
pu2(0)− pu2(2y)
)
du2du1
≤ 2
(
ELt(x+ y) + ELt(x− y)
)
(c1 ∧ c2|y|
β−1),
where the inequality follows from (A.7) for some constants c1 and c2 depending
only on β and t. Therefore (using Lemma A.2)
I1 ≤
∫
R
∫ ∞
0
|y|−γ
(
(c1 ∧ c2|x+ y|
− β+12 ) + (c1 ∧ c2|x− y|
− β+12 )
)
(c3 ∧ c4|y|
β−1
2 )dydx,
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which is finite since 1+β2 > 1 and 1 < γ < 1 +
β−1
2 . As for I2, notice that by
Ho¨lder inequality
I2 =
∫
R
∫ ∞
0
∫ ∞
0
|y1|
−γ |y2|
−γ
E
(
(Lt(x+ y1)− Lt(x− y1))
(Lt(x+ y2)− Lt(x− y2))
)
dy1dy2dx
≤
∫
R
(∫ ∞
0
|y|−γ
(
E (Lt(x+ y)− Lt(x− y))
2
) 1
2
dy
)2
dx
Seeing that the function
x 7→
∫ ∞
0
|y|−γ
(
E (Lt(x + y)− Lt(x− y))
2
) 1
2
dy (6.24)
is bounded uniformly in x ∈ R, we conclude that since I1 is finite, I2 is finite as
well.
The process (Zγt (x))t≥0 is continuous and has a non-zero mean as long as
x 6= 0. Using Ho¨lder inequality it is easy to see that the process Zγ has all
moments. If we choose
FT = T
1+1/(αβ)−γ/β, (6.25)
then, we will see (in the more general setting of Theorem 2.8) that the finite
dimensional distributions of the process (GTt )t≥0 in (1.1) converge to the finite
dimensional distributions of the process which has the integral representation
Vt =
∫
R×Ω′
c(α)
1
αZt(x, ω
′)M(dx, dω′), (6.26)
where M is a symmetric α-stable random measure on R × Ω′ with intensity
λ1 ⊗ P
′ and
Zt(x, ω
′) =
∫ ∞
0
|y|−γ (Lt(x+ y, ω
′)− Lt(x − y, ω
′)) dy, x ∈ R. (6.27)
Lemma 6.5. The process V is H-sssi with H = 1 + 1αβ −
γ
β .
Proof. Let a1, . . . , am ∈ R and 0 ≤ t1 ≤ . . . ≤ tm < ∞. Take c > 0 and notice
30
that using Remark A.7
E
(
exp
(
i
m∑
j=1
ajGtj
))
= exp
(
−
∫
R
E
∣∣∣ m∑
j=1
ajZctj (x)
∣∣∣αdx)
= exp
(
− c1/β
∫
R
E
∣∣∣ m∑
j=1
ajZctj(c
1/βx)
∣∣∣αdx)
= exp
(
− c1/β
∫
R
E
∣∣∣ m∑
j=1
aj
∫ ∞
0
|y|−γ
(
Lctj(c
1/βx+ y)
−Lctj(c
1/βx− y)
)∣∣∣αdydx)
= exp
(
− E
∣∣∣ m∑
j=1
aj
∫ ∞
0
|y|−γ
(
Lctj(c
1/βx+ c1/βy)
−Lctj(c
1/βx− c1/βy)
)∣∣∣αdxc1/βc−(γα)/βcα/β)
= E
exp(icH m∑
j=1
ajGtj )

where the last inequality follows from (A.7). Hence G is self-similar with Hurst
coefficient H = 1+ 1αβ −
γ
β . The stationarity of increments follows immediately
once we notice that Lt+s(z) := L
0
t+s(z) = Ls(z) + L
ξs
t (z) for s, t ≥ 0 and z ∈ R
and use Fubini theorem.
Remark 6.6. In this setting H can take any value from the interval (12 , 1).
6.2.2 Proof of Theorem 2.8
Proof of Theorem 2.8 in the case γ1 < γ2. Without loss of generality we may
assume that f1 and f2 are nonnegative. Take any a1, . . . , am ∈ R and t1, . . . , tm ≥
0 and recall that the normalization in this case is given by
FT = g1(T
1/β)T 1+1/(αβ)−γ/β.
Then forGT as in (1.1) we have (after a change of variables and using symmetry)
Eexp
( m∑
j=1
ajG
T
tj
)
= exp
(∫
R
∫
R
E
(
eiM
T (x) − 1− 1{|z|≤1}zM
T (x)
)
×1{|z|>T−1/αβ}|z|
−1−αdzdx
)
, (6.28)
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where
MT (x) =
m∑
j=1
aj
(
g(T 1/β)−1
∫ ∞
0
g(T 1/βy)|y|−γ1
(
Ltj (x+ y)− Ltj (x)
)
dy
− T
−γ2+γ1
β g1(T
1/β)−1
∫ ∞
0
|y|−γ2g2(T
1/βy)
(
Ltj (x− y)− Ltj (x)
)
dy
)
. (6.29)
By Lemma 6.4, in the limit of (6.28) we can forget about the term
1{|z|>T−1/αβ} and by Lemma A.8 in the Appendix we only need to show the
convergence of
exp
(∫
R
E|MT (x)|αdx
)
. (6.30)
Very similarly as in the proof of Theorem 2.6 on can show that
lim
K→∞
lim sup
T→∞
∫
|x|>K
E|MT (x)|αdx = 0, (6.31)
and we will skip the proof. Thus, it remains to show that for any x ∈ R,
E|MT (x)|α, converges, up to multiplicative constant to
E
∣∣∣ m∑
j=1
ajZ˜tj
∣∣∣α, (6.32)
where Z˜ is defined by (2.22). For simplicity let us assume that m = 1, a1 = 1
and t1 = t. We can write M
T (x) =MT,1(x) −MT,2(x) with
MT,1(x) =
∫ ∞
0
g(T 1/βy)
g(T 1/β)
|y|−γ1
(
Lt(x+ y)− Lt(x)
)
dy, (6.33)
MT,1(x) = T
−γ2+γ1
β g1(T
1/β)−1
∫ ∞
0
|y|−γ2g2(T
1/βy)
×
(
Lt(x− y)− Lt(x)
)
dy. (6.34)
Fix r ∈ (0, 1). Similarly as in, e.g., Lemma 3.2, on can show, using Lemma 6.4,
that
lim
r→0+
lim sup
T→∞
E
∣∣∣g(T 1/β)−1 ∫ r
0
g(T 1/βy)|y|−γ1
(
Lt(x + y) − Lt(x)
)
dy
∣∣∣ = 0
(6.35)
We can show that the equivalent holds for MT,2(x). Now, as we consider only y
bounded away from zero, we can use Theorem 10.5.5 and Corollary 10.5.8 in [9]
to bound the integrals in MT,1(x) andMT,2(x) uniformly for all T large enough
and use dominated convergence to show that
E|MT (x)|α → E
∣∣∣Z˜t∣∣∣α (6.36)
as T →∞. This finishes the proof.
The proofs of other cases of Theorem (2.8) are very much like the one above
and we skip them for the sake of brevity.
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Appendices
A Preliminary Properties of Stable Local Times
Let (ξt)t≥0 be a symmetric β-stable Levy process with β ∈ (1, 2). It is well
known that in this case ξ admits a jointly continuous local time. Denote it by
Lt(x), x ∈ R, t ≥ 0. Here we provide number of facts that are used throughout
this paper. their proofs are relatively straightforward and we skip them and
provide the necessary references.
Lemma A.1. Let (Lt(x))t≥0 be a local time at x ∈ R of a symmetric β-stable
process (denoted by ξ) with β ∈ (1, 2). Then for any n ∈ N and t > 0
E (Lt(x))
n
=
n!
1
(2π)n
∫ t
0
. . .
∫ t
un−1
∫
Rn
eixz1e−(un−un−1)|zn|
β
e−(un−1−un−2)|zn−1|
β
. . . e−u1|z1|
β
dz1 . . . dzndu1 . . . dun. (A.1)
We also have
E (Lt(x))
n =
n!
∫ t
0
∫ t
u1
. . .
∫ t
un−1
pun−un−1(0) . . . pu2−u1(0)pu1(x)dun . . . du1, (A.2)
and
ELt(x1) . . . Lt(xn) =
∑
π∈Π(n)
∫
∆nT
pun−un−1(xπn − xπn−1) . . .
. . . pu2−u1(xπ2 − xπ2)pu1(xπ1)dun . . . du1. (A.3)
The proof is very similar to the proof of Lemma 1 in [8] and we skip it.
We will need a lemma about the asymptotic behavior of ELt(x) as |x| → ∞.
The proof is straightforward so we skip it.
Lemma A.2. For any t > 0 there exist constants C,C′ depending only on t
and β such that
ELt(x) ≤ C ∧ (C
′|x|−β−1). (A.4)
We also have the following lemma.
Lemma A.3. For x ∈ R, x 6= 0:
∫ t
0
(
pu(0) − pu(x))du = |x|
β−1
∫ t|x|−β
0
(
p1(0) − p1
( 1
u1/β
)) 1
u1/β
du. (A.5)
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Here p is the β-stable transition density. Putting
c =
∫ ∞
0
(
p1(0)− p1
( 1
u1/β
)) 1
u1/β
du, (A.6)
which is finite (see [8]), and noticing that the first integral in (A.5) is bounded
by a constant c1 depending only on t and β, we conclude that∫ t
0
(
pu(0)− pu(x))du ≤ c1 ∧ c|x|
β−1, x 6= 0. (A.7)
Lemmas A.4, A.5 and A.10 below are consequences of Lemma A.2 and the
fact that
∫ t
0 pu(x)dy = ELt(x).
Lemma A.4. For any t > 0 and any positive p > 0
E|Lt(x)|
p <∞, (A.8)
uniformly in x ∈ R.
Remark A.5. Using Ho¨lder inequality and Lemma A.4 we see that
E|Lt(x1) . . . Lt(xm)| <∞ (A.9)
uniformly in x1, . . . , xm ∈ R.
Lemma A.6. For any p ∈ (0,∞) and β ∈ (1, 2) we have∫
R
E |Lt(x)|
p
dx <∞. (A.10)
Remark A.7. For any a > 0 and z ∈ R the process (Lct(z))t≥0 has the same
law as (c1−1/βLt(
z
c1/β
))t≥0 (see Proposition 10.4.8 in [9]).
Lemma A.8. For α ∈ (0, 2), x ∈ R and any R > 0 we have
c(α)|x|α =
∫
R
(
1− eixu + ixu1{|u|≤R}
) du
|u|1+α
, (A.11)
where c(α) is a constant independent of x and R.
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