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Aux échelles de temps décennale à multidécennale, lAtlantique Nord se caractérise par 
une modulation de sa température de surface à grande échelle modifiant les conditions 
climatiques des continents alentours, en particulier le Sahel, lAmérique du Nord et 
lEurope. En raison dune faible couverture temporelle aux regards des échelles de 
temps considérées et dun faible échantillonnage de la structure tridimensionnelle de 
locéan, les observations ne permettent pas danalyser en détail les origines de cette 
variabilité connue sous le nom dOscillation ou Variabilité Atlantique Multidécennale 
(AMV). Dans cette thèse, nous avons utilisé le modèle de climat CNRM-CM5 comme 
laboratoire numérique pour étudier dune part les mécanismes physiques internes (par 
opposition à ceux forcés par les facteurs externes comme lactivité solaire, les gaz à effet 
de serre etc.) qui engendrent cette variabilité et dautre part la prévisibilité associée à 
cette variabilité. 
Lanalyse dune simulation de 1000 ans dite de contrôle (tous les forçages externes au 
système climatique sont maintenus constants) met en évidence que lAMV simulée par 
ce modèle est principalement contrôlée par les fluctuations multidécennales de la 
circulation océanique méridienne de retournement (AMOC) et du transport de chaleur 
méridien associé. La variabilité de lAMOC répond à lexcitation de modes de variabilité 
atmosphérique de type Est Atlantique (EAP) et Oscillation Nord Atlantique (NAO) en 
hiver. Ceux-ci déclenchent une réaction en chaîne de processus océaniques conduisant 
in fine ~30 ans plus tard à un événement dAMOC/AMV. La nature même de ces 
processus contrôle léchelle de temps de la variabilité. Plus précisément, nous avons mis 
en évidence le rôle crucial joué par les anomalies de densité océanique des 500 premiers 
mètres du gyre subpolaire sur les fluctuations de lAMOC. 
Dans une deuxième partie, nous nous sommes intéressés à lestimation de la 
prévisibilité associée à lAMV dans CNRM-CM5. Nous avons pour cela suivi une approche 
type « modèle parfait » en cherchant à « reprévoir », par une méthode ensembliste, les 
variations de la simulation de contrôle. Nous avons montré à partir dune série de 
métriques et de modèles statistiques, que, dans CNRM-CM5, lAMOC et lAMV sont 
prévisibles jusquà une échéance allant de 15 à plus de 30 ans en fonction des conditions 
initiales océaniques. Cette prévisibilité conditionnelle provient des anomalies de la 
densité du gyre subpolaire ! plus précisément de sa composante salinité ! et de leur 
évolution selon le mécanisme proposé. Finalement, nous trouvons que la prévisibilité 
océanique est associée à une prévisibilité sur les continents en termes de température 









At decadal to multidecadal timescale, the North Atlantic Ocean is characterized by a 
large-scale modulation of its surface temperature and heat/salt content. The latter, 
known as Atlantic Multidecadal Oscillation or Variability (AMV), is associated with 
anomalous climate conditions over the adjacent continents, especially over the Sahel, 
the north American continent and Europe. It is impossible from the sole observations to 
assess the origin of such a variability because of their short temporal coverage with 
respect to the involved timescale and because of their critical undersampling of the 
three dimensional states of the ocean. In this thesis, we have used the CNRM-CM5 
climate model as a numerical lab to first investigate the internal mechanisms (as 
opposed to forced by external factors such as solar, greenhouse gazes etc.) at the origin 
of the AMV and second to quantify the associated predictability. 
The analysis of a 1000-yr control simulation (external climate forcing maintained to a 
constant level) shows that the model AMV is mainly controlled by the multidecadal 
evolution of the Atlantic meridional overturning circulation (AMOC) and associated 
heat/salt transport. The AMOC low-frequency variability is forced by the excitation of 
wintertime atmospheric modes over the Atlantic, namely the East Atlantic Pattern and 
the North Atlantic Oscillation. Those kick a chain reaction of oceanic processes leading in 
fine about 30 years later to an AMOC/AMV event. Such a timescale is controlled by the 
ocean dynamics and thermodynamics intrinsic properties. More specifically, we insist on 
the critical role played by the density anomalies of the first 500-meter of the subpolar 
gyre in controlling a large part of the AMOC fluctuations. 
We then focus on the estimation of the predictability level of the AMV in CNRM-CM5. To 
do so, we adopt the so-called perfect model approach that consists in reforecasting the 
model itself via an ensemblist method. Based on the use of a series of metrics and simple 
statistical models, we show that the AMOC/AMV in CNRM-CM5 is predictable for 
leadtimes ranging from 15 to 30 years as a function of the oceanic initial conditions. 
Such a conditional predictability is linked to the evolution of the density anomalies of 
the subpolar gyre and more specifically its salinity component, in line with the above-
documented proposed mechanism. The oceanic predictability is associated to some 










Au cours du dernier siècle, lévolution de la température de surface de lensemble du 
bassin Atlantique Nord se caractérise par une tendance au réchauffement sur laquelle se 
superpose une succession de périodes anormalement chaudes et froides denviron 30-
40 ans. Cette variabilité multidécennale est associée à des modulations des conditions 
climatiques sur les continents alentours. Lorsque le bassin Nord Atlantique est plus 
chaud, par exemple, on observe une diminution des précipitations sur le Nordeste 
Brésilien qui contraste avec une augmentation des précipitations sur la bande 
Sahélienne. Aux moyennes latitudes, ces conditions anormalement chaudes sont 
synonymes détés plus secs sur lEurope du Nord et sur le Midwest Américain, modulant 
le débit des rivières. Un Atlantique Nord plus chaud favorise aussi laugmentation de 
lactivité cyclonique tropicale La liste est longue et les influences nombreuses. Prévoir 
les variations de la température de surface de lAtlantique Nord permettrait de réduire 
les incertitudes sur lévolution des conditions climatiques continentales à léchelle 
décennale. Cependant, la couverture temporelle des observations reste faible au regard 
des échelles de temps considérées et celles-ci se limitent souvent à la surface de locéan, 
ne permettant pas danalyser en détail les caractéristiques et les processus physiques 
gouvernant cette variabilité. Dans ce contexte, les modèles numériques de climat 
deviennent un outil indispensable pour améliorer notre compréhension de la variabilité 
observée du système climatique aux échelles de temps décennale à multidécennale. 
Cette thèse sinscrit dans ce cadre. Elle a pour objectifs dune part, de comprendre, à 
partir dune approche modélisatrice, les mécanismes à lorigine de la variabilité 
climatique de lAtlantique Nord aux échelles de temps décennale à multidécennale et 
dautre part destimer la prévisibilité associée à ces mécanismes. Nous nous limitons ici 
à létude de la variabilité générée par des processus physiques intrinsèques au système 
climatique, aussi appelée variabilité interne. Nous isolons ces processus en réalisant des 
simulations numériques durant lesquelles les forçages externes (gaz à effet de serre, 
volcans, activité solaire) sont maintenus constants. 
Ce mémoire sarticule en 5 chapitres, les deux premiers sont introductifs et posent les 
bases physiques et les concepts clés qui nous serviront dans cette thèse. Les chapitres 3 
et 4 présentent les résultats de nos travaux. Nous résumons les principaux résultats de 
notre étude et la concluons au chapitre 5. 
· Chapitre I : Léquilibre climatique et sa dynamique. Nous présentons les 
bases physiques utilisées dans cette thèse, notamment les notions fondamentales 








le jet-stream, la circulation de gyre et la circulation océanique méridienne de 
retournement. 
· Chapitre II : La variabilité climatique de lAtlantique Nord aux échelles de 
temps décennale à multidécennale. Une fois la trame de fond quest le climat 
moyen posée, nous présentons un état de lart de nos connaissances scientifiques 
de la variabilité décennale de lAtlantique Nord. Nous insistons notamment sur 
les enjeux qui existent à estimer les rôles respectifs de la variabilité interne et de 
la variabilité forcée à cette échelle de temps. 
· Chapitre III : Mécanisme de la variabilité interne de lAtlantique Nord aux 
échelles décennale à multidécennale et influences sur lEurope. Nous 
étudions dans ce chapitre les mécanismes à lorigine du mode de variabilité 
interne dominant de lAtlantique Nord aux échelles décennale à multidécennale 
tel que simulé par le modèle CNRM-CM5. Ce chapitre est centré sur un article 
publié dans Climate Dynamics (Ruprich-Robert et Cassou 2014). Deux 
compléments succins suivent cette analyse très détaillée. Le premier est axé sur 
linfluence de la variabilité décennale océanique sur loccurrence des extrêmes 
journaliers de température en Europe. Le deuxième porte sur létude dun mode 
de variabilité secondaire de lAtlantique Nord (de CNRM-CM5) de 
caractéristiques très différentes du mode multidécennal dominant. 
· Chapitre IV : La prévisibilité décennale de la région Atlantique Nord  
Europe. Après avoir documenté la variabilité décennale à multidécennale du 
modèle, nous étudions sa prévisibilité. Ce chapitre présente les résultats 
dexpériences de prévisibilité réalisées à partir dune approche en « modèle 
parfait ». Nous présentons et interprétons la prévisibilité associée aux principaux 
acteurs du mécanisme mis en évidence au chapitre III. 
· Chapitre V : Conclusion et perspectives. Nous concluons cette thèse en 
rappelant les principaux résultats de nos travaux et en discutant leurs limites 
pour finir sur des possibilités de travaux futurs. 
 







Chapitre I  Léquilibre climatique et sa 
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I-1) Le système climatique 
Le système climatique est constitué de latmosphère, des eaux de surface (océan, lacs et 
cours deau), de la cryosphère, des surfaces continentales et de la biosphère. Aux 
échelles de temps décennale à multidécennale, ce sont essentiellement locéan, 
latmosphère et la cryosphère qui jouent un rôle dans sa variabilité. Cependant, le 
système climatique est un tout indissociable qui ne peut être compris si une composante 
est oubliée. Nous présentons ici un bref aperçu de ces composantes : 
* latmosphère est lenveloppe gazeuse qui entoure la surface du globe terrestre. Elle est 
composée essentiellement de diazote (N2, ~78%), de dioxygène (O2, ~21%) et dArgon 
(Ar, ~0 ,9%), mais aussi de nombreux gaz traces, comme les gaz à effet de serre (dont les 
principaux sont la vapeur deau H20-, le dioxyde de carbone CO2- et le méthane CH4) 
et lozone (O3). Elle est divisée en 5 couches, de bas en haut : la troposphère, la 
stratosphère, la mésosphère, la thermosphère et lexosphère. Les limites entre ces 
différentes couches sont définies à partir des variations du profil vertical de 
température (Figure I.1). Dans la suite de ce manuscrit, nous nous intéresserons 
principalement à la troposphèrei qui est directement en contact avec les autres 
composantes du système climatique au niveau de sa limite inférieure, c'est-à-dire la 
surface terrestreii. Les caractéristiques physiques de latmosphère font que cette 
couche est chauffée par le bas (cf. I-2-1) ; la température y diminue donc avec laltitude, 
favorisant la convection atmosphérique sur lensemble de la colonne troposphérique. Au 
sommet de cette couche se trouve la tropopause, frontière physique entre la 
troposphère et la stratosphère, qui se caractérise par une forte inversion du gradient 
thermique verticaliii. 
* Locéan. De par la superficie quil occupe (71% de la surface du globe) et de par sa 
capacité calorifiqueiv, locéan est le régulateur du climat de notre planète. Il est 
essentiellement constitué deau liquide qui représente 96,5% de sa masse totale, mais il 
possède aussi des sels dissous (3,5%) qui constituent sa salinitév. Contrairement à la 
troposphère, locéan est réchauffé au niveau de sa limite supérieure (à lexception de 
certaines zones polaires), ce qui le rend moins dense en surface quen profondeur. Ainsi, 
locéan tend à être stratifié et stable selon la verticale. Cette stratification se matérialise 
                                                        
i Bien que cette couche soit la plus mince de toutes, elle représente 80-90% de la masse totale de lair. Cest aussi dans 
cette couche qua lieu la majorité des phénomènes météorologiques. 
ii Qui regroupe les surfaces continentales, les eaux de surface et la cryosphère. 
iii Dans la stratosphère, laugmentation de la température avec laltitude est due à labsorption du rayonnement solaire 
ultraviolet. Ce rayonnement est responsable de la formation de lozone stratosphérique qui, une fois formée, 
augmente le « pouvoir absorbant » de la couche  stratosphérique, amplifiant dautant plus son réchauffement. 
iv Grandeur quantifiant lénergie quil faut apporter à un corps pour augmenter sa température de 1°C. 
v Quantité de sel dissous dans leau de mer. Celle-ci est mesurée via la conductivité électrique de leau de mer par 
rapport à celle dune solution de salinité connue. La mesure de la salinité étant un rapport, cette quantité est sans 
dimension, cependant lunité « psu » (per standard unit) est souvent utilisée. 







par la présence dune thermoclinei, qui isole les premiers mètres de surface des 
profondeurs océaniques (Figure I.2). La salinité module cependant la densité des 
masses deau et nous verrons quelle doit impérativement être prise en compte pour 
comprendre la circulation océanique (cf. I-4). 
* La lithosphère. Les surfaces continentales, de par leurs reliefs et leurs propriétés 
physiques (rugosité, inertie thermique, ), contrastent avec les océans. Ce sont ces 
contrastes qui, pour une même latitude, expliquent en premier lieu les différences de 
climat entre deux points du globe (cf. I-3 et I-4). Les continents et les chaines 
montagneuses agissent comme des barrières pour les circulations océaniques et 
atmosphériques, obligeant les courants et vents à changer de direction à leur approche. 
De plus, la différence dinertie thermique entre continent et océan fait que la 
température des continents est plus sensible que celle de locéan au cycle saisonnier de 
                                                        
i Zone de fort gradient verticale de température. 
Figure I.1 : Profil de Température de lAtmosphère. Profil vertical schématique de la température 
atmosphérique et noms des différentes couches. 
Figure I.2 : Profil de Température de lOcéan. Profil vertical schématique de la température 
océanique. 







lensoleillement. Cette différence engendre des variations de températures continentales 
plus marquées, créant des gradients thermiques terre-mer qui sont, entre autres, à 
lorigine des circulations de mousson. Nous verrons dans les parties I-3 et I-4 comment 
les circulations atmosphériques et océaniques sont modifiées par la présence des 
continents. 
* La cryosphère représente lensemble des zones du globe où leau se trouve à létat 
solide et comprend principalement, la banquise (glace de mer), les calottes et glaciers 
(glace continentale) et la neige. Ses propriétés lui confèrent la particularité de réfléchir 
le rayonnement solaire, aussi appelé albédoi, jouant sur la quantité dénergie reçue par 
la Terre (cf. I-2). Sa présence modifie les échanges deau, dénergie et de matière entre 
les autres composantes du système climatique en agissant (partiellement) comme un 
isolant à linterface de ces milieux. De plus, lors de la formation de banquise, leau de mer 
se congèle et rejette une grande partie de son sel, entraînant une augmentation de 
salinité, et donc de densité de leau sous-jacente (cf. I-4-3). 
* La biosphère est lensemble des êtres vivants sur Terre (milieux terrestre et marin). 
Celle-ci se trouve principalement à la surface de la planète, à linterface des quatre 
autres composantes du système climatique. Elle influence les échanges entre sous-
systèmes en affectant les cycles de leau, du carbone et de lazote. Par exemple, 
localement, la présence de végétation agit sur le cycle hydrologique. Elle augmente le 
contenu en eau des sols en diminuant le ruissellement des eaux de pluie. Par 
évapotranspirationii, cette eau est plus ou moins rendue à latmosphère, pouvant 
éventuellement redonner naissance à des précipitations. Dans la forêt amazonienne, 
cette rétroaction positive est responsable de 75% de leau de pluie. Elle tend à rendre 
latmosphère encore plus humide quelle ne le serait sans végétation. La biosphère 
modifie aussi lalbédo du milieu où elle se trouve, jouant ainsi sur la quantité dénergie 
solaire absorbée par le système climatique. 
Les composantes du système climatique, de caractéristiques très différentes, 
interagissent et rétroagissent donc les unes avec les autres en échangeant matière et 
énergie. Ce sont ces échanges internes qui permettent au système climatique, forcé à la 
fois par le rayonnement solaire et par la rotation de la Terre, de se maintenir dans un 
état déquilibre global. Nous comprenons alors que la perturbation de l'une de ces 
composantes peut entraîner des réactions en chaîne (souvent complexes) susceptibles 
de perturber l'ensemble de l'équilibre du système climatique. 
                                                        
i Lalbédo est défini comme la fraction du rayonnement solaire visible incident réfléchi par une surface. 
ii Terme scientifique regroupant les phénomènes dévaporation physiques et de transpirations de la biosphère. 







I-2) Léquilibre énergétique 
I-2-1) Léquilibre énergétique global 
Dun point de vue global et sur une année, la température moyenne à la surface de notre 
planète est denviron +15°C. En nous basant sur létude de Trenberth et al. (2009), 
réalisée à partir de réanalyses climatiquesi, nous résumons ci-dessous léquilibre 
énergétique conduisant à une telle température de surface. 
Premièrement, la Terre est chauffée par le Soleil. Ce dernier, situé à environ 150.109km 
de notre planète, a une température de surface de lordre de 5480°C. Selon la loi de 
Stephan-Boltzmann, lénergie solaire reçue sous forme de rayonnement le long de 
lorbite terrestre est égale à E0~1364W.m-2ii et sa bande de fréquence est centrée sur le 
domaine du visible (aussi dénommé Shortwave ou  SW). A tout instant, la Terre capte ce 
rayonnement sur son hémisphère faisant face au Soleil. Une fois répartie sur lensemble 
du globe, il résulte quune surface d1m² située au sommet de latmosphère terrestre 
reçoit en moyenne 341W.m-2 dénergie sous forme de rayonnement solaire. 
Ce rayonnement visible entre alors dans latmosphère. La Figure I.3 montre que 
seulement 50% (161W.m-2) de celui-ci sont absorbés par la surface du globe. Environ 
20% (78W.m-2) sont absorbés directement par latmosphère et 30% (102W.m-2) sont 
réfléchis par latmosphère et la surface. Cette fraction réfléchie est appelée albédo 
terrestre. 
Lénergie solaire atteignant la surface du globe augmente la température de celle-ci qui 
émet en retour un rayonnement dans une bande de fréquence située dans le domaine de 
linfrarouge thermique (IR ; aussi dénommé Longwave ou LW). Uniquement 10% de ce 
rayonnement traversent latmosphère et sont directement réémis vers lespace. Les 90% 
restant sont absorbés par les gaz à effet de serre (GES). Leur présence a pour 
conséquence daugmenter la température de latmosphère terrestre qui émet à son tour 
dans le domaine de lIR. Une partie de ce rayonnement est dirigée vers le bas et amplifie 
la température de la surface, créant une rétroaction positive sur la température du 
système {atmosphère - surface terrestre}. Cette amplification porte le nom deffet de 
serre. Notons que sans les GES, la température moyenne à la surface du globe serait de 
lordre de -18°C, ce qui naurait probablement pas permis lapparition de la vie sur 
Terre, ou tout du moins pas sous la forme que nous connaissons La description de 
                                                        
i Les réanalyses sont des sorties de simulations numériques de climat contraintes au cours de leur intégration par des 
données observées, de sorte que létat simulé dune date d soit le plus proche possible de celui ayant eu lieu dans la 
réalité. Lobjectif de cette approche est de pallier aux manques dobservations directes des variables climatiques et 
dapporter une estimation de la structure tridimensionnelle du système climatique global. Les réanalyses ne sont donc 
pas des observations au sens strict, mais ne sont pas non plus des « objets » purement modèle. 
ii Cette quantité dénergie par unité de surface est appelée « constante solaire ». Nous verrons à la section II-1 que des 
incertitudes existent sur la valeur de cette constante et que celle-ci nest pas si constante que cela 







leffet de serre que nous venons de faire reste très simpliste et nous invitons le lecteur à 
lire larticle de Dufresne et al. (2011) pour plus de détails. 
Dans le domaine de lIR, la surface du globe émet 396W.m-2 et reçoit de latmosphère 
333W.m-2. Elle perd donc 63W.m-2 dans cette bande de fréquence alors quelle gagne 
161W.m-2 dans le visible, soit  un excédent de 98W.m-2 dénergie sous forme radiative. 
Ce gain est compensé par une perte dénergie provenant à la fois du cycle de leau et de 
la diffusion thermique : 
- lors des processus dévapotranspiration et de précipitation, latmosphère gagne 
80W.m-2 en moyenne par chaleur latente au détriment de la surface, 
- La surface étant en moyenne plus chaude que latmosphère, latmosphère gagne 
~17W.m-2 par chaleur sensible. 
Malgré tout, le bilan n'est pas fermé puisque la surface terrestre reçoit environ 1W.m-2 
qui n'est compensé par aucune perte. Daprès le Groupement International dExpert su 
le Climat (GIEC), il est « extrêmement probable »i que ce petit déséquilibre énergétique 
soit dû aux activités anthropiques auxquelles on attribue le réchauffement climatique 
actuel (Stocker et al. 2013, ci-après AR5). Nous verrons dans la section II-1 comment ce 
                                                        
i Termes consacrés dans les rapports du GIEC. 
Figure I.3 : Bilan Energétique Global. Bilan radiatif du système {Atmosphère-Surface terrestre}. 
Les valeurs numériques indiquent lintensité des flux énergétiques (en W.m
-2
) en moyenne 
globale et annuelle sur la période 2000-2004, telle questimée à partir dobservations 
satellitaires, notamment mesurées par le système CERES (Wielicki et al. 1996) pour les flux au 
sommet de latmosphère. Des incertitudes sont associées à chacun des termes. Elles sont de 
lordre de 5 à 10W.m
-2
 pour les flux au sommet de latmosphère, et de 10 à 15W.m
-2
 à la 
surface (Zhang et al. 2009). La plus large des incertitudes concerne le flux infrarouge émis par 
latmosphère vers la surface (Back Radiation) qui dépend de la couverture nuageuse, ainsi que 
des températures et humidité atmosphériques. (Crédits : Trenberth et al. 2009). 







déséquilibre modifie la température globale mais notons ici quenviron 93% de cette 
énergie excédentaire sont absorbées par locéan (Hansen et al. 2005). 
Ce bilan énergétique global nous renseigne ainsi sur les ordres de grandeur typiques des 
flux dénergie contrôlant la température de la surface terrestre. Celui-ci cache 
néanmoins les disparités existant entre les différentes zones du globe qui sont à lorigine 
de la dynamique du système climatique. Afin de comprendre cette dynamique, nous 
commençons par déplier le bilan énergétique global selon laxe méridien. 
I-2-2) Le déséquilibre radiatif méridien 
Lénergie solaire reçue par la Terre (Shortwave) est fonction de la latitude qui détermine 
linclinaison des rayons du Soleil par rapport au zénith, avec un maximum de chauffage 
dans la bande tropicale et des minima situés aux pôlesi (Figure I.4). Sur une année, le 
différentiel dénergie reçue est denviron 3, entre un point situé aux latitudes tropicales 
(3) et un situé dans les régions polaires (1). 
Localement, le flux radiatif sortant (Longwave) négale pas le flux incident, engendrant 
un surplus dénergie dans la bande de latitudes [-45°S ; +40°N] et un déficit dénergie 
aux latitudes plus élevées. Ce déséquilibre radiatif est compensé par les circulations 
méridiennes atmosphérique et océanique, qui transportent le surplus dénergie 
tropicale jusquaux pôles. Sans ce transport de chaleur méridien, un simple bilan 
dénergie nous apprend que les pôles seraient environ 28°C plus froid et léquateur 14°C 
plus chaud ! 
Sur la Figure I.5, le transport de chaleur apparaît comme principalement assuré par 
latmosphère en dépit dhétérogénéités en fonction de la latitude et de lhémisphère. A 
partir de réanalyses, Trenberth et Caron (2001) ont montré (i) que locéan joue un rôle 
majeur entre 0° et 15° et (ii) quà la latitude du maximum de transport de chaleur totale 
(i.e. ~35°), environ 78% sont contrôlés par latmosphère dans lhémisphère Nord, contre 
92% dans lhémisphère Sud. 
Afin de comprendre comment le surplus énergétique tropical est transmis aux pôles, 
nous allons présenter, dans les prochaines sections, les principaux traits des circulations 
atmosphérique (I-3) et océanique (I-4). 
 
                                                        
i Notons ici que la racine grecque du mot climat, « !"#$& », signifie « inclinaison » : les premiers découpages 
climatiques étaient basés sur linclinaison des rayons du Soleil par rapport à lhorizon. 








Figure I.4 : Bilan dEnergie Méridien. Représentation schématique du bilan énergétique terrestre 
total. (Modifiée de NASA). 
 
Figure I.5 : Transport de Chaleur Méridien. Transport méridien de chaleur requis pour équilibrer les 
flux radiatifs (trait plein bleu), et estimation du transport méridien de chaleur par latmosphère (trait 
mixte vert) et par locéan (tirets rouge). Le transport méridien est défini positif vers le nord. (Crédits : 
Trenberth et Caron 2001).  







I-3) Quelques notions de dynamique atmosphérique 
Cest George Hadley qui, au 18ème siècle, pour expliquer les caractéristiques des vents 
tropicaux dénommés les Alizési, évoque le premier lexistence dune circulation 
méridienne atmosphérique. Dans son modèle, Hadley concevait une circulation 
symétrique par rapport à léquateur et basée sur deux cellules recouvrant chacune un 
hémisphère entier (Figure I.6gauche). Aujourdhui, nous savons que ce modèle ne peut 
être stable en raison de la forte vitesse de rotation de la Terre sur elle-même et nous la 
représentons divisée en trois parties distinctes (Figure I.6droite). Les cellules de 
Hadley désignent la branche tropicale et les cellules des moyennes et hautes latitudes 
sont respectivement appelées cellules de Ferrelii et cellules Polaires. Précisons 
néanmoins que ces « cellules » sont fictives et correspondent à une vision très simplifiée, 
elles cachent des mouvements complexes dont nous allons essayer de comprendre les 
origines. 
I-3-1) Le chauffage solaire et la dynamique tropicale 
I-3-1-a) Les cellules de Hadley 
Sous leffet du chauffage radiatif, les masses dair tropical des basses couches sallègent 
(chaudes et humides) et sélèvent par convection dans la troposphère. Lors de cette 
ascendance, les masses dair se refroidissent par expansioniii et la vapeur deau quelles 
contiennent condense, formant des nuages cumuliformes responsables du fort taux de 
précipitations observé autour léquateur. Ce processus diabatique réchauffe (par chaleur 
latente) le milieu ambiant et amplifie le mouvement ascendant des masses dair. En haut 
de la troposphère, la tropopause par son gradient thermique joue schématiquement le 
rôle dun véritable couvercle, empêchant les  masses dair de sélever plus haut. En 
moyenne lair est alors transporté par divergence vers de plus hautes latitudes. 
                                                        
i Vents soufflants dEst en Ouest et orientés vers léquateur. 
ii Du nom de Wiliam Ferrel qui au 19è siècle suggéra pour la première fois lexistence dune subsidence intermédiaire 
au-delà des tropiques. 
iii Cette propriété est très fréquemment approximée par léquation des gaz parfaits : PV = nRT. 







Lors de ce transport, les masses dair sont progressivement accélérées vers lEst. En 
effet, en raison de sa vitesse de rotation, notre planète insuffle aux mouvements des 
masses dair une composante rotationnelle : cest la force de Coriolisi. Pour illustrer 
cette accélération dEst, imaginons une expérience simple : quelquun faisant tourner 
autour de son doigt (de manière constante) un bouchon en liège accroché à lextrémité 
dune ficelle. Pensons à ce qui se passe lorsque la personne laisse la ficelle senrouler 
autour de son doigt. Si cette expérience est correctement réalisée (et observée 
correctement), plus le bouchon se rapproche du doigt, c'est-à-dire de son axe de 
rotation, plus sa vitesse de rotation augmente. Le même phénomène se produit dans 
latmosphère lorsque les masses dair sont transportées vers les pôles : leur distance à 
laxe de rotation terrestre diminue, elles acquièrent alors une vitesse zonale dirigée vers 
lEstii de plus en plus intense. En physique cette relation est connue sous la loi de 
conservation du moment cinétiqueiii. 
Il arrive cependant un stade où les vents dOuest deviennent trop puissants pour que la 
circulation reste stable, créant une limite physique à lextension de la cellule de Hadley 
(nous verrons dans la section I-3-2 que cette limite est aussi due au différentiel de 
température équateur-pôle). Sur Terre, cette limite est atteinte aux environs de 30° de 
latitude et rend irréaliste la vision dune circulation méridienne basée sur lexistence 
dune unique cellule par hémisphère telle que Hadley lavait imaginée. 
                                                        
i Force perpendiculaire et proportionnelle à la vitesse de tout corps en mouvement à la surface dun système en 
rotation, sur Terre elle tend à dévier le mouvement des corps vers la droite dans lhémisphère Nord et vers la gauche 
dans lhémisphère Sud. 
ii  Générant des vents dOuest, car les masses daire se mettent à tourner plus vite que la Terre sur son axe. 
iii Cette loi est directement issue du principe fondamental de la dynamique appliqué à une particule soumise à un 
mouvement de rotation. 
Figure I.6 : Circulation Méridienne Atmosphérique. (gauche) Représentation schématique de la 
Circulation méridienne selon Hadley (Crédits : Lorentz 1967). (droite) Représentation schématique 
actuelle de la circulation méridienne. (Crédits : IFREMER). 







Les masses dair tropical, transportées par la branche haute de la circulation de Hadley, 
regagnent donc progressivement la surface vers 30° de latitude. Au cours de cette 
subsidence leur humidité relative diminue par assèchement adiabatique. Cette branche 
descendante est ainsi responsable des mouvements de subsidence qui prédominent à 
ces latitudes (inhibant la convection atmosphérique) et des déserts dits « subtropicaux » 
(ex : désert d'Arabie, de Syrie, le Sahara, Atacama, ...). Elle explique aussi la présence des 
maxima de pressioni atmosphérique situés à cette latitude (une masse dair sèche étant 
plus dense quune masse dair humide). Sen suit un transport retour en surface des 
subtropiques vers léquateur. Au cours de ce transport les masses dair sont accélérées 
vers lOuest par conservation du moment cinétique et donnent naissance aux vents dEst 
de surface : les Alizés. Aux alentours de léquateur, les Alizés de lhémisphère Nord 
rencontrent ceux de lhémisphère Sud, formant la Zone de Convergence 
InterTropicale (ZCIT, ou ITCZ en anglais). Cette convergence amplifie leffet du 
chauffage radiatif en favorisant la convection  profonde à léquateur 
I-3-1-b) Les cellules de Walker 
La circulation tropicale nest cependant pas exclusivement méridienne. En effet, les 
contrastes zonaux de températures, générés par les différences terre-mer et par la 
température de surface des océans qui est plus chaude aux bords Ouest quaux bords Est 
(cf. I-4), engendrent une dynamique zonale : la circulation de Walkerii. La Figure I.7 
montre que les mouvements ascendants (pilotés par la convection et la libération de 
chaleur latente associée) liés à cette circulation sont les plus intenses au dessus des 
zones tropicales les plus chaudes, c'est-à-dire les continents. Les subsidences ont lieu 
aux niveaux des bords Est des océans, qui sont en moyenne plus 
froids.
 
                                                        
i Qui est le poids de la colonne datmosphère surplombant une surface dun mètre carrée. 
ii Du nom de Gilbert Walker qui, au début du 20ème siècle, fut le premier à observer cette circulation. 
Figure I.7 : Circulation de Walker. Représentation schématique de la circulation zonale de Walker. 







La zone convective tropicale la plus intense se situe entre lAsie du Sud-Est et lAustralie, 
région appelée continent maritime. Ce maximum convectif sexplique par le fait qu'avant 
d'atteindre cette région, les Alizés ont préalablement traversé le Pacifique tropical (la 
plus grande étendue deau chaude de la planète) où ils se sont fortement chargés en 
humidité. Au niveau du continent maritime, la convergence de masse et dhumidité ainsi 
que la présence de températures de surface particulièrement chaudes (qui dépassent le 
seuil dinstabilité convective de ~27°C) initient la convection. Celle-ci est alors 
fortement amplifiée par la libération de chaleur latente provenant de lhumidité 
contenue dans les masses dair. 
Précisons que les circulations de Hadley et de Walker sont fonction de lensoleillement 
et sont donc caractérisées par un cycle saisonnier. La localisation de la ZCIT suit ainsi la 
position du maximum de température de surface et engendre une asymétrie entre les 
cellules de Hadley des deux hémisphères. La circulation hivernale est beaucoup plus 
intense et sétend sur une bande de latitudes plus larges (en traversant léquateur) que 
celle de lhémisphère dété. Cette asymétrie tend à rééquilibrer le contraste thermique 
engendré par le cycle saisonnier de lensoleillement. 
Ainsi, nous avons vu que la dynamique atmosphérique tropicale peut être considérée 
comme la superposition dune circulation méridienne (les cellules de Hadley) et dune 
circulation zonale (les cellules de Walker). C'est cette dynamique qui assure, de manière 
intégrée sur toute la troposphère, un transport net de chaleur des tropiques vers les 
subtropiques. Nous allons maintenant comprendre comment la chaleur est ensuite 
transportée jusquaux pôles.  
I-3-2) La rotation terrestre et la dynamique des moyennes latitudes  
I-3-2-a) Le jet stream 
Aux latitudes tropicales, les masses dair sont plus chaudes quaux latitudes 
extratropicales en raison dun rayonnement solaire incident plus important et de la 
chaleur latente libérée lors de la convection profonde. Une même masse dair est donc 
répartie sur une colonne atmosphérique plus grande aux tropiques quaux moyennes 
latitudesi. Ceci explique à lordre zéro pourquoi la tropopause (limite entre latmosphère 
instable et latmosphère stable, cf. Figure I.1) se trouve à une latitude plus élevée à 
léquateur quaux pôlesii. Aux alentours de 30° de latitude, la rencontre des masses dair 
tropicales et des masses dair des moyennes latitudes saccompagne de gradients 
                                                        
i Suivant lhypothèse dun équilibre hydrostatique découlant de léquation détat : PV=nRT 
ii Précisons néanmoins que cette différence sexplique aussi par le fait que la pression à laquelle se trouve la 
tropopause est plus faible aux tropiques quaux extratropiques. Autrement dit, la quantité de matière (ou le poids de 
latmosphère) au dessus de cette limite est plus faible aux tropiques. En effet, les intenses mouvements verticaux liés à 
la convection profonde entrainent un mélange turbulent plus important aux latitudes tropicales, repoussant la limite 
entre latmosphère instable et latmosphère stable à une altitude (pression) plus (moins) élevée. 







horizontaux de température et de pression de plus en plus marqués avec laltitude 
(Figure I.8). Or, la relation du vent géostrophiquei indique que ces différentiels de 
pression engendrent des vents dOuest de plus en plus intenses avec laltitude (ce 
phénomène porte aussi le nom de propriété du vent thermique). Les plus forts vents 
dOuest générés sont confinés à un tube zonal relativement étroit situé dans la haute 
troposphère : cest le courant jet ou jet stream (Figure I.8). En moyenne durant les 
mois dhiver, les vitesses enregistrées à lintérieur de ce tube peuvent atteindre 30 à 
40m.s-1 (i.e. 110-150km.h-1). Le jet étant fonction du gradient thermique horizontal, sa 
position et son intensité sont fonction du cycle saisonnier de lensoleillement et suivent 
les variations de la circulation tropicale. Le courant jet est ainsi plus intense et plus 
proche de léquateur en hiver quen été. De même, les vents les plus forts se situent aux 
longitudes des ascendances de la circulation de Walker. 
 
Figure I.8 : Schéma du Jet Stream. Coupe schématique de latmosphère au niveau dun maximum de 
courant jet. 
Si les jets étaient purement zonaux,  ils ne participeraient pas au transport dénergie 
vers les pôles. Aussi, nous allons voir maintenant que leur écoulement, bien que 
majoritairement d'Ouest, peut être vu comme la superposition de méandres de 
différentes échelles spatiales et temporelles. Certains de ces méandres sont quasi-
stationnaires, dautres se propagent, mais tous vont contribuer à transporter la chaleur 
des subtropiques vers les latitudes polaires et à diminuer le déséquilibre énergétique 
méridien: lorsque le flux dair est dirigé vers le pôle il advecte de la chaleur et, 
inversement, lorsque sa trajectoire est dirigée vers léquateur il advecte du froid. Pour 
comprendre le comportement physique de ces méandres, il faut tenir compte des 
disparités de la surface du globe et ne surtout pas oublier que la Terre tourne ! 
                                                        
i Aussi connue sous la loi de Buys-Ballot. Cest la solution de la circulation dun fluide considéré à l'équilibre 
hydrostatique lorsque seules sont prises en compte les forces de pressions horizontales et la force de Coriolis. Cette 
relation dit que les vents horizontaux sont proportionnels et perpendiculaires aux gradients horizontaux de pression, 
laissant les basses pressions sur la gauche dans lhémisphère Nord et sur la droite dans lhémisphère Sud. Cette 
relation permet dexpliquer la majeure partie de la dynamique atmosphérique de grande échelle et/ou sur une longue 
échelle de temps (en dehors de la bande équatoriale où la force de Coriolis ne se projette pas sur le plan horizontal, cf. 
I-3-2-b). 







I-3-2-b) Les méandres stationnaires du jet 
Dans lhémisphère Nord, Charney et Eliassen (1949) ont montré que lallure générale du 
jet était façonnée par les positions des Rocheuses et du massif Himalayen, expliquant 
ainsi le gonflement des conditions anticycloniques aux niveaux des Açores et à lEst du 
Pacifique (Figure I.9). En effet, pour franchir ces chaînes montagneuses le jet na dautre 
possibilité que de les contourner par le Nord. Si le courant était dévié vers le Sud, la 
conservation du moment angulaire lobligerait à repartir vers lOuest. 
 
Figure I.9 : Position Méridienne du courant jet. Ecart à sa moyenne zonale à 40°N du géopotentiel à 
500hPa pour les observations (trait plein) et les solutions du modèle de Charney et Eliassen (1949) 
avec comme reliefs uniquement le massif Himalayen (tiretés longs) et uniquement les Rocheuses 
(tiretés courts). (Crédits : Oort 1982). 
Pour comprendre le comportement du jet après le passage du relief, nous devons 
introduire une autre loi de conservation : la conservation de la vorticité potentielle 
(noté PV, pour Potential Vorticity en anglais). Cette loi dit que la rotation (ou la vorticité) 
dune colonne de fluide, dont lénergie reste constante au cours du temps, doit se 
conserveri. Or, à la surface de la Terre, une colonne atmosphérique est soumise à deux 
types de rotation : celle induite par la rotation de la Terre, dénommée vorticité 
planétaire (notée fii) et celle induite par la rotation « locale » des vents, aussi appelée 
vorticité relative (notée !r). La conservation de la vorticité potentielle sécrit donc : ܸܲ ൌ ఍ுೌ ൌ ሺ௙ା఍ೝሻு ൌ ܿ௧௘   (éq. I.1)  
où !a est la vorticité absolue et H, la hauteur de la colonne de fluide. 
Par convention, la vorticité est considérée comme positive lorsque la rotation seffectue 
dans un sens antihoraire (ou trigonométrique, ou encore cyclonique) par rapport à un 
axe orienté du pôle Sud vers le pôle Nord. Cest donc le cas de f dans lhémisphère Nord, 
                                                        
iLa conservation de la vorticité potentielle se démontre en calculant la dérivée temporelle du produit scalaire entre le 
rotationnel des vents et le gradient de température, ce qui se traduit physiquement par étudier lévolution temporelle 
de ladvection de chaleur par le tourbillon du courant. 
ii Aussi appelé « paramètre de Coriolis » mais nous pouvons croire que cest en lhonneur de Foucault ou Ferrel, deux 
physiciens ayant aussi travaillé sur les effets de la rotation terrestre, que la lettre f est généralement utilisée. 







qui représente leffet de la rotation de la Terre (i.e. de la force de Coriolis) sur les 
mouvements horizontaux de la colonne atmosphérique : ݂ ൌ ʹπ  ߮     (éq. I.2)  
où ! représente la vitesse de rotation de la Terre et " la latitude. Cette expression 
montre que la vorticité planétaire est fonction de la latitude : elle est nulle à léquateur et 
maximale aux pôlesi. 
Ainsi, lorsque les masses dair contournent un massif rocheux par le Nord, leur vorticité 
planétaire augmente. En considérant que la hauteur de la colonne atmosphérique reste 
constante, la conservation de la vorticité potentielle oblige les masses dair à acquérir 
une vorticité relative négative : elles se mettent à tourner dans un sens anticyclonique. 
Cette rotation les entraîne vers le Sud et les fait parvenir jusquà une latitude plus basse 
que celle de départ et il se produit le phénomène inverse. Elles acquièrent une vorticité 
relative positive pour compenser la diminution de la vorticité planétaire. 
Ajoutons quen plus du forçage orographique, le simple contraste entre surfaces 
continentales et océans (différence de friction, différence dapport de chaleur latente) 
influence aussi cette circulation stationnaire. Ainsi, le profil vertical du vent au niveau 
des maxima de jets ne peut-être expliqué sans prendre en compte le fort gradient 
méridien de température naissant en hiver entre continent et océan à la frontière Est 
des continents (de manière cohérente avec léquilibre du vent thermique). 
Le transport de chaleur vers le pôle induit par les méandres stationnaires du jet est 
principalement effectué dans la moyenne et haute troposphère, là où le produit entre les 
vents et les gradients horizontaux de température est le plus important. Cependant, 
cette circulation stationnaire est loin dexpliquer la totalité du transport méridien de 
chaleur effectué par latmosphère. A 40°N par exemple, elle nexplique que ~20% du 
transport réalisé au cours dune année (Malardel 2005). Dans lhémisphère Sud, la 
quasi-absence de surface continentale nentraîne pas de circulation stationnaire. Nous 
allons voir maintenant quaux moyennes latitudes la majorité de ce transport est 
effectuée par les perturbations transitoires du jet. 
I-3-2-c) les dépressions 
Aux niveaux des maxima de jets, lécoulement devient thermodynamiquement instable 
et ne satisfait plus les hypothèses dun équilibre géostrophique. En effet, dans ces 
régions localisées sur les bords Est des continents les gradients horizontaux de 
température et de pression ne se superposent pas, deux masses dair de densité 
                                                        
i A léquateur la rotation de la Terre induit uniquement une vitesse sur le plan vertical dun lieu, elle na donc pas 
deffet sur la rotation horizontale dune colonne atmosphérique. En revanche, plus on se rapproche des pôles et plus 
leffet de la rotation terrestre se projette sur le plan horizontal du lieu, affectant de plus en plus la rotation horizontale 
dune colonne atmosphérique. Cest de cette projection que vient le sin dans lexpression de f. 







différentes peuvent donc se trouver à un même niveau de pression : on parle de 
baroclinicité. Cette baroclinicité est favorable à la création et à la croissance 
dinstabilités transitoires déchelle synoptique (~1000km) : les cyclones 
extratropicaux, communément appelés dépressions. 
Ces perturbations transitoires, dont la présence est déterminée par la puissance du 
courant jet qui joue le rôle dun véritable rail des dépressions (Figure I.10), vont avoir 
deux effets antagonistes en retour sur ce dernier. Premièrement, les anomalies 
cycloniques sont responsables dun transport de chaleur vers le pôle en brassant les 
masses dair sur leur passage, ce qui tend à diminuer le gradient horizontal de 
température et, via la relation du vent thermique, à diminuer lintensité du courant jet. 
Deuxièmement, la forme des dépressions est telle que celles-ci sont responsables dun 
transport net de quantité de mouvement zonal vers le pôle, renforçant ainsi lintensité 
du courant jet. Ce processus est à lorigine du décalage vers le pôle des zones de vent fort 
sur les océans en sortie des rails des dépressions, comme cela est visible en Atlantique 
Nord sur la Figure 1.10. 
 
Figure I.10 : Jet et Dépressions. Nombre moyen de dépressions
i
 durant l'hiver étendu (mois de 
Novembre à Mars) (couleurs) et intensité moyenne du vent zonal à 200hPa durant l'hiver (mois de 
Décembre à Février; contour, en m.s
-1
) sur la région Atlantique Nord-Europe. Données NOAA 20CR. 
                                                        
i Détecté à partir de l'algorithme de suivi des dépressions (Ayrault 1998) développé à Météo-France. 







I-4) Quelques notions de dynamique océanique 
Locéan planétaire, bien que formant une unique masse deau, peut être artificiellement 
divisé en quatre sous bassins : locéan Pacifique, locéan Atlantique, locéan Indien et 
locéan Austral. Dans chacun de ces bassins, la dynamique horizontale de grande échelle 
sorganise en larges boucles de circulation cycloniques et anticycloniques, appelées 
gyres, qui rappellent la circulation atmosphérique (Figure I.11). Ces gyres présentent 
des caractéristiques communes. A lOuest ils sont constitués dintenses courants 
confinés le long du trait de côte, appelés courants de bords Ouest (ex : le Gulf Stream et 
le Kurushio pour, respectivement les gyres subtropicaux de lAtlantique et du Pacifique 
Nord). Ces courants sont prolongés vers lEst par les dérives dOuest comme la dérive 
Nord Atlantique. Lobjectif de cette section est de comprendre lorigine de ces 
circulations de gyre et de leur courant de bord Ouest pour ensuite évaluer leur 
contribution dans le transport méridien de chaleur océanique et donc dans léquilibre 
énergétique de la planète. 
 
Figure I.11 : Circulation Océanique Horizontale. Représentation schématique des principaux courants 
océaniques. (Crédits : Tolmazin 1985) 
I-4-1) Le vent : moteur de la circulation océanique de surface 
Locéan a une inertie dynamique beaucoup plus importante que celle de latmosphère ; 
ses courants sont en moyenne deux ordres de grandeur inférieurs à ceux des vents 
(même pour les intenses courants de bord Ouest, la vitesse est rarement supérieure à 
1m.s-1). Dun point de vue atmosphérique, locéan est donc une surface quasi-statique 







dont la rugositéi freine sa circulation. Pour locéan, le stress du ventii atmosphérique 
est un apport dénergie dynamique qui met en mouvement ses couches de surface. 
I-4-1-a) Découverte du lien entre le vent et les courants de surface 
Cest à la fin du 19ème siècle, suite à la légendaire expédition Fram (1893-1896), que 
leffet du vent sur locéan a été mis en évidence. Au début des années 1880, suite à la 
découverte sur la banquise Groenlandaise de débris dun bateau ayant échoué au Nord-
Est de la Sibérie quelques années plus tôt, des scientifiques suspectèrent lexistence dun 
courant transpolaire entraînant une dérive de la banquise. Cest de cette idée quest née 
lexpédition Fram, menée par le norvégien Fridtjof Nansen, dont lobjectif était 
datteindre pour la première fois le pôle Nord. Pour y parvenir, il fut décidé 
demprisonner le navire Fram dans la glace de mer au Nord de la Sibérie. Le pari était 
alors que la banquise Arctique entraînerait le Fram jusquau pôle en quelques années. 
Même si lexpédition Fram ne parvint jamais au pôleiii, elle confirma que la banquise de 
mer dérivait et les nombreuses observations scientifiques réalisées lors de ce voyage 
permirent dénoncer les premières lois de la circulation océanographique. Notamment, 
Fridtjof Nansen constata que la banquise (et donc son bateau) dérivait constamment 
vers la droite des vents avec un angle denviron 20°-40°. 
I-4-1-b) Le transport dEkman 
Au retour de lexpédition Fram, Vagn Walfrid Ekman pris connaissance des observations 
de Nansen et théorisa le problème. Il conclut que cette dérive était provoquée par la 
force de Coriolis. Lorsque le stress de vent met en mouvement la surface de locéan, la 
force de Coriolis dévie la masse deau vers la droite (gauche) dans lhémisphère Nord 
(Sud). A léquilibre, le courant de surface résultant est orienté à 45° du vent qui la 
généré (Figure I.12) et son amplitude est environ égale à 1.5% de celle de ce vent. La 
couche de surface met ensuite en mouvement, par friction, la couche océanique du 
dessous qui est à son tour déviée par la force de Coriolisiv. La pénétration dans locéan 
de lénergie dynamique de latmosphère entraîne donc une rotation horizontale du 
courant océanique avec la profondeur : cest la spirale dEkman (Figure I.12). En raison 
de la viscosité de leau et des transports turbulents, les courants dEkman diminuent à 
                                                        
i Formée par les remous, les vaguelettes et les vagues. 
ii Le stress de vent est la force (par unité de surface) engendrée par le cisaillement de vitesse entre le vent 
atmosphérique de surface et le courant océanique de surface. Sa valeur est souvent approximée par la formule ߬ ൌ ߩ௔ܥ஽ ଵܷ଴ଶ , où !a est la densité de lair, CD est un coefficient de traînée et ଵܷ଴ଶ est le vent à 10m. Le stress de vent 
sexprime en N.m-2. 
iii Elle enregistra tout de même un nouveau record en atteignant 86°N. 
iv Précisons que seule la dérive de surface est de 45° et présente ainsi une discontinuité physique avec la couche 
atmosphérique. En subsurface, la dérive se fait de manière progressive de couche en couche. 







mesure que la profondeur augmente. La profondeur à laquelle leffet du vent nest plus 
ressenti est appelée profondeur dEkmani. 
Cette spirale théorique est rarement observée dans locéan car les vents qui la génèrent 
entraînent aussi de la turbulence qui tend à homogénéiser le comportement des masses 
deau. Cette zone de turbulence porte le nom de couche de mélange et elle se 
caractérise par une température et une salinité uniformes sur toute sa hauteur (Figure 
I.2). Aux moyennes latitudes, la couche dEkman et la couche de mélange sont souvent 
confondues. Linfluence du stress de vent sur locéan peut alors être observée en 
calculant le transport océanique intégré sur lensemble de la couche dEkman : le 
transport dEkman. Des équations dEkman il découle que ce transport seffectue à 
angle droit du vent qui lengendre (à droite/gauche dans lhémisphère Nord/Sud ; 
Figure I.12) et sécrit : ܶ݁௫ ൌ െ ఛ೤௙  Ǣ ܶ݁௬ ൌ ఛ௙ೣ        (éq. I.3 et I.4)  
où  est le stress de vent, x et y ses composantes longitudinale et latitudinale et f le 
paramètre de Coriolis. 
Ces expressions montrent que le transport dEkman est fonction de la force du vent, 
mais aussi de la latitude via Coriolisii. Le transport de masse étant plus important 
lorsque la couche en mouvement est grande, il advient quun même vent génère un 
transport dEkman plus grand aux tropiques quaux moyennes latitudes. Notons quà 
léquateur, le paramètre de Coriolis étant nul, les approximations menant aux équations 
                                                        
i En pratique, la profondeur dEkman est définie comme la profondeur à laquelle la direction du courant dEkman est 
opposée à celle de surface, c'est-à-dire la profondeur à laquelle la spirale dEkman a réalisé une demi-rotation. 
ii La dépendance en latitude peut être interprétée comme la difficulté à transférer lénergie dynamique dune particule 
à lautre lorsque leurs mouvements ne se font pas suivant le même axe. Ainsi, plus la rotation de la Terre joue sur les 
mouvements horizontaux (plus la force de Coriolis est grande), plus les couches océaniques sont déviées les unes par 
rapport aux autres et moins lénergie dynamique se propage en profondeur dans locéan. 
Figure I.12 : Spirale dEkman. Schéma de la couche dEkman océanique dans lhémisphère Nord. 
Les courants océaniques diminuent et dévient progressivement vers la droite avec la profondeur. 
La hauteur « He » représente la profondeur d'Ekman à laquelle la direction du courant est opposée 
à celle de surface. 







dEkman ne sont plus valables. Il est communément admis que ces expressions ne sont 
pas applicables entre -2°S et +2°N. 
I-4-1-c) Le transport dEkman en présence dune côte et à léquateur 
Dans lhémisphère Nord (Sud), lorsquun vent souffle parallèlement à une côte située à 
sa gauche (droite), le transport quil génère va chasser leau vers le large, créant une 
divergence côtière. Cette divergence saccompagne dune diminution du niveau de la 
mer et dune remontée deau sous-jacente plus froide, des profondeurs vers la surface. 
Ce phénomène est appelé upwelling côtier. Cest ce qui explique la présence de 
température plus froide à lEst des bassins subtropicaux (e.g. au large de la Mauritanie, 
de la Californie, du Pérou ou de la Namibie). Ces remontées deau froide sont 
accompagnées dun enrichissement des couches de surface en nutriments (advectés de 
la subsurface) qui constituent la base de la pyramide alimentaire marine. Cest pourquoi 
40% de la pêche mondiale a lieu dans ces zones dupwelling côtier. 
Léquateur présente aussi une singularité dynamique pour la circulation océanique 
puisque la force de Coriolis sy annule et y change de signe. Proches de léquateur, le 
transport de surface se fait parallèlement aux Alizés, ce qui entraîne ainsi des remontées 
deau froide à lEst des océans Pacifique et Atlantique. Au-delà de 2° de latitude, le 
transport de surface se fait perpendiculairement aux Alizés et induit une divergence de 
masse au niveau de la bande équatoriale donnant lieu à upwelling équatorial. Cest la 
combinaison de ces deux upwellings qui explique la présence à léquateur des langues 
deau froide dans la partie orientale des océans Atlantique et Pacifique. 
 
La théorie dEkman permet donc dexpliquer la circulation locale de surface due aux 
vents (dérive des courants, transport intégré des masses deau, upwellings côtiers et 
équatoriaux). Nous allons voir maintenant que ces effets locaux influencent aussi la 
dynamique océanique de grande échelle. 
I-4-2) Le vent : moteur de la circulation océanique intérieure 
I-4-2-a) Le pompage dEkman 
A grande échelle, la circulation atmosphérique stationnaire façonne la dynamique 
océanique. Pour comprendre cette relation, intéressons nous tout dabord à leffet dun 
anticyclone quasi-stationnaire sur locéan. Prenons lexemple de lAtlantique subtropical 
et de lanticyclone des Açoresi. Les vents associés à cet anticyclone (pouvant être 
                                                        
i Célèbre acteur de nos bulletin météo avec son corollaire « la dépression dIslande ». 







considérés à léquilibre géostrophique) vont entraîner, par transport dEkman, une 
convergence des masses deau au centre de lanticyclone (Figure I.13d). Cette 
convergence génère une élévation du niveau de la mer ainsi quun mouvement de 
subsidence des masses deau, ou downwelling. Un downwelling se caractérise par un 
approfondissement de la thermocline (Figure I.13e). Inversement, dans le cas dune 
basse pression atmosphérique, les masses deau de surface divergent sous laction du 
vent. Au centre de la dépression sétablit donc un creux du niveau de la mer et une 
remontée deau, ou upwelling, qui entraîne une remontée de la thermocline (Figures 
I.13a et I.13b). Ces phénomènes dupwelling et de downwelling sont englobés dans 
lexpression imagée de pompage dEkman. Dune manière générale, cest la composante 
rotationnelle de la circulation horizontale atmosphérique qui entraîne le « pompage » 
des masses deau par convergence/divergence du transport dEkman. 
Les anomalies de hauteur du niveau de la mer liées au pompage dEkman (Figures I.13c 
et I.13f) vont entraîner la mise en mouvements de locéan sous la couche dEkman (ci-
après océan intérieur). Mais, cette circulation de locéan intérieur ne peut être 
considérée comme un simple ajustement géostrophique aux différences de niveau de la 
mer induit par les vents. Si tel était le cas, la circulation de gyre tournerait autour des 
minima et maxima de pression atmosphérique et serait un reflet de la circulation 
atmosphérique. Or, les centres des circulations de gyre observées se situent à lOuest des 
centres anticycloniques et dépressionnaires. 
Figure I.13 : Upwelling et Géostrophie. Illustration des relations entre la circulation 
atmosphérique et la circulation océanique. Transport dEkman associé à des conditions 
atmosphériques cycloniques (a) et mouvement verticaux (i.e. pompage dEkman) et 
géostrophiques associés (b) et (c), respectivement. (d), (e) et (f), idem pour des conditions 
atmosphériques anticycloniques. (Crédits : Fieux et Andrié 2010). 







I-4-2-b) La relation de Sverdrup 
Pour comprendre la déformation de la circulation atmosphérique à travers le miroir 
océanique, il faut tenir compte de limportance de la conservation de la vorticité 
potentielle dans la dynamique océanique. En 1942, Harald Ulrick Sverdrup accéda, par 
des calculs théoriques, au transport horizontal de locéan intérieur et compléta les 
théories existantes. A partir dun modèle docéan à deux couches (une couche de surface 
dont la dynamique suit les équations dEkman et une couche intérieure suivant un 
équilibre géostrophique), il déduisit la relation suivante (connue sous le nom de relation 
de Sverdrup) : ߚܯ௬ ൌ ݂ݓ௘ ൌ ݎ݋ݐ௛ ቀ ఛఘబቁ   (éq. I.5)  
où  est la dérivée selon y du paramètre de Coriolis, My est la vitesse méridienne 
intégrée sur toute la colonne de locéan intérieur, f est le paramètre de Coriolis, we est la 
vitesse océanique verticale en bas de la couche dEkman (engendrée par le pompage), 
roth   est la vorticité du stress de vent et !0 est la densité de locéan (considérée comme 
constante). Cette équation montre que, suivant les hypothèses de Sverdrup, le transport 
méridien de locéan intérieur peut être connu uniquement à partir du stress de vent. 
Pour comprendre ce lien, intéressons nous tout dabord à la deuxième égalité :  ݂ݓ௘ ൌ ݎ݋ݐ௛ ቀ ఛఘబቁ. Celle-ci provient des équations dEkman et lie le rotationnel du stress 
de vent au pompage dEkman. La présence de f rappelle que pour une tension de vent 
donnée, le transport dEkman dépend de la latitude. Il en est donc de même pour le 
pompage puisque celui-ci est dû à la divergence du transport dEkman. 
La première équation, ߚܯ௬ ൌ ݂ݓ௘, peut-être comprise à partir de la conservation de la 
vorticité potentielle (éq. I.1, I-3-2-b) de la couche intérieure de locéan. Lorsque we est 
négatif (cas du downwelling), alors lépaisseur de la couche intérieure diminue. Pour 
conserver sa vorticité potentielle, la colonne deau se dirige vers des latitudes plus 
basses (dans locéan à cette échelle spatiale, i.e. >> 100km, la vorticité relative est 
négligeable devant la vorticité planétaire), My est donc négative. Aux hautes latitudes f 
varie peui selon laxe méridien alors quaux basses latitudes il varie fortement. Ainsi, 
pour un même pompage le déplacement méridien sera plus important aux hautes 
latitudes quaux basses pour équilibrer la vorticité potentielle. Cest de là que vient la 
pondération par  du transport méridien My. 
Cette équation montre aussi que les zones où le rotationnel change de signe définissent 
les frontières des gyres. Un courant purement zonal existe au niveau du rotationnel nul 
et de part et dautre de ce courant se trouvent des transports méridiens de directions 
opposées. Ce schéma se retrouve dans lAtlantique Nord où la dérive Nord Atlantique 
                                                        
i Rappel : f=2"sin#. 







orientée majoritairement dOuest en Est sépare le gyre subtropical du gyre subpolaire 
entre lAnticyclone des Açores et la dépression dIslande (Figures I.11 et I.6). 
I-4-2-c) La modification de Stommel et les courants de bords Ouest 
Si la théorie de Sverdrup explique et quantifie relativement bien la circulation ayant lieu 
sur les parties Est et centrale des bassins océaniques, elle nexplique pas la présence des 
forts courants de bords Ouest. En 1948, Henry Stommel montra que lexplication 
physique de ces courants nécessite de tenir compte des forces de frottement, ce que 
Sverdrup ne considérait pas dans ses hypothèses. En ajoutant aux équations de 
Sverdrup une source de friction provenant des frottements sur le plancher océanique, la 
circulation de locéan peut alors être vue comme un équilibre géostrophique répondant 
directement aux stress de vents (généré par les convergences/divergences du transport 
dEkman, cf. Figures I.13e et I.13f) modifié par la contrainte de conservation de la 
vorticité potentielle (induit par la variation méridienne du paramètre de Coriolis, Figure 
I.14) : 
· à lEst du bassin, les relations de Sverdrup et du courant géostrophique sont 
cohérentes : le transport est orienté vers le Sud, 
· au centre du bassin, la composante méridienne du courant répondant 
directement au rotationnel du vent est nulle, mais la conservation de la vorticité 
potentielle entraine les masses deau vers le Sud, modifiant ainsi la symétrie du 
gyre, 
· à lOuest du bassin, la réponse au forçage direct par les vents est en désaccord 
avec la relation de Sverdrup, ce qui confine le courant de retour à une zone 
étroite plaquée sur le bord Ouest du bassin. Par conservation de masse, le 
courant de bord Ouest est très intense puisque son transport vers le Nord doit 
égaler celui vers le Sud de lensemble de la partie Est et centrale du bassin. 
 
Figure I.14 : Circulation océanique daprès le modèle de Stommel. Pour compléter le modèle de 
Sverdrup et autoriser un courant de retour, Stommel (1948) introduit un terme de friction 
dynamique au fond de la couche intérieure. (gauche) Profil de vent zonal utilisé pour forcer le 
modèle de Stommel. Lignes de courant du modèle de Stommel pour un bassin théorique 
rectangulaire situé dans un seul hémisphère, (centre) dans les cas dun paramètre de Coriolis 
constant sur le domaine et (droite) variant linéairement selon laxe méridien. Daprès Stommel 
(1948). 







Notons que si le profil de vent zonal représenté sur la Figure I.14 était inversé (i.e. cas 
dune dépression et non dun anticyclone), le transport de Sverdrup seffectuerait cette 
fois vers le Nord mais lintense courant de bord se trouverait toujours du côté Ouest du 
bassin. Cette invariance est due au fait que le paramètre  est toujours positif. Stommel 
montre ainsi que la présence des forts courants de bords Ouest est une conséquence du 
fait que la Terre tourne dOuest en Est. 
I-4-2-d) Le modèle de Munk 
En 1950, Walter Munk ajouta au modèle de Sverdrup un terme de frottement latéral, 
permettant la diffusion de lénergie aux bords des océans (et non au fond comme pour le 
modèle de Stommel), et fournit une solution générale de la circulation océanique de 
grande échelle induite par les vents zonaux (Figure I.15). Nous y retrouvons les 
circulations de gyre (décentrées vers lOuest), les courants de bords Ouest (intenses et 
confinés) et leur dérive dOuest. 
Les intenses courants de bords Ouest, par frottements le long de la côte, engendrent un 
fort cisaillement de la vitesse horizontale. Ce cisaillement est une source de vorticité qui 
contrebalance la vorticité du gyre acquise via le rotationnel de vent. Les frottements 
permettent donc à locéan de compenser le gain dénergie acquis au contact de 
latmosphère et ainsi datteindre un état stable. Nous entrevoyons ici limportance que 
jouent les tourbillons océaniques de méso-échelle (~1000km) dans la circulation 
océanique générale (à linstar des dépressions pour latmosphère, cf. I-3-2-c). En effet, le 
terme de friction au bord du modèle de Munk  terme proportionnel au Laplacien de la 
vorticité  est une représentation de laction moyennei jouée par la turbulence au niveau 
                                                        
i Nous verrons à la section II-6-2 que ceci porte le nom de paramétrisation. 
Figure I.15 : Circulation océanique daprès le modèle de Munk. Résultats du modèle de Munk 
obtenus avec un forçage en vent tel quillustré à gauche. (Crédits : Fieux et Andrié 2010). 







des couches limites (celle-ci nétant pas explicitement  résolue par les équations de 
bases du modèle)i. 
Dans le modèle de Stommel, cest le terme de frottement sur le plancher océanique qui 
permet à locéan datteindre un état déquilibre. Notons cependant que ce modèle est 
moins réaliste que celui de Munk car, en introduisant un terme de friction au fond et non 
aux bords des océans, il implique que la « couche docéan intérieur » est en contact avec 
le plancher océanique. Or, nous verrons à la section I-4-3 que cette couche dépasse 
rarement les 1000 mètres de profondeur et quune autre circulation océanique 
(gouvernée par dautres forces que le vent) existe en dessous. 
Le modèle de Munk est donc cohérent avec la réalité bien quil ne reproduise pas les 
détails de la circulation de chaque bassin océanique provenant de la particularité des 
vents locaux, des interactions avec la géométrie du bassin (forme du littoral) ou encore 
de la topographie (rappelons que la vorticité potentielle ܸܲ ൌ ఍ுೌ  se conserve ; où H est la 
profondeur de locéan). Par exemple dans lAtlantique Nord, le Gulf Stream se détache de 
la côte avec une remarquable constance à la latitude de Cape Hatteras alors que la 
latitude du 0 de rotationnel du vent connaît une variation saisonnière dune dizaine de 
degrés. Des études ont montré que ceci était dû à la courbure de la côte et à linertie des 
masses deau (e.g. Deng 1993, Munday et Marshall 2005), mais aussi à un 
approfondissement rapide de la bathymétrie (~4000m sur quelques centaines de 
kilomètres) qui induit une augmentation de la vorticité (e.g. Ozgökmqn et al. 1997) et à 
la présence en profondeur dun courant de bord dOuest orienté vers le Sud (e.g. 
Thompson et Schmitz 1989, Tansley et Marshall 2000). Une fois séparé de la côte, le Gulf 
Stream est prolongé vers lEst par la dérive Nord Atlantique qui, tendant à suivre les 
lignes de rapport 
௙ு constant, est caractérisée par une orientation Sud-Ouest/Nord-Est 
en raison de lapprofondissement de la bathymétrie (Figure I.16). 
I-4-2-e) Le Courant Circumpolair Antarctic (ACC)  
Avant de poursuivre, nous devons souligner que la dynamique de locéan Austral ne peut 
être représentée par la théorie de Sverdurp/Stommel/Munk. Un des plus intenses 
courants de la planète est présent dans cet océan : le Courant Circumpolaire 
Antarctique ou Antarctic Circumpolar Current (ACC). LACC se caractérise par de 
forts courants dOuest faisant le tour du continent Antarctique (cf. Figure I.11). Il ne suit 
pas un équilibre de Sverdrup car aucun continent ne forme de barrière méridienne dans 
locéan Austral. Or, nous venons de voir que cette barrière est un pré-requis pour la 
formation dun courant de bord Ouest nécessaire pour léquilibre dune circulation de 
gyre. Dun point de vue dynamique, les caractéristiques de lACC sont en réalité plus 
proches de celles des courants jets atmosphériques et le rôle des tourbillons est central 
                                                        
i Nous naborderons pas plus en détails dans cette thèse le rôle joué par les tourbillons dans léquilibre océanique 
général. Le lecteur intéressé par ce sujet est invité à consulter louvrage de Hetch et Hasumi 2008. 







dans son équilibre. Nous ne détaillerons pas dans cette thèse la dynamique de locéan 
Austral, le lecteur désireux de sinstruire sur ce sujet est invité à lire létude de Marshall 
et Speer (2012). Notons néanmoins que le transport dEkman associé aux forts vents 
dOuest de locéan Austral (dont font partie les célèbres acteurs du Vendée Globe : les 
40ème rugissants et 50ème hurlants) provoquent un upwelling au Sud de la latitude  du 
maximum de vent (~50°S) et un downwelling au Nord. Ceci crée un gradient Nord-Sud 
de pression qui engendre un courant géostrophique dirigé vers lEst. 
I-4-2-f) Transport de chaleur méridien associé aux gyres 
Maintenant que nous comprenons les grandes lignes de la circulation horizontale 
océanique, intéressons nous à son rôle en termes de transport de chaleur méridien. Aux 
moyennes latitudes, les masses deau chaudes transportées par les intenses courants de 
bords Ouest sont entraînées en subsurface par downwelling sous laction des vents. Il en 
résulte un courant de retour en subsurface orienté vers lEquateur dont une partie 
atteindra de nouveau la surface sous laction de lupwelling équatorial. Cette boucle, 
forcée par les vents, est ainsi responsable dun transport de chaleur net vers les pôles. 
Dans les océans Pacifique et Indien, ce sont ces circulations de gyre qui expliquent le 
transport de chaleur réalisé par locéan. Nous pouvons ainsi noter la forte symétrie de ce 
transport de part et dautre de lEquateur dans le Pacifique (Figure I.17). Cependant, la 
circulation de gyre ne peut expliquer la particularité du transport de chaleur dans 
lAtlantique : celui-ci est dirigé vers le Nord à toutes les latitudes. Une autre circulation 
oit donc exister pour permettre à lAtlantique de réaliser ce transport. 
Figure I.16 : Trajectoire du Gulf Stream et de la dérive Nord Atlantique. Carte du niveau de la 
mer (m) une fois la hauteur globale moyenne du niveau de la mer retranchée, issue dune 
simulation numérique haute résolution. A laide de cette variable nous distinguons les eaux 
légères du gyre subtropical au sud et les eaux denses du gyre subpolaire au Nord séparées par la 
dérive Nord Atlantique. (Crédits : Chassignet et Marshall 2008). 







I-4-3) La circulation thermohaline 
I-4-3-a) La formation des eaux profondes 
La circulation de gyre que nous venons de décrire transporte les masses deau en surface 
des tropiques (où elles sont chauffées et salées sous leffet du rayonnement solaire et de 
lévaporationi) vers les hautes latitudes via les courants de bords Ouest et leur dérive 
dOuest associée. Au cours de leur trajet vers le Pôle, ces masses deau perdent de leur 
chaleur au contact de latmosphère et « salourdissent ». Dans certaines zones de 
lAtlantique Nord (mer de Norvège, mer du Labrador) et de locéan Austral (mer de 
Weddell, mer de Ross), ce refroidissement est assez important en hiver pour déstabiliser 
léquilibre en densité de la colonne deauii. En congelant préférentiellement de leau 
douce, la formation de glace de mer participe aussi à cette instabilité en entraînant une 
augmentation de la concentration en sel des masses deau de surface. 
Le déséquilibre en densité engendre des mouvements convectifs pouvant mélanger les 
masses deau jusquà une profondeur de 3000 mètres : on parle de convection profonde 
(Marshall et Scott 1999). Les eaux formées au bord du continent Antarctique sont les 
plus denses du globe et vont tapisser le fond des océans ; elles portent le nom 
dAntArctic Bottom Water (AABW). Dans lAtlantique, lAABW est présente entre 3500 
et 5000 mètres de profondeur. Les eaux plongeant en Atlantique Nord sont appelées 
North Atlantic Deep Water (NADW). Bien que plus salées, la NADW est légèrement 
moins dense que lAABW et va sécouler vers lEquateur au dessus de cette dernière vers 
1000-3000 mètres de profondeur (Figure I.18). 
                                                        
i Sauf à lEquateur en raison des fortes précipitations liées à la ZCIT et à son flux deau douce associé. 
ii Précisons que se sont bien les masses deau tropicales advectées qui sont essentiellement concernées ici, car celles-ci 
sont plus salées et donc plus denses  à température égale  que leur environnement. 
Figure I.17: Transport Océanique Méridien de chaleur. Estimation du transport de chaleur 
océanique méridien. Les lignes pointillées indiquent les barres derreurs. (Crédits : Trenberth et 
Caron 2001). 







Cette circulation liée aux flux de chaleur et deau douce (aussi appelés flux de 
flottabilitéi) entre Océan et Atmosphère porte le nom de circulation thermohaline et 
se différencie donc de la circulation de gyre contrôlée par les vents. Ladjectif 
« thermohalin » associé à cette circulation est cependant réducteur car il sous-entend 
que les seuls acteurs mettant en mouvement les masses deau sont la température et la 
salinité. Or, sil est vrai quaux hautes latitudes la plongée des masses deau est contrôlée 
par les flux de flottabilité, leur transport en surface vers le Pôle est lui étroitement lié à 
la circulation de gyre. De même, il est impératif de préciser quen plongeant les masses 
deau perdent de lénergie potentielle. Un apport dénergie est donc nécessaire pour 
quelles regagnent la surface et permettent à la circulation thermohaline datteindre un 
état stationnaire. Or, au fond des océans aucune source de chaleur nest suffisante pour 
compenser ce déficit énergétique. Nous allons voir quune fois de plus ce sont les vents 
qui fournissent cette énergie à locéan. 
 
                                                        
i Ces flux sont dis de flottabilité car ils contrôlent la flottaison des masses deau. 
Figure I.18 : Coupe méridienne schématique de locéan Atlantique Nord. La densité des masses 
deau est représentée en couleur (augmentant du bleu vers le jaune). Les flèches droites bleues 
indiquent la circulation thermohaline. (Crédits : Kuhlbrodt et al. 2007).  







I-4-3-b) La remontée des eaux profondes 
Le mécanisme physique contrôlant le retour en surface de la NADW et lAABW a 
longtemps été lobjet de débats. A la différence de leur plongée, ces eaux ne refont pas 
surface dans une ou quelques zones très localisées de locéan mais sur de grands 
domaines. Munk et Wunsh (1998) estiment que le flux de formation des eaux profondes 
(NADW + AABW) est de ~30Svi. Or, si nous partons de lhypothèse que la remontée de 
ces eaux a lieu sur une surface équivalente à celle dun bassin océanique (~100.106km2), 
une simple analyse déchelle montre que la vitesse moyenne de cette remontée serait de ݓ ൌ ଷ଴Ǥଵ଴ల௠యǤ௦షభଵ଴଴Ǥଵ଴భమ௠మ ̱ͳ݉݉Ǥ ݄ିଵ. Ces faibles vitesses sont très difficiles à observer (dautant 
plus à grandes échelles), ce qui explique pourquoi des incertitudes ont longtemps 
existés sur le mécanisme entraînant la remontée des eaux profondes. 
En 1916, Sandström émettait lhypothèse que les mélanges turbulents verticaux, induits 
par les vents et les marées, transporteraient suffisamment de chaleur de la surface vers 
le fond pour induire un allégement des masses deau abyssales et entraîner leur 
remontée (Jeffrey 1925, Munk et Wunsh 1998). Dans ce schéma, la remontée des eaux se 
produit donc progressivement à mesure de léloignement du site de convection 
profonde. Lun des points forts de cette théorie est quelle permet dexpliquer la 
présence dun relativement intense courant de bord Ouest dirigé vers le Sud en dessous 
du Gulf Stream. Pour nous en convaincre, reprenons le modèle de Munk et ajoutons-y, en 
dessous de la couche docéan intérieur, une troisième couche correspondant à locéan 
profond. La chaleur transportée par les mélanges turbulents induit une vitesse verticale 
positive (i.e. orientée vers la surface) au sommet de la couche docéan profond : 
lépaisseur de cette couche augmente. Pour conserver sa vorticité potentielle, la colonne 
docéan profond se dirige vers le Pôle. Une fois de plus, un courant de bord Ouest est 
nécessaire pour équilibrer cette circulation (Stommel 1958). 
La principale limite de cette théorie est que lamplitude du mélange vertical observé est 
trop faible pour entraîner la remontée de lensemble des eaux abyssales (Toggweiler et 
Samuel 1953, Toole 1997, Ledwell et al. 1998). Comme alternative au forçage par les 
mélanges verticaux, Sverdurp (1933) proposa que la remontée des eaux profondes se 
produise au niveau de locéan Austral, région où lintense upwelling lié à lACC               
(cf. I-4-2-e) connecte lensemble des couches océaniques à la surface (Figure I.18). 
Laugmentation récente de la couverture dobservations au niveau de locéan Austral a 
permis de confirmer cette théorie et il est de nos jours communément admis que la 
remontée de la NADW et de lAABW a principalement lieu au niveau de locéan Austral, 
leffet du mélange vertical jouant un rôle secondaire. 
                                                        
i Sv : Sverdrup. Unité de transport volumique, 1Sv = 106m3.S-1 







I-4-3-c) Transport de chaleur méridien associé à la circulation thermohaline 
Dans lAtlantique, la circulation thermohaline est associée à un transport en surface vers 
le Pôle deau chaude et à un transport en profondeur vers le Sud deaux froides. Cette 
circulation est donc responsable dun transport de chaleur net vers le Nord et explique 
la particularité du transport de chaleur dans lAtlantique (Figure I.17). Etant donné que 
le contraste de température entre les eaux de surface et les eaux profondes diminue 
lorsque la latitude augmente, le transport de chaleur est maximal aux basses latitudes. 
Sur la Figure I.17, nous voyons que ce maximum est atteint aux alentours de 10°N-20°N 
dans lAtlantique, latitude où le transport de chaleur lié à la circulation de gyre et à la 
circulation thermohaline sadditionne. Dans les océans Indien et Pacifique, où il ny a pas 
de formation deau profonde, la circulation thermohaline se résume à la circulation des 
eaux abyssales provenant de lAntarctique (Figure I.19). La différence de température 
entre les branches allée et retour de cette circulation étant faible, celle-ci ne participe 
donc quasiment pas au transport de chaleur. Dans les bassins Pacifique et Indien le 
transport de chaleur méridien est presque entièrement réalisé par la circulation de gyre 
(ex. Ferrari et Ferreira 2011). 
I-4-4) De la circulation thermohaline à la mesure de la MOC 
Il existe de grandes incertitudes sur les transports liés à la circulation thermohaline. 
Dune part la formation deau profonde se produit de manière très ponctuelle au niveau 
de cheminées convectives déchelle ~100km dans lesquelles les mouvements 
Figure I.19 : Représentation schématique de la circulation thermohaline. Les couleurs 
renseignent sur la densité des masses deau, avec en rouge les eaux les moins denses et en bleu les 
eaux les plus denses. CDW : Circumpolar Deep Water ; NADW : North Atlantic Deep Water ; 
AABW : AntArctique Bottom Water. (Crédits : Lumpkin et Speer 2006). 







verticaux sorganisent dans un ensemble de panaches dune largeur de lordre du 
kilomètre (Marshall et Scott 1999). Ces cheminées convectives ayant une durée de vie de 
quelques jours, il est très difficile de quantifier le volume deau profonde formée au 
cours de ces épisodes convectifs. Dautre part, pour quantifier les transports méridiens 
de masse et de chaleur liés à la circulation thermohaline à une latitude donnée, il est 
nécessaire de connaître les caractéristiques des masses deau sur toute la largeur et 
toute la profondeur de locéan. Locéan étant quasi-opaque aux mesures de télédétection 
spatiales, les observations satellitaires ne permettent de renseigner que létat de la 
surface océanique : niveau de la mer (ex. Jason), température et salinité de surface (ex. 
TIROS et SMOS, respectivement). Notre connaissance de locéan en dessous des 
premiers mètres de surface provient essentiellement dobservations in-situ : mesures 
effectuées à bord de bateau, dériveurs, profileurs, mouillages, marégraphes Mais 
celles-ci étaient rares et leurs couvertures spatiale et temporelle peu homogène avant 
lémergence des flotteurs ARGO au début des années 2000. Aussi, en raison du rôle joué 
par la branche Atlantique Nord de la circulation thermohaline dans léquilibre 
climatique global, le projet RAPID a mis en place à partir de 2004 un intense réseau 
dobservations le long dun transect à 26,5°N dans lAtlantique Nord 
(http://www.rapid.ac.uk). 
Précisons que RAPID ne capture pas toute la complexité de la circulation océanique à 
26,5°N mais permet de mesurer son transport méridien intégré dun bord à lautre de 
locéan Atlantique. Ce transport intégré est aussi connu sous le nom de circulation 
méridienne de retournement ou Meridional Overturning Circulation (MOC). La 
MOC est définie comme la fonction de courant de la vitesse méridienne intégrée 
zonalement (Figure I.20) : 
ܯܱܥሺܪሻ ൌ න න ݒ݀ݔ݀ݖா௦௧ை௨௘௦௧ு଴ ൌ න ܸ݀ݖு଴  
où v est la vitesse méridienne, V la vitesse méridienne intégrée zonalement et z la 
profondeur. Autrement dit, la valeur de la MOC à une profondeur H correspond à la 
somme entre la surface et cette profondeur du transport méridien océanique. La MOC 
doit donc être considérée comme une simplification de la circulation océanique et il est 
important de noter quà la fois la circulation de gyre et la circulation thermohaline se 
projettent dessus (cf. Wunsch 2002 pour une discussion plus détaillée). Cette 
simplification est néanmoins très utile car, suivant lhypothèse que la circulation suit un 
équilibre géostrophique, elle donne accès au transport total traversant la latitude 
26,5°Ni. 
Ainsi, le projet RAPID a permis de réduire les incertitudes liées au transport méridien de 
masse et de chaleur dans lAtlantique Nord en estimant un débit moyen de la circulation 
                                                        
i Notons quun certain nombre dautres hypothèses sont faites pour accéder à ce transport. Nous invitons le lecteur à 
lire larticle de McCarthy et al. 2012 pour en connaître les détails. 







de retournement à 18.5±1.0Sv (McCarthy et al. 2012) et un transport de chaleur vers le 
Nord à 1.33±0.14PW (Johns et al. 2011). 
 
  
Figure I.20 : Circulation méridienne de retournement (MOC) de lAtlantique Nord. La MOC 
présentée sur cette figure nest pas celle observée (comme expliqué dans le texte, les 
observations sont insuffisantes pour représenter la réelle MOC) mais provient dune simulation 
du modèle numérique FGOALS-g2. Les valeurs positives de MOC (unité : Sverdrup) indiquent une 
circulation anticyclonique. Nous distinguons sur cette figure les cellules méridiennes de surfaces 
liées à la circulation de gyre (antisymétrique de part et dautre de lEquateur), la cellule liée à la 
NADW entre 500 et 2500 mètres de profondeur et en dessous la cellule liée à lAABW. Précisons  
quun zoom est effectué sur les premiers 1000 mètres de locéan. (Crédits : Huang et al. 2014). 








Pour résumer ce chapitre, nous avons vu que ce sont latmosphère et locéan  deux 
fluides aux constantes de temps très différentes  qui répartissent lénergie à la surface 
du globe. La Figure I.19, empruntée à Czaja et Marshall (2006), illustre les différentes 
contributions de ces fluides dans le transport de chaleur méridien. La MOC est 
représentée ici en fonction de la latitude et de lénergie thermique des masses de fluide 
(énergie proportionnelle à la température potentielle pour locéan et proportionnelle à 
la température potentielle corrigée du taux dhumidité pour latmosphère (cf. Czaja et 
Marshall 2006 pour plus de détails). Elle est exprimée ici en débit massique (i.e. débit 
volumique multiplié par la densité des masses de fluide) et est tracée tous les  
10.109kg.s-1 (soit environ tous les 10Sv pour locéan). Cette représentation permet de 
comparer les contributions de locéan et de latmosphère dans le transport de chaleur 
méridien. Nous distinguons la circulation atmosphérique beaucoup plus intense que la 
circulation océanique. Au sein de la circulation océanique nous retrouvons les cellules 
chaudes liées aux gyres et la cellule froide engendrée par la MOC de lAtlantique. A une 
latitude donnée, le transport net réalisé par lun des fluides est environ égal au 
maximum de la MOC multiplié par la différence entre lénergie moyenne de la branche 
orientée vers le Nord et lénergie moyenne de la branche orientée vers le Sud. Le 
différentiel dénergie entre les branches allée et retour des MOC océanique et 
atmosphérique étant sensiblement équivalent, il en résulte que latmosphère transporte 
beaucoup plus dénergie vers les pôles que locéan. Nous allons cependant voir dans la 
suite de cette thèse que les variations du transport de chaleur océanique sont lune des 
principales raisons des fluctuations des conditions climatiques de surface aux échelles 
de temps décennale à multidécennale. 








Dans ce chapitre, nous avons présenté le climat comme un équilibre statique afin 
dintroduire ses composantes, leurs interactions moyennes et leur rôle dans léquilibre 
énergétique climatique. Nous allons maintenant voir que cet équilibre nest pas figé mais 
fluctue au cours du temps et que létat moyen que nous avons décrit jusquà maintenant 





Figure I.21 : Circulation méridienne de retournement du système Océan-Atmosphère. La MOC est 




. Comme sur la Figure I.18 les circulations cycloniques sont 
représentées en traits pointillés et les circulations anticycloniques en traits pleins. (Crédits : Czaja 
et Marshall 2006). 







Chapitre II : La variabilité de lAtlantique 
Nord aux échelles de temps décennale à 
multidécennale 
Les propriétés thermodynamiques de latmosphère et de locéan sont telles que, même 
sans aucune influence extérieure, ces composantes du système climatique fluctuent 
autour de leur état déquilibre. Ces fluctuations, qualifiées de variabilité interne 
(Lorenz 1979), peuvent aussi être générées et amplifiées par des échanges dénergie 
entre sous-systèmes dont les constantes de temps et les caractéristiques physico-
chimique sont très différentes. A cette variabilité interne se superposent des fluctuations 
répondant à des contraintes (ou forçages) externes au système climatique qui modifient 
son équilibre global ou régional : on parle de variabilité forcée (Lorenz 1979).  
Nous débutons ce chapitre par présenter les sources dites externes de la variabilité 
climatique (II-1), puis nous présenterons les principaux acteurs de la variabilité 
atmosphérique de la région Atlantique Nord  Europe que nous retrouverons tout au 
long de cette thèse (II-2). Nous nous consacrerons ensuite à létude de la variabilité 
climatique aux échelles de temps décennale à multidécennale. En nous basant sur la 
littérature établie, nous posons les concepts clés qui seront utilisés dans ce manuscrit. 
Nous commencerons par quantifier limportance occupée par cette variabilité au niveau 
planétaire et au cours du dernier siècle (II-3). Nous documenterons ensuite les 
fluctuations observées de la température de surface de locéan Pacifique Nord (II-4) puis 
nous nous concentrerons plus particulièrement sur celles de lAtlantique Nord (II-5) en 
pointant les enjeux qui existent à séparer les rôles respectifs de la variabilité interne et 
de la variabilité forcée à cette échelle de temps (II-6). Dans la section II-7 nous 
réaliserons une revue bibliographique sur les origines possibles de la variabilité interne 
de lAtlantique Nord aux échelles de temps décennale à multidécennale. Enfin, nous 
terminerons ce chapitre par une présentation de la prévision décennale climatique (II-
8). 
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II-1) La variabilité forcée 
En modifiant la quantité dénergie contenue au sein même du système, les forçages 
externes perturbent léquilibre climatique (e.g. Hansen et al. 2005). Ils peuvent avoir un 
effet global ou local et peuvent se produire sur des échelles de temps allant de la saison à 
des centaines de millénaires. Il existe deux types de forçages externes, ceux dorigine 
naturelle, telles les activités volcanique et solaire, et ceux dorigine anthropique, c'est-
à-dire résultant de lactivité humaine. 
II-1-1) Les forçages naturels 
II-1-1-a) La variation de lénergie solaire incidente 
Une des sources de variabilité forcée provient du changement de quantité dénergie 
solaire reçue par le système climatique. Nous avons vu à la section I-2-1 que le 
rayonnement solaire est la principale source dénergie du système climatique. Nous 
comprenons intuitivement quune modification de cette énergie incidente entraînera 
une modification des conditions climatiques. Sur de longues échelles de temps (dizaines 
de millénaires), la quantité dénergie solaire reçue par la Terre varie cycliquement en 
fonction de la distance Terre-Soleil, de lobliquité et de la précession de son axe de 
rotation. Ces cycles, décrits pour la première fois par Milankovic en 1941 (Berger et al. 
1984), expliquent les alternances entre périodes climatiques glaciaires et interglaciaires 
au cours des 500 000 dernières années. 
A léchelle de temps décennale, il existe aussi un cycle de lactivité solaire denviron 11 
ans (reflété par la densité du nombre de taches solaires ; Foukal et Lean 1988) faisant 
varier la constante solaire denviron 1W.m-2 (Wang et al. 2005)i. Superposées à ces 
variations décennales, des évolutions plus basse fréquence ont également été mises en 
évidence (Lean 2000, Solanki et al. 2002, Wang et al. 2005). Entre 1650 et 1700  
lactivité solaire semble avoir connu un minimum qui coïncide avec le petit âge glaciaire 
des années 1645-1715, suggérant une explication plausible aux hivers excessivement 
froids ayant eu lieu à cette période (Lockwood et al. 2010). Cependant, les fortes 
incertitudes associées aux reconstructions de lactivité solaire au cours des derniers 
siècles rendent cette explication très controversée. Lorigine interne de cette variabilité 
est aussi une possibilité, impliquant en particulier la MOC (cf. I-4-3). 
                                                        
i Soit, une fois répartie sur lensemble du globe, une variation du forçage radiatif de 0.25W.m-2. 







II-1-1-b) Les volcans 
Lors dune éruption volcanique, un très grand nombre de particules est envoyé dans 
latmosphère. Certaines de ces particules vont interagir avec lair et former des aérosols 
volcaniques. Ces derniers agissent comme un voile opaque en réfléchissant une partie du 
rayonnement solaire et auront pour conséquence de diminuer la température de surface 
localement : cest leffet parasol. Mais cet effet est généralement de courte durée 
(quelques jours) car les aérosols sont rapidement drainés par les précipitations. 
Toutefois, lorsque le volcan se situe dans une région tropicale, les aérosols injectés dans 
la stratosphère par le panache volcanique vont avoir un temps de résidence prolongé 
car ils vont être transportés sur lensemble du globe par la circulation stratosphérique 
de Brower-Dobson dont la branche ascendante se trouve dans la bande tropicale. Ceci 
provoque une diminution de la température de surface globale mesurable sur plusieurs 
mois à quelques années. Lors du dernier siècle, quatre éruptions tropicales de grande 
ampleur se sont produites : le Santa-Maria (1902), Agung (1964), El Chichon (1982) et le 
Pinatubo (1991). Elles ont toutes eu pour conséquence une diminution de la 
température globale denviron 0.2°C. 
II-1-2) Les forçages anthropiques 
Depuis son apparition sur la Terre, lêtre humain a interagi avec son environnement, 
modifiant ainsi léquilibre du système climatiquei localement à partir de lutilisation des 
sols et des émissions daérosols (feux, etc.) puis de manière globale depuis lère 
industrielle à partir de ses émissions de GES, provoquant un effet de serre additionnel.  
II-1-2-a) Aux impacts globaux 
Dans ses deux derniers rapports, parus en 2007 (ci après AR4 ; Solomon et al. 2007) et 
en 2013 (ci-après AR5 ; Stocker et al. 2013), le GIEC émet des conclusions fortes sur la 
détection et lattribution des tendances climatiques observées au cours du 20ème siècle. 
De nombreux paramètres sont considérés et les plus « intégrateurs », ceux qui 
permettent de saffranchir des disparités régionales (e.g. température planétaire, 
contenu thermique des océans, niveau de la mer etc.), suggèrent que lévolution 
climatique globale récente (depuis la décennie 1980 environ) est incompatible avec la 
variabilité naturelle du système climatique. Cette évolution est attribuée, au sens 
statistique du terme (Hegerl et al. 2007), à laugmentation de la concentration des GES 
dorigine anthropique (Figure II.1). Le forçage radiatif induit par cette augmentation a 
                                                        
i Nous faisons ici lhypothèse implicite que lêtre humain ne fait pas partie intégrante du système climatique. La raison 
dune telle hypothèse est plus utilitaire que philosophique : étant donné les très fortes contraintes que lêtre humain 
fait peser sur le système climatique et le déséquilibre quil engendre (voir ci-dessous), il est plus aisé de le considérer 
comme « extérieur au système » et de le classer en tant que « forçage externe ». 







été estimée à ~2.7W.m-2 (AR5), soit près de 50 fois supérieure à celui induit par les 
variations densoleillement depuis 1750. 
II-1-2-b) Aux impacts locaux 
Les activités humaines engendrent aussi des modifications locales du climat. Par 
exemple, la déforestation entraîne un changement des propriétés de la surface terrestre 
qui modifie localement le bilan énergétique et perturbe le cycle hydrologique. Les 
émissions daérosols dorigine industrielle (ou provenant de feux de forêt volontaires) 
impactent aussi le climat, mais à la différence des GES leur empreinte est surtout 
régionale (dépendant des lieux démission). Ces aérosols peuvent perturber le bilan 
radiatif par leurs effets directs (diffusion et absorption du rayonnement solaire) et par 
leurs effets indirects (interaction avec les nuages). Précisons que les impacts des aérosols 
dorigine anthropique sur le système climatique restent un sujet actif de recherche. En 
effet, de grandes incertitudes existent encore dans ce domaine étant donné la très petite 
échelle des processus mis en jeu (i.e. microphysique) et la complexité à quantifier leur 
émission et à suivre leur évolution. 
Figure II.1 : Forçages Radiatifs GIEC. Changement des forçages radiatifs (associés aux forçages 
externes) entre 1750 et 2011. Les forçages (rectangles) et les incertitudes associées (barres noires) 
sont estimés pour lannée 2011. (Crédits : Stocker et al. 2013 - AR5). 







II-2) La variabilité interne atmosphérique de 
lAtlantique Nord 
Nous venons de voir que les variations climatiques pouvaient être engendrées par des 
forçages externes modifiant la quantité dénergie au sein du système climatique. 
Cependant, le climat se caractérise aussi par des variations sans que sa quantité totale 
dénergie ne soit modifiée. Ses propriétés thermodynamiques sont telles que, sans 
influence externe, elles engendrent des variations dites internes. En effet, les présences 
de processus non linéaires et de processus à seuil au sein du système climatique font 
quune petite différence entre deux états du système à un instant t engendrera de 
grandes différences à un instant t+dt. Cette sensibilité aux conditions initiales vaut au 
système climatique le qualificatif de chaotique. Nous comprenons alors quil est 
improbable que le climat rejoue dannée en année exactement la même séquence 
dévénements : un nuage manquant, une vague de plus, un arbre en moins autant de 
petits détails qui, pour la physique du système climatique, engendreront de grandes 
différences. 
La nature chaotique du système climatique ne signifie pas cependant un « complet 
hasard » dans sa variabilité. En nous basant sur latmosphère de la région Atlantique 
Nord  Europe (ci-après NAE), nous allons voir dans cette section que les variations 
climatiques temporelles se traduisent par lexpression récurrente de structures spatiales 
de grande échelle appelési modes de variabilité. 
Dans les extratropiques, lintense vitesse du courant jet rend son écoulement instable. 
Celui-ci ne peut être considéré comme une entité quasi-statique ; une analogie possible 
mais simpliste serait celle dun tuyau darrosage dont lextrémité devient incontrôlée à 
partir dun débit critique. Les observations montrent quà léchelle de la semaine les 
fluctuations du jet stream présentent un nombre détats préférentiels / de mode de 
variabilité (Reinhold et Pierrhumbert 1982). Ces modes se caractérisent par des 
anomaliesii de signes opposés entre des zones éloignées du globe qui covarient. 
Téléconnexion est un autre terme pour désigner ces phénomènes (e.g. Nigman 2003). 
II-2-1) LOscillation Nord Atlantique (NAO) 
Le principal mode de variabilité de latmosphère sur la région NAE est appelé 
oscillation Nord Atlantique, ou NAO (de langlais North Atlantic Oscillation ; e.g. 
Hurrell et al. 2003). La NAO se caractérise par une bascule de masse atmosphérique 
entre les latitudes subtropicales et subpolaires. Sa phase positive (ci-après NAO+) 
                                                        
i i.e. échelle dun bassin océanique. 
ii Lanomalie dune variable climatique est définie comme lécart entre la valeur de la variable à un instant t (ou sur 
une période donnée) et sa valeur moyenne. 







correspond aux renforcements simultanés de lanticyclone des Açores et de la 
dépression dIslande (Figure II.2). Elle saccompagne dune augmentation de lintensité 
des vents dOuest sur une bande de latitude 40-60°N et un renforcement de lintensité 
des Alizés dans les subtropiques. Linverse est observé lors dune phase négative de la 
NAO (ci-après NAO-). 
Dun hiver à lautre, les fluctuations de la NAO expliquent environ 50% de la variabilité 
atmosphérique de la région NAE. Elles peuvent être quantifiées par un indice calculé 
comme la différence de pression normalisée entre lIslande et les Açores (Hurrell 1995) 
ou à partir dune décomposition en EOFi du champ de pression de surface (Figure II.2, 
Barnston et Livesey 1987). Ces fluctuations, dites interannuelles, cachent en fait la 
récurrence préférentielle au cours de la saison de telle ou telle phase de la NAO. Un hiver 
durant lequel la phase positive (négative) de la NAO aura été plus présente est ainsi 
appelé hiver NAO+ (NAO-). 
Lors dun hiver NAO+, lintensification des vents dOuest augmente ladvection dair 
océanique relativement chaud sur la partie Nord de lEurope (Figure II.3). Dautre part, 
le jet-stream, renforcé sur son flanc Nord, entraîne un décalage vers le Nord du rail des 
tempêtes (cf. I-3-2-b) qui advectent sur lEurope du Nord leurs lots de chaleur et 
dhumidité. Des conditions plus froides et plus sèches dominent sur lEurope du Sud. 
Notons que la phase NAO- est relativement symétrique en termes dinfluences sur le 
continent (Figure II.3). 
 
Figure II.2 : Le mode de variabilité Oscillation Nord Atlantique (NAO). Première EOF de la pression 
de surface calculée sur la région NAE pour les mois DJFM (couleurs). Régressions des vents à 850hPa 
sur la série temporelle (PC
ii
) associée à la NAO (flèches). Pression de surface climatologique des mois 
DJFM (contours). (Sources : NCEP, période 1948-2010). 
                                                        
i Empirical Orthogonal Function ; méthode statistique permettant disoler des modes de variabilité spatio-temporelle à 
partir de la diagonalisation de la matrice de covariances sur une région donnée (e.g. von Storch et Zwiers 1999). 
ii Principal Component. 








Figure II.3 : Influences de la NAO. Représentation schématique de la NAO et de son influence, durant 
une phase positive (gauche) et négative (droite). (Crédits : Lamont-Doherty Earth Observatory). 
Les influences de la NAO ne se limitent pas seulement aux surfaces continentales ; la 
NAO modifie aussi les conditions océaniques. Durant une phase positive de la NAO, la 
température de surface de la mer (ci-après SST, de langlais Sea Surface Temperature) se 
caractérise par une structure tripolaire danomalie (Deser et Blackmon 1993), avec des 
conditions plus chaudes que la normale aux latitudes subtropicales et des conditions 
anormalement froides dans les régions tropicales et subpolaires (Figure II.4a). Ces 
anomalies de SST sont provoquées (i) par laugmentation de lintensité des vents aux 
moyennes latitudes et dans les subtropiques entraînant une perte dénergie de locéan 
de surface par chaleur latente et sensible (Figure II.4b ; Cayan 1992, Alexender and 
Scott 1997) et (ii) par des anomalies de transport dEkman, liés aux changemets des 
vents de surface, contribuant à hauteur de ~15% aux anomalies de SST (Figure II.4c ; 
Visbeck et al. 2003, Alexander et Scott 2008). 
Les fluctuations du rotationnel de vent liées à la NAO modifient aussi léquilibre de 
Sverdrup de locéan et engendre, lors dune phase positive, une anomalie de circulation 
anticyclonique située à la frontière entre les gyres subpolaire et subtropical (cf. I-4-2). 
Enfin, ladvection dair polaire au Nord Ouest du bassin Atlantique refroidit les eaux de 
surface de la mer du Labrador, tendant à déstabiliser la colonne deau et à augmenter la 
formation des eaux profondes qui alimentent in fine la branche retour de la MOC 
(Visbeck et al. 2003 ; cf. I-4-3). Nous reviendrons plus en détail sur ces influences dans le 
chapitre III et le lecteur est invité à consulter létude de Barrier et al. (2014) pour un 
descriptif exhaustif des modifications tridimensionnelles océaniques associées à la NAO. 
 








Figure II.4 : Influence de la NAO sur la SST. Structures spatiales des anomalies océaniques de surface 
associées à une NAO+ (calculées par régression sur lindice NAO de Hurrell et al. 2003). (a) 
Température de surface de la mer (couleurs), pression de surface (contours) et vents de surface 
(flèches). (b) Flux de chaleur sensible et latente (couleurs, locéan gagne de lénergie pour des valeurs 
positives), pression de surface (contours) et vents de surface (flèches). (c) Chaleur associée au 
transport dEkman exprimée en flux de chaleur équivalent (couleurs), climatologie de la température 
de surface de la mer (contours) et transport dEkman (flèches). (d) Somme des flux de chaleur latent, 
sensible et dEkman (couleurs), pression de surface (contours) et vents de surface (flèches). Les 
intervalles des contours de pression sont indiqués tous les 1hPa et les valeurs négatives sont en 
pointillés. (Crédits : Deser et al. 2010). 
II-2-2) Le mode Est-Atlantique (EAP) 
Le deuxième mode de variabilité interne de latmosphère sur la région NAE est le mode 
Est-Atlantique, ou EAP (East Atlantic Pattern ; cf. Barnston et Livesey 1987 ; Figure 
II.5). Par convention, une phase positive de lEAP correspond à une anomalie de basse 
pression centrée à lOuest des iles britanniques. Elle induit un flux de Sud sur le 
continent européen, y advectant de lair chaud et humide en particulier sur la frange 
littorale. Lanomalie de pression est liée à une inclinaison méridienne du courant jet à 
lEst du bassin, ce qui poussa Lau (1988) à relier cette structure à un déplacement 
méridien des tempêtes (Woollings et al. 2010). 







A linstar de la NAO, lEAP modifie les conditions océaniques. Lors dune phase positive 
(ci-après EAP+), la SST se caractérise par des anomalies froides centrées au large de 
Terre-Neuve. Elles sont engendrées à la fois par laugmentation des vents dOuest sur 
cette région et par une augmentation de ladvection de masse dair polaire. Lanomalie 
de rotationnel de vent engendrée par EAP+ intensifie les circulations de gyre, modifiant 
les transports océaniques de masse, de salinité et de chaleur. Les travaux récents de 
Hakkinen et al. (2011a) tendent à montrer que ce mode est un acteur de la variabilité de 
la MOC. Nous reviendrons plus en détail sur les effets de la circulation atmosphérique 
sur la variabilité de la MOC au cours du chapitre III. 
II-2-3) Influence de locéan sur latmosphère 
Des études ont montré que des anomalies océaniques pouvaient favoriser lexpression 
de ces modes atmosphériques. Par exemple, Czaja et Frankignoul (2002) et Cassou et al. 
(2004) ont montré que la présence en fin dété danomalie dipolaire de SST 
anormalement chaudes au Sud-Est de Terre-Neuve et anormalement froide au niveau du 
gyre subpolaire favorisait loccurrence dune NAO+ en début dhiver. Ces anomalies de 
SST se projetant sur la structure tripolaire liée aux forçages atmosphériques lors dune 
NAO+ (Figure II.4a), les auteurs suggèrent lexistence dune rétroaction positive entre 
les anomalies de circulation atmosphérique et océanique ; on parle alors de couplage 
océan-atmosphère. Dautre part, la présence danomalies positives de SST dans 
lAtlantique tropical peut entraîner un décalage vers le Nord de la ZCIT, modifiant la 
circulation de Hadley et la position du jet-stream sur lAtlantique Nord. Ces 
téléconnexions tropiques-extratropiques favoriseraient alors une phase négative de 
la NAO (e.g. Okumura et al. 2001, Czaja et Frankignoul 2002, Cassou et al. 2004). 
 
Précisons quaux échelles de temps courtes (i.e. journalière à saisonnière), les influences 
du couplage local ou des téléconnexions tropiques-extratropiques sur la circulation 
atmosphérique des moyennes latitudes sont faibles. Mais nous verrons dans la suite de 
Figure II.5 : Le mode de variabilité Est Atlantique (EAP). Idem Figure II.2  mais pour la deuxième 
EOF. 







ce manuscrit que ces interactions semblent jouer un rôle plus important sur la 
variabilité des conditions climatiques de la région Nord Atlantique  Europe aux échelles 
de temps plus longues (i.e. décennale à centennale). Cest à ces échelles de temps que 
nous allons maintenant nous intéresser. 







II-3) Signature spatiale de la variabilité décennale à 
multidécennale observée 
Dune manière générale, le sous-système climatique océan-glace est le principal vecteur 
de la variabilité interne aux échelles de temps décennale à multidécennale. Linertie 
thermique de ce sous-système et limportance jouée par la salinité dans lintensité et la 
structure spatiale de la circulation océanique permettent lexistence de fluctuations 
lentes du climat. Dans cette section, nous nous proposons de quantifier limportance 
occupée par la variabilité décennale à multidécennale dans la variabilité climatique 
observée au cours du dernier siècle. Sagissant dobservations, il est important de 
rappeler que la variabilité mesurée correspond à la superposition de la variabilité 
interne (II-2) et dune variabilité répondant à des forçages externes (II-1). A partir de 
moyennes annuelles de SST nous étudions ici lexpression de cette variabilité totale.  
Un simple calcul de variance montre que lamplitude de la variabilité climatique varie 
fortement dune région à lautre de la planète aux échelles interannuelles et plus (Figure 
II.6a). Dans les tropiques, la variance est faible excepté au centre et à lEst du Pacifique 
équatorial (siège du phénomène El Niñoi), et dans une moindre mesure le long de la 
langue deau froide Atlantique (cf. I-4-1-c). Aux moyennes latitudes, dans les régions du 
Pacifique Nord et de lAtlantique Nord, la présence de courants de bord Ouest (Kuroshio 
et Gulf Stream, respectivement ; cf. I-4-2-d) explique la forte variabilité de la SST de part 
le caractère tourbillonnaire de la circulation, mais aussi en raison des fluctuations 
latitudinales de leur position : un léger décalage des forts gradients thermiques 
méridiens associés (~15°C pour 500km) entraîne de fortes anomalies de température. 
Intéressons nous maintenant au poids occupé par la variabilité décennale à 
multidécennale dans la variabilité totale. Pour cela, nous filtrons temporellement les 
moyennes annuelles de SST afin de ne garder que les fluctuations déchelle de temps de 
plus de 8 ans (Figure II.6b). Nous choisissons cette période de coupure afin de nous 
affranchir de potentielles influences de lENSO dont la puissance spectrale est maximale 
dans la bande 2-7 ans (e.g. Trenberth 1997). Il apparaît cependant quune large part de 
cette variance soit expliquée par des tendances centennales dont les origines peuvent 
être multiples (signature du forçage anthropique, variabilité très basse fréquence dont 
les observations disponibles néchantillonneraient quune partie des fluctuations etc.). 
Le résidu, après retrait dune tendance linéaire (Figure II.6c), montre  que lAtlantique 
Nord, le Pacifique Nord et le bord de lAntarctique sont les lieux de maximum de 
variabilité décennale à multidécennale, avec un poids de lordre de 40% (Pacifique) et 
plus de 60% (Atlantique) dans la variance interannuelle totale estimée sur le dernier 
siècle. Il est toujours important de replacer ces estimations dans le contexte du nombre 
                                                        
i Ou ENSO pour « El Niño Southern Oscillation ». Mode de variabilité du Pacifique équatorial qui se caractérise par une 
bascule relativement périodique (~3-7ans) des eaux chaudes et du système convectif de la warmpool vers lEst du 
Pacifique (e.g. Trenberth 1997). 







dobservations disponibles. La Figure II.7 montre que peu de confiance peut être 
accordée aux signaux des moyennes et hautes latitudes de lhémisphère Sud en raison 
du faible nombre dobservations antérieures aux produits satellitaires (i.e. milieu des 
années 1970). Seul lAtlantique Nord jouit dune couverture suffisante depuis le début 
du siècle, suivi du Pacifique Nord depuis les années 1930, lensemble étant altéré dans 





Figure II.6 : Part de la variabilité décennale à multidécennale dans la variabilité climatique.     
(a) écart-type des moyennes annuelles de SST calculé sur la période 1900-2010 à partir des 
analyses objectives ersstv3 (Smith et al. 2008), unité : °C. (b) rapport de variance entre la 
variabilité basse fréquence (période de coupure : 8 ans) et la variabilité totale (sans unité). (c) 
idem (b) mais une tendance linéaire a été retirée avant de calculer la variabilité basse fréquence. 








Figure II.7 : Densité des Observations. Densité dobservation de la température de surface de la 
mer recensés dans lInternational Comprehensive Ocean Atmosphere Data Set, par périodes de 20 
ans. Les couleurs indiquent le pourcentage de mois durant lesquels au moins une mesure a été 
réalisée sur une maille de 2°x2°. (Crédits : Deser et al. 2010). 







II-4) Quelques mots sur la variabilité décennale du 
Pacifique Nord 
Le Pacifique Nord présente une forte variabilité dans la bande décennale à 
multidécennale (Figure II.6). Une partie de cette variabilité serait forcée par la 
modulation de lactivité solaire suivant un cycle de 11 ans (van Loon and Shea 1999, van 
Loon and Labitzke 1998). Il apparaîtrait que la réponse du système climatique à ce 
forçage serait amplifiée par des processus internes. En effet, lamplitude des variations 
du flux solaire incident (~0.2W.m-2) lors de ce cycle est ~10 fois inférieure à celle 
attendue pour expliquer les variations de 0.5°C de la SST observées dans le Pacifique 
Nord. De nombreux mécanismes ont été avancés pour expliquer cette amplification, les 
deux faisant le plus consensus, appelés « top-down » et « down-up », mettent en jeu soit 
lozone stratosphérique (e.g. Haigh 1996, Haigh et al. 2003), soit un couplage tropical 
océan-atmosphère (e.g. van Loon et al. 2007, Meehl et al. 2003), respectivement. Dans 
les deux cas, le mécanisme damplification entraîne (lors dune hausse du flux solaire 
incident) une augmentation des précipitations du Pacifique équatorial, conduisant à une 
intensification de la circulation de Hadley qui favorise une subsidence extratropicale au 
niveau du Pacifique Nord. Au Nord-Ouest de ce bassin, la SST connaît alors des 
conditions plus chaudes en raison de linhibition de la formation de nuages, ce qui 
entraîne une augmentation du flux de chaleur latente de locéan vers latmosphère, 
augmentant lhumidité des masses dair (Meehl et al. 2008). Ces masses dair, advectées 
par les Alizés, renforcent la convergence dhumidité au niveau de la ZCIT, accentuant la 
convection  
La variabilité interne est aussi une source probable de la variabilité décennale à 
multidécennale enregistrée au cours du dernier siècle. La PDV (pour Pacific Decadal 
Variability ; Mantua et al. 1997) désigne le mode principal de la variabilité interne 
décennale du Pacifique Nord, mais certains auteurs la nomment aussi IPV (pour 
Interdecadal Pacific Variability ; Power et al. 1999) en raison de sa signature dans le 
Pacifique Sud (Figure II.8). La structure spatiale dune phase positive de la PDV se 
caractérise par des anomalies positives de SST sur les 2/3 Est du Pacifique tropical, 
encadrées par des anomalies négatives à lOuest qui se prolongent dans une structure de 
type « fer à cheval » au Nord et Sud du Pacifique. Des anomalies chaudes sont aussi 
présentes le long des côtes Nord et Sud de lAmérique. Ce mode peut être isolé à partir 
dune décomposition en EOF des SST mensuelles du Pacifique Nord (20°N-60°N) une 
fois la température moyenne globale soustraite (e.g. Deser et al. 2010). 
La PDV est liée à des changements de circulation atmosphérique (fluctuations de la 
dépression Aléoutienne, Deser et al. 2004) et océanique, ayant, entres autres, une 
influence importante sur les précipitations et les températures du continent Nord-
Américain (voir par exemple les études de McCabe et al. 2004 et Kenyon et Hegerl 
2008), mais aussi sur les écosystèmes terrestres et marins. Par exemple, Mantua et al. 







(1997) montrent que la quantité de saumon pêchée au niveau de la côte Ouest de 
lAmérique du Nord varie avec les phases de la PDV.  
Les simulations numériques issues de modèle de climati reproduisent plus ou moins 
fidèlement les caractéristiques spatiale et temporelle de la variabilité décennale 
observée dans le Pacifique Nord (e.g. Meehl et al. 2011), suggérant une possible origine 
interne de celle-ci. La présentation des mécanismes physiques potentiellement 
responsables de ce mode de variabilité est au delà de cette thèse et nous invitons le 
lecteur à consulter les articles de Meehl et al. (2008) et Alexander et al. (2009) pour une 
revue complète de ce phénomène. Voici néanmoins les principales hypothèses. Certains 
auteurs considèrent que ce mode est lié à la dynamique du gyre subpolaire, expliquant 
ainsi son caractère oscillant, et soulignent la potentielle prévisibilité de ses variations et 
impacts (e.g. White et Cayan 1998, Meehl et Hu 2006, Power et Colman 2006). Dautres 
études montrent que la structure spatiale de ce mode peut être reproduite par des 
modèles simples dits « couche de mélange océanique »ii, soulignant le caractère non 
nécessaire de la dynamique océanique dans la mise en place de la structure spatiale de 
ce mode (Pierce et al. 2001). Précisons cependant que, si la structure spatiale de la PDV 
observée est reproduite par ces modèles simples, léchelle temporelle simulée est trop 
courte, suggérant que les processus océaniques sont responsables des caractéristiques 
                                                        
i Aussi appelées simulation de contrôle, cf. II-6-2 et II-7. 
ii Modèles pour lesquels les transports méridiens via les courants océaniques sont prescrits. 
Figure II.8 : Le mode de variabilité Pacific Decadal Variability (PDV). (a) Régression de la SST sur 
la série temporelle (PC) associée à la première EOF du champ de SST mensuelles (une fois la SST 
moyenne globale retirée) du domaine Pacifique Nord (20°N-60°N) - données HadISST couvrant la 
période 1900-2008. (b) Série temporelle (PC) de la PDO. Les barres rouges et bleues montrent les 
valeurs mensuelles brutes et la courbe noire représente ces valeurs filtrées à laide dune moyenne 
glissante de 5 ans. (Crédits : Deser et al. 2010). 







temporelles de ce mode. Dautres auteurs enfin considèrent la PDV comme un simple 
résidu lié à lasymétrie des événements El Niño et La Niña (e.g. Jin 2001). Précisons que 
la MOC du Pacifique Nord est trop faible pour expliquer la variabilité décennale de la SST 
à la différence de lAtlantique Nord que nous allons maintenant décrire. 







II-5) Zoom sur lAtlantique Nord 
Une manière simple de quantifier la variabilité basse fréquence de lAtlantique Nord est 
de moyenner la SST sur lensemble du bassin (entre 0-60°N, ci-après NASST pour North 
Atlantic Sea Surface Temperature) comme proposé par de nombreuses études dans la 
littérature (Schlesinger et Ramankutty 1994, Enfield et al. 2001, Ting et al. 2009). 
Lévolution de cet indice depuis 1880 (Figure II.9gauche) se caractérise par une 
tendance au réchauffement, sur laquelle se superposent des fluctuations déchelle 
interannuelle et une succession de phases anormalement chaudes et de phases 
anormalement froides denviron 30-40 ans (Schlesinger et Ramankutty 1994). Ces 
fluctuations mutidécennales de la NASST portent le nom de Variabilité Atlantique 
Multidécennale, ou AMV (pour Atlantic Multidecadal Variability), ou encore AMO (pour 
Atlantic Multidecadal Oscillation ; Kerr 2000). Une phase chaude de lAMVi se caractérise 
par une augmentation de la température de surface sur lensemble du bassin Atlantique 
Nord avec des maxima danomalies situés au niveau du gyre subpolaire pouvant 
atteindre 0.3°C par écart-type dAMV (Figure II.9droite).  
LAMV est associée à des modulations de conditions climatiques sur les continents 
alentours. Par exemple, lors dune AMV+, des études montrent une diminution des 
précipitations sur le Nordeste Brésilien (Folland et al. 2001) qui contraste avec une 
augmentation des précipitations sur la bande Sahélienne (Mohino et al. 2011) suggérant, 
suivant les « écoles », un décalage vers le Nord de la position moyenne de la ZCIT ou une 
modulation de son intensité. Une AMV+ se traduit également par des conditions 
estivales plus sèches sur lEurope du Nord (Sutton et Hodson 2005) et au niveau du 
Midwest Américain, modulant le débit du Mississipi (Enfield et al. 2001, McCabe et al. 
2004, Sutton et Hodson 2005). Des études ont aussi montré quune phase positive de 
lAMV est liée à une augmentation de lactivité cyclonique de lAtlantique tropical 
(Goldenberg et al. 2001, Vimont et Kosin 2007). Récemment, Sutton et Dong (2012) 
soulignent que lAMV a potentiellement influencé la circulation atmosphérique de la 
région Atlantique Nord  Europe et suggèrent que la téléconnexion atmosphérique 
associée aurait contribué aux fluctuations décennales de températures et précipitations 
européennes au cours du 20ème siècle (Figure II.10). Cette étude est cohérente avec celle 
de Boé et al. (2013) qui montre lexistence dun fort lien entre lAMV et les fluctuations 





                                                        
i Aussi définie par convention comme étant la phase positive de ce mode. 








Figure II.10 : AMV et conditions climatiques sur lEurope Différences de température de surface 
des moyennes saisonnières (a) Mars-Mai, (b) Juin-Août et (c) Septembre-Novembre entre les 
périodes 1931-1960 et 1964-1993. (d-f) idem (a-c) mais entre les périodes 1996-2009 et 1964-
1993. La régression du champ de température sur lindice de la température moyenne du globe a 
été préalablement retranchée des données afin de saffranchir de la tendance au réchauffement. 
Seules les anomalies statistiquement significatives au seuil de confiance 90% sont représentées. 
(Crédits : Sutton et Dong 2012). 
Figure II.9 : Evolution temporelle de la température de surface de lAtlantique Nord et structure 
spatiale de lAMV. (gauche) série temporelle des anomalies de température de surface de la mer 
annuelles, moyennées sur lAtlantique Nord (0°-60°N). Données : ersstv3 (Smith et al. 2008). Les 
anomalies font référence à la moyenne 1880-2010 de lindice. (droite) Régression de la 
température sur l'indice AMV (calculé selon la méthode de Trenberth et al. (2006) ; cf. II-6-1). 
(Crédits : Deser et al. 2010).  







II-6) Aux origines de la variabilité décennale de la 
température de surface de lAtlantique Nord 
Au cours du dernier siècle, lamplitude des fluctuations de lAMV est denviron 0.4°C 
(Figure II.9gauche). Ce mode explique environ 50% de la variance interannuelle totale 
de la NASST, ce qui est supérieur au poids occupé par la variabilité de lAtlantique Nord 
forcée par les GES anthropiques telle questimée par une tendance linéaire sur le siècle. 
Dans cette section, nous allons voir néanmoins que les poids joués par les facteurs 
internes et les facteurs externes dans les fluctuations de lAMV observée sont encore 
difficilement estimés, laissant des doutes sur les mécanismes à lorigine de la variabilité 
basse fréquence de lAtlantique Nord. 
Bien que les mesures historiques couvrent moins de deux « cycles » de lAMV, des 
données paléoclimatiques ont été utilisées pour reconstruire lévolution passée de la 
température de lAtlantique Nord à laide de « proxies » (e.g. Black et al. 2007 à partir de 
coraux, Gray et al. 2004 à partir de cernes darbres, Mann et al. 1998 à laide de 
« multiproxies »). Ces données confirment lexistence dune variabilité de la NASST 
autour dune période privilégiée de 60-90 ans. Knudsen et al. (2011), utilisant une 
reconstruction de lAMV de 8000 ans ne trouvent pas de lien avec les fluctuations de 
lactivité solaire, suggérant que lAMV est un mode de variabilité interne. Cependant, si 
les différentes reconstructions paléoclimatiques sont cohérentes sur le dernier siècle, 
leur corrélation diminue rapidement avant 1900 (Winter et al. 2011), laissant de 
grandes incertitudes sur lévolution passée et les origines de lAMV. Dautre part, de 
nombreuses études se sont consacrées à létude de la variabilité de la NASST au cours du 
dernier siècle et il est actuellement reconnu quune grande diversité de mécanismes liés 
à la variabilité interne et aux forçages de diverses natures (anthropiques  GES, aérosols 
 et naturels  volcans, solaire  cf. II-1) peuvent expliquer la variabilité décennale à 
multidécennale de la NASST observée (e.g. Terray 2012). 
Considérant les influences continentales liées à cette variabilité, il est important de 
comprendre ses origines. Distinguer la variabilité forcée de la variabilité interne, estimer 
leur poids respectif dans la variabilité décennale de la NASST et comprendre les 
mécanismes physiques engendrant cette variabilité sont des prérequis pour pouvoir un 
jour anticiper avec confiance son évolution (quand bien même celle-ci serait prévisible). 
Nous nous proposons ici de réaliser un bilan des méthodes existantes permettant de 
séparer les différentes sources de variabilité observée depuis le début de lair 
instrumentale (i.e. ~1880). Nous commencerons par présenter les méthodes se basant 
uniquement sur les observations, puis nous présenterons celles faisant intervenir des 
simulations numériques du climat. 







II-6-1) Séparation des variabilités forcée et interne à partir des 
observations 
Plusieurs méthodes basées sur les observations existent pour appréhender la 
contribution des forçages externes dans la variabilité de la NASST ;  nous en présentons 
ici quelques unes. 
· Une première méthode consiste à calculer la tendance linéaire de la série 
temporelle de la série de température et dattribuer cette tendance à la réponse 
aux forçages externes (e.g. Knight et al. 2005 ; Figure II.11gauche). Si cette 
méthode est simple à mettre en uvre, son principe nen est pas moins 
critiquable. En effet, cette méthode suppose que (i) seule la variabilité forcée peut 
générer une tendance séculaire et (ii) la réponse climatique associée à 
laugmentation des forçages externes est linéaires au cours du dernier siècle. 
· Trenberth et Shea (2006), considérant quune tendance linéaire na pas de sens 
physique, proposent de retrancher à la NASST la moyenne globale des SST (60°S-
60°N) alors considérée comme le meilleur estimateur de la réponse climatique 
aux forçages externes (Meehl et al. 2004, Hundsen et al. 2005), et disoler ainsi les 
variations locales de lAtlantique Nord (Figure II.11gauche). Si cette méthode 
permet effectivement de contraster les différences dévolution de la SST du 
bassin Atlantique Nord de lévolution de la SST globale, elle ne permet pas de 
distinguer proprement la variabilité forcée de la variabilité interne. En effet, 
même si un forçage a un caractère global, tels les GES, son expression locale est 
susceptible de connaître des disparités. Aussi, soustraire la réponse globale aux 
forçages externes à la NASST néquivaut pas à retrancher la variabilité forcée par 
les forçages globaux à la NASST. De plus, cette méthode nisole pas la variabilité 
interne locale des effets que peuvent avoir certains forçages externes aux impacts 
locaux, comme les aérosols. Enfin, la SST globale peut contenir une part de 
variabilité interne (cf. DelSole et al. 2012 et Meehl et al. 2011). Par exemple, le 
plateau actuel de la température globale trouve, semble-t-il, ses origines dans 
lexpression dune phase négative de la PDV (cf. II-4 ; Meehl et al. 2011 et Kosaka 
et Xie 2013). Soustraire ce signal global à celui de la NASST peut donc entraîner 
une mauvaise estimation de limportance de la variabilité interne de lAtlantique 
Nord.  
· Une autre alternative consiste à extraire le premier mode de variabilité de la SST 
à léchelle du globe à partir dune méthode de composition en EOF et de 
considérer le mode dominant comme lexpression de la réponse aux forçages 
externes (e.g. Parker et al. 1994 ; Figure II.11gauche). Lhypothèse repose ici sur 
le fait que les modes de variabilité régionaux ne covarient pas les uns avec les 
autres. La décomposition en EOF permettant dextraire des modes de covariance 
spatiale, la première EOF de SST, calculée sur lensemble du globe, est ainsi 
censée minimiser lexpression de modes de variabilité interne et maximiser la 







réponse climatique aux forçages externes à caractère global. Cependant, une fois 
de plus cette méthode ne permet pas de prendre en compte les influences de 
potentiels forçages régionaux tels les aérosols. 
· Une autre méthode, plus élaborée, repose sur des modèles de type « Linear 
Inverse Modeling », ou LIM (e.g. Penland et Matrosova 2006, Compo et 
Sardeshmukh 2010). Elle se base sur lhypothèse que le système climatique peut 
être décomposé en une partie linéaire et une partie non-linéaire. LIM  fait 
lhypothèse que cette partie non-linéaire se comporte de manière aléatoire, 
possédant une corrélation temporelle nullei. Cette hypothèse restreint donc 
létude de la dynamique du système climatique à sa partie qualifiée de « linéaire » 
qui est alors décomposée en modes spatio-temporels de variabilité. A partir de 
leur signature, ces modes peuvent être attribués à des sources de variabilité 
différentes et il est alors possible de reconstruire lévolution temporelle de la 
NASST sans la contribution des modes jugés non-internes et/ou non-locaux (cf. 
figure 4.26 de Marini 2011 pour un aperçu des résultats de cette méthode). Outre 
le fait que LIM ne prenne pas en compte les non-linéarités du système climatique, 
elle souffre de la faible couverture temporelle des observations dans lestimation 
statistique des différents paramètres du modèle. Cette méthode trouve aussi ses 
limites lorsque deux modes sont statistiquement liés. Cest par exemple le cas de 
lAMV et de la variabilité basse fréquence du Pacifique : soustraire le mode 
Pacifique semble dégrader lestimation de la variabilité interne basse fréquence 
de la NASST (Marini 2011). De plus, lattribution des modes à un phénomène 
physique reste en partie subjective (Penland et Matrosova 2006) et peut donc 
conduire à une mauvaise estimation du signal NASST. 
Si toutes les méthodes listées précédemment saccordent sur le fait que lAtlantique 
Nord est le siège de fluctuations multidécennales, elles diffèrent sur lévaluation de sa 
variance mais aussi sur lappréciation des années où lAMV change de phase (e.g. 
transitions des années 1920-1930 et 1990-2000). Nous remarquons que les 
incohérences les plus fortes entre les estimations de lAMV suivant ces différentes 
méthodes se situent dune part sur la période 1880-1920 et dautre part sur la période 
1995-2005. Soulignons ici que, dune manière générale, la faible densité dobservations 
avant ~1920 (Figure II.7) peut entraîner des biais importants dans lestimation de 
lAMV, ce qui est dautant plus vrai pour les méthodes utilisant le champ de SST global. 
Les incohérences de la deuxième période peuvent elles sexpliquer par les différentes 
estimations de la réponse aux émissions des GES dorigine anthropique.  
En résumé, il est difficile de dégager les processus physiques à lorigine de la variabilité 
aux échelles décennales à partir des seules observations. La superposition de différents 
signaux - forçages externes déchelle globale, forçages externes dempreinte régionale et 
variabilité interne déchelle régionale à globale  empêche de séparer proprement la 
variabilité forcée de la variabilité interne. Dautre part, nous avons présenté jusquici les 
                                                        
i En ce sens LIM est lanalogue multivarié du modèle « white noise integrator » dHasselmann (1976), cf. II-7-1. 







fluctuations du système climatique comme une simple superposition des différentes 
sources de variabilité. Cependant, il est possible que ces sources interagissent. Dans ce 
contexte, les modèles numériques deviennent un outil indispensable pour améliorer 
notre compréhension de la variabilité observée du système climatique. 
II-6-2) Séparation des variabilités forcée et interne via les modèles 
numériques de climat 
Afin daméliorer notre compréhension de la variabilité observée du système climatique, 
les chercheurs utilisent des modèles numériques de climat (ci-après GCM pour Global 
Climate Model) qui peuvent être considérés comme des laboratoires virtuels. La 
modélisation numérique consiste premièrement à diviser le milieu continu quest le 
climat en une multitude de boîtes, appelées mailles (étape dite de discrétisation). Ces 
mailles font environ 1° de côté et quelques mètres à centaines de mètres dépaisseuri. 
Lévolution du climat, ainsi discrétisé, est ensuite simulée à partir déquations basées sur 
les relations de Navier-Stockes (pour la partie dynamique) et détat (pour la partie 
physique). Notons que les processus physiques se déroulant à une échelle plus petite 
                                                        
i Cette taille est la résolution moyenne des GCMs utilisés actuellement pour étudier le climat aux échelles de temps 
saisonnière à centennale. 
Figure II.11 : Les différentes estimations de lAMV. (gauche) Méthodes utilisant des données 
observées (Source : ersstv3 ; Smith et al. 2008) (noire) où la tendance linéaire de NASST a été 
retranchée, (bleu) où l'évolution de la SST moyennée globalement (60°S-60°N) a été retranchée et 
(rouge) où la régression linéaire de la NASST sur la série temporelle de la première EOF globale de 
la SST a été retranchée. (droite) Méthode utilisant des modèles numériques. La réponse forcée de 
la température de l'Atlantique Nord, estimée par les modèles numériques, a été retranchée à 
l'évolution temporelle de lindice NASST observé (une courbe par modèle). La courbe noire 
représente la moyenne multimodèle de cette estimation et l'enveloppe grise indique l'erreur sur les 
données observées. (Crédits : Terray 2012). 







que la maille (e.g. nuages, précipitations, interaction aérosols rayonnement) sont pris 
en compte au travers de paramétrisationsi. 
De nombreuses études, utilisant des approches variées, ont montré que la variabilité 
décennale observée de la NASST est incompatible avec la seule réponse aux forçages 
externes simulée par les GCMs. Voici une description de quelques méthodes utilisées 
dans ce cadre. 
· Kravtsov et Spannagle (2008), parmi dautres, ont estimé la réponse climatique 
aux forçages externes observés à partir de la moyenne multimodèles de 
lensemble des simulations historiquesii de lexercice CMIP3. Moyenner les 
simulations des différents modèles et des membres disponibles permet de 
saffranchir de la variabilité interne (si leur nombre est suffisant) et disoler la 
réponse climatique aux forçages externes. Létude montre ainsi que, si la 
moyenne multimodèle est comparable à lévolution observée de la SST en 
moyenne globale, elle ne représente pas les fluctuations décennales observées au 
niveau de lAtlantique Nord. Les auteurs en déduisent que ces fluctuations sont 
dorigine interne. Knight (2009), utilisant le même ensemble de simulations, 
conclut aussi que lévolution de la NASST au cours des 150 dernières années est 
incompatible avec la seule réponse aux forçages externes, mais ajoute que celle-ci 
est néanmoins compatible avec lestimation de la variance totale des modèles 
{réponse aux forçages externes + variabilité interne}. 
· Les études de Ting et al. (2009) et Terray (2012) estiment la réponse aux 
forçages externes de la région Atlantique Nord à partir dune approche 
maximisant le rapport signal (ici le forçage) sur bruit (la variabilité interne) 
(optimal filtering method ; Allen and Smith 1997 ; Venzke et al. 1999 ; Chang et al. 
2000, Terray and Cassou 2002) en se basant sur des simulations densemble des 
modèles des exercices CMIP3 et CMIP5, respectivement. En retranchant à la 
NASST observée lestimation de la réponse aux forçages obtenue pour chaque 
modèle, ils obtiennent un résidu représentant la part interne des fluctuations 
décennales observées (Figure II.11droite). Ils montrent ainsi que la tendance au 
réchauffement au cours du dernier siècle est majoritairement dorigine forcée, 
alors que les fluctuations multidécennales sont très probablement dorigine 
interne. De plus, Ting et al. (2009) insistent sur le fait que les signatures de la 
partie forcée et de la partie interne de la NASST ont des structures spatiales 
différentes, renforçant lhypothèse de lexistence dun mode interne sur cette 
région. 
· DelSole et al. (2011) utilisent une méthode statistique permettant de décomposer 
les champs physiques, non pas sur un critère de covariance (comme les EOF) 
                                                        
i Les paramétrisations permettent de prendre en compte le comportement moyen sur une maille de processus 
déchelle plus petite que la maille. Elles se basent sur des liens empiriques obtenus par des mesures de terrain ou à 
partir de modélisations plus fines dun processus particulier. 
ii Simulations numériques pour lesquelles les forçages externes évoluent comme observés durant leur intégration. Ces 
simulations permettent ainsi de « rejouer » le climat du dernier siècle. 







mais sur un critère de cohérence spatiale de léchelle temporelle de la variabilité 
(nommément lAPT pour Average Predictability Time ; Delsole et Tippett 2009a, 
DelSole et Tippett 2009b). Ils concluent quun mode planétaire de variabilité 
interne, centré sur lAtlantique Nord, existe à léchelle multidécennale et est 
distinct du signal anthropique. Ils suggèrent même que ce mode aurait modulé de 
manière significative la tendance au réchauffement global des trois dernières 
décennies. Ceci renforce donc limportance de rigoureusement distinguer la 
variabilité forcée de la variabilité intrinsèque aux échelles de temps décennale à 
multidécennale afin destimer leur poids respectif dans la variabilité climatique 
totale et destimer le potentiel prédictif à léchelle décennale. 
Les résultats de ces études de modélisation doivent cependant être interprétés avec 
précaution. En effet, lutilisation de ces différentes méthodes suppose que les GCMs 
simulent de manière suffisamment réaliste la réponse du système climatique aux 
forçages externes. Si la sensibilité climatique aux GES semble raisonnable (cf. AR5), une 
des plus grandes incertitudes repose sur la représentation des effets des aérosols sur le 
climat (Chang et al. 2011, Booth et al. 2012). Booth et al. (2012) soulignent le fait que la 
majorité des GCMs actuels ne possèderaient pas la physique permettant de reproduire 
lensemble des impacts des aérosols. Lajout de la représentation de leffet indirect de 
deuxième espèce des aérosols au sein du modèle HadGEM2-ES permet ainsi de 
reproduire lamplitude et le phasage temporel des fluctuations décennales de la NASST 
observée. 
Cependant, si lintroduction de leffet indirect de deuxième espèce des aérosols permet 
au modèle HadGEM2-ES de capturer lévolution de la NASST observée au cours du 
dernier siècle, elle dégrade les performances du modèle pour dautres champs et 
dautres régions du globe, et, plus grave, introduirait même des incohérences physiques 
pour certains mécanismes bien connus (Zhang et al. 2013). Ainsi, les anomalies de 
température de signes opposés observées dans lAtlantique Nord, entre la surface et la 
subsurface durant les fluctuations décennales de la NASST, ne sont pas simulées dans 
HadGEM2-ES (Zhang et al. 2013) alors que cette signature verticale serait daprès Zhang 
(2007), la signature même dun mode de variabilité interne. Dautre part, au cours des 
50 dernières années, les couches de surface de locéan Atlantique Nord ont vu leur 
contenu de chaleur augmenter (Domingues et al. 2008, Levitus et al. 2009) sous laction 
des forçages externes (Gleckler et al. 2012). Or, le modèle HadGEM2-ES simule cette 
tendance au réchauffement seulement dans le cas où les aérosols sont maintenus 
constants (Zhang et al. 2013), suggérant une forte surestimation de la réponse aux 
aérosols dans ce modèle (même si celle-ci nest pas connue dans les observations en tant 
que telle) qui masquerait laction des GES sur lAtlantique. En effet, la tendance au 
réchauffement observée de la moyenne globale de la SST, dont la cause a été attribuée à 
laugmentation des GES (cf. AR5 Stocker et al. 2013), est mal simulée par ce GCM (Zhang 
et al. 2013). Lensemble de ces arguments jettent de facto de considérables doutes sur la 
possibilité que les aérosols soient responsables de la majeure partie de la variabilité 
décennale de la NASST observée, laissant la place à de nombreuses autres sources de 
variabilité, en particulier internes. 







II-7) Mécanismes de la variabilité interne de 
lAtlantique Nord aux échelles décennale à 
multidécennale 
En raison de limportance que peut avoir la variabilité interne dans les fluctuations 
décennales observées de lAtlantique Nord, il est essentiel que nous en comprenions ses 
mécanismes. De nouveau, le caractère limité des observations est tel que les approches 
de modélisation sont essentielles. Dans ce contexte, les longues simulations numériques 
(souvent intégrées sur plus de 500 ans) durant lesquelles tous les forçages externes ont 
été maintenus constants, appelées simulations de contrôle, deviennent loutil adéquat 
pour améliorer notre compréhension de ces mécanismes : ce protocole expérimental 
permettant disoler la variabilité interne telle que simulée par les GCMs. Nous réalisons 
ici un état de lart de notre connaissance sur ce sujet. 
II-7-1) Le modèle « white noise integrator » et ses limites 
II-7-1-a) Concepts 
En première approximation, lévolution temporelle de la SST peut être représentée à 
laide dun modèle statistique simple appelé white noise integrator (Hasselmann 1976), 
selon léquation : ௗ்ௗ௧ ൌ െߙܶᇱ ൅ ߝ    (éq. II.1)  
Les anomalies de températures (T) sont induites par un forçage ( ) et progressivement 
dissipées (-!T) suivant un temps caractéristique damortissement, aussi appelé temps 
de décorrélation : td =" 1/! ; ! représente donc le coefficient damortissement de la 
température vers sa climatologie et est compris entre 0 et 1, nous reviendrons plus en 
détail sur cet aspect dans la section IV-1. La forme intégrée de léquation (éq. II.1) 
sécrit : ܶሺݐ଴ ൅ ߬ሻ ൌ ߤ ൅ ݁ିఈఛܶᇱሺݐ଴ሻ ൅ ׬ ݁ିఈሺ௧బାఛି௦ሻߝሺݏሻ݀ݏ௧బାఛ௧బ  (éq. II.2)  
Où # représente létat moyen. En considérant que   décrit uniquement un forçage 
atmosphérique local, celui-ci peut être représenté par une variable stochastique 
dautocorrélation interannuelle nulle, c'est-à-dire un bruit blanci. Dans ce contexte, 
lexpression (éq. II.2) donne tout son sens au nom « white noise integrator » du modèle 
dHasselmann (1976). 
                                                        
i Le bruit blanc se caractérise par une puissance spectrale constante selon les fréquences, c'est-à-dire que la puissance, 
ou variance, développée par la variable est constante selon léchelle de temps considérée. 
II-7) Mécanismes de la variabilité interne de lAtlantique Nord aux échelles de temps 






Selon cet hypothèse, nous pouvons montrer que le spectre de la température suit 
léquation (e.g. Brockwell et Davis 1998) : ܩሺ߱ሻ ൌ ఙഄమሺଵିఉమሻሺଵିଶఉ ୡ୭ୱሺఠሻାఉమሻ    (éq. II.3)  
où G() est la puissance spectrale, ou variance spectrale, de la température de surface,  
est la fréquence,  !² est lamplitude du spectre du bruit blanc atmosphérique (Figure 
II.12), c'est-à-dire sa variance (par définition constante à toutes les fréquences) et " est 
un coefficient sans dimension égale à 1-# (nous reviendrons sur sa définition à la section 
IV-1). Le spectre de la température de surface est alors complètement déterminé par 
lamplitude du forçage atmosphérique ! et par la valeur du coefficient de rappel #. Plus 
ce coefficient de rappel est faible et plus le spectre de la température sera « rouge » 
(Figure II.12), i.e. plus la variabilité se concentrera aux basses fréquences. Ainsi, pour 
un même forçage atmosphérique (i.e.  !² = constante), plus linertie thermique de la 
température de surface est grande, plus la part de la variance basse fréquence dans la 
variance totale sera grande. Cest principalement pour cette raison quil existe un tel 
contraste entre les SST des tropiques et des extratropiques (Figure II.6) : cette 
différence est cohérente avec les fluctuations saisonnières de la couche de mélange avec 
la latitude qui sapprofondit en hiver sous les effets des vents et des flux de flottabilité 
assurant ainsi la ventilation dun large volume deau océanique.  
 
Figure II.12 : Bruit blanc, bruit rouge. Spectre des indices NAO (bleu) et NASST (rouge), calculés sur la 
période 1880-2010 et normalisés par leur écart-type. (Sources : ersstv3 pour la NASST et NOAA_20CR 
pour la NAO). 
II-7-1-b) Limite 
Boer (2008) montre que la variance décennale des SST des régions Atlantique Nord, 
Pacifique Nord et océan Antarctique simulées par les modèles numériques de lexercice 
CMIP3 est cependant incompatible avec le modèle statistique dHasselmann (Figure 
II.13), suggérant lexistence dune autre source de variabilité que la simple intégration 







du bruit blanc atmosphérique. Cette étude est cohérente avec celle de Frankignoul et al. 
(1997) qui montrent, en se basant sur un modèle stochastique incluant une dynamique 
océanique simplifiée, quaux latitudes extratropicales de lAtlantique Nord, les anomalies 
de circulation océanique sont la principale cause de variabilité décennale. Ils insistent 
indirectement sur limportance dans cette région des processus advectifs océaniques 
que nous allons maintenant détailler. 
II-7-2) Les liens entre lAMV et la MOC dans les modèles 
Depuis une vingtaine dannées, de nombreuses études ont montré lexistence de liens 
forts entre lAMV et les fluctuations de la MOC de lAtlantique Nord (ci-après AMOC) à 
partir de simulations de contrôle des GCMs (e.g. Delworth et al. 1993, Delworth et al. 
1997, Timmermann et al. 1998, Delworth et Greatbach 2000, Delworth et Mann 2000, 
Vellinga et Wu 2004, Knight et al. 2005, Medhaug et Furevik 2011, Menary et al. 2012). 
Par exemple, pour 10 modèles étudiés, Medhaug et Furevik (2011) trouvent que les 
fluctuations décennales de lAMOC précèdent de quelques années celles de la NASST. 
Etant donnée limportance de lAMOC dans le transport méridien de chaleur dans 
lAtlantique (cf. I-4-3), il est cohérent quune intensification de sa circulation entraîne 
une augmentation de la température de surface sur la région Atlantique Nord. 
De nombreux points communs ont été mis en évidence entre les anomalies observées 
liées à lAMV au cours du dernier siècle et les anomalies simulées en lien avec les 
variations de lAMOC dans les modèles (e.g. Delworth et Mann 2000, Knight et al. 2005, 
Zhang 2007, Zhang 2008, Frankcombe et Dijkstra 2009, Frankcombe et al. 2010, Joyce et 
Zhang 2010). Cependant, si la grande majorité des GCMs saccordent sur le fait que les 
variations décennales de lAMOC jouent un rôle significatif dans lAMV, il nexiste à 
Figure II.13 : Part de la variabilité basse fréquence incompatible avec le modèle « white noise 
integrator ». Estimation, à partir des modèles de lexercice CMIP3, du pourcentage de la variance 
basse fréquence du champ de température incompatible avec une représentation « white noise 
integrator ». Seules les valeurs significativement différentes de 0 à un seuil de confiance de 99% 
sont colorées. Crédits : Boer (2008) 
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lheure actuelle aucun consensus sur les mécanismes physiques pouvant être 
responsables de ces variations en elles-mêmes. 
II-7-3) La variabilité de lAMOC 
Comme nous lavons vu à la section I-4, lAMOC obéit à plusieurs forçages. Sa branche de 
surface est liée au vent (circulation de gyre), la plongée des eaux est liée aux échanges de 
flux Océan-Atmosphère tout au long du trajet en surface des masses deau. Enfin, la 
remontée des eaux est liée aux vents de locéan Austral (upwelling) et aux mélanges 
verticaux turbulents (proportionnels aux gradients verticaux de température et de 
salinité). La variation de lun de ces forçages aura donc un effet sur le comportement de 
lAMOC. 
Par exemple, les anomalies de vent associées à une phase négative de la NAO entraînent 
un changement de la circulation horizontale océanique (branche de surface de lAMOC) 
via la relation de Sverdrup ainsi quun changement de la circulation méridienne via les 
anomalies de pompage dEkman associées (Figure II.14). Ces ajustements au forçage 
par les vents se font en quelques jours. Dautre part, lors dune NAO- lintensité des vents 
diminue au niveau du gyre subpolaire, réduisant les flux de surface et créant des 
anomalies positives de température. Cela entraîne une diminution de la densité de 
surface du gyre et conduit à une diminution de la convection profonde océanique. 
Lorsque quune phase NAO- est suffisamment récurrente au cours dun hiver, lensemble 
de la cellule méridienne de retournement Atlantique va se trouver ralentie quelques 
années plus tard (Figure II.15). Enfin, des expériences de sensibilité conduites à partir 
de modèles numériques dans lesquels les vents de locéan Austral sont artificiellement 
augmentés montrent une intensification de lensemble de lAMOC après environ 100 ans 
de simulation (Figure II.16). 
 
Figure II.14 : Forçage de type NAO- sur lAMOC à léchelle mensuelle. Réponse à léchelle du 
mois (gauche) de la circulation de gyre et (gauche) de lAMOC à un forçage de type NAO-dans 
une simulation idéalisée. (Crédits : Barrier et al. 2014). 








Figure II.16 : Forçage de lAMOC par un changement de lintensité des vents de locéan 
Australe. Les contours représentent les anomalies moyennes dAMOC (Sv) calculées sur 100 ans 
après stabilisation dune simulation pour laquelle lintensité des vents a été doublée au niveau de 
locéan Austral (une anomalie positive indique une circulation cyclonique plus forte). Les couleurs 
représentent les anomalies de température moyennées zonalement sur lAtlantique (K). Nous 
voyons quau Sud de 40°S la remontée de la NADW est accélérée et entraîne une accélération de 
lAMOC jusque dans lhémisphère Nord. (Crédits : Delworth et Zeng 2008). 
Figure II.15 : Forçage de type NAO- sur lAMOC à léchelle interannuelle. (haut) Réponse de 
lAMOC à un forçage de type NAO- imposé durant plusieurs années lors dune simulation 
idéalisée. (bas) idem mais seule la composante dynamique du forçage est imposée (stress de 
vent). La différence damplitude des anomalies souligne indirectement limportance jouée par les 
flux de flottabilité liés à la NAO- dans la réponse de lAMOC à léchelle interannuelle. (Crédits : 
Barrier et al. 2014). 
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Cependant, si ces forçages engendrent bien des variations de lAMOC, ils ne peuvent 
expliquer la forte concentration dénergie dans la bande décennale à multidécennale 
présente dans la majorité des spectres dAMOC simulée par les GCM. Dautres 
mécanismes doivent exister pour expliquer ces fréquences privilégiées. 
II-7-3-a) La variabilité décennale à multidécennale de lAMOC 
LAMOC et ses fluctuations basses fréquences constituent encore un verrou pour notre 
connaissance du système climatique. Cela sexplique en premier lieu par les difficultés 
existantes à observer cette circulation océanique (cf. I-4-4), mais aussi en raison de la 
sensibilité de létat moyen et de la variabilité lAMOC simulée aux différents 
choix/configurations de modélisation adoptés par les différents GCM. Chaque GCM étant 
unique par les combinaisons possibles de {résolution / forme des mailles / 
paramétrisations / prise en compte de la topographie / schémas numériques / }, il en 
résulte que chaque modèle possède un équilibre climatique qui lui est propre (aussi 
appelé attracteur), ainsi que ses propres modes de variabilité. En effet, malgré les 
efforts réalisés afin que les modèles représentent au mieux la réalité, les approximations 
faites au sein de ceux-ci entraînent inévitablement des erreurs (e.g. biais systématiques, 
dérives artificielles dues à des bilans dénergie et de masse non fermés etc.). En termes 
de variabilité décennale de lAMOC, ceci se traduit par lexistence dune « faune » de 
mécanismes de variabilité extrêmement divers, même si des familles peuvent se dégager 
(voir ci-après). La plupart des modèles présentent des bandes de fréquences 
préférentielles pour la variabilité de lAMOC, néanmoins ils ne saccordent pas sur la 
période privilégiée à laquelle la variabilité décennale à multidécennale de lAMOC se 
développe. Cette période peut varier entre 10 et 200 ans suivant les simulations. De par 
la durée des observations disponibles, il est difficile de rejeter des hypothèses car il est 
probable quil nexiste pas un mais une multitude de mécanismes dont les poids 
respectifs pourraient fluctuer en fonction du temps. Ainsi, à lheure actuelle, il nexiste 
pas de consensus sur la nature des fluctuations de lAMOC qui serait : 
· un mode purement océanique auto-entretenu par la dynamique de locéan (ondes 
de Rossby, circulation de gyre ), comme le suggèrent les études de Delworth et 
Greatbach (2000), Jungclaus et al. (2005), Zhu et Jungclaus (2008) et Frankcombe 
et Dijkstra (2010), 
· un mode océanique de nature épisodique répondant passivement  mais avec sa 
propre échelle de temps ! à un forçage atmosphérique haute fréquence (e.g. 
Medhaug et al. 2011, Guemas et Salas 2011, Msadek et Frankignoul 2011), 
· un mode couplé océan-atmosphère comme le montre les études de Timmermann 
et al. (1998), Vellinga et Wu (2004), Wu et Liu (2005) et Danabasoglu (2008). 
Certains modèles possèdent même plusieurs types de variabilité qui, soit se superposent 
(Zhu et Jungclaus 2008, Dong et Sutton 2005), soit existent de manière séquentielle sur 
des périodes indépendantes (Kwon et Frankignoul 2012). 







Cette disparité peut décourager au premier abord tant il apparaît illusoire dobtenir des 
informations robustes sur lAMOC à partir de GCMs qui  peuvent se contredire. George 
Box disait cependant que « tous les modèles sont faux, certains sont utiles ». Il reste aux 
chercheurs le soin destimer le degré de réalisme des mécanismes à luvre. Dans ce 
cadre, les nouvelles observations telles que celles issues du projet RAPID (cf. I-4-4) sont 
très utiles non seulement pour contraindre les modèles mais aussi pour développer 
certaines métriques afin dévaluer leurs performances et détablir une grille de 
confiance. 
En outre, malgré la grande disparité de la nature intrinsèque des fluctuations de lAMOC, 
celles-ci sont toujours associées à des changements de densité au sein du gyre 
subpolaire et à des anomalies de convection profonde dans les mers Nordiques (mer du 
Labrador et mer de Norvège). 
II-7-3-b) Le gyre subpolaire : moteur de la variabilité de lAMOC 
Nous discutons ici des mécanismes pouvant conduire à la création danomalies de 
densité du gyre subpolaire à léchelle décennale. Commençons avec une anomalie 
positive de densité de surface du gyre subpolaire créée par un forçage atmosphérique 
local. En hiver, cette anomalie renforce le déséquilibre en densité au niveau de la mer du 
Labrador et se propage via la convection profonde sur toute la profondeur du gyre 
subpolaire (nourrissant ainsi la branche descendante de lAMOC). Suivant un équilibre 
géostrophique, la circulation du gyre saccélère et advecte plus rapidement les eaux 
tropicales vers le pôle, diminuant ainsi le temps déchange entre locéan et latmosphère 
lors du transport  en surface de ces masses deau. Celles-ci vont alors être anormalement 
chaudes et salées en arrivant au niveau du gyre subpolaire. Suivant les caractéristiques 
du modèle, les anomalies en densité de ces masses deau pourront être soit positives, si 
contrôlées par la température, soit négatives, si contrôlées par la salinitéi. Dans le cas où 
la salinité gouverne les anomalies en densité, celles-ci vont être propagées jusquau site 
de convection où elles renforceront de nouveau lintensité du gyre subpolaire : cest le 
salinity internal feedback (que nous retrouverons au chapitre III, cf. Levermann et Born 
2007). Inversement, si la température domine les anomalies en densité, celles-ci auront 
une rétroaction négative sur lintensité du gyre qui, suivant lamplitude des anomalies 
de température, peut éventuellement conduire à un renversement des anomalies de 
départ. Dans les deux cas, léchelle de temps caractéristique de la rétroaction est 
déterminée par le temps dadvection des masses deau et est denviron 10 ans. 
                                                        
i Il existe de nombreuses raisons pour lesquelles les anomalies de densité ne sont pas de même signe suivant les 
modèles. Les GCM nayant pas le même état moyen, les caractéristiques en température et salinité des masses deau 
advectées des tropiques varient entre les modèles. Les flux moyens de chaleur et deau douce varient aussi dun 
modèle à lautre. Les masses deau vont donc se refroidir et se « dessaler » différemment en fonction de la particularité 
des vents et des précipitations de chaque modèle mais aussi en fonction de lintensité de la circulation horizontale 
océanique moyenne. Les profils moyens en densité, salinité et température aux niveaux des sites de convection 
profonde sont aussi à prendre en compte pour appréhender les poids joués par la température et la salinité dans les 
anomalies de convection profonde. 
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Ainsi, suivant les poids respectifs joués par les anomalies de salinité et de température 
dans ce mécanisme, les anomalies dAMOC auront une échelle de temps différente. Celle-
ci sera denviron 20 ans si le mécanisme est contrôlé par la température (e.g. Dong et 
Sutton 2005, Huang et al. 2014). Dans le cas où la salinité domine, léchelle de temps 
sera plus longue mais, en raison des caractéristiques non-linéaires de la fonction détat 
de la densité (e.g. Millero et Huang 2009), il arrivera toujours un moment ou 
laccumulation de chaleur au niveau du gyre subpolaire viendra contrebalancer leffet 
des anomalies de salinité. Létude de Delworth et al. (1993) montre ainsi une oscillation 
de lAMOC autour dune période de 50 ans. 
Les anomalies de densité du gyre subpolaire peuvent aussi être créées par une 
modification dans la forme des gyres. Par exemple, lors dun forçage de type NAO+ la 
trajectoire de la dérive Nord Atlantique (frontière entre le gyre subpolaire et le gyre 
subtropical) prend une orientation Sud-Nord plus prononcée. Les courants océaniques 
coupent alors les forts gradients horizontaux de température et de salinité, créant des 
anomalies de densité au niveau du gyre subpolaire. Dautre part, le fort gradient 
méridien de température présent au niveau de la dérive Nord Atlantique est favorable à 
la propagation donde de Rossby thermique pouvant conduire à des fluctuations de 
lAMOC (Huck et al. 2001, Huck et al. 1999, de Verdière et Huck 1999, TeRaa et Dijkstra 
2004, Dijkstra 2006, Sévellec et al. 2009). Ce mode se caractérise par une relation 
déphasée (~1/4 de cycle) entre les fluctuations de lAMOC et des anomalies de 
température dans la bande 40°N-55°N de lAtlantique Nord. Lorsquune anomalie 
chaude apparaît vers 40°W-30°W, celle-ci engendre une anomalie négative de densité et 
induit par équilibre géostrophique une anomalie de circulation anticyclonique (phase 1 : 
Figure II.17-1). Cette anomalie de circulation entraîne par advection la formation 
danomalies chaudes sur son flanc Ouest et danomalies froides sur son côté Est (phase 
2 : Figure II.17-2). A cet instant du cycle, une anomalie de circulation méridienne 
dirigée vers le Sud est créée, diminuant la branche de surface de lAMOC. Lanomalie 
négative de température créée à lEst du gyre est ensuite propagée à son tour vers 
lOuest (phase 3 : Figure II.17-3), débutant la phase négative du cycle. En parallèle de 
cette propagation dOuest, les anomalies de circulation anticyclonique de la phase 1 du 
cycle conduisent à la création danomalies positives/négatives de température/densité 
au niveau du gyre subpolaire. Celles-ci vont être advectées jusquen mer du Labrador où 
elles entraîneront une diminution de la convection profonde, participant à la diminution 
de lAMOC lors de la phase 2 du cycle. 
TeRaa et Dijkstra (2002) et (2003) démontrent à partir dun modèle simplifié que la 
période de cette oscillation est imposée par la vitesse de propagation de lanomalie vers 
lOuest, qui est elle-même contrôlée par la vitesse du courant moyen (selon la théorie 
des ondes de Rossby). Lexistence de ce mode suggère donc que les fluctuations 
décennales de lAMOC peuvent être générées uniquement à partir danomalies de 
température. 
Enfin, certaines études suggèrent que des anomalies de circulation horizontale 
océanique ne sont pas nécessaires pour engendrer les variations de lAMOC. Vellinga et 







Wu (2004) et Menary et al. (2012) montrent quun décalage méridien vers le Nord de la 
ZCIT et de son flux deau douce associé peut engendrer des anomalies négatives de 
salinité qui sont advectées jusquau gyre subpolaire par le courant moyen (~50 ans). Ces 
anomalies diminuent alors lintensité de lAMOC et son transport de chaleur vers le 
Nord. Il en résulte une diminution de la température de surface de lAtlantique Nord qui 
provoque un décalage vers le Sud le la ZCIT (Figure II.18). Dans de nombreux modèles, 
la position de la ZCIT semble effectivement sensible à la modification du gradient inter-
hémisphérique de température provoqué par les fluctuations de lAMOC et son 
empreinte en SST : lAMV (e.g. Ting et al. 2009). Ainsi, ce mécanisme de variabilité de 
lAMOC repose sur la présence dun couplage océan-atmosphère dans les tropiques mais 
seule lanomalie de salinité du gyre subpolaire semble moduler lintensité de lAMOC. 
Léchelle de temps caractéristique de ce mécanisme est la centaine dannées. 
Notons aussi que des études montrent que les échanges deau douce entre le gyre 
subpolaire et les mers de GINi peuvent aussi être responsables des fluctuations de 
densité du gyre et des anomalies de convection profonde (Delworth et al. 1997, 
Jungclaus et al. 2005, Franckombe et al. 2009 et 2010). 
                                                        
i Groenland-Islande-Norvège. 
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En résumé, les mécanismes à lorigine de la variabilité décennale à multidécennale de 
lAMOC dans les modèles (et à plus forte raison dans les observations) demeurent donc 
incertains. Considérant les liens forts entre l'AMOC et lAMV, il est nécessaire de 
continuer les recherches sur la variabilité de lAMOC dans lobjectif de mieux 
comprendre les fluctuations climatiques et leurs impacts, dans lespoir de pouvoir un 
jour les prévoir. 
Figure II.17 : Schéma illustratif des relations entre AMOC et propagation dondes de Rossby 
thermiques. Les couleurs de fonds représentent le gradient climatologique des températures de 
lAtlantique Nord. (1) Une circulation cyclonique est générée par la présence dune anomalie 
positive de température, advectant des eaux chaudes à lOuest de lanomalie et des eaux 
froides à lEst. (2) Lanomalie chaude se propage vers lOuest et une anomalie froide se forme à 
lEst, entraînant une diminution du gradient de densité Ouest-Est et, par équilibre 
géostrophique, un affaiblissement de lAMOC. (3) Lanomalie négative de température est à son 
tour propagée vers lOuest, entamant la deuxième phase de loscillation qui conduira à une 
intensification de lAMOC (4). 







Figure II.18 : Mécanisme de la variabilité centennale de lAMOC proposé par Vellinga et Wu 
(2004). Une forte AMOC est liée à une augmentation du transport de chaleur vers le Nord qui 
entraine une augmentation de la température de surface de lAtlantique Nord. Cela accroît le 
gradient de température intertropical et entraîne un décalage vers le Nord de la ZCIT et de son flux 
deau douce associée. Des masses deau anormalement douces sont alors advectées des tropiques 
jusque dans le gyre subpolaire où elles diminuent la densité au niveau des zones de convection 
profonde, entraînant un affaiblissement de lAMOC. Ce cycle entre alors dans sa phase opposée.. 
D'après Menary et al. (2012) 







II-8) La prévision décennale 
En vue de lAR4, lexercice CMIP (pour Climate Model Intercomparison Project) envisagea 
plusieurs projections climatiques pour le 21ème siècle, réalisées à partir de modèles 
numériques. Celles-ci sont souvent résumées par le panache de lévolution de la 
température globale (Figure II.19) dont lamplitude saccroît avec léchéance de la 
projection. Lamplitude de ce panache, i.e. lincertitude des projections, a plusieurs 
sources : les incertitudes liées aux modèles et à la variabilité interne du système 
climatique (représentées ici par les « spaghettis » de même couleur, en traits fins) et 
lincertitude liée aux scénarios démissions des GES (couleurs différentes, en traits gras). 
Dans la plupart des études et leur relai auprès de la sphère publique (décideurs, medias 
et citoyens), laccent a très souvent été mis sur la période 2070-2100 où lincertitude est 
contrôlée en grande partie par le forçage par les GES et leurs rétroactions. En dautres 
termes, il est montré que le climat de la seconde moitié du 21ème siècle dépend 
essentiellement du choix de société actuel ou adopté au cours de la prochaine décennie. 
Nous avons vu quau cours du dernier siècle, la variabilité interne à léchelle régionalei  a 
pu jouer un rôle aussi important que les forçages externes dans les fluctuations basses 
fréquences du climat. Or, dans un futur proche, c'est-à-dire sur la période 2015-2035, 
lincertitude sur les projections climatiques nest pas dominée par les scénarios 
démission des GES (Figures II.19). Ces derniers sont en effet très contraints par les 
échelles de temps caractéristiques des fonctionnements socio-économiques qui ne 
                                                        
i Typiquement léchelle du bassin océanique. 
Figure II.19 : Projections de la température globale AR4. Evolution de la température de surface 
moyenne du globe (valeurs annuelles) sur la période 2005-2100, estimée par 15 modèles de climat 
(exercice CMIP3) et suivant 3 scénarios démissions de gaz à effet de serre : le A2 (rouge), le A1B 
(vert) et le B1 (bleu), correspondant à des émissions futures fortes, moyennes et faibles, 
respectivement. Sur la période 1950-2005, les mêmes modèles ont été utilisés suivant les forçages 
observés (gris). La courbe noire épaisse représente la température globale observée (Brohan et al. 
2006). Pour chaque scénario futur, la courbe épaisse correspond à la moyenne sur lensemble des 
modèles. (Crédits : AR4). 







peuvent évoluer drastiquement en quelques années. Les incertitudes à léchelle globale 
et en particulier à léchelle régionale reposent essentiellement sur les modèles et la 
variabilité interne du système climatique (Figure II.20). Dans lAR4, si le GIEC 
sintéresse peu au futur proche, cest parce que la variabilité interne climatique na pas 
été totalement prise en compte dans ces expériences ; elle est simulée par les modèles 
en tant que processus, mais son phasage avec les observations nest pas contraint. Cest 
dailleurs pour cela que le terme projection, et non prévision, est utilisé pour désigner 
les simulations numériques du 21ème siècle dans lAR4. 
Un des objectifs du dernier exercice CMIP, nommément CMIP5, réalisé pour alimenter le 
5ème rapport du GIEC, était dévaluer les possibilités de diminution des incertitudes sur 
lévolution du climat des prochaines décennies. La communauté scientifique a ainsi 
conduit, pour la première fois à léchelle du Programme Mondial de Recherche sur le 
Climat (en anglais World Climate Research Programme, WCRP), un ensemble coordonné 
de simulations dites de prévisions décennales. Ces simulations diffèrent des 
projections climatiques par létape dinitialisation des modèles aux observations 
(directes ou à leur estimation via les réanalyses), ce protocole a pour objectif de 
diminuer les incertitudes provenant de la variabilité interne. Il repose sur lhypothèse 
que létape dinitialisation permet de phaser la variabilité interne simulée sur celle du 
monde réel, diminuant ainsi les incertitudes des prévisions lors des premières 
décennies, sil existe une forme de prévisibilité. 
 
Depuis quelques années et assurément avec le volet décennal de lexercice CMIP5, nous 
assistons donc à lémergence dune nouvelle discipline : la prévision décennale. Cette 
thèse sinscrit dans cette thématique et son objectif est de contribuer à lévaluation des 
possibilités de prévision du climat à cette échelle de temps. Pour améliorer notre 
Figure II.20 : Evolution des incertitudes durant les projections. (gauche) Moyenne décennale de 
la projection de la température de surface globale et incertitudes associées : interne (orange), 
modèle (bleu) et scénario (vert). (droite) Part de chaque source dincertitude dans lincertitude 
totale des projections climatiques des moyennes décennales de la température de surface 
hivernale (mois DJF) sur lEurope en fonction de léchéance de la projection. (Crédits : AR5). 







capacité à appréhender le futur, il est nécessaire de mieux cerner les mécanismes 
physiques qui gouvernent le climat. Comprendre pour prévoir, voilà le fil rouge de ces 
travaux de thèse qui, en ce sens, se situent en amont des prévisions décennales de 
lexercice CMIP5. Ainsi, dans les deux prochains chapitres de ce manuscrit nous 
présentons les mécanismes et leur prévisibilité associée de la variabilité interne de 
lAtlantique Nord aux échelles de temps décennale à multidécennale simulée par le 
































Chapitre III : Mécanismes de la variabilité interne de lAtlantique Nord aux échelles 






Chapitre III : Mécanismes de la variabilité 
interne de lAtlantique Nord aux échelles 
décennale à multidécennale et influences 
sur lEurope 
Dans ce chapitre, nous étudions la variabilité interne de lAtlantique Nord aux échelles 
décennale à multidécennale à partir dune simulation de 1000 ans du modèle CNRM-
CM5 (Voldoire et al. 2013). Cette simulation, dite de contrôle, a été produite dans le 
cadre de lexercice CMIP5 et a la particularité davoir tous les forçages externes (solaire, 
volcanique, gaz à effet de serre et aérosols) maintenus constant aux valeurs 
préindustrielles de 1850. Référencée par PiCTL dans la nomenclature CMIP, elle isole 
par construction la nature interne de la variabilité du climat et permet ainsi son analyse. 
Nous commencerons par présenter les caractéristiques et les mécanismes physiques 
responsables du mode dominant de la variabilité de lAtlantique Nord qui sexprime très 
majoritairement, comme nous le verrons, à léchelle multidécennale (III-1). Nous nous 
intéresserons ensuite aux modulations des conditions climatiques sur lEurope liées à 
cette variabilité en nous focalisant sur les extrêmes journaliers de température de 
surface (III-2). Enfin, nous verrons quun mode de variabilité de période plus courte 
module le mode multidécennal prédominant de lAtlantique Nord du modèle (III-3). 
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III-1) Influences saisonnières des modes 
atmosphériques Est Atlantique et Oscillation Nord 
Atlantique sur la variabilité multidécennale de 
lAtlantique Nord 
La première section qui constitue le cur de ce chapitre fait lobjet dun papier très 
exhaustif en révision dans Climate Dynamics (Ruprich-Robert et Cassou 2014) et qui 
sintitule : « Combined influences of seasonal East Atlantic Pattern and North Atlantic 
Oscillation to excite Atlantic multidecadal variability in a climate model ». Un 
résumé est dabord proposé en français et son contenu en anglais est ensuite reproduit 
dans son intégralité. 
III-1-1) Résumé 
Cet article décrit les mécanismes physiques responsables de lAMV dans une simulation 
de contrôle de 1000 ans, dite préindustrielle, du modèle CNRM-CM5. Nous montrons 
dans un premier temps que les fluctuations multidécennales de lAMOC pilotent 
largement lAMV, elles en sont le principal précurseur. Nous documentons ensuite la 
chronologie des événements conduisant à un maximum type dAMOC/AMV. Celle-ci met 
en évidence des relations complexes avec la NAO et lEAP qui évoluent au cours du 
temps et dont les liens doivent nécessairement être considérés dun point de vue 
saisonnier. Les mécanismes océaniques associés sont alors responsables de léchelle 
multidécennale de ces fluctuations. 
Une augmentation de lAMOC, conduisant à une phase chaude de lAMV, est 
statistiquement précédée par des phases positives de la NAO et de lEAP dhiver avec un 
déphasage compris entre -40 et -20 ans (en prenant lAMOC comme référence 
chronologique). Le stress de vent associé à ces modes atmosphériques induit une 
accélération du gyre subpolaire (SPG) et augmente le transport vers le Nord de masses 
deau chaude et salée en provenance des tropiques. Simultanément, des anomalies 
positives de sel sont créées en mer de GIN en lien avec une diminution de la couverture 
de la banquise, induisant une augmentation de lévaporation locale. Ces anomalies sont 
advectées par le Courant Est Groenlandais jusquen mer du Labrador, participant à la 
progressive densification du SPG et à lintensification de la convection profonde. 
Lapport combiné danomalies de sel dorigine Arctique, ou « route Nord », et dorigine 
subtropicale, ou « route Sud », conduit in fine au renforcement de lAMOC et au 
réchauffement progressif de lAtlantique Nord. 
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Environ 10 ans avant un maximum dAMOC, la relation entre lAMOC et la NAO sinverse. 
Ce changement de signe est cohérent avec la réponse atmosphérique extratropicale à 
une téléconnexion engendrée par un décalage vers le Nord de la ZCIT en lien avec le 
réchauffement du bassin Atlantique Nord et à la construction progressive dune phase 
positive de lAMV. Via ses flux de surfaces, la NAO- rétroagit de manière positive sur le 
développement immédiat de lAMV, mais prépare en même temps sa décroissance 
future en rétroagissant de manière négative sur lAMOC. Nous trouvons également des 
relations significatives entre lAMOC et lEAP+ dété sur une fenêtre allant de -30 ans à 
+10 ans, alors que lEAP- dhiver est favorisé en phase avec lAMOC. A laide 
dexpériences additionnelles réalisées en mode atmosphérique forcé, où des anomalies 
de SST typique dAMV sont prescrites, nous interprétons ces relations avec lEAP comme 
la réponse locale et saisonnièrement dépendante de latmosphère à un bassin Nord 
Atlantique plus chaud. Enfin, ladvection de masse deau anormalement douce en 
provenance à la fois des tropiques (engendrées par des anomalies locales de circulations 
atmosphérique et océanique au pic dAMOC) et de lArctique (engendrée par une fonte 
générale de couverture de glace de mer) conduisent à une diminution de la densité du 
SPG et contribuent à la fin des événements AMOC/AMV du modèle. 
En résumé, les effets combinés de la NAO et de lEAP, de par leurs relations saisonnières 
avec locéan alternant entre forçage et réponse au cours du cycle de vie de lAMOC/AMV, 
et le rôle principal joué par les anomalies de salinité sur les changements de dynamique 
océanique, sont responsables dans CNRM-CM5 dun mode de variabilité irrégulier et 
amorti de lAMOC/AMV qui se construit en ~35-40 ans et se dissipe en environ 15-20 
ans. 
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III-2) Influences de lAMV sur les conditions 
climatiques européennes 
LAMV du modèle CNRM-CM5 se caractérise par des variations de température de 
lordre de ~0.1°C. Lensemble de lAtlantique Nord se réchauffe lors dune phase positive 
et les anomalies les plus fortes se situent aux niveaux du gyre subpolaire, de la frontière 
entre les gyres subtropical et subpolaire et le long des côtes du continent européen. Les 
valeurs peuvent atteindre ~0.2°C/!AMV (Figure III-Article1), ce qui correspond à une 
anomalie denviron environ േ0.5-0.6°C pour les événements dAMV les plus forts. Dans 
cette section, nous nous intéressons aux impacts de lAMV sur les températures de 
surface de lEurope en termes de moyenne, mais aussi doccurrence des extrêmes 
journaliers. Il sagit ici de compléter les résultats de larticle de la première section. Cette 
partie na pas la prétention dêtre aussi exhaustive et détaillée que la précédente ; elle a 
pour but dapporter un éclairage rapide et reste très descriptive. De plus, aucun test de 
significativité na été réalisé jusquà présent sur les résultats présentés ci-dessous, les 
conclusions tirées de cette étude doivent donc être considérées avec précaution. 
Un événement extrême fait référence par définition à une situation météorologique rare 
et dintensité exceptionnelle. Il existe maintes métriques pour définir un extrême et nous 
choisissons ici celle basée sur la fonction de densité de probabilité (PDF ; Figure III.1). 
Nous qualifions dextrême de température un jour où sa valeur est inférieure au 5ème 
percentile de sa distribution pour les extrêmes froid et supérieure au 95ème pour les 
extrêmes chauds. 
Pour étudier les influences de lAMV sur les températures moyennes, nous utilisons une 
approche « composite » qui repose sur la sélection dévénements en fonction dun seuil 
donné pour une variable donnée. Ici nous retenons de manière séparée les années pour 
lesquelles les valeurs de lindice AMV dépassent ൅ͳߪ஺ெ௏  et െͳߪ஺ெ௏ , appelés 
respectivement par la suite composites AMV+ et AMV- (Figure III.2). Cette approche 
nous permet ainsi dextraire les non linéarités pouvant exister entre les conditions 
Figure III.1 : Distribution de températures et extrêmes. Schéma illustrant la définition dextrême 
climatique. (Modifié de COMET Program). 







continentales européennes et les signes de lAMV. Précisons que cette étude est menée 
uniquement à partir des 850 premières années de la simulation PiCTLi. 
III-2-1) Modulation des conditions continentales estivales par lAMV 
Les Figures III.3a et III.3b montrent les anomalies de moyenne estivale (du 1er mai au 
30 Septembre) des températures maximales pour les composites AMV+ et AMV-. En 
AMV-, nous voyons que des conditions plus froides que la normale dominent lensemble 
de lEurope jusquà 40°E de longitude ; le maximum danomalie se trouve sur les 
bordures océaniques, en particulier sur le Benelux avec des valeurs de ~-0.4°C. En 
AMV+, les conditions sont à linverse plus chaudes sur lEurope. De nouveau des maxima 
danomalies se situent le long de la frange littorale Atlantique (~+0.2°C). A la différence 
de lAMV-, les conditions sont aussi plus chaudes sur la Russie (~+0.2-0.3°C). A noter, 
une tendance à de faibles anomalies de signe opposé au Sud-Est de lEurope sur les 
Balkans et la Turquie. 
En termes de modification de probabilité doccurrence des événements extrêmes 
chauds, nous notons une baisse généralisée sur tout le continent en AMV-, avec des 
valeurs de lordre de 25% entre 0 et 15°E de longitude (Figure III.3cii). Dune manière 
générale, la structure spatiale des changements dextrêmes coïncide fortement avec celle 
des changements moyens, avec une diminution des extrêmes chauds sur lensemble de 
lEurope de lOuest et du Nord et une augmentation sur le bassin méditerranéen oriental. 
Cette conclusion est aussi valable pour lAMV+ comme montre la Figure III.3d. La 
structure spatiale du changement doccurrence des extrêmes chauds ressemble à celle 
du changement moyen, avec une augmentation sur lEurope de lOuest entre 0 et 15°E de 
longitude (~+15%) ainsi que sur la Scandinavie et sur la Russie occidentale (~+20%). 
Notons une légère diminution denviron 5% sur le Nord-Est du bassin méditerranéen. A 
la fois pour les conditions AMV+ et AMV-, les changements doccurrence des extrêmes 
                                                        
i Les données journalières nétant disponibles que pour cette période. 
ii Précisons quun ratio égal à 1 signifie une équiprobabilité de loccurrence dun extrême entre les 
conditions climatologiques et les conditions du composite testé. Un ratio de 1.2, par exemple,  signifie une 
augmentation de 20% de cette occurrence. 
Figure III.2 : Sélection des Composites dAMV. Série temporelle de l'AMV de PiCTL (normalisée), 
les lignes pointillées montrent les années sélectionnées pour le calcul des composites AMV+ et 
AMV-. 
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froids des maxima journaliers dété se caractérisent par des structures très similaires à 
celles des extrêmes chauds (au signe près ; non montré). Cela suggère que ces 
modifications dextrêmes peuvent être principalement induites par un décalage de la 
PDF climatologique et non à un changement de sa forme (Figure III.4), i.e. de ses 
moments dordre 2 (variance) et 3 (asymétrie). 
Ainsi, nous voyons que lAMV semble moduler les températures sur lensemble de 
lEurope de lOuest, du Nord et Centrale, de part ladvection des anomalies de chaleur 
océanique sur le continent. Sur lOuest de la Russie, les anomalies se caractérisent par un 
comportement asymétrique entre AMV- et AMV+. Ces différences apparentes peuvent ne 
pas être significatives et provenir dun échantillonnage trop faible. Cependant, des 
processus physiques non linéaires, tels que la rétroaction entre lhumidité du sol et 
latmosphère, peuvent aussi être à lorigine de cette asymétrie. Une étude plus 
approfondie doit donc être menée pour pouvoir conclure sur lorigine des différences 
danomalie entre AMV- et AMV+. 
Figure III.3 : Conditions en Europe MJJAS. Ecarts à la moyenne climatologique des composites (a) 
AMV- et (b) AMV+ pour les températures maximales estivales. Ratio d'occurrence d'extrêmes 
chaud des maxima journaliers de température entre (c) les conditions AMV- et les conditions 
climatologiques et (d) les conditions AMV+ et les conditions climatologiques. 







III-2-2) Modulation des conditions continentales hivernales par 
lAMV 
Durant les mois dhiver (mois de Novembre à Mars) en AMV-, les températures 
journalières minimales (Figure III.5a) se caractérisent par des anomalies négatives sur 
la Scandinavie (~-0.4°C), sur la Turquie (~-0.1°C) et sur la frange littorale Atlantique, 
dans une moindre mesure. Elles contrastent avec des anomalies positives (~+0.15°C) 
qui sétendent de lEurope centrale jusquau Sud de la Russie occidentale. En AMV+, 
lensemble de lEurope connait des conditions plus chaudes, avec des anomalies fortes 
sur la Scandinavie et le Nord de la Russie (>+0.5°C) ainsi que sur toute lEurope 
méditerranéenne (~+0.3°C) (Figure III.5b). Les anomalies les plus faibles se trouvent 
sur le Benelux. 
En AMV-, loccurrence des extrêmes froids diminue denviron 15-20% sur lEurope 
centrale entre 0 et 30°E de longitude (Figure III.5c). Elle augmente fortement sur le 
Nord de la Scandinavie (>+20%). Cette structure est décalée de 10 à 15° vers le Sud-
Ouest par rapport à celle du changement moyen, sauf sur la Scandinavie où les 
anomalies dextrêmes sont colocalisées avec celles du changement moyen. Ce décalage 
suggère un changement dans la forme de la PDF. En AMV+ (Figure III.5d), la structure 
spatiale des changements des extrêmes froids sur lensemble de lEurope suit celle du 
changement moyen, avec des diminutions fortes au niveau de la Scandinavie (~-20%) 
ainsi que sur lEurope méditerranéenne. Des anomalies plus faibles sont présentent sur 
une frange 0-20°E de longitude (~-5%), en particulier sur le Benelux. 
Ainsi, nous voyons quen hiver les anomalies de températures se caractérisent par une 
asymétrie entre AMV+ et AMV- : des anomalies de même signe couvrent lensemble de 
lEurope en AMV+ alors quun dipôle Nord-Sud de température est présent en AMV- 
(Figures III.5a et III.5b). En AMV-, il est probable que les températures hivernales 
anormalement chaudes soient engendrées par un changement de circulation 
atmosphérique en réponse à un bassin Nord Atlantique plus froid. Dans ces conditions, 
Figure III.4 : Schéma décalage de la distribution de températures. Schéma illustrant les 
changements doccurrence des extrêmes en lien avec une modification de létat moyen sans 
changement de la forme de la distribution climatologique. 
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les anomalies de température sur lEurope sexpliqueraient par la combinaison du terme 
dadvection danomalie de chaleur par le courant moyen (terme « തܸܶԢ » dans léquation 
dévolution de la température) et du terme danomalie dadvection de chaleur moyenne 
(terme « ܸԢ തܶ »). Nous subodorons donc quen AMV-, le terme തܸܶԢ prédomine sur 
lEurope entre 40°N et 60°N, tandis que le terme ܸԢ തܶsemble lemporter au niveau de la 
Scandinavie et de la Turquie (Figures III.5a et III.5b). Durant les conditions AMV+, തܸܶԢ expliquerait la majorité du signal observé sur lEurope, bien que des anomalies de 
circulation atmosphérique puissent expliquer la faible amplitude des anomalies sur 
lEurope centrale. 
Dautre part, un changement de la PDF de température semble avoir lieu en AMV- à 
lOuest de lEurope avec une forte diminution des extrêmes froids (-15-20%) malgré un 
faible changement détat moyen (~+0.1°C) (Figures III.5c et III.5d). Une hypothèse 
pouvant expliquer ce changement serait, quen AMV-, les épisodes neigeux soient plus 
rares sur lEurope de lOuest. Les extrêmes froids se produisant durant ces épisodes - en 
raisons de laction isolante jouée par la neige, le sol se réchauffe moins durant la journée, 
favorisant ainsi les extrêmes froids la nuit - seraient donc plus rares, sans pour autant 
modifier la moyenne des températures hivernales. 
Figure III.5 : Conditions en Europe NDJFM. Idem Figure III.3 mais pour les minima journaliers des 
mois d'hiver (Novembre à Mars). 








Les résultats de cette étude suggèrent un comportement asymétrique entre AMV+ et 
AMV-, à la fois en termes de moyenne et dextrêmes, mais il faudrait sassurer de leurs 
significativité statistique via des tests appropriés. Ces différences peuvent néanmoins 
sexpliquer par des changements de circulation atmosphérique non symétriques entre 
AMV+ et AMV-, ou encore par des processus locaux non-dynamiques tels les rétroactions 
entre la couverture de neige et latmosphère ou entre lhumidité du sol et latmosphère. 
Dans lobjectif de séparer la contribution, dune part, des changements de circulation 
atmosphérique de grande échelle, et dautre part, des processus non-dynamiques locaux, 
dans les changements de conditions de température continentale, nous menons 
actuellement une étude basée sur une approche en analogue suivant la méthode de 
Cattiaux et al. (2013) afin daller plus loin dans linterprétation de ces résultats 
préliminaires. 
 
En résumé, nous avons montré que, dans CNRM-CM5, lAMV module les températures 
sur lEurope avec des changements associés de lordre de 0.4°C en moyenne entre des 
conditions AMV+ et AMV-. Il est intéressant à ce stade de replacer lamplitude des 
changements de température liés à la seule variabilité interne, telle exposée ici, dans le 
contexte des tendances observées sur la fin du 20ème siècle (AR5). Considérant que le 
modèle soit parfait, ces résultats indiqueraient que lAMV est un puissant modulateur de 
la variabilité décennale à multidécennale des températures continentales et expliquerait 
une part significative dans les signaux observés. 
En outre, bien que ces anomalies puissent paraître faibles comparées à la variabilité 
interannuelle, la modification de loccurrence des extrêmes journaliers de température 
quelle engendre (modulation de ~20% sur une période de 30-40 ans) est une 
information importante et il est nécessaire dinstruire plus avant les sources de ces 
changements en particulier le rôle des surface continentales. 
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III-3) Un mode décennal superposé au mode 
multidécennal 
Un deuxième complément rapide de larticle est présenté ici. Nous avons vu que la 
variabilité de la NASST de CNRM-CM5 est fortement dominée par un mode déchelle de 
temps multidécennale à centennale dont la variance représente environ 40% de la 
variabilité interannuelle totale. Cependant, la Figure III-Article2b suggère aussi une 
concentration dénergie aux alentours des périodes [4-25ans] incompatible avec un 
processus de type white noise integrator (cf. II-7-1 et IV-1). Nous consacrons cette 
section à létude de cette variabilité. 
Les variables seront filtrées (filtre de Lanczos) de manière soit passe-bas pour ne garder 
que les périodes supérieures à 25 ans, soit passe-bande pour isoler les périodes 
comprises entre 4i et 25 ans, soit passe-haut pour ne garder que les périodes inférieures 
à 25 ans. Nous utiliserons par la suite le terme « multidécennal » pour désigner le 
premier type de filtre, « décennal » pour désigner le deuxième et « passe-haut » pour le 
troisième. 
III-3-1) Caractéristiques de la variabilité décennale de lAtlantique 
Nord dans CNRM-CM5 
III-3-1-a) Signature en température de surface et en AMOC 
Le maximum dénergie dans la bande décennale de la NASST nest pas présent dans le 
spectre dAMOCy (non montré), suggérant que le mode décennal de surface nest pas lié 
à la structure grande échelle de lAMOC que lindice dAMOCy capture par construction. 
Toutefois, lindice dAMOC plus conventionnel défini par lévolution du maximum 
dAMOC à 40°N (ci-après AMOC40 ; e.g. Medhaug et Furevik 2011) se caractérise non 
seulement par une forte concentration dénergie aux échelles multidécennale à 
centennale, mais aussi par un maximum secondaire dans la bande décennale (Figure 
III.6). Filtré passe-bas, AMOC40 est corrélé à 0.96 avec lindice AMOC-PC de larticleii (cf. 
III-1-2-c). Sans surprise, la régression du champ dAMOC multidécennale sur AMOC40 
multidécennal (Figure III.7a) présente une structure similaire à la première EOF de 
lAMOC multidécennale (Figure III-Article4), capturant un mode de variabilité de la 
circulation méridienne dans son ensemble. La régression du champ dAMOC décennal 
sur lindice AMOC40 décennal montre au contraire une anomalie confinée entre 20°N et 
                                                        
i Cette période de coupure a été choisie de manière à saffranchir du mode bi-annuel de la NAO et des téléconnexions 
ENSO qui, dans CNRM-CM5, montrent une concentration dénergie dans une bande 2-4ans. 
ii Première EOF du champ dAMOC filtré passe-bas. 







60°N, avec un maximum localisé par construction à 40°N et atteignant 0.4Sv vers 1200m 
de profondeur, suggérant une modulation locale de lAMOC (Figure III.7b). 
Les régressions de la SST sur AMOC40 dans les deux bandes de fréquences présentent 
des structures spatiales différentes. Les anomalies multidécennales se caractérisent par 
des conditions anormalement chaudes sur lensemble du bassin Atlantique Nord avec 
des valeurs maximales situées au niveau du gyre subpolaire (Figure III.7c). Nous 
retrouvons donc celles exposées dans larticle de la section III-1. La structure décennale 
se caractérise au contraire par une alternance méridienne danomalies positives et 
négatives (Figure III.7d). Un maximum AMOC40 décennal saccompagne de fortes 
anomalies positives atteignant +0.25°C/!AMOC40 sur lensemble du chemin de la dérive 
Nord Atlantique du modèle, tandis que la partie Nord du gyre subpolaire connaît des 
conditions plus froides, avec des anomalies de lordre de -0.05°C à -0.1°C. LAtlantique 
tropical est caractérisé par des anomalies chaudes, faibles mais significatives. Des 
anomalies négatives prédominent la partie Sud-Ouest du gyre subtropical mais ne sont 
que marginalement significatives. 
Les différences de structures danomalies dAMOC et de SST sous les bandes 
multidécennale et décennale suggèrent des mécanismes de variabilité différents. 
Figure III.6 : Ondelettes AMOC40. Ondelette de lindice AMOC40. Les pointillées indiquent les 
valeurs différentes (au seuil de significativité 95%) dun AR(1) et les hachures représentent le cône 
dinfluence des conditions de bord.  
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III-3-1-b) Liens avec le gyre subpolaire 
A léchelle multidécennale, les fluctuations de lAMOC sont liées aux variations de la 
densité du gyre subpolaire qui sont elles-mêmes contrôlées par les anomalies de salinité 
(cf. III-1-2-e). Ce lien apparaît clairement sur le diagramme T/S caractérisant les masses 
deau des 500 premiers mètres de surface du gyre subpolaire, dont la densité moyenne 
est de 1028,76kg.m-3 (Figure III.8a). Si nous filtrons les champs de température et 
salinité aux échelles multidécennales et ne conservons que les années où lamplitude 
danomalie dAMOC40 multidécennal est supérieure à 1 écart-type (Figure III.8b en 
rouge), nous voyons que les anomalies positives dAMOC se produisent majoritairement 
lorsque le gyre subpolaire est plus dense que la normale et à la fois plus salé et plus 
Figure III.7 : AMOC et SST AMOC40. Régression du champ (a) dAMOC multidécennale et (c) de 
SST multidécennal sur lindice AMOC40 multidécennal (couleurs). Les contours représentent la 
moyenne climatologique et les zones pointillées indiquent les zones non significatives au seuil 95% 
(test de bootstrap). (b) et (c) idem (a) et (c) mais pour les périodes décennales. 







chaud ; linverse pour une anomalie dAMOC négative (en bleu). A léchelle décennale, la 
variance du gyre subpolaire est très nettement inférieure à celle de léchelle 
multidécennale (Figure III.8c). Les événements dAMOC décennale ne sont pas 
caractérisés par des conditions anormalement denses du gyre subpolaire : les 
contributions respectives des anomalies de température et salinité se compensent. Ceci 
dit, il est essentiel de souligner que la relation entre AMOC et température/salinité de 
léchelle décennale est inverse par rapport à celle de léchelle multidécennale. LAMOC 
est plus intense lorsque le gyre est plus froid et moins salé que la normale, et vice versa 
pour une anomalie négative dAMOC. Cette relation est cohérente avec les observations 
disponibles sur les 30 dernières années, tandis que limportance jouée par le sel dans le 
mécanisme multidécennal est cohérente avec les travaux de Deshayes et al. (2014) qui 
soulignent un changement des relations température / circulation et salinité / 
circulation en fonction de léchelle de temps. 
III-3-1-c) Un mode oscillant 
Intéressons nous maintenant aux mécanismes physiques des variations décennales de 
lAMOC. Etant donné le caractère intermittent de cette variabilité, comme le souligne 
lanalyse en ondelette dAMOC40 (Figure III.6), nous étudions ces fluctuations à partir 
dune méthode dite épisodique (e.g. Allison et al. 2013). Cest une approche composite 
pour laquelle il sagit de sélectionner les N plus forts, ou plus faibles, événements et de 
déterminer leurs caractéristiques moyennes. Nous fixons ici arbitrairement le nombre 
dévénements à N=10. 
Figure III.8 : Conditions SPG et AMOC. Diagrammes T-S du gyre subpolaire. (a) Nuage de points 
des valeurs annuelles de température et salinité moyennée sur les 500 premiers mètres du gyre 
subpolaire. La ligne pointillée verticale (horizontale) indique la moyenne climatologique de la 
salinité (température). Les lignes obliques représentent les valeurs de densité avec la moyenne 
climatologique en trait gras (unité : écart à 1000kg.m
-3
). (b) Les champs ont été filtrés à léchelle 
multidécennale et seules les valeurs des années où lAMOC40 multidécennal est 
inférieur/supérieur à -/+ 1 écart-type sont représentées, en bleu et en rouge respectivement. Les 
ronds barrés dune croix indiquent le barycentre de ces composites. (c) idem (b) mais pour léchelle 
décennale 
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Les résultats de cette approche sont présentés par la suite uniquement pour les 
événements maximaux de lindice AMOC40 décennal, les résultats étant similaires (au 
signe près) pour les événements minimaux. En isolant des périodes privilégiées, part 
construction, le filtre passe-bande favorise le caractère oscillant dune série sans que 
celui-ci nait nécessairement de base physique. Aussi, nous travaillons par la suite avec 
des variables filtrés passe-haut (fréquence de coupure de 25ans). Cela afin de nous 
détacher de la pollution provenant dun filtre passe-bande et de nous affranchir du mode 
déchelle multidécennal dont les fluctuations dominent largement la variabilité totale de 
lAMOC et cachent les fluctuations décennales (Figures III.6 et III.8). 
La Figure III.9droite montre que la durée de vie moyenne des événements décennaux 
est courte, après 3 ans le signe dAMOC40 tend à sinverser. Ces anomalies négatives 
perdurent sur une fenêtre temporelle allant de +3ans à +9ans après un maximum 
dAMOC, puis la circulation méridienne semble se renforcer de nouveau sur la fenêtre 
+10ans à +15 ans. Cette alternance temporelle entre des anomalies positives et 
négatives est aussi visible avant les événements maximaux dAMOC40 (Figure 
III.9gauche) et souligne le caractère oscillant du mode de variabilité décennal de 
lAMOC.  
 
III-3-2) Mécanismes de la variabilité décennale de lAtlantique Nord 
Les Figures III.10 et III.11 présentent lévolution temporelle des conditions dAMOC et 
de niveau de la mer, filtrés passe-haut, sur une fenêtre temporelle de [-4ans ; +4ans] 
centrée sur les événements maximaux dAMOC40 décennal. Nous voyons que, 4 ans 
avant un maximum dAMOC40 (Figure III.10), la circulation méridienne océanique est 
caractérisée par des faibles anomalies négatives entre lEquateur et 50°N, mais celles-ci 
ne sont pas significatives. Le niveau de la mer est au contraire caractérisé par de fortes 
Figure III.9 : Composite déphasé de lindice AMOC40 filtré passe-haut correspondant aux 10 
événements maximaux dAMOC40 décennal. Laxe des abscisses indique le déphasage en année 
par rapport aux années des maxima dAMOC40 décennal (un déphasage négatif signifie que les 
maxima suivent). Les lignes grises et rouge indiquent, respectivement, les trajectoires individuelles 
des événements et la moyenne du composite. Les tiretés bleus horizontaux représentent േͳ écart-
type dAMOC40 filtré passe-haut. 







anomalies négatives, denviron -1.5cm, au Nord et à lOuest du gyre subpolaire qui 
contrastent avec de fortes anomalies positives atteignant +2cm au Nord-Ouest du gyre 
subtropical. Durant les déphasages -4ans à -1an, les anomalies négatives de niveau de la 
mer situées au Nord-Ouest du gyre subpolaire tendent à se maintenir tandis que les 
anomalies positives du gyre subtropical se propagent vers lEst et pénètrent 
progressivement le gyre subpolaire par le flanc Est, créant une anomalie positive de 
gradient Ouest-Est de niveau de la mer entre 40°N et 60°N. Simultanément, des 
anomalies positives de circulation méridiennes apparaissent entre 40°N et 60°N 
(déphasage -3 ans) et samplifient en se décalant légèrement vers le Sud (déphasages -
2ans à 0). Lintensification de lAMOC vers 40°N entraine une augmentation locale du 
transport de chaleur vers le Nord qui génère des anomalies positives de chaleur sur une 
bande latitudinale sétendant de 40°N à 50°N et des anomalies négatives entre 20°N et 
40°N (non montré) pouvant expliquer les anomalies de niveau de la mer sur ces régions 
au déphasage 0. Les anomalies positives de niveau de la mer sont alors advectées dans le 
gyre subpolaire tandis que les anomalies négatives sont propagées vers lEst entre 30°N 
et 40°N (Figure III.11b ; déphasage 0 à +2ans), ce qui conduira in fine à la formation 
dune anomalie négative du gradient Ouest-Est du niveau de la mer (déphasage 
+3ans/+4ans). Parallèlement, des anomalies négatives dAMOC se forment vers 40°N au 
déphasage +2ans et sintensifient, entamant la phase inverse de ce cycle (Figure 
III.11a). 
La succession des événements ainsi décrit suggère que la période de ces oscillations est 
denviron 10ans. Précisons néanmoins que ce mécanisme est fortement bruité et nous 
notons des pauses dans certaines phases de ce cycle qui augmentent son temps 
caractéristique (non montré). Cela peut sexpliquer par la présence dautres mécanismes 
qui se superposent ou interagissent avec ce mode. Par exemple, létude de Svéllec et 
Fedorov (2014, en préparation) montre quun mode lié à la propagation dondes de 
Rossby thermiques (cf. II-7-3-a) est présent dans le modèle CNRM-CM5 et entraine une 
oscillation de période ~15ans de lAMOC à 40°N. Il est aussi probable que la période du 
mécanisme décennal, décrit ci-dessus, ne soit pas stationnaire, mais fonction de 
modulations plus basses fréquences de lAMOC et du gyre subpolaire.  
Nous menons actuellement des études pour déterminer les rôles respectifs des 
anomalies de chaleur et de salinité dans les variations de niveau de la mer durant ce 
cycle. Les résultats préliminaires montrent une relation complexe mettant en cause une 
propagation en quadrature entre les anomalies de température et les anomalies de sel 
dont lorigine semble provenir des positions différentes des gradients méridiens 
climatologiques entre ces deux champs. Une même anomalie dAMOC à 40°N 
nengendrerait donc pas des anomalies de température et de salinité colocalisées. En 
outre, bien que ce mécanisme ait un caractère oscillant, son intermittence souligne quil 
nest pas auto-suffisant (Figure III.6). Nous trouvons effectivement quun forçage 
atmosphérique hivernal de type NAO+ ou EAP- semble nécessaire pour produire un 
maximum dAMOC à 40°N (non montré). 
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Figure III.10 : Composites des anomalies des champs (a) dAMOC et (b) de niveau de la mer, filtrés 
passe-haut, précédents de 4ans à 0ans les maxima dAMOC40 décennal. Sur les graphiques de la 
colonne (a), les contours représentent la climatologie de lAMOC calculée à partir des 1000ans de 
PiCTL. Les pointillés indiquent les régions pour lesquelles les anomalies sont statistiquement 
différentes de la climatologie au seuil de confiance 95% (test de bootstrap réalisé à partir des 
champs filtrés passe-haut). 










III-3-3) Conclusion et discussion 
Ainsi, cette étude montre que, dans CNRM-CM5, la variabilité basse fréquence de la 
température de surface de lAtlantique Nord correspond à la superposition de deux 
modes. Le premier, déchelle multidécennale, se caractérise par des anomalies de SST de 
même signe sur lensemble du bassin Nord Atlantique. Il est lié aux modulations de 
lintensité de lAMOC dans son ensemble qui, à cette échelle de temps, sont contrôlées 
par la salinité du gyre subpolaire et la convection profonde océanique en mer du 
Figure III.11 : idem Figure III.10 mais pour des déphasages positifs. 
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Labrador. Le deuxième mode, déchelle décennale, est oscillant et présente une 
alternance méridienne des anomalies de SST sur lensemble du bassin. Le caractère 
oscillant de ce mode sexplique par une propagation dEst en Ouest danomalies du 
niveau de la mer dans la région du gyre subpolaire qui rétroagit de manière négative 
avec lintensité du transport méridien océanique à 40°N selon un équilibre 
géostrophique. Soulignons que cette superposition de modes se retrouve dans dautres 
modèles (e.g. Zhu et Jungclaus, 2008) et Frankcombe et al. 2010 suggèrent aussi que 
cette superposition existe dans la réalité en signalant la présence de deux maxima 
dénergie dans le spectre de la série temporelle de température du jeu de données 
« Central England », un dans la bande 20-30 ans et lautre à des périodes supérieures à 
60 ans. 
 
Dans ce chapitre, nous avons instruit en détails les mécanismes physiques responsables 
des variations décennale à multidécennale de lAtlantique Nord du modèle CNRM-CM5. 
Nous nous proposons maintenant den étudier la prévisibilité associée à ces variations. 
 







Chapitre IV : La prévisibilité décennale de 
la région Atlantique Nord  Europe 
Par le volet décennal de lexercice CMIP5, la communauté scientifique tente de diminuer 
les incertitudes sur lévolution du climat des prochaines décennies (cf. AR5). Pour ce 
faire, les modèles de climat, et en particulier leurs conditions océaniques, sont initialisés 
à partir des observations directes, ou de réanalyses, afin de réaliser des prévisions 
décennales. Cette initialisation permet de « phaser » la variabilité interne basse 
fréquence simulée sur celle observée et ainsi de diminuer la part des incertitudes sur la 
prévision de létat du système climatique des 5-30 prochaines années (ordre de 
grandeur des périodes des oscillations basses fréquences observées, cf. II-4 et II-5) 
comparativement aux projections où seuls les forçages externes sont appliqués 
(Hawkins and Sutton 2009, 2010). Mais la forte sensibilité aux conditions initiales du 
système climatique (i.e. son caractère chaotique) limite la possibilité de prévoir 
lévolution du climat à un temps fini (Lorenz 1963). 
Linfluence potentielle de linitialisation de locéan sur la prévision du climat reste 
cependant à estimer, on parle de prévisibilité. La prévisibilité est une propriété 
intrinsèque dun système physique, qui est fonction de la vitesse de divergence de deux 
états initialement proches du système. La manière la plus simple de lestimer est 
dutiliser la méthode dite « des analogues » (e.g. Lorenz 1968, Branstator et al. 2012). 
Elle consiste à étudier lévolution détats initialement semblables (selon une métrique 
donnée) du système climatique, ou analogues, et didentifier léchéance temporelle à 
partir de laquelle ceux-ci deviennent aussi distincts que nimporte quels autres états pris 
au hasard. Le manque dobservations historiques, ou en dautres termes le faible choix 
danalogues, empêche de mesurer cette propriété à léchelle de temps décennale. Dans 
ce contexte, les modèles climatiques apparaissent de nouveau comme un outil 
intéressant et adapté pour étudier la prévisibilité décennale du climat. La prévisibilité 
étant une propriété intrinsèque d'un système physique, celle des modèles est très 
probablement différente de la réalité. Néanmoins, létudier à travers des GCMs nous 
donne une indication sur la limite de prévisibilité dun système comparable au système 
climatique réel, ou en tout cas, de notre meilleur estimateur de ce dernier. De plus, les 
GCMs étant utilisés pour prévoir la réalité, leurs limites de prévisibilité intrinsèque 







apportent également des renseignements sur notre capacité effective à prévoir le climat 
futur. 
Ce chapitre est consacré à létude de la prévisibilité décennale de la région Atlantique 
Nord  Europe (NAE) dans le modèle CNRM-CM5. Au chapitre III nous avons vu que la 
variabilité multidécennale de la région NAE était fortement influencée par celle de 
lAMOC. De nombreuses études, basées sur une approche dite en modèle parfait (cf. IV-
1-2-a), se sont intéressées à sa prévisibilité et ont montré que les fluctuations de lAMOC 
pouvaient être en partie prévisibles jusquà une échéance de 10-20 ans (e.g. Griffies et 
Bryan 1997, Collins 2002, Collins and Sinha 2003, Pohlmann et al. 2004, Collins et al. 
2006, Msadek et al. 2010, Persechino et al. 2012). Peu détudes se sont intéressées en 
revanche à la prévisibilité de lAMV en elle-même. Or, si la variabilité de l'AMOC a une 
influence sur les continents, ultime intérêt de la prévisibilité pour la société, cela passe 
nécessairement par son empreinte en SST qui, dans CNRM-CM5, est proche de la 
structure de lAMV observée. Dans ce chapitre, nous nous intéresserons ainsi à la 
prévisibilité décennale à la fois de lAMOC et de lAMV. 
Cette section est constituée de cinq parties : la première, méthodologique, introduira les 
outils et concepts utilisés pour estimer la prévisibilité décennale du système climatique 
(IV-1). Nous étudierons plus spécifiquement la prévisibilité décennale de la région NAE 
et discuterons du choix de la mesure utilisée pour quantifier cette prévisibilité (IV-2). 
Nous tenterons d'estimer l'incertitude associée à cette mesure (IV-3) pour finalement 
nous intéresser aux processus physiques à l'origine de cette prévisibilité (IV-4). La 
dernière section de ce chapitre sera consacrée à létude de la prévisibilité décennale des 
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IV-1) La prévisibilité du système climatique à léchelle 
décennale : une étude comparative des estimations 
diagnostique et pronostique 
Plusieurs méthodes existent pour estimer la prévisibilité du système climatique à laide 
des modèles de climat. Deux grandes familles se dégagent. La première dite 
diagnostique, lestime a posteriori à partir de létude de la variabilité dune longue 
simulation (e.g. Rowell 1998, Boer 2000, Pohlmann et al. 2004, Boer et Lambert 2008). 
La deuxième dite pronostique, se base sur des simulations densemble et lanalyse du 
comportement commun à tous les membres (e.g. Griffies and Bryan 1997, Boer 2000, 
Collins 2002 , Branstator et Teng 2010). Ces deux classes danalyses sont maintenant 
décrites à partir du modèle CNRM-CM5. 
IV-1-1) Estimation diagnostique de la prévisibilité 
Lestimation diagnostique de la prévisibilité est basée sur une analyse en variance ou 
ANOVA. Cette approche repose sur lhypothèse que la variabilité basse fréquence (ici 
décennale) dune variable climatique peut être séparée en une composante prévisible 
(appelée signal) et une composante non prévisible produite par la non-linéarité du 
système climatique (appelé bruit). La prévisibilité de cette variable est alors estimée en 
testant si sa variabilité basse fréquence est statistiquement différente de celle engendrée 
par une variable synthétique possédant les mêmes caractéristiques que le bruit. La part 
de la variabilité basse fréquence non compatible avec celle générée par le bruit suggère 
alors la présence de mécanismes physiques susceptibles dêtre prévisibles. Cette 
prévisibilité dite potentielle nest pas une estimation formelle de la prévisibilité 
puisquelle ne se base pas sur lestimation de la divergence détats initialement proches 
comme le font les méthodes pronostiques (cf. IV-1-2 et IV-2-1). Cependant, celle-ci 
renseigne sur la part de la variabilité contrôlée par des mécanismes dévolution lente et 
donc potentiellement prévisibles aux échelles de temps qui nous intéressent. 
IV-1-1-a) La « potential predictability variance fraction » (ppvf) 
De nombreuses méthodes existent pour mesurer cette prévisibilité potentielle ; leurs 
différences résident essentiellement dans lestimation de la variabilité basse fréquence 
engendrée par le bruit (cf. Feng et al. 2013 pour une revue détaillée). Nous présentons 
ici la méthode dite ppvf (pour potential predictability variance fraction ; e.g. Boer 2004, 
Pohlmann et al. 2004) pour laquelle le bruit considéré suit un spectre blanc et 
lappliquons aux champs annuels de PiCTL. La première étape consiste à découper la 
simulation en n « blocs » de m années de sorte que les N = nm années de la série puissent 
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être identifiées indifféremment par lindice  = 1, 2,  N ou par le couple dindices (i,j) (א 
[1 ;n],[1 ;m]). La relation entre ces deux représentations sécrit sous la forme ߙ ൌ ሺ݅ െ ͳሻ݉ ൅ ݆ ; où, i représente lindice du bloc de m années considéré et j situe 
lannée à lintérieur de ce bloc. Lévolution temporelle dune variable X peut donc sécrire 
de la manière suivante : ܺఈ ൌ ௜ܺ௝ ൌ ߤ ൅ ݏ௜ ൅ ߝ௜௝    (éq. IV.1)  
Où, ߤ ൌ ଵேσ ܺఈேఈୀଵ     (éq. IV.2)  ݏ௜ ൌ ଵ௠σ ௜ܺ௝௠௝ୀଵ     (éq. IV.3)  ߝ௜௝ ൌ ௜ܺ௝ െ ߤ െ ݏ௜     (éq. IV.4)  
C'est-à-dire comme la somme dune moyenne climatologique , dune variabilité basse 
fréquence (ici décennale) si et dun résidu  ij correspondant à la variabilité haute 
fréquence (ici interannuelle) au sein des moyennes décennales si. 
La deuxième étape consiste à estimer la part de la variabilité basse fréquence qui est 
prévisible. La variance basse fréquence sexprime : ߪ௦ଶ ൌ ଵ௡σ ሺݏ௜ െ ߤሻଶ௡௜ୀଵ    (éq. IV.5)  
Or, même dans le cas dune variable dont les réalisations sont indépendantes les unes 
des autres, c'est-à-dire dont lautocorrélation est nulle, il existe de la variabilité basse 
fréquence mais elle nest pas prévisible. Dans le cas théorique dune variable suivant les 
propriétés dun bruit blanc gaussien, elle est de !2/n, où !2 est la variance totale de la 
série. Ainsi, selon lhypothèse gaussienne, nous pouvons estimer que la part de la 
variance basse fréquence potentiellement prévisible sécrit ߪ௦௣ଶ ൌ ߪ௦ଶ െ ଵ௡ ߪଶ. La ppvf 
sexprime alors (cf. Boer 2004) : ݌݌ݒ݂ ൌ ఙೞ೛మఙమ ൌ ቀ഑ೞమషభ೙഑మቁ഑మ    (éq. IV.6)  
La Figure IV.1a présente la carte des ppvf de la température à 2 mètres, calculées à 
partir de blocs de 10 ans pour les 1000 ans de PiCTL. Les valeurs relativement élevées 
aux moyennes et hautes latitudes contrastent avec les faibles valeurs de la bande 
équatoriale [10°S-10°N]. Il existe un fort potentiel prédictif au niveau de locéan Austral 
(à l'Est du passage de Drake), des mers de GIN et du gyre subpolaire de l'Atlantique 
Nord avec des valeurs de ppvf représentant plus d'1/3 de la variance totale des 
moyennes annuelles de température. Le Pacifique Nord et le STG de l'Atlantique Nord 
présentent aussi des valeurs de ppvf significatives avec des valeurs d'environ 15%. 
Notons que la structure de la ppvf au niveau des océans de lhémisphère Nord est 







similaire à celle du ratio de variance décennale de la SST des observations vue à la 
figure II.4. Sur les continents les valeurs de ppvf sont majoritairement inférieures à 5% 
et, à lexception de la Scandinavie, de lextrême Nord de la Sibérie et dune partie de 
lAntarctique, elles ne sont pas significativement différentes de 0. A la fois sur les océans 
et sur les continents, nous retrouvons des valeurs de ppvf de température cohérente 
avec létude de Boer (2008) réalisée à partir des modèles CMIP3. 
IV-1-1-b) Comparaison avec un modèle autorégressif dordre 1 
Les contrastes continents-océans et tropiques-extratropiques des valeurs de ppvf sont 
cohérents avec les propriétés du modèle dit white noise integrator (Hasselmann 1976) 
pour lequel la variabilité basse fréquence de la température de surface est fonction de 
l'inertie thermique du milieu (cf. II-7-1-a). Elle est très faible pour les continents et est 
fonction du volume d'eau en contact avec l'atmosphère, i.e. de la couche de mélange, 
Figure IV.1 : Carte de ppvf de la température à 2 mètres. (a) valeurs de la ppvf pour des blocs de 
10 ans de la température annuelle. Les pointillés représentent les zones dont les valeurs ne sont 
pas statistiquement différentes dun bruit blanc pour un seuil de confiance de 95%. (b) idem (a), 
mais la significativité est testée par rapport à un bruit de type white noise integrator (ici AR(1)). (c) 
Temps de décorrélation tdAR estimé suivant lhypothèse AR(1). (d) Différence entre le temps de 
décorrélation tdAR et le temps de décorrélation td estimé à partir de la fonction dautocorrélation. 
Précisons que le test du « white noise integrator » n'est pas approprié pour les régions tropicales. 
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pour locéan. Rappelons ici les formes dérivée et intégrée de ce modèle dévolution de la 
température T : ௗ்ௗ௧ ൌ െߙܶᇱ ൅ ߝ    (éq. IV.7)  ܶሺݐ଴ ൅ ݐሻ ൌ ߤ ൅ ݁ିఈ௧ܶᇱሺ௧బሻ ൅ ׬ ݁ିఈሺ௧బା௧ି௦ሻ݀ݏ௧బା௧௧బ  (éq. IV.8)  
Où  représente la moyenne climatologique,   le coefficient damortissement des 
anomalies vers létat moyen et ! le terme de forçage, ou innovation. En considérant que ! 
décrit uniquement un forçage atmosphérique local, celui-ci peut être représenté par une 
variable stochastique dautocorrélation interannuelle nulle, c'est-à-dire comme suivant 
les propriétés dun bruit blanc.  
Le modèle dHasselmann (1976) peut être discrétisé sous la forme dun processus de 
Markov du premier ordrei du type AR(1) (pour 1st order AutoRegressive process), son 
expression devient alors : ܶሺݐ଴ ൅ ͳሻ ൌ ߤ ൅ ߚܶᇱሺ௧బሻ ൅ ߝሺݐ଴ ൅ ͳሻ  (éq. IV.9)  
avec ݁ିఈ௧̱ͳ െ ߙݐ ൌ ߚ (développement limité à lordre 1). Ici  est égal à la fonction 
dautocorrélation C de la série de température à un déphasage dun an (ci-après lag 1) : ܥሺͳሻ ൌ ߚ. Il dépend donc de linertie thermique du milieu et représente en quelque sorte 
sa mémoire thermique interannuelle. Nous pouvons déduire de  le temps de 
décorrélation tdAR dun modèle AR(1), défini comme le temps moyen à partir duquel 
notre connaissance de la température à un instant t0 ne nous donne plus dinformation 
sur la température au temps ݐ଴ ൅ ݐௗಲೃ . En théorie, ce temps est infini puisque la 
décroissance de la fonction d'autocorrélation d'un AR(1) suit la loi  ܥ஺ோሺ߬ሻ ൌ ߚఛ     (éq. IV.10)  
En pratique, il est calculé en se basant sur le comportement de la fonction e- t et ݐௗಲೃ  est 
défini par ߚ௧೏ಲೃ ൌ ݁ିଶ (von Storch et Zwiers 1999). On obtient alors : ݐௗಲೃ ൌ ሺଵାఉሻሺଵିఉሻ    (éq. IV.11)  
Selon ce modèle, la prévisibilité de la température de surface est limitée au temps de 
décorrélation ݐௗಲೃ et est uniquement due à la décroissance monotone des anomalies en 
fonction de la valeur du coefficient . Le bruit ! étant par définition non prévisible, la 
genèse ou lémergence dune anomalie ne peut être anticipée. Etant donné ces 
propriétés, la prévisibilité de ce type de modèle est ainsi souvent considérée comme la 
prévisibilité minimale des systèmes dynamiques dont la présence de processus 
physiques est susceptible daugmenter la prévisibilité (e.g. liens entre lAMV et le 
                                                        
i Pour ce type de processus les conditions du pas de temps t+1 sont entièrement déterminées par les conditions du pas 
de temps t. 







transport de chaleur méridien vu au chapitre III). Il est ainsi intéressant de comparer le 
temps de décorrélation ݐௗಲೃ  calculé suivant lhypothèse dun modèle AR(1), qui ne 
dépend que de la fonction dautocorrélation au lag 1, à celui calculé sans aucune 
hypothèse statistique (autre qu'une moyenne et une tendance nulles) à partir de 
lensemble de la fonction dautocorrélation, ݐௗ  (cf. von Storch et Zwiers 1999 p.372). 
Dans le contexte de lANOVA, où la série est séparée en blocs de m années, ce temps est 
estimé selon l'équation suivante: ݐௗ ൌ ͳ ൅ ʹσ ቂቀͳ െ ௝௠ቁ ܥሺ݆ሻቃ௠௝ୀଵ   (éq. IV.12)  
Pour rigoureusement comparer le ݐௗ  (calculé sur un nombre de lag fini) au ݐௗಲೃ , nous 
corrigeons ce dernier suivant la formule (Figure IV.1c ; cf. Boer 2004) : ݐௗಲೃᇱ ൌ ሺଵାఉሻሺଵିఉሻ െ ଶఉሺଵିఉ೘ሻ௠ሺଵିఉሻమ    (éq. IV13)  
La cohérence entre les temps de décorrélation, ݐௗ  et ݐௗಲೃᇱ , renseigne sur la compatibilité 
du comportement de la température avec celui d'un modèle AR(1) (Figure IV.1d). Plus 
particulièrement, pour les zones où ݐௗ ൐ ݐௗಲೃᇱ , cela signifie que la durée de vie dune 
anomalie de température est supérieure à celle attendue pour un modèle AR(1), 
suggérant donc que la variabilité basse fréquence nest pas le simple résultat de 
lintégration dun bruit interannuel. 
Nous réalisons un deuxième test prenant en compte la possible autocorrélation de la 
température afin de caractériser son comportement basse fréquence. Lhypothèse H0 
étant : « lévolution de la température est compatible avec un modèle AR(1) » (cf. Boer 
2004 pour les détails de ce test). Dans le cas où l'hypothèse H0 est rejetée, nous 
concluons qu'un mécanisme supplémentaire au simple amortissement des anomalies 
créées par le bruit atmosphérique est en jeu. Précisons cependant que le fait de ne pas 
pouvoir rejeter l'hypothèse H0 n'est pas suffisant pour considérer que le système se 
comporte comme le modèle d'Hasselmann (1976). En effet, le modèle AR(1) est en fait 
une linéarisation au premier ordre du comportement de la température plus que la 
simple intégration par les masses deau d'un bruit atmosphérique local. Lhypothèse 
selon laquelle le coefficient , calculé à partir de la fonction dautocorrélation au lag 1, 
représente linertie thermique du milieu est fondamentalement fausse : un ensemble 
dautres phénomènes physiques, dont les processus advectifs, peuvent augmenter sa 
valeur. Aussi, en surestimant la variance basse fréquence provenant uniquement de 
linertie thermique des masses deau, la compatibilité de la température avec un modèle 
AR(1) ne permet pas de conclure sur la compatibilité avec la représentation 
d'Hasselmann (1976). 
La Figure IV.1b montre que seuls une partie de l'océan Austral, l'océan Arctique et le 
gyre subpolaire de l'Atlantique Nord présentent des valeurs de ppvf statistiquement 
incompatibles avec l'hypothèse du modèle AR(1), soulignant l'importante contribution 
de la dynamique océanique et de la glace de mer sur l'évolution de la température dans 
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ces régions. L'incapacité du modèle AR(1) à représenter la variabilité décennale de la 
température au niveau du gyre subpolaire de l'Atlantique Nord est cohérente avec 
l'étude menée au chapitre III, où nous montrions ses forts liens avec l'AMOC.  
Au chapitre III, nous avons montré que la variabilité de lAtlantique Nord a un maximum 
de puissance aux périodes multidécennale à centennale. De fait, pour caractériser au 
mieux la prévisibilité potentielle de cette variabilité nous avons augmenté la taille des 
blocs de la ppvf à 25 ans (non montré). Une surface plus importante des mers de GIN et 
du gyre subpolaire devient alors significative (suivant lhypothèse H0), suggérant que 
laugmentation de la taille des blocs de 10 à 25 ans permet de diminuer le bruit sur 
lestimation de la variance basse fréquence et permet donc de mieux la caractériser. 
Cependant, augmenter la taille des blocs entraîne de facto une diminution de leur 
population et la meilleure caractérisation de la basse fréquence se fait donc au 
détriment de léchantillonnage, ce qui rend le test sur lAR(1) encore plus permissif (en 
faveur de lhypothèse H0), diminuant la surface du globe où celle-ci peut être rejetée. 
Cela souligne la subjectivité inhérente à lapproche ppvf dans le choix de la période de 
coupure séparant la basse fréquence de la haute fréquence et donc la nécessité de tester 
cette dernière. 
Au niveau du Pacifique Nord, à lexception des zones frontières de glace, les valeurs de 
ppvf ne permettent pas dexclure un comportement de type AR(1). Ce résultat suggère 
une contribution plus faible de la dynamique océanique dans la variabilité basse 
fréquence du Pacifique que dans celle de lAtlantique (cohérent avec labsence de MOC). 
Cependant, de nombreuses études antérieures ont montré que le principal mode de la 
variabilité décennale du Pacifique Nord, la PDV (cf. II-4), peut être prévisible à léchelle 
décennale en raison de la propagation dondes de Rossby océanique (Latif et Barnett 
1994, Kwon et Deser 2007, Schneider et al. 2002, Sugiura et al. 2009) ou de processus 
advectifs le long des gyres (Saravanan et McWilliams 1998, Teng et Branstator 2011). Il 
est possible que la fenêtre temporelle sur laquelle la moyenne de la ppvf est basée, soit 
trop longue pour que la prévisibilité décennale associée à ces processus propagatifs 
puisse être extraite (si le temps de résidence dune anomalie en un lieu est inférieur à la 
taille de la fenêtre, il est possible que lanomalie soit filtrée lors du calcul de la 
moyenne). De manière générale nous touchons ici à une limite des approches de type 
ANOVA qui, nétant pas basées sur la divergence des états du système, ne permettent pas 
de détecter la prévisibilité associée aux processus propagatifs. 
IV-1-1-c) Conclusion et remarques sur lestimation diagnostique de la 
prévisibilité 
Lestimation diagnostique de la prévisibilité dune variable climatique (ici calculée via 
ppvf) nous renseigne sur la part de sa variabilité basse fréquence (ici décennale) qui ne 
peut être produite de manière aléatoire. Cette part de variabilité est donc déterministe 
et implique une prévisibilité potentielle du comportement basse fréquence de la variable 







climatique. La prévisibilité décennale de la température de PiCTL ainsi estimée montre 
un fort contraste océan-continent avec un potentiel prédictif se situant essentiellement 
au niveau des océans des hautes et moyennes latitudes et une absence de prévisibilité 
significative sur les continents à l'exception de quelques zones côtières. Les fortes 
valeurs de ppvf de locéan Austral et du système {mers de GIN - gyre subpolaire de 
lAtlantique Nord} suggèrent une forte contribution de la dynamique océanique et de la 
glace de mer dans la prévisibilité de la température. Le test comparant la variabilité 
basse fréquence de PiCTL avec celle qu'engendrerait un modèle AR(1), confirme la 
nécessaire existence d'autres mécanismes que la simple intégration d'un bruit blanc 
atmosphérique (selon l'hypothèse d'Hasselmann 1976) pour expliquer le comportement 
de la température dans ces régions. 
Cependant, lapproche diagnostique ne nous permet pas de connaître et de comprendre 
plus en détails les mécanismes physiques à l'origine de cette prévisibilité. De plus, la 
prévisibilité ainsi estimée renseigne sur une propriété moyenne du système mais 
n'informe pas sur la possible variation de la prévisibilité du système en fonction de son 
état, c'est à dire sur la prévisibilité conditionnelle. Or, dans le cas des prévisions 
météorologique et climatique il est connu que la prévisibilité peut varier 
considérablement dun état initial à un autre en fonction de la part relative occupée par 
les processus non linéaires (e.g. Mu et Zhang 2006). Pour ces raisons, nous complétons 
létude de la prévisibilité de PiCTL par une approche pronostique. 
IV-1-2) Estimation pronostique de la prévisibilité 
Etant donné le caractère chaotique du système climatique, les prévisions du climat futur 
sont réalisées à l'aide de simulations d'ensemble afin destimer le champ des possibles à 
partir de la connaissance des seules conditions initiales (prévisibilité de première 
espèce). Les membres sont initialisés à partir des observations et légèrement perturbés 
les uns par rapport aux autres pour tenir compte des incertitudes de ces mêmes 
observations à l'instant présent. Dans ce contexte, notre capacité à prévoir le climat 
dépend à la fois de la prévisibilité du système climatique réel, mais aussi de la 
prévisibilité intrinsèque du modèle utilisé, de la qualité de notre connaissance des 
conditions initiales et de la capacité du modèle à reproduire les mécanismes physiques 
du monde réel. 
IV-1-2-a) L'approche "modèle parfait" 
L'approche « modèle parfait » part du principe, comme son nom le laisse entendre, que 
le modèle représente parfaitement la réalité. Sous cette hypothèse, le modèle est 
« substitué » aux observations et nous cherchons ainsi à prévoir ou à reproduire, à 
l'aide de simulations d'ensemble, l'évolution dune réalisation du modèle lui même. Si, 
contrairement à la ppvf cette approche permet d'étudier des processus physiques à 
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l'origine de la prévisibilité, elle est beaucoup plus coûteuse en ressource de calcul. Il 
n'est donc pas envisageable d'étudier la prévisibilité de chaque état simulé par le 
modèle et il est nécessaire de restreindre l'étude à un nombre limité de cas. Lors de cette 
thèse, nous avons réalisé 4 expériences de prévisions d'ensemble initialisées à partir de 
4 états différents de la simulation PiCTL de CNRM-CM5. 
IV-1-2-b) Choix des dates d'initialisation et génération des membres 
L'objectif de nos travaux étant d'étudier la prévisibilité de la région NAE, les critères de 
sélection qui ont déterminé les 4 dates d'initialisation des simulations d'ensemble, i.e. 
nos 4 études de cas, reposent sur létat de l'AMV (et de lAMOC) de PiCTL (Figure IV.2). 
Nous avons sélectionné deux dates correspondant à des maintiens de phase de lAMV : 
une phase chaude (année 1991) et une phase froide (année 2153), ainsi que deux dates 
correspondant à des transitions : 2004 (phase chaude à état neutre) et 2166 (phase 
froide à état neutre).  
Pour les 4 dates de PiCTL sélectionnées, nous avons réalisé des simulations d'ensemble 
d'une durée de 30ans. Pour chacune d'elle, 13 membres ont été produits en perturbant 
uniquement les conditions initiales atmosphériques du premier jouri et en gardant 
identiques celles des autres composantes (océan, glace, surfaces continentales) aux 
conditions de PiCTL. L'objectif de ce protocole est d'estimer la prévisibilité décennale du 
système provenant des conditions océaniques. 
Nous avons aussi fait attention à sélectionner des couples de dates contiguës, i.e. 1991-
2004 et 2153-2166, de manière à avoir une indication pour les dates 1991 et 2153 sur la 
présence (ou non) de précurseurs dans les transitions avant que celle-ci ne soit en 
marche pour les dates 2004 et 2153. Notons que le choix de ces dates nous permet aussi 
d'avoir un panel de conditions initiales océaniques qui nous permettra d'étudier l'impact 
sur le caractère conditionnel de la prévisibilité. 
  
                                                        
i Les simulations commençant au premier jour de l'année, nous avons remplacé l'atmosphère de ce jour initial par 
l'atmosphère d'autres 1er janvier piochés aléatoirement dans la simulation PiCTL. 







IV-1-2-c) Comparaison avec l'estimation diagnostique de la prévisibilité 
Nous verrons dans la section suivante que de nombreuses métriques existent pour 
estimer la prévisibilité à partir de simulations densemble mais, dans un premier temps, 
nous cherchons à comparer les estimations de la prévisibilité obtenues suivant les 
approches diagnostique, décrite précédemment, et pronostique, développée ci-après. En 
pointant les incompatibilités entre la variabilité basse fréquence du système climatique 
et celle théoriquement engendrée par un bruit blanc, la ppvf suggère lexistence de 
mécanismes déterministesi contribuant à lévolution basse fréquence du climat. Une 
simulation d'ensemble doit donc pouvoir reproduire le comportement basse fréquence 
des zones de forte ppvf et les états pris par les membres de la prévision sont susceptibles 
dêtre « proches » (selon une métrique donnée) en comparaison détats piochés 
aléatoirement au cours des 1000 ans de PiCTL. Pour mesurer la prévisibilité des 
prévisions densemble nous utilisons le concept de la prévisibilité pronostique  (ci-après 
                                                        
i Déterminisme est employé ici par opposition à un caractère chaotique et donc imprévisible. 
Figure IV.2 : Trajectoire des prévisions densemble de NASST. (haut) Série temporelle de la NASST 
de PiCTL, (bas) zoom sur les trajectoires de la NASST des membres de la prévision densemble 
initialisée en 1991 (rouge), 2004 (vert), 2153 (bleu) et 2166 (marron) de la simulation de contrôle. 
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pp pour pronostic predictability ; e.g. Pohlmann et al. 2004). Cette mesure compare la 
dispersion des membres au sein dune simulation d'ensemble à une dispersion dite 
climatologique calculée à partir d'une longue simulation de contrôle. Puisque le 
comportement des membres de lensemble montre une sensibilité aux conditions 
initiales, la dispersion de lensemble croît avec le temps. Suivant lhypothèse 
dergodicitéi, le système peut alors être considéré comme en partie prévisible tant que la 
dispersion de lensemble est inférieure à la dispersion climatologique. Pour une variable 
x, pp est définie tel que : ݌݌ሺݐሻ ൌ ͳ െ భಿషభσ ൫௫೔ሺ௧ሻି௑ሺ௧ሻ൯మ೔ಿసభ ఙమ    (éq. IV.14)  
où xi représente la valeur de x pour le i-ème des N membres d'une simulation 
d'ensemble (ici N=14 car sur la plage de la prévision, PiCTL est aussi considéré comme 
un membre de l'ensemble), c2 est la variance d'une longue simulation de contrôle (ici 
PiCTL) de cette variable x et X la moyenne d'ensemble définie telle que : ܺሺݐሻ ൌ ଵேσ ݔ௜ሺݐሻே௜ୀଵ     (éq. IV.15)  
Ainsi, pp est fonction de l'échéance de la prévision et est bornée entre 1, lorsque la 
prévisibilité est parfaite, cest à dire lorsque tous les membres sont identiques, et 0, 
lorsque la dispersion de l'ensemble a atteint la dispersion climatologique c². Pour 
comparer la prévisibilité pronostique à la ppvf, nous moyennons les pp des 4 simulations 
et obtenons la PPP (pour Pronostic Potential Predictability, e.g. Collins et Allen 2002) : ܲܲܲሺݐሻ ൌ ଵெσ ݌݌௝ሺݐሻெ௝ୀଵ    (éq. IV.16)  
Par cette opération, les variations possibles de prévisibilité provenant des conditions 
initiales de PiCTL, ou prévisibilité conditionnelle, sont masquéesii et la PPP permet de 
comparer plus rigoureusement la prévisibilité pronostique ainsi estimée à la 
prévisibilité diagnostique mesurée via la ppvf. La Figure IV.3 présente les valeurs de PPP 
de la température à 2 mètres en fonction de l'échéance temporelle des prévisions 
d'ensemble pour des moyennes annuelles et décennales. La significativité des valeurs de 
PPP a été testée à l'aide d'une méthode de bootstrap réalisée à partir d'états de 
PiCTL piochés aléatoirement au sein des 1000 ans de la simulation ; l'hypothèse H0 
étant : "Est-ce que le rapport {dispersion de l'ensemble / variance du contrôle} est 
différent de 0 ?". 
                                                        
i Hypothèse selon laquelle une grandeur moyenne calculée sur un très grand nombre de membres à instant t est égale 
à la grandeur moyenne calculée sur un très grand nombre de mesures prises dans le temps. 
ii C'est pour cela que l'on ajoute l'adjectif "potentiel" à la pp dans ce cas. 







A léchéance 1 an, l'initialisation de l'océan entraîne une réduction significative de la 
dispersion de la distribution de la température sur les continents de la bande 
équatoriale [10°S-10°N] (Figure IV.3gauche). En dehors de cette bande, l'évolution 
annuelle de la température des continents apparaît non prévisible. Sur les océans, les 
valeurs de PPP de la température sont significatives dans la quasi-totalité de la bande 
équatoriale ainsi quaux moyennes et hautes latitudes. Aux latitudes subtropicales (15°-
40°) peu de régions ont des valeurs de PPP significatives. 
Dans la bande équatoriale, la prévisibilité de la température, présente à la fois sur les 
océans et sur les continents, peut sexpliquer par le fort couplage océan-atmosphère des 
phénomènes climatiques à léchelle interannuelle comme lENSO. En dehors de cette 
bande, le contraste de la PPP peut provenir de lapprofondissement de la couche de 
mélange océanique entre basses latitudes et hautes latitudes, mais aussi aux 
téléconnexions associées à  lENSO qui sont plus fortes aux moyennes et hautes latitudes 
quaux latitudes subtropicales.  
Figure IV.3 : PPP de la température à 2 mètres calculée à partir des 4 prévisions densemble. 
(gauche) PPP des valeurs annuelles de la température aux échéances temporelles 1an (haut), 2 
ans (milieu) et 15 ans (bas). (droite) PPP calculée sur des moyennes de 10 ans de la température 
aux échéances 1-10 ans (haut), 11-20 ans (milieu) et 21-30 ans (bas). Les pointillés indiquent les 
zones dont la valeur de la PPP nest pas statistiquement différente de la variance climatologique 
au seuil de confiance 95% (test de bootstrap). 
IV-1) La prévisibilité du système climatique à léchelle décennale : une étude comparative 






Deux ans après l'initialisation de l'océan, les valeurs de PPP ne sont plus significatives en 
dehors de quelques zones océaniques : locéan Austral (en particulier la mer de 
Weddell), les mers de GIN, le gyre subpolaire du Pacifique Nord, le gyre subpolaire de 
lAtlantique Nord ainsi que le centre et l'Est du gyre subtropical de l'Atlantique Nord. 
Notons que celles-ci coïncident avec les zones caractérisées par les plus longs temps de 
décorrélation td (Figure  IV.1). Dans ces régions les valeurs de PPP diminuent ensuite 
lentement avec léchéance et au niveau de la mer de Weddell, des mers de GIN et du gyre 
subpolaire de l'Atlantique Nord, celles-ci peuvent être significatives même après 15 ans 
d'échéance, avec une dispersion inter-membres environ 30% inférieure à la dispersion 
climatologique (Figure IV.3gauche). 
En calculant la PPP à partir de moyennes décennales, nous trouvons des valeurs 
significatives au niveau de la mer de Weddell et du gyre subpolaire de lAtlantique Nord 
durant les 3 décennies de la prévision densemble, avec une dispersion densemble 
pouvant être jusquà 50% inférieure à la dispersion climatologique (Figure IV.3droite). 
Les valeurs de PPP sont aussi significatives durant les 2 premières décennies au niveau 
des mers de GIN et de lensemble de locéan Austral. Nous notons également la présence 
de signaux significatifs au niveau du bassin méditerranéen, du Nord-Est de l'Afrique 
ainsi que sur l'Ouest de l'Europe au cours des deux premières décennies. Lensemble du 
Groenland se caractérise aussi par des valeurs significatives lors de la première 
décennie. Ces signaux continentaux impliquent que, dans ces régions, une partie de 
lévolution de la température est prévisible à léchelle décennale malgré la non 
significativité des PPP calculées à partir des températures annuelles. Une raison possible 
pour laquelle les moyennes annuelles de température ne montrent pas de prévisibilité à 
une échéance supérieure à 2 ans, est que le rapport signal sur bruit de la part prévisible 
de la température est trop faible pour quune prévisibilité interannuelle soit détectée à 
laide dun ensemble de 14 membres. Moyenner temporellement permet daugmenter ce 
rapport signal sur bruit et aide ainsi à estimer la prévisibilité décennale sans augmenter 
le nombre de membres. 
Notons que les cartes de PPP présentent des valeurs négatives (cf. Europe de lEst par 
exemple) qui, selon lhypothèse ergodique, ne devraient pas exister. Deux raisons 
peuvent expliquer cela : (i) il est possible que le nombre de membre des prévisions soit 
insuffisant pour caractériser correctement la dispersion de lensemble dans ces régions ; 
(ii) lhypothèse dergodicité est fausse la stationnarité des caractéristiques de la 
simulation de contrôle doit être remis en cause. Il est en effet probable quun état du 
système climatique soit plus dispersif quun autre. Utiliser lensemble de la simulation 
pour caractériser la dispersion masquerait cette variation et pourrait ainsi expliquer les 
valeurs de PPP négatives. 







IV-1-2-d) Conclusion et discussion sur les estimations ppvf et PPP de la 
prévisibilité 
Les approches diagnostique ppvf et pronostique PPP saccordent sur le fait que, dans 
CNRM-CM5, la variabilité interne de la température est potentiellement prévisible au 
niveau de locéan Austral, des mers de GIN et du gyre subpolaire de lAtlantique Nord à 
léchelle de temps décennale (Figures IV.1 et IV.3). Ces résultats sont cohérents avec des 
études précédentes réalisées à partir dautres modèles (Griffies et Bryan 1997, Collins 
2002, Collins et Sinha 2003, Boer 2004, Pohlmann et al. 2004, Boer 2008, Hawkins et al. 
2011, Persechino et al. 2012, Branstator et Teng 2012). Cependant, lapproche 
pronostique ne révèle pas de prévisibilité décennale de la température au niveau de 
locéan Arctique contrairement à lapproche diagnostique. Inversement, lapproche 
pronostique révèle une part prévisible (à la différence de lapproche diagnostique) de 
lévolution décennale de la température sur certaines régions continentales : pourtours 
du bassin méditerranéen, Nord-Est de l'Afrique, Ouest de l'Europe et Groenland. Notons 
que létude de Pohlmann et al. (2006), réalisée à partir du modèle ECHAM5/MPI-OM, 
conclut aussi sur lexistence dune prévisibilité décennale des températures 
européennes suite à linitialisation des conditions océaniques.  
Physiquement, le fait que la température à 2 mètres de lArctique ne soit pas affectée par 
linitialisation de locéan dans les simulations densemble est compréhensible en raison 
de la présence de glace qui agit comme une pellicule isolante à linterface 
océan/atmosphère. La glace de mer peut dans ce cas être assimilée à une surface 
continentale. Dautre part, la différence entre la PPP et la ppvf au niveau de lArctique 
suggère que la prévisibilité de cette région provient dune variabilité de la glace de mer 
indépendante de la SST. Nous émettons lhypothèse que la prévisibilité de la 
température de lArctique provienne dune téléconnexion atmosphérique mettant en jeu 
la SST dune autre région du globe, mais que cette téléconnexion nait pas été active lors 
des 4 expériences de prévisions. Pour tester cette hypothèse, il serait nécessaire 
détudier la valeur même des anomalies de température dans les simulations 
densemble, prises séparément, et non uniquement la valeur de leur dispersion 
moyenne. 
 
Dans cette section nous avons identifié à laide dune approche diagnostique (ppvf) et 
dune approche pronostique (PPP) les zones possédant un potentiel prédictif à léchelle 
de temps décennale dans le modèle CNRM-CM5. Les deux approches révèlent une forte 
prévisibilité de la température de surface de la région Atlantique Nord. Lapproche 
diagnostique suggère que cette prévisibilité nest pas simplement due à lintégration par 
locéan dun forçage atmosphérique local (au sens de lhypothèse dHasselmann 1976), 
ce qui est cohérent avec les résultats de létude menée au chapitre III qui montrait 
limportance jouée par la variabilité de lAMOC sur les conditions de lAtlantique Nord. 
IV-1) La prévisibilité du système climatique à léchelle décennale : une étude comparative 






Nous nous proposons maintenant détudier plus en détails la prévisibilité décennale de 
cette région à laide des 4 simulations densemble réalisées. En nous appuyant sur les 
indices dAMOCy et de NASST, nous tâcherons de quantifier leur prévisibilité et disoler 
les mécanismes physiques à lorigine de celle-ci, à la lumière des études de processus 
détaillés dans larticle de Climate Dynamics. 







IV-2) La prévisibilité de l'Atlantique Nord 
Les trajectoires de lAMOCyi pour les 4 simulations densemble sont présentées sur la 
Figure IV.4. Dans la suite du manuscrit, les simulations de 30 ans « 1991-2020 », 
« 2004-2033 », « 2153-2182 » et « 2166-2195 » seront respectivement appelées 
expériences MC (pour Maintien Chaud), TC (pour Transition Chaud), MF (pour Maintien 
Froid) et TF (pour Transition Froid). En utilisant comme références la moyenne 
climatologique (égale à 0 par construction dans le cas de lAMOCy) et la déviation 
standard climatologique (i.e. calculées à partir des 1000 ans de PiCTL), nous pouvons 
voir que, pour les 4 dates dinitialisation, les simulations densemble (en gris) ont 
tendance à suivre les variations de lAMOC de la simulation de contrôle (en noir) durant 
les 30 ans déchéance temporelle. Qualitativement, ces résultats suggèrent que lAMOC 
de CNRM-CM5 est prévisible à léchelle décennale. Il sagit maintenant de quantifier 
cette prévisibilité. De nombreuses métriques existent pour cela et nous nous proposons 
ici den réaliser une courte revue afin de discuter des avantages et inconvénients de 
chacune et de justifier le choix de la métrique que nous avons retenue au final, à savoir 
lentropie relative (e.g. Kleeman 2002, Branstator et Teng 2010).  
 
IV-2-1)  Mesurer la prévisibilité 
Le comportement théorique d'une simulation d'ensemble dont le nombre de membres 
est infiniment grand est représenté par le schéma de la Figure IV.5. Dans ce cadre, la 
simulation d'ensemble, ici en vert, se caractérise par la distribution des états climatiques 
possibles à un instant t0+t suite à son initialisation à linstant t0. La prévisibilité peut 
alors être quantifiée en termes statistiques en estimant, à une échéance donnée, l'apport 
                                                        
i Rappelons ici quil sagit de la projection des anomalies annuelles dAMOC sur le premier mode de variabilité basse 
fréquence (filtré passe-bas avec une période de coupure de 25 ans) du champ dAMOC. 
Figure IV.4 : Trajectoires des indices dAMOCy des simulations densemble MC (a), TC (b), MF (c) 
et TF (d). La trajectoire de PiCTL sur la fenêtre de prévision est indiquée en noir. Les lignes 
horizontales pleines et pointillées indiquent, respectivement, la moyenne et േͳécart-type des 
1000ans dAMOCy de PiCTL. 







d'informations supplémentaires que procure l'initialisation sur la connaissance du 
climat, par rapport à la connaissance des conditions climatologiques déterminées au 
préalable, ici en rouge. 
Dans notre étude, le nombre de membres étant fini (égal à 14i), nous ne pouvons pas 
estimer proprement les distributions des prévisions. Nous faisons l'hypothèse quelles 
suivent des lois gaussiennes et les caractérisons par leurs deux premiers moments, cest-
à-dire par le couple {moyenne densemble  dispersion}, notés ci-après EM (pour 
Ensemble Mean) et ES (pour Ensemble Spread) et définis, pour une date de prévision et 
une variable données, tel que : ܧܯሺݐሻ ൌ ܺሺݐሻ ൌ ଵே σ ݔ௜ሺݐሻே௜ୀଵ    (éq. IV.17)  ܧܵሺݐሻ ൌ ଵேିଵ σ ሾݔ௜ሺݐሻ െ ܺሺݐሻሿଶே௜ୀଵ   (éq. IV.18)  
                                                        
i Soit 14 états, car sur la période de la prévision, la trajectoire de PiCTL est considérée comme étant un membre de 
l'ensemble. 
Figure  IV.5 : Comportement schématique dune prévision densemble en fonction de léchéance 
temporelle. Lenveloppe orangé-rouge représente la distribution climatologique Pc(t) = Pc, qui est 
indépendante des conditions initiales et de léchéance temporelle. Lenveloppe verte (Pe(t)) 
représente lévolution de la distribution des états possibles du système, suite à linitialisation. A 
une certaine échéance, Pe(t) converge vers Pc signifiant que linfluence des conditions initiales est 
alors perdue. Les lignes rouge pointillée et noire représentent lévolution temporelle de la 
moyenne des deux distributions. 







où xj(t) représente le j-ème des N membres à une échéance t. LEM représente la part, ou 
signal, prévisible de la variable alors que lES informe sur la précision associée à la 
prévision, ou sur le bruit associé au signal prévisible, par abus de langage. 
IV-2-1-a) Mesurer la prévisibilité à partir de la dispersion 
Etant donné les caractéristiques du système climatique déjà évoquées, la dispersion 
dune simulation densemble croît avec léchéance par construction. Beaucoup dauteurs 
caractérisent la prévisibilité en prenant uniquement en compte lES, considérant que 
lorsque celle-ci nest plus significativement différente de la dispersion climatologique, le 
système a alors atteint sa limite de prévisibilité (suivant lhypothèse dergodicité). La pp 
(décrite dans la section précédente, cf. IV-1-2-c ; e.g. Collins et Sinha 2003, Pohlmann et 
al. 2004, Msadek et al. 2010) ou encore son extension la variance normalisée, notée V 
égale à 1  pp (e.g. Griffies and Bryan 1997, Msadek et al. 2010, Hawkins et al. 2011, 
Persechino et al. 2012), ou enfin son pendant non normalisé : la RMSD ou RMSE (pour 
Root Mean Square Difference ou Error, respectivement ; e.g. Collins 2002, Branstator et 
Teng 2010), sont des mesures basées sur cette hypothèse. 
La Figure IV.6a présente les valeurs de V pour les 4 dates de prévision. Elles sont 
denviron 0.2 à la première année déchéance, cest-à-dire que linitialisation de locéan 
permet de diminuer par environ 80% la dispersion des états de lAMOC par rapport à la 
dispersion climatologique. Les valeurs de V augmentent ensuite rapidement et ne sont 
plus statistiquement significatives après environ 4 ans déchéance temporelle. Elles sont 
alors marquées par de fortes fluctuations dune année sur lautre qui suggèrent une 
absence de prévisibilité interannuelle de lAMOC au-delà de 5 ans déchéance (sauf peut-
être pour la prévision MF jusquà 7 ans). Notons que les valeurs de V atteignent 
rarement la valeur seuil de 1 mais tendent à osciller autour de 0.6-0.7, suggérant quil 
existe une prévisibilité du comportement basse fréquence de lAMOCy, même si 
statistiquement parlant aucune conclusion ferme ne peut être tirée. La présence des 
fluctuations interannuelles non prévisibles ne nous permet pas, à partir des 14 membres 
des simulations, didentifier précisément une échéance temporelle à partir de laquelle la 
dispersion densemble devient indifférenciable de la dispersion climatologique. Pour y 
remédier, il serait nécessaire daugmenter le nombre de membres des simulations. 
Pour augmenter le rapport signal sur bruit associé à la part prévisible des variations 
décennales de lAMOC, nous pouvons aussi calculer la moyenne glissante de lAMOCy sur 
une fenêtre de 5 ansi. Le fait de moyenner temporellement diminue très sensiblement 
les valeurs de V  (Figure IV.6b) et permet de mieux estimer les limites de prévisibilité de 
lAMOC liées aux conditions initiales océaniques. Selon cette métrique, elle est proche de 
~15 ans pour la prévision TC, de 20 ans pour la prévision MC et de plus de 30 ans pour 
                                                        
i Cette fenêtre a été choisie de manière à saffranchir de la variabilité bi-annuelle de la NAO et des téléconnexions 
ENSO qui, dans CNRM-CM5, montrent une concentration dénergie dans une bande 2-4 ans. 







les prévisions MF et TF. Nous commençons ici à toucher du doigt le caractère 
conditionnel de la prévisibilité. 
 
Cependant, lutilisation de la variance normalisée peut entraîner une sous-estimation de 
la prévisibilité. Prenons lexemple de la prévision MC (qui teste la prévisibilité du 
maintien d'une phase positive de l'AMV/AMOCy) où nous avons vu que le critère V 
estime une échéance limite de prévisibilité de lordre de 20 ans. Nous voyons sur la 
Figure IV.4 que sur les 10 dernières années et sur les 14 membres de la prévision, c'est-
à-dire sur un échantillon de 140 réalisations (112 pour les indices moyennés à 5 ans, 
non montré), seuls 8 (1) cas présentent une valeur dAMOCy négative. Il apparait donc 
très peu probable (probabilité de ~6% (~1%)) selon ce constat que le système ait une 
circulation méridienne plus faible que la moyenne climatologique lors de la troisième 
décennie. Autrement dit, en prenant comme distribution de référence lensemble des 
conditions de la prévision MC, la moyenne climatologique de PiCTL peut être considérée 
comme une valeur extrême. Ceci constitue une forme de prévisibilité quil est essentiel 
de considérer. Elle se trouve masquée par les métriques basées uniquement sur lES et il 
nous semble indispensable de la prendre en comptei. Celle-ci sestime en considérant la 
moyenne densemble des expériences de prévisibilité. 
                                                        
i Précisons aussi que, dans le cas où le réchauffement climatique dorigine anthropique ne saccompagnerait pas dun 
changement de dispersion, la seule utilisation de la variance normalisée comme métrique ne le considérerait pas 
comme prévisible. 
Figure  IV.6 : Variance normalisée V de lindice dAMOCy calculée à partir de valeurs annuelles 
(a), et moyennée sur une fenêtre glissante de 5 ans (b) des prévisions densemble MC (rouge), TC 
(vert), MF (bleu) et TF (marron). Les lignes horizontales pointillées indiquent les seuils de 
significativité à 95% (méthode de boostrap, réalisée à partir de lAMOCy de PiCTL). 







IV-2-1-b) Mesurer la prévisibilité à partir de la moyenne densemble 
Une mesure très simple permettant destimer la prévisibilité provenant de lEM consiste 
à calculer la RMS (pour Root Mean Square, e.g. Brantator et Teng 2010), c'est-à-dire 
lamplitude de la différence entre lEM et la moyenne climatologique de PiCTL en 
fonction de léchéance : ܴܯܵሺݐሻ ൌ ඥܧܯሺݐሻଶ െ ߤ௖ଶ   (éq. IV.19)  
La divergence des membres au cours de la prévision implique que lEM tende vers la 
moyenne climatologique et ainsi, que la RMS tende vers 0 (selon lhypothèse 
dergodicité). De manière similaire à lES, le système est considéré comme prévisible 
tant que lEM est statistiquement différente de la moyenne climatologique. La Figure 
IV.7a présente les résultats de la RMS pour les 4 dates de prévisions. Nous voyons que la 
prévisibilité ainsi estimée diffère de celle déduite de la dispersion et que dune manière 
générale son estimation est moins polluée par la variabilité interannuelle de l'AMOC 
(Figure IV.7b). La RMS indique une forte prévisibilité durant lensemble des prévisions 
MC et MF pour lesquelles lAMOC se maintient dans une même phase durant les 30 ans 
dexpérience, avec des amplitudes danomalies denviron 1!c pour lexpérience MC et 
comprise entre 1.8!c et 1.4!c pour la prévision MF. Au contraire, pour les prévisions TC 
et TF, qui prévoient un retour de lAMOC vers des conditions climatologiques, la 
prévisibilité diminue progressivement et est même perdue pour la prévision TC après 
~13 ans déchéance, selon cette métrique. 
 
Figure IV.7 : RMS de lindice dAMOCy calculée à partir de valeurs annuelles (a), et de valeurs 
moyennées sur une fenêtre glissante de 5 ans (b) des 4 dates de prévision MC (rouge), TC (vert), 
MF (bleu) et TF (marron). Les lignes horizontales pointillées indiquent les seuils de significativité à 
95% (méthode de bootstrap, réalisée à partir de lAMOCy de PiCTL). 







Deux limites majeures liées à lestimation de la prévisibilité à partir de cette 
mesure existent : (i) la RMS ne renseigne pas sur la précision de la prévisibilité (i.e. pas 
dindication sur la dispersion des membres autour du signal moyen prévu) et (ii) elle 
estime quun état du système se maintenant aux alentours de la moyenne climatologique 
(i.e. EM ~ c) nest pas prévisible quand bien même la dispersion densemble est faible. 
Par exemple, pour la prévision TC, le retour à la normale de lAMOC est une forme de 
prévisibilité, cette information étant effectivement celle que nous cherchions à prévoir. 
Ceci suggère quil faut aller bien au-delà de la simple considération statistique et 
sattacher aux mécanismes physiques qui expliquent le comportement de lensemble. 
En se basant sur le rapport signal sur bruit noté S et défini tel que ܵ ൌ ඥாெమିఓమாௌ ൌ ோெௌாௌ  
(e.g. Sardeshmukh 2000), la notion de « prévisibilité utile » permet de palier la première 
limite de la RMS. Une des métriques possibles dans ce contexte est le coefficient de 
corrélation moyen ou ACC (pour Average Correlation Coefficient ; e.g. Kleeman et Moore 
1999, Sardeshmukh 2000, Collins 2002, ), défini tel que : ܣܥܥሺݐሻ ൌ భಿ σ ቂ భಿ σ ሺ௫೔ሺ௧ሻିఓሻሺ௫ೖሺ௧ሻିఓሻ೔ಿసభಯೖ ቃೖಿసభට భಿ σ ቂ భಿ σ ሺ௫೔ሺ௧ሻିఓሻమ೔ಿసభಯೖ ቃೖಿసభ ൈ భಿ σ ቂ భಿ σ ሺ௫ೖሺ௧ሻିఓሻమ೔ಿసభಯೖ ቃೖಿసభ  (éq. IV.20)  
LACC estime les variations communes entre tous les membres dune même simulation 
densemble et peut sexprimer en fonction du rapport signal sur bruit (Kleeman et 
Moore 1999) par : ܣܥܥሺݐሻ ൌ ௌඥሺଵାௌమሻ    (éq. IV.21)  
Kleeman (2002) introduit la forme PPU (pour Potential Prediction Utility) de lACC, 
défini par: ܷܲܲ ൌ ோெௌమሺோெௌమାாௌమሻ    (éq. IV.22)  
Le PPU permet de quantifier la prévisibilité provenant de lEM en prenant en compte la 
dispersion associée à celle-ci. Cette mesure varie entre 1, lorsque la prévision est 
parfaite (i.e. ES = 0), et 0, lorsque lEM est égale à la moyenne climatologique. 
Cependant, par construction la PPU comme la RMS estiment quun état du système se 
maintenant aux alentours de la moyenne climatologique est non prévisible, même si la 
dispersion de lensemble est faible. Il ne permet donc pas de lever la deuxième limite 
évoquée précédemment. Pour combiner les informations provenant de lES et de lEM 
nous avons utilisé dans cette thèse lentropie relative que nous allons maintenant 
présenter. 







IV-2-1-c) L'entropie relative 
Lentropie relative, notée R (e.g. Kleeman 2002, Branstator et Teng 2010) est une 
métrique issue de la théorie de l'information (e.g. Cover et Thomas 1991). Elle permet 
de comparer une distribution donnée à une distribution de référence et peut donc être 
utilisée dans des études de prévisibilité où l'on cherche à déterminer à quel point la 
distribution de la prévision diffère de la distribution climatologique, respectivement en 
vert et en rouge sur la Figure IV.5. L'entropie relative représente la « distance » (au sens 
mathématique) entre deux distributions et est aussi appelée la distance de Kullback 
Leibler. Sa formule générale s'écrit : ܴ ൌ ׬ ௘ܲሺݏሻ݈݋݃ଶ ቂ௉೐ሺ௦ሻ௉೎ሺ௦ሻቃ ݀ܵௌ    (éq. IV.23)  
où S représente l'ensemble des états possibles du système, s un état du système, Pc la 
distribution climatologique et Pe la distribution de la simulation d'ensemble. 
Pour comprendre le concept dentropie relative, commençons par présenter lentropie 
(ci-après S) en théorie de linformation. Elle fut introduite par Shannon (1948) et définie 
pour une variable x telle que : ܵ௫ ൌ െ݇ ׬ ܲሺݏሻ݈݋݃ଵ଴ሾܲሺݏሻሿ ݀ܵௌ   (éq. IV.24)  
où P est la fonction de densité de probabilité associée à la variable x. La quantité Sx est 
appelée « information de la variable x », ce qui signifie que pour quun observateur 
puisse complètement caractériser x, il lui est nécessaire dobtenir en moyenne Sx unités 
dinformation. A partir de léquation (éq. IV.24) nous voyons que plus la fonction de 
densité de probabilité associée à la variable observée a une dispersion importante, plus 
son entropie est grande, variant de 0 lorsque x ne peut prendre qu'une seule valeur (i.e. 
dispersion nulle) à ൅λ si x nest pas bornée. 
La valeur de la constante k détermine lunité dans laquelle lentropie est mesurée. Par 
exemple, pour un système thermodynamique où lentropie à la dimension dune énergie 
par degré de température (J.K-1), k représente la constante de Boltzmann et nous 
retrouvons la formule de Gibbs. Dans le cas dune variable discrète, lintégration de léq. 
IV.24 est remplacée par une somme et k par 1/log2, 1/loge ou 1 suivant lunité 
dinformation choisie : bits, nats ou digits, respectivement. Nous choisissons ici un 
logarithme de base 2 afin de mesurer lentropie en bits dinformation. 
Un des avantages de lentropie relative est que cette mesure représente une grandeur 
physiquement interprétable. Elle permet de quantifier le nombre de bits dinformation 
supplémentaires moyen dont un observateur a besoin pour caractériser létat dun 
système dans des conditions « e » en utilisant la base dinformation des conditions « c », 
par rapport au nombre de bits dinformation nécessaires pour caractériser le système 
dans létat « e » en utilisant la base dinformation « e ». Autrement dit, l'entropie relative 
quantifie l'information supplémentaire acquise par un observateur lorsque ce dernier 







apprend que l'état du système appartient à la distribution Pe plutôt qu'à la distribution 
Pc. 
Pour illustrer ce concept, considérons le cas simple d'une pièce de monnaie. En lançant 
une pièce, les chances pour que la pièce tombe du coté « pile » ou du coté « face » sont 
équiprobables, soit 0.5. La distribution des états pris par la pièce peut être représentée 
par la distribution Pc sur la Figure IV.8. Dans le cas où un forçage externe contraint le 
lancer obligeant la pièce à toujours retomber sur son coté « face » (e.g. un chewing-gum 
collé sur le coté « pile »), la distribution avec forçage sera alors Pe. L'entropie relative du 
système vaut alors : 
 ܴ ൌ ௘ܲሺ݌݈݅݁ሻ ൈ ݈݋݃ଶ ቂ௉೐ሺ௣௜௟௘ሻ௉೎ሺ௣௜௟௘ሻቃ ൅ ௘ܲሺ݂ܽܿ݁ሻ ൈ ݈݋݃ଶ ቂ௉೐ሺ௙௔௖௘ሻ௉೎ሺ௙௔௖௘ሻቃ (éq. IV.25)  
   ܴ ൌ Ͳ ൈ ݈݋݃ଶ ቂ ଴଴Ǥହቃ ൅ ͳ ൈ ݈݋݃ଶ ቂ ଵ଴Ǥହቃ  (éq. IV.26)    ܴ ൌ ͳ     (éq. IV.27)  
L'entropie relative du système est donc de 1 bit. Notons que cela correspond à la 
diminution par un facteur 2R = 21 des états possibles du système. De manière similaire, 
pour un système ayant un nombre fini d'états binaires équiprobables, si la prévision 
précise la valeur de m de ses états, alors l'entropie relative sera de m bits, correspondant 
à une division par 2m des configurations possibles du système. En pratique, pour les 
prévisions climatiques, la valeur de l'entropie relative ne sera pas nécessairement 
entière, mais elle mesurera toujours la précision supplémentaire de notre connaissance 
de l'état du système acquise grâce à la prévision d'ensemble par rapport à la 
connaissance de la distribution climatologique. 
Comme dit précédemment, dans cette thèse, nous faisons lhypothèse que les 
distributions climatiques suivent une loi gaussienne. Dans ce cadre, lentropie relative 
peut sécrire en fonction de lES et de lEM (Gradiner 1985):  
Figure IV.8 : Schéma illustratif de la mesure de l'entropie relative pour un système binaire 
simple : le  lancer dune pièce de monnaie 







ܴሺݐሻ ൌ ଵଶ ݈݋݃ଶሺ݁ሻ ቄ݈݊ ቂ ఙ೎మாௌሺ௧ሻమቃ ൅ ாௌሺ௧ሻమఙ೎మ ൅ ሺாெሺ௧ሻିఓ೎ሻమఙ೎మ െ ͳቅ (éq. IV.28)  
Un des avantages de la forme gaussienne de l'entropie relative est qu'elle permet de 
séparer la contribution venant du signal (troisième terme entre accolade dans 
léq. IV.28, ci-après ܴ௦௜௚௡௔௟ ൌ ͳʹ ݈݋݃ʹሺ݁ሻ ቊ൫ܧܯሺݐሻെߤܿ൯ʹߪܿʹ ቋ de celle venant de la dispersioni 
(somme des autres termes, ci-après ܴௗ௜௦௣௘௥௦௜௢௡ ൌ ͳʹ ݈݋݃ʹሺ݁ሻ ቄ݈݊ ቂ ߪܿʹܧܵሺݐሻʹቃ൅ ܧܵሺݐሻʹߪܿʹ െ ͳቅ. 
A titre dexemples indicatifs, le Tableau IV.1 montre, pour des valeurs de R données, des 
couples de valeurs dEM et dES possibles. Par exemple, nous voyons que si la 
composante Rdispersion est nulle (i.e. ES = c), R = 1 implique que lanomalie moyenne des 
membres de la prévision soit de ܧܯ ൌ ߤ௖ േ ͳǤͳ͹ߪ௖  (première ligne du tableau). 
Inversement, si ܧܯ ൌ ߤ௖ (i.e. Rsignal = 0), R = 1 implique que ܧܵ ൌ ͲǤ͵ʹߪ௖  (deuxième 
ligne du tableau). Dans le cas général, à la fois Rdispersion et Rsignal participent à la valeur de 
lentropie relative totale (cf. exemples des autres lignes du tableau). 
R = Rsignal + Rdispersion Rsignal EM - c Rdispersion ES/ c 
1 1 േͳǤͳ͹ 0 1 
1 0 0 1 0.32 
1 0.5 േͲǤͺ͵ 0.5 0.48 
2 1 േ1.17 1 0.32 
4 2 േ1.67 2 0.15 
6 3 േʹǤͲͶ 3 0.07 
Tableau IV.1 : Tableau indicatif des valeurs possibles prises par lEM ou lES pour obtenir une valeur 
de R donnée (pour une moyenne climatologique de !c = 0 et un écart-type climatologique "c = 1). 
Généralement la valeur de R sexpliquera par une combinaison des deux composantes EM et ES. 
Une autre propriété intéressante de lentropie relative est que, dans le cas où le 
mécanisme étudié suit un processus de Markov du premier ordre et que Pc représente 
convenablement la distribution déquilibre (ou asymptotique) du système, alors R 
décroit toujours de manière monotone (Cover et Thomas 1991, section 2.9). Cette 
propriété renvoie au second principe de la thermodynamique stipulant que lentropie 
dun système fermé ne peut que croitre avec le temps. Dans le contexte de la prévision 
                                                        
i Notons que cette dernière contribution est équivalente au predictive power (à la base du logarithme près) proposé 
par Schneider et Griffies (1999) 







du climat, cela signifie que le caractère chaotique du système entraînera toujours une 
diminution de notre connaissance supplémentaire du système avec léchéance. 
Autrement dit, après un temps suffisamment long, la distribution de la prévision devient 
toujours indifférenciable de la distribution climatologique. 
 
Nous avons vu ici que lentropie relative permet donc de combiner linformation de lEM 
et de lES et permet ainsi de lever les limites inhérentes aux métriques développées 
précédemment. Elle semble particulièrement adaptée à notre problématique et nous 
allons lappliquer ci-dessous à nos 4 études de cas. 
IV-2-2) Prévisibilité par le prisme de lentropie relative 
IV-2-2-a) Lentropie relative de lAMOCy 
La Figure IV.9 présente les valeurs dentropie relative de lAMOCy pour lensemble des 4 
dates de prévision (ligne du bas). Les valeurs de R (en noir) montrent que le 
comportement de lAMOC est en partie prévisible, selon cette métrique, sur plus de 30 
ans, suite au préconditionnement océanique des prévisions MC, MF et TF dans une 
moindre mesure. En revanche, la prévisibilité est limitée à ~13 ans pour la prévision TC. 
Dune manière générale les valeurs de R présentent des fluctuations interannuelles de 
lordre de 1 bit et nous retrouvons un comportement semblable à celui observé pour la 
RMS (Figure IV.9haut). La séparation de R en ses composantes Rsignal et Rdispersion 
(courbes bleues et rouges de la Figure IV.9bas, respectivement) confirme que 
linformation supplémentaire, c'est-à-dire la prévisibilité, provient essentiellement de 
lanomalie moyenne des prévisions densemble. 
La prévisibilité est la plus importante pour la prévision MF (Figure IV.9c). Lors des 7 
premières années, la valeur de R est denviron 3, ce qui signifie que la prévision donne 
une information supplémentaire de 3 bits par rapport à la distribution climatologique 
(rappelons que dans le cas théorique dun système ayant un nombre fini détats binaires 
équiprobables, cela correspond à une diminution dun facteur 8 du nombre détats 
possibles du système). Lors de la deuxième décennie, lentropie relative reste environ 
constante à 2 bits, puis diminue à ~1.5 bits lors des 10 dernières années de la prévision. 
Mise à part la contribution de ~0.4 bit lors des 7 premières années, la composante 
dispersion apporte peu dinformation supplémentaire et elle nest que marginalement 
significative. Les valeurs de R sont donc essentiellement expliquées par ce qui peut 
sinterpréter comme un changement détat moyen sur cette fenêtre de 30 ans. 
Pour la prévision MC (Figure IV.9a), la prévisibilité est significative durant les 30 ans 
déchéance mais cette fois avec des valeurs dentropie relative toujours inférieures à 1.5 
bits. De même que pour la prévision MF, la composante dispersion apporte peu 







dinformation supplémentaire sur létat du système. Pour les prévisions TC et TF (qui 
testent la prévisibilité associée aux transitions de lAMOC) lentropie relative semble 
augmenter durant la première décennie puis elle décroît, doucement pour la prévision 
TF et rapidement pour la prévision TC (Figures IV.9d et IV.9b). De nouveau la 
contribution de la composante dispersion de R est faible et marginalement significative 
après les premières années de la prévision, ce qui suggère que seul un décalage de létat 
moyen est prévisible à léchelle interannuelle. 
La faible contribution de la composante dispersion à lentropie totale est due au fait que 
lindice dAMOCy possède une forte variabilité haute fréquence non prévisible (cf. 
discussion sur lES à la section IV-2-1-a). Cette propriété explique les variations 
interannuelles de la composante Rsignal et donc de R car, pour un nombre de membres 
donné, plus le bruit est important, plus lincertitude sur la mesure de lEM est grande. 
Pour diminuer linfluence de ce bruit, nous moyennons lindice dAMOCy sur une fenêtre 
glissante de 5 ans et recalculons son entropie relative (Figure IV.10). 
Dune manière générale, le fait de moyenner temporellement augmente les valeurs 
dentropie relative et la composante dispersion apporte alors de l'information sur létat 
du système climatique avec des valeurs pouvant être significatives durant les 30 années 
déchéance des prévisions (cf. MF et TF). La contribution de cette composante reste 
néanmoins majoritairement inférieure à celle provenant du signal et cette 
caractéristique explique les fortes différences de prévisibilité mesurées par lentropie 
relative entre les 4 dates de prévision qui se caractérisent par des états moyens 
Figure IV.9 : (haut) ES (enveloppe rouge) et EM (courbe bleue) des indices dAMOCy pour les 4 
dates de prévision (a) MC, (b) TC, (c) MF et (d) TF. Les lignes tiretées représentent les seuils de 
significativité 95% de lEM (bleu) et de lES (rouge). Lenveloppe grise représente le seuil de 
significativité 95% de lES. (bas) Entropie relative (noir) associée à lAMOCy des prévisions, de 
gauche à droite, MC, TC, MF et TF et ses composantes Rsignal (bleu) et Rdispersion (rouge). Les lignes 
horizontales représentent les seuils de significativité 95% (même code couleur) obtenus par 
bootstrap à partir de lindice dAMOCy des 1000  ans de PiCTL. 







différents. Dautre part, nous trouvons que les valeurs dentropie relative des 4 
prévisions sont marquées par une modulation déchelle décennale dont lorigine peut 
provenir des deux composantes de R. Ces fluctuations sont incohérentes avec un 
processus théorique de Markov et peuvent sexpliquer soit par la présence dun 
mécanisme oscillant déchelle décennale (cf. III-3) prévisible, soit par des incertitudes 
dues à léchantillonnage. Nous testerons cette dernière hypothèse lors de la section IV-3. 
Figure IV.11 : idem Figure IV.10 mais pour lindice de NASST moyenné sur une fenêtre glissante de 
5 ans. 
Figure IV.10 : idem Figure IV.9 mais pour lindice dAMOCy moyenné sur une fenêtre glissante de 5 
ans. Sur les graphiques de la partie haute, les courbes grises représentent les trajectoires de 
lAMOCy pour chaque membre des prévisions densemble, la noire indique celle de PiCTL. 







IV-2-2-b) Lentropie relative de la NASST 
La Figure IV.11 présente les valeurs dentropie relative associées à lindice NASST 
moyenné sur une fenêtre glissante de 5 ans. Dans lensemble, elles sont plus faibles que 
pour lAMOCy mais cohérentes avec les relations entre la NASST et lAMOC exposées au 
chapitre III. Cela est cohérent avec lidée que locéan profond est la mémoire du climat à 
léchelle décennale alors que latmosphère bruite la prévisibilité associée à cette 
mémoire au niveau des variables de surface. La décomposition de R montre que cette 
plus faible prévisibilité sexplique à la fois par des composantes Rsignal et Rdispersion plus 
faibles, mais, comme pour lAMOC, linformation supplémentaire provient 
essentiellement de la composante Rsignal. Précisons que les résultats de R pour les valeurs 
de NASST non filtrées (non montré) sont fortement bruitées (cohérent avec la forte 
contribution atmosphérique non prévisibles aux fluctuations interannuelles de cet 
indice de surface). Seules les valeurs de R de lexpérience MF sont significatives au-delà 
de 10 ans déchéance et la composante Rdispersion dépasse rarement le seuil de 
significativité à 95%, même à 1 an déchéance. 
IV-2-2-c) Conclusion sur la prévisibilité estimée par lentropie relative 
Selon la métrique de lentropie relative, le climat de la région Atlantique Nord modélisé 
par CNRM-CM5 est en partie prévisible suite à linitialisation de locéan. La prévisibilité 
varie cependant dune prévision à lautre (i) dans le sens où le niveau dinformation 
supplémentaire apportée par la prévision varie dune date dinitialisation à lautre (e.g. 
différence dentropie relative entre les prévisions MC et MF), (ii) en termes déchéance 
limite de la prévisibilité (~15 ans pour la prévision TC et plus de 30 ans pour les 
prévisions MF et TF). Lentropie relative de lAMOCy est dans lensemble supérieure à 
celle de la NASST. Cela est due à la fois à une Rdispersion et à une Rsignal plus fortes. Cette 
différence est cohérente avec la part plus importante que joue latmosphère dans les 
variations de la NASST. Pour les deux indices, lentropie relative est bruitée par des 
fluctuations interannuelles, suggérant que le nombre de membres des prévisions 
densemble utilisés est trop faible pour lestimer correctement. La composante 
dispersion de R est rapidement non significative (~1an pour la NASST, ~5ans pour 
lAMOCy) et linformation supplémentaire apportée par les prévisions densemble 
provient donc essentiellement de la prévision du changement détat moyen du système. 
Moyenner les indices sur une fenêtre glissante de 5 ans augmente leur entropie relative. 
La composante Rdispersion augmente certes mais sa contribution reste marginale par 
rapport à Rsignal pour la NASST. Pour lAMOCy, elle peut atteindre des valeurs de ~1 bit 
mais reste aussi inférieure à la composante Rsignal. Pour la NASST et lAMOCy, nous avons 
souligné que les valeurs de R sont marquées par des fluctuations déchelle décennale 
incohérentes avec le comportement dun processus de Markov. Nous tenterons aux 
sections suivantes de comprendre lorigine de ces fluctuations. 







Précisons que, malgré les différences entre les valeurs de R dune date de prévision à 
lautre, nous considérons délicat de conclure sur la présence de prévisibilité 
conditionnellei, tant la valeur de lanomalie moyenne des prévisions densemble influe 
sur cette mesure de la prévisibilité. En effet, la valeur de la Rsignal sannulant lorsque lEM 
est égale à la moyenne climatologique, pour une même précision sur lEM (i.e. à ES 
égale), une prévision initialisée à un état proche de la moyenne climatologique est, par 
construction, considérée comme moins prévisible quune prévision initialisée à un état 
caractérisé par de fortes anomalies. Nous verrons dans la section suivante une manière 
possible destimer la prévisibilité conditionnelle tout en prenant en compte les 
disparités dans lamplitude de lanomalie des conditions initiales. 
 
En résumé, nous avons vu quil existe de nombreuses métriques permettant de mesurer 
la prévisibilité dun système. Parmi elles, nous avons choisi de retenir lentropie relative 
qui nous permet de déterminer linformation supplémentaire acquise sur le climat futur 
à partir des prévisions densemble. Plus complète que les métriques classiques, 
lentropie relative permet de prendre en compte à la fois les informations provenant de 
la dispersion et de la moyenne densemble. Au-delà de savoir jusquà quand 
linitialisation a un impact détectable sur létat simulé par les prévisions densemble, 
lentropie relative permet de quantifier le niveau de prévisibilité associé aux variables 
climatiques. Ainsi, plus que didentifier léchéance à partir de laquelle la distribution de 
la prévision densemble nest plus statistiquement différente de la distribution 
climatologique (seuil somme toute relatif puisque dépendant du nombre de membres de 
la prévision ; cf. IV-2-1-a), cest lincertitude associée à la valeur même de la mesure quil 
est important destimer. La section suivante tente de quantifier cette incertitude. 
                                                        
i i.e. dépendant des conditions initiales. 







IV-3) Incertitudes et pertinence des simulations 
densemble 
Dans le cas dun système déterministe isolé de contraintes externes, R ne peut que 
décroître de manière monotone avec léchéance (cf. IV-2-1-c). Le caractère non 
monotone des entropies relatives obtenues pour les indices de NASST et dAMOCy 
présenté précédemment est de fait intriguant. Nous émettons deux hypothèses : il 
sexplique par des processus physiques prévisibles qui viennent contraindre létat de 
lAtlantique Nord (cf. mécanismes de la variabilité décennale de lAtlantique Nord mis en 
évidence au chapitre III), où bien il est simplement dû à un échantillonnage trop faible. 
Pour répondre à cette question, nous nous proposons dans un premier temps détudier 
lincertitude associée à la mesure même de lentropie relative pour lindice NASST. 
Pour une date donnée, cette incertitude peut être estimée en réalisant une grande 
quantité G de membres et en sous échantillonnant N fois ce grand échantillon par groupe 
de M membres (méthode de bootstrap subsampling). Lenveloppe formée par les N 
combinaisons de M membres permet dapprocher alors lincertitude sur la valeur 
dentropie relative trouvée à partir des G membres. La limite de cette méthode se situe 
dans notre incapacité à accéder à lincertitude sur la mesure du grand échantillon G, à 
moins de réaliser un échantillonnage encore plus grand. Outre le fait que la question 
nest alors que reportée à létape suivante, il arrive toujours un moment où les 
ressources informatiques empêchent daugmenter le nombre de membres. Une autre 
alternative consiste à utiliser des modèles statistiques simples calibrés sur lindice à 
étudier. Cette approche  permet de produire « artificiellement » une très grande quantité 
de membres sous la forme de signaux analytiques et de tester ainsi la sensibilité de 
lentropie relative à la taille de léchantillon. Nous appliquons par la suite ces deux 
méthodes afin destimer de manière plus approfondie le degré de confiance que nous 
pouvons accorder aux valeurs prises par lentropie relative dans nos études. 
IV-3-1) Mesure de lincertitude de lentropie relative par bootstrap 
subsampling 
Au cours de cette thèse, le nombre de membres des prévisions densemble a dabord été 
limité à 5 puis a été augmenté à 7, puis 11 pour finalement terminer à 14i. Nous 
estimons lincertitude sur la mesure de R pour ces différents cas à laide de la méthode 
de bootstrap subsampling. Nous présentons uniquement ici les résultats de cette étude 
pour lindice NASST moyenné temporellement sur 5 ans, les conclusions étant similaires 
                                                        
i Cet historique a été dicté par les limites en ressources informatiques. 







à la fois pour lindice NASST non moyenné et pour lindice dAMOCy (lui aussi moyenné 
ou non). Nous nous limiterons dautre part aux dates de prévisions TC et MF. 
Les Figures IV.12a et IV.12b présentent les incertitudes associées à la mesure de R des 
indices NASST, estimée à partir dun sous échantillonnage parmi les 14 membres des 
prévisions densemble. Premièrement, nous voyons que la largeur de lenveloppe 
dincertitude est plus grande pour des R élevées que pour des R faibles (cf. différences 
entre les enveloppes des expériences TC et MF), suggérant donc que lincertitude sur la 
mesure est fonction de la valeur même prise par R. Cette propriété provient 
vraisemblablement du fait que lentropie relative est calculée dans une base 
logarithmique. De cette propriété, il découle aussi que moins la prévision densemble 
procure dinformation supplémentaire sur létat du système, plus il est certain quelle en 
apporte peu. Inversement plus la prévision procure dinformation, moins la quantité 
exacte dinformation supplémentaire est quantifiable avec précision. De manière non-
intuitive, nous pouvons alors conclure que lincertitude associée à notre connaissance 
supplémentaire de létat du système diminue avec léchéance, puisque cette 
connaissance diminue elle-même avec léchéance  
Le bootstrap subsampling nous montre aussi que, si les valeurs dentropie relative 
mesurées à partir des 14 membres des simulations densemble étaient les valeurs vraies 
(i.e. celles obtenues à partir dun échantillon de taille infinie), lincertitude sur une 
valeur de R = 1 bit par exemple, mesurée à partir dun ensemble de 5, 7 et 11 membres, 
seraient denviron 2.5, 1.7 et 0.7 bits, respectivement. Nous jugeons donc, a posteriori, 
quil était bien nécessaire daugmenter le nombre de membres des simulations pour 
augmenter la robustesse de nos résultats. 5 membres, tel quenvisagé initialement, 
étaient clairement insuffisants. 
Dune manière générale, pour des valeurs de Rsignal et Rdispersion égales, nous notons que 
lincertitude provenant de la composante dispersion est plus grande que celle venant de 
la composante signal (comparaison des Figures IV.12c et IV.12e). Nous constatons aussi 
quil existe un lien entre la valeur même de Rdispersion et lincertitude associée à Rsignal (et, 
dans une moindre mesure, à lentropie relative totale), e.g. modulation de lamplitude de 
lenveloppe sur Rsignal lors de la deuxième décennie de la prévision MF. Ce lien est 
cohérent avec le fait que lES est liée à lincertitude associée à la part du signal prévisible 
quest lEM (cf. IV-2-1). De ce point de vue, nous remettons en cause la robustesse du 
maximum local de lentropie relative aux alentours de la 13ème année de la prévision TC 
alors que la valeur de Rdispersion est proche de 0. 
Nous rappelons cependant que lincertitude mesurée par la méthode de bootstrap 
subsampling reste relative puisquelle ne prend pas en compte lerreur absolue entre R 
mesurée par les 14 membres et la « vérité » et sous-estime ainsi la barre derreur 
associée à R. Pour combler ce défaut, nous construisons des séries étalons analytiques à 
laide de modèles statistiques simples. 








a) TC : 2004-2033    R bootsrap                b) MF : 2153-2182  R bootstrap  
c) TC : 2004-2033  RSignal bootsrap           d) MF : 2153-2182  RSignal bootstrap 
e) TC : 2004-2033   RSignal bootsrap            f) MF : 2153-2182  RSignal 
bootstrap 
Figure IV.12 : Incertitude associée à lentropie relative de la NASST (moyennée sur 5 ans) mesurée 
par bootstrap subsampling pour les prévisions TC (gauche) et MF (droite). (a et b) Entropie 
relative totale (noir), (c et d) composante signal (bleu) et (e et f) composante dispersion (rouge). 
Le sous-échantillonnage a été réalisé sur des ensembles de 5 (enveloppe orange clair), 7 
(enveloppe orange foncé) et 11 (enveloppe marron) membres parmi 14. Les lignes tiretées 
horizontales représentent les seuils de significativité 95% dentropie relative estimée à partir de 14 
membres (idem ceux de la Figure IV.11). 







IV-3-2) Mesure de lincertitude de lentropie relative à laide de 
modèles statistiques simples 
IV-3-2-a) Les modèles statistiques 
Le plus simple des modèles que nous utilisons pour générer des prévisions densemble 
artificielles à laide de signaux analytiques est un modèle autorégressif dordre 1 (AR(1)) 
dont la formule, déjà donnée précédemment (cf. IV-1-1), est : ܺ௧ ൌ ߚܺ௧ିଵ ൅ ߝ௧    (éq. IV.29)  
Nous calibrons ce modèle à partir de la fonction dautocorrélation de lindice de NASST 
de PiCTL et nous trouvons  = 0.47. Ce modèle caractérise bien la perte rapide 
dinformations de la première année (Figure IV.13gauche, en rouge), mais il ne permet 
pas de représenter le comportement basse fréquence de NASST dont lautocorrélation 
décroît plus lentement quune décroissance exponentielle. Cette caractéristique montre 
que lAMV de PiCTL nest pas cohérente avec la représentation dHasselemann (1976), 
soulignant de nouveau la forte contribution des processus advectifs océaniques dans sa 
variabilité (cf. chapitre III). Nous notons aussi que lAR(1) ne capture pas les 
caractéristiques de la puissance spectrale de NASST (Figure IV.13droite, tiretés 
rouges) : il la surestime aux « hautes » fréquences (~ périodes [4-50ans]) et sa 
puissance sature aux basses fréquences (~ périodes > 50  ans)  alors que celle de NASST 
continue daugmenter. 
 
Le deuxième modèle que nous développons est basé sur la théorie mathématique des 
processus à longue mémoire. Ce modèle, dit « power-law » permet de modéliser des 
séries temporelles pour lesquelles lamortissement dune anomalie est plus lente quune 
décroissance exponentielle (e.g. Granger et Joyeux 1980). Lautocorrélation dune série 
suivant ce type de processus décroit selon la loi : ܥ௉௅ሺ߬ሻ ൌ ߙ߬ଶுିଶ    (éq. IV.30)  
avec ½ < H < 1 appelé lexposant de Hurst, du nom de lhydrologue Anglais Harold Edwin 
Hurst qui observa ce type de comportement pour les débits du Nil (Hurst 1951) et  une 
constante. La puissance spectrale des processus power-law augmente lorsque la 
fréquence diminue suivant une loi de puissance (e.g. Taqqu 2002) : ܩ௉௅ሺ݂ሻ ൌ ߪ௉௅ଶ ݂ଵିଶு     (éq. IV.31)  
où f représente la fréquence et  PL² la variance totale (i.e. la puissance spectrale totale) 
de la série temporelle. Lorsque H = ½, nous retrouvons le spectre caractéristique dun 







bruit blanc (cf. II-7-1) et lorsque H = 1, la formule éq. IV.31 est celle dun bruit rosei. Bien 
quun processus power-law voit son énergie augmenter aux basses-fréquences, 
précisons quil ne présente pas déchelle de temps caractéristique ou pic dénergie. 
Un modèle statistique classique dans la famille des power-law est le FAR(0,d) (pour 
Fractionally AutoRegressive Model). Pour présenter ce modèle, partons de la formule 
générale dun modèle autorégressif dordre n, ou AR(n)ii, défini tel que : ܺ௧ ൌ σ ሺߚ௜ܺ௧ି௜ሻே௜ୀଵ ൅ ߝ௧    (éq. IV.32)  
où les coefficients i associés aux prédicteurs Xt-i peuvent être estimés à laide dune 
régression multiple. En introduisant lopérateur de retard B (backshift operator en 
anglais), tel que ܤ௞ܺ௧ ൌ ܺ௧ି௞ , léquation (éq. IV.32) devient : ሾͳ െ σ ሺߚ௜ܤ௜ሻே௜ୀଵ ሿܺ௧ ൌ ߝ௧     (éq. IV.33)  
Or, si B est racineiii d'ordre d du polynôme ሾͳ െ σ ሺߚ௜ܤ௜ሻே௜ୀଵ ሿ, nous pouvons écrire : ሾͳ െ σ ሺߙ௜ܤ௜ሻ௉௜ୀଵ ሿሺͳ െ ܤሻௗܺ௧ ൌ ߝ௧  (éq. IV.34)  
avec p = n  d. 
                                                        
i Comme le bruit rouge, la puissance spectrale augmente aux basses fréquences, mais cette augmentation suit une 
croissance en 1/f et non en 1/f² (cas du bruit rouge). 
ii Notons que nous aurons lutilité plus loin dun modèle AR(14). 
iii Au sens mathématique. 
Figure IV.13 : Autocorrélation (gauche) et Spectre (droite) de lindice NASST (gris) et de séries 
analytiques suivant des modèles AR(1) (rouge), FAR(0,d) (bleu) et AR(14) (noir) calibrés sur la série 
temporelle de NASST des 1000 ans de PiCTL. Les valeurs des  du panel (gauche) indiquent lécart-
type du bruit (ou innovation) associé à chaque modèle, estimées de sorte que les variances des 
séries analytiques sur une période de 1000 ans soient égales à celles de la NASST. 







Le modèle FAR(p,d) se base sur cette formule (éq. IV.34) en autorisant des valeurs non-
entières du paramètre d (doù son nom « Fractionnaly »). Pour modéliser un power-law, 
nous utilisons ici un modèle FAR(0,d). Celui-ci sécrit donc : ሺͳ െ ܤሻௗܺ௧ ൌ ߝ௧     (éq. IV.35)  
Nous calibrons ce modèle à laide de lexposant de Hurst H, estimé à partir du spectre de 
lindice de NASST de PiCTLi, suivant la relation d = H  ½. Nous trouvons ici que H = 0.92 
et ainsi d = 0.42. Ce modèle est ensuite utilisé en considérant 45ii pas de temps passés, 
ou pseudo-prédicteurs, pour prévoir la valeur à venir (pseudo car, à la différence des 
modèles AR(n) où n correspond à la fois au nombre de prédicteurs utilisés pour calibrer 
le modèle statistique et au nombre de pas de temps utilisés pour la prévision, le nombre 
de pas de temps utilisés ici est indépendant de la calibration du modèle). Nous voyons 
que le modèle FAR(0,d) caractérise mieux la puissance spectrale de la NASST aux basses 
fréquences que le modèle AR1 (Figure IV.13droite, tiretés bleus) et capture la lente 
décroissance de la fonction dautocorrélation de la NASST (Figure IV.13gauche, en 
bleu). De manière non intuitive, alors quaux « hautes » fréquences (~ périodes 
inférieures à 10 ans) le FAR(0,d) semble correctement représenter le spectre de la 
NASST, il surestime lautocorrélation de la série temporelle de NASST à cette échelle 
temporelle (sans doute en raison de ses caractéristiques basses-fréquences). 
Contrairement à lAR(1), le processus power-law na pas dinterprétation géophysique 
simple. Les origines dun tel comportement peuvent être multiples (cf. Vyushin 2010 
Introduction p.15 pour une liste détaillée). Par exemple, certains auteurs y voient le 
résidu de lagrégation dune multitude de mécanismes de différentes échelles 
temporelles (e.g. Granger 1980, Caballero et al. 2002), alors que dautres montrent à 
laide de modèles numériques simplifiés que ce comportement peut correspondre au 
résultat de la diffusion verticale de lénergie dans locéan (e.g. Fraedrich et al. 2004, 
Dommenget et Latif 2008). Dans cette thèse, nous ne cherchons pas à comprendre en soi 
pourquoi la NASST se comporte comme un processus power-law, mais nous utilisons 
cette caractéristique afin de calibrer un modèle statistique présentant un comportement 
basse fréquence semblable à celui de la NASST. 
Comme stipulé dans létude de Vyushin et al. (2012), les modèles AR(1) et FAR(0,d) ne 
permettent donc pas de représenter la nature complète de la variabilité climatique. 
Cependant, ils caractérisent les bornes inférieure et supérieure de la persistance des 
anomalies climatiques. LAR(1) capture la perte rapide dinformation de la première 
année (provenant essentiellement de la variabilité interannuelle non prévisible) alors 
que le FAR(0,d) capture la longue mémoire des processus climatiques. Ces deux 
caractéristiques pourraient être combinées à laide dun unique modèle dordre 
                                                        
i Nous invitons le lecteur désireux de connaître les détails permettant destimer lexposant H à consulter le manuscrit 
de thèse de Dimitri Vyushin 2010 ainsi que le package R développé lors de son doctorat : http://tinyurl.com/4v985le 
ii Le nombre de pseudo-prédicteurs a été déterminé de manière à ce que le modèle FAR(0,d) capture au mieux le 
comportement basse fréquence de NASST. 







supérieur : un FAR(1,d). Cependant, pour notre étude, nous avons préféré étudier le 
comportement des modèles AR(1) et FAR(0,d) de manière séparée, dont lemploi 
nécessite seulement le calibrage dun paramètre (i.e. les coefficients  et d, 
respectivement) et dont lutilisation est plus répandue en recherche sur le climat. 
 
La réalisation de prévisions densemble analytiques à laide de ces deux modèles va nous 
permettre destimer lincertitude sur lentropie relative, calculée à partir dun ensemble 
de 14 membres, pour des signaux dont les durées de vie encadrent celle de NASST. Nous 
faisons ainsi lhypothèse que lincertitude de lentropie relative, estimée à laide de ces 
deux modèles, encadre lincertitude de lentropie relative de NASST. 
IV-3-2-b) Les prévisions densemble à partir de modèles statistiques 
Nous trouvons que, suivant un modèle AR(1), seules les conditions initiales  de la 
prévision TF ont une influence détectable jusquà 3 ans (Figure IV.14a). Pour les autres 
expériences, la prévisibilité selon ce modèle est totalement perdue lors des deux 
premières années (non montré). Moyenner les indices sur une fenêtre temporelle de 5 
ans augmente seulement dune année la limite de prévisibilité (Figure IV.14b). Comme 
attendu, le modèle AR(1) ne permet donc pas de caractériser la prévisibilité décennale 
de la NASST de CNRM-CM5 (cf. Figure IV.13). Notons cependant que, par exemple, pour 
une valeur de R ~ 0.9 bit (3ème année déchéance de la prévision TF ; Figure IV.14b), 
lincertitude associée à la mesure réalisée à partir dun ensemble de 14 membres 
(moyennés sur 5 ans) est de 1.25 bits (90% de chance que la valeur de R soit comprise 
entre 0.4 < R < 1.7 bits). Pour diminuer de moitié cette incertitude, il faudrait augmenter 
le nombre de membres à environ 50. Notons aussi que pour toutes les dates de 
prévisions, après la première année, la composante dispersion ne contribue plus à la 
valeur de R (cf. courbe rouge). 
Le modèle FAR(0,d) permet de mieux capturer la prévisibilité décennale associée à la 
NASST (moyennée sur 5 ans) lors de la prévision TF (Figures IV.14c et IV.11). La limite 
de prévisibilité, détectable pour 14 membres selon ce modèle, est supérieure à 30 ans 
déchéance puisque lenveloppe dincertitude ne comprend jamais le « 0 » dentropie 
relative. R est caractérisé par une décroissance rapide lors des 5 premières années puis 
de plus en plus lente avec léchéance, comportement typique dun processus power-law. 
Comme pour lAR(1), la composante dispersion de lentropie relative estimée à partir du 
FAR(0,0.42) est très rapidement non significative (avant 3 ans déchéance en moyenne ; 
cf. courbes rouges Figure IV.14c) et seule la composante moyenne contribue à la valeur 
dentropie relative. Le faible apport dinformation supplémentaire par la composante 
dispersion suggère de nouveau que lindice étudié pour caractériser la variabilité 
multidécennale est fortement bruité par de la variabilité plus haute fréquence. 







Lorsque la valeur dentropie relative dune prévision densemble de 14 membres du 
modèle FAR(0,0.42) est égale à R = 1 bit (~12ème année déchéance de lexpérience TF), il 
existe 90% de chance dobtenir une valeur de R mesurée comprise entre 0.4 < R < 1.95 
bits, soit une incertitude de 1.55 bits. Lestimation de lincertitude de R obtenue à laide 
du modèle FAR(0,d) tend ainsi à démontrer que les variations de lentropie relative des 
prévisions MC et TC (échéances 20 et 13, respectivement) peuvent être dues à un trop 
faible échantillonnage (Figures IV.11a et IV.11b). Précisons néanmoins quil nest pas 
exclu que ces fluctuations soient dues à une variabilité prévisible de la NASST ayant lieu 
à léchelle décennale (Figure IV.13 et section III-3), mais que leur amplitude serait trop 
faible pour sortir de la barre derreur estimée à laide du modèle FAR(0,0.42). Comme 
pour le modèle AR(1), pour diminuer par 2 lincertitude sur la mesure de R, le nombre 
de membres doit être augmenté à 51. Notons aussi quavec 501 membres lincertitude 
pour une entropie de R = 1 bit est encore de 0.25 bit (soit ¼ de la valeur absolue). 
 
En résumé, lentropie relative étant une mesure de la prévisibilité qui permet de 
quantifier à quel point linitialisation contraint le comportement de la prévision 
densemble, nous avons cherché dans cette section à estimer lerreur commise sur cette 
mesure. Nous avons vu quen raison de la base logarithmique dans laquelle lentropie 
relative est calculée, lincertitude associée à sa mesure est fonction de sa valeur elle-
même (IV-3-1). A partir dune méthode de boostrap subsampling (IV-3-1) puis à laide de 
signaux analytiques (IV-3-2), nous avons estimé que, par exemple pour une valeur de R = 
1 bit, la barre derreur estimée à partir dune prévision densemble de 14 membres est 
comprise entre 0.7 et 1.55 bits. Cette barre derreur suggère que les fluctuations 
décennales de lentropie relative de la NASST des prévisions MC, TC et MF sont 
compatibles avec lhypothèse que le nombre de membres utilisés pour quantifier la 
prévisibilité est insuffisant. Cependant, considérant lautocorrélation et le spectre de la 
Figure IV.14 : (a) Barres derreurs [5%-95%] sur lentropie relative calculée à partir densemble de 
14 (enveloppe orange claire), 51 (enveloppe orange foncée) et 501 (enveloppe marron) membres 
initialisés à partir de lEM de la première année de la prévision TF pour  le modèle AR(1). (b) idem 
(a) mais une moyenne glissante de 5 ans a été appliquée à chaque membre préalablement au 
calcul de R. (c) idem (b) mais réalisé à partir du modèle FAR(0,0.42). La valeur vraie de lentropie 
relative (courbe noire) et les barres dincertitudes des composantes Rsignal (tiretés bleus) et Rdispersion 
(tiretés rouges) pour des ensembles de 14 membres sont aussi présentées. 







NASST, nous ne pouvons pas rejeter lhypothèse quun mécanisme de variabilité 
déchelle décennale prévisible existe et soit responsable de ces fluctuations, mais que 
son amplitude soit trop faible pour sortir de la barre derreur (estimée) de R. Cette 
conclusion souligne la nécessité daller au-delà de la simple considération statistique et 
détudier la prévisibilité associée aux indices NASST et AMOCy dun point de vue 
mécanistique dans lobjectif de mieux comprendre leurs sources. Cest ce que nous nous 
proposons de réaliser aux sections IV-4 et IV-5, mais avant cela intéressons nous un 
instant à la pertinence des prévisions densemble numériques 
IV-3-3) Valeur ajoutée des prévisions densemble numériques 
Une question légitime, après avoir abordé la théorie et lapplication des modèles 
statistiques simples à notre problématique, est de savoir si la réalisation des prévisions 
densemble effectuées à partir de CNRM-CM5 apporte plus dinformations sur la 
prévisibilité de la NASST que celle estimée à laide de ces modèles statistiques simples 
sans coût de calcul réel.  Les modèles AR(1) et FAR(0,d) nous ont permis destimer une 
barre dincertitude sur R en capturant les 2 comportements aux limites de NASST. Un 
des avantages de lemploi de ces modèles est quils nécessitent seulement le calibrage 
dun paramètrei, limitant ainsi le nombre dhypothèses lors de leur utilisation. Par 
construction néanmoins, ils ne permettent pas de capturer la singularité du 
comportement potentiellement prévisible de la NASST à léchelle de temps décennale 
(cf. maximum local aux périodes ~10 ans du spectre de la NASST). Pour tenir compte de 
cette singularité, nous utilisons ici un nouveau modèle, un AR(n) (cf. IV-3-2-a), calibré 
sur la série de NASST de PiCTL à partir de n = 14 prédicteurs (Figure IV.13, courbes 
noires). Lordre de ce modèle a été choisi pour capturer le mieux possible les 
caractéristiques de la fonction dautocorrélation de la NASST sur une plage de 30 ans 
tout en minimisant le nombre de prédicteurs (i.e. le nombre de paramètres de ce 
modèle) ; précisons donc quil sagit dun hasard si le rang de lAR(n) est égal au nombre 
de membres des prévisions densemble. 
La Figure IV.15 compare lentropie relative des prévisions numériques de la NASST à 
celles des prévisions statistiques réalisées à partir du modèle AR(14). Nous voyons que 
les prévisions numériques des expériences MC et TF (Figures IV.15a et IV.15d) sont 
parfaitement cohérentes avec celles de lAR(14), ce qui nest pas le cas pour la prévision 
TC, les valeurs de R sont sous-estimées par lAR(14) aux échéances 9-13 ans (Figure 
IV.15b). La prévisibilité de lexpérience MF est incompatible avec la prévision du modèle 
statistique, avec un écart entre lentropie relative de la prévision numérique et la barre 
haute de lincertitude des valeurs de R de lAR(14) quasiment toujours supérieur à 1 bit 
(Figure IV.15c). 
                                                        
i i.e. les coefficients  et d, respectivement. 







La valeur ajoutée des prévisions numériques est maintenant quantifiée. Pour cela nous 
calculons lentropie relative des 4 dates de prévisions numériques en prenant comme 
distribution de référence celles formées par les prévisions statistiques (Figure IV.16), 
ci-après RAR(14), et non la distribution climatologique de PiCTL, comme jusquà 
maintenant. Suivant cette approche, nous voyons que lapport dinformation 
supplémentaire par les prévisions numériques est marginal pour les prévisions MC et TC 
(Figures IV.16a et IV.16b) mais il est significatif pour les prévisions MF et TF dans une 
moindre mesure (Figures IV.16c et IV.16d). Pour cette dernière, aux échéances 19-25 
ans, lentropie relative est denviron 0.3-0.6 bit en raison dune moyenne densemble 
tendant vers la moyenne climatologique de PiCTL plus rapidement que lAR(14) (non 
montré), mais aussi en raison dune dispersion plus faible que celle de lAR(14). Pour 
lexpérience MF, la RAR(14) provient essentiellement de la composante signal. 
Linformation supplémentaire apportée par les prévisions numériques MF et TF montre 
que celles-ci, bien que plus coûteuses en termes de ressources informatiques, ne 
peuvent être substituées par un simple modèle statistique de type AR(n). 
Lautocorrélation de la série de NASST est fonction des caractéristiques intrinsèques des 
masses deau de surface (e.g. inertie thermique) et de ses relations moyennes avec les 
autres variables du système climatique (e.g. échanges avec latmosphère et la subsurface 
océanique, influence du transport de chaleur méridien océanique). Elle nous informe sur 
le comportement moyen des anomalies en elles-mêmes. La prévisibilité estimée à partir 
Figure IV.15 : Comparaison des entropies relatives de la NASST moyennée sur 5 ans (courbe noire) 
des 4 dates de prévision (a) MC, (b) TC, (c) MF et (d) TF avec celles des « prévisions statistiques » 
suivant un modèle AR(14) calibré sur la série de NASST de PiCTL (enveloppe orange). 
Figure IV.16 : Entropies relatives des 4 dates de prévisions numériques (a) MC, (b) TC, (c) MF et (d) 
TF  calculées en prenant comme distribution de référence celles formées par les prévisions du 
modèle AR(14). 







du modèle AR(14), calibré à partir des caractéristiques moyennes de la NASST (Figure 
IV.13), peut donc être interprétée comme la prévisibilité associée à la NASST dans le cas 
où ses caractéristiques intrinsèques et ses relations avec les autres variables sont 
stationnaires. Dans ce contexte, les différences de prévisibilité entre les prévisions 
numériques et statistiques impliquent donc : 
· soit que le comportement intrinsèque de la NASST est fonction de létat du 
système (e.g. comportements asymétriques pour des anomalies de même 
amplitude mais de signe opposé), 
· soit que les relations entre la NASST et les autres variables du système climatique 
évoluent selon létat du système, 
· soit que le comportement intrinsèque dune ou de plusieurs autres variables 
interagissant avec la NASST est fonction de létat du système, 
· soit à différentes combinaisons des 3 possibilités précédentes. 
Autrement dit, les différences de prévisibilité entre les prévisions numériques et 
statistiques soulignent que la prévisibilité de la NASST est fonction des conditions 
initiales, appelée encore prévisibilité conditionnelle. Pour déterminer la ou lesquelles 
des raisons listées précédemment sont à lorigine de prévisibilité conditionnelle, il serait 
intéressant destimer la prévisibilité non plus à partir dun modèle AR(n) univarié, mais 
à partir dun modèle statistique prenant explicitement en compte les relations de la 
NASST avec les autres variables du système climatique (e.g. un modèle LIM, cf. II-6-1). 
Létude de ce type de modèle permettrait de pointer les relations moyennes qui ne sont 
pas « respectées » lors des prévisions MF et TF. 
Une autre raison appuyant lutilisation des modèles numériques plutôt que des modèles 
statistiques vient de léchantillon temporel nécessaire pour calibrer correctement un 
modèle statistique. La Figure IV.17 renseigne sur lerreur potentielle que nous aurions 
commise sur les prévisions statistiques du modèle AR(14) si nous lavions calibré à 
partir de 150 ans de NASST de PiCTL plutôt que sur les 1000 ans complets de la 
simulation. Cette disparité implique une grande incertitude sur les paramètres à calibrer 
pour lAR(n). Ainsi, moyennant lhypothèse que le modèle soit parfait et peut être utilisé 
comme proxy des observations, elle montre que la fenêtre temporelle des observations 
historiques ne suffit pas pour calibrer correctement un modèle statistique. Les modèles 
numériques apparaissent donc comme la solution la plus adaptée pour prévoir les 
futures fluctuations internes climatiques déchelle de temps décennale, sous la condition 
quils présentent bien évidemment une variabilité réaliste. 
 










Figure IV.17 : Autocorrélation de lindice NASST calculée sur les 1000 ans de PiCTL (courbe noire) 
et sur des blocs de 150 ans (courbes grises). 







IV-4) Mécanismes physiques à lorigine de la 
prévisibilité de l'Atlantique Nord 
Au chapitre III, nous avons mis en évidence que les anomalies dAMOC sont liées à la 
densité des 500 premiers mètres du gyre subpolaire. A léchelle de temps 
multidécennale, la salinité contrôle les fluctuations de cette densité du gyre alors quà 
léchelle décennale la température semble jouer un rôle plus important dans ses 
variations. En conséquence, nous nous intéressons ici à lévolution du trio densité, 
salinité, température du gyre subpolaire pour extraire et mieux comprendre lorigine de 
la prévisibilité de lAMOC et de lAMV dans les expériences de prévision. 
IV-4-1) Prévisibilité du gyre subpolaire 
IV-4-1-a) Lien entre la prévisibilité de lAMOC et celle de la densité du gyre 
subpolaire 
La Figure IV.18 présente, pour les 4 dates de prévision, les trajectoires des indices de 
densité du gyre subpolaire moyennée sur les 500 premiers mètres de locéan. Nous 
voyons que : 
· lEM des prévisions MC, MF et TF reste significativement différente de la 
moyenne climatologique c durant plus de 20 ans et est donc prévisible, 
· pour toutes les prévisions, les trajectoires individuelles sont caractérisées par 
des variations décennales qui ne semblent pas phasées entre elles (absence de 
ces fluctuations dans lEM), suggérant une absence de prévisibilité à léchelle 
décennale. 
Lentropie relative de la densité du gyre subpolaire confirme labsence de cohérence des 
fluctuations décennales entre les différents membres, car, à lexception des 7 premières 
années déchéance de la prévision MC, les valeurs de Rdispersion sont faibles (<0.3 bit) et 
marginalement significatives (Figure IV.19haut). LEM fournit lessentiel de la 
prévisibilité de la densité du gyre dont la limite est aux alentours des échéances ~20 
ans, ~10 ans, >30 ans et ~20 ans pour les prévisions MC, TC, MF et TF, respectivement. 
Ces résultats montrent que seules les variations multidécennales de la densité sont 
prévisibles mais que cette prévisibilité est « bruitée » par des fluctuations décennales, 
elles non prévisibles. 







Au chapitre III, nous avons conclu que les fluctuations multidécennales de la densité du 
gyre précédent en moyenne de 5 ans celles de lAMOC, qui elles-mêmes précédent de ~5 
ans celles de lAMV. La significativité pour Rsignal dans la prévision TC est perdue après 
~10 ans déchéance pour la densité du gyre, puis après ~15 ans pour lAMOCy et après 
Figure IV.18 : Trajectoires des indices de densité du gyre subpolaire moyennée sur les 500 
premiers mètres de locéan (unité kg.m
-3
 relatif à 1000kg.m
-3
). Prévision (a) MC, (b) TC, (c) MF et 
(d) TF. Les lignes tiretées représentent les seuils de significativité 95% de lEM (bleu) et de lES 
(rouge). Lenveloppe grise représente le seuil de significativité 95% de lES. Les courbes grises 
représentent les trajectoires de lAMOCy pour chaque membre des prévisions densemble, la noire 
indique celle de PiCTL 
Figure IV.19 : Entropie relative associée (haut) à la densité du gyre subpolaire moyennée sur les 
500 premiers mètres de surface, (milieu) à lAMOCy et (bas) à la NASST. Tous les indices ont été 
moyennés sur une fenêtre glissante de 5ans. Les courbes représentent lentropie relative totale 
(noire), la composante signal (bleu) et la composante dispersion (rouge). Les lignes horizontales 
indiquent les seuils 95% de significativité statistique (même code couleur) obtenus par bootstrap à 
partir des 1000 ans de PiCTL. 







~17 ans pour la NASST (Figure IV.19), reproduisant parfaitement les caractéristiques 
moyennes estimées à partir des 1000 ans de PiCTL. Dans une moindre mesure pour les 
autres dates de prévision, la relation déphasée entre densité et AMOCy se retrouve aussi 
dans les diagnostics de prévisibilité de lentropie. En revanche, la relation 
AMOCy/NASST nest pas systématiquement capturée. Lentropie de NASST est toujours 
plus faible que celle dAMOCy car, même à léchelle multidécennale, cet indice de surface 
est perturbé par les interactions océan-atmosphère, sachant que dans le modèle la 
variabilité atmosphérique suit un bruit blanc. Notons enfin que, pour les 3 indices, les 
plus fortes valeurs de Rsignal sont prises pour la prévision MF, avec des valeurs 
supérieures à 1 bit durant les 30 ans déchéance, confirmant le caractère très prévisible  
de cette date pour toutes les variables du système. 
 
Si la prévisibilité de la moyenne densemble des indices de densité, dAMOCy et de 
NASST semblent suivre les relations physiques de la variabilité multidécennale mises en 
évidence au chapitre III, la prévisibilité provenant de lES pour lAMOCy et dans une 
moindre mesure pour la NASST, ne peut être expliquée par celle de la densité qui nen a 
aucune (Figure IV.19). La variabilité de lAMOC dans son ensemble (que capture lindice 
AMOCy) est peu sensible aux variations « hautes fréquences » du gyre subpolaire 
confirmant le nécessaire maintien dune anomalie de densité du gyre durant plus de 10 
ans pour déclencher un événement AMOC. Ceci étant, la prévisibilité associée à lEM de 
la densité du gyre ne peut sexpliquer que par lexistence dune variable climatique de 
faible dispersion qui contraindrait létat de la densité du gyre. Pour aller plus loin, nous 
nous intéressons aux rôles respectifs joués par la salinité et la température dans la 
prévisibilité de la densité du gyre. 
IV-4-1-b) Prévisibilité de la salinité et de la température du gyre subpolaire 
Les Figures IV.20 et IV.21 présentent les trajectoires et lentropie relative des indices de 
salinité et de température du gyre subpolaire moyennée sur les 500 premiers mètres de 
locéan. Pour les 4 dates de prévisions, nous voyons que la salinité du gyre présente une 
forte prévisibilité provenant à la fois de lEM et de lES, cette dernière restant 
significativement inférieure à la dispersion climatologique jusquà léchéance 30 ans (25 
ans) des prévisions MF et TF (MC et TC). La température du gyre semble être aussi en 
partie prévisible durant les 30 ans déchéance des 4 expériences, mais son entropie 
relative est bien plus faible que celle de la salinité et provient essentiellement de sa 
composante Rsignal. En effet, les trajectoires individuelles de lindice de température du 
gyre sont caractérisées par dimportantes fluctuations décennales (~1!c damplitude) 
non phasées entre les membres, rappelant celles de la densité (Figure IV.18). 
Nous avons vu que la densité du gyre à léchelle multidécennale est pilotée par le sel. 
Cependant, la perte de significativité de lentropie relative de la densité, après léchéance 
~10 ans lors de la prévision TC et après ~20 ans pour les prévisions MC et TF, alors que 







celle de la salinité est encore supérieure à ~1 bit, souligne limportance que joue la 
température dans la modulation du lien entre salinité et densité à léchelle 
multidécennale. Etant donné les fortes valeurs de lES pour le sel, la forte dispersion de 
la densité ne peut sexpliquer que par la présence des fortes fluctuations décennales non 
prévisibles liées à la température. En dautres termes, la prévisibilité associée à lEM 
pour la densité provient essentiellement de son lien avec la salinité, et la faible 
prévisibilité liée à lES est contrôlée par celle de la température. 
Nous concluons donc que la prévisibilité de lAMOC (et de la NASST) provient bien de la 
prévisibilité de la densité et plus précisément de sa composante salinité, et en particulier 
ses fluctuations multidécennales. Les fluctuations décennales de la densité liées à la 
Figure IV.20 : Trajectoires et entropies relatives de la salinité du gyre subpolaire moyennées sur les 
500 premiers mètres de locéan. Les codes couleurs sont les mêmes que ceux de la Figure IV.18 
pour les trajectoires et de la Figure IV.19 pour lentropie. 
Figure IV.21 : idem Figure IV.20 mais pour la température du gyre subpolaire moyennées sur les 
500 premiers mètres de locéan. 







température ne sont pas phasées entre les membres. Elles augmentent lincertitude sur 
la prévision de la densité en elle-même. Dune manière générale nous trouvons que, 
pour la plupart des variables climatiques décrivant létat de lAtlantique Nord, les 
valeurs dentropie relative sexpliquent par la prévisibilité de sa variabilité 
multidécennale. Pour chaque variable, le poids respectif des composantes Rsignal et 
Rdispersion dans lentropie relative totale semble dépendre du poids respectif des 
variabilités multidécennale et décennale dans la variabilité totale. Ces résultats 
soulignent limportance de prendre en compte à la fois les informations provenant de 
lEM et de lES dans létude de la prévisibilité décennale, contrairement à ce quaffirment 
Griffies et Bryan (1997). 
Dans le reste de cette section, nous nous limitons à létude de la salinité et essayons de 
voir si les mécanismes physiques présentés à la section III-1, à savoir les routes Nord et 
Sud des anomalies de sel impliquées dans la terminaison des événements AMOC, jouent 
un rôle dans la prévisibilité de lAMOC et de lAMV pour les dates de prévision 
sélectionnées. 
IV-4-2) Prévisibilité de la salinité de lAtlantique  Nord 
La Figure IV.20 montre que la prévisibilité de la salinité du gyre subpolaire tend à 
diminuer avec léchéance pour les 4 expériences de prévision, ce qui est cohérent avec le 
caractère chaotique du système climatique, qui se matérialise par la divergence des états 
du gyre simulés par les membres. La question est ici de savoir si latténuation des 
anomalies sexplique uniquement par cette propriété du système ou si des mécanismes 
physiques prévisibles, tels que ceux documentés aux chapitre III, participent aussi à 
cette diminution. Pour répondre à cela, nous étudions ici lévolution du champ de 
salinité intégrée sur les 200 premiers mètres de locéan (ci-après SC200) au cours de 
léchéance des 4 dates de prévision. Nous reprenons ce champ largement décrit dans la 
section III-1-2 (Figures III-Article6 et III-Article14) afin de pouvoir suivre lévolution 
de masses deau à la fois dans les tropiques et les latitudes extratropicales. 
IV-4-2-a) Lévénement AMV/AMOC 1991-2004 
Lors de la première décennie de la prévision MC, lAtlantique Nord se caractérise par des 
conditions plus salées que la normale au Nord de 40°N (~+0.08psu ; Figure IV.22a), 
avec des maxima situés en mer de GIN, en mer du Labrador et dans lOuest du gyre 
subpolaire. De fortes anomalies positives de sel sont aussi présentes à lEst du bassin sur 
la frontière séparant les gyres subpolaire et subtropical (longitudes ~30-20W) et le long 
des côtes de lEurope et de lAfrique du Nord. Ces anomalies positives contrastent avec 
les anomalies négatives de sel situées au niveau de la bande tropicale (~-0.04psu), de 
larc caribéen et du Gulf Stream (~-0.02psu). Cette structure danomalies de salinité est 
parfaitement cohérente avec celle de la régression du champ de SC200 sur lAMOCy de la 







figure (Figure III-Article14), avec un déphasage de quelques années avant un maximum 
dAMV canonique. 
Au cours des deuxième et troisième décennies, la salinité du gyre subpolaire et des mers 
de GIN diminue peu à peu, alors que les anomalies négatives de sel des zones tropicales 
se renforcent et se propagent le long du courant de bord Ouest jusquà 40°N (Figure 
IV.22a). Lors de la troisième décennie, les anomalies positives du centre Est du gyre 
subpolaire ne sont plus significatives, ce qui est cohérent avec la pénétration dans le 
gyre de masses deau anormalement douces en provenance des tropiques. La diminution 
des anomalies de sel à cet endroit entraîne une diminution du gradient de densité entre 
le centre et lEst du gyre subpolaire, conduisant à une diminution de son intensité sur 
son bord Est (i.e. diminution de linternal salinity feedback, cf. III-1-2-e ; non montré). 
Laugmentation des anomalies positives de salinité situées à la frontière gyre 
subpolaire/gyre subtropical et sur les côtes de lEurope sexplique par ladvection 
danomalies du centre du bassin vers les côtes, se propageant ensuite vers les 
subtropiques par la bande de recirculation du gyre subtropical. Nous verrons dans la 
section suivante que la circulation atmosphérique contribue aussi à la structure 
géographique des anomalies de sel et à leur évolution en fonction de léchéance. 
Par les expériences de prévisibilité, nous retrouvons ainsi le mécanisme dadvection 
deau douce en provenance des tropiques qui tend à diminuer la salinité du gyre 
subpolaire. Lors de la troisième décennie lanomalie positive de sel est clairement 
érodée à lEst du gyre subpolaire et contribue à terminer lévénement dAMOC. La 
prévision TC, initialisée 13 ans après le début de la prévision MC et ayant de fait dans les 
conditions initiales les ingrédients thermohalins pour diminuer lAMOC, prévoit 
effectivement un retour à des conditions normales vers léchéance 15 ans (Figure 
IV.10). 
Au cours de la première décennie de la prévision TC, les anomalies de salinité du gyre 
subpolaire sont de lordre de ~+0.04psu et le maximum danomalie (>+0.14psu) couvre 
la côte Est de lAtlantique entre lIslande et lAfrique du Nord (Figure IV.22b). Des 
anomalies négatives sont présentes dans toute la bande tropicale/subtropicale, avec des 
valeurs atteignant déjà -0.04psu au niveau du courant de bord Ouest. Des anomalies 
négatives sont aussi présentes à lOuest des mers de GIN. Remarquons quà lexception 
de ces mers Arctiques, la structure des anomalies de SC200 semble cohérente avec la 
moyenne de SC200 lors des décennies 2 et 3 de la prévision MC, suggérant un fort 
déterminisme dans lévolution de la salinité de PiCTL lors des 13 années séparant 
linitialisation de la prévision TC de celle de la prévision MC. Cette structure danomalies 
de salinité est aussi cohérente avec celle de la régression du champ de SC200 sur 
lAMOCy (Figure III-Article14), montrant la SC200 lors dun maximum dAMV 
canonique. 
Au cours de la deuxième décennie de la prévision TC, la salinité du gyre subpolaire tend 
à diminuer et nous voyons apparaître une anomalie négative de SC200 au centre Est du 
gyre subpolaire, vraisemblablement liée à ladvection des masses deau tropicales 







anormalement douces (Figure IV.22b). La diminution de la composante signal (ou EM) 
de lentropie relative des indices de salinité, de densité et dAMOCy, entre la première et 
la deuxième décennie de la prévision TC, nest donc pas uniquement imputable à 
laltération intrinsèque des anomalies de par la nature du système climatique mais est 
accélérée par ladvection de masses deau tropicales anormalement douces. Signalons en 
outre que, lors de la troisième décennie, les mers de GIN sont dessalées et des anomalies 
semblent se propager via le détroit du Danemark jusquen mer du Labrador, 
matérialisées par des valeurs négatives le long des côtes du Groenland (Figure IV.22b). 
Ce mécanisme, que nous avions nommé « route Nord » dans le chapitre III (cf. III-1-2-g) 
est cependant trop tardif pour jouer un rôle dans la diminution de lAMOC lors de la 
Figure IV.22 : Evolution des anomalies du champ de salinité (psu) moyennée sur les 200 premiers 
mètres de locéan (SC200) lors de la prévision (a) MC et (b) TC. Les pointillés noirs et verts 
représentent, respectivement, les valeurs pour lesquelles lEM et lES sont statistiquement 
significatives au seuil 95% (test de bootstrap). 
    a) MC : 1991-2020                                       b) TC : 2004-2033 







prévision TC. Néanmoins, au même titre que les anomalies négatives de salinité de la 
bande tropicale/subtropicale, il inhibe la formation dun nouvel événement dAMOC. 
Nous verrons dans la section suivante que les anomalies de salinité des mers de GIN de 
la décennie 3 sont liées à des anomalies de glace et de températures froides engendrées 
par des anomalies de circulation atmosphériques (cf. IV-5). 
IV-4-2-b) Lévénement AMV/AMOC 2153-2166 
Lors de la première décennie de la prévision MF, le gyre subpolaire et les mers de GIN 
présentent des anomalies négatives de sel supérieures à 0.14psu (Figure IV.23a). 
Toutes les conditions semblent cependant réunies pour entraîner une diminution de ces 
anomalies car : 
· lensemble de la bande tropicale/subtropicale de lAtlantique Nord est dominée 
par des conditions plus salées que la normale, 
· des anomalies positives de sel provenant dArctique semblent pénétrer dans les 
mers de GIN au niveau du détroit de Fram. 
Lors des deuxième et troisième décennies, les anomalies négatives de SC200 diminuent 
effectivement, mais restent toujours fortement négatives, avec des valeurs avoisinant les 
-0.08psu au niveau du gyre subpolaire et les -0.14psu en mer de GIN (Figure IV.23a). 
Les anomalies positives en provenance de lArctique et de la bande 
tropicale/subtropicale diminuent aussi avec léchéance. Les anomalies positives de larc 
Caribéen, du Gulf Stream et de GIN ne sont même plus significatives lors de la troisième 
décennie. Aussi, nous estimons que malgré la présence lors de la première décennie de 
tous les précurseurs, lérosion des anomalies négatives de SC200 du gyre subpolaire ne 
continue pas lors des deuxième et troisième décennies. Nous considérons donc que la 
diminution des anomalies de salinité du gyre subpolaire provient principalement de la 
divergence intermembre de la prévision densemble. 
Lors de la première décennie de la prévision TF (initialisée 13 ans après la prévision 
MF), les anomalies négatives du gyre subpolaire sont denviron -0.06psu (Figure 
IV.23b) soit deux fois moins importantes que lors de la prévision MF. Les mécanismes 
prévisibles dérosion de la salinité du gyre subpolaire ne semblent pas encore présents. 
En particulier, les anomalies positives et significatives de salinité sont cantonnées dans 
la bande tropicale de lAtlantique Nord. Cependant, les anomalies négatives du gyre 
subpolaire diminuent au cours de léchéance jusquà atteindre des valeurs de -0.02psu à 
la troisième décennie. Cette diminution débute en décennie 2 par la propagation 
danomalies positives de sel en provenance de lArctique jusquen mer du Labrador. Lors 
de la troisième décennie, le mécanisme dadvection de masses deau Arctique le long de 
la route Nord semble moins opérer mais est relayé par un transport de masse deau 
anormalement salée depuis les tropiques qui vient éroder les anomalies négatives de sel 
du gyre subpolaire (perte de la significativité le long du NAC). Durant lensemble de 
cette prévision, la dispersion intermembre du champ de SC200 reste significativement 







inférieure à la dispersion climatologique dans la région du gyre subpolaire, soulignant le 
caractère prévisible de la diminution de la salinité dans cette région au-delà de la simple 
décroissance danomalies par la divergence intermembre.  
En conclusion, les expériences de prévisibilité nous ont permis disoler et ainsi 
confirmer, lexistence des mécanismes de terminaison de lAMOC comprenant à la fois 
les routes Nord et Sud des advections de salinité telles que présentées dans larticle du 
chapitre III. Ces mécanismes sont actifs et prévisibles dans les expériences de prévision 
MC, TC et TF et expliquent lévolution de lAMOC. En revanche, ils ne se déclenchent pas 
durant la prévision MF, lAMOC restant à un niveau bas sans évolution franche. 
Lexpérience MF correspond vraiment à un état exceptionnel de PiCTL (~ -2!c dAMOCy 
et des conditions de température extrêmes, voir ci-après). Il serait intéressant de 
comprendre comment cet environnement sest mis en place, mais cela est au-delà de 
a) MF : 2153-2182                                           b) TF : 2166-2195 
Figure IV.23 : idem Figure IV.22 mais pour les prévisions (a) MF et (b) TF. 







cette thèse. En tous cas, nos résultats suggèrent quau pic de lévénement, aucun 
mécanisme prévisible ne peut le contraindre vers un retour à la normale et il faut 
attendre que lévénement sérode pour que les routes Nord et Sud de salinité 
senclenchent (prévision TF). 







IV-5) Prévisibilité décennale des conditions 
atmosphériques et continentales 
Au chapitre III, nous avons mis en évidence que les conditions continentales telles que 
simulées par CNRM-CM5 étaient influencées par létat de lAMOC et de lAMV. La 
prévisibilité associée à lAMOC que nous venons de décrire suggère que les conditions 
continentales sont en partie prévisibles à léchelle décennale via ce lien. Précisons 
cependant que le niveau de prévisibilité de toute variable climatique dépend de la 
nature même de sa variabilité (Griffies et Bryan 1997) et en particulier de son rapport 
signal (ici la variabilité prévisible) sur bruit (ici la variabilité non prévisible). Les 
variables océaniques, de par leurs caractéristiques spectrales, sont ainsi présumées plus 
prévisibles (cf. IV-1-1) que les variables atmosphériques et continentales. Dans cette 
section, il sagit de déterminer léchéance de prévisibilité des conditions atmosphériques 
et continentales pour les 4 dates de prévision introduites précédemment. 
IV-5-1) Prévisibilité de l'atmosphère d'hiver 
IV-5-1-a) Température et pression hivernales lors des prévisions 1991-2004 
Les températures de la première décennie de la prévision MC se caractérisent par des 
conditions anormalement chaudes sur la mer Méditerranée et lensemble des mers 
nordiques, avec des maxima supérieurs à +0.4°C situés en mer du Labrador, à la pointe 
Sud du Groenland et en mers de GIN (Figure IV.24a). Les plus fortes amplitudes se 
situent en bordure de glace dont la couverture est réduite lors dune phase positive de 
lAMV. Sur les continents, des anomalies chaudes sont présentes au niveau de lAfrique 
du Nord et de la péninsule arabique mais aussi le long du pourtour méditerranéen. 
Malgré de fortes anomalies positives de chaleur océanique au Nord de 40°N, le continent 
européen ne présente cependant pas danomalie de température significative, suggérant 
un faible rôle de ladvection moyenne par les vents dOuest des anomalies océaniques 
sur le continent, ou un impact trop faible de cette advection pour être détectable en 
raison du bruit intrinsèque de la température continentale. 
La Figure IV.24b montre que la pression atmosphérique de la première décennie se 
caractérise par une bande danomalies négatives entre 20° et 40° de latitude Nord, dont 
le centre daction se situe au Sud-Est des Açores. Ces anomalies négatives sont 
contrebalancées par une bande de haute pression vers 50°N-60°N, avec un maximum au 
Sud-Est de lIslande. Ce dipôle de pression est cohérent avec les réponses de type NAO- 
et EAP- de latmosphère dhiver lors dune AMV positive (cf. III-1-2-f et Figures III-
Article5 et III-Article13). Il se projette parfaitement sur la structure spatiale de pression 







obtenue quand le modèle ARPEGE est forcé par des SST correspondant à lAMV, tel 
quillustré par la Figure III-Article13. Ce dipôle de pression tend à diminuer les vents 
dOuest qui pénètrent sur lEurope et ainsi à neutraliser ladvection par le courant 
moyen des anomalies positives de chaleur en provenance du gyre subpolaire, expliquant 
de fait labsence danomalies significatives de température sur lEurope. Inversement, 
lanomalie de vent associée à lanomalie de basse pression des Açores entraîne une 
advection de Sud au niveau de lAfrique du Nord et de la péninsule arabique ce qui induit 
des anomalies positives de température sur ces régions. 
Lanomalie chaude du gyre subpolaire diminue lors de la deuxième et de la troisième 
décennie, mais reste significative, tandis que celle des mers de GIN disparaît, laissant 
place à une anomalie de signe opposé lors de la troisième décennie (Figure IV.24a). 
Inversement, les anomalies de lAfrique du Nord et de la péninsule arabique se 
renforcent lors de la deuxième décennie et sont encore présentent lors de la troisième. 
Ces conditions chaudes sur lEurope méditerranéenne contrastent avec la formation de 
fortes anomalies froides sur lEurope du Nord-Est, avec des températures de 0.4°C 
inférieures à la climatologie lors de la troisième décennie. Cette structure est cohérente 
avec le NAO- en décennie 2. Le dipôle de pression au large de lEurope tend à se 
maintenir en décennie 3, contrecarrant leffet direct de ladvection (Figure IV.24b). En 
mer de GIN, une anomalie positive de pression apparaît, de manière cohérente avec la 
réponse atmosphérique aux conditions anormalement froides présentes dans cette 
région, en particulier au Nord-Ouest de la Scandinavie. Cette haute pression tend à 
advecter des masses dair Arctique sur le Nord-Est de lEurope, expliquant la formation 
danomalies négatives de température sur cette zone. 
Précisons ici que les anomalies négatives de température des mers de GIN sont visibles 
dès léchéance 3 ans au niveau du contenu de chaleur océanique intégré sur les 200 
premiers mètres (non montré). La mise en place de ces anomalies est cohérente avec le 
forçage atmosphérique ayant lieu durant la première décennie, qui tend à diminuer le 
transport de chaleur océanique entre le gyre subpolaire et les mers de GIN au niveau du 
passage « Islande-Ecosse » selon les mécanismes expliqués dans larticle du chapitre III 
(cf. III-1-2-e). Ainsi, nous concluons que les structures spatiales des anomalies de 
température continentale, lors de la prévision MC, ne peuvent sexpliquer par la simple 
advection des anomalies de chaleur océaniques sur les continents, mais résultent plutôt 
de la modification de la circulation atmosphérique en réponse aux anomalies de SST.  







La prévision TC confirme les résultats obtenus pour la prévision MC. Nous retrouvons 
des conditions de température anormalement chaudes au niveau du gyre subpolaire, de 
lAfrique du Nord et de la péninsule arabique, qui tendent à se maintenir durant les 30 
ans de la prévision (Figures IV.25a). Des anomalies négatives de températures sont 
présentes sur lEurope du Nord-Ouest dès la première décennie, à la différence de la 
prévision MC, et se renforcent durant les deuxième et troisième décennies. La réponse 
atmosphérique se projette majoritairement sur une phase négative de la NAO, dont la 
structure est clairement visible lors des décennies 2 et 3 (Figures IV.25b). Comme dans 
MC, la NAO- tend à diminuer le flux dOuest moyen et à neutraliser ladvection des 
conditions océaniques chaudes sur lEurope. Au Nord-Est de lEurope, les anomalies 
négatives de températures peuvent sexpliquer par ladvection de masses dair en 
provenance de Sibérie et dArctique. Le fait que les anomalies de la prévision TC 
ressemblent fortement à celles de la prévision MC, avec un décalage dune décennie 
     a) MC : 1991-2020 / température NDJFM                    b) MC : 1991-2020 / PSL NDJFM  
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Figure IV.24 : Evolution des anomalies (a) de température à 2 mètres et (b) de pression de surface 
lors de la prévision MC. Les pointillés noirs et verts représentent, respectivement, les valeurs pour 
lesquelles lEM et lES sont statistiquement significatives au seuil 95% (test de bootstrap). 
hPa 







environ, nous donne confiance dans nos résultats et semble montrer que lerreur 
déchantillonnage naffecte pas de manière trop importante nos conclusions. 
 
a) TC : 2004-2033 / température NDJFM b) TC : 2004-2033 / PSL NDJFM 
  
°C hPa 
Figure IV.25 : idem Figure IV.24 mais pour lexpérience TC. 
IV-5-2-b) Température et pression hivernales lors des prévisions 2153-2166 
Durant la première décennie de la prévision MF, lensemble de lAtlantique Nord se 
caractérise par des conditions très froides. Les plus fortes anomalies se situent au 
niveau du gyre subpolaire et des mers de GIN avec des valeurs pouvant atteindre -0.7°C 
(Figure IV.26a). Sur les continents, nous voyons que lEurope est dominée par des 
anomalies négatives de plus en plus marquées en latitude du pourtour méditerranéen, 
avec des valeurs autour de -0.2°C, à la Scandinavie, avec des amplitudes proches du 
degré. Des anomalies négatives de lordre de -0.2°C sont notables en Afrique du Nord et 
au niveau de la péninsule arabique. Aux moyennes latitudes, les anomalies de pression 
sont du signe inverse de celle de la prévision MC moyennant un décalage de 20 à 30° 
vers lEurope de lensemble des structures (Figure IV.26b).Le signal dominant est 
cependant lanomalie positive de pression qui couvre lensemble des mers subarctiques, 
de manière cohérente avec les températures de surface très anormalement froides. Les 
anomalies de température semblent se maintenir durant les 30 ans de la prévision, mais 







ne sont plus significatives lors de la troisième décennie sur lAfrique du Nord et sur le 
pourtour méditerranéen. De même sur la frange Est des mers de GIN, au large de la 
Scandinavie. La haute pression aux latitudes polaires se maintient durant les 30 ans, 
mais celle de la méditerranée disparaît peu à peu. 
Dans la prévision MF, la circulation atmosphérique ne semblerait pas neutraliser 
ladvection danomalies négatives de chaleur océanique sur le contient européen, ce qui 
expliquerait la persistance danomalies froides de température sur lensemble de 
lEurope par contraste avec la prévision MC. 
Durant la première décennie de la prévision TF, les anomalies de température et de 
pression présentent des structures semblables à celles de la première et de la dernière 
décennie de la prévision MF, malgré des amplitudes inférieures de moitié (Figure 
IV.27a et IV.26b). Les anomalies de pression et température continentales ne semblent 
pas prévisibles au-delà de la première décennie, la significativité de ces champs étant 
marginale. Sur lAtlantique Nord, les anomalies ne sont plus significatives lors de la 
deuxième décennie à lexception des régions englacées de la mer du Labrador et dune 
forte anomalie négative située à la frontière entre les gyres subpolaire et subtropical qui 
suggère un décalage vers le Sud du NAC. Ce décalage persiste lors de la troisième 
décennie. 
Notons que les anomalies de température européennes décrites ici ne sont pas 
cohérentes avec les résultats de létude de la section III-2 à la fois pour les conditions 
dAMV chaude, cf. prévision MC vs AMV+, et pour celles dAMV froide, cf. prévision MF vs 
AMV-. Cela souligne le fort bruit associé aux températures continentales mais aussi la 
limite de lapproche en composite utilisée à la section III-2 qui, dune part, mélange 
réponse et forçage et dautre part moyenne des événements qui peuvent avoir des 
influences très différentes sur lEurope (cf. présence ou non danomalie de glace en mer 
de GIN par exemple). 
 
Ainsi, nous avons vu que linitialisation de locéan entraîne une prévisibilité des 
conditions climatiques continentales durant les mois dhiver pouvant aller jusquà plus 
de 30 ans. La prévisibilité des anomalies de température nest pas seulement due à 
ladvection des anomalies océaniques sur les continents par le courant moyen (terme തܸܶԢ), mais sexplique aussi par la réponse de la circulation atmosphérique aux anomalies 
de SST qui induit des anomalies dadvection (terme ܸԢ തܶ). Pour les expériences MC et MF, 
qui correspondent à des pics dAMV, les structures de pression sont cohérentes avec la 
réponse de latmosphère aux anomalies de SST. Les résultats de cette section confirment 
que les conclusions et les mécanismes sous-jacents de larticle du chapitre III (obtenues 
à partir des 1000 ans de PiCTL) sont robustes, en dépit de leur faible niveau de variance. 
Nous allons maintenant nous intéresser à la prévisibilité des conditions atmosphériques 
durant les mois dété. 

















a) MF : 2153-2182 / température NDJFM                         b) MF : 2153-2182 / PSL NDJFM 
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Figure IV.26 : idem Figure IV.23 mais pour la prévision MF. Soulignons la différence damplitude 
dans léchelle des températures. 
hPa 








a) TF : 2166-2195 / température NDJFM b) TF : 2166-2195 / pression NDJFM 
  
°C hPa 
Figure IV.27 : idem Figure IV.23 mais pour la prévision TF. 
 
V-5-3) Prévisibilité de l'atmosphère d'été 
Durant les 30 ans de la prévision MC, les conditions de température estivale tendent à 
être plus chaudes que la normale sur une région couvrant le gyre subpolaire, le bassin 
méditerranéen et lAfrique du Nord mais aussi lEurope de lOuest pour laquelle le signal 
est très significatif (Figure IV.28a). Ces conditions plus chaudes saccompagnent dune 
diminution locale de la pression sur lEurope de lOuest (Figure IV.28b) et aux latitudes 
polaires à linverse de lhiver. Bien que le modèle prévoit le maintien durant ~25 ans de 
lAMV dans une phase positive, nous nidentifions aucun signal clair de remontée de 
lITCZ (Figure IV.28c). Elle semble légèrement renforcée sur sa partie Nord, en 
particulier sur le bassin des Caraïbes et sur lAfrique, mais les signaux sont 
marginalement significatifs. Cela suggère que les connexions tropiques-extratropiques 
développées dans larticle du chapitre III ne sont pas actives durant lexpérience de 
prévision MC. La première décennie de la prévision TC se caractérise par les mêmes 







anomalies de température, pression et précipitation que la prévision MC, mais celles-ci 
disparaissent dès la deuxième décennie (non montré). 
 
a) MC : 1991-2020 / Température MJJAS 
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b) MC : 1991-2020 / pression MJJAS 
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Figure IV.28 : Anomalies (a) de température à 2 mètres, (b) pression et (c) précipitation moyennées 
sur les 30 ans déchéance de la prévision MC. Les pointillés noirs et verts représentent, 
respectivement, les valeurs pours lesquelles lEM et lES sont statistiquement significatives au seuil 
95% (test de bootstrap). 
Durant les 30 ans de la prévision MF, des conditions anormalement froides se 
maintiennent sur lensemble de lhémisphère Nord (Figure IV.29a). Les anomalies les 
plus fortes se situent au niveau du gyre subpolaire et des mers de GIN (~-0.8°C). Sur 
lEurope, cela se traduit par une diminution de la température estivale moyenne 
denviron 0.2°C durant 30 ans. Les fortes anomalies négatives de température de 
lAtlantique Nord forcent un décalage vers le Sud de la ZCIT (Figure IV.29c), entraînant 
une augmentation des précipitations sur le Nord de lAmérique du Sud et une 
diminution des précipitations sur la bande sahélienne. Les anomalies froides du gyre 
subpolaire et des mers de GIN sont accompagnées dune augmentation locale de la 
pression atmosphérique comme en hiver (Figure IV.29b). De nouveau, les anomalies 
peuvent sexpliquer par une combinaison entre une advection danomalie de chaleur par 
le courant moyen et danomalie dadvection de chaleur moyenne. 







La première décennie de la prévision TF se caractérise par les mêmes anomalies de 
température, pression et précipitation que la prévision MF, mais celles-ci disparaissent 
dès la deuxième décennie (non montré). 
 
a) MF : 2153-2182 / Température MJJAS 
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Conclusion et perspectives 
1) Conclusion 
Dans cette thèse, nous nous sommes intéressés aux mécanismes et à la prévisibilité de la 
variabilité interne de la région Atlantique Nord  Europe (NAE) aux échelles de temps 
décennale à multidécennale. Le principal mode de variabilité observé à cette échelle de 
temps est connu sous le nom dAtlantic Multidecadal Variability (ou AMV) et se 
caractérise par une modulation des températures de surface de lAtlantique Nord dans 
son ensemble. A ces anomalies océaniques sont associées des téléconnexions 
continentales à forts impacts en particulier sur le continent européen, le Sahel et 
lAmérique du Nord. Les observations ne permettent pas danalyser en détail les origines 
de cette variabilité (cf. chapitre II) de par leur faible couverture temporelle aux regards 
des échelles de temps considérées et de par le faible échantillonnage de la structure 
tridimensionnelle de locéan. Nous avons utilisé le modèle de climat CNRM-CM5 comme 
laboratoire numérique pour étudier dune part les mécanismes internes qui engendrent 
lAMV (cf. chapitre III) et dautre part leur prévisibilité associée (cf. chapitre IV). 
 
Lanalyse de la simulation de contrôle (PiCTL) de CNRM-CM5 où tous les forcages 
externes ont été maintenus constants à leurs valeurs préindustrielles afin disoler la 
variabilité interne (chapitre III) a mis en évidence que lAMV, telle que simulée par ce 
modèle, est principalement contrôlée par les fluctuations multidécennales de la 
circulation océanique méridienne de retournement (AMOC). La variabilité de lAMOC 
dans CNRM-CM5 répond à lexcitation de modes de variabilité atmosphérique hivernaux 
de type Est Atlantique (EAP) et Oscillation Nord Atlantique (NAO). Ceux-ci déclenchent 
une réaction en chaîne de processus océaniques conduisant in fine ~30 ans plus tard à 
un événement dAMOC/AMV. La nature même de ces processus contrôle léchelle de 
temps de la variabilité. Plus précisément, nous avons mis en évidence le rôle crucial joué 
par les anomalies de densité océanique des 500 premiers mètres du gyre subpolaire sur 
les fluctuations de lAMOC. Aux échelles de temps considérées, la composante « salinité » 
contrôle en grande partie la variabilité.   







Deux « routes du sel » modifiant la densité du gyre ont été identifiées. Les deux sont 
initiées par les forçages EAP et NAO de lhiver. Lors dune phase positive de ces modes, 
la route dite « du Sud » correspond à une augmentation de ladvection de masses deau 
chaude et salée au sein du gyre subpolaire en provenance des tropiques. La route « du 
Nord » résulte de la diminution de la couverture de la banquise dans les mers de GIN qui, 
induisant une augmentation de lévaporation locale, créent des anomalies positives de 
sel qui sont ensuite advectées par le courant Est Groenlandais jusquau gyre subpolaire. 
Le refroidissement local engendré par les flux de surface de lEAP+ et de la NAO+ et 
lapport combiné des anomalies de sel par les routes Nord et Sud densifient le gyre et 
augmentent la convection profonde en mer du Labrador. Par équilibre géostrophique, le 
gyre subpolaire saccélère et rétroagit de manière positive sur les deux routes (internal 
salinity feedback), entrainant une augmentation progressive de lAMOC qui conduit au 
réchauffement de lAtlantique Nord. 
Une rétroaction se met alors en place entre ce réchauffement et latmosphère. Les 
anomalies chaudes de température sur tout lAtlantique Nord tendent à forcer une phase 
négative de la NAO et de lEAP, soit linverse des circulations qui ont initié lévénement 
dAMOC. Nous expliquons ces changements de relations à la fois par la réponse locale de 
latmosphère au réchauffement des moyennes latitudes et par une connexion tropiques-
extratropiques en lien avec le décalage vers le Nord de lITCZ induit par le 
réchauffement de lAtlantique Nord dans son ensemble. Via leurs flux de surface, NAO- et 
EAP- rétroagissent de manière positive sur le développement de lAMV et sur sa 
maturité, mais préparent en même temps sa décroissance future en rétroagissant de 
manière négative sur lAMOC. Nous mettons aussi en évidence une influence de locéan 
sur la circulation atmosphérique dété avec des phases NAO- et EAP+ privilégiées lors 
dune phase positive de lAMV. Lhypothèse de forçage de locéan sur latmosphère, une 
fois les processus océaniques enclenchés, a été vérifiée à partir de simulations 
atmosphériques forcées par les anomalies de SST correspondant aux phases observées 
de lAMV. 
Parallèlement aux changements de conditions atmosphériques, des mécanismes 
océaniques propres contribuent aussi à la terminaison des événements dAMOC/AMV : 
· des masses deau anormalement douce sont advectées au sein du gyre subpolaire 
via la route Sud suite au décalage vers le Nord de la ZCIT et de son flux deau 
douce associé, 
· des masses deau anormalement douces sont aussi advectées via la route Nord 
suite à la diminution du volume de glace Arctique dans son ensemble en raison 
des conditions anormalement chaudes qui prédominent sur lhémisphère Nord 
lorsque lAMOC est intensifiée, 
· laugmentation du transport de chaleur océanique associé à lAMOC participe à la 
progressive diminution de la densité du gyre subpolaire ; la composante 





Malgré les changements de signe dans les relations atmosphère/AMOC (au cours dun 
cycle de vie dun événement) et ladvection au sein du gyre subpolaire deau 
anormalement douce, les variations multidécennales de lAMOC de CNRM-CM5 ne 
présentent pas de caractère oscillant à la différence dautres modèles (e.g. Vellinga et 
Wu 2004, Menary et al. 2012). La principale raison avancée pour expliquer cette absence 
doscillation est le rôle central joué par l« internal salinity feedback » du gyre subpolaire 
qui, une fois enclenché, tend à augmenter encore davantage les anomalies de sel dans 
cette région. Pour stopper cette rétroaction, il faudrait une anomalie de signe inverse 
damplitude plus grande que celle qui a initié lévénement dAMOC en premier lieu. Ce 
nest ni le cas pour la route Sud (trop faibles anomalies de salinité tropicale advectées 
par le courant moyen), ni pour la route Nord (trop faible impact de fonte de la banquise).  
De nombreuses autres études, basées sur des modèles de climat, montrent également 
que le sel joue un rôle crucial dans la variabilité de lAMOC (e.g. Timmermann et Latif 
1998, Latif et al. 2000, Mignot et Frankignoul 2005, Jungclaus et al. 2005). Ce rôle nest 
cependant pas confirmé par les observations où la relation inverse semble dominée 
durant les 50 dernières années : un gyre moins salé serait plutôt lié à une AMOC plus 
intense (e.g. Hakkinen et al. 2011, Wunsch et Heimbach 2009). Deshayes et al. (2014) 
soulignent la possible existence de différents liens salinité/AMOC et suggèrent que la 
salinité contrôlerait plutôt la densité du gyre aux échelles de temps multidécennale et 
plus. Aux échelles décennales, que seule la couverture temporelle des observations nous 
permet détudier relativement correctement, la température serait plutôt le principal 
moteur. Ce mode serait présent dans le modèle tel très brièvement évoqué à la fin du 
chapitre III mais sa compréhension nécessiterait des analyses supplémentaires et des 
expériences de sensibilité. Nous jugeons néanmoins que la (trop ?) forte sensibilité de 
lAMOC de CNRM-CM5 aux anomalies de sel pourrait en partie sexpliquer par les biais 
moyens du modèle. Ils sont forts dans le gyre subpolaire qui est trop peu salé en surface 
en comparaison avec les observations in-situ disponibles, induisant des biais de 
halocline et de pycnocline qui pourraient perturber la variabilité. 
 
Un autre aspect de ce mécanisme méritant dêtre discuté concerne limportance jouée 
par la convection en mer du Labrador. En effet, bien que le modèle simule 3 zones de 
convection profonde, à savoir en mer du Labrador, en mer dIrminger et en mer de GIN, 
seul celle du Labrador semble contribuer aux variations multidécennales de lAMOC. 
Dautres études montrent cependant que la convection en mer dIrminger (e.g. 
Levermann et Born 2007, Msadek et Frankignol 2010) et en mer de GIN (e.g. Medhaug et 
al. 2011) ont une forte influence sur cette variabilité. En mer dIrminger dans le modèle, 
de par les caractéristiques des profils moyens de densité, température et salinité, la 
convection profonde est essentiellement contrôlée par la température et se caractérise 
ainsi par une anti-corrélation avec les variations multidécennales de lAMOC. En mer de 
GIN, la convection profonde augmente certes durant un maximum dAMOC mais nous ne 
notons pas de contribution significative à la branche retour de lAMOC. Nous expliquons 







en partie cela par un biais du modèle qui sous-estime fortement les outflows entre 
lIslande et lEcosse. 
A la différence de la majorité des études impliquant un forçage de latmosphère sur 
locéan en mode couplé, nous avons mis en évidence quà la fois la NAO et lEAP sont des 
acteurs de la variabilité multidécennale de lAMOC. Dans CNRM-CM5, leurs effets sur la 
convection profonde en mer du Labrador sont provoqués entre autres, par ladvection 
danomalie de sel associée à un changement de la position de lintergyre. Ce mécanisme 
dadvection est cohérent avec celui proposé par Lohmann et al. (2009) pour la NAO, à la 
différence que dans CNRM-CM5 leffet du sel sur la densité est plus important que celui 
de la température. Si linfluence de la NAO sur la convection profonde et la variabilité de 
lAMOC est souvent mis en évidence dans les modèles couplés (e.g. Delworth et Dixon 
2000, Eden et Willebrand 2001, Guemas et Salas-Mélia 2007), linfluence de lEAP a été 
plus rarement soulignée (e.g. Msadek et Frankignoul 2010) ou bien questionnée. Ainsi, 
Msadek et Frankignoul (2010) concluent que linfluence de lEAP sur lAMOC dans leur 
modèle est certainement irréaliste en raison de labsence de convection en mer du 
Labrador. Ici dans CNRM-CM5, la localisation des sites de convection est relativement 
correcte. Le fort impact de lEAP pourrait sexpliquer par les biais moyens de circulation 
à savoir un gyre qui sétale trop vers lEst et qui contraint la dérive Nord Atlantique à 
longer les cotes Européennes. Cette structure moyenne serait en résonance spatiale avec 
les anomalies de vent liées à lEAP. Linfluence de lEAP sur lAMOC a cependant été 
confirmée par létude de Barrier et al. (2014) utilisant le même modèle docéan mais, 
dans leur cas, forcé par des circulations atmosphériques observées. Ce protocole 
diminue de facto les biais inhérents au modèle couplé mais les mécanismes physiques 
trouvés dans CNRM-CM5 sont toujours actifs. Enfin récemment, Hakkinen et al. (2011) 
trouvent bien à partir des observations que lEAP aurait joué un rôle dans les 
fluctuations basses fréquences des dernières décennies. 
Deux principales critiques peuvent être faites sur lapproche utilisée dans notre étude. 
La première concerne lhypothèse de linéarité que nous avons adoptée pour extraire les 
relations océan-atmosphère. En effet, les études de Lohmann et al. (2009) et Barrier et 
al. (2014) montrent que cette hypothèse est forte en soulignant, par exemple, une 
réponse de locéan non symétrique entre un forçage NAO+ et un forçage NAO-. La 
deuxième repose sur lhypothèse de stationnarité implicitement adoptée en étudiant, à 
partir des 1000 ans de la simulation PiCTL, les relations moyennes entre les acteurs du 
mécanisme présenté ci-dessus. En effet, en calculant ces mêmes relations sur des sous-
périodes de 500 ans, nous trouvons des différences significatives. Par exemple, le rôle de 
lEAP semble prépondérant durant les 500 premières années de la simulation, alors quil 
diminue au profit de la NAO sur les 500 dernières. Cette non stationnarité mériterait 
dêtre étudiée plus en détail afin de comprendre quel préconditionnement rend locéan 
plus sensible à lun ou à lautre des forçages atmosphériques. Et bien évidemment, il 
serait intéressant dappliquer les mêmes diagnostiques à lensemble des simulations de 






La suite de nos travaux a porté sur lestimation de la prévisibilité associée à lAMV dans 
CNRM-CM5. Nous avons pour cela suivi une approche type « modèle parfait » en 
réalisant 4 prévisions densemble initialisées à partir détats caractéristiques de la 
simulation PiCTL. Nous avons sélectionné deux dates dinitialisation correspondant à 
des maintiens de phase de lAMV en chaud et en froid, ainsi que deux dates 
correspondant à des transitions : phase chaude à état neutre et phase froide à état 
neutre. Pour les 4 dates de PiCTL sélectionnées, nous avons réalisé des simulations 
d'ensemble d'une durée de 30ans. Pour chacune d'elles, 13 membres ont été produits en 
perturbant uniquement les conditions initiales atmosphériques du premier jour dans 
lobjectif d'estimer la prévisibilité décennale du système provenant des conditions 
océaniques. 
Ce protocole nous a permis de mettre en évidence que linitialisation de locéan conduit, 
dans CNRM-CM5, à une prévisibilité de lAMOC et de lAMV jusquà une échéance allant 
de 15 à plus de 30 ans en fonction des conditions initiales océaniques. Nous avons 
montré que cette prévisibilité conditionnelle provient de la prévisibilité de la densité du 
gyre subpolaire et plus précisément de sa composante salinité, de manière cohérente 
avec le mécanisme de variabilité mis en évidence au chapitre III. La limite de 
prévisibilité de lAMOC de CNRM-CM5 semble plus élevée que dans la plupart des études 
réalisées en modèle parfait. En effet, dans la majorité des papiers, cette limite est 
atteinte aux alentours de 10-20 ans déchéance (e.g. Griffies et Bryan 1997, Collins 2002, 
Collins et Sinha 2003, Pohlmann et al. 2004, Collins et al. 2006, Msadek et al. 2010, 
Persechino et al. 2012). La forte prévisibilité de CNRM-CM5 provient vraisemblablement 
du fait que la variabilité de lAMOC soit contrôlée par le sel qui, par nature, a une 
évolution plus prévisible que la température sur laquelle latmosphère de surface a une 
grande influence. Il est cependant délicat de comparer les limites de prévisibilité 
trouvées entre les différentes études tant les mesures utilisées pour estimer la 
prévisibilité diffèrent entre elles. 
Dans cette thèse, nous nous sommes fortement appuyés sur lentropie relative comme 
métrique de la prévisibilité. Cette mesure permet de quantifier linformation 
supplémentaire que nous acquérons sur létat du système, suite à linitialisation de 
locéan, par rapport à notre simple connaissance des conditions climatologiques. Elle 
nous a permis de révéler que la prévisibilité à léchelle décennale, pour les différentes 
variables climatiques étudiées, provenait majoritairement de la composante « moyenne 
densemble » des prévisions, la composante « dispersion » ne semblant jouer un rôle 
significatif que pour les variables AMOC et salinité. Nous expliquons les différences de la 
composante « dispersion » de la prévisibilité dune variable climatique à lautre par le 
rapport signal sur bruit associé à chaque variable (le signal représentant la part 
prévisible de la variable et le bruit la part non prévisible). Le poids de la composante 
moyenne densemble dans lestimation de la prévisibilité semble de nouveau très fort 
dans CNRM-CM5 par rapport à certaines études. Contrairement à Griffies and Bryan 







(1997), nous insistons ici sur le fait quil faille vraiment considérer les deux 
contributions moyennes et dispersion dans lestimation de la prévisibilité.  
Ces expériences de prévision nous ont aussi permis de confirmer le forçage de locéan 
sur latmosphère mis en évidence dans le chapitre III au cours du cycle de vie dun 
événement AMOC/AMV. Par exemple, dans une phase de maintien en chaud pour lAMV, 
le signal prévisible des anomalies de pression est cohérent avec la prédominance dEAP- 
et NAO-. Nous avons montré en outre que certaines conditions climatiques continentales 
sur lEurope en lien avec lAMV pouvaient être en partie prévisibles jusquà une 
échéance de 30 ans à la fois pour lhiver et pour lété pour certaines dates. Leur 
compréhension repose sur la combinaison des effets de ladvection danomalie de 
chaleur (anomalie de température de lair en basse couche) par le courant moyen sur le 
continent et des anomalies dadvection de chaleur moyenne liées aux anomalies de 
circulation atmosphérique.  
 
 
2) Limites et perspectives 
Une des limites majeures de notre étude provient du nombre de cas testés. En effet, 4 
dates dinitialisation est trop peu pour tirer des conclusions générales robustes quant à 
la prévisibilité moyenne du système. Il semble aussi difficile de tirer des conclusions 
fermes sur la présence ou non de prévisibilité conditionnelle, même si celle-ci semble un 
peu se concrétiser ici. En outre, nous avons uniquement testé la prévisibilité associée au 
maintien ou au retour à létat normal dune anomalie dAMV. Dans la mesure où la NAO 
et lEAP qui sont les précurseurs de lAMOC/AMV ont un comportement stochastique et 
un spectre blanc dans le modèle, il est impossible de prévoir leur occurrence et donc 
daccéder à la prévisibilité des anomalies océaniques quils forcent. En revanche, il serait 
intéressant de repérer dans les 1000 de contrôle des circulations atmosphériques 
analogues et de comprendre pourquoi certaines induisent un événement dAMOC alors 
que dautres non. En dautres termes, il serait intéressant de regarder le rôle du 
préconditionnement de locéan sur sa plus ou moins grande réceptivité à un même 
forçage atmosphérique.   
Lapproche « modèle parfait » utilisée dans cette thèse suggère que, si le modèle se 
comportait comme le système climatique réel, nous pourrions prévoir, plus de 10 ans à 
lavance par exemple, des modulations denviron 0.2°C de la température européenne 
continentale. Cependant, par définition un modèle est tout sauf parfait et la prévisibilité 
estimée ainsi ne doit pas être confondue avec notre capacité vraie à prévoir la réalité. En 
effet, rappelons que la prévisibilité est une propriété intrinsèque dun système physique 
et est fonction de la vitesse de divergence de deux états initialement proches du 





futur, nous utilisons des modèles que nous initialisons pour « phaser » leur variabilité à 
celle observée. Notre capacité à prévoir la réalité est donc fonction à la fois : 
· de la prévisibilité du système réel, 
· de la prévisibilité du système modélisé, 
· de la qualité des observations servant à initialiser le modèle, 
· de la capacité du modèle à reproduire les mécanismes physiques du monde réel. 
Ainsi, dans les faits, les scores de prévisions décennales sont toujours inférieurs (et de 
loin) à ce que laisse suggérer cette prévisibilité. La vision optimiste consisterait à dire 
que des progrès sont possibles considérant que les limites sont dans la représentation 
du monde réel par nos modèles. La vision pessimiste considérait que la prévisibilité 
réelle est très faible  
Pour nous rapprocher un peu plus de notre capacité à prévoir, il serait donc intéressant 
de réaliser des expériences, toujours dans un cadre « modèle parfait », en introduisant 
volontairement des erreurs lors de linitialisation de locéan afin destimer linfluence de 
la qualité des observations sur la capacité quà le modèle à reproduire sa propre 
variabilité. 
Pour nous rapprocher encore un peu plus de la réalité, il est aussi important danalyser 
et de prendre en compte linfluence potentielle des forçages externes sur la prévisibilité 
des modes internes telle que nous lavons étudiée dans cette thèse. Nous pourrions 
réaliser des expériences idéalisées durant lesquelles les gaz à effet de serre 
augmenteraint et il sagirait alors de comparer la prévisibilité de la variabilité interne de 
ces expériences (cf. Branstator et Teng 2010 pour la  décomposition entre la prévisibilité 
de première espèce et de deuxième espèce) à celle estimée ici. Le même type 
dexpérience pourrait être réalisé avec une éruption volcanique. Par exemple, il sagirait 
destimer comment la prévisibilité de lAMV est changée par un forçage aussi fort et 
aussi épisodique que celui dun volcan ou inversement de déterminer comment lAMV 
modulerait la réponse du système aux forcages volcaniques. 
Enfin, il serait intéressant détudier à quel point les biais moyens des modèles affectent 
notre capacité à prévoir. Dans Sanchez-Gomez et al (2014)i, nous mettons en évidence 
que la mise en place des biais du modèle, estimée à partir des prévisions rétrospectives 
de CNRM-CM5 produites pour CMIP5, repose sur lexcitation préférentielle de certaines 
phases des modes de variabilité interne que nous venons de décrire ici. En dautres 
termes, le modèle dérive et cette dérive se projette sur les modes internes qui sont ceux 
que lon cherche justement à prévoir. Cela pose un véritable problème qui ne peut être 
traité de manière simple, mais létude de mécanisme et de prévisibilité que nous avons 
menée dans cette thèse contribue à ce long chemin.  
  
                                                        
i Sanchez-Gomez E., C. Cassou, Y. Ruprich-Robert, E. Fernandez and L. Terray (2014): Physical 
characterisation of the drift in a coupled model initialized for decadal forecasts, Clim.Dyn, submitted. 
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