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Let O be a bounded domain in RN ; N53, containing the origin. Motivated by a
question of Brezis and V!azquez, we consider an Improved Hardy Inequality with best
constant b, that we formally write as: D5ðN2
2
Þ2 1
jxj2
þ bV ðxÞ. We ﬁrst give necessary
conditions on the potential V , under which the previous inequality can or cannot be
further improved. We show that the best constant b is never achieved in H 10 ðOÞ, and
in particular that the existence or not of further correction terms is not connected to
the nonachievement of b in H 10 ðOÞ. Our analysis reveals that the original inequality
can be repeatedly improved by adding on the right-hand side speciﬁc potentials. This
leads to an inﬁnite series expansion of Hardy’s inequality. The series obtained is in
some sense optimal. In establishing these results we derive various sharp improved
Hardy–Sobolev Inequalities. # 2002 Elsevier Science (USA)1. INTRODUCTION
Throughout this work O is a bounded domain in RN ; N53, containing
the origin. The classical Hardy inequality asserts that for all u 2 H10 ðOÞ:Z
O
jruðxÞj2 dx5
N  2
2
 2 Z
O
u2ðxÞ
jxj2
dx: ð1:1Þ
It is well known that ðN2
2
Þ2 is the best constant for inequality (1.1), and that
this constant is not attained in H10 ðOÞ; see [OK] for a comprehensive account
of Hardy inequalities and [D] for a recent review. The fact that the best
constant is not attained suggests that one might look for an error term in186
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OPTIMIZING HARDY INEQUALITIES 187(1.1). Indeed, Brezis and V!azquez [BV], have obtained the following
Improved Hardy Inequalities valid for any u 2 H 10 ðOÞ:Z
O
jruj2 dx5
N  2
2
 2 Z
O
u2
jxj2
dxþ lO
Z
O
u2 dx; ð1:2Þ
Z
O
jruj2 dx5
N  2
2
 2 Z
O
u2
jxj2
dxþ K jjujj2LpðOÞ: ð1:3Þ
In (1.3) we assume that 15p52N=ðN  2Þ. The constant lO in (1.2) is given
by
lO ¼ z20o
2=N
N jOj
2=N ; ð1:4Þ
where oN and jOj denote the volume of the unit ball and O, respectively, and
z0 ¼ 2:4048 . . . denotes the ﬁrst zero of the Bessel function J0ðzÞ. The
constant appearing in (1.4) is optimal when O is a ball, but again, it is not
achieved in H 10 ðOÞ.
Similar improved inequalities have been recently proved if instead of (1.1)
one considers the Hardy inequality involving the distance from the
boundary, or even the corresponding Lp Hardy inequalities. In all these
cases a correction term is added on the right-hand side; see, e.g.,
[BFT, BM,BMS,FHT,GGM,VZ].
Hardy inequalities as well as their improved versions are used in
many contexts. For instance, they have been useful in the study of the
stability of solutions of semi-linear elliptic and parabolic equations
(cf. [BV, CM1, PV,V]), in the existence and asymptotic behavior of
the heat equation with singular potentials, (cf. [CM2,VZ]), as well
as in the study of the stability of eigenvalues in elliptic problems
(cf. [D, FHT]).
The motivation for the present work comes from the following question
raised in [BV] (cf. Problem 2, Section 8): In case O is a ball centered at zero,
are the two terms on the right-hand side of (1.2) just the ﬁrst two terms of a
series? Is there a further improvement of (1.3)?
We will address these questions in a more general setting. Thus, instead of
(1.2) we will consider a more general improved Hardy inequality:
Z
O
jruj2 dx5
N  2
2
 2 Z
O
u2
jxj2
dxþ b
Z
O
Vu2 dx; 8u 2 H10 ðOÞ: ð1:5Þ
We want the potential V to be a lower-order potential compared to the
Hardy potential 1
jxj2
. For that reason we give the following deﬁnition of the
admissible class A of potentials:
FILIPPAS AND TERTIKAS188Definition 1.1. We say that a potential V is an admissible potential,
that is V 2A, if V is not everywhere nonpositive, V 2 LN=2loc ðO=f0gÞ, and
there exists a positive constant C such that
Z
O
jruj2 dx5
N  2
2
 2 Z
O
u2
jxj2
dxþ C
Z
O
jV ju2 dx; 8u 2 H 10 ðOÞ: ð1:6Þ
The presence of the absolute value on the right-hand side of (1.6) ensures
that the negative part of V is itself a lower-order potential compared to the
Hardy potential, and therefore, the Hardy potential is truly present in (1.5).
It follows from (1.3), by means of Holder’s inequality that if V is not
everywhere nonpositive and V 2 LpðOÞ with p > N=2, then V 2A. As a
matter of fact A contains potentials which are not in LpðOÞ with p > N=2.
This will follow from the following improved Hardy–Sobolev inequality
with critical exponent. We set
X ðtÞ ¼ ðlog tÞ1: ð1:7Þ
We then have:
Theorem A (Improved Hardy–Sobolev Inequality). Let D5supx2O jxj.
Then, there exists c > 0 such that for all u 2 H 10 ðOÞ:Z
O
jruj2 dx5
N  2
2
 2 Z
O
u2
jxj2
dx
þ c
Z
O
juj2N=ðN2ÞX 1þN=ðN2Þ
jxj
D
 
dx
 ðN2Þ=N
: ð1:8Þ
We note that estimate (1.8) is sharp in the sense that X 1þN=ðN2Þ cannot be
replaced by a smaller power of X . This is in contrast with the Hardy–
Sobolev Inequalities derived by Maz’ja [M,Corollary 3, p. 97] where,
however, distance is not taken from a point but from a hyperplane; see also
[BFT, BL,VZ] for related results.
As a consequence of Theorem A, the classA contains all noneverywhere
nonpositive potentials V such that
R
O jV j
N=2X 1N dx51.
We now return to inequality (1.5) where V 2A and b > 0 is the best
constant, and we pose our main question: Can we further improve (1.5)?
That is, we ask whether there is a potential W 2A, and a positive constant
b1 such thatZ
O
jruj2 dx5
N  2
2
 2 Z
O
u2
jxj2
dxþ b
Z
O
Vu2 dxþ b1
Z
O
Wu2 dx;
8u 2 H 10 ðOÞ: ð1:9Þ
OPTIMIZING HARDY INEQUALITIES 189To answer the question the following quantity plays an important role:
C0 :¼ lim
r#0
Cr; Cr ¼ inf
u2C1
0
ðBrÞR
Br
Vu2 dx > 0
R
Br
jruj2 dx ðN2
2
Þ2
R
Br
u2
jxj2
dxR
Br
Vu2 dx
: ð1:10Þ
If in (1.10) there is no u 2 C10 ðBrÞ such that
R
Br
Vu2 dx > 0 for some r > 0, we
set Cr ¼ 1. We may think of C0 as the local best constant of (1.5) near zero.
It is evident that b4C0. We then prove:
Theorem B. Let V 2A. If
b5C0;
then, we cannot improve (1.5) by adding a nonnegative potential W 2A.
We note, however, that if we allow W to change sign then improvement of
(1.5) is possible under some extra condition on W ; see Proposition 3.8 for
the precise statement.
A consequence of Theorems A and B is the following (cf. Corollary 3.7):
Corollary 1.2. Let D > supx2O jxj. Suppose V is not everywhere
nonpositive, and such that
R
O jV j
N=2X 1N ðjxj=DÞ dx51. Then, there is no
improvement of (1.5) with nonnegative W 2A.
We next address the question of whether the best constants in Hardy-type
inequalities, such as (1.5) or (1.9) are achieved or not in H10 ðOÞ. In this
direction we establish a more general result which is of independent interest.
In order to state this result, let us ﬁrst consider the following problem:
Duþ
N  2
2
 2 u
jxj2
þ V ðxÞu ¼ 0; in O;
u > 0; in O=f0g; u ¼ 0; on @O: ð1:11Þ
We denote by Vþ and V the positive and negative part of V . That is Vþ ¼
maxf0; V g and V ¼ maxf0;V g. We then have:
Theorem C. Let V 2 C0;alocðO=f0gÞ, for some a 2 ð0; 1Þ. We also assume
that Vþ 2 LN=2;1ðOÞ and V 2 LqðOÞ with q > N2 . Then problem (1.11) has no
H 10 ðOÞ solutions.
As a consequence of this, the best constants in the aforementioned Hardy-
type inequalities are not achieved in H10 ðOÞ. In particular, the existence or
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from the nonachievement of the best constants in H10 ðOÞ. For instance, by
Theorem C the best constant lO in (1.2) is not achieved in H 10 ðOÞ, yet,
by Corollary 1.2 it cannot be further improved by adding a non-
negative potential on the right-hand side. By Theorem B, a necessary
condition for further improvement, is the equality of the global and local
best constants.
In connection with this let us make the following observation. In the plain
Hardy inequality (1.1) it is well known that for r small:
inf
u2C1
0
ðOÞ
R
O jruj
2 dxR
O
u2
jxj2
dx
¼ inf
u2C1
0
ðBrÞ
R
Br
jruj2 dxR
Br
u2
jxj2
dx
¼
N  2
2
 2
:
Thus, the global and local best constants are equal and improvement of (1.1)
is possible.
We then look for potentials V 2A for which (1.5) holds true and at
the same time b ¼ C0. It turns out that such potentials do exist for which
further improvement of (1.5) is possible. The next natural question is
whether we can repeat this process, of successively improving (1.1), thereby
obtaining some sort of ‘‘series expansion’’ for Hardy inequality. It turns out
that this is possible. Before stating our result let us ﬁrst introduce some
notation.
For t 2 ð0; 1 we deﬁne the following functions:
X1ðtÞ ¼ ð1 log tÞ
1; XkðtÞ ¼ X1ðXk1ðtÞÞ; k ¼ 2; 3; . . . :
We then have:
Theorem D (Series expansion of Hardy’s Inequality). Let D5supx2O jxj.
Then, the following inequality holds for any u 2 H 10 ðOÞ.Z
O
jruðxÞj2 dx5
N  2
2
 2 Z
O
u2ðxÞ
jxj2
dxþ
1
4
X1
i¼1
Z
O
1
jxj2
X 21
jxj
D
 
X 22
jxj
D
 
  X 2i
jxj
D
 
u2ðxÞ dx: ð1:12Þ
Moreover, for each k ¼ 1; 2; . . . the constant 1=4 is the best constant for the
corresponding k-Improved Hardy Inequality, that is
1
4
¼ inf
u2H 1
0
ðOÞ
R
O jruj
2 dx ðN2
2
Þ2
R
O
u2
jxj2
dx 1
4
Pk1
i¼1
R
O
1
jxj2
X 21 X
2
2   X
2
i u
2 dxR
O
1
jxj2
X 21 X
2
2   X
2
k u
2 dx
:
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Hardy Inequality. Let us introduce the notation:
Ik½u ¼
Z
O
jruj2 dx
N  2
2
 2 Z
O
u2
jxj2
dx

1
4
Xk
i¼1
Z
O
1
jxj2
X 21 X
2
2   X
2
i u
2 dx: ð1:13Þ
Then, the k-Improved Hardy Inequality can be written as Ik½u50, for
k ¼ 1; 2; . . . : The particular choice of the potentials we add on the right-
hand side of (1.1) at each step, is suggested by Theorem B. Thus, the ﬁrst
potential V0 ¼ jxj2X 21 is such that b ¼ C
0 ¼ 1=4. The same logic underlies
the choice of the other potentials. More precisely, suppose that at the k step
we ask whether there are potentials Vk for which the following inequality
holds:
Ik½u5bk
Z
O
Vku2 dx: ð1:14Þ
As before, we want Vk to be a lower-order potential compared to the ones
appearing in Ik½u. We then deﬁne the admissible class Ak in analogy with
A:
Definition 1.3. We say that a potential Vk is a k-admissible potential,
that is Vk 2Ak, if Vk is not everywhere nonpositive, Vk 2 L
N=2
loc ðO=f0gÞ, and
there exists a positive constant C such that
Ik½u5C
Z
O
jVk ju2 dx; 8u 2 H 10 ðOÞ: ð1:15Þ
The corresponding k-Improved Hardy–Sobolev Inequality becomes:
Theorem A0 ðk-Improved Hardy–Sobolev Inequality). Let D5
supx2O jxj. Then, there exists c > 0 such that for all u 2 H
1
0 ðOÞ:
Ik½u5c
Z
O
juj2N=ðN2Þ
Ykþ1
i¼1
Xi
jxj
D
  !1þN=ðN2Þ
dx
0
@
1
A
ðN2Þ=N
: ð1:16Þ
The existence of nontrivial potentials Vk 2Ak, follows from Theorem A0.
Consider (1.14) with Vk 2Ak and bk its best constant. We now deﬁne the
FILIPPAS AND TERTIKAS192local best constant as
C0k :¼ limr#0
Ck;r; Ck;r ¼ inf
u2C1
0
ðBrÞR
Br
Vku2 dx>0
Ik½uR
Br
Vku2 dx
: ð1:17Þ
The analogue of Theorem B reads:
Theorem B0. Let Vk 2Ak. If
bk5C0k ;
then, we cannot improve (1.14) by adding a nonnegative potential Wk 2Ak.
The choice then of potentials in Theorem D is such that at each step
bk ¼ C0k ð¼
1
4
Þ. We ﬁnally discuss some of the ideas underlying the proofs.
The following change of variables
wðxÞ ¼ uðxÞjxjðN2Þ=2; x 2 O; ð1:18Þ
already introduced in [BV], plays an important role in our approach. By
means of (1.18) we can reformulate inequality (1.5) in terms of w. If b is the
best constant in (1.5) we ﬁrst show that b ¼ B, where
B ¼ inf
w2C1
0
ðOÞR
O
jxjðN2ÞVw2 dx>0
Q½w; Q½w :¼
R
O jxj
ðN2Þjrwj2 dxR
O jxj
ðN2ÞVw2 dx
: ð1:19Þ
The natural space to study this functional is a suitable Hilbert space that we
denote by W 1;20 ðO; jxj
ðN2ÞÞ. It then turns out that if b5C0, then b is
achieved in W 1;20 ðO; jxj
ðN2ÞÞ. This is the crucial ingredient in the proof of
Theorem B. Similar ideas are used in the proof of Theorem B0. To prove
Theorem D we use a change of variables similar to (1.18) and various
identities. For Theorem C after taking the spherical average of the terms
appearing in (1.11) we reduce the problem to a suitable ODE and then use
an argument by contradiction. Once again the change of variables (1.18) is
used.
The rest of the paper is organized as follows. In Section 2, we introduce
the space W 1;20 ðO; jxj
ðN2ÞÞ and establish some preliminary estimates. In
particular we prove Theorem A. In Section 3, we prove Theorem B and
other related results, whereas in Section 4, we give the proof of Theorem C.
In Section 5, as an application of the techniques of Section 3, we consider
the special case V ¼ 1, that is inequality (1.2), and we obtain some
OPTIMIZING HARDY INEQUALITIES 193information about the best constant lO. The last two sections are then
dedicated to the inﬁnite improvement of Hardy’s inequality, and Theorems
D, A0 and B0 are proved.
After this work was completed we learned that related results have been
obtained in [ACR,AS] by different methods.
2. PRELIMINARIES
In this section we will introduce the space W 1;20 ðO; jxj
ðN2ÞÞ and we will
establish some preliminary results.
Clearly, the best constant b in (1.5) is given by
b ¼ inf
u2H1
0
ðOÞR
O
Vu2 dx>0
R½u; ð2:1Þ
where
R½u ¼
R
O jruj
2 dx ðN2Þ
2
4
R
O
u2
jxj2
dxR
O Vu
2 dx
:
Let u 2 H 10 ðOÞ and set wðxÞ ¼ jxj
ðN2Þ=2uðxÞ. We easily check that
rðjxjðN2ÞÞrw2 2 L1ðOÞ and
I ½u :¼
Z
O
jruj2 dx
ðN  2Þ2
4
Z
O
u2
jxj2
dx
¼
Z
O
jxjðN2Þjrwj2 dxþ
1
2
Z
O
rðjxjðN2ÞÞrw2 dx: ð2:2Þ
We next show that the last integral above is equal to zero. Let Be ¼
fx: jxj5eg and Se ¼ fx: jxj ¼ eg. We then writeZ
O
rðjxjðN2ÞÞrw2 dx ¼
Z
Be
rðjxjðN2ÞÞrw2 dxþ
Z
OBe
rðjxjðN2ÞÞrw2 dx:
The integrand in the above integrals is easily checked to be an L1 function
and therefore the ﬁrst integral on the right-hand side tends to zero as e! 0.
Concerning the second-integral, integrating by parts and using the fact that
DðjxjðN2ÞÞ ¼ 0 we end up withZ
OBe
rðjxjðN2ÞÞrw2 dx ¼ ðN  2ÞeNþ1
Z
Se
w2 dS ¼
N  2
e
Z
Se
u2 dS:
FILIPPAS AND TERTIKAS194Since u 2 H 10 ðOÞ, a simple limiting argument shows that along a sequence
fejg
N  2
ej
Z
Sej
u2 dS ! 0; as ej ! 0:
It then follows that the last term in (2.3) is zero, and the following identity holds:
I ½u ¼
Z
O
jruj2 dx
ðN  2Þ2
4
Z
O
u2
jxj2
dx ¼
Z
O
jxjðN2Þjrwj2 dx: ð2:3Þ
Using (2.3), we easily obtain
R½u ¼
R
O jxj
ðN2Þjrwj2 dxR
O jxj
ðN2ÞVw2 dx
¼: Q½w:
To study the functional Q½w we introduce an appropriate function space. We
denote by W 1;20 ðO; jxj
ðN2ÞÞ the completion of C10 ðOÞ under the normR
O jxj
ðN2Þw2 dxþ
R
O jxj
ðN2Þjrwj2 dx. This is easily seen to be a Hilbert space
with inner product hf ; gi ¼
R
O jxj
ðN2Þfg dxþ
R
O jxj
ðN2Þrf  rg dx. More-
over, we have:
Lemma 2.1. (i) If u 2 H 10 ðOÞ then jxj
ðN2Þ=2u 2 W 1;20 ðO; jxj
ðN2ÞÞ.
(ii) If w 2 W 1;20 ðO; jxj
ðN2ÞÞ then jxjaw 2 H10 ðOÞ for all a5
N2
2
.
(iii) ð
R
O jxj
ðN2Þjrwj2 dxÞ1=2 is an equivalent norm for the space
W 1;20 ðO; jxj
ðN2ÞÞ.
Proof. (i) Let u 2 H 10 ðOÞ. A simple calculation shows thatZ
O
jxjðN2ÞjrðjxjðN2Þ=2uÞj2 dx
¼
Z
O
jxjðN2Þ
N  2
2
jxjðN6Þ=2uxþ jxjðN2Þ=2ru


2
dx
42
N  2
2
 2 Z
O
u2
jxj2
dxþ 2
Z
O
jruj2 dx4CjjujjH1
0
ðOÞ5þ1;
where in the last line we used the classical Hardy inequality.
(ii) Concerning the second statement let w 2 C10 ðOÞ. If v ¼ jxj
aw, then
Z
O
jrvj2 dx4a2
Z
O
jxj2a2w2 dxþ 2
Z
O
jxj2ajrwj2 dx: ð2:4Þ
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a
N  2
2
 2 Z
O
jxj2a2w2 dx4
Z
O
jxj2ajrwj2 dx: ð2:5Þ
From this and (2.4) we get for some constant Ca depending only on a:
jjvjj2H1
0
ðOÞ4Ca
Z
O
jxj2ajrwj24Ca
Z
O
jxjðN2Þjrwj2 dx5þ1:
The result then follows by a standard density argument.
(iii) This follows easily from (2.5) with a ¼ N2
2
 1. ]
We will next give the proof of Theorem A. We ﬁrst present an auxiliary
lemma.
Lemma 2.2. Let X ðtÞ ¼ ðlog tÞ1. For any q52, there exists a c > 0 such
that
Z 1
0
jv0j2r dr5c
Z 1
0
jvjqr1X 1þq=2ðrÞ dr
 2=q
; ð2:6Þ
for any v 2 C10 ð0; 1Þ.
Proof. It follows from [M,Theorem 3, p. 44] with dm ¼ r1X 1þq=2w½0;1 dr
and dn ¼ rw½0;1 dr. ]
We then have:
Theorem 2.3. Let D5supx2O jxj and u 2 C
1
0 ðOÞ. Then, there exists c > 0
such that
I ½u ¼
Z
O
jruj2 dx
ðN  2Þ2
4
Z
O
u2
jxj2
dx
5 c
Z
O
juj2N=ðN2ÞX 1þN=ðN2Þ
jxj
D
 
dx
 ðN2Þ=N
: ð2:7Þ
Proof. Suppose ﬁrst that O is the unit ball B. Following [VZ] we
decompose u into spherical harmonics to get
u ¼
X1
m¼0
umðrÞfmðsÞ; ð2:8Þ
FILIPPAS AND TERTIKAS196where the fmðsÞ are the orthonormal eigenfunctions of the Laplace–
Beltrami operator with corresponding eigenvalues cm ¼
mðN þ m 2Þ; m50. In particular, u0ðrÞ is the radial part of u and
f0ðsÞ ¼ 1. Observing that
Z
B
jruj2 dx ¼
X1
m¼0
Z
B
jrumj
2 þ cm
u2m
jxj2
 
dx;
we calculate
I ½u ¼ I ½u0 þ
X1
m¼1
Z
B
jrumj
2 
ðN  2Þ2
4
 cm
 
u2m
jxj2
 
dx: ð2:9Þ
We next estimate the nonradial part using the inequality
Z
B
jrumj
2 
ðN  2Þ2
4
 cm
 
u2m
jxj2
 
dx
5
cm
cm þ
ðN2Þ2
4
Z
B
jrumj2 þ cm
u2m
jxj2
 
dx:
Taking into account that cm5N  1, for m51, we estimate the inﬁnite sum
in (2.9) from below by CN
R
B jrðu u0Þj
2 dx; CN ¼ 4ðN  1Þ=N 2. Hence, we
arrive at
I ½u5I ½u0 þ CN
Z
B
jrðu u0Þj
2 dx: ð2:10Þ
We now estimate I ½u0. Setting w0ðrÞ ¼ rðN2Þ=2u0ðrÞ we calculate
I ½u0 ¼NoN
Z 1
0
w020 ðrÞr dr
5 c
Z 1
0
jw0j
2N=ðN2Þr1X 1þN=ðN2Þ dr
 ðN2Þ=N
¼ c
Z
B
ju0j2N=ðN2ÞX 1þN=ðN2Þ dr
 ðN2Þ=N
;
where we also used (2.6) with q ¼ 2N=ðN  2Þ.
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and the fact that X is bounded to obtain
Z
B
jrðu u0Þj2 dx5 c
Z
B
ju u0j2N=ðN2Þ dx
 ðN2Þ=N
5 c
Z
B
ju u0j
2N=ðN2ÞX 1þN=ðN2Þ dx
 ðN2Þ=N
:
It then follows from (2.10) that for any u 2 C10 ðBÞ
I ½u5c
Z
B
juj2N=ðN2ÞX 1þN=ðN2Þ dx
 ðN2Þ=N
: ð2:11Þ
It is clear that the same argument works for BR, a ball of radius R > 0.
Consider now the case where O is a bounded domain. Then, for some
R > 0 we have that O BR. Since (2.11) is true for any u 2 C10 ðBRÞ it is true
in particular for every u 2 C10 ðOÞ. ]
3. EXISTENCE OF MINIMIZERS IN W 1;20 ðO; jxj
ðN2ÞÞ
In this section, we will give the proof of Theorem B and related results.
The main idea is to reformulate inequality (1.5) in terms of w in
W 1;20 ðO; jxj
ðN2ÞÞ. Throughout this section, we assume that V 2A. In
particular V satisﬁes (1.6). We next show that (1.6) is equivalent to the
following inequality:Z
O
jxjðN2Þjrwj2 dx5C
Z
O
jxjðN2ÞjV jw2 dx;
8w 2 W 1;20 ðO; jxj
ðN2ÞÞ: ð3:1Þ
More precisely we have:
Lemma 3.1. The best constants of inequalities (1.6) and (3.1) are equal.
Proof. We denote by C1 and C2 the best constant of (1.6) and (3.1),
respectively. Let u 2 H 10 ðOÞ. By Lemma 2.1, w ¼ jxj
ðN2Þ=2u 2
W 1;20 ðO; jxj
ðN2ÞÞ. We then have
R
O jruj
2 dx ðN2Þ
2
4
R
O
u2
jxj2
dxR
O jV ju
2 dx
¼
R
O jxj
ðN2Þjrwj2 dxR
O jxj
ðN2ÞjV jw2 dx
5C2:
Taking the inﬁmum over u 2 H10 ðOÞ, we conclude that C15C2.
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C10 ðOÞ such that R
O jxj
ðN2Þjrwej
2 dxR
O jxj
ðN2ÞjV jw2e dx
4C2 þ e:
Let 05a5N2
2
. By Lemma 2.1 we have that va;e ¼ jxj
awe 2 H10 ðOÞ. A
straightforward calculation shows that
C14
R
O jrva;ej
2 dx ðN2Þ
2
4
R
O
v2a;e
jxj2
dxR
O jV jv
2
a;e dx
¼
R
O jxj
2ajrwej
2 dx ða N2
2
Þ2
R
O jxj
2a2w2e dxR
O jxj
2ajV jw2e dx
:
We will take the limit as a! N2
2
(for e ﬁxed). To this end we ﬁrst calculate
a
N  2
2
 2 Z
O
jxj2a2w2e dx
4jjwejj2L1ðOÞ a
N  2
2
 2 Z
O
jxj2a2 dx
4Cjjwejj2L1ðOÞ a
N  2
2
 2
1
N  2 2a
! 0; as a!
N  2
2
;
for some positive constant C. Passing to the limit a! N2
2
we conclude that
C14C2 þ e, and the result follows. ]
By the same argument the Hardy–Sobolev Inequality takes the following
form:
Lemma 3.2. Let D5supx2O jxj. Then, there exists c > 0 such that for all
w 2 W 1;20 ðO; jxj
ðN2ÞÞ there holdsZ
O
jxjðN2Þjrwj2 dx
5c
Z
O
jxjN jwj2N=ðN2ÞX 1þN=ðN2Þ
jxj
D
 
dx
 ðN2Þ=N
: ð3:2Þ
We now consider inequality (1.5) with best constant b and V 2A. We set
Q½w ¼
R
O jxj
ðN2Þjrwj2 dxR
O jxj
ðN2ÞVw2 dx
;
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B ¼ inf
w2C1
0
ðOÞR
O
jxjðN2ÞVw2 dx>0
Q½w ¼ inf
w2W 1;2
0
ðO;jxjðN2ÞÞR
O
jxjðN2ÞVw2 dx>0
Q½w: ð3:3Þ
By practically the same argument as in Lemma 3.1 we have that:
Proposition 3.3. There holds B ¼ b.
The local best constant of inequality (1.5) near zero (cf. (1.10)), can be
written as
C0 ¼ lim
r#0
Cr; Cr ¼ inf
w2C1
0
ðBrÞR
Br
jxjðN2ÞVw2 dx>0
R
Br
jxjðN2Þjrwj2 dxR
Br
jxjðN2ÞVw2 dx
: ð3:4Þ
If in (3.4) there is no w 2 C10 ðBrÞ such that
R
O jxj
ðN2ÞVw2 dx > 0 for some
r > 0, we set Cr ¼ 1. It is evident that B5C0.
Our next result is the crucial step towards proving Theorem B.
We have
Proposition 3.4. Suppose that V 2A. Let B and C0 be as defined in
(3.3) and (3.4) respectively. If
B5C0; ð3:5Þ
then, every bounded in W 1;20 ðO; jxj
ðN2ÞÞ minimizing sequence of (3.3) has a
strongly in W 1;20 ðO; jxj
ðN2ÞÞ convergent subsequence. In particular B is
achieved by some w0 2 W
1;2
0 ðO; jxj
ðN2ÞÞ.
Proof. Let fwkg be a minimizing sequence for (3.3). We may normalize it
so that Z
O
jxjðN2ÞVw2k dx ¼ 1: ð3:6Þ
It then follows that as k !1:Z
O
jxjðN2Þjrwk j2 dx! B: ð3:7Þ
In particular,
R
O jxj
ðN2Þjrwk j2 dx is bounded and therefore there exists a
subsequence, still denoted by fwkg, and a w0 2 W
1;2
0 ðO; jxj
ðN2ÞÞ such that as
FILIPPAS AND TERTIKAS200k !1
wk * w0; weakly in W
1;2
0 ðO; jxj
ðN2ÞÞ; ð3:8Þ
and
wk ! w0; strongly in L2ðO=BrÞ; 8r > 0; ð3:9Þ
where Br denotes a ball of radius r centered at zero. We set vk ¼ wk  w0. It
then follows from (3.1), (3.6) and (3.8) that as k !1
1 ¼
Z
O
jxjðN2ÞVv2k dxþ
Z
O
jxjðN2ÞVw20 dxþ oð1Þ: ð3:10Þ
We similarly calculate that
B ¼
Z
O
jxjðN2Þjrvk j2 dxþ
Z
O
jxjðN2Þjrw0j2 dxþ oð1Þ:
This has as a consequence the following two inequalities. The ﬁrst one is
(taking into account (3.3))
B5
Z
O
jxjðN2Þjrvk j2 dxþ B
Z
O
jxjðN2ÞVw20 dxþ oð1Þ; ð3:11Þ
and the second one is
B5
Z
O
jxjðN2Þjrw0j
2 dx: ð3:12Þ
From (3.5) we have that for r sufﬁciently small there holds
B5Cr ¼ inf
w2C1
0
ðBrÞR
Br
jxjðN2ÞVw2 dx>0
R
Br
jxjðN2Þjrwj2 dxR
Br
jxjðN2ÞVw2 dx
: ð3:13Þ
Let f 2 C10 ðBrÞ be a smooth cutoff function, such that 04f41 and f ¼ 1
in Br=2. We write vk ¼ fvk þ ð1 fÞvk. Taking into account (3.10), we
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O
jxjðN2Þjrvk j
2 dx ¼
Z
O
jxjðN2ÞjrðfvkÞj2 dxþ oð1Þ
þ
Z
O
jxjðN2Þjrðð1 fÞvk j2 dx
þ 2
Z
O
jxjðN2Þfð1 fÞjrvk j2 dx
5
Z
O
jxjðN2ÞjrðfvkÞj2 dxþ oð1Þ: ð3:14Þ
From (3.13) and the fact that fvk 2 C10 ðBrÞ we obtainZ
O
jxjðN2ÞjrðfvkÞj2 dx5Cr
Z
O
jxjðN2ÞV ðfvkÞ
2 dx: ð3:15Þ
Since V 2 LN=2loc ðO=f0gÞ it is standard (see e.g. [T, Corollary 3.6]) thatZ
O=Br=2
jxjðN2ÞVv2k dx! 0 as k !1:
In view of this, (3.14) and (3.15) we writeZ
O
jxjðN2Þjrvk j
2 dx5Cr
Z
O
jxjðN2ÞVv2k dxþ oð1Þ: ð3:16Þ
Taking also into account (3.10) we obtainZ
O
jxjðN2Þjrvk j2 dx5Cr 1
Z
O
jxjðN2ÞVw20 dx
 
þ oð1Þ: ð3:17Þ
It then follows from (3.11) and (3.17) that
ðB CrÞ 1
Z
O
jxjðN2ÞVw20 dx
 
50;
whence, because of our assumption B5Cr:Z
O
jxjðN2ÞVw20 dx51:
From this and (3.12) we ﬁnally arrive at
05
R
O jxj
ðN2Þjrw0j2 dxR
O jxj
ðN2ÞVw20 dx
4B;
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that
Z
O
jxjðN2ÞVw20 dx ¼ 1;
and it follows from (3.11) that wk converges strongly in W
1;2
0 ðO; jxj
ðN2ÞÞ to
w0. ]
By slightly adjusting the arguments of Proposition 3.4 we can prove a
more general result. Let h 2A be a nonnegative function. We set
Bh ¼ inf
w2C1
0
ðOÞR
O
jxjðN2ÞVw2 dx>0
R
O jxj
ðN2Þjrwj2 dxþ
R
O jxj
ðN2Þhw2 dxR
O jxj
ðN2ÞVw2 dx
: ð3:18Þ
We then have:
Proposition 3.5. Suppose that h50 and V are in both in A. Let Bh and
C0 be as defined in (3.18) and (3.4), respectively. If
Bh5C0;
then, Bh is achieved by some w0 2 W
1;2
0 ðO; jxj
ðN2ÞÞ.
We will use Proposition 3.5 in Section 5.
We next look for an improvement of inequality (1.5). That is, for an
inequality of the form
Z
O
jruj2 dx5
ðN  2Þ2
4
Z
O
u2
jxj2
dxþ b
Z
O
Vu2 dxþ b1
Z
O
Wu2 dx;
8u 2 H 10 ðOÞ; ð3:19Þ
where V and W are both in A.
Assuming that (3.19) holds true, the best constant b1, is clearly
given by
b1 ¼ inf
u2H 1
0
ðOÞR
O
Wu2 dx>0
R
O jruj
2 dx ðN2Þ
2
4
R
O
u2
jxj2
dx b
R
O Vu
2 dxR
O Wu
2 dx
: ð3:20Þ
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b1 ¼ inf
w2W 1;2
0
ðO;jxjðN2ÞÞR
O
jxjðN2ÞWw2 dx>0
R
O jxj
ðN2Þjrwj2 dx b
R
O jxj
ðN2ÞVw2 dxR
O jxj
ðN2ÞWw2 dx
: ð3:21Þ
Note that by the properties of b ¼ B we always have that b150.
Conversely, if one deﬁnes b150 by (3.21) it is immediate that inequality
(3.19) holds true with b1 being the best constant. But of course, for (3.19) to
be an improvement of the original inequality, we need b1 to be strictly
positive.
Our next result is a direct consequence of Proposition 3.4 and provides
conditions under which the original inequality cannot be improved.
Proposition 3.6. Suppose that b5C0. Let V and W be both in A. If f is
the minimizer of quotient (3.3) andZ
O
jxjðN2ÞW f2 dx > 0;
then b1 ¼ 0, that is, there is no further improvement of (1.5).
Proof. By our assumptions, w ¼ f is an admissible function in (3.21).
Moreover, for w ¼ f the numerator of (3.21) becomes zero. In view of the
fact that b150 we conclude that b1 ¼ 0. ]
It follows in particular that if W50, we cannot improve (1.5). Thus,
Theorem B has been proved. As a consequence of Theorems A and B we
have:
Corollary 3.7. Let D > supx2O jxj. Suppose V is not everywhere
nonpositive, and such that
R
O jV j
N=2X 1N ðjxj=DÞ dx51. Then, V 2A but
there is no further improvement of (1.5) with a nonnegative W 2A.
Proof. Applying Holder’s inequality we get
Z
O
jxjðN2ÞjV jw2 dx4
Z
O
jV jN=2X 1N dx
 2=N
Z
O
jxjNX 1þN=ðN2Þjwj2N=ðN2Þ dx
 ðN2Þ=N
:
The ﬁrst integral is bounded by our assumption, whereas the second integral
is bounded from above by C
R
O jxj
ðN2Þjrwj2 dx (cf. Lemma 3.2). Thus, we
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deﬁnition of Cr (cf. (3.4)) we easily see that
Cr5
C
ð
R
Br
jV jN=2X 1N dxÞ2=N
!1 as r ! 0;
whence C0 ¼ þ1. Thus, all conditions of Proposition 3.6 are satisﬁed and
the result follows. ]
We next provide conditions under which the original inequality can be
improved.
Proposition 3.8. Suppose that b5C0. Let that V and W be both in
A\ LplocðO=f0gÞ, for some p >
N
2
. If f is the minimizer of quotient (3.3) andZ
O
jxjðN2ÞW f2 dx50;
then there exists b1 > 0 for which (3.19) holds.
Proof. Under our current assumptions on V it is standard to show that
the minimizer f of (3.3) is unique up to multiplication of constants. Indeed,
note that when f is a minimizer, jfj is also a minimizer. Hence, jfj is a
solution to the corresponding Euler–Lagrange equation. Using the change
of variables (1.18), we see that u0ðxÞ ¼ jfðxÞj jxjðN2Þ=250 solves
Duþ *V ðxÞu ¼ 0; in O;
with *V ðxÞ ¼
N2
2
 2
jxj2
þ bV ðxÞ 2 LplocðO=f0gÞ, with p >
N
2
. It follows by the
strong maximum principle (see e.g., [S, Theorem C.1.3, p. 493]) that u0 > 0 in
O=f0g, unless u0 ¼ 0.
If f and %f are two minimizers, then w ¼ f c %f is also a minimizer for
any c 2 R. Taking c ¼ fðx* Þ= %fðx * Þ, for some x*=0 we see that wðx* Þ ¼ 0,
contradicting the fact that jwj does not vanish in O=f0g. Hence w ¼ 0. This
shows the simplicity of the minimizer f.
We know that b150. Assuming that b1 ¼ 0 we will reach a contradiction.
Let wk 2 W
1;2
0 ðO; jxj
ðN2ÞÞ be a minimizing sequence for the quotient in
(3.21). That is, for all k ¼ 1; 2;   
R
O jxj
ðN2ÞWw2k dx > 0, andR
O jxj
ðN2Þjrwk j2 dx b
R
O jxj
ðN2ÞVw2k dxR
O jxj
ðN2ÞWw2k dx
! 0 as k !1: ð3:22Þ
We may normalize this sequence by
R
O jxj
ðN2Þjrwk j2 dx ¼ 1. Since W 2A,
by Lemma 3.1 the denominator in (3.22) stays bounded away from inﬁnity.
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O
jxjðN2ÞVw2k dx! 1=b as k !1: ð3:23Þ
Hence, fwkg is a bounded minimizing sequence for (3.3). It follows from
Proposition 3.4 that (through a subsequence) wk converges to a minimizer
w0 2 W
1;2
0 ðO; jxj
ðN2ÞÞ of Q½w. By the simplicity of the minimizer we have
that w0 ¼ af for some a 2 R. Since W 2A, in particular W satisﬁes (3.1).
We then compute
04 lim
k!þ1
Z
O
jxjðN2ÞWw2k dx ¼
Z
O
jxjðN2ÞWw20 dx
¼ a2
Z
O
jxjðN2ÞW f2 dx50;
which is a contradiction. Hence b1 > 0, and (1.5) can be further
improved. ]
4. NONEXISTENCE OF MINIMIZERS IN H 10 ðOÞ
In this section we will give the proof of Theorem C, and we will discuss its
consequences.
If we assume that the best constant b in (1.5) is achieved by some
u 2 H10 ðOÞ, then u would satisfy the corresponding Euler–Lagrange equation,
that is, it would be an H 10 ðOÞ solution of the following problem:
Duþ
N  2
2
 2 u
jxj2
þ bVu ¼ 0; in O;
u > 0; in O=f0g; u ¼ 0; in @O: ð4:1Þ
However, by Theorem C, problem (4.1) has no H 10 ðOÞ solution, if we assume
some smoothness on V . This last condition seems to be of technical nature.
By the same token, neither the constant b1 in (1.9) is achieved in H10 ðOÞ
since, by Theorem C, it would yield an H 10 ðOÞ solution of (4.1) with b
0 ¼ 1
and V 0 ¼ bV þ b1W .
We next give the proof of Theorem C.
Proof of Theorem C. We will prove it by contradiction. Suppose that u is
a H 10 ðOÞ positive solution of (4.1). By standard elliptic regularity we know
that u 2 C2;alocðO=f0gÞ.
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vðrÞ ¼
1
NoNrN1
Z
@Br
uðxÞ dS ¼
1
NoN
Z
joj¼1
uðroÞ do > 0; ð4:2Þ
where oN denotes the volume of the unit ball in R
N . Without loss of
generality, we may assume that the unit ball B1 is contained in O (if not, we
just use a smaller ball). A standard calculation shows that
v00ðrÞ þ
N  1
r
v0ðrÞ ¼
1
NoNrN1
Z
@Br
DuðxÞ dS:
Hence, taking into account (4.1), we see that v satisﬁes the equation:
v00ðrÞ þ
N  1
r
v0ðrÞ þ
ðN2
2
Þ2
r2
vðrÞ ¼ f ðrÞ  gðrÞ; in 05r41; ð4:3Þ
where
f ðrÞ ¼
1
NoNrN1
Z
@Br
VðxÞuðxÞ dS50; ð4:4Þ
gðrÞ ¼
1
NoNrN1
Z
@Br
VþðxÞuðxÞ dS50: ð4:5Þ
We next change variables by
wðrÞ ¼ rðN2Þ=2vðrÞ > 0; r > 0: ð4:6Þ
Using Eq. (4.3), a straightforward calculation shows that w satisﬁes
ðrw0Þ0 ¼ rN=2ðf ðrÞÞ  gðrÞÞ4rN=2f ðrÞ in 05r41:
It then follows by Lemma 4.1, see below, that (under our current
assumptions) there exists an r0 small enough, and a C independent of r
such that
wðrÞ4Cr2N=q; 05r5r0: ð4:7Þ
To reach a contradiction we will obtain a lower bound for wðrÞ that is
incompatible with (4.7). Working in this direction we set
QðrÞ ¼ r
w0ðrÞ
wðrÞ
:
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rQ0ðrÞ þ Q2ðrÞ ¼ F ðrÞ  GðrÞ; in 05r41
with
F ðrÞ ¼
rðN=2Þþ1f ðrÞ
wðrÞ
50; GðrÞ ¼
rðN=2Þþ1gðrÞ
wðrÞ
50: ð4:8Þ
By Lemmas 4.2 and 4.3 (see below) we obtain that limr#0 QðrÞ ¼ 0. Hence,
given any e > 0 there exists an r1 > 0 such that
QðrÞ ¼ r
w0ðrÞ
wðrÞ
5e; for 05r5r1:
Integrating this from r to r1 we easily conclude that
Cre5wðrÞ; for 05r5r1; ð4:9Þ
for some positive constant C depending on r1 but independent of r. Note,
however, that e > 0 is arbitrary and 2 Nq is a positive quantity, hence (4.9) is
contradictory to (4.7), since we can always choose an e52 Nq . ]
It remains to prove the three auxiliary lemmas we used in the proof of the
theorem. At ﬁrst we have:
Lemma 4.1. Let v;w; f be as defined in (4.2), (4.4), (4.6), respectively,
with V as in Theorem C and u 2 H10 ðOÞ. We also assume that B1  O and that
w satisfies in ð0; 1 the equation
ðrw0Þ0 ¼ rN=2ðf ðrÞ  gðrÞÞ:
Then, for r 2 ð0; 1, the following representation formula holds:
wðrÞ ¼
Z r
0
1
t
Z t
0
sN=2ðf ðsÞ  gðsÞÞ ds dt:
In addition, for r sufficiently small, say r5r0, the following estimate holds:
wðrÞ4Cr2ðN=qÞ;
for some positive constant C independent of r.
Proof. The w-equation can be easily integrated to yield
wðrÞ ¼ C1 þ
Z 1
r
1
t
C2 þ
Z 1
t
sN=2ðf ðsÞ  gðsÞÞ ds
 
dt; ð4:10Þ
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elements of speciﬁc function spaces we will calculate the values of these
constants.
Working in this direction we will ﬁrst show that the following limit exists:
lim
t!0
Z 1
t
sN=2ðf ðsÞ  gðsÞÞ ds ¼ l2 2 R: ð4:11Þ
At ﬁrst we note that l2=1, since otherwise (4.10) would contradict the
positivity of w. Hence, in view of (4.4), it is enough to show that
J :¼
Z 1
0
sN=2f ðsÞ ds ¼
Z 1
0
rðN2Þ=2
Z
@Br
VðxÞuðxÞ dS dr51:
Since u 2 H10 ðOÞ, by the Sobolev embedding, we also have that
u 2 L2N=ðN2ÞðOÞ. We then apply Holder’s inequality as follows:
Z
@Br
VðxÞuðxÞ dS
4
Z
@Br
V q dS
 1=q Z
@Br
u2N=ðN2Þ dS
 ðN2Þ=2N Z
@Br
1 dS
 1=y
ð4:12Þ
with
1
q
þ
N  2
2N
þ
1
y
¼ 1) y ¼
2Nq
Nq 2N þ 2q
> 1:
For q > N
2
, such a y is always well deﬁned. Also, the last integral in (4.12) is
equal to NoNrðN1Þ. We next apply Holder’s inequality in J to get
J4 jjVjjLqðB1ÞjjujjL2N=ðN2ÞðB1Þ
Z 1
0
rN1ðN2Þ=2y dr
 1=y
4CjjVjjLqðB1ÞjjujjL2N=ðN2ÞðB1Þ;
since, for q > N
2
the last integral above is easily checked to be ﬁnite. Thus,
(4.11) is proved. We note, for later use, that by the same argument, we have
that
Z t
0
sN=2f ðsÞ ds4CjjVjjLqðBtÞjjujjL2N=ðN2ÞðBtÞt
N=yðN2Þ=2
4CtN=yðN2Þ=2: ð4:13Þ
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if there exist positive constants C; r0 such that
wðrÞ > C0 for 05r4r0; then u =2 H 10 ðBr0 Þ: ð4:14Þ
We will prove it by contradiction. Since u 2 H 10 ðBr0Þ, we also have that
u 2 L2N=ðN2ÞðBr0 Þ. Assuming that wðtÞ > C0 for t 2 ð0; r0, it follows from the
deﬁnitions of w and v (using Holder’s inequality) that
C4tN=2
Z
@Bt
u dS4ðNoN Þ
ðNþ2Þ=2N
Z
@Bt
u2N=ðN2Þ dS
 ðN2Þ=2N
tðN2Þ=2N ;
Integrating this from 0 to r4r0 and using once more Holder’s inequality
we easily end up with C4jjujjL2N=ðN2ÞðBrÞ, for some positive constant
C independent of r. This is clearly a contradiction, hence (4.14) is
proved.
We are now ready to compute the constants. In view of (4.11) and (4.14),
it follows easily from (4.10) that we should take C2 ¼ l2, that is
C2 ¼ 
Z 1
0
sN=2ðf ðsÞ  gðsÞÞ ds;
since otherwise wðrÞ would go to inﬁnity as r approaches zero. Hence, (4.10)
can be written as
wðrÞ ¼ C1 
Z 1
r
1
t
Z t
0
sN=2ðf ðsÞ  gðsÞÞ ds dt;
To compute t C1, we next show that the integral above has a limit, say
l1 2 R, as r goes to zero. Because of (4.14), l1=1. Using (4.13) we have
that Z 1
r
1
t
Z t
0
sN=2f ðsÞ ds dt4C
Z 1
r
tN=yððN2Þ=2Þ1 dt4C;
since, for q > N
2
, the function tN=yððN2Þ=2Þ1 is easily checked to be integrable
at zero. Hence, l1 2 R, as claimed. In view of (4.14), we then choose C1 ¼ l1,
that is
C1 ¼
Z 1
0
1
t
Z t
0
sN=2ðf ðsÞ  gðsÞÞ ds dt:
With this choice of C1 the representation formula follows.
Finally, the estimate on wðrÞ follows easily from the representation
formula and (4.13). ]
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Lemma 4.2. Let QðrÞ be a C1ð0; 1 solution of
rQ0ðrÞ þ Q2ðrÞ ¼ F ðrÞ  GðrÞ; in 05r41; ð4:15Þ
where F ;G are nonnegative continuous functions and
Z 1
0
F ðsÞ
s
51:
Then
lim
r#0
QðrÞ ¼ 0:
Proof. After dividing equation (4.15) by r, and integrating once, we
obtain
QðrÞ ¼
Z 1
r
Q2ðsÞ
s
dsþ Qð1Þ þ
Z 1
r
GðsÞ
s
ds
Z 1
r
F ðsÞ
s
ds: ð4:16Þ
We claim that
Z 1
0
Q2ðsÞ
s
ds51: ð4:17Þ
Indeed, if this is not true then
H ðrÞ :¼
Z 1
r
Q2ðsÞ
s
ds!1 as r ! 0:
We may then rewrite (4.16) as
ðrH 0ðrÞÞ1=2 ¼ H ðrÞ þ Qð1Þ þ
Z 1
r
GðsÞ
s
ds
Z 1
r
F ðsÞ
s
ds:
By our assumptions, the last term on the right-hand side is bounded,
whereas G50, and H grows unbounded as r goes to zero. Hence, for r small
we have that
rH 05
1
2
H 2 ,
1
H ðrÞ

1
2
ln r
 0
50;
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(4.17) is proved. It then follows from (4.16) that limr#0 QðrÞ exists. In view of
(4.17) this limit should be equal to zero. ]
We ﬁnally have:
Lemma 4.3. Let F ðrÞ be as defined in (4.8) with V ; u and w as before.
Then
I ¼
Z 1
0
F ðsÞ
s
51:
Proof. We assume that B3=2 is contained in O, and consider the domains
D ¼ f1=25jxj53=2g and K ¼ fjxj ¼ 1g  D. Note that V is Holder
continuous in D and therefore V 2 LpðDÞ, for some (in fact, for any)
p > N
2
. Since u satisﬁes (4.1) in D we may use Harnack’s inequality
[S, Theorem C.1.3. p. 493] to obtain
uðxÞ4CuðyÞ; 8x; y 2 K;
where the constant C depends only on jjV jjLpðDÞ.
Using the scaling properties of the potential 1=jxj2 we see that ulðxÞ ¼
uðlxÞ; l 2 ð0; 1 satisﬁes in D the same equation as u, with V replaced by
VlðxÞ ¼ l
2V ðlxÞ. Hence, by the same argument, we have that uðxÞ4CuðyÞ for
all x; y for which jxj ¼ jyj ¼ l; the constant C now depends only on jjVljjLpðDÞ.
But,
jjVljjLpðDÞ ¼ l
2N=p
Z
lD
jV ðyÞjp dy
 1=p
¼ C jlDj1þ2p=N
Z
lD
jV ðyÞjp dy
 1=p
4CðjjjV jp jjLN=2p;1ðOÞÞ
1=p ¼ CjjV jjLN=2;1ðOÞ:
We therefore conclude that
1
C
sup
@Br
uðrÞ4uðxÞ4C inf
@Br
uðrÞ; jxj ¼ r
with C independent of r 2 ð0; 1. We then have that
F ðrÞ
r
4
C
rN2
Z
@Br
VðxÞ dS4C
Z
@Br
V qðxÞ dS
 1=q
rððN1Þðq1Þ=qÞþ2N ;
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more we obtain
I4C
Z 1
0
Z
@Br
V qðxÞ dS dr
 1=q Z 1
0
rð2N Þq=ðq1ÞþN1 dr
 ðq1Þ=q
4CjjVjjLqðB1Þ;
by noting that, since q > N
2
, the second integral above is ﬁnite. ]
5. THE SPECIAL CASE V ¼ 1
In this section, we consider the special case V ¼ 1, that is the inequalityZ
O
jruj2 dx5
ðN  2Þ2
4
Z
O
u2
jxj2
dxþ lO
Z
O
u2 dx ð5:1Þ
with lO being the best constant. It is a consequence of Theorem C that lO is
not achieved in H 10 ðOÞ. On the other hand by Corollary 1.2, we cannot
further improve (5.1) by adding a nonnegative potential on the right-hand
side.
As an application of the previous results we will obtain some information
about lO. More speciﬁcally, if O* is the ball centered at the origin and
having the same volume as O, we will show the following:
Proposition 5.1. There holds lO > lO * , unless O is a ball centered at the
origin.
As noted in [BV] the constant lO * is explicitly known, namely
lO * ¼ ðz0=RÞ
2;
where R is the radius of the ball O* , and z0  2:4048 is the ﬁrst zero of the
Bessel function J0ðzÞ.
Let us ﬁrst present some lemmas. At ﬁrst we have:
Lemma 5.2. Let O RN be a bounded domain, containing the origin, and
f : ð0;1Þ ! Rþ be a Lipschitz continuous and strictly decreasing function.
We denote by g : ð0;1Þ ! Rþ the radially decreasing rearrangement of f ðjxjÞ
in O* with respect to the origin. If Br is the largest ball centered at the origin
contained in O, then
gðjxjÞ ¼ f ðjxjÞ; 8x 2 %Br and gðjxjÞ5f ðjxjÞ; 8x 2 O*  %Br:
If in addition gðjxjÞ ¼ f ðjxjÞ in O* , then necessarily O * ¼ Br ¼ O.
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Lipschitz continuous in every compact subinterval of ð0;1Þ; see e.g., [K].
It follows from the deﬁnition of g that
measfx 2 O: f ðjxjÞ > tg ¼ measfx 2 O* : gðjxjÞ > tg; 8t50:
If t5f ðrÞ, or equivalently f1ðtÞ4r, the set fx 2 O: f ðjxjÞ > tg is contained
in Br, hence: measfx 2 O: f ðjxjÞ > tg ¼ oN ðf1ðtÞÞ
N , where oN is the
volume of the unit ball in RN . Similarly, we have that
measfx 2 O* : gðjxjÞ > tg ¼ oN ðf1ðtÞÞ
N . It then follows that gðjxjÞ ¼ f ðjxjÞ,
for jxj4r, as claimed.
Suppose now that 05t5f ðrÞ, or equivalently, f1ðtÞ > r. Then, the set
fx 2 O: f ðjxjÞ > tg is strictly contained in Bf1ðtÞð0Þ and therefore
measfx 2 O: f ðjxjÞ > tg5oN ðf1ðtÞÞ
N . We then obtain that:
oN ðg1ðtÞÞ
N5oN ðf1ðtÞÞ
N , for t5f ðrÞ. Whence: gðyÞ5f ðyÞ for y > r, and
the second claim follows.
The last statement follows easily, since, if gðjxjÞ ¼ f ðjxjÞ in O* then
O*  Br  O. Taking into account that O* and Br are concentric balls as
well as the fact that jOj ¼ jO* j we easily obtain that O* ¼ Br ¼ O. ]
From here on we will denote by gðxÞ the decreasing rearrangement of 1
jxj2
in
O, with respect to zero. We also deﬁne
l*O ¼ inf
u2H1
0
ðO * Þ
R
O * jruj
2 dx ðN2Þ
2
4
R
O * gðxÞu
2 dxR
O * u
2 dx
ð5:2Þ
Let u 2 H10 ðOÞ and u* be its decreasing rearrangement. It is a standard fact
that the decreasing rearrangement preserves the L2 norm, decreases the H10
norm and that
R
O
u2
jxj2
4
R
O * gðxÞu*
2 dx. Whence
lO5l*O : ð5:3Þ
As in the previous sections, we would like to have an alternative
characterization of the constant l*O . To this end we deﬁne
L*O ¼ inf
u2C1
0
ðO * ÞR
O * jxj
ðN2Þjrwj2 dxþ ðN2Þ
2
4
R
O * jxj
ðN2Þðjxj2  gðxÞw2 dxR
O * jxj
ðN2Þw2 dx
: ð5:4Þ
The reason for introducing L*O becomes clear in the following:
Lemma 5.3. l*O ¼ L
*
O . Moreover L
*
O is achieved by some w in
W 1;20 ðO* ; jxj
ðN2ÞÞ.
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*
O we argue as in Proposition 3.3. The last
statement follows from Proposition 3.5 with hðxÞ ¼ jxj2  gðxÞ. Note that h
thus deﬁned, is equal to zero in a neighborhood of zero, by Lemma 5.2, and
therefore h 2 LqðO* Þ for any q > N
2
. ]
We are now ready to give the proof of Proposition 5.1.
Proof of Proposition 5.1. By Lemma 5.3 and (5.3) we have that
lO5l*O ¼ L
*
O . We therefore need to compare L
*
O and lO * ¼ LO * . The
main observation here is that L*O is achieved in W
1;2
0 ðO* ; jxj
ðN2ÞÞ by a
positive function, say, %w. Recalling (5.2) and the deﬁnition of LO * ,
LO * ¼ inf
w2C1
0
ðO * Þ
R
O * jxj
ðN2Þjrwj2 dxR
O * jxj
ðN2Þw2 dx
;
we easily obtain that
L*O5LO * þ
ðN  2Þ2
4
R
O * jxj
ðN2Þðjxj2  gðxÞÞ %w2 dxR
O * jxj
ðN2Þ %w2 dx
:
By Lemma 5.2 the second term on the right-hand side is strictly positive,
unless jxj2 ¼ gðxÞ in O* , which happens only if O is a ball centered at the
origin. Therefore, L*O > LO * , unless O ¼ O* , and the result follows. ]
We ﬁnally point out a consequence of Proposition 5.1 reminiscent of the
Faber–Krahn inequality. Since
lO ¼ LO ¼ inf
w2C1
0
ðOÞ
R
O jxj
ðN2Þjrwj2 dxR
O jxj
ðN2Þw2 dx
;
we see that lO is the ﬁrst eigenvalue of the problem:
divðjxjðN2ÞrwÞ þ lOjxjðN2Þw ¼ 0 in O;
w ¼ 0 on @O
ð5:5Þ
with w 2 W 1;20 ðO; jxj
ðN2ÞÞ. According to Proposition 5.1 the ﬁrst eigenvalue
of (5.5) takes on its maximum value when O is a ball.
6. INFINITE IMPROVEMENT
In this section, we will give the proof of Theorem D. Before that we will
introduce some auxiliary functions, which are basically the iterated log
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1 for t 2 ð0; 1. We deﬁne recursively
XkðtÞ ¼ X1ðXk1ðtÞÞ; k ¼ 2; 3;    :
It is easy to see that the Xk are well deﬁned and that for k ¼ 1; 2; . . .
Xkð0Þ ¼ 0; Xkð1Þ ¼ 1; 05XkðtÞ51; t 2 ð0; 1Þ:
For the reader’s convenience we restate Theorem D.
Theorem 6.1. Let D5supx2O jxj. Then, for any u 2 H 10 ðOÞ there
holds
Z
O
jruðxÞj2 dx
ðN  2Þ2
4
Z
O
u2ðxÞ
jxj2
dx
5
1
4
X1
i¼1
Z
O
1
jxj2
X 21
jxj
D
 
X 22
jxj
D
 
  X 2i
jxj
D
 
u2ðxÞ dx: ð6:1Þ
Moreover, for each k ¼ 1; 2; . . . the constant 1=4 is the best constant for the
corresponding k-Improved Hardy Inequality, that is
1
4
¼ inf
u2H1
0
ðOÞ
R
O jruj
2 dx ðN2Þ
2
4
R
O
u2
jxj2
dx 1
4
Pk1
i¼1
R
O
1
jxj2
X 21 X
2
2   X
2
i u
2 dxR
O
1
jxj2
X 21 X
2
2   X
2
k u
2 dx
:
Proof. We may assume that D ¼ 1, since all subsequent calculations are
invariant with respect to D. We also consider ﬁrst the case u 2 C10 ðO=f0gÞ.
We will use a change of variables, namely, uðxÞ ¼ fðjxjÞvðxÞ. A simple
calculation shows that
Z
O
jruj2 dx ¼
Z
O
f2jrvj2 dxþ
Z
O
f02v2 dxþ
Z
O
ff0
x
jxj
 rv2 dx:
After integrating by parts the last term, we arrive at
Z
O
jruj2 dx ¼ 
Z
O
fDfv2 dxþ
Z
O
f2jrvj2 dx
¼ 
Z
O
Df
f
u2 dxþ
Z
O
f2jrvj2 dx
5 
Z
O
Df
f
u2 dx: ð6:2Þ
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2
. We will now make a speciﬁc choice of f, so
that

Df
f
¼
1
jxj2
H 2 þ
1
4
X 21 þ
1
4
X 21X
2
2 þ    þ
1
4
X 21   X
2
k
 
: ð6:3Þ
We take for k ¼ 1; 2; . . .
fkðrÞ ¼ r
HX1=21 ðrÞX
1=2
2 ðrÞ   X
1=2
k ðrÞ; r ¼ jxj: ð6:4Þ
We also set f0ðrÞ ¼ r
H , and this corresponds to the change of variables
used in the previous sections. When differentiating fk, the following (easily
checked) relation is helpful:
X 0j ¼
1
r
X1X2   Xj1X 2j ; j ¼ 1; 2; . . . : ð6:5Þ
Differentiating once we obtain
f0k ¼ 
fk
r
H þ
1
2
Xk
i¼1
X1X2   Xi
 !
:
Differentiating for a second time we have that
f00k ¼
fk
r2
H þ
1
2
Xk
i¼1
X1X2   Xi
 !2
þ
fk
r2
H þ
1
2
Xk
i¼1
X1X2   Xi
 !

fk
2r
Xk
i¼1
X1X2   Xi
 !0
¼
fk
r2
H 2 þ H
Xk
i¼1
X1X2   Xi þ
1
4
Xk
i¼1
X1X2   Xi
 !20@
1
A
þ
fk
r2
H þ
1
2
Xk
i¼1
X1X2   Xi
 !

fk
2r2
Xk
i¼1
Xi
j¼1
X 21 X
2
2   X
2
j Xjþ1   Xi
 !
¼
fk
r2
ðH 2 þ H Þ þ
fk
r2
H þ
1
2
 Xk
i¼1
X1X2   Xi 
fk
4r2
Xk
i¼1
X 21 X
2
2   X
2
i :
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f00k
fk
þ
N  1
r
f0k
fk
¼ 
H 2
r2

1
4r2
Xk
i¼1
X 21 X
2
2   X
2
i ;
and (6.3) is proved.
In view of (6.2) we see that (6.1) has been proved for u 2 C10 ðOf0gÞ if on
the right-hand side we have a ﬁnite series. Taking the limit as k !1, and
then using a standard density argument we see that (6.1) is valid for any
u 2 H10 ðOÞ.
We next prove the second part of the theorem.
We set for k ¼ 1; 2; . . .
Ik½u ¼
Z
O
jruj2 dx
Z
O
u2
jxj2
H 2 þ
1
4
X 21 þ
1
4
X 21 X
2
2 þ    þ
1
4
X 21   X
2
k
 
dx:
We also identify I0½u with I ½u (cf. (2.2)). Clearly, there holds
Ik1½u ¼ Ik½u þ
1
4
Z
O
u2
jxj2
X 21 X
2
2   X
2
k dx: ð6:6Þ
Using identities (6.2) and (6.6) we see that
Ik½u ¼
Z
O
f2k jrvj
2 dx ð6:7Þ
with u ¼ fkv, and fk as before (cf. (6.4)). Taking into account (6.6) and
(6.7) we form the quotient that appears in the second part of the
theorem,
Ik1½uR
O
u2
jxj2
X 21 X
2
2   X
2
k
¼
R
O f
2
k jrvj
2dxR
O f
2
kv2jxj
2X 21 X
2
2   X
2
k
þ
1
4
: ð6:8Þ
We will now make a particular choice of v. Namely,
Ue;aðrÞ ¼ ve;aðrÞcðrÞ ¼ reX
a1
1 X
a2
2   X
ak
k cðrÞ; r ¼ jxj: ð6:9Þ
The parameters e; ai will be positive and small and eventually will be
sent to zero. The function cðrÞ is a smooth cut-off function such that
cðrÞ ¼ 1 in Bd and cðrÞ ¼ 0 outside B2d for some d small. It is easy to check
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uðkÞe;aðxÞ :¼ fkðrÞUe;aðrÞ 2 H
1
0 ðOÞ; ð6:10Þ
and therefore Ue;a is a legitimate test function for the quotient on the right-
hand side of (6.8).
We will show that as the small parameters tend to zero (in a speciﬁc
order) the fraction on the right-hand side of (6.8) tends to zero,
that is
R
O f
2
k jrUe;aj
2 dxR
O f
2
kU2e;ajxj
2X 21 X
2
2   X
2
k
! 0: ð6:11Þ
An immediate consequence of this is that
inf
u2H 1
0
ðOÞ
Ik1½uR
O
u2
jxj2
X 21 X
2
2   X
2
k
4
1
4
;
which shows the optimality of 1
4
.
Consider ﬁrst the denominator in (6.11). It is easy to check that as the
small parameters e; ai approach zero (for d ﬁxed) we have
Z
O
f2kU
2
e;ajxj
2X 21 X
2
2   X
2
k dx ¼
Z
Bd
rNþ2eX 1þ2a11   X
1þ2ak
k dxþ Oð1Þ; ð6:12Þ
that is, the integral over B2d=Bd (not written above) stays bounded.
Concerning the numerator we write, by a similar argument
Z
O
f2k jrUe;aj
2dx ¼
Z
Bd
f2kv
02
e;aðrÞ dxþ
Z
B2d=Bd
f2kð2v
0
e;ave;ac
0cþ ve;ac
02 þ v02e;ac
2Þ dx
¼
Z
Bd
f2kv
02
e;aðrÞ dxþ Oð1Þ ð6:13Þ
as the small parameters e; ai tend to zero.
In view of (6.5) we easily compute for r 2 Bd:
v0e;aðrÞ ¼ ve;ar
1 eþ
Xk
j¼1
ajX1   Xj
 !
:
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coordinates)
1
NoN
Z
Bd
f2kv
02
e;aðrÞ dx
¼ e2
Z d
0
r1þ2eX1þ2a11 X
1þ2a2
2   X
1þ2ak
k dr
þ
Xk
j¼1
a2j
Z d
0
r1þ2eX 1þ2a11   X
1þ2aj
j X
1þ2ajþ1
jþ1   X
1þ2ak
k dr
þ 2e
Xk
j¼1
aj
Z d
0
r1þ2eX 2a11   X
2aj
j X
1þ2ajþ1
jþ1   X
1þ2ak
k dr
þ 2
Xk1
j¼1
Xk
i¼jþ1
aiaj
Z d
0
r1þ2eX 1þ2a11   X
1þ2aj
j X
2ajþ1
jþ1   X
2ai
i
X1þ2aiþ1iþ1   X
1þ2ak
k dr: ð6:14Þ
We intend to take the limit e! 0 (keeping the ai’s ﬁxed) in (6.14). It is not
clear, however, what will happen to the ﬁrst and third term on the right-
hand side. To this end we derive two identities. Concerning the ﬁrst term, we
integrate by parts and use (6.5) to get
e
Z d
0
r1þ2eX1þ2a11 X
1þ2a2
2   X
1þ2ak
k dr
¼
1
2
Z d
0
ðr2eÞ0X1þ2a11 X
1þ2a2
2   X
1þ2ak
k dr
¼ Oð1Þ 
Xk
i¼1

1
2
þ ai
 Z d
0
r1þ2eX 2a11   X
2ai
1 X
1þ2aiþ1
iþ1   X
1þ2ak
k dr:
ð6:15Þ
A similar integration by parts yields the second identity
e
Z d
0
r1þ2eX 2a11   X
2ai
i X
1þ2aiþ1
iþ1   X
1þ2ak
k dr
¼ Oð1Þ
Xi
j¼1
aj
Z d
0
r1þ2eX 1þ2a11   X
1þ2aj
j X
2ajþ1
jþ1   X
2ai
i X
1þ2aiþ1
iþ1   X
1þ2ak
k dr

Xk
j¼iþ1

1
2
þ aj
 Z d
0
r1þ2eX 1þ2a11   X
1þ2ai
i X
2aiþ1
iþ1   X
2aj
j
X1þ2ajþ1jþ1   X
1þ2ak
k dr: ð6:16Þ
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Ai ¼
Z d
0
r1þ2eX 1þ2a11   X
1þ2ai
i X
1þ2aiþ1
iþ1   X
1þ2ak
k dr;
Gji ¼
Z d
0
r1þ2eX 1þ2a11   X
1þ2aj
j X
2ajþ1
jþ1   X
2ai
i X
1þ2aiþ1
iþ1   X
1þ2ak
k dr
with Gii ¼ Ai.
We now return to (6.14). We use (6.15) and then (6.16) to replace the ﬁrst
term on the right-hand side. We also use (6.16) to replace the third term.
After grouping similar terms, we rewrite (6.14) as
1
NoN
Z
Bd
f2kv
02
e;aðrÞ dx ¼ Oð1Þ 
1
2
Xk1
j¼1
Xk
i¼jþ1

1
2
þ ai
 
Gji 
1
2
Xk
j¼1
ajAj: ð6:17Þ
Taking into account the deﬁnition of Aj and Gji we see that we can now take
the limit e! 0 in (6.17) by simply setting e ¼ 0 in the Aj’s and Gji’s.
Our next step will be to take the limit a2 ! 0 (keeping the a2;    ; ak ﬁxed).
Again, it is not clear that all terms on the right-hand side of (6.17) have a
limit. More precisely in the terms G1i; i ¼ 2;    ; k as well as a1A1 we cannot
take the limit in a straightforward way (e.g., setting a1 ¼ 0). By
distinguishing these terms from the rest we rewrite (6.17) as
1
NoN
Z
Bd
f2kv
02
0;aðrÞ dx ¼Oð1Þ 
1
2
Xk1
j¼2
Xk
i¼jþ1

1
2
þ ai
 
Gji 
1
2
Xk
j¼2
ajAj

1
2
a1A1 þ
Xk
i¼2

1
2
þ ai
 
G1i
 !
: ð6:18Þ
To estimate the last parenthesis above we will derive a new identity, relating
A1 and G1i (with e ¼ 0). A simple integration by parts yields
a1A1 ¼ a1
Z d
0
r1X 1þ2a11 X
1þ2a2
2   X
1þ2ak
k dr
¼
1
2
Z d
0
ðX 2a11 Þ
0X1þ2a22   X
1þ2ak
k dr
¼Oð1Þ
Xk
i¼2

1
2
þ ai
 Z d
0
r1X 1þ2a11 X
2a2
2   X
2ai
i X
1þ2aiþ1
iþ1   X
1þ2ak
k dr
¼Oð1Þ 
Xk
i¼2

1
2
þ ai
 
G1i: ð6:19Þ
OPTIMIZING HARDY INEQUALITIES 221Thus, we have that
a1A1 þ
Xk
i¼2

1
2
þ ai
 
G1i ¼ Oð1Þ; ð6:20Þ
and we can now set a1 ¼ 0 in (6.18). We can continue this process in the
same way. For instance to take the limit as a2 ! 0 we will use the identity
a2A2 þ
Xk
i¼3

1
2
þ ai
 
G2i ¼ Oð1Þ;
relating A2 and G2i (with e ¼ a1 ¼ 0), that is derived in the same way as
(6.20). We can then simply set a2 ¼ 0 in the remaining terms of (6.17), and
so on.
After taking the limit ak1 ! 0 we end up with
1
NoN
Z
Bd
f2kv
02
0;ak ðrÞ dx ¼ 
1
2
akAk þ Oð1Þ;
where in Ak we have set e ¼ a1 ¼    ak1 ¼ 0. That is,Z
Bd
f2kv
02
0;ak ðrÞ dx ¼ NoN
1
2
ak
Z d
0
r1X1X2   Xk1X
1þ2ak
k dr þ Oð1Þ: ð6:21Þ
We are now in a position to give the proof of (6.11). We form the quotient
and take the limit as e; a1;    ; ak1 tend to zero in this order. In view of
(6.12), (6.13) and (6.21) we arrive atR
O f
2
k jrU0;ak j
2 dxR
O f
2
kU
2
0;ak
jxj2X 21 X
2
2   X
2
k dx
¼
1
2
ak
R d
0 r
1X1X2   Xk1X
1þ2ak
k dr þ Oð1ÞR d
0 r
1X1X2   Xk1X
1þ2ak
k dr þ Oð1Þ
:
SinceZ d
0
r1X1X2   Xk1X
1þ2ak
k dr ¼
1
2ak
Z d
0
ðX 2akk Þ
0 dr
¼
1
2ak
X 2ak ðdÞ ! þ1 as ak ! 0; ð6:22Þ
we conclude thatR
O f
2
k jrU0;ak j
2 dxR
O f
2
kU
2
0;ak
jxj2X 21 X
2
2   X
2
k dx
¼
Oð1Þ
1
2ak
X 2ak ðdÞ
! 0 as ak ! 0;
as required. ]
FILIPPAS AND TERTIKAS222If we cut the series at the k step we obtain the k-Improved Hardy
Inequality, that is, Ik½u50. To obtain from this the ðk þ 1Þ-Improved Hardy
Inequality we add the potential
Vk ¼ jxj2X 21   X
2
kþ1:
We will show that this potential is ‘‘marginally’’ contained in the class Ak,
in the sense that a potential more singular than this (at zero) is outsideAk.
More precisely, let
V ðgÞk ðxÞ ¼
1
jxj2
X 21   X
2
k X
g
kþ1:
We then have:
Lemma 6.2. Suppose that g52. Then, there exists no bk > 0 such that
Ik½u5bk
Z
O
V ðgÞk u
2 dx; 8u 2 H10 ðOÞ:
Proof. Assuming that bk > 0 we will reach a contradiction. Taking into
account (6.6) we have that for all u 2 H 10 ðOÞ:
05bk4
Ik½uR
O V
ðgÞ
k u
2 dx
¼
Ikþ1½u þ 14
R
O
u2
jxj2
X 21   X
2
kþ1 dxR
O
u2
jxj2
X 21   X
2
k X
g
kþ1 dx
: ð6:23Þ
To obtain a contradiction we will now use the test function u ¼ uðkþ1Þe;a ðxÞ
introduced by (6.9) and (6.10). Recall that in the proof of Theorem D we have
shown that as ðe; a1;    ; akþ1Þ ! ð0;    ; 0Þ there holds (cf. (6.21) and (6.22))
Ikþ1½uðkþ1Þe;a  ¼ Oð1Þ:
The integrals appearing in (6.23) can be easily estimated. Thus, for the integral
in the denominator after taking the limit e! 0; a1 ! 0;    ; ak1 ! 0,
keeping ak and akþ1 ﬁxed, we get (we omit the superscript ðk þ 1Þ)Z
O
u2e;a
jxj2
X 21   X
2
k X
g
kþ1 dx ¼ NoN
Z d
0
r1X1X2   X
1þ2ak
k X
g1þ2akþ1
kþ1 dr þ Oð1Þ:
A similar calculation for the numerator yields that, after taking the limits of
e; a1;    ; ak, going to zero keeping akþ1 ﬁxed:Z
O
u2e;a
jxj2
X 21   X
2
k X
2
kþ1 dx ¼
NoN
2akþ1
X 2akþ1kþ1 ðdÞ þ Oð1Þ;
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the limit ak ! 0 for akþ1 small but ﬁxed. The numerator then is easily seen to
be of order Oð1Þ. Concerning the denominator, since g52 we choose an akþ1 >
0 such that g 1þ 2akþ151. It then follows that as ak ! 0 the integral of the
denominator diverges to þ1. Hence,
05bk4
Ik½uR
O V
ðgÞ
k u
2 dx
! 0 as ak ! 0;
which is a contradiction. ]
It is evident that different choices of f in (6.2) lead to different
inequalities. We now derive an inequality that we will use in the next section.
Lemma 6.3. Let m5N2
2
. Then, for any u 2 H10 ðOÞ, the following inequality
holds for any k ¼ 1; 2; . . .
Z
O
jruðxÞj2 dx5mðN  2 mÞ
Z
O
u2ðxÞ
jxj2
dxþ
1
4
þ
N  2
2
 m
 
Xk
i¼1
Z
O
1
jxj2
X 21
jxj
D
 
X 22
jxj
D
 
  X 2i
jxj
D
 
u2ðxÞ dx: ð6:24Þ
Proof. In (6.2) we take f ¼ rmX1=21 ðrÞX
1=2
2 ðrÞ   X
1=2
k ðrÞ. A straight-
forward calculation shows that

Df
f
¼
mðN  2 mÞ
r2
þ
ðN  2 2mÞ
2r2
Xk
i¼1
X1X2   Xi þ
1
4r2
Xk
i¼1
X 21 X
2
2   X
2
i :
Since X1X2   Xi41, the result follows from (6.2). ]
7. ON THE OPTIMALITY OF THE SERIES EXPANSION
Using the notation of the previous section we set for k ¼ 1; 2; . . .
Ik½u ¼
Z
O
jruj2 dx
ðN  2Þ2
4
Z
O
u2
jxj2
dx

1
4
Xk
i¼1
Z
O
1
jxj2
X 21 X
2
2   X
2
i u
2 dx: ð7:1Þ
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k-Improved Hardy Inequality with best constant, that is
Ik½u50:
As we have seen this can be further improved. One then may ask what kind
of potentials Vk 2Ak (cf. Deﬁnition 1.3), one may add on the right-hand
side (besides the ones in Theorem 6.1), so that an inequality of the form
holds true:
Ik½u5bk
Z
O
Vku2 dx; 8u 2 H10 ðOÞ ð7:2Þ
with bk being the best constant, that is
bk ¼ inf
u2H 1
0
ðOÞR
O
Vku2dx>0
Rk½u; Rk½u :¼
Ik½uR
O Vku
2 dx
> 0: ð7:3Þ
As we shall see there is a great variety of potentials Vk 2Ak for which (7.2)
holds.
Before that we will establish the k-Improved Hardy–Sobolev Inequality
with critical exponent, that is, the analogue of Theorem A.
We ﬁrst present a lemma similar to Lemma 2.2.
Lemma 7.1. For any q52, there exists a c > 0 such that
Z 1
0
jv0ðrÞj2r
Yk
i¼1
XiðrÞ
 !1
dr5c
Z 1
0
jvðrÞjqr1
Yk
i¼1
XiðrÞX
1þq=2
kþ1 ðrÞ dr
 !2=q
; ð7:4Þ
for any v 2 C10 ð0; 1Þ.
Proof. It follows from [M, Theorem 3, p. 44] with dn ¼
rð
Qk
i¼1 XiðrÞÞ
1w½0;1 dr and dm ¼ r
1 Qk
i¼1 XiðrÞX
1þq=2
kþ1 ðrÞw½0;1 dr. ]
We then give the proof of Theorem A0:
Proposition 7.2. Let D5supx2O jxj. Then, for any u 2 H 10 ðOÞ there holds
Ik½u5c
Z
O
juj2N=ðN2Þ
Ykþ1
i¼1
Xi
jxj
D
  !1þN=ðN2Þ
dx
0
@
1
A
ðN2Þ=N
;
k ¼ 1; 2; . . . : ð7:5Þ
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is the unit ball. Separating the radial part of u ðu0Þ from its nonradial part
ðu u0Þ we will ﬁrst establish the analogue of (2.10), namely
Ik½u5Ik½u0 þ l
Z
B
jrðu u0Þj2 dx; l > 0: ð7:6Þ
Let H ¼ N2
2
. Using the decomposition of u (cf. (2.8)) we calculate that
Ik½u ¼ Ik½u0 þ
X1
m¼1
Z
B
jrumj
2  ðH2  cmÞ
u2m
jxj2

1
4
Xk
i¼1
u2m
jxj2
X 21   X
2
i
 !
dx:
To estimate the inﬁnite sum we will use the inequalities
Z
B
jrumj2  ðH 2  cmÞ
u2m
jxj2

1
4
Xk
i¼1
u2m
jxj2
X 21   X
2
i
 !
dx
5l
Z
B
jrumj2 þ cm
u2m
jxj2
 
dx; ð7:7Þ
valid for every k;m ¼ 1; 2    and some l 2 ð0; 1Þ. Let us accept this at the
moment and continue. In view of (7.7) we can estimate the inﬁnite sum from
below by l
R
B jrðu u0Þj
2 dx, and (7.6) follows.
We then continue as in Theorem 2.3: The radial part Ik½u0 is reduced to a
one-dimensional integral, via the transformation u0ðrÞ ¼ fkðrÞw0ðrÞ, with fk
as in (6.4), that is
Ik½u0 ¼ oN
Z 1
0
w
02
0 ðrÞrX
1
1   X
1
k dr;
and then estimated from below by Lemma 7.1, with q ¼ 2N=ðN  2Þ. For
the nonradial part we use the standard Sobolev embedding with critical
exponent and the fact that Xi41. Combining both estimates we conclude the
proof in the case where O is the unit ball. The general case follows as before.
We omit the details.
It remains to justify inequality (7.7). We will do so using (6.24).
More precisely, we will show that there exists a l 2 ð0; 1Þ such that (7.7) is
true for every k;m ¼ 1; 2    : Taking into account that cm5N  1, for
m51, elementary calculations show that it is enough to establish the
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Z
B
jrumj
2 dx5
H2
1 l
 ðN  1Þ
 Z
B
u2m
jxj2
dx
þ
1
4ð1 lÞ
Xk
i¼1
Z
B
u2m
jxj2
X 21   X
2
i dx:
In view of (6.24) it is enough to show that there exists a m5N2
2
such that if l
is deﬁned by
H 2
1 l
 ðN  1Þ ¼ mðN  2 mÞ; ð7:8Þ
then l 2 ð0; 1Þ and in addition
1
4
þ
N  2
2
 m5
1
4ð1 lÞ
: ð7:9Þ
An elementary analysis of (7.8) by quadrature reveals that in order to have
l 2 ð0; 1Þ one should choose a m satisfying N2
2
 ðN  1Þ1=25m5N2
2
. If we
solve (7.8) for l and plug in this value in (7.9), a similar analysis shows that
in order for (7.9) to hold true, we should have
m5N2
2
þ ððN2Þ
2
2
Þð1 ð1þ 4ðN  1ÞðN  2Þ4Þ1=2Þ. It is easy to check that
for any N53 there exist m satisfying both restrictions and the result
follows. ]
Remark. By the same argument as in Lemma 6.2 we can show that (7.5)
is sharp in the sense that X 1þN=ðN2Þkþ1 cannot be replaced by a smaller power
of Xkþ1.
It is now easy to ﬁnd potentials for which (7.2) holds. For instance, we have:
Lemma 7.3. Let D5supx2O jxj. Suppose Vk is such that
Z
O
jVk jN=2 X1
jxj
D
 
  Xkþ1
jxj
D
  1N
dx51:
Then, there exists bk > 0 such that (7.2) holds.
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Z
O
jVk ju2 dx4C
Z
O
juj2N=ðN2Þ
Ykþ1
i¼1
Xi
 !1þN=ðN2Þ
dx
0
@
1
A
ðN2Þ=N
Z
O
jVk jN=2ðX1X2   Xkþ1Þ
1N dx
 2=N
4CIk½u;
and the result follows. ]
Suppose now that we have chosen a potential Vk 2Ak for which (7.2) is
true with bk as its best constant. We ask again whether this can be further
improved. That is, whether there are potentials Wk 2Ak for which the
following holds:
Ik½u5bk
Z
O
Vku2 dxþ bkþ1
Z
O
Wk u2 dx: ð7:10Þ
The situation is now analogous to the one in Section 3. In particular, the
class of potentials Vk for which (7.2) can be further improved is dramatically
reduced.
We will use the same strategy as before. Our ﬁrst step will be to
reformulate the problem by means of a change of variables. As in the
previous section, for D5supx2O jxj we set
uðxÞ ¼ fkðrÞvðxÞ ¼ r
HX1=21
r
D
 
X1=22
r
D
 
  X1=2k
r
D
 
vðxÞ;
r ¼ jxj: ð7:11Þ
Then, there holds (cf. (6.2))
Ik½u ¼
Z
O
jxjðN2ÞX11   X
1
k jrvj
2 dx: ð7:12Þ
We set
rkðxÞ ¼ f
2
kðrÞ ¼ jxj
ðN2ÞX11   X
1
k ;
and we deﬁne the (Hilbert) space W 1;20 ðO; rkÞ as the completion of C
1
0 ðOÞ
under the norm ð
R
O rkv
2 þ
R
O rk jrvj
2 dxÞ1=2. Working as in Section 2 we can
show that ð
R
O rk jrvj
2 dxÞ1=2 is an equivalent norm for W 1;20 ðO; rkÞ. Also, if
u 2 H10 ðOÞ then v ¼ f
1
k u 2 W
1;2
0 ðO; rkÞ.
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equivalent to the following inequality:Z
O
jxjðN2ÞX11   X
1
k jrvj
2 dx5C
Z
O
jxjðN2ÞX11   X
1
k jVk jv
2 dx ð7:13Þ
valid for any v 2 W 1;20 ðO; rkÞ. In particular, we have the analogue of Lemma
3.1.
Lemma 7.4. The best constant of inequalities (1.15) and (7.13) are equal.
Similarly the k-Hardy–Sobolev inequality reads:
Lemma 7.5. Let D5supx2O jxj. Then, there exists c > 0 such that for all
v 2 W 1;20 ðO; rkÞ there holds
Z
O
jxjðN2Þ
Yk
i¼1
Xi
jxj
D
  !1
jrvj2 dx
5c
Z
O
jxjN jvj2N=ðN2Þ
Yk
i¼1
Xi
jxj
D
 
X 1þN=ðN2Þkþ1
jxj
D
 
dx
 !ðN2Þ=N
:
We then deﬁne
Qk½v :¼
R
O jxj
ðN2ÞX11   X
1
k jrvj
2 dxR
O jxj
ðN2ÞX11   X
1
k Vkv
2 dx
;
and
Bk ¼ inf
v2W 1;2
0
ðO;rk ÞR
O
jxjðN2ÞX1
1
X1k Vkv
2 dx>0
Qk½v ¼ inf
v2C1
0
ðOÞR
O
jxjðN2ÞX1
1
X1k Vkv
2 dx>0
Qk½v: ð7:14Þ
Finally, the analogue of Proposition 3.3 is
Proposition 7.6. There holds: bk ¼ Bk.
The proofs of Lemmas 7.4, 7.5 and Proposition 7.6 are practically
the same. The proof is similar in spirit to the proof of Lemma 3.1 but
technically much more involved. We therefore sketch the proof of one of
these:
Proof of Proposition 7.6. The inequality bk5Bk follows easily. We now
sketch the proof of the reverse inequality. Let ve 2 C10 ðOÞ such that
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a1
1   X
ak
k ve 2 H
1
0 ðOÞ, with
05a05H ; 05ai51=2; i ¼ 1;    ; k. We intend to take the limit as
a0 ! H ; a1 ! 1=2;    ; ak ! 1=2, in this order, keeping e ﬁxed. It is
easy to take this limit in the denominator of Rk½ua;e, but one has
to be careful with the numerator. We will work as in the proof of
Theorem 6.1.
A straightforward calculation shows that (we drop the subscript e for
simplicity):
Ik½ua;e ¼ ða20  H
2Þ
Z
O
jxj2a02X2a11   X
2ak
k v
2 dx
þ
Xk
i¼1
a2i 
1
4
 Z
O
jxj2a02X2a1þ21   X
2aiþ2
i X
2aiþ1
iþ1   X
2ak
k v
2 dx
þ
Z
O
jxj2a0X2a11   X
2ak
k jrvj
2 dx
þ 2a0
Xk
i¼1
ai
Z
O
jxj2a02X2a1þ11   X
2aiþ1
i X
2aiþ1
iþ1   X
2ak
k v
2 dx
 2a0
Z
O
jxj2a02X2a11   X
2ak
k vx  rv dx
 2
Xk
i¼1
ai
Z
O
jxj2a02X2a1þ11   X
2aiþ1
i X
2aiþ1
iþ1   X
2ak
k vx  rv dx
þ 2
Xk1
j¼1
Xk
i¼jþ1
aiaj
Z
O
jxj2a02X2a1þ21   X
2ajþ2
j X
2ajþ1þ1
jþ1   X
2aiþ1
i
X2aiþ1iþ1   X
2ak
k v
2 dx: ð7:15Þ
In order to take the limit a0 ! H we will use two identities. Observing that
2ðH  a0Þjxj
2a02 ¼ divðxjxj2a02Þ, an integration by parts yields the ﬁrst
identity
ðH  a0Þ
Z
O
jxj2a02X2a11   X
2ak
k v
2 dx
¼
Xk
i¼1
ai
Z
O
jxj2a02X2a1þ11   X
2aiþ1
i X
2aiþ1
iþ1   X
2ak
k v
2 dx

Z
O
jxj2a02X2a11   X
2ak
k vx  rv dx: ð7:16Þ
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ðH  a0Þ
Z
O
jxj2a02X2a1þ11   X
2aiþ1
i X
2aiþ1
iþ1   X
2ak
k v
2 dx
¼ 
Z
O
jxj2a02X2a1þ11   X
2aiþ1
i X
2aiþ1
iþ1   X
2ak
k vx  rv dx
þ
Xi
j¼1
aj 
1
2
 Z
O
jxj2a02X2a1þ21   X
2ajþ2
j X
2ajþ1þ1
jþ1   X
2aiþ1
i
X2aiþ1iþ1   X
2ak
k v
2 dx
þ
Xk
j¼iþ1
aj
Z
O
jxj2a02X2a1þ21   X
2aiþ2
i X
2aiþ1þ1
iþ1   X
2ajþ1
j
X2ajþ1jþ1   X
2ak
k v
2 dx: ð7:17Þ
We introduce for convenience the following notation:
Ai ¼
Z
O
jxj2a02X2a1þ21   X
2aiþ2
i X
2aiþ1
iþ1   X
2ak
k v
2 dx;
Bi ¼
Z
O
jxj2a02X2a1þ11   X
2aiþ1
i X
2aiþ1
iþ1   X
2ak
k vx  rv dx;
Gji ¼
Z
O
jxj2a02X2a1þ21   X
2ajþ2
j X
2ajþ1þ1
jþ1   X
2aiþ1
i X
2aiþ1
iþ1   X
2ak
k v
2 dx
with Gii ¼ Ai.
We use the two identities to replace the ﬁrst and fourth terms of (7.15).
We then take the limit a0 ! H to obtain
Ik½ua;e ¼ 
Xk
i¼1
aiBi þ
1
2
Xk1
i¼1
Xk
j¼iþ1
ajGij þ
Xk
i¼1
1
2
ai 
1
2
 
Ai
þ
Z
O
jxj2HX2a11   X
2ak
k jrvj
2 dx; ð7:18Þ
where we have set a0 ¼ H in the Ai;Bi;Gij. In order to take the limit
a1 ! 1=2;    ak ! 1=2, we will use successively similar identities.
More precisely, observing that ð2ai þ 1ÞjxjNX1    Xi1X
2aiþ2
i ¼
OPTIMIZING HARDY INEQUALITIES 231divðxjxjNX2aiþ1i Þ; i ¼ 1;    ; k, we get by an integration by parts:
Bi ¼ ai 
1
2
 
Ai þ
Xk
j¼iþ1
aiGij; i ¼ 1; 2 . . . ; k  1; ð7:19Þ
here for each ﬁxed i we have set a0 ¼ H ; a1 ¼    ai1 ¼ 1=2 in the Ai;Bi;Gij.
Then, using (7.19) with i ¼ 1 we can take the limit a1 ! 1=2 in (7.18).
We then use (7.19) with i ¼ 2 to take the limit a2 ! 1=2 and so on.
After taking the limit ak ! 1=2, we see that only the last term in (7.18)
survives
Ik½ua;e !
Z
O
jxjðN2ÞX11   X
1
k jrvej
2 dx: ð7:20Þ
We note that the right-hand side of (7.20) is the numerator of Qk½ve. Hence
we have shown that Rk½ua;e ! Qk½ve as ða0; a1;    akÞ ! ðH ; 1=2;    1=2Þ. We
then complete the proof as in Lemma 3.1. ]
We next deﬁne the local best constant of inequality (7.2) near
zero:
C0k :¼ limr#0
Ck;r; ð7:21Þ
where
Ck;r ¼ inf
v2C1
0
ðBrÞR
Br
jxjðN2ÞX1
1
X1k Vkv
2 dx>0
R
Br
jxjðN2ÞX11   X
1
k jrvj
2 dxR
Br
jxjðN2ÞX11   X
1
k Vkv
2 dx
:
Working as in Proposition 3.4 we establish (we omit the proof):
Proposition 7.7. Suppose Vk 2Ak. Let Bk and C0k be as defined in (7.14)
and (7.21), respectively. If
Bk5C0k ; ð7:22Þ
every bounded in W 1;20 ðO; rkÞ minimizing sequence of (7.14) has a strongly in
W 1;20 ðO; rkÞ convergent subsequence. In particular Bk is achieved by some
v0 2 W
1;2
0 ðO; rkÞ.
From this proposition, and using the same argument as in Proposition
3.6, Theorem B0 follows easily.
A consequence of Theorems A0 and B0 is the following:
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nonpositive, and such that
Z
O
jVk jN=2
Ykþ1
i¼1
Xi
jxj
D
  !1N
dx51: ð7:23Þ
Then, Vk 2Ak, and therefore (7.2) holds, but there is no further improvement
of (7.2) by a nonnegative Wk 2Ak.
Proof. The fact that Vk 2Ak has been shown in Lemma 7.3. To prove
the last statement we will show that C0k ¼ 1. Applying Holder’s inequality
in Br as in Lemma 7.3 and recalling (7.21) we easily ﬁnd that
Ck;r5C
Z
Br
jVk j
N=2
Ykþ1
i¼1
Xi
jxj
D
  !1N
dx
0
@
1
A
2=N
!1 as r ! 0;
and the result follows from Theorem B0. ].
We ﬁnally make some comments on the optimality of the series of
Theorem D. Consider the potential
V ðgÞk ðxÞ ¼
1
jxj2
X 21   X
2
k X
g
kþ1:
An elementary calculation shows that V ðgÞk satisﬁes (7.23) if and only if g > 2.
According to Corollary 7.8, at the k step ðk ¼ 0; 1;   Þ we could add V
ðgÞ
k ðxÞ
with g > 2 (or a less singular at zero potential) but that would force the series
to terminate. On the other hand by Lemma 6.2 we cannot add V ðgÞk ðxÞ with
g52 (or a more singular at zero potential) since we are lead outside the k-
admissible class Ak. Hence, the main singularities (at zero) that the
‘‘improving’’ potentials are allowed to have, are the ones appearing in
Theorem D.
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