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This dissertation is made up of three projects, all of which focus on prediction or uncertainty
quantification with parametric and nonparametric methods.
Chapter 2 introduces novel approaches to generating semiparametric prediction intervals for
linear models. We compare these new methods to other prediction interval methods with simulated
and real-world data. We show our method is competitive with other methods in most cases, and
better in a subset of cases. We provide multiple theorems related to the marginal coverage of
the new methods. We also use these methods to provide estimation for event outcomes in the
sports realm. The results show the effectiveness of our methods in providing asymptotically valid,
semiparametric prediction intervals.
Chapter 3 introduces a new R package that implements multiple state-of-the-art methodologies
to generate prediction intervals for random forests. We compare these methods via simulation. We
also apply a subset of these methods to a drug-discovery data analysis problem.
Chapter 4 introduces multiple monotone restriction methods for random forest predictions. We
compare our methods to other tree-based monotone restriction methods, showing that our method
stays competitive, while guaranteeing partially monotone predictions. We also extend our monotone
restriction methods to generate monotone restricted prediction intervals for random forests.
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CHAPTER 1. GENERAL INTRODUCTION
1.1 Semiparametric Prediction Intervals
In machine learning an overwhelming majority of algorithms emphasize point predictions, while
failing to provide any information related to the uncertainty inherent to a system of interest.
Delivering statistical inference along with point prediction is helpful in describing this uncertainty.
One method of uncertainty quantification involves prediction intervals. While confidence inter-
vals describe regions that contain true parameters with a specified probability, prediction intervals
describe where actual observations will fall. In some cases, the observed response is more important
that an expected response.
In Chapter 2 we introduce a new method for generating prediction intervals in a semiparametric
manner (Conover, 2009) based on an on-line approach to uncertainty quantification. Conformal
prediction (Lei et al., 2018; Vovk, 2002) and bootstrap prediction intervals (Davison and Hinkley,
1997) provide alternative approaches to generating prediction intervals.
We restrict the prediction method to a parametric form, focusing on the use of linear regression
to predict the response of new observations. Statistical inference in linear regression typically
relies on distributional assumptions for a specified model. These distributional assumptions usually
coalesce in the form of a Gauss-Markov model with normal errors (GMMNE). While the introduced
prediction interval methods are motivated by a GMMNE, we generalize assumptions to include a
wider class of models with unspecified error distributions.
We propose a sequential prediction interval, based on the out-of-sample residuals of sequentially
built models, and a D-fold method, based on a cross-validated approach (Khaki and Nettleton,
2020). We prove the asymptotic marginal validity of the sequential prediction interval and the
D-fold prediction interval. Case studies in Section 2.6 and Section 2.7, and simulation studies in
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Section 2.8 explore the finite-sample validity of both methods, as well as a subset of competing
methods.
1.2 piRF : An R package for Constructing Random Forest Prediction Intervals
The semiparametric prediction interval methodology introduced in Section 1.1 generates pre-
diction intervals associated with a parametric model, e.g. a model constrained to some parametric
form. Alternatively, one might wish to use a nonparametric approach to predictions. One widely
used nonparametric prediction method is random forest (Breiman, 2001). Random forest (RF)
methodology is powerful when it comes to point prediction and classification, but due to theo-
retical complexities, the method lacks an inherent method for uncertainty quantification on its
own.
Recently, multiple new methods have been introduced for the purpose of uncertainty quantifica-
tion for random forest predictions. Of interest to us are the following prediction interval methodolo-
gies: out-of-bag intervals (Zhang et al., 2019), boosted random forests (Ghosal and Hooker, 2018),
quantile regression forests (Meinshausen, 2006), bias-corrected quantile regression forests (Tung
et al., 2014), high density interval random forests (Zhu et al., 2019), conformal quantile regres-
sion forests (Romano et al., 2019), and bag-of-observation prediction intervals (Roy and Larocque,
2019). Each of these methods either utilize the inherent traits of the existing RF methodology or
adjust the algorithm in order to leverage other statistical results.
Some of these methods are implemented in standalone, publicly available packages, while others
remain in developer versions, or are not publicly available at all. Chapter 3 introduces a publicly
available R package: Prediction Intervals for Random Forest (piRF). piRF implements each of the
methodologies described in Section 3.4. The piRF package is illustrated in Section 3.5. We compare
the finite-sample performance of each method in Section 3.6 and deliver an application to a drug-
discovery case study in Section 3.7. We ultimately show that each of the methods implemented in
piRF provides a viable alternative for the generation of prediction intervals.
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1.3 Isotonic Regression Forests
While parametric models perform well in many cases, nonparametric methods are more favor-
able to complex relationships between a response and covariates. However, when left unchecked
this flexibility can result in overfitting, which results in decreased performance for out-of-sample
observations. Overfitting may also result in predictions that do not follow intuition related to the
prediction task at hand.
One method to control overfitting and align predictions with assumptions on the prediction
task, both with parametric and nonparametric predictors, is through shape restriction. With
shape restriction the shape of interest generally concerns convexity or monotoncity. With monotone
restriction, isotonic regression has been explored greatly both in the univariate case (Robertson,
1988; de Leeuw et al., 2009) and multivariate case (Sasabuchi et al., 1983). Chapter 4 limits focus
to monotone restriction of random forests, specifically through isotonic regression.
General methods for monotone restriction include monotone regression splines (Ramsay, 1988)
and prediction rule reshaping (Bonakdarpour et al., 2018). Tree-based methods that implement
monotone restriction include monotone Bayesian additive regression trees (mBART) (Chipman
et al., 2016) and Arborist (Seligman, 2015). Both of the tree-based methods implement constraints
at the tree level.
Chapter 4 introduces the isotonic regression forest (iRF), a method combining isotonic regression
and random forests to deliver monotone predictions. iRF constrains predictions at the forest level,
which differs from the restriction methods employed by mBART and Arborist. We also generalize
the iRF to a regularized version (riRF). Section 4.7 compares iRF to RF, Arborist, and mBART
within simulated data scenarios. Section 4.8 compares the same in an application setting.
While the extension of iRF to riRF does not provide monotone restriction, it does provide a
monotone smoothed estimate. Section 4.8.2 compares the performance of riRF to Arborist in an
application related to the National Football League (NFL) where an assumption on the monotone
relationships between covariates and response is not appropriate across the feature space.
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1.4 Organization
The rest of this dissertation is organized in the following manner. Chapter 2 introduces the
sequential and D-fold prediction intervals, compares the new methods to other prediction inter-
val methods through simulation, as well as application to multiple case studies in sport. Chapter
3 illustrates the R package piRF and applies the methodologies implemented therein to a drug
discovery prediction problem. Chapter 4 delivers two monotone-restricted methodologies for ran-
dom forest predictions, compares the new methodologies to current tree-based monotone-restricted
methods, and provides extensions to generate monotone-restricted prediction intervals. Chapter 5
ends the dissertation with a discussion of the relevant results and avenues of future research.
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CHAPTER 2. SEMIPARAMETRIC PREDICTION INTERVALS
A manuscript in preparation
Chancellor Johnstone, Dan Nettleton, Daniel J. Nordman
Department of Statistics, Iowa State University
2.1 Abstract
Traditional prediction intervals are generated through the use of limiting distributional assump-
tions on errors associated within a specified model. To eliminate a majority of these assumptions
in the linear model setting, we introduce two semiparametric prediction interval methods: se-
quential and D-fold. We show that the sequential and D-fold prediction interval methods obtain
asymptotically valid marginal coverage, specifically through consistent estimation of the cumulative
distribution function for the error in a linear model. We explore finite sample performance of the
two new methods through simulation and compare results to those obtained through conformal
prediction. Overall, we find both methods to be competitive with split-conformal prediction, both
in coverage and average prediction interval length. We also find sequential prediction intervals to be
robust to assumption violations in our simulation study. For application, we apply the sequential
and D-fold methods to real-world case studies of multiple sports and extend their use to generating
event probabilities with a specific application to NCAA March Madness.
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2.2 Introduction
The current state of machine learning emphasizes accuracy above all else. However, the point
predictions provided by machine learning algorithms do not provide any information related to
the uncertainty of said predictions or the system of interest. The incorporation of statistical in-
ference into machine learning corrects this shortcoming by providing assessments of uncertainty to
accompany point predictions.
The most widely used statistical prediction method is linear regression. Linear regression not
only provides point predictions but also provides built-in methods for statistical inference based on
distributional assumptions. Traditionally, distributional assumptions on errors in the linear model
include zero-expectation, constant variance, and normality. Together, these assumptions form the
Gauss-Markov model with normal errors (GMMNE).
Even though the GMMNE is robust to assumption violations, we drop these assumptions in
favor of a semiparametric approach to quantifying uncertainty. We specifically use the term “semi-
parametric” because our model for the mean response is parametric while our model for the addi-
tive error is nonparametric. We achieve our semiparametric results by adopting an out-of-sample
approach to generating prediction intervals. Specifically, we estimate the empirical cumulative
distribution function (ECDF) of the error through the use of sequential and D-fold out-of-sample
residual generation.
The use of residuals for interval generation is not a new approach. Specific to linear models,
Jiang and Zhang (2002) introduced prediction intervals based on in-sample residuals, and also
showed their asymptotic validity. While the approach in Jiang and Zhang (2002) is similar to the
methods introduced in this paper, distinct differences exist. First, we use scaled out-of-sample
residuals rather than unscaled in-sample residuals. Second, we use a collection of scaled out-of-
sample residuals generated from model fitting to multiple datasets.
We apply these out-of-sample methodologies to in-season predictions of sporting events based
only on the teams involved and the margin of victory (MOV) for each game, making minimal
assumptions on the distribution of our data. We maintain the semiparametric mindset throughout
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the entirety of the analysis. We provide two theorems showing asymptotic marginal validity of both
the sequential and D-fold prediction interval methods. These results hold throughout a series of
simulations and with real-world application to the National Football League (NFL), English Pre-
mier League (EPL), Women’s National Basketball Association (WNBA), and National Collegiate
Athletic Association (NCAA) men’s and women’s basketball. We limit our in-depth exploration
to prediction through the use of linear models. The empirical performance of these intervals is
competitive in terms of coverage and length with other methods for both real-world and simulated
data.
The rest of the paper is organized in the following manner. In Section 2.3 we provide back-
ground on previous work related to prediction in sports. Section 2.4 describes our methodology
for generating semiparametric prediction intervals, outlines assumptions, and provides theorems re-
lated to asymptotic validity. Section 2.5 provides an in-depth description of competing prediction
interval methodologies. Section 2.6 applies the proposed methodology to multiple seasons of the
competitive leagues mentioned previously and discusses empirical results. In Section 2.8 we explore
finite-sample performance with simulated data similar in structure to the sports setting, as well as
other data generation schemes. Section 2.9 concludes the paper. Proofs of the results are shown in
the Supplementary Materials.
2.3 Prediction in Sports
Data analysis in sports, also known as sports analytics, has grown rapidly since the initial self-
publication of the Bill James Baseball Abstract, which introduced the term “sabremetrics” to the
sports lexicon. Over the last few decades sports analytics has become an integral part of sports like
baseball, basketball, football, and soccer. This is also true for the business side of sports, which
extends to gambling entities and fantasy sports. We are interested in extending existing methods
of prediction in sports to better capture probabilities of specific events, like wins, losses, and point
differences.
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The application of linear models to the ranking of sports teams using MOV was first seen in
Harville (1977). The methodology has since been popularized by Massey (1997). The approach
allows for team effects to be estimated using the difference between the observed point totals at
the conclusion of the game. Harville’s initial model is
yuv = µ+ θu − θv + εuv, (2.1)
where yuv represents the observed MOV between teams u and v (u 6= v), with the the first team at
home and the second away. A positive MOV implies a victory for the home team, while a negative
MOV implies a loss for the home team. Setting aside concerns about estimability for the moment, it
is useful to think of the parameter θu as representing the relative strength of team u across a season,
while µ can be interpreted as a “home court” advantage parameter. To accommodate games played
at a neutral site, µ can be multiplied by an indicator variable that is zero for neutral-site contests
and one otherwise. εuv is the mean-zero error term associated with the observed MOV when team
u plays against team v, with team u at home. The parameter estimates from (2.1) provide a
ranking of all teams in a competition, as well as an estimate of the relative strength of each team.
In the past, the parameters within this model have been estimated under a GMMNE. This allows
for the generation of confidence and prediction intervals based on normal or t-distributed random
variables, further discussed in Section 2.5. While more complicated models for determining team
strength exist, Kvam and Sokol (2006) for one example, we limit our focus to (2.1) for this paper.
Model (2.1) can be written in the form y = Xβ + ε where y and ε are vectors of yuv and εuv
values, respectively, β = (µ, θ1, θ2, . . . , θp−1)
′, and X is the matrix with rows x′uv defined by
xuv = e1 + eu+1 − ev+1, (2.2)
where eu is column u of a p× p identity matrix.
The expected MOV of a game between home team u and and away team v is estimable if there
exists a vector a such that µ + θu − θv = a′Xβ. All differences of the form θu − θv are typically
estimable provided there is no subgroup of teams playing games exclusively amongst themselves in
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isolation from other teams. The parameter θu is not estimable regardless of game schedule. Thus,
θu is only interpretable with respect to its difference with θv for all v 6= u. A least-squares estimate
of θu − θv is given by (eu+1 − ev+1)′β̂, where β̂ = (µ̂, θ̂1, θ̂2, . . . , θ̂p−1)′ is any vector satisfying
X ′Xβ̂ = X ′y, which can be obtained by finding (X ′X)−X ′y for any generalized inverse (X ′X)− of
X ′X. As an arbitrary convention, we choose the solution β̂ with θ̂1 = 0. Thus, the team strengths
estimated under model (2.1) are relative to the strength of team 1. A team with a positive estimated
team strength is stronger than team 1, while a team with a negative estimated team strength is
weaker than team 1.
With valid prediction intervals we can also assign probabilities to a specific outcome for each
competition. This allows for the estimation of win probabilities, ultimately based on the estimated
strength of each team. Determining win probability in sports primarily began with baseball in
Lindsey (1961). Basketball and hockey followed with Stern (1994), Loeffelholz et al. (2009), and
Gramacy et al. (2013). Lock and Nettleton (2014) apply the random forest methodology to deter-
mining play-by-play win probability for National Football League (NFL) games. Soccer outcomes
have been modeled in Hill (1974) and Karlis and Ntzoufras (2008).
With the exception of Lock and Nettleton (2014), these methodologies all use some form of
parametric regression to capture team strengths, offensive and/or defensive capabilities, or other
related effects. We continue the parametric focus by using a linear model framework to estimate
team strengths but make no closed-form distributional assumptions anywhere in the model.
2.4 Out-of-sample Prediction Intervals
We propose two prediction interval methodologies: sequential and D-fold. Although these
methods can be used in more general settings, they are natural for use in an on-line setting. The
on-line setting is one where the size of a dataset used to train a predictive model increases with time.
Without loss of generality, we limit our discussion to data-generating processes that grow over a
set of discrete time periods, as in a sports league, where results of games are added weekly or daily
to a dataset. We also limit most of our analysis to model (2.1), but for generalization purposes this
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section focuses on two other models. The first is associated with the sequential prediction intervals,
and the second with the D-fold prediction intervals.
The sequential prediction interval method uses the model
yik = x
′
ikβ + εik, (2.3)
where yik is the observed response for observation i in period k, xik is the vector of covariates for
observation i from period k, β is the vector of true parameters, and εik is the error associated with
the ith observation from period k. Model (2.3) is equivalent to (2.1) when β = (µ, θ1, θ2, . . . , θp−1)
′
and xik follows the form shown in (2.2), assuming team u plays at home against team v in game i
of period k.
The D-fold prediction interval method uses the model
yid = x
′
idβ + εid, (2.4)
where yid is the observed response for observation i in fold d, xid is the vector of covariates for
observation i from fold d, β is the vector of true parameters and εid is the error associated with the
ith observation from fold d. Model (2.4) is equivalent to (2.3) when each fold d aligns with period
k and D is equal to K.
2.4.1 Out-of-Sample Prediction Intervals
A sequential methodology for variance estimation and interval generation was first introduced in
Williams and Goodman (1971) and Armstrong and Grohman (1972) as rolling origin. The rolling
origin method is widely used to evaluate the generalization performance of time-series models
through the analysis of residuals from future observations. An informative description of this
process is provided in Svetunkov and Petropoulos (2018).
The output from the rolling origin method is a collection of h-step-ahead residuals, which are
residuals associated with observations h periods ahead of the current period. Tashman (2000) points
out that these residuals “form a coherent empirical distribution” and reference Makridakis and
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Winkler (1989) to highlight potential analysis of this distribution. Williams and Goodman (1971)
discuss a one-step-ahead distribution and note the resulting empirical density function resembles
the gamma distribution.
While h-step ahead predictions are of interest in many settings, we limit our focus to one-
step-ahead predictions. One-step-ahead predictions allow for sequential residual generation from a
on-line data-generating process.
2.4.2 Sequential Out-of-sample Prediction Intervals
We now formally develop the sequential out-of-sample prediction interval methodology. We
introduce additional notation below:
• K total number of periods in current training data






• Nk number of observations in all periods up to and including period k
• Xk matrix of observations up to and including period k
• β̂k vector of parameter estimates from model (2.3) estimated using all up to and including
period k
• ŷik = x′ikβ̂k−1
• rik = yik−ŷik√1+x′ik(X′k−1Xk−1)−xik
modified residual for observation i from period k
• F (·) cumulative distribution function of εik from model (2.3), assumed continuous





−xik so that prediction
error variance is constant under a linear model with mean-zero, homoscedastic errors, resulting in
the modified residual rik. We use the collection of modified sequential out-of-sample residuals to









I{rik ≤ r}, (2.5)
where k0 is chosen to be large enough so that x
′
ikβ is estimable for all i = 1, . . . ,mk; k = k0 +
1, . . . ,K. With this estimator defined, we can also define, for any τ ∈ (0, 1), an estimator of the
τ -th quantile of F by
qK,τ = inf{r ∈ R : F̂K(r) ≥ τ} (2.6)
2.4.3 D-fold Prediction Intervals
We also introduce a second method for out-of-sample prediction intervals using a D-fold ap-
proach to generating out-of-sample residuals. Similar methods have been used in conformal pre-
diction settings. Khaki and Nettleton (2020) outline a D-fold prediction interval methodology im-
plemented for a neural network predictor, and explore the method’s finite-sample validity through
simulation. Barber et al. (2019) provide finite-sample results of the CV+ method, discussed in
Section 2.5, but they do not show exact asymptotic validity. Notation for the D-fold method is
shown below:
• D number of folds
• ND ≡ N number of observations in total
• md number of observations in fold d
• N(d) = ND −md number of observations when leaving out fold d
• β̂(d) vector of parameter estimates from model (2.4) estimated when leaving out fold d
• β̂D vector of parameter estimates from model (2.4) estimated with all data
• ŷi(d) = x′idβ̂(d)
• X(d) matrix of observations when leaving out fold d
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modified residual for observation i from fold d










I{ri(d) ≤ r} (2.7)
and
q∗D,τ = inf{r ∈ R : F̂(D)(r) ≥ τ} (2.8)
F̂(D) differs from F̂K in multiple ways. F̂(D) is generated using N residuals, whereas F̂K uses
NK −Nk0 residuals. Additionally, for F̂K we collect and keep residuals generated across different
time periods. For F̂(D) a completely new collection of residuals is generated as new folds and new
data are observed.
2.4.4 Asymptotic Results
The regularity conditions assumed for asymptotic validity of the sequential prediction intervals
are shown below, and are specific to model (2.3):
(A1) yik = x
′
ikβ + εik
(A2) {(xik, εik) : k ≥ 1, i = 1, . . . ,mk }
iid∼ G
(A3) {εik : k ≥ 1, i = 1, . . . ,mk}
iid∼ F , assumed continuous
(A4) E[xikx
′









These regularity conditions are general and stronger than necessary for our current purposes.
They include both the GMM and GMMNE cases. Assumptions (A1), (A2), (A4) and (A5) together
imply consistency of our estimators for β and Σ. (A3) is necessary for convergence of the sequen-
tial ECDF while (A6) is a drop-out condition associated with the consistency of the parameter
estimates. It is important to note that no independence assumptions are made between xik and
εik. Neither of the out-of-sample ECDFs mentioned previously describe the joint distribution of xik
and εik which eliminates any conditional validity results for the out-of-sample prediction intervals.
Additionally, the assumptions above do not preclude us from using different sample sizes mk within
each period k.
We introduce multiple theorems that highlight the asymptotic validity of our methodology.
Proofs for all results are shown in Supplemental Materials.
Theorem 2.1 Let (x, y) be a new random observation such that x ∈ Rp and y ∈ R. Under
assumptions (A1) - (A6) the 100(1−α)% prediction interval generated using the sequential out-of-





ŷ + qK,α/2cK,x, ŷ + qK,1−α/2cK,x






as K →∞ where cK,x =
√
1 + x′(X ′KXK)
−x and ŷ = x′β̂K
Theorem 2.1 identifies the asymptotic marginal validity of the sequential out-of-sample predic-
tion intervals. While it is logical to align mk and K with how the data is observed, we do not
restrict deviations from this. We make no assumptions on the number of observations within each
period k, only that the NK → ∞ as K → ∞. This even allows for an observation-by-observation
sequential residual generation method if demanded by the data-generating process.
The regularity conditions assumed for asymptotic validity of the D-fold prediction intervals are
shown below, and are specific to model (2.4):
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(B1) yid = x
′
idβ + εid
(B2) {(xid, εid) : d ≥ 1, i = 1, . . . ,md }
iid∼ G
(B3) {εid : d ≥ 1, i = 1, . . . ,md}
iid∼ F , assumed continuous
(B4) E[xidx
′




(B6) There exists a subsequence lD ≤ D s.t. lD →∞ as D →∞, NlD →∞, and
NlD
N → 0
Theorem 2.2 Let (x, y) be a new random observation such that x ∈ Rp and y ∈ R. We addi-
tionally assume N(d) ≥ Nl for all d = 1, . . . , D. Under this assumption and assumptions (B1) -
(B6) the 100(1 − α)% prediction interval generated using the D-fold out-of-sample residuals have





ŷ + q∗D,α/2cD,x, ŷ + q
∗
D,1−α/2cD,x






as D →∞ where cD,x =
√
1 + x′(X ′DXD)
−x and ŷ = x′β̂D
Theorem 2.2 identifies the asymptotic marginal validity of the D-fold out-of-sample prediction
intervals. While it intuitively makes sense to set D = K with equal fold size, we place no restrictions
on the value of D. Thus, Theorem 2.2 results in the validity of jackknife residuals, where D = N
(and N(d) = N − 1) . The use of jackknife residuals to generate prediction intervals are shown in
Steinberger and Leeb (2016) to be asymptotically valid under slightly different conditions.
While Theorem 2.2 is specific a growing number of folds, potentially with a constant number
of observations in each fold, one might also be interested in generating residuals using a constant
number of folds as the dataset grows. In this case, we can adjust (B6) to the following:
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(B6b) For any D <∞, min
1≤d≤D
N(d) →∞
Assumption (B6b) sates that we need the smallest number of observations used to fit a model
across all D folds to be large. The slight change allows for a constant number of folds as our dataset
grows, which is more desirable in some cases than the settings described under Theorem 2.2, with
the same result holding.
2.5 Prediction Interval Methodologies
2.5.1 Normality Based Prediction Intervals
Parametric approaches to prediction intervals within a linear model framework usually make
the standard GMMNE assumptions. Then, using a response estimate ŷ associated with a new
observation x and an estimate of the error variance σ̂2, one can generate a 100(1− α)% prediction





1 + x′(X ′X)−x, ŷ + z1−α/2σ̂
√
1 + x′(X ′X)−x
]
(2.9)
While this method is straightforward and computationally efficient, it relies heavily on normality
assumptions. Exchanging the standard normal quantile z1−α/2 for a t−distribution quantile with
n− p degrees of freedom is beneficial for smaller sample sizes.
Other parametric methods use different estimates of σ2. The jackknife, introduced in Quenouille
(1956), provides an estimate of σ2 based on repeated leave-one-out estimation. The jackknife






(ŷ(i) − ȳ)2 (2.10)
where ŷ(i) is the predicted value for yi when the observation pair (xi, yi) is left out of the training
data and ȳ = 1n
∑n
i=1 ŷ(i). With the same normality assumptions used to generate the interval in






1 + x′(X ′X)−x, ŷ + z1−α/2σ̃
√
1 + x′(X ′X)−x
]
(2.11)
Extensions to the jackknife exist including the bias-corrected jackknife (Quenouille, 1956), Tukey’s
jackknife estimator (Tukey, 1958), and the infinitesimal jackknife (Jaeckel, 1972).
2.5.2 Bootstrap Prediction Intervals
The bootstrap, first introduced by Efron et al. (1979), is a technique used primarily when
standard assumptions are invalid, or when a nonparametric approach is desired. These include
situations with small sample sizes, lack of normality, or when complexity leads away from standard
theory.
The original bootstrap prediction interval method described in Davison and Hinkley (1997)
focuses on the repeated resampling of residuals. For each of the B replications a new collection
of residuals rπb is generated, then centered and scaled by appropriate constants. The collection of
residuals generated in each replication is determined by πb, which is a set of indices 1, . . . , n resam-
pled with replacement. Thus, rπb is a collection of resampled residuals. The resampled residuals
are used to generate a bootstrap dataset, and thus, a bootstrap prediction for an observation of
interest.
Once a collection of bootstrap predictions is made, we generate a new set of residuals from the
bootstrap predictions. The quantiles of the newly created residual distribution are used to create
finite-sample valid prediction intervals. The form of the prediction interval for the unobserved
response associated with x is
PIboot(x) =
[





where qbτ is the τ -th quantile of the distribution of bootstrap residuals.
19
2.5.3 Conformal Prediction Intervals
A recent advance in prediction inference comes from Vovk et al. (2005) which introduces confor-
mal prediction. Conformal prediction relies on the assumption of exchangeability and the inversion
of permutation tests for the purpose of generating prediction intervals. These intervals are based
on the ranked conformity scores associated with an augmented dataset. An example of one widely
used conformity score is shown in (2.13).
Ri(y) = |y − ŷi| (2.13)
The augmented dataset includes the original training data Dn as well as a new data pair
(xn+1, y), where y is a candidate value for the unobserved response yn+1. By comparing the
conformity score of the candidate value y to the conformity scores of the training observations,









I{Ri(y) ≤ Rn+1(y)} (2.14)
The p-values generated using (2.14) are valid in the sense that they are uniformly distributed on
the set { 1n+1 , . . . , 1}. Using the p-values for each candidate value y we can generate a conformal
prediction interval for a new x value at a specified level α such that
PIconf (x) = {y ∈ D : (n+ 1)π(y) ≤ d(1− α)(n+ 1)e}, (2.15)
where D is the set of all candidate values for a new observation. For practical purposes this set is
limited to grid of possible points.
Extensions to conformal prediction are made in Lei et al. (2015), specifically with split-conformal
prediction intervals. The attractiveness of the split-conformal procedure comes from the decrease
in computational cost relative to conformal prediction. While conformal prediction necessitates
the repetition of the model building step for all candidate points of a particular prediction point,
split-conformal prediction requires the algorithm be repeated once. Instead of a prediction interval
20
generated by the set of candidate values with a p-value ≥ α, a distribution of conformity scores is
generated from out-of-sample predictions for a second fold of the original data.
Other conformal prediction methods include the jackknife+ and CV+ prediction methods. Con-
servative finite-sample guarantees for conformal, split-conformal, jackknife+, and CV+ prediction

















RCVi is the absolute residual for observation i generated from a prediction method trained
on data where the fold associated with observation i, Sk(i), is left out. The prediction for the




n,α are the bα(n+ 1)cth and d(1−α)(n+
1)eth smallest value of a collection, respectively. The difference lies in the fact that the CV+
method utilizes the quantiles associated with absolute residuals from K different predictors, while
the D-fold method uses all of the data for prediction. Both use a cross-validation approach for
uncertainty generation.
2.6 Prediction Intervals in Sport
An ongoing season in any sports competition lends itself well to the sequential and D-fold
prediction interval methods. We apply these prediction interval methods to multiple leagues and
evaluate performance. For this application we use model (2.1).
2.6.1 Data
The following section describes the application of each prediction interval methodology described
in Section 2.4 to multiple sports datasets. Information for these datasets is shown in Table 2.1. For
most of the leagues included in Table 2.1 our definition of period is well defined. Each team plays
once a week. This is not the case for NCAA basketball, where teams quite often play multiple times
a week. For this reason we arbitrarily partition NCAA basketball men’s and women’s datasets into
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Table 2.1 Summaries of sports datasets
League Season K # Teams k0
National Football League 2010 - 2019 17 32 4
Women’s National Basketball Association 2010 - 2019 34 12 5
English Premier League 2010 - 2019 38 20 4
National College Athletic Association Basketball (Men) 2014 - 2019 30 - 20
National College Athletic Association Basketball (Women) 2019 30 - 20
Australian Football League (Men) 2010 - 2019 23 18 6
thirty periods. Only one season of NCAAW basketball data is included due to the lack of availability
for previous seasons. For the same reason, we lack data for equivalent women’s leagues for the EPL,
and AFL.
While estimability is less of an issue with continuous covariates, in the sports application the
covariates are discrete. In order to make predictions for all upcoming games, we must choose a k0
such that contrast xik associated with game i in period k is estimable, for all i = 1, . . . ,mk; k =
k0, . . . ,K. For some of the sports datasets, in particular the NCAA basketball datasets, the k0
required for estimability of all future game outcomes is large.
2.6.2 Empirical Results
For each of the datasets shown in Table 2.1 we generate 100(1 − α)% prediction intervals for
MOV with α = 0.1 using both the sequntial and D-fold prediction intervals. For the D-fold
method, we delay the generation of prediction intervals by two periods to eliminate estimability
issues associated with the smaller datasets used for residual generation. For the split-conformal we
delay the prediction interval even further to combat estimability issues. The empirical coverages of
each sport by season for the sequential and D-fold methods are shown in Table 2.2 and Table 2.3,
respectively. Results for split-conformal prediction intervals are shown in Table 2.4. We include
empirical coverages at the period level in Supplemental Materials.
Based on Table 2.2 and Table 2.3 coverage results are near-nominal with the sequential and
D-fold prediction intervals. The split-conformal intervals seem to undercover considerably, based
on the results in Table 2.4. The most jarring result is the undercoverage associated with the AFL
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Table 2.2 Yearly Prediction Interval Coverage by League (sequential)
League 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 Overall
NFL 0.948 0.885 0.922 0.933 0.923 0.876 0.933 0.902 0.938 0.907 0.916
WNBA 0.909 0.911 0.942 0.931 0.873 0.880 0.898 0.914 0.920 0.872 0.905
EPL 0.903 0.903 0.932 0.915 0.882 0.903 0.921 0.932 0.885 0.929 0.911
NCAAM - - - - 0.907 0.898 0.912 0.905 0.908 0.908 0.907
NCAAW - - - - - - - - - 0.918 0.918
AFL 0.891 0.831 0.889 0.875 0.882 0.874 0.938 0.889 0.861 0.903 0.883
Table 2.3 Yearly Prediction Interval Coverage by League (D-fold; D = K)
League 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 Overall
NFL 0.916 0.898 0.921 0.909 0.879 0.897 0.915 0.921 0.933 0.878 0.906
WNBA 0.897 0.904 0.887 0.891 0.926 0.876 0.891 0.908 0.891 0.874 0.895
EPL 0.919 0.903 0.916 0.888 0.884 0.906 0.900 0.906 0.878 0.922 0.902
NCAAM - - - - 0.904 0.902 0.918 0.910 0.918 0.921 0.912
NCAAW - - - - - - - - - 0.934 0.934
AFL 0.866 0.873 0.889 0.873 0.922 0.856 0.913 0.944 0.889 0.913 0.894
Table 2.4 Yearly Prediction Interval Coverage by League (split-conformal)
League 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 Overall
NFL 0.878 0.907 0.826 0.875 0.911 0.869 0.897 0.847 0.919 0.830 0.876
WNBA 0.877 0.866 0.898 0.904 0.910 0.811 0.839 0.916 0.897 0.845 0.876
EPL 0.900 0.907 0.900 0.863 0.890 0.903 0.870 0.893 0.847 0.927 0.890
NCAAM - - - - 0.898 0.879 0.875 0.892 0.905 0.902 0.893
NCAAW - - - - - - - - - 0.914 0.914
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Figure 2.1 Prediction interval lengths for each league for sequential, D-fold and split-con-
formal prediction intervals.
for all three methods. The undercoverage in the AFL could be a result of increasing error variances
from one period to the next, which violates (A2) and (A3). The overall undercoverage for the
AFL prediction intervals is less severe with the D-fold intervals. The results of the sequential and
D-fold methods are favorable when compared to the prediction coverage results for split-conformal
prediction intervals shown in Table 2.4. For the comparison of prediction interval methodologies,
interval length is an additional consideration. We report interval lengths for the three prediction
interval methodologies in Figure 2.1.
Each of the methods compared for this case study provide prediction intervals with similar
lengths. Both the sequential and D-fold methods provide better empirical coverage that the split-
conformal method. To further explore prediction interval length we report lengths at the yearly
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Figure 2.2 Prediction interval lengths for each league for sequential, D-fold and split-con-
formal prediction intervals at the yearly level.
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2.7 Win Probability Case Study
In addition to prediction intervals for MOV, we can also generate probability estimates for the
outcome of each game. We extend our prediction interval methodology to win probabilities and
then discuss a case study related to NCAA basketball.
Suppose that using model (2.3) we want to estimate the probability of a home team loss for
new game from period K + 1 such that yiK+1 = x
′
iK+1β + εiK+1. The probability of this event
is equivalent to P (εiK+1 < −ȳ1K+1) where ȳ1K+1 = x′iK+1β. By assumption (A1) we have a
consistent estimator for ȳ1K+1 in ŷ1K+1. We also have a consistent estimator F̂K for the CDF of
εiK+1 using Theorem 2.1. Thus, we can use F̂K to estimate win probability based on the predicted










By Theorem 2.2 we can construct a similar estimate for a new observation not in any of the original










Proof for the consistency of these estimates are shown in Supplementary Materials. Under assump-












where Ft,n−p(x) is the cumulative distribution function of a t-distributed random variable with n−p
degrees of freedom, and σ̂ is an estimate of the standard deviation associated with the distribution
of εiK+1. We use (2.19) in our method comparison in Section 2.7.2.
Centering of the residuals in this case plays a role in the interpretability of our results. While
a prediction of MOV is based on the difference in strength between two teams, an estimate of win
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probability is based on both the MOV prediction and the ECDF. The uncentered ECDF can result
in win probabilities that are counter-intuitive to the relative strengths of each team. We median-
center the residuals to alleviate the lack of interpretability in this application, at the potential cost
of better empirical coverage.
2.7.1 Application to March Madness
We use the sequential and D-fold methods to estimate win probabilities related to NCAA
basketball. Specifically, we simulate the 2020 NCAA men’s and women’s tournaments, better
known as March Madness.
March Madness is a national tournament for men and women’s college basketball involving sixty-
four teams across the country. The teams involved in the tournament are made up of automatic
bids, e.g. conference champions, and at-large bids, e.g. higher ranking teams that did not win their
respective conference championship.
Using regular season data from 2019 for NCAA men’s and women’s basketball we generate
estimates of the underlying error distributions. We then use these estimates to generate win
probabilities for games within each conference tournament and within the national tournament
using (2.17) and (2.18).
We require two additional things to perform this simulation:
1. Collection of teams with an NCAA tournament berth (field)
2. NCAA tournament bracket
We lack the information above because of the cancellation of both the 2020 men’s and women’s
tournament due to COVID-19. The cancellation prevented the completion of conferences tourna-
ments, as well as the release of a final bracket to the public. We explain how we determine these
items within the simulation.
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2.7.1.1 Determining the Field
During the point at which the 2020 NCAA tournaments and conference tournaments were
canceled, there were 19 men’s and 18 women’s automatic births still undecided. To remedy this we
simulate the outcomes of the unfinished conference tournaments. For example, the America East
men’s conference tournament progressed to the championship game, with the three-seeded Hartford
Hawks playing the one-seeded Vermont Catamounts before cancellation. We simulate the result of
this game to determine the conference champion. In contrast, the Southeastern Conference (SEC)
had eleven games remaining in the men’s conference tournament. In this case we simulate all eleven
games in order to determine a champion. Once a champion is crowned for each conference, we then
rank the remaining teams using regular season performance. The top thirty-six teams for men, and
top thirty-two teams for women, are then selected to enter the tournament field.
The additional four at-large bids for the men are due to the First Four system. Existing since
2011, the First Four is a set of play-in games unique to the men’s tournament where the four lowest
ranking at-large bids and four lowest ranking automatic bids compete to make the final field of
sixty-four. Usually, 11-seeds and 16-seeds in the tournament are at stake, with the automatic bids
playing for the 16-seed, and the at-large bids playing for the 11-seed, but this varies year to year.
This is a result of the consistent difference in conference strength between the automatic and at
large bids. We maintain this characteristic in the First Four selection process and then simulate
the results of the four play-in games to determine which four teams make it into the final field of
sixty-four for the men’s tournament.
The regular season ranks and estimated team strengths for the top ten men and women’s
teams are shown in Table 2.5 and Table 2.6 respectively. We provide the additional rankings from
different sources for comparison, including: Associated Press (AP) (Press, 2020), NCAA Evaluation
Tool (NET) (NCAA, 2020), KenPom (KP) (Pomeroy, 2020), Ratings Performance Index (RPI)
(RealTimeRPI, 2020), and College Sports Madness (Madness, 2020).
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Table 2.5 Ranks for top 10 NCAA men’s teams in 2020
Team Estimated Strength Rank AP NET KP
Kansas 25.25 1 1 2 1
Gonzaga 22.79 2 2 1 2
Duke 22.31 3 11 6 5
Michigan State 20.54 4 9 7 7
Baylor 20.44 5 5 5 3
Arizona 19.39 6 - 14 19
San Diego State 18.65 7 6 4 6
West Virginia 18.43 8 24 17 10
Ohio State 18.22 9 19 16 8
Dayton 18.07 10 3 3 4
Table 2.6 Ranks for top 10 NCAA women’s teams in 2020
Team Estimated Strength Rank AP RPI CSM
Connecticut 27.35 1 5 4 3
South Carolina 23.32 2 1 1 1
Stanford 22.54 3 7 6 7
Oregon 22.41 4 2 2 2
Princeton 21.18 5 22 9 20
Oregon State 20.95 6 14 20 17
Louisville 20.95 7 6 7 6
Baylor 20.64 8 3 4 4
Kentucky 20.13 9 16 24 -
Arizona 18.44 10 12 28 16
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2.7.1.2 Determining a Bracket
While we can generate a field for the tournament, the bracket associated with this field is
unknown. We approach the lack of bracket for the men and women’s tournament in two ways, with
(1) a random bracket approach and (2) a subject matter expert approach. The first way generates
brackets based on the end-of-season ranks estimated using model (2.1). The second method uses
projected brackets from subject matter experts.
The random bracket approach is in line with how the bracket is traditionally created, but we
implement simplifications. The NCAA selection committee has many guidelines put in place that
govern their selection process. These guidelines include not only the selection of teams in the
tournament, but also how they are seeded and where each team will play. Because this process can
be convoluted and subjective, we simplify the process by randomly assigning one of each seed to
each region, for a total of sixteen teams in each region.
The second bracket generation approach uses projected brackets from subject matter experts.
These subject matter expert brackets align better with guidelines traditionally used by the selection
committee, but are more subjective than the placement of teams using the random approach.
Using the two distinct bracket generation approaches allows us to generate multiple estimates
of tournament win probability for each team. We are also able to assess the how different brackets
affect a the chances of winning the tournament.
2.7.1.3 Determining a Winner
With the field and bracket set, we move forward with simulating the outcome of each game. To
do this, we fix our estimate of the error distribution, whether that be F̂K or F̂(D), following the end
of the regular season. We can use either of these empirical distribution estimates, so for brevity,
we define our fixed estimated error distribution as F̂ .
Using model (2.1), the simulated winner of a game between home team u and away team v is




corresponds to the away team winning while the converse represents the
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home team winning. With this, as ŷuv increases the threshold value decreases, corresponding to a
decreasing probability of an away team victory. The converse is true as ŷuv decreases.
2.7.1.4 March Madness Simulation Results
We repeat the tournament simulation process M times for both the men and women’s tourna-
ments, using the both the sequential and D-fold estimates of the error distribution. For each team
the estimated probability of winning the entire tournament is,
P (team j wins March Madness) =
# of simulations where team j won tournament
M
(2.20)
The results of the tournament simulation for M = 100000 are shown in Table 2.7 and Table 2.8 for
men and women respectively.
We highlight three men’s teams: Kansas, Gonzaga, and Dayton. Kansas is the highest ranked
team using model (2.1). The AP and KP rankings also rank Kansas first. Gonzaga is the second
strongest team with all ranks except NET, and is a school whose true strength is a topic of consistent
discussion due to the weaker nature of its conference opponents. Dayton, after completing the best
season of the school’s history, were in conversation to win the tournament.
We also highlight three women’s teams: Connecticut, South Carolina, and Princeton. Con-
necticut is a perennial powerhouse, winning the tournament eleven times since 1995 and four times
in a row from 2013 to 2016. South Carolina is the highest ranked team across AP, RPI, and CSM.
Princeton, like Gonzaga for the men’s side, was seen as overrated due to the weakness of their
conference. We see this by looking at the significant difference in rankings across all four sources.
We provide results of the March Madness simulation(s) in Table 2.7 and Table 2.8. Also in
Table 2.7 and Table 2.8 are the simulation results when using the subject matter expert brackets
to simulate the tournament with the ECDF generated using the sequential method.
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Table 2.7 Men’s tournament: percent of simulations team won tournament for all brackets
(top ten teams)
Team Seq D-fold Lunardi Palm Katz
Kansas 25.8% 24.6% 26.2% 24.0% 25.0%
Gonzaga 13.9% 13.3% 14.3% 12.6% 16.4%
Duke 12.1% 11.8% 12.0% 10.8% 12.2%
Michigan State 7.0% 8.2% 11.6% 7.1% 6.6%
Baylor 6.4% 6.4% 5.8% 5.0% 4.7%
Arizona 4.4% 4.7% 4.3% 3.8% 2.6%
San Diego State 3.5% 3.5% 3.3% 3.9% 3.3%
West Virginia 3.2% 3.2% 1.5% 1.6% 1.9%
Ohio State 2.1% 2.1% 2.9% 3.3% 1.3%
Dayton 1.9% 1.9% 2.1% 4.1% 2.8%
Table 2.8 Women’s tournament: percent of simulations team won tournament for all
brackets (top ten teams)
Team Seq D-fold Smith CSM RTRPI
Connecticut 26.5% 26.8% 30.0% 28.3% 29.5%
South Carolina 11.1% 11.3% 11.1% 13.5% 14.1%
Stanford 9.3% 9.3% 10.7% 10.2% 10.0%
Oregon 9.0% 9.1% 9.8% 10.4% 8.4%
Princeton 7.2% 6.8% 6.9% 4.2% 4.4%
Oregon State 6.5% 6.3% 4.3% 4.9% 5.3%
Louisville 6.5% 6.4% 4.6% 5.4% 5.5%
Baylor 5.9% 5.8% 5.7% 5.7% 5.0%
Kentucky 3.3% 3.4% 2.5% 2.7% 3.0%
Arizona 2.0% 2.0% 1.8% 2.0% 1.9%
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2.7.2 Win Probability Calibration
In order to asses the win probability estimates generated using the sequential and D-fold meth-
ods, we compare to previous NCAA basketball seasons, including the shortened 2019-2020 season.
Specifically, we use the regular season to estimate team strengths and error distributions for each
season, then provide win probabilities for post-season play. We limit the comparison to men’s
basketball due to the lack of data for previous NCAA women’s seasons.
Ideally, the estimated probability for an event should reflect its true probability. Thus, one
characteristic important for the comparison of multiple models is the calibration of estimated
probabilities. A perfectly calibrated model is one such that
E[I{A}|p̂A] = pA, (2.21)
where I{A} is an indicator for event A, p̂A is a probability estimate for event A, and pA is the
true even probability for A. In the current case study, calibration relates to win probability. Thus,
within a calibrated model if we inspect each game with an estimated probability of 40% for home
team victory, we should observe a home team victory in 40% of the observed responses. We compare
the calibration of the sequential win probabilities to the win probabilities generated using (2.19)
across six seasons of NCAA men’s basketball in Figure 2.3.
We can see that both the t-distributed and sequential methods provide similarly calibrated
estimates. Visually, we can see that the sequential out-of-sample method performs marginally
better when estimating win probabilities from 35% to 60%. We can compare the calibration for







where p̄b is the average estimated win probability p̂i for all estimates falling in bin b, binned in
increments of 0.05, ȳb is the observed frequency of home team wins for all games with estimated
win probabilities in bin b, and nb is the number of estimates in bin b. With (2.22) we also take into
account the variance of estimates, punishing points near the boundary of the interval (0,1) more
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Figure 2.3 Empirical calibration comparison for t-distributed and sequential out-of-sam-
ple win probability estimates for NCAA men’s basketball for 2014-2015 to
2019-2020 seasons.
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than on the interior of the interval, and punishing bins with fewer observations less than bins with
more observations. For each bin b, we use the variance associated with a binomial model with nb





Table 2.9 shows the mean estimated home win probabilities for each bin, the empirical frequency
of home team wins, as well as the number of observations. Using (2.22), the loss of the sequential
method is 37.0 compared to 39.9 to the t-distributed method. Thus, the sequential method seems
to be more effective on average across the 2014 to 2019 post-seasons when compared to win proba-
bilities generated under assumptions of normality. We also show Q-Q plots in Figure 2.4 to assess
the validity of normality assumptions. We can see potential departures from normality in the tails
of the error distributions, especially with the 2016 and 2018 seasons.
2.8 Simulation Study
To assess the finite-sample performance of the sequential and D-fold prediction intervals, we
utilize a simulation approach. We simulate data similar in structure to the previous sports case
studies discussed in Section 2.6. We also construct several other experiments to assess the robustness
of the of the prediction interval methods introduced to assumption violations. For this simulation
study we assume model (2.1). The data generation process for the sports related simulations is
described below:
• Mean functions:
– m1(xuv) = µ+ θu − θv ( linear )
– m2(xuvk) = µ+ θuk − θvk ( time dependent )
• Distribution of errors:
– εuv
iid∼ N(0, σ2) ( homoscedastic )
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Table 2.9 Calibration comparison for sequential and t-distributed methods
sequential t
Bin Interval p̄ ȳ n p̄ ȳ n
[0.00, 0.05] 0.02 0.00 8 0.02 0.00 8
(0.05, 0.10] 0.08 0.15 13 0.08 0.17 18
(0.10, 0.15] 0.12 0.14 21 0.13 0.14 14
(0.15, 0.20] 0.18 0.13 32 0.18 0.13 40
(0.20, 0.25] 0.22 0.33 55 0.22 0.32 47
(0.25, 0.30] 0.28 0.32 57 0.27 0.30 60
(0.30, 0.35] 0.32 0.35 69 0.33 0.41 68
(0.35, 0.40] 0.38 0.35 65 0.38 0.30 61
(0.40, 0.45] 0.43 0.46 100 0.43 0.47 96
(0.45, 0.50] 0.48 0.47 135 0.47 0.49 136
(0.50, 0.55] 0.53 0.55 137 0.53 0.55 149
(0.55, 0.60] 0.58 0.52 232 0.58 0.50 222
(0.60, 0.65] 0.63 0.64 247 0.63 0.64 255
(0.65, 0.70] 0.67 0.63 288 0.68 0.65 266
(0.70, 0.75] 0.72 0.69 270 0.72 0.68 298
(0.75, 0.80] 0.78 0.73 297 0.77 0.74 325
(0.80, 0.85] 0.82 0.78 283 0.83 0.78 274
(0.85, 0.90] 0.87 0.82 308 0.87 0.83 270
(0.90, 0.95] 0.92 0.92 187 0.92 0.91 196
(0.95, 1.00] 0.97 0.93 143 0.97 0.94 144
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Figure 2.4 Q-Q plots for 2014-2019 NCAA men’s basketball seasons.
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– εuv
iid∼ Cauchy(0, σ2) ( heavy-tailed )
(same distributions used for εuvk)
The first mean function keeps the true strengths associated with each team constant through
the entirety of the season. The second incorporates time dependency for the true strength. Time
dependent team strengths aligns with teams getting better (or worse) from one period to the next.
Potential reasons for difference in strength might be associated with personnel changes due to
trades or injuries, among other things. For m1 the team strengths are drawn independently from
a N(0, 10) distribution. For m2 a team’s strengths for all periods in the season are drawn from a
N(0, σ2ΣK) distribution, where K is the number of periods. We limit the sharpness of the changes
in team strength from one week to the next by using an AR(1) covariance structure for ΣK with
ones along the diagonal and ρ = 0.95 on the off-diagonals. While the true parameters of m2 are
not estimable using model (2.1), we use m2 to test the robustness of the sequential and D-fold
prediction intervals to incorrect model specification. An example of the team strength parameters
generated for each period k is shown in Figure 2.5. In all cases for m2 we set the strength of team
1 to zero across all periods for identifiability purposes.
For the distribution of errors we explore two different distributions, one normally distributed
with finite variance σ2, and one Cauchy distributed with scale σ2. The second distributional
assumption is interesting because the mean and variance associated with a Cauchy random variable
do not exist. We also vary the shape parameter σ2 = 5, 15, 50. To provide a simulation more aligned
with the sports context, we adjust the observed responses so that
yuv = bµ+ θu − θv + εuve, (2.24)
where b·e rounds the inner term to the nearest integer.
Because we are interested in the application of our prediction intervals to multiple teams sports,
we also vary the number of teams, p, competing in the simulated league. For the simulation we
set p = 4, 10, 26, 100, 500. All values of p are even to simplify the data generation process. We also
simulate seasons of length fifty for each experiment, and replicate each experiment thirty times.
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Figure 2.5 Example of randomly generated team strengths when using m2 for four teams
over fifteen weeks.
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Following the data generation step, we perform the same process outlined in Section 2.4 to
generate predictions and prediction intervals for an entire season. While the predictions themselves
are of less interest in this instance, the intervals generated allow for the exploration of finite-sample
properties of the prediction intervals empirically. We compare the coverage and length of the se-
quential and D-fold out-of-sample prediction intervals each of the prediction interval methodologies
discussed in Section 2.5. The coverage results for the constant and time-dependent mean functions
are shown in Figure 2.6.
An immediate result is the propensity for undercoverage when the number of teams is low,
especially for the sequential and split-conformal methods. As the number of teams increases,
undercoverage becomes less of on issue. While increasing the number of covariates does not usually
help empirical coverage, in our case it does, due to the relationship between the number of teams
and the number of residuals generated during each period. The empirical coverage of the sequential
prediction intervals approaches nominal even with a heavy-tailed error distribution.
The coverage performance of the sequential intervals does not degrade when model misppeci-
fication occurs. The same cannot be said for the D-fold and split-conformal prediction intervals,
which undercover considerably even at large sample sizes with m2. The undercoverage present with
m2 is a direct result of assumption violations. For the sequential and D-fold methods m2 violates
(A2) and (B2) respectively. The sequential method seems to be somewhat robust to this violation.
For the split-conformal intervals we violate exchangeability of each observation (xik, yik). Under-
coverage is less prevalent for data generated with Cauchy distributed error. The misspecification of
the model also negatively effects the average length for all interval methods, shown in Supplemen-
tary Materials. Given that m2 is probably a better representation of how a team performs over the
course of an entire season, the use of the sequential method is better suited for sports case study
in general.
Undercoverage is exacerbated due to low sample-sizes present early on with the sequential
method. During the first period of prediction interval generation there are only residuals from a
























































number of teams 4 10 26 100 500
Figure 2.6 Coverage results with constant (top) and time-dependent (bottom) mean func-
tions for all methods.
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Figure 2.7 Period-by-period sequential coverage performance for σ2 = 5.
to estimate the ECDF of the error distribution. For this reason, we also investigate the period-by-
period performance of the sequential intervals. Figure 2.7 shows coverage results for each of the
periods where prediction intervals were generated for σ2 = 5.
We see undercoverage earlier in the prediction interval generation process, but this subsides as
we progress through the dataset. We show similar plots for the split-conformal method across all
levels of σ2 in Supplementary Materials.
The undercoverage early on in the sequential prediction interval generation process can also be
addressed by delaying prediction interval generation. Instead of generating residuals from period k,
and then immediately delivering prediction intervals for period k + 1, we might generate residuals
using periods k to k+2, then provide prediction intervals for period k+3. This strategy is equivalent
to having larger mk for earlier periods by combining multiple periods together early on. While this
does not alleviate the undercoverage for the early periods, it allows us to have better performance
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Figure 2.8 Coverage results for delayed prediction interval generation using sequential
method through period 30.
at later periods. Delayed prediction interval generation is important if we are interested not in
quantifying uncertainty for periods k = k0 + 2, . . . ,K but rather for k = K + 1,K + 2, . . .. We
also show coverage results for the sequential method with delayed prediction interval generation
delayed in Figure 2.8. From Figure 2.8 we can see that undercoverage is reduced drastically as we
delay prediction interval generation, especially for a lower number of teams. The interest in periods
beyond K is the scenario explored in Section 2.7.
Interval length is also important when comparing different prediction interval methods, es-
pecially when each interval meets nominal. We compare the interval lengths for the sequential,
D-fold and split-conformal methods in Figure 2.9 and Figure 2.10 for normally distributed error
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number of teams 4 10 26 100 500
Figure 2.10 Average prediction interval length for Cauchy distributed error.
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With Figure 2.9 we see minimal differences in prediction interval length between the three
methods under the constant team strength model with normal errors. However, we do see some
drastic differences under the time-dependent model. The D-fold method seems to provide the
shortest intervals, while the sequential method has the widest intervals. In this case, interval length
is less informative because we know that the D-fold and split-conformal methods undercover for m2.
Additionally, the D-fold method performs better than split-conformal from a coverage perspective,
while providing intervals of shorter length. For Cauchy distributed error, there seems to be less
difference in average length between the three methods.
2.9 Conclusion
We introduce a novel out-of-sample approach to generating prediction intervals using sequential
residual generation. We also prove the marginal asymptotic coverage for the sequential prediction
intervals and D-fold prediction intervals under mild regularity conditions. We illustrate finite-
sample performance in a simulated setting compared to conformal prediction, with the sequential
method performing robustly in the presence of assumption violations. We apply the new methods
to case studies in sport across football, basketball and soccer, also extending the methodologies to
event probability estimation. The results shown provide evidence for the competitiveness of the
two out-of-sample prediction interval methods in the class of semiparametric prediction intervals.
Knowing that the methodology is motivated by a GMM, there is no reason that we should not
be able to apply this to more sophisticated parametric approaches. For example, with the current
assumptions we can apply this method using a regression spline, or smoothing spline approach.
Extensions to local linear regression or kernel regression might be possible as well. The extension
to out-of-sample residual generation through subsampling is also an attractive avenue of research
to explore in the pursuit of finite-sample marginal validity.
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2.11.1 Proofs of Major Results
2.11.1.1 Proof of Theorem 2.1








I{rik ≤ r} (2.25)
If we can show that the mean-squared-error of this estimator converges to 0, then F̂K(r)
p→ F (r) for a
given r ∈ R. Because F (·) is continuous, this implies sup
x∈R
|F̂K(r)− F (r)|
p→ 0. This result then implies that
F (F̂−1K (α))
p→ α for any α ∈ (0, 1), which is our desired result.
We use the assumptions outlined in Section 2.4.4. We first show one lemma, and prove a second lemma
that are necessary for the proof. These are shown in Lemma 1 and Lemma 2.
Lemma 1 Assume there are two symmetric matrices S and T with equal dimension, with S invertible and
||S − T ||||S−1|| < 12 . Then, T
−1 exists, ||S−1 − T−1|| < 2||T − S||||S−1||2, and ||T−1|| < 2||S−1||.
Lemma 1 allows us to show the existence of the inverse of Σ̂k. By (A4) and the strong law of large
numbers Σ̂k → Σ a.s. as Σ̂k is the sample average of xikx′ik. The almost sure convergence of Σ̂k implies
supk≥l ||Σ̂k − Σ||
p→ 0. Thus, by Lemma 1, when supk≥l ||Σ̂k − Σ|| < 12||Σ−1|| holds, Σ̂
−1
l exists for all k ≥ l
and ||Σ̂−1l || < 2||Σ−1|| for all k ≥ l. Additionally, because Σ is positive definite Σ̂
−1
k → Σ−1 a.s.
Lemma 2 Under assumptions (A1) - (A6) β̂k - β → 0 a.s.




By (A2), (A4) and the strong law of large numbers, ∆k → 0 a.s. By definition β̂k − β = (X ′kXk)−1X ′kyk −
(X ′kXk)
−1X ′kȳk = Σ̂
−1
k ∆k. Because Σ̂
−1
k → Σ−1 a.s. and ∆k → 0 a.s., by the continuous mapping theorem,
β̂k - β → 0 a.s., which completes the proof.
The above results allow for alternative assumptions which we use to prove the validity of the sequential
out-of-sample ECDF. These alternative assumptions are shown below:
(C1) β̂k
p→ β as k →∞
(C2) Σ̂k
p→ Σ as k →∞
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(C3) yik = x
′
ikβ + εik
(C4) {εik : k ≥ 1, i = 1, . . . ,mk}
iid∼ F , assumed continuous
(C5) {xik : k ≥ 1, i = 1, . . . ,mk} are tight
(C6) There exists a subsequence l ≤ K s.t. l→∞ as K →∞ Nl−1 →∞, and Nl−1NK → 0
(C1) and (C2) follow directly from the convergence of β̂k and Σ̂
−1
k to β and Σ respectively. The tightness
of xik follows from the finiteness of Σ, which implies E||xik||2 <∞. Tightness follows by Markov’s inequality.










































































































k−1xik + (β̂k−1 − β)
′xik
)








. Additionally, the decomposition

























Pick and fix δ ∈ (0, 1). Pick and fix ε > 0. There exists positive integers mΣ and mβ satisfying
P (||Σ̂k − Σ|| >
1
2||Σ||
) < δ for all k ≥ mΣ (2.26)
P (||β̂k−1 − β|| > ε) < δ for all k ≥ mβ (2.27)
by assumptions 1 and 2. Also, given δ ∈ (0, 1) we pick and Mδ such that sup
i,k
P (||xik|| > Mδ) < δ. Let r > 0,









−xik + (β̂k−1 − β)′xik
)
We also define events Ak, Bk, and Cik to make our presentation more compact:
Ak ≡ {||β̂k − β|| ≤ ε} (2.28)




Cik ≡ {||xik|| ≤Mδ} (2.30)
Event Bk also implies that Σ̂
−
k exists and ||Σ̂
−
k || ≤ 2||Σ−1|| ≡ CΣ by Lemma 1. We can manipulate these
probabilities to bound each of them above and below.
By (A6) there exists a subsequence lK ∈ k0+1, . . . ,K where lK →∞ as K →∞, Nk →∞ and
NlK
N → 0.
Thus, for l and N large enough so that l ≥ mβ +mΣ from (2.27) and (2.26), we have the following,
P (Ack) < δ (2.31)
P (Bck) < δ (2.32)
for k ≥ l and,
P (Ccik) < δ (2.33)






































+ ||β̂k−1 − β|| ||xik||, Ak, Bk, Cik
)
+ P (ACik) + P (B
C



























i=1 pik ≤ Nl−1. This implies,



























































k−1xik − ||(β̂k−1 − β)||||xik||, Ak, Cik
)







k−1xik − ||(β̂k−1 − β)||||xik||)− P (A
C
ik)− P (CCik)
≥ P (εik ≤ x− ||(β̂k−1 − β)||||xik||)− P (ACik)− P (CCik)
≥ P (εik ≤ x− εMδ)− 2δ
= F (x− εMδ)− 2δ
For k < l we bound pik from below by zero. This implies,
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lim inf E[F̂K(r)] ≥ lim inf
N −Nl−1
N −Nk0
F (x− εMδ)− 2δ




F (x− εMδ)− 2δ ≤ lim inf E[F̂K(r)]
≤ lim sup E[F̂K(r)]















Assumption (C6) states that Nl−1 → ∞ and Nl−1NK → 0. This implies that
Nl−1
N−Nk0
→ 0 and N−Nl−1N−Nk0 → 1.
With this the above bound becomes,
F (x− εMδ)− 2δ ≤ lim inf E[F̂K(r)] ≤ lim sup E[F̂K(r)] ≤ F (x+ εMδ) + 3δ
Because ε > 0 was arbitrary, as ε→ 0,
F (r)− 2δ ≤ lim inf E[F̂K(r)] ≤ lim sup E[F̂K(r)] ≤ F (r) + 3δ
Because δ ∈ (0, 1) was arbitrary, as δ → 0,
F (r) ≤ lim inf E[F̂K(r)] ≤ lim sup E[F̂K(r)] ≤ F (r)










k−1xik + (β̂k−1 − β)
′xik
)
≤ P (εik ≤ x+ (β̂k−1 − β)′xik)
≤ P (εik ≤ x+ ||β̂k−1 − β)||||xik||)
≤ P (εik ≤ x+ ||β̂k−1 − β)||||xik||, Ak, Cik) + P (ACik) + P (CCik)
≤ P (εik ≤ x+ εMδ) + 2δ
= F (x+ εMδ) + 2δ
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||xik||2||Σ̂−k−1|| − ||β̂k−1 − β||||xik||
)



































− 3δ ≤ lim inf E[F̂K(r)]
≤ lim sup E[F̂K(r)]





F (x+ εMδ) + 2δ
By assumption (C6), Nl−1N−Nk0
→ 0 and N−Nl−1N−Nk0 → 1. With this the above bound becomes,
F (x− εMδ)− 3δ ≤ lim inf E[F̂K(r)] ≤ lim sup E[F̂K(r)] ≤ F (x+ εMδ) + 2δ
Because ε > 0 was arbitrary, as ε→ 0,
F (r)− 3δ ≤ lim inf E[F̂K(r)] ≤ lim sup E[F̂K(r)] ≤ F (r) + 2δ
Because δ ∈ (0, 1) was arbitrary, as δ → 0,
F (r) ≤ lim inf E[F̂K(r)] ≤ lim sup E[F̂K(r)] ≤ F (r)
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Now we attempt to bound Var[F̂K(r)]. We know that Var[F̂K(r)] = E[F̂
2
K(r)] − (E[F̂K(r)])2 where
E[F̂ 2K(r)]→ F (r) by the previous proof. So, we need to show E[F̂ 2K(r)]→ F 2(r)
























































P (rik ≤ r, ri′k′ ≤ x)
]
With the above decomposition, we can focus our efforts on bounding E[F̂ 2K(x)]. We do this by applying

















when i 6= i′ in the second sum
above. The first sum is bounded by 1N−Nk0
. We also define multiple new events, similar to those defined in
(2.28), (2.29), (2.30).
Akk′ ≡ {||β̂k − β|| < ε} ∩ {||β̂k′−1 − β|| < ε} (2.34)
Bkk′ ≡ {||Σ̂k − Σ|| <
1
2||Σ−||




Ciki′k′ ≡ {||xik|| ≤Mδ} ∩ {||xi′k′ || ≤Mδ} (2.36)
Similar to before, when k and k′ are greater than l for large l and large N such that l ≥ mβ + mΣ from
(2.27) and (2.26) then, we have the following,
P (Ackk′) < 2δ (2.37)
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P (Bckk′) < 2δ (2.38)
for k, k′ ≥ l and,
P (Cciki′k′) < 2δ (2.39)
for any i, i′, k, and k by our choice of Mδ and the tightness of xik. For r > 0, when k, k
′ ≥ l, we bound from
above,
piki′k′ = P













































( εik − ||β̂k−1 − β||||xik||√
1 + 1Nk−1 ||xik||
2||Σ̂−k−1||
≤ x, εi






( εik − ||β̂k−1 − β||||xik||√
1 + 1Nk−1 ||xik||
2||Σ̂−k−1||
≤ x, εi
′k′ − ||β̂k′−1 − β||||xi′k′ ||√
1 + 1Nk′−1
||xi′k′ ||2||Σ̂−k′−1||
≤ x,Akk′ , Bkk′ , Ciki′k′
)
+ P (ACiki′k′) + P (B
C









































(independence of εik and εi′k′ when i 6= i′ by (C4))
For r > 0, when k, k′ ≥ l, from below,
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piki′k′ = P


























































εik + ||β̂k−1 − β||||xik|| ≤ x, εi′k′ + ||β̂k′−1 − β||||xi′k′ || ≤ x
)
− P (ACiki′k′)− P (CCiki′k′)
≥ P
(
εik + εMδ ≤ x, εi′k′ + εMδ ≤ x
)
− 4δ
≥ P (εik ≤ x− εMδ, εi′k′ ≤ x− εMδ)− 4δ
= F 2(x− εMδ)− 4δ
(for i 6= i′)
The two bounds shown, along the original definition of the out-of-sample ECDF in (2.25) and the variance
decomposition shown above, provide the following inequality,
lim inf











− 4δ ≤ lim inf E[F̂ 2K(r)]
≤ lim sup E[F̂ 2K(r)]
≤ lim sup (N −Nk0)− (N −Nl−1)
2 + (N −Nl−1)
(N −Nk0)2
+
(N −Nk0)2 − (N −Nl−1)
(N −Nk0)2
F 2(x− εMδ) + 6δ




→ 0 and (N−Nl−1)
2−(N−Nl−1)
(N−Nl−1)2 → 1. With
this the above bound becomes,
F 2(x− εMδ)− 4δ ≤ lim inf E[F̂ 2K(x)] ≤ lim sup E[F̂ 2K(x)] ≤ lim supF 2(x+ εMδ) + 6δ
Because ε > 0 was arbitrary, as ε→ 0,
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F 2(x)− 4δ ≤ lim inf E[F̂ 2K(x)] ≤ lim sup E[F̂ 2K(x)] ≤ lim supF 2(x) + 6δ
Because δ ∈ (0, 1) was arbitrary, as δ → 0,
F 2(x) ≤ lim inf E[F̂ 2K(x)] ≤ lim sup E[F̂ 2K(x)] ≤ lim supF 2(x)
We see that the bounds are generated in a similar fashion to bounds for E[F̂K(r)]. With that we show the
bounds on E[F̂ 2K(x)] for r ≤ 0 without detailed proof,
lim inf
(N −Nl−1)2 − (N −Nl−1)
(N −Nk0)2
F 2(x− εMδ)− 6δ ≤ lim inf E[F̂ 2K(r)]
≤ lim supE[F̂ 2K(r)]
≤ lim sup (N −Nk0)− (N −Nl−1)
2 + (N −Nl−1)
(N −Nk0)2
+







+ εMδ) + 4δ








this the above bound becomes,
F 2(x− εMδ)− 6δ ≤ lim inf E[F̂ 2K(x)] ≤ lim sup E[F̂ 2K(x)] ≤ lim supF 2(x+ εMδ) + 4δ
Because ε > 0 was arbitrary, as ε→ 0,
F 2(x)− 6δ ≤ lim inf E[F̂ 2K(x)] ≤ lim sup E[F̂ 2K(x)] ≤ lim supF 2(x) + 4δ
Because δ ∈ (0, 1) was arbitrary, as δ → 0,
F 2(x) ≤ lim inf E[F̂ 2K(x)] ≤ lim sup E[F̂ 2K(x)] ≤ lim supF 2(x)
















Together all of this implies MSE[F̂K(r)] → 0 which implies consistency of F̂K(r) for F (r). By this, for a
fixed ε > 0 and δ ∈ (0, 1) there exists a positive integer m satisfying
P (|F̂K(x)− F (r)| > ε) < δ for all K ≥ m (2.40)
This then implies sup
r∈R
|F̂K(r)− F (r)|
p→ 0 by the continuity of F (·).
2.11.1.2 Proof of Theorem 2.2
With the D-fold prediction intervals, each period we generate a new collection of residuals by
fitting D models. In each model we leave a different fold d of the partitioned training dataset out
to use as a test set. We use the test dataset to create md out-of sample residuals. This is repeated
D times to get residual collection of size N .
Instead of dropping out periods like we do for the previous residual generation method, we
can instead assume that each of the D models generated in the leave-out case already satisfy the
conditions set forth in (2.26) and (2.27). This means that ND, the number of observations with
fold d left out, is greater than or equal Nl−1, where l ≥ max{mβ,mΣ}. We can then bound our
estimate of the ECDF without the “drop-out” characterization used in the sequential out-of-sample
residual proof.








I{ri(d) ≤ x} (2.41)
where ri(d) is the out-of-sample residual for observation i from fold k using the prediction generated












We start in a similar fashion to the original out-of-sample method by bounding the expectation




















































(d)xid + ||β̂(d) − β||||xid||,





































































































The above bound also holds if we instead assume that D is fixed, min
1≤d≤D
N(d) →∞, and min
1≤d≤D
N(d) >














































εik ≤ x− ||β̂(d) − β||||xid||
)







P (εik ≤ x− εMδ)− 2δ
= F (x− εMδ)− 2δ =⇒
lim inf E[F̂(D)(r)] ≥ lim inf F (x− εMδ)− 2δ
So, for r > 0,










For r ≤ 0 we achieve bounds similar to bounds with the previous out-of-sample ECDF proof. We










−3δ ≤ lim inf E[F̂(D)(r)] ≤ lim sup E[F̂(D)(r)] ≤ F (x+εMδ)+2δ
Given that we have proved the convergence of the expectation of the leave-out residual generation
method in a similar fashion as the sequential residual generation method, we do not include a
detailed proof for the convergence of the the second moment of our estimator. The only difference
is that with the leave-out method an assumption on the drop-out terms is not necessary because we
are already assuming that min
1≤d≤D
N(d) is large. With that we can bound E[F̂
2
(D)(r)] in the following
way. For r > 0,
F 2(x−εMδ)2−4δ ≤ lim inf E[F̂ 2(D)(r)] ≤ lim sup E[F̂
2












For r ≤ 0,













The validity of the adjusted ECDF follows as N →∞, then as ε→ 0, and then as δ → 0.
With this method we have not specified any restrictions on D itself, just that min
1≤d≤D
N(d) → ∞.
With that, D can vary from 1 to N or can remain constant as ND → ∞. Additionally, we did
not specify restrictions on mk for any k = 1, . . . , D. With that, we do not need equal values for
each mk. Setting D = N is equivalent to using the jackknife residuals to estimate the cumulative
distribution function of εid.
2.11.1.3 Consistency Proof for Estimated Win Probability
In order to show the consistency of the win probability estimator shown in (2.17), we utilize the
second result of Theorem 2.1, which states that supx∈R |F̂K(r)−F (r)|
p→ 0. We begin by bounding














































By Theorem 2.1, the first part of the bound converges in probability to 0. We know that ŷik
converges in probability to ȳik and that cik converges in probability to one by Lemma 2. By the






p→ 0. Thus, the right-hand
side of bound converges in probability to zero, implying the desired result. A similar proof can be
constructed for a consistent win probability estimate using F̂(D).
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2.11.2 Additional Figures

































Figure 2.11 Coverage results for all sports and years at weekly level with significance level
α = 0.1.
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Figure 2.12 Period-by-period spit-conformal coverage performance for σ2 = 5.
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Figure 2.13 Period-by-period sequential coverage performance for σ2 = 15.
65



























Figure 2.14 Period-by-period spit-conformal coverage performance for σ2 = 15.
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Figure 2.15 Period-by-period sequential coverage performance for σ2 = 50.
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Figure 2.16 Period-by-period spit-conformal coverage performance for σ2 = 50.
68
CHAPTER 3. PIRF: AN R PACKAGE FOR CONSTRUCTING RANDOM
FOREST PREDICTION INTERVALS
A manuscript in preparation
Chancellor Johnstone1, Haozhe Zhang2, Dan Nettleton1
3.1 Abstract
This paper introduces the R package piRF, which implements multiple state-of-the-art method-
ologies for producing prediction intervals for random forests. To the best of our knowledge, no
single currently existing R package provides capability to generate random forest prediction inter-
vals using the seven methods described. piRF is built on the pre-existing R package ranger to
generate each methodology’s prediction intervals. We present an illustration of the piRF package
capabilities. Additionally, we compare the performance of each of the methodologies in terms of
prediction interval coverage and average length using multiple data generation scenarios. We also
include an application of the methods to drug discovery utilizing three datasets obtained from
MoleculeNet.




Since their inception, random forests (Breiman, 2001) have become one of the most widely used
methodologies in machine learning. Applications using random forests (RF) occur in medicine
(Cano et al., 2017), agriculture (Abdel-Rahman et al., 2013), steganography (Veena et al., 2010),
biology (Coleman et al., 2017), communication (Xu et al., 2016), imaging (Jog et al., 2017), engi-
neering (Chun et al., 2020) and sports analytics (Lock and Nettleton, 2014), among others. While
the prediction power of random forests have been repeatedly emphasized, research pertaining to
uncertainty quantification with random forests has only more recently gained popularity.
Multiple R (R Core Team, 2020) packages exist with the purposes of providing the capability to
generate prediction intervals for random forest predictions: randomForest (Liaw et al., 2002), ranger
(Wright and Ziegler, 2015), quantregForest (Meinshausen, 2007), forestError (Lu and Hardin, 2019),
rfinterval (Zhang et al., 2019) and randomForestSRC (Ishwaran et al., 2020). The first four packages
deliver prediction intervals based on quantile regression forests (Meinshausen, 2006). rfinterval
additionally implements out-of-bag, and split-conformal prediction intervals, both outlined in Zhang
et al. (2019).
Our aim with piRF (prediction intervals for Random Forests) is to provide a single environment
for generating multiple types of random forest prediction intervals. piRF implements the methods
mentioned previously as well as all other methods outlined in Section 3.4. We compare each of
these methods via simulation and even show their practicality in a drug discovery case study. From
this, we find that in a practical sense, each method provides a viable alternative for generating
prediction intervals.
In Section 3.3 we provide a review of more general statistical methods. Section 3.4 connects
these general methods to the novel random forest prediction interval methods implemented in
piRF. Section 3.5 describes the implementation of piRF, and how to effectively utilize the package.
Comparisons of the methods implemented in the package is performed using a number of simulated
experiments is shown in Section 3.6. Section 3.7 applies the package to a drug discovery case study.
Section 3.8 concludes the paper.
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3.3 Background
We give background on each of the different statistical methods used for each prediction interval.
These methods include random forests (Breiman, 2001), boosting (Schapire, 1990), infinitesimal
jackknife (Jaeckel, 1972), and conformal prediction (Vovk et al., 2005). We discuss how these
methods are used to generate prediction intervals in Section 3.4.
3.3.1 Random Forests
The classic RF methodology is a tree-based, nonparametric, ensemble prediction method. The
method utilizes bootstrap-aggregation, and randomized variable selection in tree splitting to provide
predictions. The basic method is outlined in Algorithm 1. Detailed explanations of the RF method
are widely available.
Algorithm 1: Random Forest
Input: Data Dn = {(xi, yi) : i = 1, . . . , n}, mtry, node-size, num-trees
Output: random forest prediction model of forest size num-trees
for i : 1 to num-trees do
draw bootstrap sample from Dn;
while ∃ a node with number of observations > node-size do
for all such nodes do
randomly select m-try variables;





Due to the inherent nature of the RF generation process, we can access out-of-sample predic-
tions without partitioning data into training and test sets. Within the RF methodology, these
out-of-sample predictions are called out-of-bag (OOB) predictions. OOB predictions for a partic-
ular training set observation i are generated using only the trees in the forest that do not utilize
observation i in their respective bootstrapped sample. OOB predictions are the driving force be-
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hind the OOB prediction intervals described in Section 3.4.2 (Zhang et al., 2019), as well as the
boosting methods introduced in Section 3.4.5 and Section 3.4.4 (Ghosal and Hooker, 2018; Tung
et al., 2014).
Extensions to random forests–like quantile regression forests (QRFs) (Meinshausen, 2006) and
Bayesian additive regression trees (BART)(Chipman et al., 2010)–have only increased the reach
and importance of the methodology. Additionally, RF provides an avenue for effective kernels
(Davies and Ghahramani, 2014) and weight generation (Lin and Jeon, 2006). QRFs in particular
are relevant for prediction interval generation. Instead of estimating a conditional expectation,
QRFs use the information contained in terminal nodes to estimate the cumulative distribution
function of the response variable, which allows for uncertainty quantification. We further explain
QRFs and their use for uncertainty quantification in Section 3.4.1.
3.3.2 Boosting
The concept of boosting was first formalized in Schapire (1990). The original idea is that
repeatedly refitting a weak learner classification model on the results from a previous model can
yield better performance than using one single, more complicated model. A weak learner in the
classification setting is one that performs at least better than random guessing. For example, for a
classification task with two possible outcomes, a weak learner would, at minimum, have a success
rate higher than 50% if both outcomes were equally likely.
Boosting was extended to the regression setting in Avnimelech and Intrator (1999). Instead
of using information related to misclassifications like in the classification setting, the regression
setting uses information related to model residuals. Specifically, residuals generated from the
observed responses and predictions from weak learners are used.
Friedman (2001) implements a gradient boosting machine (GBM), which utilizes a stage-wise
approach to boosting, and describes it in the context of a gradient descent problem. The predicted
response for x is generated through a sequence of weak learners {ŷ(m)(x)}mi=1, while the sequence
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of weak learners is generated through the use of a loss function L(y, y∗). Consider the data pair
(x, y). The prediction for y can be constructed using the sequence of weak learners such that,
ŷ(m)(x) = ŷ(m−1)(x) + ρbm−1(x) (3.1)
where ρ is the step-size for each iteration, and bm−1 is an adjustment of the previous weak learner,

















gm(x) is often referred to as a pseudoresidual. While ρ is constant in (3.1), it can vary based on
the current iteration.
Algorithms like AdaBoost (Freund and Schapire, 1995), and XGBoost (Chen and Guestrin,
2016) have further extended the effectiveness and importance of boosting in both regression and
classification settings. A naive boosting algorithm for random forests in shown in Algorithm 2.
Algorithm 2: Boosting with Random Forest
Input: Data Dn = {(xi, yi) : i = 1, . . . , n}, mtry, node-size, num-trees, num-boosts
Output: boosted random forest prediction model of forest size num-trees
Use Algorithm 1 to build a random forest with Dn ;
Return: ŷi ≡ ŷ(0)i ∀ i ∈ 1, . . . , n
for j : 1 to num-boosts do
define residuals r
(j−1)
i = yi − ŷ
j−1







use Algorithm 1 with D
(j−1)
n = {(xi, r(j−1)i ) : i = 1, . . . , n} to generate
ŷ
(j−1)
i ∀ i = 1, . . . , n
end
Return: ŷnum−boostsi ∀ i = 1, . . . , n
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Algorithm 2 connects directly to (3.1) because we can alternatively define ρbm−1(xi) = ŷ
(m−1)
i .
Algorithm 2 is naive because we use a fixed number of boosting stages regardless of the aggregation’s
performance. Cross-validation can be used to select the num-boosts parameter that minimizes out-
of-bag loss. We expand more on methods utilizing the boosted random forests in Section 3.4.4 and
Section 3.4.5.
3.3.3 Jackknife and Infinitesimal Jackknife
The jackknife is a method to provide robust estimates of the mean and variance of a function of
a distribution of interest (Quenouille, 1956). In a regression task, given n observations in a dataset,
the jackknife refits a model n times, each time leaving out one of the original n observations. These
n fits yield n estimates of the mean and variance of our function of interest, defined as θ(F ), where
F is the cumulative distribution function associated with our observations {(xi, yi)}ni=1.
Alternatively, we can generate pseudovalues that allow for the same results. We define Tn as
the estimator of θ(F ) using n observations, where Tn is a function of Dn = {(x1, y1), . . . , (xn, yn)}.
When performing the jackknife a leave-one-out approach is used, so we additionally define T
(i)
n−1
as the leave-one-out estimator of θ(F ) with n− 1 out of the original n points used. Thus, T (i)n−1 is
a function of D
(i)
n = {(x1, y1), . . . , (xi−1, yi−1), (xi+1, yi+1), . . . , (xn, yn)}. The pseudovalue for the
i-th observation is
Tn,i = nTn − (n− 1)T (i)n−1, (3.4)
which is used to provide an estimate of the expectation and variance of θ(F ). Both of the methods
mentioned above are valid in defining estimates of expectation and variance for θ(F ).
The infinitesimal jackknife (Jaeckel, 1972) is a generalization of the original jackknife which
utilizes weights on each of the n points in the original dataset, instead of the leave-one-out ap-
proach. The original jackknife is equivalent to assigning a weight of zero to one of the n points and
equal weights on the remaining n − 1 points. With this generalization, Tn becomes a function of
{Dn,Wn} = {(x1, y1), . . . , (xn, yn), w1, . . . , wn} where wi is the weight on observation i.
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Assuming differentiability of T with respect to wi for each i = 1, . . . , n, estimates for the
variance and bias of the estimator Tn are generated using the Taylor expansion of Tn around the
point wi =
1
n − ε where ε is in the interval (0,
1
n). The infinitesimal jackknife estimator of bias and
variance of Tn are shown in (3.5) and (3.6). Additional components for those estimates are shown

























Wager et al. (2014) and Wager and Athey (2018) extend the infinitesimal jackknife procedure
to RF for variance estimation. This extension is further detailed in Section 3.4.4 as it relates to
prediction intervals for boosted random forests.
3.3.4 Conformal Prediction Intervals
Conformal prediction intervals were first introduced in Vovk et al. (2005) as transductive con-
formal inference, with the purpose of quantifying uncertainty in both classification and regression
tasks without closed-form distributional assumptions. The major assumption in conformal predic-
tion is that the data Dn = {(x1, x1)}ni=1 is exchangeable. The observations in Dn are exchangeable
if
(x1, y1), . . . , (xn, yn)
d
= (xπ1 , yπ1), . . . , (xπn , yπn) (3.9)
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for any permutation π of i = 1, . . . , n. Assuming exchangeability of each data pair (xi, yi) in Dn
one can generate conservative, finite-sample valid prediction intervals in a distribution-free manner
through the repeated inverting of the permutation test, (3.10),
H0 : ynew = yc
Ha : ynew 6= yc,
(3.10)
where ynew is the observed response for an incoming observation xnew, and yc is a candidate response
value for this incoming observation. The inversion of the permutation test in (3.10) is equivalent
to refitting the prediction model of interest with an augmented dataset that includes the data pair
(xnew, yc). We can define π(yc) as the p-value associated with the permutation test for candidate









I{Ri(yc) ≤ Rn+1(yc)}, (3.11)
where Ri(yc) is the conformity score for the data pair (xi, yi) as a function of yc. A conformity
score is used to measure how well a particular data point conforms to the rest of the dataset. A
simple, yet effective, conformity score is |yi − ŷi|, which generates symmetric prediction regions.
The conformal prediction region for the response associated with xnew is defined as
Cconf (xnew) = {yc ∈ D : (n+ 1)π(yc) ≤ d(1− α)(n+ 1)e}, (3.12)
where D is the set of candidate values chosen from a finite grid. This approach is computationally
intensive in that an additional prediction model is fit for each yc ∈ D using the augmented dataset
Dycn {(x1, , x1), . . . , (xn, xn), (xnew, yc)}.
An adjusted procedure called split-conformal inference uses the same conformal approach but
eliminates the computational burden that comes with refitting the model for each candidate value.
Under the same assumptions of exchangeability, split-conformal prediction necessitates fitting the
model only once. The training dataset is partitioned into two sets, I1 and I2. Then, instead of
refitting the prediction model for each new candidate value, the model is fit using I1. Predictions for
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each observation in I2 are made using the model fit using I1. Conformity scores are calculated using
the observed response for observations in I2 instead of using a candidate value. A split-conformal
prediction interval for ynew given xnew is generated using the model built from I1 and the collection
of conformity scores built from I2,
Cconf (xnew) = [ŷnew − qR(1−α), ŷnew + q
R
(1−α)], (3.13)
where qR(τ) is the τ -th quantile of the collection of conformity scores generated using I1 and I2.
Conformal prediction has been extended to functional analysis (Lei et al., 2015), cross-conformal
prediction (Barber et al., 2019), and distributional conformal prediction (Chernozhukov et al.,
2019), among others. Section 3.4.7 describes its extension to QRF and the associated prediction
intervals.
3.4 Prediction Intervals for Random Forests
While random forests are an effective method for predictions (and classification), the point
predictions themselves do not provide information on the distribution of the response variable
conditioned on a fixed set of covariates, or marginally. Thus, additional work is required to make
uncertainty quantification possible. We explain seven different RF based methods that allow for
the quantification of uncertainty through prediction intervals.
3.4.1 Quantile Regression Forests
Prediction intervals for random forest were first introduced through the use of quantile regression
forests (QRFs) (Meinshausen, 2006). QRFs are implemented in a similar fashion to a random forest,
but instead of estimating conditional expectation of y given x, the focus is on estimating Fy|x(·, ·),
the conditional cumulative distribution function of y given x. The empirical conditional cumulative

















|{j : xj ∈ Hx,b}|
, (3.15)
where I{A} is an indicator function for event A, andHx,b is the hyperrectangle containing prediction
point x in tree b. Thus, I{xi ∈ Hx,b} is an indicator function for whether or not xi and x reside
in the same hyperrectangle within tree b. The quantile associated with (3.14) is used to generate a
100(1− α)% prediction interval, shown in (3.16) and (3.17) respectively.
qα(x) = inf{t : F̂y|x(x, t) ≥ α} (3.16)
PIquant(1−α)(x) = [qα/2(x), q1−α/2(x)] (3.17)
3.4.2 Out-of-bag Prediction Intervals
Out-of-bag intervals (Zhang et al., 2019) also utilize an ECDF but generate the estimate dif-
ferently. As the name suggests, the method utilizes an estimate of the cumulative distribution
function based on out-of-bag residuals. The out-of-bag residual r(i) for a particular observation
(xi, yi) is
r(i) = yi − ŷ(i), (3.18)
where ŷ(i) is the prediction for yi when aggregating only the trees in the random forest not including
(xi, yi) in their respective bootstrapped sample. An estimate of the cumulative distribution function







I{r(i) ≤ t} (3.19)
qoobα = inf{t ∈ R : F̂ oob(t) ≥ α} (3.20)
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F̂ oob is a consistent estimator of the true error CDF assuming consistency of the RF. Thus, we
can use the quantile function in (3.20) to provide asymptotically valid prediction intervals through
(3.21).
PIoob(1−α)(x) = [ŷ(x)− q
oob
α/2, ŷ(x) + q
oob
1−α/2] (3.21)
3.4.3 Bag-of-observations Prediction Interval
Another random forest prediction interval method uses a bag-of-observations for prediction
(BOP) approach (Roy and Larocque, 2019). To generate intervals using the BOP approach, we
first need to generate a BOP set. The BOP set for x is the collection of observed responses for points
appearing in the same terminal nodes as x within each tree. Specifically, we combine the unique
observed responses from each tree that share the same node as x. The BOP method eliminates the





where Ub(x) as the collection of unique points in the same terminal node as the point x in tree
b. Roy and Larocque (2019) introduce multiple prediction interval generation methods that utilize
the BOP collection for x. These inlclude: classical, quantile, shortest prediction interval (SPI), and
highest density region (HDR). We focus on BOP prediction intervals using the quantile method,
resulting in the 100(1− α)% BOP prediction interval of the form
PIbop(1−α)(x) = [ŷ(x)− q
bop
α/2(x), ŷ(x) + q
bop
1−α/2(x)], (3.23)
where ŷ is the RF prediction for y and qbopτ is the τ -th quantile of the collection BOP (x).
3.4.4 Boosted Random Forest
The boosted random forest (BRF) incorporates boosting into the random forest framework.
Introduced by Ghosal and Hooker (2018), boosted random forests make use of subsampled forests,
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which generate the random forest predictions through subsampling instead of bootstrapping. To-
gether, the subsampled random forest and the boosting stages allow for asymptotically valid pre-

















, k is the number of subsampled observations, T
(0)
i (x) is the prediction
for x from tree i in the first stage and ŷ(0)(x) is the prediction for x in the first stage. For each i,
w
(0)




N and 0 otherwise. With this formulation
the number of trees is a random variable with expectation B instead of being fixed at B.
Following the generation of the subsampled random forest, a second model is fit using (3.25)











ri = yi − ŷ(0)(xi) (3.26)
In this step T
(1)
i (x) is built using a subsampled collection from a training data set augmented with
the newly generated residuals instead of the original response vector. The multi-stage prediction
for a new observation x is then generated using (3.27).
ŷ(x) = ŷ(0)(x) + ŷ(1)(x) (3.27)
Prediction intervals for the BRF method are generated through the use of the infinitesimal
jackknife (Wager and Athey, 2018; Mentch and Hooker, 2016). The subsampling adjustment to
the original random forest algorithm allows for prediction variance estimation and the use of a
















T (0)(x) + T (1)(x)
]
, (3.28)
where Ni is vector indicating whether observation i is in-bag for each tree, and T
(s)(x) is the vector
of tree-predictions for x in stage s. Variants of the BRF exist, which slightly alter the structure
of predictions and prediction variance estimates. By utilizing σ̂2p(x), as well as an estimate of












where Φ(τ) is the τ -th quantile associated with the standard normal distribution. In practice, an
estimate of σ2 should be made using out-of-bag residuals, otherwise prediction intervals generated
using BRF will undercover drastically for low sample sizes.
3.4.5 Bias-corrected Quantile Regression Forest
A second boosting approach implemented in piRF is the bias-corrected quantile regression forest
(BCQRF) (Tung et al., 2014). BCQRF reduces bias present in feature selection step of the tree
building process, as well as the bias present in predictions.
Bias reduction in the feature selection step is performed by using an augmented training dataset.
In the case of BCQRF, the augmented dataset is different than the augmented dataset described
in Section 3.3.4 in that it adds columns, not rows. With BCQRF, the augmented dataset is made
up of the original training data {(yi, xi)}ni=1 and p additional columns with each column Ad for
d = 1, . . . , p such that Ad = {(xπrd,i) : i = 1, . . . , n} where π
r
d is a permutation of i = 1, . . . , n for
feature d and replication r = 1, . . . , R. Then, permutation variable importance (Breiman, 2001) is
generated for each of the original covariates. Permutation variable importance for variable d using










where ŷri is the RF prediction using the augmented dataset in replication r, ŷ
πr∗d
i is the RF prediction
for yi with feature d under permutation π
r
d in replication r, and L(·, ·) is a loss function. The
permutation πr∗d used to generate variable importance for feature d is distinct from the permutation
πrd used to generated the augmented dataset. While variable importance is available for all 2p
covariates in the augmented dataset, we are only interested in the variable importance for the








Using the average of estimated variable importance values across replications for each covariate,
variable weights are generated using (3.32). Alternate weight generation methods can be utilized











The variable importance weights are then used in the random selection of variables in each splitting
step. Instead of uniform random selection of m variables in each split, m variables are selected
with probability equal to each variable’s respective weight θd.
We can further reduce prediction interval length by reducing bias in the prediction stage of the
random forest. Similar to BRF, the prediction debiasing uses a multi-stage process. Beginning
with a set of quantile regression forest predictions we estimate bias using the out-of-bag quantile
predictions for each observation (xi, yi),
b(xi) = q
oob
0.5 (xi)− yi, (3.33)
where qoob0.5 (xi) is an OOB estimate of the median of the conditional distribution of y|x at xi. This
definition is different than the quantile defintion in (3.20), which describes the quantile associated
with the empirical error distribution function. Using the original feature values and the new
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collection of bias values {b(xi)}ni=1 as the response, a second quantile regresson forest is generated.
Similar to to the one-step boosted forests, the second QRF models the bias. Once a model for
the bias has been generated, we can provide a point estimate for the bias of a new observation x,
defined as b̂(x).
The lower and upper quantiles of interest for a new observation x are estimated using the initial
QRF. We utilize equal-tailed intervals, which dictate use of the α/2 and 1− α/2 quantiles. These
quantiles are defined similarly to those shown in (3.16). A debiased prediction interval for y is
generated by combining b̂(x) and the estimated quantiles is
PIbias(1−α)(x) = [qα/2(x)− b̂(x), q1−α/2(x)− b̂(x)]. (3.34)
3.4.6 High Density Interval Regression Forest
Equal-tailed prediction intervals provide a straightforward method for delivering valid intervals.
While these intervals are relatively easy to generate, they do not result in the shortest expected
length with non-symmetric distributions. For this reason, the prediction intervals generated may
be longer than necessary.
Zhu et al. (2019) introduce the high density interval regression forest (HDI), which remedies
excessive prediction interval length. HDI uses the same estimate of the conditional cumulative
distribution function shown in (3.14). Instead of generating prediction intervals using the quantiles
shown in (3.16) interval endpoints are selected by solving
(i∗, j∗) = argmin
i,j




w̃(l)(x) ≥ 1− α,
where y(l) is defined as the l-th smallest observed response value in the training dataset, and
w̃(l)(x) is the random forest weight associated with the l-th smallest observed response value for a
particular x value. w̃(l)(x) is defined similarly to (3.15) but takes into account that multiple copies
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of an observation can exist in a terminal node due to the bootstrapping procedure. The prediction
interval associated with a new observation x then is an interval defined by i∗ and j∗, explicitly
shown in (3.36).
PIhdi(1−α)(x) = [yi∗(x), yj∗(x)] (3.36)
3.4.7 Conformal Quantile Regression Forest
The final random forest prediction interval methodology implements a split-conformal prediction
approach called the conformal quantile regression random forest (CQRF) (Romano et al., 2019).
A CQRF begins in the same way as split-conformal prediction, utilizing a partitition of original
training dataset into two parts, say I1 and I2. Using I1 as training data a QRF is fit. We then
generate conformity scores using the conformity score shown in (3.37),
Ei = min{qα1(xi)− yi, yi − qα2(xi)}, (3.37)
where qτ (x) is quantile estimate defined in (3.16) and α1 + α2 = α. An empirically generated
prediction interval can either undercover or overcover. The conformity score Ei captures both of
these possibilities, and applies correction for them. Ei also does not assume symmetry of the error
distribution. Using the collection of conformity scores E we can generate a prediction interval
PIcqrf1−α (x) = [qα/2 − q
E
1−α, q1−α/2 + q
E
1−α], (3.38)
where qE1−α is the (1− α)(1 + 1|I2|)-th quantile of the collection of scores E.
3.5 piRF Illustration
The piRF package is built using the preexisting ranger package. The flexibility of ranger
allows for each methodology to be implemented with currently existing options. The methods
implemented are shown in Table 3.1. We also identify some of the additional features of each
method’s implementation.
84
Table 3.1 Prediction interval methods currently implemented in piRF
Method Additional Functionality
Quantile regression forests (Meinshausen, 2006) -
Out-of-bag prediction intervals (Zhang et al., 2019) -
One-step boosted forests (Ghosal and Hooker, 2018) multi-step boosting
Bag-of-observation intervals (Roy and Larocque, 2019) calibration
Bias-corrected quantile regression forests (Tung et al., 2014) feature bias reduction
High density interval regression forests (Zhu et al., 2019) -
Conformal quantile regression forest (Romano et al., 2019) -
The rfint() function within piRF delivers both random forest predictions and prediction in-
tervals. The formula input is used to denote the desired model. In contrast to ranger, we do
not utilize a predict function but have inputs for the train and test data within rfint(). To
illustrate the rfint() function with default settings, we utilize the airfoil dataset included in the
piRF package (Brooks et al., 1989):
R> library("piRF")
R> data(airfoil)
R> samp <- sample(1:nrow(airfoil), nrow(airfoil) * .99)
R> train <- airfoil[samp,]
R> test <- airfoil[-samp,]
R> rfint(pressure ~ ., train_data = train, test_data = test)
In this example we use 99% of the data as the training set and the remaining 1% as the test set.









The primary interest of this package is prediction intervals, so the default output includes only
intervals, under the list element int. Predictions are output under the list element preds by
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setting the concise = FALSE within the rfint() function. The objects within the list element int
are labeled with the method name, as shown with the method = "oob" output above. The rfint()
function supports the input of multiple methods using the method option. An example of this is
shown below:
R> res <- rfint(pressure ~ ., train_data = train, test_data = test,
+ method = c("oob", "quantile", "brf"))
The intervals associated with each method are saved in the eponymous objects inside int. There
is currently no functionality within rfint() to handle multiple significance levels simultaneously.
For each of the methods implemented, both two-sided and one-sided intervals can be gener-
ated. The default is to output two-sided intervals., but the option can be changed by setting
interval_type = "lower" or interval_type = "upper". Some of the methods implemented in
piRF have additional parameters that can be adjusted through the rfint() function. These include
the OOB, BRF, BOP, and BCQRF methods. Explantion of these additional parameters follows.
• OOB
– symmetry generates symmetric out-of-bag prediction intervals through the use of abso-
lute residuals
• BRF
– brf_variant BRF variant used for prediction intervals
– brf_num_stages number of boosting stages
– prop subsampling proportion
• BOP
– calibrate calibrate prediction intervals
– bop_method method used for BOP intervals
• BCQRF
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– featureBias address bias in feature selection
– predictionBias address bias in prediction; can be used separately of featureBias
– bcqrf_num_R number of forest replications used in featureBias
– bcqrf_num_trees number of trees in each forest replication
3.6 Simulation Study
3.6.1 Simulated Data Generation Process
To compare the finite-sample performance of the seven methods included in piRF, an experiment
with multiple variables of interest was designed. The variables of interest include: mean function,
variance function, sample size, and feature correlation. Four mean functions were chosen. These
included the functions shown in (3.39). We chose these mean functions based on previous random
forest prediction interval literature.
m1(x) = x1 + x2 (3.39a)
m2(x) = 10 sin(πx1x2) + 20(x3 − 0.5)2 + 10x4 + 5x5 (3.39b)
m3(x) = x1x2 + x3x4 + x5 (3.39c)
m4(x) =

−1.69 x1 ≤ −4.25
2.48 −4.25 < x1 ≤ −1.82
−0.33 −1.82 < x1 ≤ 5.77
−0.47 5.77 < x1 ≤ 7.66
0.92 7.66 < x1 ≤ 8.81
7.68 x1 > 8.81
(3.39d)
Two variance functions were chosen, one heterogeneous, and one homogeneous. The hetero-
geneous variance function is a function of the true mean function value at a given point and the
expection of the mean function, shown in (3.40).
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σ2 is a scale parameter, and mj(x) is the mean response at x for mean function j. A similar
heterogeneous variance structure is used in Zhang et al. (2019). Two error distributions were
selected: ε ∼ N(0, 1) (homoscedastic), and ε ∼ N(0, varmj (y)) (heteroscedastic). Variance plots for
each of the mean functions are shown in Figure 3.1.
Two different distributions were selected for x: x ∼ N(0, Ip), and x ∼ N(0,Σp), where Σp is
a matrix with each diagonal entry equal to one, and each off-diagonal entry equal to ρ. For this
study we use ρ = 0.0, 0.6. We add additional control into the simulation process by using a variance






σ̂2m is the empirical variance of mean function m. For each mean function, the target variance ratio
was 75%. These σ values that result in the target variance ratio are shown in Table 3.6.1.
For the training data sample size we spanned from a small amount of data to large amount
of data with n = 20, 100, 250, 500, 1000, 2000, and 5000. p = 10 is held constant throughout
the entirety of this experiment, so for each mean function there is inherent feature noise. The
settings outlined result in a total of 112 different situations for method comparison. To minimize
computational load as much as possible, the random forest parameters are also held constant
throughout the experiment, and no cross-validation is undertaken to optimize these parameters.
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Figure 3.1 Heterogeneous variance function for all mean functions as a function of x1 with







Table 3.3 Random forest parameter values; held constant through entire simulation
The random forest parameter values chosen for each experiment are the default values for the ranger
function. They are shown in Table 3.3. We use a significance level of α = 0.1 for each interval
generated in the simulation.
3.6.2 Simulation Results
The simulation study was executed for all combinations of the variables of interest identified in
Section 3.6.1 and repeated thirty times for each combination. The marginal coverage and average
interval length were recorded for each replication. We show the overall coverage results in Figure
3.2.
One immediate result is that undercoverage does not seem to be an issue for any of the methods
when generating prediction intervals. In fact, most of the methods seem to provide conservative
prediction intervals, with empirical coverage exceeding the nominal of 90%. The intervals providing
the most conservative intervals as n grows large are those associated with BRF. We believe this
result is due largely to the design of the simulation study, which keeps the number of trees constant
at 500 for all experiments. One of the assumptions required for asymptotic normality of the BRF
predictions is that nB → 0 as n → ∞ and B → ∞. While n increases in the study, B remains
constant which implies in this case that nB → ∞. Thus, asymptotic normality of the predictions
is not guaranteed and the method becomes increasingly conservative. If forests were constructed
with a larger number of trees for BRF, we would see less conservative intervals. We see in Section
3.7.4 that the BRF prediction interval is method is quite competitive in an application setting. The
coverage results for CQRF and OOB are the most promising overall. The interval generated with
these methods reach nominal, and do not provide overly conservative intervals.
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Figure 3.2 Empirical coverage results across all experiments and replications
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It is also interesting to note that the finite-sample coverage performance of each method increases
slightly as the correlation between the covariates increases to ρ = 0.6. This result is by no means
definitive. We also show coverage and average length results specific to the mean function m1 with
constant variance in Figure 3.3 and Figure 3.4. While the coverage results do not change drastically,
we see that intervals associated with m1 are slightly more conservative when compared the overall
results.
In terms of average length, CQRF and OOB intervals have the lowest average length as n grows
large, with OOB providing only slightly shorter intervals. However, the variance associated with
the average length of CQRF intervals is large, suggesting that the partition selected when using the
split-conformal procedure plays a large role in the intervals generated, especially at lower values
of n. It is important to note that due to the conservative nature of some of the interval methods,
comparing average length is less informative, as some of the intervals may be longer than necessary.
3.7 Application to Drug Discovery
The health industry has adjusted rapidly to incorporate many advances of machine learning.
One branch of the health industry is focused on the synthesis of new molecules with the end-goal
of finding one, or many, with beneficial characteristics, in order to create new drugs. This sub-field
is called drug discovery. We explore past literature related to this topic and its new found place in
machine learning application.
3.7.1 Drug Discovery
Drug discovery has become a focal-point for machine learning applications. Instead of synthe-
sizing each molecule of interest, a predictive model is fit using previously synthesized compounds as
the training dataset. Then, characteristics of potential molecules can be assessed without physical
synthesis of the molecules. The physical synthesis of new compounds is costly, both in terms of
money and manpower, so eliminating this step in the drug discovery process has millions of dol-
lars of potential value (Ahlberg, 2017). Models using quantitative structure-property relationships
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Figure 3.3 Coverage for m1 with constant variance and significance level α = 0.1
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Figure 3.4 Average prediction interval length for m1 with constant variance
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(QSAR) have been effective in determining physical properties and biological responses of drugs
(Cherkasov and Muratov, 2014).
Previous work mostly deals with point prediction related to drug discovery, and only recently
has incorporated methods related to uncertainty quantification (Ahlberg, 2017; Alvarsson et al.,
2020). We use the piRF package to extend uncertainty quantification in drug discovery using
random forest prediction interval methods.
3.7.2 Molecular Fingerprinting
Molecular fingerprinting is the practice of embedding structural characteristics of a molecule into
a fixed-length representation, allowing for analysis using machine learning techniques. The growth
of molecular fingerprinting in machine learning has occurred in lock-step with drug discovery, as
better performance in the embedding of molecules results in better performance for drug discovery.
One of the more widely used fingerprinting methods is the Extended-Connectivity FingerPrint
(ECFP) (Rogers and Hahn, 2010). ECFP uses an iterative process that encodes structural features
of a molecule at different levels of aggregation, or diameter. The diameter limits the maximum
number of bonds included in a molecular feature. For example, a diameter of four would limit all
features to a length of four bonds, while a diameter of six would limit features to a length of six.
ECFP with two different diameter values is called ECFP4 and ECFP6 respectively. Additionally,
all features of a lower diameter encoding are included in a any higher diameter encoding. A visual
example of molecular fingerprinting using ECFP is shown in Figure 3.5 (Landrum, 2013).
Figure 3.5 Molecular fingerprinting visual (Landrum, 2013)
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Table 3.4 Descriptions of MoleculeNet physical chemistry regression datasets
Dataset Description Threshold
ESOL log water solubility for common organic molecules (logS) > −2
FreeSolv hydration free energy of small molecules in water (kcal/mol) < −5
Lipophilicity octanol and water log distribution coefficient with pH at 7.4 (logP ) > 1.88
Ideally, the information contained in the fixed-length representations of molecules would allow
for perfect reconstruction of the molecular structure if the embedding process were reversed. Perfect
reconstruction is not usually possible due to loss that occurs in the embedding step. However, the
seq2seq fingerprinting method results in a completely invertible encoding, allowing for near-perfect
reconstruction of each molecule from the fingerprint (Xu et al., 2017).
3.7.3 Data and Background
We use the piRF package to analyze three physical chemistry datasets from the benchmark drug
discovery repository MoleculeNet related to regression tasks: ESOL, FreeSolv and Lipophilicity
(Wu, 2018). The datasets are described in Table 3.4. Each of the datasets shown in Table 3.4
are related to some measure of solubility, an extremely important characteristic for pharmaceutical
drugs. Forty percent of drug discovery pushes are abandoned due to low solubility (Zafar and
Reynisson, 2016).
The ESOL dataset is originally used to estimate aqueous solubility of molecules (or lipophilicity)
through linear regression using nine structural covariates (Delaney, 2004). Lipophilicity is measured
using the partition coefficient between octanol and water (Bergström and Larsson, 2018). ESOL
includes measurements of lipophilicity with water at a pH value of 7.4. While no specific threshold
for the drug discovery task was found, values above -2 logS are identified as soluble (Sorkun et al.,
2019). We use this as a lower threshold for viable drug candidates for the ESOL dataset.
The FreeSolv dataset includes hydration free energy values of molecules based on molecular
dynamics simulations (Mobley and Guthrie, 2014). Lipophilicity and hydration free energy are
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very closely related. The FreeSolv dataset measures hydration free energy in kcal/mol with a
suggested cutoff value of less than -5 kcal/mol.
For the Lipophilicity dataset we use a threshold of 1.88 logP (Xu et al., 2017). The relationships
between the responses of interest are shown in (3.42) and (3.43).
logS = −0.01(Tm − 25)− logP + 0.5 (3.42)
∆Ghyd = −2.303RT logS −∆Gsub (3.43)
R is defined as the gas constant, T is defined as temperature, Tm is defined as melting point, P is the
octanol-water partition coefficient, ∆Gsub is defined as the free energy associated with sublimation,
and ∆Ghyd is defined as the free energy associated with hydration.
Each observation includes a molecular structure designator and the response of interest. The
molecular structure designator is in simplified molecular-input line-entry system (SMILES) format.
SMILES is an agreed upon method for translating the multidimensional structure of a molecule
into a string format. Through molecular fingerprinting using ECFP6 we translate each molecule
from its SMILES format to a fixed dimension covariate vector, allowing for a random forest to be
fit.
3.7.4 Results
We apply each of the RF prediction interval methodologies to the three drug discovery datasets,
generating 90% prediction intervals for observations in a randomly generated test set. We limit the
test set to 10% of each dataset. For our case, the molecular fingerprinting step is executed using
the R package rcdk (Guha and Cherto, 2017), which implements functionality for multiple different
molecular fingerprinting methods. We use the ECFP6 method, generating feature vectors of length
1,024 for each molecule. Additionally, the sample size for the Lipophilicity and FreeSolv datasets
exceed the number of features, which makes for an interesting high-dimensional application. The
results are shown in Table 3.5 and Table 3.6.
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Table 3.5 Comparing prediction interval coverage for drug discovery datasets
Method ESOL FreeSolv Lipophilicity
QRF 0.920 0.969 0.940
OOB 0.876 0.923 0.919
BRF 0.912 0.954 0.964
BOP 0.920 0.938 0.952
BCQRF 1.00 1.00 0.967
HDI 0.938 0.923 0.945
CQRF 0.885 0.923 0.904
Table 3.6 Comparing average prediction interval length for drug discovery datasets
Method ESOL FreeSolv Lipophilicity
QRF 6.62 13.6 3.71
OOB 5.80 11.4 3.34
BRF 5.51 11.1 3.95
BOP 7.57 13.1 4.04
BCQRF 6.61 13.8 3.71
HDI 6.69 11.8 3.73
CQRF 6.18 12.8 3.64
Based on the results shown, undercoverage does not seem to be an issue for these particular
datasets. The OOB and BRF prediction intervals undercover slightly for the ESOL dataset. How-
ever, a majority of the intervals generated are extremely conservative. The conservative nature of
the intervals make comparison of their lengths less informative.
The drug discovery problem in machine learning involves classifying molecules as viable, or not,
for further pharmaceutical development, usually based on some predefined upper or lower threshold.
Thus, it is perhaps more informative to generate one-sided intervals and compare the endpoints to
an identified threshold. The upper one-sided 100(1− α)% interval for a random variable y is such
that
P (y ∈ (−∞, q1−α)) = 1− α, (3.44)
where qτ is the τ -th quantile associated with cumulative distribution function of y. A lower one-
sided 100(1− α)% interval is of the form
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P (y ∈ (qα,∞)) = 1− α. (3.45)
piRF implements the capability to generate one-sided prediction intervals for a subset of methods
in the package: QRF, CQRF, and BOP. We assess the calibration of upper one-sided intervals
generated using out-of-sample observations from all three drug discovery datasets. We do not
compare average prediction interval length in this case due to the one-sided nature of the prediction
intervals. Results for the ESOL dataset are shown in Figure 3.6. Calibration results for the the
FreeSolv and Lipophilicity datsets are shown in Supplemental Materials.
Based on the results shown in Figure 3.6, each of the three methods seems to be generally
well calibrated for the ESOL dataset. The calibrated nature of these methods allows effective
one-sided prediction intervals to be generated regardless of the significance level adopted in the
drug-discovery application. Using one-sided intervals we can also generate a probability of meeting
the pre-specified thresholds for each new observation. We do this by generating a one-sided interval
for each α in a set of candidate significance values Dα = α1, . . . , αm. By generating upper one-sided
intervals we obtain a collection of quantile estimates qU = q1−α1 , . . . , q1−αm through (3.44). Then,
an estimate of the probability of exceeding some threshold is α∗, such that
α∗ =
{
α ∈ Dα : q1−α = T
}
, (3.46)
where T is the predetermined threshold for a variable of interest. In practice, we use some small
tolerance ε > 0 and find an α∗ such that q1−α∗ ∈ (T − ε, T + ε). Using out-of-sample observations
from the ESOL dataset we estimate the probabilities for exceeding the −2 logS threshold using the
QRF, CQRF, and BOP methods. The estimated probabilities are shown in Figure 3.7.
The minimum estimate for each observation is shown with a red point, while the maximum is
shown in green. Additional plots related to threshold probability for the Lipophilicity and FreeSolv
datasets are shown in Supplementary Materials. We also show predicted response values versus the
observed response values for the ESOL test dataset in Figure 3.8.
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Figure 3.6 Calibration of one-sided intervals using ESOL dataset with lower threshold of
-2 logS for multiple prediction interval methods: QRF (top left) CQRF (top
right) BOP (bottom).
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Figure 3.7 Probability estimates for exceeding -2 logS for 100 out-of-sample observations
from ESOL dataset
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Figure 3.8 Predicted versus observed response values for 100 out-of-sample observations
from ESOL dataset: QRF (top left) CQRF (top right) BOP (bottom).
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3.8 Conclusion
We introduced a new R package piRF that implements seven novel methods for delivering
prediction intervals for random forest predictions. We compared these methodologies through
simulation, and then use piRF for an application to drug discovery. Through the simulation and
case studies we find that each of these methods are competitive with each other, and careful
considered is necessary to determine which of them is most effective for each use case. The package
is publicly available on the Comprehensive R Archive Network (CRAN). The developmental version
can be found at https://github.com/chancejohnstone/piRF.
There are multiple needed additions to the piRF. The first necessary change is the implemen-
tation of separate model building and prediction functions. Currently, both model building and
prediction occur within the same function, with test predictions generated through the use of the
test_data option. The deficiency prevents a user from generating test predictions without having
to refit a new RF model. The second change would be the addition of more RF-based prediction
interval methodologies. One omission is the unified prediction interval framework introduced in Lu
and Hardin (2019).
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Figure 3.9 Coverage results for m2: homogeneous variance (left) heterogeneous variance
(right).
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Figure 3.10 Coverage results for m3: homogeneous variance (left) heterogeneous variance
(right).






















































































Figure 3.11 Coverage results for m4: homogeneous variance (left) heterogeneous variance
(right).
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Figure 3.12 Average prediction interval length results for m1: homogeneous variance (left)
heterogeneous variance (right).











































































Figure 3.13 Average prediction interval length results for m2: homogeneous variance (left)
heterogeneous variance (right).
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Figure 3.14 Average prediction interval length results for m3: homogeneous variance (left)
heterogeneous variance (right).
















































































Figure 3.15 Average prediction interval length results for m4: homogeneous variance (left)
heterogeneous variance (right).
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Figure 3.16 Calibration of one-sided intervals using Lipophilicity with lower threshold of
1.88 logP for multiple prediction interval methods: QRF (top left) CQRF
(top right) BOP (bottom).
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Figure 3.17 Calibration of one-sided intervals using FreeSolv with upper threshold of -5
kcal/mol for multiple prediction interval methods: QRF (top left) CQRF (top
right) BOP (bottom).
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Figure 3.18 Predicted versus observed response values for 100 out-of-sample observations
from Lipophilicity dataset: QRF (top left) CQRF (top right) BOP (bottom).
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Figure 3.19 Predicted versus observed response values for 100 out-of-sample observations
from FreeSolv dataset: QRF (top left) CQRF (top right) BOP (bottom).
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Figure 3.20 Probability estimates for exceeding 1.88 logP for 100 out-of-sample observa-
tions from Lipophilicity
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Figure 3.21 Probability estimates for exceeding -5 kcal/mol for 100 out-of-sample obser-
vations from FreeSolv
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CHAPTER 4. ISOTONIC REGRESSION FORESTS
A manuscript in preparation
Chancellor Johnstone, Dan Nettleton
Department of Statistics, Iowa State University
4.1 Abstract
Random forest (RF) is an effective nonparametric prediction methodology. However, RF pre-
dictions might not align with real-world intuition associated with the prediction problem at hand.
To correct this, we introduce the isotonic regression forest (iRF), which utilizes intuition to adjust
RF predictions and improve out-of-sample performance when compared to RF predictions. We
specifically focus on predictions constrained by partial monotonicity, where the expected response
is monotonic with respect to a subset of covariates. We provide consistency results for iRF based
on assumptions related to the underlying mean function and the consistency of the unconstrained
RF. We also show the competitiveness of iRF, and a regularized version (riRF), with respect to
current monotone-restricted tree-based methods with both simulated, and real-world data. We
extend the iRF methodology to the generation of asymptotically valid prediction intervals, and




Introduced in Breiman (2001), the random forest (RF) is an ensemble method which combines
tree-based predictions, usually from either regression trees or decision trees. The importance and
prevalence of the random forest method in machine learning tasks cannot be overstated, with
applications to an extremely broad variety of disciplines.
While there is no need to specify a parametric form for a RF, this added flexibility in prediction
can result in overfitting, which negatively affects the out-of-sample performance of the method. Ad-
ditionally, RF predictions might not align with intuition about the prediction task at hand. Shape
constraints have received attention as a method for mitigating both overfitting and prediction sur-
face assumption violations. One oft-used example of shape restriction concerns the housing market.
Intuition suggests a monotone relationship between house price and the number of bedrooms, e.g.
the expected sale price of a house with three bedrooms should exceed the expected sale price of
a house with two bedrooms, all else held equal. RF predictions may typically align with intuitive
shape-based assumptions, but compliance is violated in some instances.
While a monotone assumption may be appropriate for some univariate function, the same
assumption may not hold for all covariates within a multivariate function. To continue the house
price example, if the expected sale price of a house is a function of both the number of bedrooms
and the age of the house, a monotone restriction on both of these covariates is inappropriate if,
for a given number of bedrooms, the expected sale price is not a monotone function of age. This
situation is one of partial monotonicity. A partially monotone function is one where, for each
covariate in a subset of covariates, the function is monotone with respect to the covariate, with all
other covariates held constant. A formal definition is offered in Section 4.4.
In this paper we focus on RF methodology and the implementation of partially monotone
restrictions. The end-goal is to improve out-of-sample prediction performance when the real-world
situation from which a dataset arises is governed by a partially monotone relationship. We provide
predictions that abide by partially monotone constraints with respect to a subset of covariates
through an isotonic regression forest (iRF). We also extend the iRF method to a regularized version
118
(riRF). Through simulation and data analysis we show that iRF remains competitive with other
tree-based methods and adheres to partial monotonicity. Without loss of generality we restrict our
attention to partially monotone increasing functions.
In Section 4.4 we provide background on the RF methodology and isotonic regression. We
also introduce iRF and riRF. Section 4.5 provides asymptotic results for iRF. Section 4.6 outlines
alternate monotonically constrained tree-based methods. We develop and execute a simulation
study in Section 4.7 and follow with real-world data analysis in Section 4.8. These sections compare
the iRF and riRF methods to the competing methods described in Section 4.6. In Section 4.9 we
extend our iRF methodology to be used in combination with the RF out-of-bag prediction interval
methodology described in Zhang et al. (2019). We conclude with a discussion in Section 4.10.
4.3 Monotone Restriction
Monotonicity constraints have been widely discussed in literature. The brunt of monotone
restriction research focuses on isotonic regression (Barlow, 1972; Robertson, 1988). We discuss iso-
tonic regression further in Section 4.6. Extensions have been made to include monotonic regression
splines (Ramsay, 1988), penalized monotonicity constraints (Meyer, 2012; Tibshirani et al., 2011),
and order restricted neural networks (Daniels and Velikova, 2010). General isotonic frameworks
for the correction of predictors are introduced in Bonakdarpour et al. (2018) and Westling et al.
(2020).
Monotone restriction has also been explored with respect to tree-based approaches. Ben-David
(1995) presents a total-ambiguity score for tree-based predictors that balances the non-monotonicity
of a tree with its overall performance. González et al. (2015) use the total-ambiguity score to im-
plement a monotonicity ensemble pruning mechanism, pruning trees with higher non-monotoncity
from the forest. Arborist (Seligman, 2015) implements monotone constraints for RF regression at
the split-level, preventing non-monotone splits with a specified probability. These tree-based shape
restriction methods improve out-of-sample performance for monotone functions, but they do not
guarantee monotonicity.
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Tree-based methods that guarantee monotonicity of predictions have also been introduced.
XGBoost (Chen et al., 2015) implements split-level constraints, and passes constraint information
down subsequent splits. Bonakdarpour et al. (2018) introduces prediction rule reshaping (PRR),
a general isotonic correction method and provides more specific algorithms related to the RF
methodology. Bartley et al. (2016) and Bartley et al. (2019) provide monotone restriction algorithms
for classification that focus on the adjustment of RF weights (Lin and Jeon, 2006). Chipman
et al. (2016) introduces mBART, which incorporates a Bayesian approach to monotone constraints
through a sum-of-trees method. We elaborate on Arborist, PRR and mBART in Section 4.6.
4.4 Monotone Constraints for Random Forest
Our iRF method constrains RF predictions at the forest level. To our knowledge, this is the
first paper to utilize partially monotone constraints at the forest level for tree-based methods. The
forest-level constraints result in an estimate of a partially monotone function that also follows
partial monotoncity. A partially monotone function is a generalized form of an isotone function.
Let ps and pt be nonnegative integers. Let p = ps + pt. Let S ⊆ Rps and T ⊆ Rpt . Define
X = S × T ⊆ Rp, and let x = (s, t) be an element of X . Suppose t1, t2 ∈ T such that each
element of t1 is less than or equal to the corresponding element of t2. Then we write t1 4 t2. If
x1 = (s1, t1) ∈ X and x2 = (s2, t2) ∈ X such that s1 = s2 and t1 4 t2, then we write x1 4T x2. We
define a partially monotone function in Definition 4.1.
Definition 4.1 (Partially Monotone Function) A function f : X → R is partially monotone
if x1 4T x2 =⇒ f(x1) ≤ f(x2) ∀ x1, x2 ∈ X
For a monotone function g, there is a total ordering; for any two points x1, x2 ∈ X , one dominates,
or is dominated by the other. With a partially monotone function there is not necessarily a total
ordering because no partial ordering 4T exists between two points x1, x2 when s1 6= s2. Thus, there
is no information about the relationship between f(x1) and f(x2). A partially monotone function
is isotone if p = pt.
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We combine two methodologies to produce an iRF: regression forests and isotonic regression.
We explain these methods and then follow with the introduction of the iRF.
4.4.1 Random Forest
Random forest methodology can be broken up into two distinct paradigms: regression and
classification. Random forest classification utilizes an ensemble of decision trees, while random
forest regression uses regression trees. In this paper we focus on the use of the latter. Typically,
three parameters are chosen a priori to govern the forest generating process: m, node size, and
number of trees.
m is the number of variables selected randomly from the p total variables for split consideration.
node size governs when a node is considered for a split. If node size is equal to h, then any node
with h or fewer observations is not considered for a split. number of trees defines how many trees
are generated for aggregation into the forest. Consider a dataset Dn = {(xi, yi) : i = 1, . . . , n},
where xi ∈ X and yi ∈ R ∀ i = 1, . . . , n. Given Dn and specified m and node size, we generate a
single regression tree using the following steps:
1. Generate a bootstrap sample from Dn and begin with all sampled observations in a single
node.
2. For every node with greater than node size observations, randomly select m of p variables
and split the node into two nodes according to the “best” split among m available variables.
3. Return to step 2 and continue splitting until each node has no more than node size observa-
tions.
For a new observation x, a prediction is generated using each tree. The tree predictions are
combined to deliver one single prediction for x.
Due to the bootstrap procedure within the RF algorithm, not every observation is used within
a tree. Combining predictions from trees that do not include the i-th training observation (xi, yi)
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generate an out-of-sample prediction for the i-th observation. Within the RF context, these pre-
dictions are called out-of-bag (OOB) predictions. OOB predictions are useful for assessing the
generalized performance of a RF and in selecting good values for m, node size, and number of trees.
While the described procedure is effective, advances in RF-based methods have been constant
since the introduction of RF. Advances include quantile regression forests (Meinshausen, 2006),
generalized random forests (Athey et al., 2019), transformation forests (Hothorn and Zeileis, 2017),
and case-specific random forests (Xu et al., 2016), among others.
Theoretical guarantees are difficult to obtain for the RF methodology. Some of theoretical
difficulties are highlighted in Biau et al. (2008). Consistency results for the RF are shown in
Scornet et al. (2015) for subsampled forests. Scornet (2016) introduced a connection between the
RF methodology and kernel-based methods (KeRF), which has proven to be a useful theoretical
tool. Mentch and Hooker (2016) and Wager and Athey (2018) provide central limit theorem results
for subsampled forests. Because these results are not closely related to the topic of this paper, we
provide minimal discussion related to them and assume consistency of the RF predictor moving
forward.
4.4.2 Isotonic Regression
In order to constrain RF predictions to be partially monotone, we utilize isotonic regression.
Isotonic regression is a well-studied case of shape-restricted regression. See Brunk et al. (1972) and
Robertson (1988) for a comprehensive introduction to the topic and de Leeuw et al. (2009) for a
hearty review of its variants and extensions.
Classical isotonic regression (IR) applies a monotone restriction on g : {x1, . . . , xn} → R under
simple ordering where x1 ≤ ... ≤ xn =⇒ f(x1) ≤ . . . ≤ f(xn). We can generate an isotone version











s.t. f : {x1, . . . , xn} → R and f(x1) ≤ ... ≤ f(xn)









∀ x ∈ {x1, . . . , xn}, (4.2)
where Nn([α, β]) is the cardinality of {x1, . . . , xn} ∩ [α, β].
The solution to both (4.1) and (4.2) in the univariate case can be achieved by using the pool-
adjacent violators algorithm (PAVA) (Robertson, 1988). Sasabuchi et al. (1983) generalizes IR to
the multivariate case. A discussion on the algorithmic complexity for IR of different dimensions and
order restrictions can be found in Stout (2015) and Kyng et al. (2015). We are not attempting to
extend current methods in IR. Our aim is to merge the IR and RF frameworks to deliver partially
monotone predictions.
Consider performing isotonic regression on observations from the model
yi = g(xi) + εi, (4.3)
where g is a partially monotone function, yi is the observed response associated with xi, and εi is a
mean-zero random error term associated with xi. Natural questions arise regarding the convergence
properties of isotonic regression. Consistency of isotonic regression is shown in Hanson et al. (1973)
and Brunk (1970) with the former extending the result to bivariate isotonic regression. Robertson
(1988) provides results associated with the smoothing of any vector g through isotonic regression.
Anevski and Pastukhov (2018) extends these results to show consistency of the isotone version
of any consistent predictor where the underlying mean function is also isotone. We utilize these
results to show asymptotic properties of iRF in Section 4.5.
4.4.3 Isotonic Regression Forest
We now introduce the isotonic regression forest (iRF). The iRF algorithm has two steps:
1. Fit an unconstrained RF.
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2. Apply monotone restrictions to the unconstrained RF.
For brevity, we drop “unconstrained” and refer to the unconstrained RF as RF. The constraints
required to ensure partial monotonicity are generated by the unique feature splits that occur across
all the trees within the forest. We then apply isotonic regression using the newly generated partial
monotonicty constraints and a specific prediction surface. We introduce three functions required
to describe the iRF below:
• g : X = S × T → R partially monotone mean function E(y) = g(x) as in Definition 4.1 and
model (4.3)
• ĝ(·) RF estimate g
• g̃(·) iRF estimate of g
We begin by fixing s for a given prediction point x = (s, t). By fixing s, we reduce the partially
monotone function g to an isotone function gs, where gs(t) = g(x). We also have an analagous RF
estimator ĝs(t).
Each tree within a RF partitions the feature space into a set of hyperrectangles, with each
observation belonging to one, and only one, of these hyperrectangles. When the trees are aggregated
to create the forest, a finer partition of the feature space is generated. With s fixed this also creates
a partition of the feature space T over which g is isotone. We use H to denote the partition of the
feature space T . We can describe the hyperrectangles in H by using the unique splits made with
constrained features across the entire forest. A hyperrectangle in H, say hj , can be described as
hj =
{












k is the value of the l-th order statistic of the unique splits for feature k, denoted as the set
uk, and jk is the k-th element of j = (j1, . . . , jpt), a vector of order statistic indices. It is important
to note that we include −∞ and ∞ in uk for k = 1, . . . , pt. Because of this, jk = 1, . . . ,mk + 1
where mk is the number of finite splits in the set uk.
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Figure 4.1 Comparison of H (left) and H̃ (right) generated for fixed toy forest with t1 and
t2 monotone.
While we can construct each hyperrectangle in H using unique splits, the partition H does
not necessarily contain a hyperrectangle for every combination of neighboring unique splits. In
order to make the task of constraint generation easier, we generate an even finer partition than
H that is explicitly constructed by each combination of adjacent unique splits, defined as H̃. A
hyperrectangle in H̃, say h̃j , can be described as
h̃j =
{










Each hyperrectangle in H̃ is identified by its lowest ranked split indices. For example, if a






2 , and u
(4)
2 , we label this hyperrectangle
h̃(2,3). We reduce notational difficulties by defining h̃j as the hyperrectangle with lowest ranked
split index vector j = (j1, . . . , jpt), h̃t as the hyperrectangle that contains t, and jt as the vector of
order statistic indices associated with h̃t. In Figure 4.1 we highlight potential differences between
H and H̃ on a small forest with two features with which g is monotonically constrained. Unique
splits for t1 occur at 100, 125, and 200. Unique splits for t2 occur at 300, 350, 400, and 450.
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Figure 4.2 Neighborhoods for h̃(2,3) (gray): upper neighborhood (left), lower neighborhood
(right).
We define Ñj as the neighborhood of h̃j . Ñj is the set of hyperrectangles that contain points
which explicitly constrain points in h̃j . Because each h̃j is constructed using the unique splits for
each feature, the neighborhood of h̃j is the set of hyperrectangles that share with it exactly 2
pt−1
vertices. If we were to use H instead of H̃ the neighborhood construction of each hyperrectangle
would be much less straightforward as neighborhoods would not would not be limited to only
hyperrectangles sharing 2pt−1 vertices. We define Ñ+j as the set {h̃j′ ∈ Ñi : j 4 j′}, called the
upper neighborhood. We equivalently define a lower neighborhood, N−j , as the set {h̃j′ ∈ Ñj : j′ 4 j}.
We also define Ñ+t and Ñ
−
t as the upper and lower neighborhoods of h̃t respectively. Examples of
Ñ−j and Ñ
+
j using the same forest from Figure 4.1 are shown in Figure 4.2.
We use the upper neighborhoods Ñ+j for each h̃j ∈ H̃ to generate the constraints necessary for






s.t. f : {x1, . . . , xn} → R and f(t) ≤ f(t′) ∀ h̃j ∈ Ñ+t , t ∈ T̃ ,
126
where T̃ is a collection of points such that a single point is contained within each h̃j ∈ H̃. In
practice we can select the center of each h̃j ∈ H̃ to construct T̃ . When a hyperrectangle is defined
by a split value u
(jk)
k that is equal to −∞ or ∞ for a feature k, then we force the k-th index of the
point chosen in h̃j to be −∞ or ∞ respectively. For fixed s, the isotone prediction at x = (s, t) is
g̃s(t





′)I{t′ ∈ h̃t}, (4.7)
where I{B} is an indicator function for event B. The constraints corresponding to upper neigh-
borhood of h̃(2,3) shown in Figure 4.2 are described by the system of equations
f(t̃(2,4))− f(t̃(2,3)) ≥ 0
f(t̃(3,3))− f(t̃(2,3)) ≥ 0,
(4.8)
where t̃(j,j′) is any element of h̃(j,j′). The entire set of constraints for (4.6) can be described by
some Af(t̃) ≥ 0, where A is a matrix of zeroes, ones, and negative ones, and f(t̃) is a vector of
function values. In the case where pt is equal to two, f(t̃) takes the form
f(t̃) = (f(t̃(1,1), . . . , f(t̃(m1+1,m2+1)))
′ (4.9)
Due to the binary nature of splits within a RF, for any split that occurs within feature k, hyperrect-









Additionally, as previously stated, we include −∞ and ∞ in the set uk. Thus, we will always have
one more interval than split for each feature k, which necessitates constraints for hyperrectangles
associated with the mk + 1 order statistic of uk. The A matrix associated with the forest shown in
Figure 4.2 is
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−1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
−1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −1 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1
(4.10)
For (4.6) there always exists an optimal solution. In the extreme case, when ĝs is isotone in the
wrong direction, e.g. monotone decreasing when we assume monotone increasing, g̃s is constant.
When ĝs is already isotone, g̃s = ĝs. As a result of using H̃ to generate monotone predictions, the
construction of (4.6) results in a known number of objective function values and constraints for
each RF, regardless of where splits occur. The number of objective function values is equal to the















Thus, the size of the optimization problem for each prediction is directly related to both the number
of monotonically constrained features as well as the number of unique splits of those features.
4.4.4 Regularized Isotonic Regression Forest
We also extend the iRF to a regularized version: regularized isotonic regression forest (riRF).
riRF is similar in nature to the monotone restriction methods of Meyer (2012) and Tibshirani et al.
(2011), which utilize a penalization parameter that discourages all monotone violations equally.
Instead of penalizing violations, riRF constrains only points within a specific region of centered on








s.t. f : {x1, . . . , xn} → R and f(t∗) ≤ f(t′) ∀ h̃j ∈ Ñ+t∗ , t
∗ ∈ T̃`q(t),
where H̃`q(t) is the `q-region for x, and T̃`q(t) is a collection of points such that a single point is
contained within each h̃j ∈ H̃`q(t). An `q-region for t is defined by a pair of parameters (`, q). `
concerns the volume of the constraint region, while q defines the norm used for the shape of H̃`q(t)






We attach a specific norm to each constraint region because there are many potential regions that
result in cardinality ratio `. Figure 4.3 shows two-dimensional representations for four different
`q-regions. The first three `q-regions shown in Figure 4.3 (top left, top right, and bottom left) are
constructed using three specific norms: || · ||1, || · ||2 and || · ||∞, respectively. The last constraint
region (bottom right) is not constructed with a norm, so we label it as the `-region.
The `-region is constructed using the same ratio of the total unique splits for each feature.
Suppose we have the forest shown in Figure 4.3, with thirty-one unique splits for t1 and twenty-one
unique splits for t2. H̃ then is generated by a 30 × 20 grid of hyperrectangles. Suppose further that
` = 0.3. Then, the constraint region is constructed such that we utilize
√
30% ≈ 54% of the total
unique splits for each feature, centered on the prediction point of interest. For the example, using
54% of the unique splits for each feature, rounding down to the nearest integer, results in sixteen
splits for t1 and eleven splits for t2. Using the appropriate unique splits centered on a prediction
point, say t = (0.5, 10.5), we generate the `-region shown in the bottom right of Figure 4.3. For
this paper we limit ourselves to the use of the `-region.
A result of using an `q-region (or `-region) instead of H̃ to generate constraints is that predictions
do not necessarily follow monotonicity across T . Thus, riRF acts as a smoother towards partial
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Figure 4.3 Examples of two-dimensional `q-regions of prediction point t = (0.5, 10.5) and
` = 0.3 using artificially constructed splits: `1 (top left) `2 (top right) `∞
(bottom left) ` (bottom right).
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monotonicity, in the same fashion as Arborist. By construction of the `q-region, riRF balances
between the RF and iRF prediction surfaces. As ` approaches zero, the riRF fit approaches the
RF fit. As ` approaches one, the riRF fit approaches the iRF fit.
4.4.5 Tree-Isotonic Regression Forest
Multiple tree-based monotone-restricted methods mentioned previously focus on implementing
constraints at the tree level. While iRF provides monotone restrictions at the forest level, the same
restrictions can be made at the tree level. Thus, we introduce the tree-isotonic regression forest
(tree-iRF). For iRF, we provide forest predictions and then implement monotone restrictions. With
tree-iRF, we apply monotone constraints to each tree prediction and then aggregate. The change
in methodology required for tree-iRF still results in partially monotone predictions, because we
aggregate monotone trees. Performing the monotone-restricted optimization problem within each
tree is similar to the PRR-EX and PRR-OC methods proposed in Bonakdarpour et al. (2018).
For both iRF and tree-iRF monotone restrictions are placed on predictions associated with a
partition built using unique splits. The partition constructed at the forest level, H̃, is different
than the partition(s) constructed for each tree. Obviously, the number of unique splits in each
tree is smaller than the number of unique splits in the forest. Thus, the optimization problem at
the tree level is smaller than at the forest level, both in the number of decision variables and the
number of constraints. However, this optimization problem must be reconstructed and resolved for
each tree, as opposed to once for each prediction when constraints are implemented at the forest
level. We explore the performance of tree-iRF minimally in this paper, but introduce it for future
consideration.
4.5 Asymptotic Results for Isotonic Regression Forest
The consistency of isotonic regression in the univariate case is shown in Hanson et al. (1973)
under some regularity conditions:




F+(v) = 0 and
∫∞
0 s d|F
+(v)| <∞, where F+(v) = sup
x∈A
P (|y − g(x)| > v).
(A4) {x1, . . . , xn} is dense in A.
With iRF we deal not with observations (xi, yi) but with predictions of expected responses (xi, ĝ(xi)).
Instead of (A1)-(A4), we make alternative assumptions:
(B1) g is continuous and partially monotone.
(B2) ĝ(x)
p→ g(x) ∀x ∈ X and yi = g(xi) + εi.
While the consistency of an isotonic estimator relies on assumptions (A1) - (A4), we only rely on
consistency of the base RF estimator ĝ(x). (B2) implies that ĝs(t) is consistent for gs(t) where gs is
an isotone function. Thus, the isotone version of ĝs(t) is also consistent for gs(t). This follows from
results in Robertson (1988) and Anevski and Pastukhov (2018). Together, (B1) and (B2) result in
consistency of the partially monotone estimator g̃(x) when g is partially monotone, formalized in
Theorem 4.1.
Theorem 4.1 Let g be a partially monotone function. Under assumptions (B1) and (B2), the
partially monotone estimator g̃ is consistent for g, i.e,
g̃(x)
p→ g(x) ∀x ∈ X
Theorem 4.1 provides a consistency guarantee for the iRF based on consistency assumptions of the
RF and an underlying partially monotone function. This result holds for the riRF as well. We
provide an additional proof for the consistency of iRF for partially monontone functions with a
single monotone dimension in Supplementary Materials.
4.6 Competing Monotone Tree-Based Methods
In this section we describe three existing tree-based methods that implement monotone restric-
tions: monotone Bayesian additive regression trees (mBART), prediction rule reshaping (PRR),
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and Arborist. We then compare these methods to the iRF, and riRF methods in Section 4.7 and
Section 4.8.
4.6.1 Monotone Bayesian Additive Regression Trees
Introduced in Chipman et al. (2010), the Bayesian additive regression trees (BART) method-
ology is a sum-of-trees methodology that implements a Bayesian approach to the tree building
process. The effect of each individual tree is regularized to prevent large individual tree effects.
Additionally, there is no bootstrap procedure involved in the tree generation process.




g(xi, Tj ,Mj) + εi, (4.13)
where εi ∼ N(0, σ2), m is the number of trees, Tj is structure of tree j, and Mj is the collection of
terminal node values for tree j. g(xi;Tj ,Mj) is the function that assigns a prediction for yi as a












To adjust the original BART method to mBART, constraints are made on the conditional prior for






× I{(Tj ,Mj) ∈ C}, (4.15)
where C is the collection of (Tj ,Mj) ∈ (T,M) such that g(x, T,M) is monotone for all x ∈ X ,
and µij is the value associated with terminal node i in tree j. The prior shown in (4.15) results in
zero prior probability for (Tj ,Mj) that do not follow monotonicity in X . π(µij |Tj) is distributed
N(µµ, σ
2
µ) with µµ and σ
2
µ chosen so that mµµ − k
√
mσ2µ = y(1) and mµµ + k
√
mσ2µ = y(n), where
y(l) is the l-th order statistic of the response vector y = y1, . . . , yn, and k is a preselected parameter.
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The prior on Tj , π(Tj), is made up of three components which determine depth of the tree,
the selection of the split variable at each node, and the selection of the split value. The latter two
both have a uniform prior over the potential options. The prior probability of a node at depth d
splitting is determined by the probability mass function
π(s = 1|d) = α(1 + d)−β; α ∈ (0, 1), β ∈ (0,∞), (4.16)
where s = 1 for a split and zero otherwise.
The developmental version of mBART is available at https://bitbucket.org/remcc/mbart. It is
important to note that the current implementation of mBART does not allow for partial mono-
tonicity. Thus, we cannot compare on equal footing mBART to iRF without assuming complete
monotonicity for our prediction surface.
4.6.2 Prediction Rule Reshaping
Bonakdarpour et al. (2018) introduces multiple PRR methods: black-box, overconstrained, and
exact. The black-box method is a general method for generating monotone predictions through
rearrangement (Chernozhukov et al., 2009) and is of less interest to us. The latter methods (PRR-
OC, PRR-EX) are specific to RFs and deliver monotone predictions through the adjustment of
terminal node values in each tree. It is important to note that PRR-OC and PRR-EX utilize
repeated constrained optimization. Thus, within each tree, at each node splitting on a constrained
feature, a new constrained optimization problem is constructed and solved.
For PRR-OC, we begin with an unconstrained tree and a node splitting on a constrained feature.
From the current node, two subtrees are generated: a left subtree, and a right subtree. The terminal
node values in the left subtree are defined as l = (l1, . . . , lnl). The terminal node values in the right
subtree are defined equivalently as r = (r1, . . . , rnr). The node values are labeled in such a way
that l1 ≤ . . . ≤ lnl and r1 ≤ . . . ≤ rnr . Then, for each node splitting on a constrained covariate, an
optimization is performed by constraining the nodes of the left subtree with respect to the nodes






(li − l̃i)2 +
nr∑
i=1
(ri − r̃i)2 (4.17)
s.t l̃1 ≤ . . . ≤ l̃nl ≤ r̃1 ≤ . . . ≤ r̃nr .
(4.17) reduces to a minimax problem where each l̃i = max(c, li) and r̃i = min(c, ri) for some c.
This estimator is overconstrained because constraints are generated for each pairwise combination
between (li, ri′) for i = 1, . . . , nl, and i
′ = 1, . . . , nr.
PRR-EX reduces the number of constraints necessary to enforce monotonicity by utilizing the
tree structure itself, limiting constraints to those involving adjacent terminal nodes. The full tree
for the current node is used to generate constraints, as opposed to generating constraints using all





(µ̃l − µ̂l)2 (4.18)
s.t µ̃i ≤ µ̃j ∀ (i, j) ∈ E,
where µ̂l is the value for terminal node l in the current subtree, and E is the set of monotone
constraints such that an edge (i, j) ∈ E implies that µ̃i ≤ µ̃j for the constrained predictor µ̃.
4.6.3 Arborist
The Arborist framework is an adjustment of the RF methodology. It is implemented in R with
the Rborist package (Seligman, 2015). In order to enforce monotonicity, the method utilizes con-
straints on the tree generating process. Specifically, Arborist uses an adjusted splitting procedure
that accepts non-monotone splits with a pre-specified probability, chosen through the regMono pa-
rameter. For example, a particular feature with a regMono value of 1 prevents non-monotone splits
with probability 1.
It has been shown that the split constraints implemented in the Arborist framework do not
guarantee monotone predictions (Bartley et al., 2019). A potential solution to enforce monotonicty
is to implement a post-split pass to check constraints across all splits in a tree, but this check is
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not implemented in the most recent version of Rborist. Due to the lack of partial monotonicity
guarantees with split-constraints, Arborist is slightly different that the iRF, mBART and PRR
methods described and aligns more with the riRF methodology as a method for smoothing towards
partial monotonicity.
4.7 Simulation Study
We compare the finite-sample performance of the methods discussed through a simulation study.
The simulation study is made up of the following data generation process:
• mean functions: m1(x) = 100
√
x1 + 50 sin(30x2), m2(x) = 10x1 sin(πx2)
• variance ratio: 10%, 25%, 50%, 75%
The first mean function is a two-dimensional function that is monotone with respect to x1. The
second mean function is a two dimensional function monotone with respect to x1. m2 explores
performance with interactions between monotone and non-monotone covariates. Surface plots for
the two mean functions used are shown in Figure 4.4. While sin(πx2) is negative for any x2 ∈
{(k, k + 1) : k mod 2 = 1}, the support of each covariate is in the interval (0,1), eliminating
changes in monotonicity depending on the value of x2.
Because we explore multiple mean functions we opt to use variance ratio (VR) as a driver for
the error variance ε. The variance ratio is similar to the signal-to-noise ratio described in Roy and





For each mean function different variance ratio values correspond to different standard deviations for
the error component. The lower the variance ratio, the higher the variance of the error component.
The standard deviations resulting in the target VR values are shown in Table 4.1.
In order to compare different methods we utilize three different mean-squared-error (MSE)








Figure 4.4 Surface plots for simulation study mean functions: m1 (left), and m2 (right).
Table 4.1 Error variances for each mean function and VR combination










comparisons are required due to the inherent algorithmic differences between the methods outlined
and the difference in sample-size of the application datasets. The different comparisons are defined























ŷM(i) is the OOB prediction for xi using method M . ŷ
M
−S(i) is the prediction for xi using method
M and the set of data points not in the same fold as (xi, yi). πr is a collection of subsampled points
in repetition r. Similar to ŷM−S(i), ŷ
M
−πr(j) is the prediction for xi using method M and the set of
data points not included in πi. The difference between a set S(i) and πr(j) is that sets πr and
πr′ for r 6= r′ are not necessarily disjoint. We also define a log-ratio metric for the different MSE
comparisons with RF results as the baseline,
∆ logMSE(M) = log(MSERF )− log(MSEM ) (4.23)
The OOB prediction for observation i is generated by aggregating only the trees that do not
include observation i in their respective bootstrapped samples. An iRF OOB prediction for obser-
vation i is generated in a similar fashion to RF. However, instead of predicting only yi we estimate
the entire prediction surface gs. We define the OOB prediction surface as g
OOB
s . The isotonic OOB
prediction for observation i then is g̃OOBs (ti), defined similarly to (4.7).
Results of the simulation study are shown in Figure 4.5. In this case, we compare RF, iRF,
and Arborist using 10-fold CVMSE. We show the mean CVMSE across ten repetitions for each
experiment in Table 4.2.
Immediately from the simulation results, we can see that assumptions on the monotonicity of







































































method iRF mbart Rborist RF
Figure 4.5 CVMSE comparison for m1 (top) and m2 (bottom) with n = 50, 100, 250 and
VR = 0.1, 0.25, 0.5, 0.75.
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Table 4.2 Comparison of average 10-fold CVMSE
m VR n iRF mBART Arborist RF
m1 0.1 50 6136.8 7218.4 6166.9 6411.7
m1 0.1 100 5492.3 5824.8 5511.4 5676.6
m1 0.1 250 5960.3 5445.7 5927.4 6333.6
m1 0.25 50 1875.2 2040.8 1850.2 1916.0
m1 0.25 100 1885.2 1852.0 1867.8 1947.7
m1 0.25 250 1847.9 1988.6 1832.7 1916.6
m1 0.5 50 766.5 926.8 742.7 780.2
m1 0.5 100 690.5 815.2 668.6 710.9
m1 0.5 250 636.3 804.5 626.4 660.9
m1 0.75 50 276.5 491.6 267.3 275.3
m1 0.75 100 238.7 425.5 231.9 243.5
m1 0.75 250 233.7 411.6 230.3 240.8
m2 0.1 50 64.73 63.48 66.13 67.30
m2 0.1 100 64.50 71.73 64.91 67.47
m2 0.1 250 64.59 61.38 65.02 69.36
m2 0.25 50 23.97 25.11 24.32 25.05
m2 0.25 100 23.50 21.61 23.80 24.92
m2 0.25 250 22.51 22.80 22.47 23.37
m2 0.5 50 8.81 9.89 8.81 9.02
m2 0.5 100 7.95 9.88 7.96 8.16
m2 0.5 250 7.78 9.28 7.77 8.20
m2 0.75 50 3.56 5.45 3.42 3.64
m2 0.75 100 2.92 5.11 2.90 3.06
m2 0.75 250 2.45 4.57 2.45 2.54
monotone relationship with respect to every variable, so its performance suffers for prediction of
m1 and m2, which are only partially monotone. We show results without mBART in Figure 4.6.
Based on the results shown in Table 4.2 both iRF and Arborist seem to perform better than
RF in general. Arborist edges out iRF in most scenarios, but iRF seems to perform better in
situations with higher error variance and lower sample sizes. In order to more closely examine the
performance increase gained from iRF with RF as a baseline, we compare ∆ logCVMSE in Figure
4.7. For ∆ logCVMSE, values greater than zero represent outperforming RF, while values less than
zero show underperformance.
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Figure 4.6 CVMSE comparison for m1 (top) and m2 (bottom) with n = 50, 100, 250 and
VR = 0.1, 0.25, 0.5, 0.75 without mBART.
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Figure 4.7 ∆ logCVMSE comparison for m1 (top) and m2 (bottom) with n = 50, 100, 250
and VR = 0.1, 0.25, 0.5, 0.75.
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Table 4.3 Summary of datasets used in application
Data n p
House Price 128 5
NFL 521836 10
4.8 Data Analysis
We apply both the iRF and riRF methodologies to a collection of real-world datasets pertaining
to the housing market (Chipman et al., 2016) and the National Football League (NFL) (Lock and
Nettleton, 2014). These datasets are described in Table 4.3.
We compare these results to those obtained with the RF and the methods discussed in Section
4.6. Because each of the methods vary slightly, we use default parameters for each method. The
default parameters for iRF are those of the ranger package. The default parameters for mBART
are described in Chipman et al. (2016). The default parameters for Arborist are those of the Rborist
package, described in Seligman (2015).
We compare iRF to all competing methods within the house price application, but we only
compare riRF to Arborist within the NFL application. The observations in the NFL dataset do
not seem to adhere to partial monotonicity, so we attempt a partially monontone smooth through
riRF instead of using iRF. Comparisons to the RF are included in each application. For the housing
market analysis we use 10-fold CVMSE outlined in Section 4.7. For the NFL analysis we rCVMSE
to compare the methods.
4.8.1 Housing Market Application
Originally used in Chipman et al. (2016) the housing market dataset contains 128 observations,
with sale price as the response. The features include: neighborhood, size of the house, number
of bedrooms, number of bathrooms, and identifier on whether the house is made of brick. The
neighborhood variable is ordered so that neighborhood 1 is less desirable than neighborhood 2, and
so on. We assume monotonicity of expected house price with respect to each feature in the dataset.
For this reason, we also include mBART among comparisons.
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Chipman et al. (2016) reference the results of a linear model to support the monotone assump-
tion on all covariates in the dataset. We perform exploratory analysis related to the marginal
monotonicity of each feature by generating multiple iRFs, each of which assume monotonicity for
a different feature with respect to expected house price. We compare each marginal iRF to the RF
using the log-ratio of out-of-bag MSE (OOBMSE). The results are shown in Table 4.4.
The marginal exploration for each feature within the house price dataset aligns with the results
of the linear model in Chipman et al. (2016) except for the bathrooms feature. The bathrooms
feature was left out in the original mBART analysis. We also leave this feature out in order to
compare the performance of each method under the assumption of monotonicity for all features.
It also important to note that the brick feature does not benefit at all by restricting monotoncity.
The lack of performance increase (or decrease) when restricting the brick feature to be monotone
is due to the fact that predictions for brick across all combinations of other variables already follow
monotonicity.
For the house price dataset the top performing restricted method is mBART. mBART is closely
followed by iRF. It is interesting to note that Arborist performs worse than RF in terms of CVMSE.
In Figure 4.8 we show prediction surfaces for each of the methods, varying sqft and fixing the
remaining covariates.
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Figure 4.8 Monotone prediction surface varying sqft ; brick = 1, nbhd = 2, bedrooms = 2.
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Table 4.6 Feature descriptions for NFL play-by-play dataset
Feature Description
TIMO timeouts remaining in half for offensive team
TIMD timeouts remaining in half for defensive team
down down of current play
ytg yards to go for first down
yfog yard from the offense’s goal line
score offensive score minus defensive score
totpts total number of points scored in the game
seconds second remaining in regulation
adjScore adjusted score; a function of score seconds, and γ
spread betting spread at beginning of game
The prediction surfaces for RF and iRF are similar because the iRF predictions are a direct
result of constraining the RF prediction surface to be partially monotone. We also note that the
iRF prediction surface in Figure 4.8 is not explicitly the isotonic regression of the RF prediction
surface with respect to sqft. We constrain predictions to be partially monotone with respect to all
features, so at each value of sqft there are additional monotone corrections made with respect to
bedrooms, brick, and nbhd that make up the difference between the RF and iRF predictions.
4.8.2 National Football League Win Percentage Application
Lock and Nettleton (2014) apply the RF methodology to estimate offensive win probabilities
prior to each play during a National Football League (NFL) game using NFL play-by-play from
2001 to 2012. While the identification of a win or loss is a classification task, it is equivalent
to the regression task due to its binary nature. We use the same dataset to perform analysis
by constraining predictions to be partially monotone. Descriptions of the features used in the
play-by-play dataset are shown in Table 4.6.
Similar to Section 4.8.1, we compare the performance of marginally monotone-restricted RF.
Because we lack some intuition with respect to whether or not the NFL features should be mono-
tone increasing or decreasing, we assess performance for both monotone increasing and monotone
decreasing cases. The results for this marginal assessment are shown in Table 4.7.
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Table 4.7 Marginal monotonicity exploration for NFL data











The results from Table 4.7 show some general takeaways. The first is that the performance
drastically decreases when we restrict score to be monotone decreasing, and spread to be monotone
increasing. This aligns with the intuition that as the score difference increases between two teams,
the higher the win probability for the currently winning team. In sports betting the spread is
negative for the team favored to win, with the value becoming more negative as a team becomes
more and more favored, which supports the severe monotonic decreasing traits that are shown with
the results. Both of these results also align with the exemplars shown in Lock and Nettleton (2014).
While no large performance gains are made using monotone restrictions, we attempt to increase
performance using riRF to smooth towards partial monotonicity. We focus on two features, ytg
and yfog, in our performance comparison of RF, riRF and Arborist. Figure 4.9 shows the resulting
curves for different ` values when with respect to ytg with all other variables fixed.
We provide a partially monotone increasing smooth between yfog and win probability, and a
partially monotone decreasing smooth for ytg. We vary the regMono and ` parameters, providing
twenty replications at each value of regMono = 0.05, 0.1, . . . , 0.75 and ` = 0.05, 0.1, . . . , 0.75. We
then compare the rCVMSE results across each parameter level in Figure 4.10.
While the three methods all deliver similarly effective results, the lowest rCVMSE is achieved
through Arborist in all but one case. The lowest rCVMSE for riRF occurs with ` = 0.1, but we
can see improvements from the RF results for multiple ` values below 0.4. It is also apparent that
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Figure 4.9 Prediction surface for ytg with varied ` values, along with RF predictions. All
other variables fixed at: TIMO = 3, TIMD = 3, dwn = 1, yfog = 20, score =
0, totpts = 28, seconds = 300, adjScore = 0, spread = 0.
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Figure 4.10 rCVMSE results for NFL win probability application with untuned RF pa-
rameters.
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a completely monotone assumption on yfog and ytg is inappropriate given the increase in rCVMSE
as the ` parameter increases for riRF. There does not seem to be a “best” parameter choice for
regMono when using Arborist. In this case we see that the performance is largely unaffected by
different probability values for regMono. Figure 4.9 shows multiple prediction curves with respect
to changing values of ytg at different values of `. We can see how the predictions vary between the
RF predictions and the riRF predictions as ` increases. In this example, ` values greater than 0.3
resulted in the same predictions, so those predictions curves are omitted from Figure 4.9.
It is also interesting to consider how the different approaches estimate win probabilities across
an entire NFL game. We select the three most recent Super Bowls and provide play-by-play win
probabilities for each play using each of the methods. The play-by-play comparison for RF, riRF,
and Arborist for Super Bowl LVIV is shown in Figure 4.11. Win probability plots for Super Bowl
LVII and LVIII are shown in Supplementary Materials. We also include figures highlighting the
last three scoring plays for each game in Supplementary Materials.
4.9 Prediction Intervals for Isotonic Regression Forest
While the RF methodology has repeatedly shown its effectiveness at prediction, it lacks an
inherent method for generating estimates of uncertainty. Recently, multiple RF-based methods
for capturing uncertainty have been introduced. These include quantile regression forests (Mein-
shausen, 2006), out-of-bag prediction intervals (Zhang et al., 2019), conformalized quantile regres-
sion (Romano et al., 2019) and boosted random forests (Ghosal and Hooker, 2018), among others.
Each of these RF prediction intervals are implemented in the piRF R package. We extend the iRF
method to deliver asymptotically valid prediction intervals.
4.9.1 Isotonic Out-of-Bag Prediction Intervals
By Theorem 4.1 the iRF methodology results in a consistent estimator for a partially monotone
function g. We use the consistency result result in addition to some additional assumptions to
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Figure 4.11 Play-by-play win probabilities for Super Bowl LIV, Kansas City Chiefs (KC)
vs. San Francisco 49ers (SF). Scoring plays for KC shown in dark red. Scoring
plays for SF shown in gold.
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1. (x, y), (x1, y1), . . . , (xn, yn)
iid∼ G, where (x, y) is a new observation
2. yi = g(xi) + εi where g is a partially monotone mean function, and εi is a mean zero error
term independent of xi
3. F (x) = P (ε ≤ x) is a continuous function in R
The above assumptions and the consistency of the iRF result in asymptotically valid prediction
intervals, both marginally and conditionally (Zhang et al., 2019). The OOB prediction intervals
for iRF take the form
PIoob(1−α)(x) = [ŷ − q
oob
α/2, ŷ + q
oob
1−α/2], (4.24)
where ŷ is the iRF prediction for a new observation x and qoobτ is the τ -th quantile of the collection
OOB residuals generated from the out-of-bag iRF predictions for the training samples. Additionally,
because the OOB quantiles are generated using the entire collection of OOB residuals, they are
constant for a fixed τ and a fixed dataset Dn = {(xi, yi) : i = 1, . . . , n}. Thus, the upper and
lower bounds of any prediction interval generated follows the same partially monotone restrictions
assumed for g.
We compare the OOB prediction intervals generated using the RF and iRF methods using the
data generation process outlined in Section 4.7, limited to mean function m1. We additionally
perform a comparison using house price dataset. We perform 10-fold cross-validation to compare
the empirical prediction interval coverage and empirical prediction interval length. In this case,
CVMSE is necessary because we previously use the OOB residuals to generate the prediction
intervals. Results for the house price dataset are shown in Table 4.8 and results for the prediction
interval simulation study are shown in Figure 4.12 and Figure 4.13.
For the house price dataset it seems that the iRF provides similar coverage across each fold,
and overall. Additionally, the iRF OOB prediction intervals provide intervals with shorter average
length in eight of the ten folds.
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Table 4.8 OOB prediction interval comparison for house price dataset
Fold n iRF Coverage RF Coverage iRF Length RF Length
1 13 1.000 1.000 46379 45841
2 13 0.923 1.000 39935 40990
3 13 0.846 0.846 40336 41852
4 12 0.833 0.750 44712 44315
5 13 1.000 1.000 42852 43753
6 13 0.846 0.846 42144 43055
7 12 0.833 0.833 41727 43306
8 13 0.923 0.923 43019 44634
9 13 0.923 0.923 42956 43791
10 13 0.923 0.923 44569 46336
Overall 128 0.907 0.907 42857 43786
VR = 0.1 VR = 0.25 VR = 0.5 VR = 0.75














Figure 4.12 Coverage results for prediction intervals associated m1 and
VR = 0.1, 0.25, 0.5, 0.75.
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VR = 0.1 VR = 0.25 VR = 0.5 VR = 0.75






















Figure 4.13 Average length results for prediction intervals associated with m1 and
VR = 0.1, 0.25, 0.5, 0.75.
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From Figure 4.12 and Figure 4.13 we see that while empirical coverage is less than nominal for
lower sample sizes for both methods, we reach nominal for larger sample sizes. Also, the coverage
of both methods is comparable, with no method performing better than the other consistently.
However, the average prediction interval length for iRF dominates that of RF, especially at lower
VR levels. We can also see that the advantage in average length held by iRF decreases as VR
increases. The competitiveness in average prediction interval length for RF compared to iRF for
larger VR aligns with intuition. There is inherently a lower error variance associated with higher
VR. So, the observations are less noisy, and thus, benefit less from partially monotone restriction.
4.10 Conclusion
To take advantage of intuition for a specific prediction task, we introduce isotonic regression
forests and regularized isotonic regression forests. iRF provides partially monotone RF predictions
that outperform their unconstrained counterparts in simulated and applied cases where the un-
derlying mean function is partially monotone. We also show the effectiveness of riRF when the
underlying mean function may not be partially monotone through an application to win probability
estimation for the National Football League. In all of these cases iRF and riRF remain competitive
with current tree-based monotone-restricted methods like mBART and Arborist. To quantify un-
certainty for iRF, we compare the performance of both iRF and RF out-of-bag prediction intervals.
The iRF OOB prediction intervals provide empirical coverage results similar to OOB prediction
intervals generated with RF. iRF also provides prediction intervals that have shorter average length
than those generated with RF, especially in situations with higher error variance. These results
hold in both data analysis and simulation settings.
Because we limit our exploration to forest-level restrictions, the trade-offs between forest-level
restriction and tree-level restriction is left largely unexplored. Figure 4.14 shows good ∆ logCVMSE
results for the tree-iRF when compared to RF and Arborist from a small-scale simulation example
with only 100 trees in each forest.
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Figure 4.14 CVMSE comparison between tree-iRF and Arborist for m1 (top) and m2
(bottom) with n = 50, 100, 250, VR = 0.1, 0.25, 0.5, 0.75 and num-trees =
100.
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Future research dedicated to quantifying the trade-offs between the forest-level and tree-level
approaches is necessary. The computation complexity required for the iRF increases rapidly with
as n grows, especially for continuous features, so the implementation of more efficient multivariate
isotonic regression algorithms is also of interest.
The implementation of a weighted iRF is also of interest. Results from Meinshausen (2006) and
Lin and Jeon (2006) show that we can describe an RF estimate for the response associated with x
as a linear combination of the original responses such that
ĝ(x) = w(x)′y, (4.25)
where y is the vector of training data responses, and w(x) is a vector of weights. We can generate
weight vectors for every element in T̃ and perform weighted isotonic regression by utilizing these
weights, instead of the current method where predictions associated with each h̃j ∈ H̃ are weighted
equally.
Other shape-restrictions, like umbrella constraints, are also left unexplored. The implementation
of analogous partial umbrella restrictions for RF predictions would be a natural extension to partial
monotone restriction.
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Figure 4.15 Play-by-play win probabilities (PHI) for Super Bowl LII, Philadelphia Eagles
(PHI) vs. New England Patriots (NE). Scoring plays for PHI shown in green.
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Figure 4.16 Play-by-play win probabilities (NE) for Super Bowl LIII, New England Pa-
triots (NE) vs. Los Angeles Rams (LA): Scoring plays for NE shown in blue.





































Figure 4.17 Play-by-play win probabilities (PHI) for the last three Scoring plays of Super
Bowl LII, Philadelphia Eagles (PHI) vs. New England Patriots (NE). Scoring





































Figure 4.18 Play-by-play win probabilities (NE) for the last three scoring plays of Super
Bowl LIII, New England Patriots (NE) vs. Los Angeles Rams (LA). Scoring




































Figure 4.19 Play-by-play win probabilities (KC) for the last three scoring plays of Super
Bowl LIV, Kansas City Chiefs (KC) vs. San Francisco 49ers (SF). Scoring
plays for KC shown in dark red. Scoring plays for SF shown in gold.
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CHAPTER 5. GENERAL CONCLUSION
Machine learning algorithms on their own can provide accurate point predictions, but lack
emphasis on uncertainty quantification. Additionally, point predictions can deviate from intuition,
decreasing the overall explainability of a model. While parametric methods with closed form
distributional assumptions may allow for explainable predictions and explainable uncertainty, this
usually comes at a cost to performance.
In this dissertation we have explored a few machine learning and statistical topics with a unified
goal of explainable predictions and uncertainty quantification. These topics include: semipara-
metric prediction intervals, prediction intervals for random forests, and monotone restrictions for
random forests.
In Chapter 2, we introduce sequential and D-fold prediction intervals. The sequential method
is constructed to take advantage of data generation an the on-line setting, while the D-fold method
takes advantage of a cross-validated approach to interval generation. We compare the new methods
to split-conformal prediction intervals (Lei et al., 2018) and found both to be competitive both in
average prediction interval length and coverage, and even robust to assumption violations. We also
apply the new methods to prediction interval generation and win probability estimation in sport.
Undercoverage issues exists with the sequential prediction intervals, so future research could focus
on reducing this undercoverage. Additionally, one could surmise a similar out-of-sample prediction
interval using subsamples.
In Chapter 3, we illustrate the publicly available R package piRF. We implement seven state-
of-the-art methodologies within the package to deliver a single source for random forest prediction
intervals. We compare the performance of the seven methods in a simulated setting, and then apply
a subset of these methods to a drug-discovery problem.
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In Chapter 4, we merge the random forest and isotonic regression methodologies to generate
isotonic random forests and regularized isotonic regression forests. We show the iRF methodology
results in partially monotone constrained RF predictions, while performing better than the un-
constrained RF in cases when the underlying mean function is partially monotone. We show that
iRF and riRF are competitive with other tree-based monotone restriction methods. We also equip
the iRF methodology with a method for generating prediction intervals using out-of-bag prediction
intervals (Zhang et al., 2019). One immediate extension that can be made to iRF and riRF is to
incorporate random forest weights (Meinshausen, 2006; Lin and Jeon, 2006). Another extension to
address the computation to deliver monotone predictions. There is also more to explore related to
the potential trade-offs between constraints at the forest-level and constraints at the tree-level.
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