studied in connection with the theory of bounded languages [1] , In [1] it was shown that the class of semilinear sets is closed with respect to Boolean operations. A consequence of these techniques (in particular, of the proof of Theorem 6.1 of [1] ) is that the intersection of two finitely generated sub-semigroups of nonnegative lattice points in w-space is itself a finitely generated sub-semigroup.
The definition of a semilinear set as a finite union is an " internal" description of the set. More precisely, a semilinear set is defined by a finite set of nonnegative lattice points (called constants) to each of which is associated a finite set of nonnegative lattice points (called periods). The semilinear set is the set generated by adding to each constant an arbitrary finite sequence of its associated periods (allowing repetitions of the same period in the sequence).
Another class of subsets of nonnegative lattice points is defined by the modified Presburger formulas. This class is also closed with respect to Boolean operations [5] . The subsets in this class are defined by an "external" description. More precisely, each set in the class is defined as the extension of a modified Presburger formula with n free variables, i.e., the set of all ^-tuples of nonnegative integers satisfying the given formula.
Section 1 contains a proof that the family of semilinear sets is identical with the family of sets defined by modified Presburger formulas. (This was stated without proof in [1] .) Thus each set in this family has both an internal and external description. Furthermore, each description can be effectively obtained from the other. The situation is somewhat analogous to the two ways of describing subspaces of a finite dimensional vector space, the internal description for vector spaces consisting of a finite subset of vectors which span the subspace and the external description consisting of a finite system of linear equations whose solution space is the subspace. Our interest in semilinear sets stems from their relation to languages. Section 2 is devoted to this relation. It is shown that those semilinear sets which correspond to languages can be given semilinear descriptions of a particular form. For the special case of linear sets we then give a decision procedure for determining whether an arbitrary set corresponds to a language. The general case is still unresolved. 1* Semilinear sets and Presburger formulas* Let N denote the set of nonnegative integers and N n the Cartesian product of N with itself n times.
is a semigroup and is partially ordered by the relation
Given subsets C, P of N n define L(C; P) to be the set of all x in N n which can be represented in the form
with x 0 in C and x ly , x m a (possibly empty) finite sequence of elements of P. C is called the set of constants and P the set of periods of L(C; P). If C consists of a single element c and P{Pn fPr} we write L(c; P) and L(c; p l9 , p r ) for L({c}; P). A subset L of N n is said to be linear if there exist an element c in N n and a finite subset P of N n such that L = L(c; P). In this case P generates a finitely generated sub-semigroup S of N n and L is the coset of S in N n containing c. Thus L is linear if and only if it is a coset of a finitely generated sub-semigroup of N n . A subset of N n is said to be semilinear if it is a finite union of linear sets.
EXAMPLES. (1) In N 2 the set A -{(a?, y)\x^ϊ\ is a linear set, namely A -L((l, 0); (1, 0) , (0,1)). Clearly A is a sub-semigroup of N 2 . Since no element of the form (1, y) is a sum of other elements of A, A is not finitely generated. (2) In N 2 the set X = {(x, y)\y ^ # 2 } is a sub-semigroup which is not semilinear. To see this, note that every vertical line meets X in a finite set. Thus each linear set contained in X can only have periods φ(0, 0) of the form (x, y) with x > 0. Let Lie,; P x ), , L(e m ; P m ) be a finite sequence of linear sets contained in X and let 
A Presburger sentence is defined to be a Presburger formula with no free variables. One of the main results is the following [2] . Proof. It is obvious that every linear set, thus every semilinear set, in N n is a Presburger set. To see the reverse, by Theorem 1.1 it suffices to show that the set of nonnegative solutions of
is semilinear. Let C be the set of minimal solutions in N n of (1) and let P be the set of minimal solutions in N n -0 n2 of the associated homogeneous equation (2) φM = φMi.
Then C, P are finite (by the corollary of Lemma 6.1 of [1] ) and effec- 2 We use 0 n to denote (0, , 0) in N n .
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tively calculable (by Lemma 6.5 of [1] ). It follows from the method of proof of Theorem 6.1 of [1] that the Presburger set defined by the equation in (1) is {J cin0 L(c; P) . This gives the result.
2Φ Semilinear sets and languages. Let us recall the basic ideas associated with context free languages. A grammar G is a 4-tuple (V, Σ, Q,o) where V is a finite set, Σ is a subset of V, σ is an element of V -Σ, and Q is a finite set of ordered pairs of the form (?, w) with ζ in V -Σ and w a string over V. (ξ, w) in Q is denoted by ζ ->w. For strings y, z over V, we write y ==> z if y -uξv, z = uwv, and ξ~+w. We write y^>z if either ?/ = 2 or if there exists a sequence of strings 2 0 , •• ,s r > called a derivation of y^>z ί such that 2/ = #0, £ r = ?/, and 2; => 2 ί+1 for each i. The language generated by G, denoted by L(G), is the set of strings over Σ, {w \ σ =£> w). A context free language (over S) is a language L(G) generated by some grammar G - (V, Σ, Q, σ) . By a language we shall always mean a context free language.
Let a u --,a n be distinct letters and let α* ••• αj denote the set of all words w = aί Clearly r is one-to-one. If Z £ α* αj is a language, then τ(Z) is a semilinear subset of iV w [3] . We are interested in characterizing those semilinear sets L S N n such that τ~\L) is a language. A subset X of iV % is said to be stratified if the following two conditions are satisfied:
(a) Each element in X has at most two nonzero coordinates. (b) There are no integers, i, j, k, m, with l^i<j<k<m^n and
In other words, no two elements X have nonzero coordinates which "interlace." Proof. We prove the lemma by induction on n. For n = 1 or 2 every subset of N n is stratified, and the result is valid. Let n ^ 3 and assume the lemma holds for languages in αf α*_i. By Lemma 2.5 of [1] every language in αf α* is a finite union of sets of the form
where D, E, F are languages in α*αί, αf αj, αj α£ respectively, and 1 < q < w. Hence it suffices to prove the result for such a set UP, E, F).
Let τ': af α* -> N q and τ": αj a* -• N n~~q+1 be the appropriate Parikh mappings. Let μ be the mapping of a*a« into N n defined by μ{a[oβ n ) - (£, 0, , 0, jf) . By the induction hypothesis, τ'(E) is a finite union of sets of the form L(c'; P f ) where c 9 is in N q and P' is a stratified subset of N q . Also by the induction hypothesis, τ"(F) is a finite union of sets of the form L(c"; P") where c" is in JSf n~q+1 and P" is a stratified subset of N n~qArl . Since μ(Z>) is semilinear, μ{D) is a finite union of sets of the form L(c; P) where c is in N n and every element of P has zero as the ith coordinate, 1 < i < n. Consequently r(L(Z), J5/, ί 7 )) is a finite union of sets of the form
L{{c' x 0*-*) + (0*-1 x c") + c; (P' x O^UίO 9 -1 x P")UP) .
Since P', P" are stratified, so are P' x 0 n~q and O^1 x P". Now each element of P' x 0 n~q has its nonzero coordinates in the set {1, * , q}, each element of O 9 " 1 x P" has its nonzero coordinates in the set {g, •••,%}, and each element of P has its nonzero coordinates in the set {l,n}. Therefore (P ; x O^lKO 9 -1 x P")UP is a stratified set. We now prove the converse. Proof. It suffices to prove the result for a set L -L(c; P) where P is a stratified set. We do this by induction on n. If n = 1 or 2, then each subset P of N or N 2 is stratified. From the corollary to Lemma 2.2 of [1] , it follows that τ~\L{c\ P)) is a language if P is finite.
Assume n > 2 and that the lemma is true for 1 ^ m < n. We prove the result for L(c; P) by induction on the number of periods in P. If P is empty, then L(c; P) consists solely of c. Therefore τ~\L(c\ P)) is finite and hence a language. Assume P is nonempty and consider the following two cases.
Suppose P contains a period p whose first and nth coordinates p u p n are both nonzero. Then P t -P-{p\ is stratified and has fewer elements than P. Therefore τ~\L{c\ P')) is a language. Let G' = (V, Σ, Q', σ') be a grammar generating τ~\L(c; P')). Let G = (F, 27, Q, σ) where tf is an element not in V\ V= V'\j{σ}, and Q = Q'U{tf^0"', σ
Clearly L(G) = τ~\L(c; P)), so that τ~\L(c; P)) is a language.
Suppose that P contains no period having nonzero first and nth. coordinates. If every period in P having a nonzero first coordinate has all of its other coordinates zero, let q = 2. If there exists a period in P having nonzero first and ith coordinate with j > 1, let q be the largest such j. Clearly 1 < q < n. From the way q is chosen and the fact that P is stratified, it follows that every element in P either has zero ith coordinate for all q < i ^ n or zero ith. coordinate for all 1 ^ i < q. Let P' be the set of those elements in P having zero ith coordinate for each q < i g n and P" -P -P\ Let c - ( 
x L(Π"(c")\ Π"(P")) .
Therefore
τ-\L(c; P)) = [τ'
Since P is stratified, Π\P)' and /7"(P") are stratified subsets of N q and N n~q+1 respectively. From the induction hypothesis, are languages contained in α* α*, a* a* respectively. Since the product of languages is a language, τ~\L(c; P)) is a language. Hence the lemma.
On combining Lemmas 2.1 and 2.2 we obtain
τ~\L) is a language if and only if L can be represented as a finite union of linear sets each having a stratified set of periods.
We do not have a procedure for deciding whether a given semilinear subset L of N n satisfies the condition of Theorem 2.1. The following results are directed toward a decision procedure for the special case when L is a linear subset of N n . In case the periods are linearly independent (as vectors over the rationale) we obtain the following result. COROLLARY 2. Let L be a linear subset of N n with a linearly independent set of periods P. Then τ~1(L) is a language if and only if P is stratified.
Proof. If P is stratified, it follows from Theorem 2.1 that τ-\L) is a language. We prove the converse. If τ~\L) is a language, it follows from Theorem 2.1 and Corollary 1 above that L = (jΓ^ί where each Li is a linear set whose periods form a stratified subset of P. ) £ {pj., , p m } = P and P is linearly independent, {pi, , p' s } = P and A; = ί^ for each j. Since {p[ 9 , p' s ) is stratified, so is P. 1, 1); (1, 1, 1) ) is infinite, then τ~\L) is not a language. Suppose the contrary, that is, suppose τ~\L) is a language. Then L = Us =1 L s where each L s is a linear set with stratified periods. Since L ((l, 1, 1); (1, 1, 1) ) meets L infinitely often, by Lemma 2.3 there exists s such that some positive multiple of (1, 1, 1) with constant (0, 0, 0) and periods (1, 1, 1) , (1, 0, 0), (0, 2, 3) . Since these periods are linearly independent but not stratified, it follows from Corollary 2 above that τ~\L) is not a language.
(3) The set X = {aΨcW | 0 ^ i, j} is not a language since τ{X) = L((0, 0, 0, 0,); (1, 0, 1, 0) , (0, 1, 0, 1)) whereas (1, 0, 1, 0), (0, 1, 0,1) are linearly independent and not stratified.
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