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Abstract. Conventional approaches to cosmology inference from galaxy redshift surveys are
based on n-point functions, which are under rigorous perturbative control on sufficiently large
scales. Here, we present an alternative approach, which employs a likelihood at the level of
the galaxy density field. By integrating out small-scale modes based on effective-field theory
arguments, we prove that this likelihood is under perturbative control if certain specific
conditions are met. We further show that the information captured by this likelihood is
equivalent to the combination of the next-to-leading order galaxy power spectrum, leading-
order bispectrum, and BAO reconstruction. Combined with MCMC sampling and MAP
optimization techniques, our results allow for fully Bayesian cosmology inference from large-
scale structure that is under perturbative control. We illustrate this via a first demonstration
of unbiased cosmology inference from nonlinear large-scale structure using this likelihood. In
particular, we show unbiased estimates of the power spectrum normalization σ8 from a catalog
of simulated dark matter halos, where nonlinear information is crucial in breaking the b1−σ8
degeneracy.
Keywords: large-scale structure, galaxy redshift surveys, forward modeling, Bayesian infer-
ence
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1 Introduction
One of the prime difficulties in inferring cosmology from the observed large-scale structure
is the nonlinear and nonlocal connection between the matter density and tidal field, whose
evolution is well understood, and the density of observed tracers such as galaxies. One pos-
sible approach, which offers the advantages of theoretical robustness as well as controlled
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systematic uncertainties is the effective field theory (EFT) approach, or equivalently, general
bias expansion (see [1, 2] for details on the EFT approach in large scale structure, and [3] for
a review of bias). In this approach, the fully nonlinear small-scale modes are integrated out,
leading to a relation between the observed galaxy density and operators constructed out of
the matter density field multiplied by free coefficients, the bias parameters. Predictions are
obtained by truncating the expansion at fixed order in perturbations and spatial derivatives.
This approach is inherently limited to scales larger than the scale where the matter density
field becomes nonlinear, at a wavenumber kNL ∼ 0.25hMpc
−1 for a standard ΛCDM cos-
mology at today’s epoch, and larger than the characteristic spatial scale R∗ involved in the
formation of the tracer considered.
Standard techniques for applying this approach to observational or simulated data sets
make use of summary statistics, in particular n-point correlation functions in real or Fourier
space on large scales (large r, small k), where n ≥ 2 (see Sec. 4.1 of [3] for an overview).
However, in order to extract information from galaxy statistics beyond the linear regime in
this approach, higher-order n-point functions, such as the three- and four-point functions,
are crucial. By combining 2- and 3-point functions, for example, the degeneracy between
linear bias and the amplitude of matter fluctuations can be broken, allowing for cosmological
constraints.
Unfortunately, both estimators and the associated covariances for higher-order n-point
functions become increasingly difficult to handle with growing n, both technically and compu-
tationally, due to the rapidly increasing size of the data vectors. In particular, survey-specific
systematic effects such as the mask, varying survey depth, or fiber-collision effects, need to be
incorporated into the model for each n-point function. A possible alternative is to attempt to
forward-model the galaxy density field itself, without resorting to summary statistics. This
approach offers the advantage of a much more straightforward incorporation of systematic
effects. Starting from early attempts based on galaxy peculiar velocities [4, 5], this approach
is being pursued increasingly actively [6–16]. The forward model for matter, together with
the perturbative bias expansion, provides us with a “mean tracer field” in a certain sense.
But which likelihood should be used to compare this mean field with the observed galaxy
density field? Answering this question, on which little theoretical progress has been made so
far, in the context of the EFT is the goal of this paper. The studies cited above assumed
localized likelihoods in real space either of a specific form, or modeled using neural networks.
As we will see, the EFT approach arrives at a somewhat different result.
After reviewing the program of Bayesian LSS inference, we derive the likelihood in
the EFT approach by integrating out small-scale modes. As we will see, this yields an
approximately Gaussian likelihood in Fourier space. We restrict to the rest-frame density of
a tracer, i.e. neglect redshift-space distortions. Hence, even though our results in principle
apply to any LSS tracer, we will refer to the tracer as “halos” throughout the paper, as
the most straightforward application consists of halos identified in N-body simulations. We
further derive and investigate the maximum-likelihood point when phases are fixed, and show
that it corresponds to matching the halo-matter cross-power spectrum at next-to-leading (1-
loop) order, and the halo-matter-matter bispectrum at leading order (tree level). We derive
the precise conditions that need to be met to ensure an unbiased result.
Finally, we show that this approach naturally includes fully nonlinear reconstruction of
the baryon acoustic oscillation (BAO) feature. BAO reconstruction refers to the fact that
the displacements of galaxies from their initial (Lagrangian) positions lead to a damping of
the oscillatory BAO feature. These displacements are dominated by large-scale modes which
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are inferred jointly with the cosmological parameters when following a forward-modeling
approach. This offers another clear advantage over approaches based on n-point functions.
The outline of the paper is as follows. Sec. 2 reviews the Bayesian posterior for large-
scale structure, focusing on large scales, which involves the prior on the initial conditions,
forward model for matter, and deterministic bias expansion. Sec. 3 then derives the remaining
missing ingredient, the conditional probability of the observed halo field given the final matter
density field and bias parameters. The following sections examine the ramifications of this
likelihood: in Sec. 4, we study the maximum-likelihood point of this likelihood, and derive
its relation to n-point correlation functions in the EFT. Sec. 5 shows how non-Gaussian
corrections to the likelihood are suppressed. Finally, Sec. 6 describes how the likelihood
presented here incorporates BAO reconstruction. We then turn to a preview of numerical
results based on this likelihood in Sec. 7, which will be described in an upcoming publication
[17], and conclude in Sec. 8. The appendices contain colletions of important relations as well
as details on the calculations presented in the main text.
Notation
Our notation largely follows that of [3]. In particular, our Fourier convention and short-hand
notation is
f(k) ≡
∫
d3x f(x)e−ik·x ≡
∫
x
f(x)e−ik·x
f(x) ≡
∫
d3k
(2π)3
f(k)eik·x ≡
∫
k
f(k)eik·x . (1.1)
Wavenumbers that are integrated over (loop momenta) will further be denoted as p,p′,pi · · · .
Primes on Fourier-space correlators indicate that the momentum conserving Dirac delta
(2π)3δD(k1 + k2 + · · · ) is to be dropped. We will also frequently use the nonlocal derivative
operator
Dij ≡
(
∂i∂j∇
−2 −
1
3
δij
)
(1.2)
which is defined via its action on fields in the Fourier representation. We will typically
deal with the filtered density field, employing an unspecified smoothing kernel W (x) with
Fourier-space counterpart W (k). We will further use WΛ for a sharp-k filter:
WΛ(k) = ΘH(Λ− |k|) . (1.3)
The matter and rest-frame halo (or galaxy) density perturbations are given by
δ(x, τ) ≡
ρ(x, τ)− ρm(τ)
ρm(τ)
and δh(x, τ) ≡
nh(x, τ) − nh(τ)
nh(τ)
. (1.4)
Correspondingly, we denote the filtered matter and halo fields as δW and δh,W , respectively.
We reserve the notation δΛ, δh,Λ for fields filtered with a sharp-k filter on the scale Λ.
Since the matter density is related to the potential Φ through the Poisson equation
∇2Φ =
3
2
ΩmH
2δ , (1.5)
this allows us to combine the matter density perturbation and tidal field Kij into a tensor
Π[1]:
Π
[1]
ij (x, τ) ≡
2
3ΩmH2
∂x,i∂x,jΦ(x, τ) = Kij(x, τ) +
1
3
δijδ(x, τ) , (1.6)
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which contains δ = trΠ[1] and Kij as the trace-free part of Π
[1]
ij . All of these quantities are the
evolved, nonlinear quantities. We further use the following notation for perturbative order:
O(n) : Operator evaluated at n-th order in perturbation theory.
O[n] : Operator whose lowest-order contribution is at n-th order in perturbation theory.
All fields are implicitly assumed to be filtered on the grid scale used in the forward model. We
will denote the filtering explicitly only when it is contrasted with unfiltered fields (specifically
in Sec. 4).
Finally, we let ~δ stand for a field defined on a grid: ~δ = {δ(xi)}
N3g
i=1, where Ng is the
number of grid cells on one side, and throughout latin indices i, j, k, ... label grid cells, while
greek indices α, β, ... label parameters. The set of cosmological parameters will usually be
denoted as θ, while we reserve λ for “nuisance” parameters (e.g. moments of the likelihood).
We will also frequently use the corresponding discrete fields defined in the Fourier domain.
For this, we adopt the standard box normalization:
δ(k) =
N3g∑
i
δ(xi)e
−ik·xi (1.7)
δ(x) =
1
N3g
kNy∑
k
δ(ki)e
iki·x where k ∈ (nx, ny, nz)kF , kF =
2π
Lbox
,
and ni ∈ {−Ng/2, · · ·Ng/2} while kNy ≡ NgkF/2. We will often use
kmax∑
k 6=0
≡
n2x+n
2
y+n
2
z≤(kmax/kF )
2∑
{nx,ny,nz}6={0,0,0}
. (1.8)
Correlators of box-normalized fields obey
〈
X(nkF )Y (n
′kF )
〉
=
1
L3box
δn,−n′PXY (nkF )
〈
X(nkF )Y (n
′kF )Z(n
′′kF )
〉
=
1
L6box
δn+n′,−n′′BXY Z(nkF ,n
′kF ) , (1.9)
where
δn,n′ ≡ δnxn′xδnyn′yδnzn′z , (1.10)
and PXY (BXY Z) are the cross-power spectrum (bispectrum) respectively. We have neglected
the averaging over the finite k-space bin of width kNy on the r.h.s. of Eq. (1.9).
2 Bayesian forward model
Our goal is to derive a joint posterior for the initial density field ~δin, cosmological parameters
θ, and “nuisance parameters,” i.e. bias parameters and stochastic amplitudes, which describe
the uncertainties in the halo formation process. This posterior involves four ingredients:
1. The prior on the initial conditions.
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2. The forward model for matter and gravity.
3. The deterministic bias model.
4. The conditional likelihood for the halo density at a given point.
The first ingredient essentially corresponds to specifying the cosmological model space. As
we will see, given the well-developed understanding of the second [18] and third ingredients
[3], the last point is the core open issue in this enterprise.
Throughout, we assume for simplicity that we are considering a single tracer field ~δh
at a fixed time τ , which we will leave implicit. The former assumptions can be generalized
straightforwardly.
2.1 Prior on initial conditions
We assume adiabatic, growing-mode initial conditions, so that the initial conditions are given
by a single field ~δin, the initial density field. We further assume a multivariate Gaussian
distribution as prior on ~δin, determined by the linear matter power spectrum PL(k, θ), which
depends on the set of cosmological parameters θ:
Pprior
(
~δin|θ
)
= N
(
~δin
∣∣∣ ~µ = ~0, C = FT†[diag{PL(ki, θ)}]FT) , (2.1)
where N denotes a multivariate Gaussian distribution, ~µ is the vanishing expectation value
and C is the covariance matrix, which is diagonal in Fourier space. This can of course be
generalized to include primordial non-Gaussianity, and isocurvature perturbations between
baryons and CDM. We will briefly comment on these in Sec. 8.
2.2 Forward model for matter and gravity
The forward model of gravity yields the probability of finding an evolved density field ~δ, given
an initial density field ~δin and cosmological parameters θ. We will write this as a deterministic
model (see also [16]):
P
(
~δ
∣∣∣~δin, θ) =
N3g∏
i=1
δD
(
δi − δifwd[
~δin, θ]
)
. (2.2)
The actual physics of the forward model, e.g. Lagrangian perturbation theory or particle-
mesh simulation, is encoded in the nonlinear nonlocal functional δifwd[
~δin, θ]. Any such forward
model δifwd[
~δin, θ] will be imperfect of course, both due to approximations made in the calcu-
lation and the fact that only modes down to some finite minimum scale are included, a fact
which is neglected in Eq. (2.2). We will return to this below in the context of the conditional
likelihood.
Specifically, as long as certain conditions regarding mass and momentum conservation
of matter are met, the small-scale uncertainties in the forward model for matter and gravity
can be effectively included in the conditional likelihood. In the EFT context, the main
requirement is that the forward model consistently includes all relevant terms up to a fixed
order in perturbation theory, and that numerical truncation errors can be neglected. To be
specific, in the main text we will assume that the error in the forward model of matter is
at least third order in perturbation theory. The results from our practical implementation
shown in Sec. 7 are based on 2LPT. Nothing however—apart from computational expense—
prevents the approach presented here from being coupled to a full numerical simulation as
forward model.
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2.3 Bias expansion
We now define the “deterministic” halo density field at a given point as a linear superposition
of operators, or fields, O,
~δh,det[~δ, {bO}] =
∑
O
bO ~O[~δ] , (2.3)
where again ~δ denotes the evolved matter density field, and the ~O are constructed to encom-
pass the complete linearly independent set of local gravitational observables at a certain order
in perturbation theory: matter density and velocity divergence, tidal field, and so on. At a
given order in perturbation theory, there is only a finite fixed number of linearly indepen-
dent gravitational observables [19, 20]. Moreover, even though the gravitational observables
include time derivatives, all of these operators can be expressed as nonlocal, nonlinear trans-
formations of the final density field ~δ [20] (see Sec. 2.5 of [3] for a review). bO are the
corresponding bias parameters.
Eq. (2.3) only predicts the halo density field in a statistical sense. That is, if we imagine
stacking many cells that have the same values of all operators O appearing in Eq. (2.3), then
the mean density of halos in these cells should approach the prediction in Eq. (2.3). At any
given point, the halo density can deviate from the prediction in Eq. (2.3), due to the random
nature of the small-scale perturbations that we have integrated out in the bias expansion,
but that yet are relevant for halo formation. This “scatter” will be taken into account in the
conditional probability which we discuss below. Further, we reiterate that the operators in
Eq. (2.3) are constructed from the evolved density field on the grid, i.e. filtered on the grid
scale. This will become relevant later.
In this paper, we use the following default set of operators:
O ∈
{
δ, δ2 −
〈
δ2
〉
, (K2ij)−
〈
(Kij)
2
〉
, ∇2δ
}
,
with coefficients
{
b1,
b2
2
, bK2 , c∇2δ
}
. (2.4)
We further define bN ≡ N !bδN as the bias coefficient corresponding to the N -th power of the
matter density field (local-in-matter-density, LIMD). We denote the higher-derivative bias
coefficient as c∇2δ rather than b∇2δ, as it is an effective coefficient which also absorbs other
contributions which depend on the chosen smoothing scale and cutoff, as we will see. More
generally, the bias parameters bO correspond to well-defined physical bias parameters, while
parameters denoted as cO (so far, only c∇2δ) are understood as effective coefficients which
also absorb higher-order contributions.
Eq. (2.4) corresponds to the complete set of operators up to second order at leading
order in derivatives, and the leading higher-derivative operator (∇2δ). The significance of
this choice will become clear later.
2.4 Stochasticity and conditional probability
The final ingredient needed in the Bayesian forward model is the probability for finding a
certain number of halos or galaxies in a given cell, given the predicted deterministic field
~δh,det (as well as the matter density field). We will phrase this equivalently as the conditional
probability for finding a measured halo density field ~δh given the predicted mean-field halo
density ~δh,det. As discussed in the previous section, this probability should take into account
the scatter induced by the small-scale modes that are not explicitly included in the forward
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model, which are nevertheless relevant for determining exactly where a halo forms. Further,
the conditional probability also needs to be able to capture deficiencies in the bias expansion
Eq. (2.3), as well as in the forward model for matter and gravity.
One approach, followed by essentially all literature on this topic so far, is to assume
that the size of the grid cells Rcell is much larger than the scale R∗ that controls the higher-
derivative contributions to the halo density in Eq. (2.3). That is, one assumes that on the
scales resolved on the grid, halo formation can be effectively approximated as spatially local.
In the EFT approach, the leading correction to this assumption is captured by the operator
∇2δ in Eq. (2.4), whose coefficient then should be (at least) of order R2∗, i.e. |c∇2δ| ∼ R
2
∗.
Alternatively, one can explicitly include the difference between neighboring cells, as done in
[15]. This approach thus assumes that the impact of all modes resolved on the grid, including
the correlations of the halo density between different cells, is completely captured by a finite
set of operators, in our case those appearing in Eq. (2.3).
Thus, building on the assumption on the locality of halo formation, the likelihood of
a given halo density field given a matter density field and bias parameters is a product of
conditional probabilities in each cell:
P
(
~δh
∣∣∣~δ, {bO}, {λa}) =
N3g∏
i=1
P (1)
(
δih − δ
i
h,det[
~δ, {bO}], {λa}, δ
i
)
, (2.5)
where P (1) is the probability for finding, in a given cell, an overdensity δih given the prediction
for the mean relation δih,det from Eq. (2.3). Here we have allowed P
(1) to depend on further
parameters {λa} (e.g., variance, skewness, ...), as well as the matter density itself to take
into account, for example, a larger variance in high-density regions.
Clearly, Eq. (2.5) still contains significant freedom to choose the form of the conditional
probability P (1). Moreover, unlike the case for the bias expansion in Eq. (2.3), there is no
guide from effective field theory considerations on what the form of P (1) should be, since P (1)
arises from integrating out small-scale, fully nonlinear modes whose PDF is not expected to
be close to Gaussian. There is a limit for which the PDF is expected to asymptote to a
known form: if the size of grid cells is much less than the mean separation between halos,
then we expect the single-cell PDF to approach a Poisson distribution by virtue of the law
of rare events. Unfortunately, this limit is not attainable within an EFT context however,
since the perturbative bias expansion Eq. (2.3) breaks down for such a small grid scale (in
practice, the grid scale will then also be much smaller than R∗). Thus, in order to obtain
a posterior that is under rigorous perturbative control, we need to pursue a different route
than Eq. (2.5).
2.5 Final posterior
Before proceeding further, let us put together the ingredients presented above, to obtain
the final joint posterior of the initial density field, cosmological parameters, and nuisance
parameters:
P
(
~δin, θ, {bO}, {λa}
∣∣∣~δh) =NPPprior(~δin|θ)P (~δh∣∣∣~δfwd[~δin, θ], {bO}, {λa}) , (2.6)
where NP is a normalization constant. Then, the desired cosmological constraints can be
obtained by marginalizing over the initial phases ~δin, as well as nuisance parameters:
P
(
θ
∣∣∣~δh) =
∫
d{bO}
∫
d{λa} Pprior({bO}, {λa})
∫
D~δinP
(
~δin, θ, {bO}, {λa}
∣∣∣~δh) , (2.7)
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where Pprior is a prior on the bias and PDF parameters. Of course, one can similarly obtain
marginalized posteriors for the bias parameters bO and likelihood parameters λa.
3 EFT approach to the conditional probability
The conditional probability Eq. (2.5) is written in real space, i.e. it relates the fields ~δh
and ~δh,det cell-by-cell in real space. Perturbative approaches, including the effective field
theory of biased tracers, however naturally work in Fourier space. This is because the initial
conditions are (approximately) a homogeneous Gaussian random field (see Sec. 2.1), so that
their covariance is diagonal in Fourier space.
Let us thus instead consider the problem of deriving a conditional probability relating
the halo density field in Fourier space, ~δh → δh(k), to a linear combination δh,det(k) of fields
O(k) constructed from the evolved matter field δ(k). Clearly, the field δh,det(k) cannot be
a perfect match to δh(k), but has noise. In the EFT approach, this noise formally arises
because we are integrating out the small-scale modes of the density field, those above some
maximum wavenumber kmax. An obvious question then is how the maximum wavenumber
kmax should be chosen. A priori, the only guidance we have is that it should be less than the
nonlinear scale, kNL ≈ 0.3hMpc
−1 at redshift zero (but higher at higher redshifts). We will
make this more precise in Sec. 4.4 below.
Importantly, the noise does not only affect δh, but in general the fields entering our
predicted field δh,det also have noise. We can thus write
δh(k)− δh,det(k) = εh(k)− εmodel(k) = εh(k)− b1εm(k) . (3.1)
In the second equality, we have only kept the noise contribution from the matter density
εm, which is multiplied by b1 since this is how the matter density field enters δh,det. The
contributions from noise fields in the quadratic operators (specifically those that cannot be
absorbed by εh) are higher order, as we will show in Sec. 4.5, and can thus be dropped.
Apart from this ranking, we have not used perturbative arguments so far. We will work in
the continuum limit to keep the conceptual derivation clear, and move to a finite Fourier grid
shortly.
Our goal is now to integrate out the noise fields εh and εm, since, by definition, we
cannot predict them at the field level. For this, we assume that, on the scales k < kmax
of interest, both fields can be approximated as Gaussian. On sufficiently large scales, this
approximation is guaranteed to be accurate by the central limit theorem. We will return to
this point in Sec. 5. Further, we can use the fact that the power spectra of the noise fields
have to be analytic in k on large scales. This is because they arise from interactions of modes
that are of much smaller scale, and thus cannot involve the power spectrum on the scale k
[21]. Finally, the noise in the matter density field has to satisfy limk→0 εm(k)/k
2 = const.,
through mass and momentum conservation. We thus write, up to including k4,
〈εh(k)εh(k)〉
′ = P εhh(k) = P
ε,0
hh + P
ε,2
hh k
2 + P ε,4hh k
4
〈εh(k)εm(k)〉
′ = P εhm(k) = P
ε,2
hmk
2 + P ε,4hmk
4
〈εm(k)εm(k)〉
′ = P εmm(k) = P
ε,4
mmk
4 . (3.2)
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The Cauchy-Schwartz inequality implies |P ε,2hm| ≤
√
P ε,0hh P
ε,4
mm. To summarize, the noise fields
εh, εm follow a multivariate normal distribution given by
P
(
εh(k), εm(k)
)
= |2πCε|
−1/2 exp
[
−
1
2
(εh, εm)C
−1
ε (εh, εm)
†
]
,
where Cε = Cε(k
2) =
(
P εhh(k) P
ε
hm(k)
P εhm(k) P
ε
mm(k)
)
, (3.3)
and † denotes the transpose and complex conjugate. We can now integrate out the stochastic
fields in Eq. (3.1) to derive a likelihood for δh(k) given the known analytic scaling of the
noise-field correlators on large scales:
P
(
δh(k)− δh,det(k)
)
=
∫
dεm(k) P
(
δh(k)− δh,det(k)− b1εm(k), εm(k)
)
= (2π)−1/2
∣∣P εhh(k) + 2b1P εhm(k) + b21P εmm∣∣−1/2
× exp
[
−
1
2
|δh(k)− δh,det(k)|
2
P εhh(k) + 2b1P
ε
hm(k) + b
2
1P
ε
mm
]
. (3.4)
Given the diagonal covariance of the noise fields in Fourier space, we can then multiply the
probabilities for the different wavenumbers k, leading to the following conditional probability
for the halo field in Fourier space, up to an irrelevant normalization constant:
− lnP
(
~δh
∣∣∣~δ, {bO}, {λa}) =
∫ kmax
k
[
1
2
ln σ¯2(k) +
1
2σ¯2(k)
∣∣∣δh(k)− δh,det[~δ, {bO}](k)∣∣∣2
]
,
(3.5)
where the scale-dependent variance is given by
σ¯2(k) = P εhh(k) + 2b1P
ε
hm(k) + b
2
1P
ε
mm(k)
= P ε,0hh +
(
P ε,2hh + 2b1P
ε,2
hm
)
k2 +
(
P ε,4hh + 2b1P
ε,4
hm + b
2
1P
ε,4
mm
)
k4 . (3.6)
Here, we have included terms up to order k4, which are higher order, but ensure a positive
variance. The integral in Eq. (3.5) is limited to wavenumbers up to some maximum value
kmax, which is a meta-parameter of the likelihood that can be varied. This cutoff ensures
that the assumptions on the Gaussianity and analytic power spectra of the stochastic fields
are fulfilled if kmax is chosen to be sufficiently small. From the EFT standpoint, Eq. (3.5)
is thus the well-defined, unique likelihood for the large-scale biased-tracer field δh(k) at the
field level. This derivation is based on two key EFT results: the fact that on the scales
of interest, there is a finite number of fields O which describe the dependence of δh on
large-scale perturbations; and that the residual is approximately Gaussian-distributed with
a power spectrum of known form (analytic in k). The scales controlling the validity of the
bias expansion are well known (see Sec. 4.1.3 of [3] for a discussion). The scale controlling
the Gaussianity of the likelihood has not been investigated in detail so far. We turn to that
in Sec. 5.
A possible concern with a Fourier-space likelihood is that effects present in real world
surveys such as masks are difficult to incorporate. Briefly, a mask would be incorporated
by multiplying both δh,det and εh with the mask in real space. This leads to a non-diagonal
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covariance in Eq. (3.5) which is given by a convolution of white noise with the mask. For-
tunately, since the mask is fixed, the computation and inversion of this covariance has to
be performed only once. In the following, we will continue to assume a trivial mask, as
appropriate for applications to simulations with periodic boundary conditions.
Let us now consider a finite volume, in particular a cubic box of side length Lbox, and
move to box normalization for the Fourier-space fields [Eq. (1.7)]. Eq. (3.5) immediately
becomes
lnP
(
~δh
∣∣∣~δ, {bO}, {λa}) = − kmax∑
k 6=0
[
1
2
lnσ2(k) +
1
2σ2(k)
∣∣∣δh(k)− δh,det[~δ, {bO}](k)∣∣∣2
]
, (3.7)
where σ2(k) is now a dimensionless variance given by
σ2(k) ≡ L−3boxσ¯
2(k) = V ε,0hh +
(
V ε,2hh + 2b1V
ε,2
hm
)
k2 +
(
V ε,4hh + 2b1V
ε,4
hm + b
2
1V
ε,4
mm
)
k4 , (3.8)
and we have defined the noise variance parameters
V ε,nxy ≡ L
−3
boxP
ε,n
xy . (3.9)
It is worth pointing out the very different interpretation of the EFT conditional proba-
bility derived here as compared to standard forward modeling approaches which use a local,
real-space conditional probability as in Eq. (2.5). Instead of approximating a likelihood of
unknown shape that is localized in physical space, we are expanding the perturbatively known
non-local Fourier-space likelihood up to a cutoff kmax. This point will become more clear in
the following. Note that one can generalize the diagonal covariance to a non-diagonal one,
including the non-Gaussian contributions generated by nonlinear evolution. Again, we will
turn to this in Sec. 5.
Finally, as long as errors in the forward model are captured by the likelihood Eq. (3.7),
the full posterior Eq. (2.6) for the initial phases, cosmological parameters, and bias parameters
becomes
P
(
~δin, θ, {bO}, {λa}
∣∣∣~δh) =N ′PPprior(~δin|θ) exp [lnP (~δh∣∣∣~δfwd[δin, θ], {bO}, {λa})] , (3.10)
where
{bO} = {b1 , b2 , bK2} ∪ {c∇2δ}
{λa} = {V
ε,0
hh , V
ε,2
hh , V
ε,2
hm , V
ε,4
hh , V
ε,4
hm , V
ε,4
mm} . (3.11)
In practice, we can limit the set {λa} to the first three parameters, as the others are higher
order (see the next section and Appendix D).
3.1 Maximum-likelihood point for bias parameters
Eq. (3.10) is clearly a highly complex, nonlinear and nonlocal (in terms of ~δin) posterior.
In order to make progress in our physical understanding, let us assume that we have fixed
the initial density field ~δin to the true field. This thought example is easy to realize when
applying the forward model to the results of simulations, whose initial conditions are known.
For now, we will also fix the cosmology parameters θ to their true values.
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Let us then consider the maximum-likelihood point for the bias parameter bO, keeping
all other parameters fixed (we will turn to the parameters controlling the variance below).
For a fixed operator O, the maximum-likelihood point is given by:
−
∂
∂bO
lnP
(
~δh|~δ, {bO}, {λa}
)
=
kmax∑
k 6=0
1
σ2(k)
O(k)
(
δh − δh,det[~δ, {bO}]
)∗
k
= 0 . (3.12)
In the limit of infinite volume (e.g., a large number of simulation realizations), the products
of fields in this relation approach their ensemble averages, i.e. their cross-power spectra.
Then, the maximum-likelihood point becomes
kmax∑
k
1
σ2(k)
〈O(k)δ∗h(k)〉 =
∑
O′
bˆO′
kmax∑
k 6=0
1
σ2(k)
〈
O(k)O′∗(k)
〉
∀ O
O=δ
+ V ε,2hmk
2 + V ε,4hmk
4 + b1V
ε,4
mmk
4 . (3.13)
The last line, which comes from the b1-dependence of σ
2(k) [Eq. (3.8)] is only present when
considering the operator δ. Eq. (3.13) corresponds to matching specific filtered (and weighted)
moments in Fourier space, with a correction that scales analytically with k and takes into
account the correlation of noise in the halo field and matter.
By restricting kmax < kNL, the nonlinear scale, these filtered moments can be kept
under perturbative control. Recall that the operators O here are still constructed by taking
nonlinear transformations of the density field on the grid. Thus, there are now two filters
involved: the kernel corresponding to the density assignment, and the sharp-k filter for the
moments on the larger length scale 1/kmax. This is in fact closely related to the approach
followed by [22, 23], who showed that one can efficiently obtain bias parameters up to cubic
order using this approach.
Finally, note that including higher-derivative contributions in the bias expansion Eq. (2.3)
is very simple in the EFT likelihood, by generalizing δh,det in Fourier space to
δh,det[~δ, {bO}](k) =
∑
O
bOO(k) −→
∑
O
[
bO − c∇2Ok
2
]
O(k) , (3.14)
introducing an additional effective higher-derivative bias parameter c∇2O which can be mar-
ginalized over to take into account improperly-modeled higher-order contributions. We con-
tinue to only include such a higher-derivative contribution ∝ c∇2δ for the density field, O = δ.
We will see in Sec. 4 why this is sufficient.
In order to gain a more explicit understanding of Eq. (3.13), let us drop the second line,
present if O = δ, for the remainder of this section, and continue to take the infinite-volume
limit. We then have
kmax∑
k 6=0
1
σ2(k)
〈O(k)δ∗h(k)〉 =
kmax∑
k 6=0
1
σ2(k)
∑
O′
bˆO′
〈
O(k)O′∗(k)
〉
∀ O , (3.15)
which is to be solved for the bias parameters bˆO. Let us consider this equality at fixed k.
If the set of bias operators in Eq. (2.3) is of size NO, Eq. (3.15) is a linear system of NO
equations that can be straightforwardly solved, yielding an estimator bˆ(k) for the set of
coefficients (see also [22, 23]):
bˆ(k) =M−1(k) ·H(k) , M = {
〈
OO′∗
〉
}O,O′ ; H = {〈δ
∗
hO〉}O . (3.16)
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Eq. (3.15) then corresponds to a weighted mean of the estimated bias parameters bˆ(k) over
k.
Similarly, taking the derivative of Eq. (3.7) with respect to σ2(k) yields maximum-
likelihood values for the various components of σ2(k), as derived in Appendix D. In particular,
the ML point for the constant part V ε,0hh ≡ limk→0 σ
2(k) is given by, in the infinite-volume
limit:
0 =
kmax∑
k 6=0
1
σ4(k)
[
1
2
σ2(k)−
〈
|δh(k)− δh,det(k)|
2
〉]
. (3.17)
Thus, inaccuracies in the model directly contribute to the effective variance in the likelihood
(assuming one allows σ2 to vary). A deficient model thus lowers the amount of information
that can be extracted, as expected. In order for the likelihood to be consistent however, it
is of course necessary that the noise correlator
〈
|δh − δh,det|
2(k)
〉
is in fact analytic in k, as
assumed in Eq. (3.8). We will see in the next section why and under what conditions this
holds. At the order we work in throughout this paper, it is sufficient to include terms up to
order k2 in σ2(k), which corresponds to the first three parameters in Eq. (3.11). While the
first, V ε,0hh corresponds to the physical halo shot noise in the large-scale limit, the other two
contributions are effective stochastic parameters which absorb residuals of the model.1
3.2 Including cosmological parameters
We now move on to the estimation of cosmological parameters. The most simple, and inter-
esting, cosmological parameter in this context is the normalization of the primordial perturba-
tions (or equivalently linear matter power spectrum). Following convention, we parametrize
this through the variance (σ8)
2 at redshift zero of the linear density field filtered with a real-
space tophat kernel on the scale 8h−1Mpc. This parameter is interesting, since, at the linear
level, it is exactly degenerate with the linear bias b1. Thus, we need nonlinear information
in the measured density field ~δh to break this degeneracy, which is a highly nontrivial test of
the forward model. We will discuss other cosmological parameters in Sec. 8.
In order to investigate this, we assume that the operators appearing in Eq. (2.3) [e.g.,
Eq. (2.4)] are split by perturbative order so that each scales homogeneously with σ8. For
convenience, we define α ≡ σ8/σ8,fid, where the fiducial value σ8,fid is fixed. We can then
write
O(σ8) = α
ns,OO(σ8,fid) , (3.18)
so that, e.g., ns,δ(1) = 1, ns,δ(2) = ns,δ2 = 2, and so on. We then have
~δh,det({bO}, σ8) =
∑
O
bOα
ns,O ~O(σ8,fid) . (3.19)
In the following, all operators O will be assumed to be evaluated at σ8,fid, and we will omit
this dependence for clarity. We obtain, again neglecting the terms in the second line of
Eq. (3.13),
−
∂
∂bO
lnP
(
~δh|~δ, {bO}, {λa}
)
=
kmax∑
k 6=0
1
σ2(k)
αns,OO(k)
(
δh − δh,det[~δ, {bO}]
)∗
k
= 0 (3.20)
−
∂
∂ lnσ8
lnP
(
~δh|~δ, {bO}, {λa}
)
=
∑
O
bOns,Oα
ns,O
kmax∑
k 6=0
1
σ2(k)
O(k)
(
δh − δh,det[~δ, {bO}, α]
)∗
k
= 0 .
1Indeed, beyond the large-scale limit there exists no unique definition of stochasticity (e.g., [24, 25]).
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In the infinite-volume limit and at fixed k, we thus have
〈Oδ∗h〉k =
∑
O′
bO′α
ns,O′
〈
OO′∗
〉
k
(3.21)
∑
O
bOns,Oα
ns,O 〈Oδ∗h〉k =
∑
O,O′
bOns,ObO′α
ns,O+ns,O′
〈
OO′∗
〉
k
.
We now define scaled parameters
βO ≡ bOα
ns,O . (3.22)
Eq. (3.21) then becomes
〈Oδ∗h〉k =
∑
O′
βO′
〈
OO′∗
〉
k∑
O
ns,OβO 〈Oδ
∗
h〉k =
∑
O,O′
ns,OβOβO′
〈
OO′∗
〉
k
. (3.23)
Contracting the first line with
∑
O ns,OβO immediately shows that the second line is linearly
dependendent on the first line, which contains NO equations. That is, Eq. (3.23) in fact
contains (at most) NO independent equations for NO + 1 unknowns. This is not surprising:
if all operators have independent bias parameters, then any change in σ8 can be absorbed by
a change in the NO bias parameters. Thus, we need to rely on some relations between bias
parameters of different operators. In our fiducial application of the EFT likelihood, these are
δ(1) and δ(2) which are both multiplied by b1.
At fixed k, we thus have for the maximum-likelihood point of β:
H(k) =M(k) · β(k)
⇒ βˆ(k) =M−1(k) ·H(k) . (3.24)
This relation is of course of the same form as derived above in Eq. (3.16) (without considering
σ8). Crucially, in order to break the degeneracy between bias parameters and σ8, there must
be at least two non-degenerate operators multiplied by the same bias parameters, which scale
differently with σ8. Physically, this is the case at second order in perturbations due to the
displacement term inside δ(2). Since large-scale galaxy displacements have to be the same
as those of matter due to the equivalence principle (see Sec. 2.7 of [3] for a discussion), this
displacement term has to be multiplied by the same bias b1 as the linear density field. The
estimation of σ8 using the EFT likelihood is hence based only on this fundamental physical
constraint.
Finally, the full maximum-likelihood point then corresponds to a weighted average over
k, following Eq. (3.20) [and, in practice, including the contributions in the second line of
Eq. (3.13)].
4 The maximum-likelihood point of the EFT likelihood
In this section, we will derive predictions in the EFT for the correlators 〈δhO〉 and 〈OO
′〉
which enter in the maximum-likelihood point Eq. (3.13). This allows us to connect inferences
based on the EFT likelihood to well-known predictions for matter and halo n-point functions.
As we will see, it is possible to consistently remove the dependence of the predictions on non-
perturbative small-scale modes by renormalization. Throughout, we will work up to cubic
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order in perturbation theory, which essentially means that all contributions can be expressed
as linear or quadratic functionals of the linear matter power spectrum PL(k). We also include
the leading higher-derivative contributions which scale as k2PL(k). Higher-order terms which
we neglect throughout involve three power spectra as well as higher powers of k2. We discuss
these in Sec. 4.4.
We will adopt the fiducial operator set described in Sec. 2.3, which involves the complete
set of bias operators up to second order:
O ∈ O = O[1] ∪O[2]
O
[1] = {δ, ∇2δ} , O[2] = {δ2, K2} , (4.1)
with coefficients
{b1, c∇2δ, bδ2 , bK2} = {b1, c∇2δ, (b2/2), bK2} . (4.2)
We have not included cubic-order bias terms. Only one cubic bias term is relevant at the
level of the next-to-leading order power spectrum and leading-order three-point function
(specifically, btd in Eq. (A.1); see also Sec. 4.1 of [3]), which are the relevant statistics here.
Moreover, at the order we work in, its contribution is almost perfectly degenerate with that
of the higher-derivative operator ∇2δ. As we will show, the maximum-likelihood point yields
the physical values of b1 , b2 , bK2 , while c∇2δ is an effective, smoothing scale-dependent
parameter which absorbs the cubic bias contribution as well.
We will now re-introduce the subscriptW for filtered fields. Unless otherwise noted, we
allow for a general filter function W (x) in real space, with Fourier-space version W (p) which
satisfies W (−p) =W ∗(p). As we will see, the requirement of unbiased results from the EFT
likelihood places constraints on the form of the filter.
4.1 Summary
Since the remainder of this section is a somewhat long and technical discussion, let us sum-
marize the findings here. The key result is that Eq. (3.13) indeed yields unbiased results for
σ8 and the bias parameters which are under perturbative control, if the following conditions
are met:
1. A sharp-k filter WΛ(k) [Eq. (4.11)], where Λ is a cutoff scale, is used to obtain the
smoothed density field out of which the operators O are constructed.
2. kmax is smaller than the cutoff Λ of this filter.
3. The operators O → [O] are constructed as renormalized operators, as explained in
Sec. 4.2, where counterterms that are relevant at the perturbative order we work in are
subtracted.
4. The list of operators includes ∇2δ(x)↔ −k2δ(k), and the likelihood involves a specific
scale-dependent variance term σ2(k) which scales analytically with k [Eq. (3.8)] and
depends on b1. Both of these ingredients are important to consistently absorb higher-
order contributions.
Readers not interested in the technical details of how these results are obtained can skip to
the next section.
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4.2 Renormalization conditions
When including nonlinear operators in the bias expansion, such as density squared δ2, in the
context of the general perturbative bias expansion, it is important to construct these opera-
tors in such a way that their cross-correlations are not sensitive to small-scale perturbations.
Technically, this is achieved by employing renormalized operators [O], which are obtained
from the bare operators O by subtracting counterterms.
We follow the general approach by Ref. [26], who derived the following renormalization
conditions:
〈
[O](k)δ(1)(k1) · · · δ
(1)(kn)
〉 {ki}→0
≃
〈
O(k)δ(1)(k1) · · · δ
(1)(kn)
〉
LO
, (4.3)
where n = 0, 1, 2, .... Here, 〈·〉LO stands for a correlator evaluated at leading order (LO)
in perturbation theory. Eq. (4.3) ensures that all large-scale cross-correlations between the
renormalized operators [O] are independent of small-scale modes.
The n = 0 condition simply reads 〈[O](k)〉 = 0, which we have already enforced in
Eq. (2.4). Beyond this, at the perturbative order which we work in, it is sufficient to only
consider the conditions for n = 1 for the quadratic operators δ2 and K2.2 As shown in
Appendix B, the renormalization conditions can be enforced by subtracting counterterms in
Fourier space as follows:
[δ](k) = δ(k)[
δ2
]
= (δ2)(k)− Σ21−3(k)δ(k) and [δ
2](k = 0) = 0[
K2
]
(k) = (K2)(k)−
2
3
Σ21−3(k)δ(k) and [K
2](k = 0) = 0 , (4.4)
where all fields are presumed filtered with W , and Σ21−3(k) is defined in Eq. (B.2). The
conditions at k = 0 are given for completeness here, even though they do not matter in
practice, as the sum in the likelihood excludes the zero mode [Eq. (3.7)]. The density field δ
itself does not need to be renormalized (up to higher-derivative terms), as it is protected by
mass and momentum conservation. The reason that we subtract a k-dependent counterterm,
rather than the asymptote in the limit k → 0 [given in Eq. (B.7)] is that, otherwise, residuals
of order k/Λ are present which are not strictly absorbed by the effective higher-derivative
bias c∇2δ.
The counterterms in Eq. (4.4) are simply proportional to the density field δ. One might
wonder why they then cannot be absorbed in the bias coefficient b1. The reason is that, as
explained after Eq. (3.24), a correct inference of cosmology using the forward model relies on a
consistent treatment of bias, in particular the fact that the same bias parameter b1 multiplies
both the linear and second-order density fields. This consistency is broken if the quadratic
operators are not renormalized following Eq. (4.4). Moreover, Eq. (4.4) also removes the
leading large-scale connected contribution (trispectrum) to the operator cross-correlations
on the r.h.s. of Eq. (3.13), as shown in Appendix B.
2Here, there is a subtlety if the quadratic operators are constructed from sharp-k filtered fields. This is
discussed in Appendix B.
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4.3 Conditions for unbiased maximum-likelihood point
We now explicitly derive the expressions obtained on the left-hand side and right-hand side
of the maximum-likelihood point of the Gaussian likelihood in Fourier space,
kmax∑
k 6=0
1
σ2(k)
〈[O](k)δ∗h(k)〉 =
∑
O′
bˆO′
kmax∑
k 6=0
1
σ2(k)
〈
[O](k)[O′∗](k)
〉
∀ O
O=δ
+ V ε,2hmk
2 + V ε,4hmk
4 + b1V
ε,4
mmk
4 , (4.5)
at leading order in the general perturbative bias expansion (or equivalently, the effective field
theory of biased tracers). As we will see, this involves explicit results at second order in
perturbation theory, and a subset of third-order contributions. Moreover, it is sufficient to
focus on a single unspecified value of k here (with |k| < kmax), since Eq. (4.5) corresponds
to a weighted sum over k. Finally, for calculational simplicity, we return to the continuum
limit to calculate the correlators in this relation. We give the summary of results here, with
detailed calculations relegated to Appendix C. In the following, we will make the smoothing
filter W explicit again, as it is of crucial relevance in this derivation.
4.3.1 Quadratic operators
Let us begin with Eq. (4.5) evaluated for a quadratic operator O = O[2]. Then, the second
line is not present. Any bare quadratic operator can be expressed in Fourier space as
O[2][δW ](k) =
∫
p
SO(p,k − p)δ(p)δ(k − p)W (p)W (k− p) , (4.6)
where SO is a kernel listed for the relevant operators in Tab. 1. We will neglect the counter-
terms for now, and include them at the end of this section. Thus, the Fourier-space correlator〈
δh,W (k)O
[2][δW ](k
′)
〉′
corresponds to an integral over the halo-matter-matter bispectrum:〈
δh,W (k
′)O[2][δW ](k)
〉′
=W (k′)
∫
p
SO(p,k − p)W (p)W (k− p)
〈
δh(k
′)δ(p)δ(k − p)
〉′
=W (−k)
[
b1 − b∇2δk
2
] ∫
p
SO(p,k − p)W (p)W (k− p)Bmmm(−k,p,k − p)
+ 2W (−k)
∑
O′∈O[2]
bO′
∫
p
SO′(p,k − p)SO(p,k − p)W (p)W (k− p)PL(p)PL(|k − p|) ,
(4.7)
where a prime on an expectation value denotes that the momentum-conserving Dirac delta
is to be dropped. In the second line we have used k′ = −k from momentum conservation as
well as the result for the tree-level halo-matter-matter bispectrum and the tree-level matter
bispectrum, given in Appendix A.
The operator correlations appearing on the right-hand side of Eq. (4.5) are given by〈
O[2][δW ](k)δW (k
′)
〉′
=W (−k)
∫
p
SO(p,k − p)W (p)W (k − p)Bmmm(−k,p,k − p)
〈
O[2][δW ](k)O
[2]′[δW ](k
′)
〉′
= 2
∫
p
SO(p,k − p)SO′(p,k − p)|W (p)|
2|W (k − p)|2
× PL(p)PL(|k − p|) . (4.8)
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We can now evaluate the equality corresponding to the maximum-likelihood point of the
Fourier-space likelihood, Eq. (3.13). For clarity, we restrict to a fixed value of k. We then
obtain, for any O ∈ O[2],
W (−k)
[
b1 − b∇2δk
2
] ∫
p
SO(p,k − p)W (p)W (k− p)Bmmm(−k,p,k − p) (4.9)
+ 2W (−k)
∑
O′∈O[2]
bO′
∫
p
SO′(p,k − p)SO(p,k − p)W (p)W (k− p)PL(p)PL(|k − p|)
= b1W (−k)
∫
p
SO(p,k − p)W (p)W (k − p)Bmmm(−k,p,k − p)
+ 2
∑
O′∈O[2]
bO′
∫
p
SO(p,k − p)SO′(p,k − p)|W (p)|
2|W (k − p)|2PL(p)PL(|k − p|) .
First, note that the term involving b∇2δ involves a higher power of k than the others; that is,
it is higher order in the perturbative counting. We consider such higher-order contributions
in Sec. 4.4.
Disregarding this term, we see from Eq. (4.9) that, already at leading order, the equality
Eq. (4.5) only yields unbiased results if (i) the smoothing filter W (−k) is unity at the scales
|k| < kmax considered; (ii) the smoothing filter satisfies
W (k) = |W (k)|2 . (4.10)
This corresponds to a sharp-k filter of the form
W (k) =WΛ(k) ≡ ΘH(Λ− ‖k‖) , (4.11)
where ‖·‖ is a norm, e.g.
√
kiki (spherical tophat) or
∑
i |ki| (cube). One can show that the
same conclusion holds if one were to use a real-space likelihood that corresponds to matching
correlators at finite lag. That is, the result on the filter shape is not simply a coincidence
caused by our working with a Fourier-space likelihood. Clearly, for such a sharp-k filter
function, WΛ(k) = 1 holds as long as kmax < Λ, so that condition (i) is satisfied trivially.
Finally, let us turn to the counterterms which we have not included so far. The con-
tribution to
〈
δh,W [O
[2]]
〉
on the left-hand side (l.h.s.) of Eq. (3.13) cancels with that to
b1
〈
δW [O
[2]]
〉
on the right-hand side (r.h.s.). On the other hand, as shown in Appendix B, the
counterterms precisely remove the leading connected trispectrum contribution to
〈
O[2]O′[2]
〉
,
which is proportional to
〈
δ2W
〉2
PL(k) and which we have not written in Eq. (4.8), and thus
ensure that the equality corresponding to the maximum-likelihood point holds at the relevant
order.
4.3.2 Density
Let us now turn to the operator O[δW ] = δW in O
[1]. On the left-hand side of Eq. (4.5), we
have〈
δh,W (k
′) [δW ](k)
〉′
≡
〈
δh,W (k
′)δW (k)
〉′
= |W (k)|2Phm(k) = |W (k)|
2
[
b1PL(k) + P
NLO
hm (k)
]
,
where PNLOhm (k) is the next-to-leading order (NLO) contribution to the halo-matter power
spectrum, which we can write as (see Appendix A)
PNLOhm (k) = b1P
NLO
mm (k) + Pˆ
NLO
hm (k) , (4.12)
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where PNLOmm (k) is the NLO contribution to the matter power spectrum, and Pˆ
NLO
hm (k) includes
the nonlinear bias terms. We include the NLO contributions to the power spectra here, since
they are of the same order as other terms that will appear on the right-hand side.
The operator correlations appearing on the right-hand side of Eq. (4.5) are given by〈
δW (k)δW (k
′)
〉′
= |W (k)|2Pmm(k) = |W (k)|
2
[
PL(k) + P
NLO
mm
]
,〈
δW (k
′)
[
O[2][δW ]
]
(k)
〉′
=W (−k)
∫
p
SO(p,k − p)W (p)W (k− p)Bmmm(−k,p,k − p)
− rOΣ
2
1−3(k)|W (k)|
2Pmm(k) + V
ε,2
hmk
2 ,
where rδ2 = 1, rK2 = 2/3, and the contribution ∝ c∇2δ is trivially related to the first line. In
the second line, we have restricted the stochastic contributions in the second line of Eq. (4.5)
to the leading term ∝ k2, as the terms scaling as k4 are subleading.
We can now evaluate the equality corresponding to the maximum-likelihood point of
the Fourier-space likelihood, Eq. (4.5), for O = δW . For clarity, we again restrict to a fixed
value of k. We then obtain
|W (k)|2
[
b1PL(k) + P
NLO
hm (k)
]
= |W (k)|2
{
b1
[
PL(k) + P
NLO
mm
]
− c∇2δk
2PL(k)
}
+
∑
O′∈O[2]
bO′
[
W (−k)
∫
p
SO′(p,k − p)W (p)W (k − p)Bmmm(−k,p,k − p)
− rO′Σ
2
1−3(k)|W (k)|
2Pmm(k)
]
+ V ε,2hmk
2 . (4.13)
The evaluation of this equality follows along the same lines as for the quadratic operators
discussed above. However, it is somewhat more technical. We thus summarize the result
here, and refer to Appendix C for the details. The left-hand side of Eq. (4.13) contains the
halo-matter cross-power spectrum up to NLO, i.e. including 1-loop contributions. As shown
in Appendix C, if we again specialize to a sharp-k filter W (k) = WΛ(k), the right-hand
side is able to match this prediction consistently up to corrections that scale as (k/Λ)2PL(k),
(k/kNL)
2PL(k), and (k/Λ)
2. The first two types of residuals can be absorbed by c∇2δ, while
the last type of residual is absorbed by V ε,2hm . Note that this implies that the latter two
parameters are effective, Λ-dependent parameters which differ in general from the physical
parameters describing the halo field.
4.4 Suppression of higher-order terms
Let us now discuss the approximate magnitude of the terms we have neglected throughout.
For this we assume that kmax is set to be proportional to Λ, i.e. kmax = ǫΛ with ǫ < 1, so that
Operator Kernel SO(k1,k2)
δ(2) F2(k1,k2)
δ2 1
K2 µ212 − 1/3
sk∂kδ −µ12(k1/k2 + k2/k1)/2
Table 1. Fourier-space kernels SO(k1,k2) corresponding to the quadratic operators appearing in the
halo and matter n-point functions. We have denoted µ12 ≡ kˆ1 · kˆ2, and the kernel F2 is given in
Eq. (A.5).
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Λ is the only relevant scale. Further, we continue to use the continuum normalization. The
most rigorous approach to estimate the relevance of higher-order terms is to include the full
set of next-to-leading terms and repeat the entire inference. The resulting shift in parameters
then corresponds to the systematic error made by neglecting these terms. This clearly goes
beyond the scope of the current paper, and we here instead follow a simpler approach, by
providing an estimate of the subleading terms in the maximum-likelihood relation.
It is further worth noticing that, for any given higher-order bias field, we only need
to be concerned with the part that correlates with the lower-order fields. The remainder
functions as a stochastic contribution which is captured by the (scale-dependent) variance in
the likelihood.
First, consider the approximate scaling of the contributions to the maximum-likelihood
conditions, i.e. at the correlator level, which we have kept. The fractional size of the NLO
contribution to the LO ones is at most as large as
NLO
LO
: (ΛR∗)
2 ,
(
Λ
kNL
)3+n
,
Λ2V ε,2hm
PL(Λ)
, (4.14)
where R∗ is the spatial scale associated with the tracer (i.e. roughly of order the Lagrangian
radius for halos, although it is expected to remain at least of order k−1NL even for low-mass
halos), and n ≈ −1.7 is the slope of the linear matter power spectrum around the nonlinear
scale. The first of the NLO contributions is higher-derivative, while the second is the loop
contribution which we have estimated using a power-law ansatz (see e.g. [27]). The last term
is the scale-dependent noise, which, given the form of the linear matter power spectrum at
scales Λ & 0.02hMpc−1 scales faster with Λ than the others. It corresponds to the cross-
correlation of the effective noise in the matter field with the halo shot noise, in addition to
effective contributions as derived in Appendix C. Its magnitude is difficult to predict a priori.
However, if one assumes that the noise in the halo field dominates over that in the matter
density field, and that the scale dependence of the former is controlled by the spatial scale
R∗, one expects that |V
ε,2
hm | . R
2
∗P
ε,0
hh ∼ R
2
∗/n¯ where n¯ is the mean halo density, and the
second scaling follows from Poisson shot noise (see also Sec. 5). The effective contribution to
|V ε,2hm | which absorbs residuals in the maximum-likelihood relations scales as ∼ Λ
−2k−3NL, as
shown in Appendix C, and thus is typically smaller.
We can now consider the corresponding scaling of higher-order contributions. The
leading neglected contributions are expected to scale as
NNLO
LO
: (ΛR∗)
4 , (ΛR∗)
2
(
Λ
kNL
)3+n
,
(
Λ
kNL
)2(3+n)
,
Λ4V ε,4
PL(Λ)
.
Clearly, these corrections can be made as small as required by the experimental accuracy by
reducing Λ (and kmax).
Alternatively, one can include higher-order and higher-derivative bias contributions in
the likelihood. However, other aspects of the likelihood including noise terms (Sec. 4.5) and
non-Gaussianity of the likelihood (Sec. 5) need to be evaluated carefully in order to ensure
that the higher-order likelihood remains consistent. Further, a consistent higher-order EFT
likelihood requires more counterterms to the quadratic as well as higher-order operators in
order to ensure that Eq. (4.3) holds at the corresponding order.
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4.5 Noise fields for quadratic operators
With the understanding gained in this section, let us now go back to the starting point of
the derivation of the EFT likelihood, Eq. (3.1). There, we assumed that the only noise in the
model that needed to be considered is due to the matter field itself. We begin by reviewing
the reason we had to include this noise. In the EFT, the matter density field on large scales
contains a noise term that captures the coupling of two non-perturbative small-scale modes
to a large-scale mode [21, 24, 25]. This noise in turn can correlate with the noise in the halo
density field, since the latter also depends on the small-scale modes. The forward model
for ~δfwd[~δin] used in the likelihood might or might not correctly capture the noise εm; in
either case, we have to allow for this noise correlation, which leads to the term b1V
ε,2
hm in
σ(k) [Eq. (3.8)]. In this section, we discuss potential noise contributions appearing in the
nonlinear operators, as well as the case of a noise amplitude that depends on large-scale
perturbations. The main conclusion of this section is that either type of contribution is not
relevant at the order we work in.
Let us thus consider the higher-order operators. These are constructed out of the filtered
density field, which only includes modes with k < Λ which are under perturbative control.
A potential concern is that the square δ2Λ of a field δΛ that contains noise εm will lead to a
white-noise contribution which is relevant on large scales. Since the noise εm is by definition
uncorrelated with large-scale modes k < Λ, its contribution to the correlator of the bare
operator δ2Λ is given by
〈
(δΛ)
2(k)(δΛ)
2(k′)
〉′
εm
=
∫
p
ΘH(Λ− p)ΘH(Λ− |k − p|)Pεm(p)Pεm(|k − p|)
k→0
≃
∫
p
ΘH(Λ− p) [Pεm(p)]
2 +O
(
k2
Λ2
)
. (4.15)
First, note that we only need to worry about the zeroth order term in k here, as the contri-
bution ∝ k2 and higher powers can be absorbed by the scale-dependent noise terms in σ2(k)
[Eq. (3.8)]. Mass and momentum conservation require that Pεm(p) ∝ p
4. Let us thus roughly
approximate
Pεm(p) = C
p4
k7NL
. (4.16)
Ref. [24], who considered several different perturbative forward models for the density, showed
that C . 1, although they did find some deviations from the p4 scaling (note that kNL is in
the range 0.25 − 0.3hMpc−1 for a standard ΛCDM cosmology at z = 0). This yields
〈
(δΛ)
2(k)(δΛ)
2(k′)
〉′
εm
k→0
≃
C2
2π2
∫ Λ
p
dp
p10
k14NL
=
C2
22π2k3NL
(
Λ
kNL
)11
. (4.17)
We see that this is very highly suppressed if Λ < kNL. However, even for Λ = kNL, the
prefactor is quite small compared to the leading contribution to the maximum-likelihood
equation for the quadratic operators considered in Sec. 4.3.1. Similar results hold of course
for the operator (KΛ)
2. Thus, assuming that the noise in the forward model is not much
larger than the residuals found by [24], the contribution from εm to the correlators of the
quadratic operators is negligible at the order we work in. Nevertheless, if necessary, a noise
field b2εδ2 could be integrated out similarly to what is done for b1εm in Sec. 3.
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In general, the amplitude of the noise can also depend on large-scale density fluctuations.
This can be captured by writing, in real space,
εh(x) = εh,0(x) + εh,δ(x)δΛ(x) + · · · , (4.18)
where the fields εh,0, εh,δ, · · · are again uncorrelated with the large-scale perturbations such
as δΛ (see Sec. 2.8 of [3] for a detailed discussion). At the level of the power spectrum, the
additional fields do not add any nontrivial contribution, as they can be absorbed into the
other bias parameters. At the bispectrum level, the term εh,δδΛ in Eq. (4.18) does contribute.
However, it only appears in correlators that involve two powers of the halo density field, since
the fields in εh only correlate with each other. As discussed in Sec. 4.3.1, only single powers of
the halo density field appear in the maximum-likelihood equation of the Gaussian likelihood.
Thus, the additional terms in Eq. (4.18) are not relevant. They do in general contribute
when going beyond the Gaussian likelihood, which we turn to in the next section.
5 Beyond the Gaussian likelihood
Let us now consider the limitations of the Gaussian likelihood derived in Sec. 3. For this, we
derive the expected size of the leading non-Gaussian corrections in the EFT approach. We
use the box normalization in this section, since the precise counting of modes is relevant. Let
us begin with the halo noise field, and assume that it has a nonzero three-point function:
〈
εh(nkF )εh(n
′kF )εh(n
′′kF )
〉
=
1
L6box
δn+n′,−n′′Bεh(nkF ,n
′kF ) . (5.1)
Strictly speaking, we need to consider the bivariate distribution for {~εh, ~εm} and integrate
out ~εm following Eq. (3.4). However, we are mostly interested in the scaling of the leading
correction to the Gaussian likelihood. Let us thus use the Edgeworth expansion for εh, so
that the likelihood of the εh field including the leading non-Gaussian correction becomes
(again up to an irrelevant normalization)
−2 lnP (~εh) =
kmax∑
k 6=0
[
lnσ2εh(k) +
|εh(k)|
2
σ2εh(k)
−
1
3
kmax∑
k′ 6=0
Bεh(k,k
′)
L6boxσ
2
εh
(k)σ2εh(k
′)σ2εh(|k + k
′|)
εh(k)εh(k
′)εh(−k − k
′)
]
,
where σ2εh(k) = P
ε
hh(k)/L
3
box. As an approximation to the proper marginalization over the
stochastic fields, we now insert εh(k) = δh(k)− δh,det(k) to obtain the leading correction to
the likelihood lnP (~δh|~δ, {bO}, {λa}). Taking the expectation value of the derivative of this
likelihood with respect to bO, we obtain
kmax∑
k 6=0
1
σ2(k)
〈[O](k)δh(k)〉 =
∑
O′
bˆO′
kmax∑
k 6=0
1
σ2(k)
〈
[O](k)[O′](k)
〉
∀ O
O=δ
+
[
V ε,2hmk
2 + V ε,4hmk
4 + b1V
ε,4
mmk
4
]
+
kmax∑
k 6=0
kmax∑
k′ 6=0
Bεh(k,k
′)BεhεhO(k,k
′)
L12boxσ
2
εh
(k)σ2εh(k
′)σ2εh(|k + k
′|)
, (5.2)
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where the first two lines come from the Gaussian part and are identical to Eq. (4.5), while
the third line is the approximate expression for the leading non-Gaussian correction. The
latter involves the continuum-normalized cross-bispectrum between εh and O:
BεhεhO(k,k
′) ≡
〈
εh(k)εh(k
′)O(−k − k′)
〉′
. (5.3)
Note that the only operator for which this contribution can be valid on large scales is O = δ,
since, for any quadratic or higher-order operator, Eq. (5.3) starts at 1-loop order (i.e. involves
at least 3, rather than 2 power spectra), and thus has to be suppressed on large scales.
The bispectrum Bεhεhδ(k,k
′) has a straightforward interpretation: it corresponds to the
modulation of the halo noise amplitude by a density perturbation δ(|k + k′|).
In order to gain quantitative insight, let us thus consider O = δ and assume that εh
follows a Poisson distribution. We then have (see e.g. [28] and Sec. 4.1 of [3])
P εhh(k) =
1
n¯
⇒ σ2εh(k) =
1
n¯L3box
Bεh(k,k
′) =
1
n¯2
Bεhεhδ(k,k
′) =
b1
n¯
PL(|k + k
′|) , (5.4)
where n¯ is the mean comoving number density of halos. Crucially, while the exact amplitude
is not expected to match the actual noise field of halos, the leading scaling with k of all these
contributions holds regardless of the Poisson assumption. The final ingredient needed for the
estimate is the number of Fourier modes included in the likelihood. This is, approximately,
4π
3
k3max
k3F
=
4π
3(2π)3
(Lboxkmax)
3 . (5.5)
We then obtain the following upper limit on the size of the non-Gaussian contribution to the
maximum-likelihood equality Eq. (5.2) at fixed k:∣∣∣∣∣∣
kmax∑
k′ 6=0
Bεh(k,k
′)BεhεhO(k,k
′)
L12boxσ
2
εh
(k)σ2εh(k
′)σ2εh(|k + k
′|)
∣∣∣∣∣∣ = b1
kmax∑
k′ 6=0
(n¯L3box)
3
L12boxn¯
3
PL(|k + k
′|)
.
b1
6π2
k3maxPL(kmax) . (5.6)
Again, the prefactor can differ by order unity, as it relies on the Poisson assumption. Cru-
cially, the scaling with kmax is robust. Eq. (5.6) states that the non-Gaussianity of the halo
noise field can be safely neglected as long as k3maxPL(kmax) < σ
2
Λ is much less than one. We
see that this is the same condition which is required for a reliable EFT likelihood in general.
Finally, let us turn to the non-Gaussianity of the matter noise field εm(k). As in the
case of its variance, its non-Gaussian correlators are suppressed by powers of k. We roughly
expect (see Sec. 4.5) that Bεm(k,k
′) ∼ k2k′2|k + k′|2/k12NL. The dominant contribution on
large scales is expected to be the cross-correlation with the halo noise, whose magnitude can
be roughly bounded to
|Bεmεhεh(k,k
′)| .
k2
k2NL
Bεh(k,k
′) . (5.7)
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We thus expect that the contributions involving εm to the maximum-likelihood point Eq. (5.2)
(whose precise form we have not derived here), are correspondingly suppressed by powers of
(k/kNL)
2, and hence smaller than the halo noise contributions (unless one were to consider
an extremely dense halo sample, or matter itself as tracer). This is the same conclusion as
we have reached in the Gaussian case, where the leading contribution to the variance is P εhh,
while P εhm is only relevant at NLO.
6 Relation to BAO reconstruction
The linear matter power spectrum contains an oscillatory feature, the baryon acoustic oscilla-
tion (BAO) feature, induced by sound waves in the baryon-photon fluid before recombination
[29]. Since the physical scale corresponding to this feature, the sound horizon at recombina-
tion rs, is known, a measurement of its apparent scale in the clustering of galaxies allows for
direct estimates of the angular diameter distance and Hubble rate as functions of redshift.
The BAO feature in the power spectrum of the evolved density field is broadened due
to the nonlinear growth of structure. This broadening degrades the precision with which the
scale of the BAO feature can be determined in galaxy clustering. The dominant source of this
broadening are displacements induced by large-scale modes [30]. Fortunately, since galaxy
displacements are unbiased at lowest order in derivatives (on large scales), a fact which is
ensured by the equivalence principle, the broadening obtained in a given realization of the
density field can be predicted robustly.
For this reason, BAO reconstruction approaches have been developed. Generally, these
work by first estimating the displacement field using the galaxy density smoothed on a large
scale (via Eq. (6.4), in case of the Zel’dovich approximation), and then moving galaxies back
to their initial positions using this estimated displacement. Since the first implementations
of the method [31, 32], many refined versions have been presented [33–39]. What all current
reconstruction methods have in common is the backward-modeling approach and the presence
of a smoothing scale.
Now let us consider BAO reconstruction from the perspective of a perturbative Bayesian
forward model. The Eulerian position x at which a given galaxy is observed can be related
to the corresponding Lagrangian position, i.e. position in the initial conditions, through the
displacement s:
x = xfl(q, τ) = q + s(q, τ) . (6.1)
Since standard reconstruction methods are based on inferring large-scale displacements by
assuming a linear bias relation, let us do the same here; we return to this issue below.
Assuming a deterministic forward model, as we do throughout, the final posterior Eq. (2.6)
then becomes
P
(
~δin, θ, b1, {λa}
∣∣∣~δh) =NPPprior(~δin|θ)P (~δh − b1~δ∣∣∣{λa}) . (6.2)
Due to mass conservation of matter, the density field is directly related to the Lagrangian
displacement. In Fourier space, this relation becomes (e.g., [40])
δ(k) =
∫
q
exp [−ik · (q + s(q))] , k > 0. (6.3)
Note that this relation does not ensure that δ(k = 0) = 0. However, this is not relevant here
as we use a Fourier-space likelihood that does not include k = 0. Using the latter, Eq. (6.2)
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becomes
− lnP
(
~δin, θ, b1, {λa}
∣∣∣~δh) = kmax∑
k 6=0
[
|δin(k)|
2
2PL(k|θ)
+
1
2σ2(k)
∣∣∣∣δh(k)− b1
∫
q
exp
[
−ik ·
(
q + s[~δin](q)
)]∣∣∣∣
2
]
.
Here, we have assumed for simplicity that the range in wavenumber space covered by the
prior on δin is the same as that of the likelihood involving δh, although this does not have to
be the case in practice (and is not in our actual implementation; Sec. 7).
In order to gain further analytic insight into how the posterior derived here works,
let us assume the Zel’dovich approximation (ZA). We stress that in practice, our forward
model never consists of this Zel’dovich approximation, but always more sophisticated for-
ward models; for example, 2LPT or full N-body simulations. However, the ZA allows for a
particularly simple illustration for how BAO reconstruction works when using a field-level
inference approach. In the ZA, the Lagrangian displacement is evaluated at linear order:
s(p) = sZA(p) ≡ −
ip
p2
δin(p) . (6.4)
We then obtain
− lnP
(
~δin, θ, b1, {λa}
∣∣∣~δh) ZA= kmax∑
k 6=0
[
|δin(k)|
2
2PL(k|θ)
(6.5)
+
1
2σ2(k)
∣∣∣∣δh(k)− b1
∫
q
exp
[
−ik ·
(
q +
∫
p
−ip
p2
δin(p)e
ip·q
)]∣∣∣∣
2
]
.
In order to obtain cosmological constraints, we now need to marginalize over the initial phases
δin(k) as well as b1. Clearly, despite the very simple forward model, Eq. (6.5) is a highly
complex non-Gaussian and non-separable posterior, and the result of the marginalization is
far from obvious.
Nevertheless, if one expands the exponential on the right-hand side up to linear order
in δin, the non-prior part of the posterior reduces to a sum over [δh(k) − b1δin(k)]
2/2σ2(k),
i.e. precisely the expected Gaussian, linear-bias likelihood in the large-scale limit. We can
thus assume that, after marginalization over b1, the posterior will peak around the correct
large-scale modes of the density field.3 Let us thus assume that marginalizing over the initial
phases with |k| < kc, where kc will be determined below, fixes the amplitudes δin(k) to their
true values.
The BAO feature is an oscillatory feature in the linear power spectrum,
PL(k|θ = {θ
′, rs}) = P
smooth
L (k|θ
′) [1 +ABAO sin(krs)] , (6.6)
where rs is the sound horizon, and P
smooth
L (k) is the smooth (non-wiggle) part of the power
spectrum, while ABAO is the amplitude of the BAO feature which is not important here.
3If the set of cosmological parameters includes the power spectrum normalization σ8, then there is a perfect
degeneracy of b1 and σ8 in the linear regime. However, as discussed in the previous sections, this degeneracy
is broken when the forward model and likelihood are consistently extended beyond linear order. Current
reconstruction approaches instead adopt a prior on σ8.
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We are interested in the constraint on rs obtained from the posterior Eq. (6.5). Again, we
cannot explicitly marginalize over δin. We however see that, upon taking a derivative of the
posterior with respect to rs, in order to obtain the maximum posterior and the curvature
around it, we obtain a sum over wavenumbers weighted by an oscillatory function of k with
frequency rs.
The modes which dominate the BAO broadening effect are on much larger scales than
the BAO feature. Hence, we choose kc ≪ 1/rs, and marginalize over the modes with |k| < kc.
Following the discussion above, we then obtain
− rs
∂
∂rs
lnP
(
~δin, θ, b1, {λa}
∣∣∣~δh) ZA,marg.= ∑
kc<|k|<kmax
(krs) cos(krs) (6.7)
×
[
|δin(k)|
2
2PL(k|θ)
+
1
2σ2(k)
∣∣∣∣δh(k)− b1
∫
q
exp
[
−ik ·
(
q +
∫ kc
p
−ip
p2
δin(p)e
ip·q
)]∣∣∣∣
2
]
.
Note that, due to the oscillatory nature of the BAO feature, the displacement terms on the
right-hand side are enhanced by k/p ∼ 1/(rsp), and thus significant. Eq. (6.7) precisely
corresponds to constraining the BAO scale by evaluating a Gaussian, linear-bias likelihood
for the linear density field displaced to the Eulerian position predicted by the large-scale
displacements (−ip/p2)δin(p) which are reconstructed from the large-scale halo field δh(p).
Thus, our posterior, combined with a Lagrangian forward model, naturally includes BAO
reconstruction. The key difference from standard reconstruction approaches is that Eq. (6.7),
in keeping with the entire Bayesian inference approach, employs a forward model of the
BAO displacements, where the data are compared to the displaced initial density field. The
former approaches on the other hand attempt to move the data back to the initial positions.
We stress that Eq. (6.7) is a rough approximation intended to isolate the relevant aspects
of the inference approach; in practice, the actual posterior for rs is obtained after proper
marginalization over all initial phases.
Moreover, unlike the case in reconstruction approaches applied to the data, which explic-
itly introduce a smoothing scale ∼ 1/kc used to reconstruct the displacement field from the
observed galaxy density field, the posterior presented here self-consistently uses information
from all scales < kmax to infer the displacements (again, assuming the proper marginalization
over all initial phases is performed). In our numerical implementation, described in detail in
[17], we go beyond the Zel’dovich approximation and use second-order Lagrangian perturba-
tion theory (2LPT). This improves the accuracy of the displacement field s[~δin]. Further, the
posterior correctly includes the subleading effects of large-scale modes on the BAO feature,
which correspond to overdense regions effectively behaving like a curved universe with corre-
spondingly different expansion history [41]. The Zel’dovich approximation does not correctly
predict the amplitude of this effect. We emphasize again that the approach presented here is
not rescricted to the 2LPT forward model, and full N-body simulations could be used instead.
Finally, since the same forward model is used for all operators, the posterior presented here
also includes BAO reconstruction at the bispectrum level.
7 Results
Using numerical tests based on simulated data, we now demonstrate the applicability of the
EFT likelihood delevoped in this paper to practical applications. Since an in-depth discussion
of the details of implementation and performance is beyond the scope of the paper, we restrict
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this section to include a limited number of basic examples and defer a more comprehensive
analysis to an upcoming publication [17].
In what follows, we present results obtained with the set of cosmological N-body sim-
ulations described in [42]. They were generated with the smoothed particle hydrodynamics
code GADGET-2 [43] using gravity only, with box size L = 2000h−1Mpc and 15363 matter
particles of mass Mpart = 1.8× 10
11 h−1M⊙, assuming a flat ΛCDM cosmology and parame-
ters Ωm = 0.3, ns = 0.967, h = 0.7, and σ8 = 0.85. Identifying spherical overdensities above
200 times the background density, the Amiga halo finder algorithm [44] was then used to
construct halo catalogs at redshift z = 0. We will use these halos as mock tracers (in real
space) to verify if our method allows to recover unbiased estimates of the input parameters.
To comply with the requirements summarized in Sec. 4.1, we first project the halo cata-
log, linearly evolved matter density, and nonlinear matter density fields onto high-resolution
grids with 5123 cells using cloud-in-cell assignment. Here, the nonlinear matter density field
is constructed from a forward evolution using second-order Lagrangian perturbation theory
(2LPT), which can also be used for efficient sampling of initial phases. Using the density field
constructed from the N-body particles results in similar results, since our analysis is using
only fairly large scales. We subsequently apply a low-pass filter WΛ(k) to the data in Fourier
space, removing modes for which k > Λ = 0.1h Mpc−1. Starting from the filtered density
fields, we are then able to compute (renormalized) representations of the operators O as well
as evaluate their Fourier space correlators 〈OO′∗〉 numerically. With a particular focus on
the estimation of cosmological parameters, we can proceed to derive maximum likelihood
estimates for the scaled bias parameters βO and σ8 given by Eq. (4.5), where we truncated
the scale-dependent variance at order k2. While this set of equations is nonlinear in the
parameters (in particular in α ≡ σ8/σ8,fid), explicit solutions can be easily found by means
of standard computer algebra systems.
In Fig. 1 we show the results of our analysis, plotted as a function of wavevector k in
order to illustrate any systematic trends. Here, we are using halos with masses 1013 h−1M⊙ ≤
M ≤ 1013.5 h−1M⊙ (left panel) and 10
14 h−1M⊙ ≤M ≤ 10
14.5 h−1M⊙ (right panel) as biased
tracers of the matter density field from two independent simulation runs. Averaged over scales
up to kmax = 0.05h Mpc
−1, we obtain numerical values for the scaling parameters α13−13.5 =
1.03, 1.04, and α14−14.5 = 1.01, 0.99 for the two realizations, respectively, indicating that
we can consistently recover the input parameters from modes below the smoothing scale
used in this example. The statistical uncertainty in the inferred value of α is not simple to
estimate, since we have fixed the phases in our inference to the true values, and hence cancel
cosmic variance to the largest possible degree. The differences between the two simulation
realizations give a rough indication of the error in the MLE parameters. Further, as a lower
limit on the errors associated with the estimation, we also show uncertainty estimates from
bootstrap samples of the halo catalog in Fig. 1 but stress that they fail to fully capture the
cosmic variance contribution. Clearly, σ8 is correctly recovered up to a few percent accuracy,
with some indication for a small positive bias.
We note in closing that the tests discussed here are in some sense the most stringent
possible probes of theoretical systematics, since a perfect knowledge of the underlying matter
density field has been assumed. In real-world applications, however, the phases have to
be inferred from the data and are subject to uncertainties that in general result in larger
parameter error bars, potentially making remaining deficiencies in the theoretical modeling
insignificant compared to statistical uncertainties. We defer a detailed investigation of this
question to future work.
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Figure 1. The EFT-based likelihood presented here allows for an unbiased measurement of bias and
cosmological parameters like σ8. For halos in the mass range 10
13 h−1M⊙ ≤M ≤ 1013.5 h−1M⊙ (left
panel) and 1014 h−1M⊙ ≤ M ≤ 1014.5 h−1M⊙ (right panel), we show maximum likelihood estimates
of the scaled bias parameters β1, βδ2 , βK2 , β∇2δ, the variance V
ǫ, 2
hm , and α ≡ σ8/σ8,fid (from top to
bottom) for two different simulations as a function of k. The filtering scale is indicated by vertical
dotted lines while the horizontal dotted line in the bottom panels corresponds to an unbiased σ8
estimate that matches the input value of the simulation. Error bars are 2-σ bootstrap estimates over
halo subsamples, which do not include residual cosmic variance.
8 Discussion and conclusions
We have derived an EFT-based likelihood for the galaxy density field that allows for cos-
mological inference from galaxy clustering with rigorously controlled theoretical systematics,
without the need for measuring arbitrarily higher order n-point functions. In our concrete
application, we have restricted to a second-order bias expansion, including the leading higher-
derivative bias contribution as well as scale-dependent stochasticity. While we have not in-
cluded projection effects such as redshift-space distortions, and thus referred to the tracers
as halos, the bias expansion is fully general and also holds for galaxies.
At this order, and when combined with a 2LPT forward model for matter, our posterior
self-consistently combines the following sources of cosmological information in large-scale
structure:
1. The leading- and next-to-leading order power spectrum, and leading-order bispectrum.
In particular, this breaks the bias-amplitude degeneracy, which is perfect at linear order,
using the second-order displacement term. Further, it allows for improved constraints
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on the slope (spectral index) of the linear power spectrum by extending the range in
wavenumber k useable for robust constraints.
2. Fully resummed BAO reconstruction using 2LPT displacements, both at the power
spectrum and bispectrum levels.
3. Correct description of curvature and tidal effects on the local BAO scale. This effec-
tively includes information from the 4-point function as well as higher-order statistics,
through the highly nontrivial posterior in Eq. (2.6).
These probes translate into constraints on cosmological parameters. The first point allows
for direct constraints on σ8 and parameters which control the shape of the power spectrum,
such as Ωm, ns, and the sum of neutrino masses. The second and third allow for constraints
on the expansion history and thus dark energy equation of state. Quantifying the precise
information content in terms of parameter constraints will be the subject of upcoming work.
We have also presented concrete numerical results validating the theoretical derivation.
Using halo catalogs obtained from N-body simulations as physical tracers of the underlying
matter density field, we computed maximum-likelihood estimates of bias parameters and σ8.
Evaluating the performance of our EFT likelihood approach at different scales and halo mass
ranges, we demonstrated that the input parameter values can be consistently recovered. This
is the first demonstration of unbiased cosmology inference for forward-modeling approaches
to date.
The likelihood can be straightforwardly extended to include higher-order bias contri-
butions. While this might mean that non-Gaussian corrections to the likelihood and more
noise fields need to be considered, the fundamental approach remains the same, and the
dimensionality of the inference problem hardly changes. Thus, this approach appears much
more feasible than explicitly measuring ever higher n-point functions.
Further, many additional types of cosmological physics can be included straightfor-
wardly, such as the scale-dependent bias induced by primordial non-Gaussianity, as well as
multiple tracers within the same volume. The main missing ingredient for the application
to actual data are nontrivial survey geometries (mask) and redshift-space distortions. The
former leads to a nondiagonal noise covariance as discussed in Sec. 3, which however only
needs to be determined once. Redshift-space distortions can be treated in the EFT approach
as well [45–47], and can be included in forward modeling correspondingly.4 We leave all of
these developments to future work.
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A Summary of EFT predictions for n-point functions
Here we briefly summarize the relevant halo and matter n-point functions, which appear on
the l.h.s. of the maximum-likelihood equality. These results are taken from Sec. 4.1 of [3].
For the halo-matter cross-power spectrum we have
PNLOhm (k) = b1P
NLO
mm (k) + Pˆ
NLO
hm (k)
PˆNLOhm (k) ≡ 2
∑
O′∈O[2]
bO′
∫
p
SO′(p,k − p)F2(p,k − p)PL(p)PL(|k − p|)
+
(
bK2 +
2
5
btd
)
fNLO(k)PL(k)− b∇2δk
2PL(k) + k
2P {2}εεm , (A.1)
where fNLO(k) is defined as
fNLO(k) = 4
∫
p
[
[p · (k − p)]2
p2|k − p|2
− 1
]
F2(k,−p)PL(p) , (A.2)
and F2 is given in Eq. (A.5) below. The matter and halo-matter-matter three-point functions
at leading order are given by
BLOmmm(k1, k2, k3) = 2F2(k1,k2)PL(k1)PL(k2) + 2 perm. (A.3)
BLOhmm(k1, k2, k3) ≡ 〈δh(k1)δ(k2)δ(k3)〉
′
LO (A.4)
= b1B
LO
mmm(k1, k2, k3) +
[
b2 + 2bK2
([
kˆ2 · kˆ3
]2
−
1
3
)]
PL(k2)PL(k3) ,
where the F2 kernel is defined as
Sδ(2)(k1,k2) ≡ F2(k1,k2) =
5
7
+
2
7
(k1 · k2)
2
k21k
2
2
+
k1 · k2
2k1k2
(
k1
k2
+
k2
k1
)
(A.5)
B Renormalized quadratic operators
The renormalization conditions Eq. (4.3) ensure that the cross-correlation of quadratic oper-
ators with the density field does in fact scale as a three-point function on large scales. Note
that, (δ2W )(k) involves a convolution in Fourier space. That is, small-scale (high-wavenumber)
modes contribute to this term before renormalization, no matter how small k is. Given the
assumed Gaussian initial conditions, the leading contribution to
〈
(δ2W )δ
〉
appears at second
order in perturbation theory, and is obtained by replacing each instance of δW with δ
(2)
W (the
third possible contribution vanishes). This yields (e.g., Sec. 2.10.4. of [3])
〈
(δ2W )(k)δ(k
′)
〉′ ∣∣∣
LO,k→0
= 2
〈(
δ
(1)
W δ
(2)
W
)
(k)δ(1)(k′)
〉′
= 2
∫
p1
∫
p2
∫
p3
(2π)3δD(k − p123)W (p1)W (|p23|)F2(p2,p3)
×
〈
δ(1)(p1)δ
(1)(p2)δ
(1)(p3)δ
(1)(k′)
〉′
=Σ21−3(k)PL(k) , (B.1)
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where
Σ21−3(k) ≡ 4
∫
p
W (p)W (k − p)F2(−k,p)PL(p) . (B.2)
We now specialize to a sharp-k filter WΛ(k). We are interested in the large-scale limit k → 0.
If one were to approximate WΛ(k − p) ≈ WΛ(p), one would obtain Σ
2
1−3(0) =
68
21
〈
δ2Λ
〉
(as
usually done, e.g. [3, 26]). However, due to the sharp-k filter, the actual low-k limit is not
quite that simple.
Let us look at Eq. (B.2) in this limit in more detail. We have
Σ21−3(k) =
4
4π2
∫ Λ
0
p2dpPL(p)
∫ 1
−1
dµΘ(Λ− |k − p|)F2(k, p,−µ)
=
1
π2
∫ Λ−k
0
p2dpPL(p)
∫ 1
−1
dµ F2(k, p,−µ)
+
1
π2
∫ Λ
Λ−k
p2dpPL(p)
∫ 1
µc(k,p,Λ)
dµ F2(k, p,−µ) , (B.3)
where
µc(k, p,Λ) =
k2 + p2 − Λ2
2kp
. (B.4)
If k ≪ Λ, as relevant in the limit considered in Eq. (B.1), these two contributions approxi-
mately become
Σ21−3(k)
k≪Λ
=
68
21
σ2(Λ− k) +
PL(Λ)
4π2
Λ
k
∫ Λ
Λ−k
p2dp
(
1− µ2min
)
=
68
21
σ2(Λ− k) +
Λ3PL(Λ)
4π2
[
−
2
3
+O
(
k
Λ
)]
, (B.5)
where we have kept only the leading term ∼ p/k inside F2 in the low-k limit. Finally, note
that
σ2(Λ− k)− σ2(Λ) = O
(
k
Λ
)
. (B.6)
This shows that there is an order unity correction to Σ21−3 in the low-k limit which remains
even when k/Λ≪ 1, and we have
Σ21−3(0) =
68
21
σ2(Λ)−
Λ3PL(Λ)
6π2
. (B.7)
Generalizing the standard renormalization procedure, we could thus subtract the constant
in Eq. (B.7), multiplied by δ(x), from δ2(x) to obtain the renormalized operator. However,
in order to also remove the corrections that are linear in k/Λ, we instead subtract the full
function Σ21−3(k), as written in Eq. (4.4).
Finally, it is worth pointing out that the renormalization described here also removes a
potentially worrisome contribution in the auto-correlation of quadratic operators. The auto-
correlation of the un-renormalized quadratic operators contains a connected contribution
given by〈
O(k)O′(k′)
〉′
c
=
∫
p1
SO(p1,k − p1)
∫
p2
SO(p2,k − p2)Tm,W (p1,k − p1,p2,−k − p2) ,
(B.8)
– 31 –
where Tm,W denotes the matter trispectrum convolved multiplied by four filter functions,
which at tree level involves terms of order F3 and of order (F2)
2. Let us consider the low-k
limit. The contributions involving F3 depend only on the external momenta pi,±k − pi,
which remain large (of order Λ), and thus do not lead to a large correction in the low-k limit.
On the other hand, the terms of order (F2)
2 involve sums of two momenta. In particular,
there is a single type of diagram which has the form
〈
O(k)O′(k′)
〉′
c,LO
⊃ 4
∫
p1
SO(p1,k − p1)
∫
p2
SO(p2,k − p2)2F2(p1,k)2F2(−p2,−k)
×WΛ(p1)WΛ(k − p1)WΛ(p2)WΛ(k − p2)PL(p1)PL(p2)PL(k) ,
(B.9)
which scales roughly as σ4(Λ)PL(k) and would thus amount to a significant correction at
low k. The prefactor of 4 comes from the fact that we can shift each integration variable by
pi → ±k−pi to yield the same type of contribution. The factor 2 in front of each F2 derives
from the Feynman rules of standard perturbation theory.
However, this result applies to the un-renormalized operators. The corresponding cor-
relator for the renormalized operators is given by〈
[O](k)[O′](k′)
〉′
c
=
〈[
O(k)− rOΣ
2
1−3(k)δ(k)
] [
O′(k′)− rO′Σ
2
1−3(k
′)δ(k′)
]〉′
c
LO,k→0
≃
〈
O(k)O′(k′)
〉′
LO,c
− rOrO′
[
Σ21−3(k)
]2
PL(k) , (B.10)
where we have used the result of the previous section for the correlator 〈O(k)δ(k′)〉LO,k→0.
Comparing Eq. (B.9) with Eq. (B.2), we see that the leading contribution scaling as PL(k)
is canceled by renormalization. The remaining contributions to the connected correlator
〈[O](k)[O′](k′)〉c are suppressed at low-k compared to the leading disconnected contribution
derived in Sec. 4.3.1.
C 〈δhδ〉 and
〈
O
[2]
δ
〉
In this appendix, we investigate the equality in Eq. (4.5) for O = δW , Eq. (4.13) which we
reproduce here, in more detail:
|W (k)|2
[
b1PL(k) + P
NLO
hm (k)
]
= |W (k)|2
{
b1
[
PL(k) + P
NLO
mm
]
− c∇2δk
2PL(k)
}
+
∑
O′∈O[2]
bO′
[
W (−k)
∫
p
SO′(p,k − p)W (p)W (k − p)Bmmm(−k,p,k − p)
− rO′Σ
2
1−3(k)|W (k)|
2Pmm(k)
]
+ V ε,2hmk
2 . (C.1)
For specificity, we assume in this appendix that the conditions derived for the quadratic
operators in Sec. 4.3.1 hold, i.e. thatW =WΛ is a sharp-k filter with cutoff Λ, andWΛ(−k) =
1. Using Eq. (A.1), we can then simplify this relation to
PˆNLOhm (k) =
∑
O′∈O[2]
bO′
[ ∫
p
SO′(p,k − p)WΛ(p)WΛ(k − p)Bmmm(−k,p,k − p)
− rO′Σ
2
1−3(k)PL(k)
]
− c∇2δk
2PL(k) + V
ε,2
hmk
2 . (C.2)
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On both sides of this equation, the terms involving momentum integrals can be separated into
two components, which we refer to as “2–2” and “1–3”. As we will see, the term c∇2δk
2PL(k)
can be associated with the 1–3 contributions, while V ε,2hmk
2 is associated with the 2–2 terms.
C.1 2–2 contributions
The 2–2 contributions correspond to correlators of two quadratic operators. We have, on the
l.h.s.,
l.h.s.2−2 = 2
∑
O′∈O[2]
bO′
∫
p
SO′(p,k − p)F2(p,k − p)PL(p)PL(|k − p|) , (C.3)
and on the r.h.s.,
r.h.s.2−2 =
∑
O′∈O[2]
bO′
∫
p
SO′(p,k − p)WΛ(p)WΛ(k − p)2F2(p,k − p)PL(p)PL(|k − p|) .
(C.4)
Note that we have included only one of the three permutations inside Bmmm(−k,p,k − p)
here. We can then compute the difference between l.h.s. and r.h.s. as
(l.h.s. – r.h.s.)2−2 = 2
∑
O′∈O[2]
bO′
∫
p
SO′(p,k − p) [1−WΛ(p)WΛ(k − p)]F2(p,k − p)
× PL(p)PL(|k − p|)
= 2
∑
O′∈O[2]
bO′
∫ ∞
Λ
p2dp
(2π)2
∫ 1
−1
dµ SO′(p,k − p)F2(p,k − p)
× PL(p)PL(|k − p|)
+ 2
∑
O′∈O[2]
bO′
∫ Λ
0
p2dp
(2π)2
∫ max{−1,µc(Λ,k,p)}
−1
dµ SO′(p,k − p)F2(p,k − p)
× PL(p)PL(|k − p|) , (C.5)
where µc is defined in Eq. (B.4). The first contribution in the last equality only involves
momenta p > Λ, where the integrand is dominated by modes p ≫ Λ > k. Since the
integrand is analytic in k around k = 0, we can expand the integrand in a series of k2/p2.
Moreover, the lowest-order, constant term vanishes, since F2(p,−p) = 0 (this follows from〈
δ(2)(k)
〉
= 0). Thus, the leading contribution to the difference between l.h.s. and r.h.s. is
of the form
(l.h.s. – r.h.s.)2−2 =Ak
2 , where |A| ∼
1
Λ2k3NL
. (C.6)
The magnitude of the constant A was derived from power-law scaling arguments, but a
numerical integration of the first term in Eq. (C.5) confirms this (in fact, A < 0). The
second line in Eq. (C.5), on the other hand, involves momenta p such that p < Λ but
|k− p| > Λ. As long as k < Λ, this also scales as k2 to fairly high accuracy, as confirmed by
numerical integration.
Thus, the error of the 2–2 type can be absorbed by including a noise cross-power spec-
trum that scales as k2, i.e. the term V ε,2hmk
2 in Eq. (3.8) and Eq. (4.13).
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C.2 1–3 contributions
The other type of contribution to the correlators involving the density field is the cross-
correlation between linear and cubic operators. The latter are present in δh, although we
have not included them in our bias expansion Eq. (2.3). We have, on the l.h.s., via Eq. (A.1)
l.h.s.1−3
PL(k)
=
(
bK2 +
2
5
btd
)
fNLO(k)− b∇2δk
2 . (C.7)
On the r.h.s., we have the remaining two permutations inside Bmmm not included under the
2–2 contributions, as well as the counterterms and the higher-derivative bias, which yield
r.h.s.1−3
PL(k)
= 2
∑
O′∈O[2]
bO′
{∫
p
SO′(p,k − p)WΛ(p)WΛ(k − p)
× [F2(−k,p)PL(p) + F2(−k,k − p)PL(|k − p|)]
− rO′Σ
2
1−3(k)
}
− c∇2δk
2 . (C.8)
First, notice that this corresponds to a contribution to the correlator
〈
δ(k)O′[2](k′)
〉′
which
is proportional to PL(k), so one can expect the counterterms in the third line to become
relevant. The integrand is symmetric under interchange of k↔ p−k, and this applies to the
factor outside of the square brackets by itself as well. By shifting the integration variable,
one easily sees that the second term in brackets leads to the same result as the first.
Inserting the explicit expressions for the kernels SO, using that SK2(p1,p2) = µ
2
p1,p2 −
1 + 2/3, we obtain
r.h.s.1−3
PL(k)
= 4bK2
∫
p
[
[p · (k − p)]2
p2|k − p|2
− 1
]
WΛ(p)WΛ(k − p)F2(−k,p)PL(p)− c∇2δk
2
+
{
bδ2 +
2
3
bK2
}[
4
∫
p
WΛ(p)WΛ(k − p)F2(−k,p)PL(p)− Σ
2
1−3(k)
]
. (C.9)
We then obtain for the difference between l.h.s. and r.h.s. of Eq. (C.2)
r.h.s.–l.h.s.1−3
PL(k)
= 4bK2
∫
p
[
[p · (k − p)]2
p2|k − p|2
− 1
]
WΛ(p)WΛ(k − p)F2(−k,p)PL(p)
−
(
bK2 +
2
5
btd
)
fNLO(k) + (b∇2δ − c∇2δ) k
2 , (C.10)
where we have used Eq. (B.2). Note that the two bispectrum permutations which scale as
PL(k) have been canceled completely by the counterterms in Eq. (4.4).
Let us first disregard the last term, ∝ k2. Comparison with Eq. (A.2) shows that, if btd
were zero, the residual would again be entirely due to the presence of the smoothing kernel
in the loop integral, as in the case of the 2–2 contributions discussed previously. In this
case, since the loop integral in Eq. (A.2) is again dominated by modes p ≫ Λ, the residual
is proportional to k2PL(k), and can be absorbed by c∇2δ. This motivates our notation c∇2δ,
since this parameter is not expected to be equal to the actual higher-derivative bias b∇2δ due
to the presence of other corrections.
However, a further residual is induced by the cubic bias parameter btd, which the r.h.s.
does not contain, since our bias expansion only includes terms up to quadratic order. How-
ever, as long as one can accurately approximate fNLO(k) as fNLO(k) ≃ ck
2, this cubic bias
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contribution can be absorbed into the effective higher-derivative bias c∇2δ as well. This ap-
proximation is very accurate as long as k ≪ kNL. Specifically, for a ΛCDM cosmology and
for k . Λ/2, the fractional deviation from a pure k2 is on the order of 5%.
To conclude, we find that the maximum-likelihood point for the Fourier-space likeli-
hood [Eq. (4.5)] holds for O = δΛ, even when including all NLO corrections, provided the
conditions listed in Sec. 3 hold, and one allows both the higher-derivative bias b∇2δ and the
scale-dependent noise V ε,2hm to vary. The latter two parameters effectively absorb all NLO
corrections that are not explicitly contained in the bias model.
D Maximum-likelihood estimate for variance
Let us write σ2(k) in Eq. (3.7) as
σ2(k) =
∑
n=0,2,4
σ2nk
n . (D.1)
The maximum-likelihood points for the parameters σ2n are then given by
0 =
kmax∑
k 6=0
kn
[
1
2
σˆ−2(k)− σˆ−4(k) {δh(k)− δh,det(k)}
2
]
, n = 0, 2, 4 . (D.2)
That is, σ2(k) is attempting to match the correlator〈
|δh(k)− δh,det(k)|
2
〉
= 2
∑
n=0,2,4,···
σˆ2nk
n , (D.3)
where σˆn are the maximum-likelihood values for σn. Note that the expansion on the right-
hand side only holds if all relevant contributions to δh(k) from modes k < Λ are included in
δh,det(k). It is easy to see that this holds for the likelihood derived in this paper: Eq. (D.3)
corresponds to the mean squared residuals of the maximum-likelihood equations Eq. (4.5).
There are two sources of such residuals: actual noise in the halo density field, described by
the statistics of the noise field εh, and residuals due to the imperfect forward modeling. As
we have shown in Sec. 4.3.1 and Appendix C, the latter are of the form Ak2 [cf. Eq. (C.6)]
and ck2PL(k). The second type of residual is proportional to the long-wavelength modes
themselves, and is thus removed by including the term c∇2δk
2δ(k) in δh,det(k). The first type
corresponds to true stochastic residuals which contribute to the effective noise. We can thus
write
σˆ2n = V
ε,n
hh + V
ε,n
eff , (D.4)
where V ε,0eff = 0, while, from Eq. (C.6), we expect V
ε,2
eff ∼ (k
2/Λ2)k−3NL. Note that V
ε,0
hh
corresponds to the true large-scale halo shot noise, while higher-order noise variances are to
be considered effective parameters as they absorb stochastic errors in the model. Further,
by including both V ε,2hh and V
ε,2
hm in the likelihood, we guarantee that the mean as well as
the residuals of the MLE equations can be absorbed consistently. To the order we work
in throughout this paper, the contributions of order k4 and higher to the variance can be
neglected.
Note that this reasoning does not strictly apply to the higher-loop and higher-derivative
contributions discussed in Sec. 4.4, since they do not scale analytically in k. Thus, for con-
sistency, one could also include a template for higher-order corrections in the noise variance
σ2(k).
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