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Abstract: Sample supervised image analysis, in particular sample supervised segment 
generation, shows promise as a methodological avenue applicable within Geographic 
Object-Based Image Analysis (GEOBIA). Segmentation is acknowledged as a constituent 
component within typically expansive image analysis processes. A general extension to the 
basic formulation of an empirical discrepancy measure directed segmentation algorithm 
parameter tuning approach is proposed. An expanded search landscape is defined, 
consisting not only of the segmentation algorithm parameters, but also of low-level, 
parameterized image processing functions. Such higher dimensional search landscapes 
potentially allow for achieving better segmentation accuracies. The proposed method is 
tested with a range of low-level image transformation functions and two segmentation 
algorithms. The general effectiveness of such an approach is demonstrated compared to a 
variant only optimising segmentation algorithm parameters. Further, it is shown that the 
resultant search landscapes obtained from combining mid- and low-level image processing 
parameter domains, in our problem contexts, are sufficiently complex to warrant the use of 
population based stochastic search methods. Interdependencies of these two parameter 
domains are also demonstrated, necessitating simultaneous optimization. 
Keywords: geographic object-based image analysis; segmentation; data transformations; 
sample supervised; spatial metrics; metaheuristics 
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1. Introduction 
A general method in the context of geographic sample supervised segment generation is proposed 
and profiled. Parameter interdependencies are noted between low- and mid-level image processing 
processes. Creating combined search spaces using algorithms from these two groupings are proposed 
that could lead to improved segmentation results. In this section an orientation to the problem of 
semantic segmentation within Geographic Object-based Image Analysis (GEOBIA) is given and 
empirical discrepancy method based supervised segment generation approaches that address this 
problem are reviewed, to which our method also belongs. Motivation for the proposed method is 
presented, with details on how it extends the general sample supervised segment generation approach. 
1.1. Semantic Segmentation in Geographic Object-Based Image Analysis 
Geographic Object-based Image Analysis (GEOBIA) [1–4] has garnered interest by practitioners 
and researchers alike as an effective avenue of methods, based on the principle of semantic 
segmentation, to address specific remote sensing image analysis problems. The increased spatial 
resolution of optical Earth observation imagery to below the sub-decimeter level and a swath of new 
applications highlighted the inefficiency of traditional remote sensing image analysis techniques (per-pixel 
methods) not addressing scale-space considerations [5–7]. In the context of object-based image 
analysis, semantic image partitioning or segmentation is a common constituent of approaches that 
attempt to create a more meaningful or workable representation of the data [2,3]. Common other 
constituents in GEOBIA approaches include attribution (feature description), classification (supervised 
and expert system’s approaches), and information representation, with potentially complex interactions 
among them [8], and potentially differing levels of supervision [9]. 
Popular variants of segmentation algorithms (e.g., region-merging and region-growing) used within 
the context of GEOBIA may have controlling mechanisms or parameters dictating the relative sizes 
and geometric characteristics of generated segments [10,11]. A segmentation process could either be 
performed with the aim of creating a single segment layer addressing a specific problem, or as part of a 
hierarchical image analysis approach [12]. In many problem instances it could be feasible to segment 
some elements of interest with a single pass of a segmentation algorithm, due to the similar geometric 
characteristics of these elements. In the context of multi-scale analysis approaches, the aim could be to 
identify appropriate scale-space representations that would ease subsequent post-segmentation element 
identification processes. 
Finding a suitable segmentation algorithm parameter set and resulting segments is an important 
aspect of the analysis procedure with a definite influence on subsequent results. It is not uncommon for 
parameter tuning to be conducted in a user driven empirical trial-and-error process, which is labor 
intensive and could fail to obtain optimal results. In image analysis disciplines this subjectivity has 
driven research into various approaches that aim to evaluate the quality of segments based on some 
given quality criteria. Such approaches could be grouped into two broad categories based on how an 
indication of quality is given [13]. 
Empirical goodness methods [13] encode human intuition or notions of quality (e.g., shape, intra 
region uniformity, statistical properties) in the evaluation procedure without any a priori information 
on correct segmentation. An example of such an approach is using local variance to define layers in 
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multi-scale image segmentation [7]. Empirical discrepancy methods [13] requires information 
regarding correct segmentation, typically in the form of reference segments provided by a user judged 
to be representative of the desired output. These reference segments are compared, based on geometric 
and/or spectral characteristics encoded into metrics, with generated segments to give an indication of 
quality. It could be argued that empirical discrepancy methods synergize well with many user-driven 
or expert system’s GEOBIA approaches, as a user is readily available to give examples or indicators of 
quality during the method development or even during the execution phase. 
1.2. Sample Supervised Segment Generation 
Sample supervised segment generation describes methods that aim to automatically generate good 
quality segments based on limited reference segment examples [14]. Commonly empirical discrepancy 
methods are used to measure quality and drive a search process to find a good segmentation set from 
potentially many generated results [15–17]. Such approaches are typically iterative methods that search 
in a directed or undirected manner for good results. Due to the computationally expensive nature of 
image segmentation, emphasis is often placed on searching for good results efficiently, typically by 
using and experimentally evaluating [18] metaheuristics for this purpose. Sample supervised segment 
generation can be seen as an explicit example of more general approaches found at the intersection of 
evolutionary computation and image analysis/computer vision [19]. A distinction can be made [14] 
based on the granularity of the search process—whether the search method is used to construct a 
segmentation algorithm/image processing method [20–24], common with cellular automata, 
mathematical morphology and genetic programming approaches, or either for tuning the free 
parameters of an algorithm [14,25–28]. 
The free parameter tuning approach has been investigated in the context of Very High Resolution 
(VHR) remote sensing optical image analysis problems [25,29], where the parameter space of a 
popular segmentation algorithm is searched [10]. In this context such an approach shows promise with 
segmentation algorithms that generalize well. None the less the approach is still very sensitive to 
numerous considerations, such as the quality and quantity of the given reference segments, image 
characteristics, and the intrinsic ability of the segmentation algorithm to reach the desired reference 
segments [25] (which is difficult to determine a priori), the choice of empirical discrepancy method [15], 
and the capabilities of the utilized search method [30]. 
The intrinsic ability of the segmentation algorithm to achieve the desired results is one of the most 
challenging concerns. For illustration, when using an algorithm strongly constrained in the scale-space, 
land-cover-elements of varying size cannot be segmented correctly using a single segmentation layer, 
irrespective of how the algorithm is tuned. Another scenario common in the context of satellite image 
analysis could be that the elements of interest are geometrically similar, but deviations in their spectral 
characteristics prevent adequate segmentation. This could pose a problem for a segmentation algorithm 
strongly observing spectral characteristics. Some approaches address this issue by introducing 
automatic post-segmentation procedures to merge over-segmented objects [31,32]. More commonly 
such problems are addressed with expert systems or rule set approaches where segments are split and 
merged depending on the given problem [8]. 
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1.3. Integrative Approaches to Image Analysis 
Due to the shortcomings of image segmentation approaches to detect semantic objects in complex 
natural images as described above, various approaches have been proposed that combine cues from 
different image analysis methods. Such strategies commonly attempt to combine low-, mid-, and high-level 
image processing processes, with the processes functioning independently or having some form of 
communication or information exchange among them [33–40]. Often an interaction between template 
matching (high-level process) and semantic segmentation (mid-level process) is advocated. Similarly 
within the domain of classification, approaches have been put forth that consider different aspects of a 
methodology simultaneously due to interactions among the constituent parts, for example simultaneous 
attribute selection and classifier free parameter tuning [41–43]. 
In the context of image processing, another line of work explores the effect of data representations 
or color spaces on image analysis tasks, also within the domain of remote sensing [44–47]. This 
constitutes the selection or creation of low-level image processing where the data is transformed to 
another representation or color space that is more suited to the given problem. In [46] different color 
spaces are created and evaluated quantitatively for the task of a multi-scale segmentation of aerial 
images using sequential forward selection. Low-level processes are sometimes also modelled as 
optimization problems [48,49]. These low-level image processing data transformation approaches do 
not consider the interaction between the data transformations and subsequent processes. 
1.4. Combined Low- and Mid-Level Image Processing Optimization for Geographic Sample 
Supervised Segment Generation 
In the context of sample supervised segment generation (Section 1.2) and inspired by integrative 
approaches to image analysis and work on data transformations as described in Section 1.3, a general 
approach is proposed in this work that models the generation of quality segments as an optimization 
problem integrating low- and mid-level image processing. Low-level parameterized image processing 
methods, such as in [48,49], are combined with parameterized image segmentation algorithms (e.g., [10]) 
to form an expanded parameter search space. This search space is traversed iteratively with a metaheuristic 
to find the optimal combined parameter set, consisting of the parameters of the low-level process as well as 
the parameters for the segmentation algorithm. It is shown that interdependencies [50,51] exists between 
these two parameter domains. In the context of this approach a wide range of combinations of low- and 
mid-level processes are possible, resulting in higher dimensional search spaces and being slightly more 
computationally expensive than a segmentation parameter tuning only approach, but with the potential 
to generate markedly improved segmentation results. 
The initial concept was first suggested by the authors as a conference contribution in [52]. Here, the 
investigation is extended by testing the generalizability performance of the method, also using a range 
of metrics and performing more exhaustive experimental runs, investigating the performances and 
applicability of different search methods, testing additional promising data transformation functions, 
and illustrating parameter domain interdependencies. 
In Section 2 an overview of the general method is given with details on its constituent parts. Section 3 
describes the data, representative of common problems such a method could assist in addressing. 
In Section 4 the evaluation and profiling methodologies are described, with results and discussions 
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presented in Section 5. Section 6 concludes by highlighting some shortcomings and open questions for 
further research. 
2. Expanded Search Spaces in Sample Supervised Segment Generation 
2.1. Method Overview 
The method described here follows the general architecture of empirical discrepancy metric guided 
optimization-based methods [14,25,26]. Figure 1 illustrates the architecture of the variant presented in 
this work. The main contribution lies in the introduction of low-level image processing in the 
optimization loop, increasing the dimensionality of the search space. The method can be broken down 
into three distinct components. A user input component, the optimization loop, which constitutes the 
main body of the method and the output component. 
The input component requires a user to provide input imagery and a selection of reference segments 
representative of the elements of interest. In our implementation such input data are handled separately 
with the reference segments delineated in a binary raster image, although sharing the metadata of the 
input image. As a preprocessing step, subsets are extracted from the input image and reference 
segments image over the areas where reference segments are provided. In Figure 1, such an image 
subset and corresponding reference segment subset is illustrated under the input component. It should 
be noted that the method takes as input all created subsets (a subset stack), not just those of a single 
element as depicted in Figure 1 for simplicity. The collection of input image and reference segments 
subsets are used within the optimization loop. 
Figure 1. The method architecture for sample supervised segment generation with added 
data transformation functions. 
 
The optimization loop consists of an efficient search method traversing two parameter domains 
simultaneously and receiving feedback from a spatial metric (empirical discrepancy method). The 
search method used here is detailed in Section 2.2. Figure 1 illustrates the interacting processes at 
iterations of the optimization loop. Firstly a parameter set is transferred from the optimizer to a given 
Remote Sens. 2014, 6 3796 
 
 
data transformation function (low-level image processing process). This data transformation function, with 
the provided parameter values, is invoked on the input image subsets returning transformed image subsets. 
A range of low-level image transformation functions are tested with this method, detailed in Section 2.3. 
A second parameter set is passed on from the optimizer to the given segmentation algorithm. The 
segmentation algorithm with its provided parameter values is invoked on the transformed image 
subsets, resulting in a stack of segmented images (as in Figure 1). The segmentation algorithms used in 
this work are detailed in Section 2.4. Finally a spatial evaluation metric is invoked, taking as input the 
reference segments subsets (under “input”) and the segmented image subsets. The final score given by 
the evaluation metric is the average over all provided reference segment subset and segmented image 
subset pairs. In the context of using metaheuristics such a metric is also referred to as an objective or 
fitness function. This score is passed on to the optimizer, which uses the information to direct the 
search in the next iteration. A range of single-objective evaluation metrics are tested in this work, 
detailed in Section 2.5. In Section 2.6 some example segmentation results are highlighted, with 
different parameters from the segmentation algorithm and data transformation domains and 
accompanying metric scores. 
The method terminates after a certain number of user defined search iterations have passed, but 
various other stopping strategies are possible. As an output the parameter set resulting in the best 
segmentations are given, as judged by the evaluation metric. Note that during the search process 
processing is only done on the small image subsets to reduce computing time. After the method terminates 
the output (parameter set) can be used to segment the whole image or other images. Cross-validation and 
averaging strategies may help to ensure generalizability. 
Figure 2. An example encoding of a parameter set traversed by a given search algorithm, 
highlighting the creation of a joint set from the segmentation algorithm and a low-level 
image processing function. 
 
Figure 2 illustrates an example encoding or parameter space that is traversed by the search 
algorithm. In this example the parameter space consists of a four parameter data transformation 
function (Spectral Split, detailed in Section 2.3) and a three parameter segmentation algorithm 
(Multiresolution Segmentation (MS), detailed in Section 2.4) resulting in a combined seven 
dimensional search space. The value ranges of the parameters are also shown. In our implementation 
all quantizations for parameters are converted to real values, due to the use of a real-valued optimizer. 
Figure 3 illustrates a two-dimensional exhaustive calculation of fitness of the seven dimensional 
parameter space from Figure 2 on an arbitrary problem and metric, highlighting multimodalities or 
interdependencies between two parameters from the two different parameter domains. Lower values 
suggest better segmentation results. 
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Figure 3. Two dimensions (band position 1 and scale parameters) of the seven dimensional 
search space of the parameter set depicted in Figure 2 (average of 15 reference segments) 
using the Reference Weighted Jaccard (RWJ) metric (Section 2.5). 
 
Figure 4. An example user interface for the search centric sample supervised segment 
generation approach described in this work. 
 
In practice such a method could be implemented as a user driven software application or add-on, as 
illustrated in Figure 4. A user could be given the ability to digitize or select reference segments as well 
as control the search process and assess the results in a quantitative and qualitative manner. 
Intervention in the parameter tuning process of the segmentation algorithm and the data transformation 
function could be facilitated with user input controls, for example via interactive parameter sliders to 
visualize changes in segment results. Thus the method could function in a manual or automatic 
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manner. Such a tool or method could be used independently or as part of a more encompassing image 
analysis process. 
2.2. Differential Evolution Metaheuristic 
Due to the potentially complex search landscapes (e.g., Figure 3) generated by the parameterized 
algorithms and evaluation metrics, stochastic population-based search methods are commonly 
employed in sample supervised segment generation approaches [14,26,30]. Such search methods do 
not use any derivative information (gradients) from the search landscape to direct the search. These 
methods have multiple agents or individuals traversing the search landscape, with information 
exchange among the agents and individual behavior controlling the convergence and exploration 
characteristics of aforesaid methods. 
The Differential Evolution (DE) metaheuristic is used here, specifically the “DE/rand/1/bin” variant 
detailed in [53]. DE generalizes well over a range of problems, is intuitive and relatively easy to 
implement. For experimental conformity the population size is kept constant at 30 agents (random 
starting positions), although the search landscape dimensionalities range from two to thirteen. See [53] 
for details on the formulation of DE. The amplification factor of the difference agent (F) is set to 0.75 
and the crossover constant (CR) to 0.3. DE was chosen and tuned based on preliminary 
experimentation [18] comparing it with other simple metaheuristics (particle swarm optimization, 
modified cuckoo search) for typical problem types addressed here, also corroborated with findings 
elsewhere [30,54]. 
2.3. Data Transformation Functions 
In image processing simple data transformation or mapping functions are typically employed for 
image enhancement, implying an image is changed for either easier interpretation or for easier/more 
accurate further processing. Functions are typically point- or neighborhood-based, taking as input pixel 
values and giving as output new values. Point-based functions modify values taking as input only data 
from the given pixel (e.g., contrast stretch). Neighborhood-based functions also use data from 
surrounding pixels to modify a pixel (e.g., smoothing and edge-detection filters). Transformation 
functions may have controlling parameters influencing the output. In this work four transformation 
functions possessing controlling parameters are tested. All input imagery is assumed to consist of 
three bands.  
Figure 5 illustrates an unmodified subset of a satellite image depicting small structures (Figure 5a), 
along with four transformation functions (Figure 5b–e) investigated in this work. Controlling 
parameters were given random values in generating the figures. The transformation functions vary in 
terms of observing local and neighborhood properties, observing multiple bands, algorithm flexibility 
and number of parameters. The four transformation functions are briefly described. 
2.3.1. Spectral Split 
Spectral Split [52] is a simple n + 1 parameter transformation function where n is the number of 
bands in the image. The transformation function changes the values of pixels around a specified, 
parameterized value called position. For each band (n) of the input image, there is a corresponding 
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position parameter. Another parameter, called height, controls the magnitude of the change around the 
position parameter(s). Pixels outside the range height compared to position are unaffected by the 
transformation. Spectral Split can be written as: 
݂(ݔ௡) = ൜ ݔ௡ ∶ ܾܽݏ(ݔ௡ − ݌݋ݏ݅ݐ݅݋݊௡) ≥ ℎ݁݅݃ℎݐ,ݔ௡ + (ݔ௡ − ݌݋ݏ݅ݐ݅݋݊௡) − ݏ݅݃݊(ݔ௡ − ݌݋ݏ݅ݐ݅݋݊௡) × ℎ݁݅݃ℎݐ	 (1)
where the sign function returns either −1 or 1 depending on the sign of the input. The abs function 
returns the absolute value of the input. Spectral Split can create areas of spectral continuity and also 
strong discontinuities (see Figure 5b). The low number of controlling parameters (four when 
concerned with a three band image) of the function may limit its ability to be effectively tailored for a 
specific problem. A simple modification to the function could see a separate height parameter for each 
input band. 
Figure 5. Output imagery from four data transformation functions tested in this 
work as part of a combined search space: (a) No Transformation, (b) Spectral Split, 
(c) Transformation Matrix, (d) Genetic Contrast, (e) Genetic Transform. 
 
2.3.2. Transformation Matrix 
A transformation matrix is tested here as a data transformation function (entitled Transformation 
Matrix), commonly used for color space transformations. Pixels of a given coordinate of an image 
stack can be represented as a point matrix. Multiplying the point matrix with a transformation matrix 
gives as output a new transformed point matrix. In the case of three image bands, such a 
transformation matrix consists of nine variables, modelled here as parameters for an image 
transformation (Equation (2)). Such a transformation allows certain bands to carry more weight, or 
highlight certain synergies of the data (see Figure 5c). The range of the parameters is set to [−0.2, 1]. 
As opposed to the other transforms described here, which only consider pixel values, spatial aspects 
a b c
d e
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and parameter values, the Transformation Matrix allows for a change of pixel values based on 
parameters and values from other channels. 
൥
n1
n2
n3
൩ = ൥
ܽ ܾ ܿ
݀ ݁ ݂
݃ ℎ ݅
൩ ൥
ܾ1
ܾ2
ܾ3
൩ (2)
2.3.3. Genetic Contrast 
Some works also propose to consider image contrast enhancement as a parameterized optimization 
problem, with a variant considering local spectral distributions proposed in [48,55]. A real valued 
encoding variant [55] of this image enhancement method is tested as a low-level transform, entitled 
Genetic Contrast for convenience. Genetic Contrast changes a pixel’s value based on global image 
spectral characteristics, local characteristics (neighborhood standard deviation and mean values) and 
four controlling parameters (see Figure 5d). Genetic Contrast is written as: 
݂(ݔ) = 	 ݇ × ܩߪ(ݔ) + ܾ ൫ݔ − ܿ × ݉(ݔ)൯ + ݉(ݔ)
௔ (3)
With G denoting the image global mean value, σ(x) the standard deviation around pixel x and m(x) 
the mean around pixel x. Controlling parameters are denoted with a, b, c, and k, with ranges [0, 1.5] for 
a, [0, G/2] for b, [0, 1] for c, and [0.5, 1.5] for k. 
2.3.4. Genetic Transform 
General approaches have also been put forth that consider low-level image processing as an 
optimization problem, with some of the early works focussing on basic image enhancement [49,56]. 
Such an approach is investigated here as a potential low-level transform forming part of the combined 
low- and mid-level image processing search landscape. A ten parameter transformation function [49,56], 
for convenience called Genetic Transform, is tested. Genetic Transform consists of four  
parameter-controlled non-linear transformation functions, with either one or two controlling 
parameters. These four functions are weighted (convex combination) by four additional parameters to 
form a singular function. This allows for flexibility in the prominence of the different transforms, in 
addition to flexibility in the actual structures of the mappings. All bands in an image are handled with 
the same functions (parameters). Input values are scaled to the range [0, 1]. The four transforms are 
written as Equations (4–7). 
݂1(ݔ) = log (1 + ݁
௣ଵିଵ × ݔ)
݌1  (4)
݂2(ݔ) = (1 + ݌2)
௫ − 1
݌2  (5)
݂3(ݔ) = 1
1 + ((1 − ݔ)݌3 )௣ସ
 (6)
݂4(ݔ) = 1
(1ݔ + ݌6 − 1)௣ହ
 (7)
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Figure 6 illustrates example mappings of the four functions with arbitrarily chosen parameter 
values. The combined function is written as: 
݂(ݔ) = ݌7 × ݂1(ݔ) + ݌8 × ݂2(ݔ) + ݌9 × ݂3(ݔ) + ݌10 × ݂4(ݔ) (8)
Similar to Spectral Split, Genetic Transform is a point-based function that could lead to stronger 
spectral discontinuities or continuities due to the non-linear rescaling of the data (Figure 5e). In 
contrast, it has more controlling parameters, increasing search landscape dimensionality, but is 
theoretically more flexible and may, thus, fit better to a given problem. 
2.4. Image Segmentation Algorithms 
Two image segmentation algorithms are tested within the approach described, a fast clustering 
algorithm and a variant of region-merging segmentation. 
Figure 6. Four parameterized transformation functions, weighted to constitute the Genetic 
Transform function. 
 
  
Remote Sens. 2014, 6 3802 
 
 
Figure 6. Cont. 
 
2.4.1. Simple Linear Iterative Clustering Algorithm 
Simple Linear Iterative Clustering (SLIC) [57] is considered a superpixel algorithm—which 
attempts to group an image into larger spectral atomic units as opposed to the original pixel level. The 
algorithm is intended for use on natural color imagery. Semantic segmentation is typically not 
attempted with such algorithms, but results may be used in further segmentation processes. The SLIC 
algorithm clusters (segments) pixels in a five dimensional space using region constrained k-means 
clustering. The space consists of the two dimensions of the image (x and y dimensions) and three input 
bands; which are assumed to be in the red, green, blue color space. The SLIC algorithm converts the 
RGB color space to the CIELAB color space before further processing (not done in this work). SLIC is 
used here with some liberty in the context of semantic image segmentation due to the computational 
efficiency of the algorithm, allowing for near real time manual segmentation algorithm parameter 
tuning, and middling segmentation results on problems addressed in this work. 
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2.4.2. Multiresolution Segmentation 
The basic Multiresolution Segmentation (MS) algorithm [10] is a three parameter variant of  
region-merging segmentation. The scale parameter of the MS algorithm, which incorporates notions of 
the spectral degree of fitting before and after a virtual segment merge and object size, controls the 
relative sizes of segments. Two other parameters namely shape/color and compactness/smoothness controls 
the weight of two geometry homogeneity criteria (compactness and smoothness [10]) against each other 
(compactness/smoothness) and against the scale parameter (shape/color). Other geometric homogeneity 
criteria may also be considered [29]. A variant not considering band weighting [10] is utilized. 
2.5. Spatial Metrics 
Four empirical discrepancy metrics are employed as fitness functions to direct the search process. 
These four fitness functions are utilized in the context of single-objective optimization and use notions 
of spatial overlap, as opposed to edge matching or empirical goodness metrics. Doing comparative 
experimentation with multiple fitness functions are advocated (four in our case), as quality are 
measured differently among the functions. Various metrics matching a single generated segment to a 
reference segment have been shown to be highly correlated [15], with a singular metric in the test bed 
considering over- and under segmentation more elaborately diverging from the correlation [15]. Thus, 
results are reported with a metric matching a single generated segment to that of a reference segment 
and three metrics allowing for multiple generated segments to be matched with a given reference 
segment (having internal differences). Metrics allowing for multiple generated segments to be matched 
with a single reference segment are more flexible to a wide range of problem instances, for example if 
some reference segments are routinely over-segmented or if, due to segmentation algorithm 
limitations, over-segmentation is common. 
Figure 7. An abstract segmentation evaluation scenario with the reference segment 
denoted by R, the generated segments by Si and the generated segment with the largest 
overlap with R as S. 
 
Figure 7 illustrates an abstract segmentation evaluation scenario with the reference segment denoted 
by R, generated segments intersecting the reference segment by Si, the generated segment with the 
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largest overlap with the reference segment as S and the number of segments intersecting with R as n. 
Results of such evaluations are averaged over multiple reference segments. The four utilized metrics 
are described using set theory notation. “| |” Denotes the cardinality (the number of pixels in the 
segment). The optimal value for all metrics described here is zero. 
2.5.1. Reference Bounded Segments Booster 
The Reference Bounded Segments Booster (RBSB) [25] metric measures the amount of mismatch 
between R and S against R, with a range of [0, ∞] and can be written as: 
ܴܤܵܤ = |ܴ ∪ ܵ| − |ܴ ∩ ܵ||ܴ|  (9)
2.5.2. Larger Segments Booster 
A variant of the Larger Segments Booster (LSB) [31] metric is used here, written as: 
ܮܵܤ = |ܴ ∪ ܵ௛| − |ܴ ∩ ܵ௛| + ܾ|ܴ|  (10)
where ܵ௛ = ௜ܵ ∪	 ௜ܵାଵ ∪ …∪ ܵ௡ and with each Si having at least half of its pixels in R. b Denotes the 
number of pixels intersecting R. 
2.5.3. Partial and Directed Object-Level Consistency Error 
Inspired by the Object-level Consistency Error (OCE) [17], which is influenced by the Jaccard 
index [58], a partial and directed variant of OCE is defined, entitled PD_OCE, with a range of [0, 1] 
and written as: 
ܲܦ_ܱܥܧ = ෍|ܴ ∩ ௜ܵ||ܴ ∪ ௜ܵ| ×
| ௜ܵ|
∑ ห ௝ܵห௡௝ୀଵ
௡
௜ୀଵ
 (11)
A specific Si covering only a fraction of R but with a very large component outside of R have a large 
influence on the metric score, which could be an erroneous quality notion in many problem instances. 
2.5.4. Reference Weighted Jaccard 
Also inspired by the Jaccard index, a new metric is proposed, the Reference Weighted Jaccard 
(RWJ), with a range of [0, 1] and written as: 
ܴܹܬ = ෍|ܴ ∩ ௜ܵ||ܴ ∪ ௜ܵ| ×
|ܴ ∩ ௜ܵ|
|ܴ|
௡
௜ୀଵ
 (12)
As opposed to the OCE/PD_OCE metric, the RWJ metric weights the summation of results against 
the contribution of Si to R. 
2.6. Examples of Data Transforms with Segments and Metric Scores 
Figure 8 illustrates several different combinations of data transformation function parameters 
(Spectral Split) and segmentation algorithm parameters (Multiresolution Segmentation) in terms of 
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RWJ metric scores. The other parameters of the segmentation algorithm and transformation function 
were kept constant. Note the differences in metric scores when considering a MS scale parameter of 50. 
Figure 8. RWJ metric scores on a single object (house) of interest delineated by a bold red 
line. The Multiresolution Segmentation algorithm and Spectral Split transformation 
function were employed. 
 MS Scale: 30 MS Scale: 40 MS Scale: 50 
Sp
ec
tra
l S
pl
it 
B
2:
 1
00
 
 
Sp
ec
tra
l S
pl
it 
B
2:
 2
00
 
 
3. Data 
Four example problems are addressed and tested with this approach. Fully pre-processed subsets of 
VHR optical imagery (Figure 9) were obtained, depicting a settlement (Jowhaar, Figure 9a), refugee 
camps (Hagadera, Bokolmanyo, Figure 9b,c) and a settlement surrounded by informal agriculture 
(Akonolinga, Figure 9d). The aims could be to obtain information for conducting urban planning 
(Figure 9a), structure counting and characterization (Figure 9b,c) and agricultural monitoring for  
land-use planning (Figure 9d). It is attempted to segment structures (Figure 9a–c) and fields (Figure 9d) 
using a single segmentation layer using the sample supervised segment generation approach described. 
Provided reference segments are enclosed by white bounding boxes. The Bokolmanyo site (Figure 9c) 
pose an easy segmentation problem, with the other three problems proving to be more difficult to 
segment accurately using only a single segment layer. In practice subsequent processes could refine 
results, especially on the more difficult problems. All imagery consists of three input bands, have 8-bit 
quantization and are pansharped. Table 1 lists some image metadata, including the number of utilized 
reference objects or segments for each image. 
RWJ: 0.357 RWJ: 0.421 RWJ: 0.772 
RWJ: 0.367 RWJ: 0.419 RWJ: 0.222 
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Figure 9. The four datasets used in this study, entitled (a) Jowhaar, (b) Hagadera, 
(c) Bokolmanyo, (d) Akonolinga. Dataset details are given in Table 1. 
 
Table 1. Dataset metadata, including the number of utilized reference segments. 
Test Site 
Target 
Elements 
Sensor 
Spatial 
Resolution 
Reference 
Segments 
Channels 
Date 
Captured 
Jowhaar 1  Structures GeoEye-1 0.5 m 40 1, 2, 3 2011/02/26 
Hagadera 2  Structures WorldView-2 0.5 m 38 4, 6, 3 2010/10/07 
Bokolmanyo 1 Tents GeoEye-1 0.5 m 28 1, 2, 3 2011/08/24 
Akonolinga 3 Fields QuickBird 2.4 m 35 1, 2, 3 2008/03/06 
Note: 1 ©GeoEye, Inc. 2011, provided by e-GEOS S.p.A. under GSC-DA, all rights reserved. 
2 ©DigitalGlobe, Inc. 2010, provided by EUSI under EC/ESA/GSC-DA, all rights reserved. 3 © European 
Space Imaging/DigitalGlobe, 2008, provided by EUSI. 
4. Methodology 
The method described here is quantitatively compared in terms of segmentation accuracies with a 
general sample supervised segment generation approach not performing any data transformations 
(detailed in Section 4.1). Several search methods are investigated with such an approach, to validate 
the usefulness of more complex variants (Section 4.2). In addition to the segmentation evaluation, 
some convergence profiling is done on variants of the method. Finally the presences of parameter 
interdependencies are investigated to justify the creation of enlarged search spaces (Section 4.3). 
4.1. Data Transformation Functions for Expanded Search Spaces 
The general usefulness of transformation function expanded search spaces is investigated. The four 
sites and reference segments detailed in Section 3 (Figure 9) is used with the sample supervised 
segment generation approach detailed in Section 2. For each site, the method is executed using the four 
transforms described in Section 2.3 and using the MS and SLIC segmentation algorithms. In addition 
to using the transforms, the method is also run using no data transformation function. Evaluation is 
conducted using the four different evaluation metrics described in Section 2.5. In total, 40 different 
experimental setups or methodological variants are tested per site, allowing for evaluating the 
usefulness of such an approach in general, but also giving indicators of the usefulness of specific 
transforms and segmentation algorithms. 
The utilized DE metaheuristic is given 3000 search iterations (30 agents) to traverse the search 
space in all experimental instances, thus, not giving enlarged search spaces more computing time or 
evaluations. All experiments are repeated 25 times to generate a measure of specificity and also to 
a b c d 
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allow for testing the statistical significance among method variants, amounting to ± 250 million 
segmentation evaluations. Two-fold (hold-out) cross-validation is performed in all experimental runs 
to prevent overfitting of the parameter sets to the given reference segments.  
4.2. Metaheuristic Evaluation and Convergence Behavior Profiling 
The appropriateness of using a population based metaheuristic on the search spaces created by 
combining simple transformation function parameters and segmentation algorithm parameters is 
investigated. For two of the test sites, the proposed method is run using four different transformation 
function strategies. The DE metaheuristic is compared for such applications (search landscapes) with 
simple to implement search strategies, namely a Hill Climber (HC) and Random Search (RND). For 
each test site, using the different transformation function strategies, the three search methods are 
compared via fitness trace characteristics and resultant segment quality after 3000 search iterations. 
Fitness traces/plots are averaged over 25 runs. 
The convergence behavior of the method operating under no data transformation and data 
transformation conditions is also investigated. Four of the transformation strategies are compared. Due 
to the computationally expensive nature of such an approach, a search process should typically be 
terminated as soon as possible. It is investigated how larger search space variants compare with 
simpler, lower dimensional, variants in terms of convergence behavior, for example to determine if 
simpler variants have some early accuracy advantage over complex variants. 
4.3. Parameter Domain Interdependencies 
As with classification, search processes can suffer from the curse of dimensionality. Problems could 
be decomposed into smaller separate problems for more efficient processing if there exist no 
interdependencies [50,51] among the processes or parameter domains. Some processes could add value 
to a solution without, or minimally, interacting with other processes. In the context of GEOBIA, 
examples could be post hierarchical segmentation segment merging procedures observing attribute 
criteria, contextual classification not sensitive to segment characteristics (segmentation algorithm 
parameters) or a form of spectral transformation and segmentation (e.g., mathematical morphology) 
resulting in slightly different/better segments, as opposed to not performing the spectral 
transformation, but having identical segmentation algorithm parameters. 
Tests are conducted to validate the existence of interdependencies between the data transformation 
function parameters and segmentation algorithm parameters used in this study, which can be strongly 
anticipated in this context. The sample supervised method described here is run on a test site using the 
two segmentation algorithms, four metrics and four transforms in selected combinations. The optimal 
segmentation algorithm parameter values generated by the variants of the method are recorded 
(25 runs) and contrasted, specifically the differences when using different transforms versus using no 
transformation function. Differing optimal values gives an indication of interdependencies. 
Furthermore a simple statistical variable interdependency test is performed between parameters 
from the segmentation algorithm and data transformation function domains, as detailed in [50]. A 
variable or parameter ݔ௜  is affected by ݔ௝  if, given a parameter set ܽ = (… , ݔ௜, … , ݔ௝, … )  and  
ܾ = (… , ݔ௜′ , … , ݔ௝, … ) and ݂(ܽ) ≤ ݂(ܾ) (fitness evaluation), with a change of ݔ௝ to ݔ௝′  in sets ܽ and ܾ to 
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create ܽ′and ܾ′, the equation ݂(ܽ′) > ݂(ܾ′) holds. For one site, using the MS segmentation algorithm 
and Spectral Split transformation function, an exhaustive parameter dependency test based on 100 
randomly initiated values for the described evaluation is performed. Any value above 0 indicates 
variable interaction, although higher values suggest more regular interaction. 
5. Results and Discussion 
5.1. Data Transformation Functions for Expanded Search Spaces 
Tables 2–5 list the results of the experimental runs on the four test sites. The values indicate the best 
fitness achieved, averaged over 25 runs. The standard deviations are also given. Different data 
transformation functions may be contrasted within each metric category (horizontal grouping). Lower 
values indicate better results. Results from different metrics cannot be compared (vertical grouping), 
although the results from the two segmentation algorithms within each metric category may be 
contrasted. The shaded cells delineate results obtained using variants of the method employing data 
transformations that resulted in worse quality scores compared to the variant of the method using no data 
transformations. Results that are not statistically significantly different from the no transformation variant 
according to the student’s t-test with a 95% confidence interval are also delineated with shaded cells. 
Table 2. Jowhaar site results. 
Jowhaar 
 
No 
Transform 
Spectral Split 
Transformation 
Matrix 
Genetic 
Transform 
Genetic 
Contrast 
RBSB SLIC 0.49 ± 0.03 0.43 ± 0.06 0.36 ± 0.03 0.39 ± 0.06 0.47 ± 0.04 
MS 0.31 ± 0.04 0.31 ± 0.05 0.25 ± 0.07 0.32 ± 0.04 0.35 ± 0.06 
PD_OCE SLIC 0.82 ± 0.01 0.80 ± 0.01 0.69 ± 0.02 0.72 ± 0.02 0.85 ± 0.01 
MS 0.78 ± 0.01 0.73 ± 0.02 0.57 ± 0.03 0.61 ± 0.03 0.80 ± 0.01 
RWJ SLIC 0.45 ± 0.01 0.43 ± 0.03 0.34 ± 0.02 0.41 ± 0.03 0.49 ± 0.02 
MS 0.30 ± 0.02 0.30 ± 0.02 0.22 ± 0.02 0.32 ± 0.02 0.39 ± 0.02 
LSB SLIC 0.45 ± 0.00 0.43 ± 0.01 0.30 ± 0.03 0.41 ± 0.01 0.48 ± 0.02 
MS 0.33 ± 0.02 0.33 ± 0.03 0.26 ± 0.02 0.31 ± 0.02 0.37 ± 0.02 
Table 3. Hagadera site results. 
Hagadera 
 
No Transform Spectral Split 
Transformation 
Matrix 
Genetic 
Transform 
Genetic 
Contrast 
RBSB SLIC 0.47 ± 0.00 0.44 ± 0.03 0.31 ± 0.03 0.49 ± 0.04 0.52 ± 0.07 
  MS 0.60 ± 0.07 0.53 ± 0.09 0.39 ± 0.09 0.51 ± 0.12 0.70 ± 0.15 
PD_OCE SLIC 0.80 ± 0.00 0.78 ± 0.01 0.64 ± 0.04 0.77 ± 0.01 0.78 ± 0.01 
  MS 0.78 ± 0.02 0.74 ± 0.02 0.62 ± 0.02 0.74 ± 0.02 0.80 ± 0.02 
RWJ SLIC 0.47 ± 0.02 0.49 ± 0.02 0.37 ± 0.01 0.45 ± 0.01 0.51 ± 0.01 
  MS 0.49 ± 0.02 0.45 ± 0.03 0.39 ± 0.03 0.46 ± 0.03 0.51 ± 0.03 
LSB SLIC 0.58 ± 0.02 0.58 ± 0.02 0.41 ± 0.02 0.56 ± 0.03 0.65 ± 0.02 
  MS 0.58 ± 0.03 0.57 ± 0.04 0.49 ± 0.03 0.56 ± 0.03 0.65 ± 0.04 
Examining Tables 2–5 it is evident that simple expanded search spaces (under identical search 
conditions) can assist in generating better quality segments. The magnitude of the improvement 
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depends on the definition of quality (metric), the characteristics of the features of interest in the image 
as well as the specific data transformation function employed. Notwithstanding, under certain metric 
and transformation function conditions, consistently worse results are obtained. The Genetic Contrast 
transformation function in particular does not add value to most problem instances investigated here. 
This could be due to the smoothing/distorting effect of the function (Figure 5d). In addition, the 
Spectral Split function only improves results fractionally, if at all. 
Table 4. Bokolmanyo site results. 
Bokolmanyo 
 
No 
Transform 
Spectral 
Split 
Transformation 
Matrix 
Genetic 
Transform 
Genetic 
Contrast 
RBSB SLIC 0.23 ± 0.00 0.28 ± 0.09 0.20 ± 0.04 0.19 ± 0.02 0.28 ± 0.05 
  MS 0.22 ± 0.07 0.21 ± 0.05 0.18 ± 0.04 0.15 ± 0.04 0.34 ± 0.12 
PD_OCE SLIC 0.78 ± 0.00 0.64 ± 0.04 0.50 ± 0.03 0.46 ± 0.03 0.75 ± 0.03 
  MS 0.75 ± 0.02 0.56 ± 0.04 0.39 ± 0.03 0.36 ± 0.03 0.76 ± 0.03 
RWJ SLIC 0.33 ± 0.01 0.32 ± 0.04 0.23 ± 0.02 0.25 ± 0.02 0.42 ± 0.02 
  MS 0.29 ± 0.01 0.26 ± 0.02 0.20 ± 0.02 0.22 ± 0.02 0.39 ± 0.03 
LSB SLIC 0.60 ± 0.01 0.58 ± 0.04 0.49 ± 0.03 0.50 ± 0.03 0.68 ± 0.02 
  MS 0.48 ± 0.01 0.46 ± 0.03 0.40 ± 0.04 0.39 ± 0.02 0.64 ± 0.05 
Table 5. Akonolinga site results. 
Akonolinga   
No 
Transform 
Spectral 
Split 
Transformation 
Matrix 
Genetic 
Transform 
Genetic 
Contrast 
RBSB SLIC 0.61 ± 0.00 0.69 ± 0.14 0.62 ± 0.06 0.54 ± 0.06 0.58 ± 0.02 
  MS 0.36 ± 0.05 0.38 ± 0.07 0.38 ± 0.09 0.38 ± 0.16 0.45 ± 0.14 
PD_OCE SLIC 0.82 ± 0.00 0.79 ± 0.01 0.78 ± 0.02 0.76 ± 0.02 0.84 ± 0.01 
  MS 0.79 ± 0.01 0.77 ± 0.01 0.76 ± 0.02 0.76 ± 0.02 0.80 ± 0.01 
RWJ SLIC 0.46 ± 0.01 0.47 ± 0.02 0.44 ± 0.03 0.40 ± 0.02 0.41 ± 0.01 
  MS 0.32 ± 0.02 0.33 ± 0.02 0.34 ± 0.03 0.32 ± 0.02 0.35 ± 0.03 
LSB SLIC 0.43 ± 0.00 0.44 ± 0.02 0.33 ± 0.01 0.31 ± 0.01 0.37 ± 0.01 
  MS 0.33 ± 0.02 0.33 ± 0.02 0.32 ± 0.02 0.32 ± 0.01 0.34 ± 0.02 
Adding the Transformation Matrix and Genetic Transform functions on the other hand almost 
always results in improved segmentation accuracies, with varying magnitudes. Figure 10 highlights 
RWJ metric scores using SLIC as the segmentation algorithm. Note the performances of the 
Transformation Matrix and Genetic Transform functions. Under a few metric and image conditions 
(Tables 2–5), improvements in excess of a decrease of 0.20 in metric values are noted with these two 
transforms. In the eight instances where these functions did not improve results, the results were not 
worse by more than a 0.02 change in metric values (minor) and only requiring neglectable additional 
computing for performing the data transformation. 
The behavior of the RBSB metric on the Akonolinga site using the SLIC segmentation algorithm 
could be due to the fact that the given range of the scale parameter in SLIC was not sufficiently large 
to segment some of the relatively large fields in this scene. RBSB matches the largest overlapping 
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generated segment with the reference segment, potentially creating noise/discontinuities in these 
instances and thus causing difficulty for the search algorithm (30 randomly initialized agents). 
Figure 10. Averaged RWJ metric scores (lower is better) for SLIC segmentation on the 
four sites using the five different transformation function strategies. 
 
Figure 11. Example of best segmentation results achieved on (a) original image and (b) an 
image transformed with the Genetic Transform function for the Bokolmanyo site using the 
MS segmentation algorithm and RWJ metric. 
 
Figures 11 and 12 highlight the best segmentations achieved with different transformation functions 
compared to the variant of the method not performing transformations. Note the more accurate 
boundaries on the reference segments (outlined in red) as well as better fits on structures not delineated 
due to averaging results and performing cross-validation to improve generalizability. Additional  
a b 
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post-segmentation processing steps could improve results. In addition, note that image transformation 
is done solely for the purpose of generating better segments. Subsequent processes/methods should run 
on the original image data (e.g., Figure 11a), but using the segments generated on the transformed 
space (e.g., Figure 11b). 
Figure 12. Example of best segmentation results achieved on (a) the original image and 
(b) an image transformed with the Transformation Matrix for the Hagadera site using the 
MS segmentation algorithm and RBSB metric. 
 
Figure 13. Fitness traces for three search methods on the Bokolmanyo site (MS 
segmentation) using the (a) No Transform, (b) Transformation Matrix, (c) Spectral Split 
and (d) Genetic Transform transformation strategies. The x-axes delineate search 
iterations. The y-axes delineate RWJ evaluation scores. 
 
a b 
(a) (b) 
(c) (d) 
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5.2. Metaheuristic Evaluation and Convergence Behavior Profiling 
Figures 13 and 14 illustrate the fitness traces of the DE, HC and RND search methods averaged 
over 25 runs for the elements of interest (averaged) in the Bokolmanyo and Jowhaar sites. Each  
sub-graph illustrates results using a different image transformation strategy. The search landscape 
dimensionalities of the different method variants are given in brackets. Final metric scores may differ from 
results presented in Section 5.1 due to cross-validation, which is not possible here for a fitness trace. 
Figure 14. Fitness traces for three search methods on the Jowhaar site (SLIC 
segmentation) using the (a) No Transform, (b) Transformation Matrix, (c) Spectral Split 
and (d) Genetic Transform transformation strategies. The x-axes delineate search 
iterations. The y-axes delineate RWJ evaluation scores. 
 
In all instances the differential evolution method gave the best final metric scores as well as 
maintaining the lowest values during the search process. This highlights some difficulty 
(discontinuities/ruggedness, deceptiveness, and multimodality) of the search landscapes (e.g., Figure 3), 
necessitating the use of more complex search strategies. Within a few generations, less than 250 search 
iterations, the DE search strategy starts to deliver meaningfully better results compared to the other 
two simple search strategies. As the dimensionality of the problem increases, in general, the magnitude 
of the differences in the results of the DE versus HC/RND increases. The advantages of using a more 
complex search strategy like DE is much more marginal when considering the variant of the method 
not employing any data transformation (Figures 13a and 14a). 
Figure 15 shows fitness traces generated for the Jowhaar site using the SLIC and MS segmentation 
algorithms and four of the transformation function strategies. It is evident that simpler, or lower 
dimensional strategies (e.g., No Transform or Spectral Split) do not provide an initial performance 
(a) (b) 
(c) (d) 
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increase over more complex, higher dimensional, variants (e.g., Transformation Matrix and Genetic 
Transform). This could be due to general usefulness of some transforms leading to better results by just 
randomly selecting points in the search space, with the magnitude in fitness differences increasing as 
the actual search progresses. Different fitness traces rarely cross, with the Transformation Matrix 
strategy, for both SLIC and MS, providing better final metric scores as well as maintaining the best 
results throughout the search process. Considering the MS segmentation algorithm, the No Transform, 
Spectral Split and Genetic Transform strategies have very similar fitness traces, but with no penalty for 
using the more complex variants. 
Interestingly for this specific problem, the MS algorithm outperforms the SLIC algorithm under any 
transformation condition. Additionally, observing the fitness traces in this section, it could be argued 
that 1000 to 1500 search iterations are sufficient, keeping in mind the problems, metrics and 
transformation functions considered. 
Figure 15. Fitness traces for the two tested segmentation algorithms (SLIC and MS) on the 
Jowhaar site using the different transformation function strategies. The x-axes delineate 
search iterations. The y-axes delineate RWJ evaluation scores. 
 
5.3. Parameter Domain Interdependencies 
Tables 6 and 7 lists the parameters obtained for the MS and SLIC segmentation algorithms under 
different metric and data transformation conditions. The achieved fitness scores are also given. Examining 
Table 6, which denotes resultant parameters with the MS algorithm, very specific final fitness scores (low 
standard deviations) are generated by a wide range of different parameter sets under each data 
transformation condition. Thus multiple optima exist when considering the MS algorithm that 
approximates to the same (optimal) achievable segmentation quality, similar to the blue shaded cells 
illustrated for an arbitrary problem in Figure 3. None the less, various combinations of optimal scale 
parameter values achieved under different transformation conditions are statistically significantly different 
according to the student’s t-test with a 95% confidence interval (e.g., MS/PD_OCE No Transform and 
Spectral Split), suggesting different optimal values under different transformation conditions. 
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Table 6. Multiresolution Segmentation (MS) segmentation algorithm parameters obtained 
over different metric and data transformation function conditions for the Hagadera test site. 
MS, PD_OCE Fitness Scale Shape Compactness 
No Transform 0.78 ± 0.02 16.48 ± 9.05 0.12 ± 0.11 0.58 ± 0.29 
Spectral Split 0.74 ± 0.02 12.06 ± 6.37 0.04 ± 0.04 0.54 ± 0.38 
Transformation Matrix 0.62 ± 0.02 10.99 ± 3.95 0.09 ± 0.07 0.71 ± 0.36 
Genetic Contrast 0.80 ± 0.02 15.98 ± 8.56 0.12 ± 0.09 0.65 ± 0.40 
Genetic Transform 0.74 ± 0.02 11.61 ± 4.29 0.13 ± 0.11 0.67 ± 0.39 
MS, RWJ     
No Transform 0.49 ± 0.02 24.21 ± 17.66 0.13 ± 0.22 0.69 ± 0.37 
Spectral Split 0.45 ± 0.03 15.30 ± 5.57 0.04 ± 0.03 0.66 ± 0.33 
Transformation Matrix 0.39 ± 0.03 13.12 ± 13.95 0.12 ± 0.26 0.49 ± 0.36 
Genetic Contrast 0.51 ± 0.03 18.16 ± 10.60 0.09 ± 0.12 0.71 ± 0.30 
Genetic Transform 0.46 ± 0.03 18.22 ± 16.08 0.11 ± 0.24 0.54 ± 0.38 
Table 7. SLIC segmentation algorithm parameters obtained over different metric and data 
transformation function conditions for the Bokolmanyo test site 
SLIC, PD_OCE Fitness Scale Compactness 
No Transform 0.78 ± 0.00 7.26 ± 0.25 27.40 ± 0.00 
Spectral Split 0.64 ± 0.04 9.46 ± 1.93 31.17 ± 9.76 
Transformation Matrix 0.50 ± 0.03 8.66 ± 0.47 36.02 ± 6.39 
Genetic Contrast 0.75 ± 0.03 9.68 ± 1.32 27.69 ± 8.23 
Genetic Transform 0.46 ± 0.03 7.68 ± 0.54 30.69 ± 9.51 
SLIC, RWJ    
No Transform 0.33 ± 0.01 9.16 ± 1.37 38.03 ± 0.77 
Spectral Split 0.32 ± 0.04 10.72 ± 1.56 38.56 ± 1.96 
Transformation Matrix 0.23 ± 0.02 8.22 ± 0.25 38.22 ± 2.83 
Genetic Contrast 0.42 ± 0.02 10.28 ± 1.00 37.22 ± 6.02 
Genetic Transform 0.25 ± 0.02 9.42 ± 1.02 36.50 ± 4.45 
Table 8 lists the achieved scale parameter values over the allocated 25 runs using the RWJ metric 
and no data transformation as shown in Table 6. Note the two distinct value ranges, around 7–9 and 
again at 24, resulting in the high standard deviation of 17.66 for the scale parameter, but still resulting 
in a fitness score with a standard deviation of less than 0.02. Under all transformation conditions, low 
shape/color parameters are generated, with relatively low standard deviations. No significant 
conclusion can be made on the behavior of the shape/color and compactness/smoothness parameters. 
Table 8. Scale parameter values obtained (sorted) from the results depicted in Table 6 with 
MS segmentation, no transformation and the Reference Weighted Jaccard (RWJ) metric. 
Scale 7.8 7.8 7.8 7.8 9.2 9.2 9.2 10.6 21.8 21.8 24.6 24.6 
24.6 24.6 24.6 24.6 24.6 24.6 24.6 24.6 24.6 24.6 49.8 72.2 75 
Opposed to the results from the MS segmentation algorithm, the SLIC algorithm (Table 7) displays 
more specific scale and compactness parameter values as well as delivering very specific fitness 
scores. Again, various combinations of optimal scale parameter values achieved are statistically 
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significantly different according to the student’s t-test with a 95% confidence interval. This verifies, as 
with the MS algorithm, apparent parameter dependencies between the parameter domains of the 
segmentation algorithms and data transformation functions. 
Finally Table 9 lists the results of the parameter interdependency test [50] performed on the 
Bokolmanyo site with the MS algorithm and Spectral Split combination under the RWJ metric 
condition. The parameters listed on the vertical axis are considered affected by the parameters listed 
horizontally if the result of an interdependency test is greater than zero. The table is divided into four 
quadrants, depicting the interactions of the two parameter domains. If both the top right and bottom 
left quadrants returned 0 for all cells, the two parameter domains can be considered as not interacting. 
In this simple example, all parameters are affected by all other parameters, to varying degrees. This 
suggests interdependencies. Interestingly, considering 100 evaluations for each cell, some 
interdependencies are frequent or strong (of no importance in determining interdependency). The scale 
parameter of the MS algorithm can be considered as its most important or sensitive parameter, 
reflected by the high degree by which its value is affected by all the other parameters. Note that these 
results reflect parameter interactions or the frequency of interactions, and not the contributions to 
segment quality of the interactions. 
Table 9. Parameter domain interdependency test over 100 runs for the MS segmentation 
algorithm and Spectral Split transform on the Bokolmanyo site using the RWJ metric. 
 B1 B2 B3 Height Scale Shape Compt 
B1  22 27 26 4 9 39 
B2 24  33 26 1 4 34 
B3 21 31  30 3 4 31 
Height 36 34 39  3 7 34 
Scale 34 33 29 34  40 39 
Shape 24 29 35 36 28  41 
Compt 14 27 14 14 2 2  
6. Conclusions 
6.1. Potential of Expanded Search Spaces in Sample Supervised Segment Generation 
In this work a sample supervised segment generation method was presented and profiled. Expanded 
search spaces were introduced in the optimization loop, here by adding low-level image processing 
functions. In the context of segmentation problems, such an expanded search landscape allows for 
creating closer correlations between thematic and spectral similarity, allowing the given segmentation 
algorithms to generate better quality segments. In addition, such an extension to an automatic 
segmentation algorithm parameter tuning system is simple to implement. 
An interesting and sometimes advocated effect of such sample supervised optimization based 
approaches, is their potential to generate good or quality solutions in ways an expert user might never 
have foreseen. In our examples the results from Table 7 (also see Figure 12b) serve as a good example 
of such a scenario. Combining the MS segmentation algorithm with the Transformation Matrix, setting 
a low scale parameter (compared to the other variants) and creating washed-out monotone imagery 
works very well in numerous problem instances. 
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Four parameterized data transformation functions, having varied and sometimes complex internal 
characteristics have been tested with this method. Experimentation was conducted under various 
problem, metric, transformation function and segmentation algorithm conditions with generally 
favorable results advocating the utility of this method compared to simpler variants. Generalizability 
was also considered, with numerous reference segments tested and all results given as cross-validated. 
Care should be taken in selecting combinations of segmentation algorithms and data transformation 
functions, as a worsening of results are also possible under certain conditions. Such transformation 
functions or modifications of the data are exclusively used internally in the segmentation process and 
the resulting transformed data have no use for further analyses or visualization procedures. 
The utility of using more complex search methods for traversing these enlarged search spaces was 
also investigated. It was shown that simpler search strategies, such as a single agent hill climber and 
random search, were inefficient in exploring the search landscape compared to a differential evolution 
search strategy. In addition, variants of the method having much more parameters and thus 
significantly higher dimensional search spaces do not have any initial disadvantage in the search 
process compared to simpler variants or the variant not performing any data transformation. This 
suggests, in this context, no search duration penalty in adding transformation functions. Finally, it is 
shown via optimal achieved segmentation parameters and a simple interdependency test that the  
low-level and mid-level processes investigated here are (highly) interdependent, necessitating 
simultaneous optimization of these two parameter domains. 
The method described here can be used on its own if the considered problem is simple enough, 
keeping in mind the capabilities of the segmentation algorithm. This could be judged by the output 
metric scores. A very low score implies results are sufficiently good to use the segments as is. 
Otherwise, such an approach could form part of a more complete image analysis strategy, where the 
method is used to generate intermediary results, with other methods or processes performing more 
encompassing image analysis. For example in an expert systems approach (e.g., rule set development) 
segments can be generated as optimally as possible, quantitatively judged, for a certain land-cover type 
before more elaborate processes are used to split, merge and classify segments. 
6.2. Methodological Shortcomings and Open Questions for Future Research 
Although such a method shows promise, some shortcomings and open issues are highlighted here. 
Firstly, the number of training samples needed by such a method to generalize well is unknown. In this 
work reference segment sets contained between 28 and 40 references, thus with two-fold  
cross-validation between 14 and 20 references were used to train the model. In preliminary 
experimentation, reference sets containing less than 5–8 references displayed bad generalization 
performance. More complex and thus more flexible models (search landscapes) might fit closer to the 
training reference segments than simpler variants and have worse generalizability, unless 
generalizability tests such as cross-validation are explicitly implemented. 
Another open issue surrounding generalizability is how well different combinations of segmentation 
algorithms and low-level image processing generalizes over a range of problems, something not 
explicitly tested here. It could be stated that, considering the conditions in this study, the MS 
segmentation algorithm with the Genetic Transform and Transformation Matrix functions do perform 
well over a range of problems. Different low-level image processing functions might be suited to 
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different problem types or categories. Future work could investigate additional promising functions 
used in combination with commonly used segmentation algorithms. Neighborhood based transforms 
might be worth investigating. Search landscape dimensionality should be kept in mind, as enlarged 
search spaces are more difficult to traverse. 
The computationally expensive nature of image segmentation necessitates the efficient traversal of 
the search landscape. Such a sample supervised strategy advocates user interaction, so the method 
should ideally complete in a time frame acceptable to a user engaged with the image analysis. The 
computing time for a fitness evaluation iteration in this work (excluding Genetic Contrast) ranges from 
0.10 ± 0.01 seconds (SLIC segmentation, 28 subsets from the Bokolmanyo site, No Transform) to  
3.36 ± 0.28 seconds (MS segmentation, 40 subsets from the Akonolinga site, Genetic Transform) on an 
Intel Xeon E5-2643 3.5 GHz processor using single threaded processing. Running fitness evaluations 
(subset segmentation, transforms, fitness calculation) on a parallel computing architecture could be 
considered. In addition, motivated by the computationally expensive nature of fitness evaluation, more 
careful consideration could be given to the choice of the optimizer. Performing rigid meta-optimization 
(not conducted in this work), using metaheuristics with self-adapting metaparameters or 
hyperheuristics could be considered for further investigation. 
The choice of an optimal metric is, in our opinion, an open issue. In this work four different 
metrics, which are able to measure over- and under-segmentation were used. In addition to the general 
“area-overlap” metrics tested here, metrics observing spectral characteristics and boundary offsets 
could be considered. Metrics sensitive to user inaccuracies in delineating reference segments could 
also be considered. It is still unclear how different metrics relate or correlate to final classification 
accuracies. Multi-objective optimization may also be considered. 
Finally, the optimization concept of “epistatic links” (parameter interdependencies) [51] could, in 
some sense, be applied to some interactions in GEOBIA processes [8,9]. In this work an interaction 
between two domains was investigated and profiled. Investigating the potential of modelling classical 
GEOBIA processes as complex optimization problems could be profitable. Quality can be measured 
via empirical discrepancy methods, empirical goodness methods and even traditional notions of 
classifier accuracies. 
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