In this paper, we present a new modified semi-implicit midpoint rule with the viscosity technique for finding a common fixed point of nonexpansive mappings and 2-generalized hybrid mappings in a real Hilbert space. The proposed algorithm is based on implicit midpoint rule and viscosity approximation method. Under some mild conditions, the strong convergence of the iteration sequences generated by the proposed algorithm is derived.
Introduction
The implicit midpoint rule is one of the powerful numerical methods for solving ordinary differential equations (in particular, the stiff equations) and differential algebra equations. For related works, we refer to [2, 3, 9, 11, 13, 14, [20] [21] [22] .
For the ordinary differential equation
the implicit midpoint rule generates a sequence {x n } by the recursive procedure x n+1 = x n + hf ( x n + x n+1 2 ), (1.2) where h > 0 is a stepsize. It is known that if f : R N → R N is Lipschitz continuous and sufficiently smooth, then the sequence {x n } generated by (1.2) converges to the exact solution of (1.1) as h → 0 uniformly over t ∈ [0,t) for any fixedt > 0.
If we write the function f in the form f (t) = g(t)−t, then differential equation (1.1) becomes x = g(t)−t. Then the equilibrium problem associated with the differential equation is the fixed point problem t = g(t).
Based on the above fact, in [1] and [26] , the authors presented the following semi-implicit midpoint rule for nonexpansive mappings:
and x n+1 = α n f (x n ) + (1 − α n )T ( x n + x n+1 2 ), (1.4) where f is a contraction and T : H → H is a nonexpansive mapping. They proved the weak convergence of (1.3) and strong convergence of (1.4) under some mild conditions, respectively. Furthermore, Yao et al. [29] applied the viscosity technique to the implicit rules of nonexpansive mappings in Hilbert spaces and proved that the sequence {x n } defined by the following viscosity semi-implicit midpoint rule x n+1 = α n f (x n ) + β n x n + γ n T ( x n + x n+1 2 ), converges strongly to the unique solution z ∈ Fix(T ) of the variational inequality (VI) (I − f )z, x − z ≥ 0, ∀x ∈ Fix(T ).
(1.5)
Motivated and inspired by the above facts, Yu and Wen [31] also proved that the sequence {x n } defined by the following iterative method x n+1 = α n f (x n ) + β n x n + γ n T (δ n x n + (1 − δ n )x n+1 ), converges strongly to the unique solution z ∈ Fix(T ) of the variational inequality VI (1.5).
Remark 1.1. The usefulness of (1.4) is that it can be used to find a periodic solution of the time-dependent nonlinear evolution equation (see [26] ) du dt + A(t)u = g(t, u), t ≥ 0, where A(t) is a family of closed linear operators in a Hilbert space H and g maps R 1 × H into H.
In this paper, we present a new modified semi-implicit midpoint rule with the viscosity technique for finding a common fixed point of nonexpansive mappings and 2-generalized hybrid mappings in a real Hilbert space. The proposed algorithm is based on implicit midpoint rule (see [1, 26] ) and viscosity approximation method (see [19, 24, 28] ). Under some mild conditions, the strong convergence of the iteration sequences generated by the proposed algorithm is derived. Our results extend, improve and develop the corresponding results in [1, 26, 29, 31] .
Preliminaries
Throughout this paper, we assume that H is a real Hilbert space, C is a nonempty and closed convex subset of H. In the sequel, we denote by x n → x and x n x the strong and weak convergences of {x n }, respectively. Denote by Fix(T ) the set of fixed points of a mapping T : C → C. Namely,
For each x, y ∈ H and γ ∈ [0, 1], we have
Furthermore, we see that, for all x, y, u, v ∈ H,
Definition 2.1. A mapping T : C → H is said to be:
(4) a generalized hybrid mapping, if there exist α, β ∈ R such that
(5) a 2-generalized hybrid mapping, if there exist δ 1 , δ 2 , 1 , 2 ∈ R such that
for all x, y ∈ C.
We know that the class of 2-generalized hybrid mappings contains the classes of nonexpansive mappings, nonspreading mappings, hybrid mappings and generalized hybrid mappings in a Hilbert space (see [15, 30] ). We give an example for a 2-generalized hybrid mapping.
Example 2.2 ([18]
). Let S : [0, 2] → R be defined as
Then S is a 2-generalized hybrid mapping and Fix(S) = {0}.
In 2012, Hojo et al. [12] also gave an example for a 2-generalized hybrid mapping which is not a generalized hybrid mapping with Fix(T ) = {(0, 0)} as follow.
Example 2.3. Let A = {x ∈ R 2 : x ≤ 1} and T : A → R be defined as
Hojo et al. [12] showed that T is a 2-generalized hybrid mapping, but T is not a generalized hybrid mapping. Note that T does not have the demiclosed property. Indeed, there exists a sequence {x n } ⊂ A such that x n ω and lim n→∞ T x n − x n = 0, but ω in R 2 /Fix(T ) = R 2 /{(0, 0)}.
Proof. Let r n = 1 + 1 n , x n = (r n cos θ, r n sin θ) for all n ∈ N, then x n → (cos θ, sin θ) and T x n = (cos θ, sin θ). We also have T x n − x n = (r n − 1) cos θ, (r n − 1) sin θ) = (r n − 1) → 0, but (cos θ, sin θ) = (0, 0).
To obtain our main results, we need the following lemmas.
Lemma 2.4 ([23]
). Let {α n } be a sequence of nonnegative numbers satisfying the property
where {γ n }, {b n }, {c n } satisfy the restrictions:
Then, lim n→∞ α n = 0.
Lemma 2.5 ([32])
. Let H be a Hilbert space. Then for all x i ∈ H and α i ∈ [0, 1] for i = 0, 1, 2, · · ·, n such that α 0 + α 1 + · · · + α n = 1, the following inequality holds
Lemma 2.6 ( [16] ). Let {α n } be a sequence of real numbers such that there exists a subsequence {n i } of {n} such that α n i < α n i +1 for all i ∈ N. Then there exists a nondecreasing sequence {m k } ⊆ N such that m k → ∞ and the following properties are satisfied for all (sufficiently large) numbers k ∈ N:
Lemma 2.7 ( [17, 27] ). Let C be a closed convex subset of a real Hilbert space H. Suppose x ∈ H and y ∈ C are given. Then y = P C x, if and only if the following inequality holds
Lemma 2.8 ( [10] ). (Demiclosedness principle). Let C be a nonempty closed convex subset of a real Hilbert space H, and let T : C → C be a nonexpansive mapping. Then, the mapping I − T is demiclosed. That is, if {x n } is a sequence in C such that x n x and (I − T )x n → y, then (I − T )x = y.
Main results
Theorem 3.1. Let H be a Hilbert space and C be a nonempty closed convex subset of H. Let T : C → C be a nonexpansive mapping and S : C → C be a 2-generalized hybrid mapping. Moreover, let f : C → C be a contraction with coefficient α ∈ [0, 1). Suppose that F := Fix(T ) Fix(S) = ∅. For given x 1 ∈ C arbitrarily, define
where {α n }, {β n }, {γ n } and {δ n } are real number sequences in [0, 1] satisfying
(ii) α n + β n + γ n = 1;
Then {x n } converges strongly to a point p ∈ F, where p = P F f (p).
Proof. Equation (3.1) is well-defined. As a matter of fact, for fixed u ∈ C, we can define a mapping
In light of the nonexpansiveness of T , we deduce that
This means T u is a contraction with coefficient γ(1 − δ) ∈ (0, 1). Hence the algorithm (3.1) is well-defined. We show the sequence {x n } generated by (3.1) is bounded. Take any x * ∈ F and let
We see S n is quasi-nonexpansive. Indeed, since S is a 2-generalized hybrid mapping, we know that S is a quasi-nonexpansive mapping, and hence
From (3.1), we find that
We derive from (3.2) that
which implies
By the induction, we deduce
This implies that the sequence {x n } is bounded. From Lemma 2.5 and (3.1), we have
Similarly, we also have
which yields that
Since F is a nonempty closed convex subset of H, we can take p ∈ F such that p = P F f (p). By Lemma 2.7, this point p is also a unique solution of the hierarchical variational inequality
Next we divide our proof into two possible cases.
Case1: Suppose that there exists n 0 ∈ N such that
for all n ≥ n 0 .
Then we see that { x n − p } is convergent. Thus, from (i)-(iii), (3.3) and (3.5), we obtain
By (i), (3.1) and (3.6), we have that
Moreover, from (i)-(iv), (3.4) and (3.5) we get
It follows immediately from (3.7) and (3.8) that
By setting y n = δ n S n x n + (1 − δ n )x n+1 , we find that
This along with (3.7) and (3.9) implies that
Further, in light of (3.6), (3.10) and the fact T y n − y n ≤ T y n − x n + y n − x n , we deduce that
Next, we want to show that lim sup
Without loss of generality, there exists a subsequence {x n i } of {x n } such that x n i ω for some ω ∈ C and
Since S is a 2-generalized hybrid mapping, there exist δ 1 , δ 2 , 1 , 2 ∈ R such that
for all x, y ∈ C. By replacing x by S k x n in above inequality, we have from (2.1), for all y ∈ C and k = 0, 1, 2..., n − 1,
This implies that
(3.13)
By summing up these inequalities (3.13) with respect to k = 0 to k = n − 1 and dividing by n, we have
Replace n by n i and let n i → ∞. Then from (3.9) and (3.14), we have S n i x n i ω and 0 ≤ Sy − y 2 + 2 ω − Sy, Sy − y .
By taking y = ω in the above inequality, we have
This implies that w ∈ Fix(S). In light of (3.10), (3.11) and Lemma 2.8, we also have that ω ∈ Fix(T ). Then it turns out that
Finally, we prove that x n → p. Notice
It follows that
which yields
Applying Lemma 2.4 and (3.12) to (3.15) to deduce that x n → p.
Case 2: Suppose that there exists {n i } of {n} such that
By Lemma 2.6, there exists a nondecreasing sequence {m j } in N such that
Then by (3.3), we have
And hence (i)-(iii), (3.16) and (3.17) imply that
Moreover, from (i) and (3.18), we deduce We want to show that lim sup 25) where p = P F f (p). Without loss of generality, there exists a subsequence {x m j k } of {x m j } such that x m j k ω for some ω ∈ C and
By virtue of (3.23), (3.24) and Lemma 2.8, we deduce that ω ∈ Fix(T ). By following a similar argument as in the proof of Case 1, we also have ω ∈ Fix(S). Therefore, we have
Then we derive from (3.16) and (3.26) 
By noticing (3.19) and (3.25), we have that
By using (3.19) and (3.27), we get lim j→∞ x m j +1 − p = 0, and by virtue of (3.16), we have that
This completes the proof.
Remark 3.2. Theorem 3.1 extends, improves and develops Theorem 2.6 of Alghamdi et al. [1] , Theorem 3.1 of Xu et al. [26] , Theorem 4.4 of Yao et al. [29] and Theorem 3.5 of Yu and Wen [31] in the following aspects:
• Theorem 3.1 extends, improves and develops corresponding results in [1, 26, 29, 31 ] from the problem for finding an element of the set of Fix(T ) to the more general and challenging problem for finding an element of the set of Fix(T ) Fix(S).
• The algorithm (3.1) is more advantageous and more flexible than the ones given in [1, 26, 29, 31] .
Therefore, the new algorithm is expected to be widely applicable.
• The proof of our Theorem 3.1 is very different from the proof of Theorem 2.6 [1] , Theorem 3.1 [26] , Theorem 4.4 [29] and Theorem 3.5 [31] . In Theorem 3.1, Lemma 2.6 is used to prove the result, while it was not applied in [1, 26, 29, 31] .
As a direct consequence of Theorem 3.1, we obtain the following two corollaries.
Corollary 3.3. Let H be a Hilbert space and let C be a nonempty closed convex subset of H. Let T : C → C be a nonexpansive mapping and let S : C → C be a generalized hybrid mapping. Moreover, let f : C → C be a contraction with coefficient α ∈ [0, 1). Suppose that F := Fix(T ) Fix(S) = ∅. For given x 1 ∈ C arbitrarily, define
where {α n }, {β n }, {γ n } and {δ n } are real number sequences in [0, 1] satisfying the conditions (i)-(iv) in Theorem 3.1. Then {x n } converges strongly to a point p ∈ F, where p = P F f (p).
Corollary 3.4. Let H be a Hilbert space and let C be a nonempty closed convex subset of H. Let T, S : C → C be two nonexpansive mappings. Moreover, let f : C → C be a contraction with coefficient α ∈ [0, 1). Suppose that F := Fix(T ) Fix(S) = ∅. For given x 1 ∈ C arbitrarily, define
Proof. By using the demiclosedness principle for the nonexpansive mapping S and by a similar argument as in the proof of Theorem 3.1, we can obtain the desired results immediately.
Applications
In this section, we apply our main results to approximate common solutions of split feasibility problems and fixed point problems.
Let C and Q be nonempty closed convex subsets of two Hilbert spaces H 1 and H 2 , respectively, and let A : H → H be a bounded linear mapping. The split feasibility problem (SFP) is the problem of finding a point with the property x * ∈ C and Ax * ∈ Q. The SFP (4.1) in finite-dimensional Hilbert spaces was first introduced by Censor and Elfving [6] for modeling inverse problems which arise in phase retrievals and in medical image reconstruction [4] . In [5, 7, 8] , it has been shown that the SPF (4.1) can also be used to model the intensity-modulated radiation therapy.
The following lemma appears implicitly in Xu [25] .
Lemma 4.1. A point x * ∈ H solves SFP (4.1), if and only if x * is a fixed point of the operator P C (I − γA * (I − P Q )A).
Lemma 4.2. For any γ ∈ R with 0 < γ < 2 A 2 , the operator P C (I − γA * (I − P Q )A) is nonexpansive.
Theorem 4.3. Let C and Q be nonempty closed convex subsets of two Hilbert spaces H 1 and H 2 , respectively. Let A : H 1 → H 2 be a bounded linear mapping and S : C → C be a 2-generalized hybrid mapping. Moreover, let f : C → C be a contraction with coefficient α ∈ [0, 1). Denote the set of SFP (4.1) by Ω and assume Ω ∩ Fix(S) = ∅. For arbitrarily given x 1 ∈ C, let {x n } be the sequence generated iteratively by
where {α n }, {β n }, {γ n } and {δ n } are real number sequences in [0, 1] satisfying the conditions (i)-(iv) in Theorem 3.1 and γ is a positive number satisfying γ ∈ (0, 2 A
2 ). Then {x n } converges strongly to a point p ∈ Ω ∩ Fix(S), where p = P Ω∩Fix (S)f (p).
Theorem 4.4. Let C and Q be nonempty closed convex subsets of two Hilbert spaces H 1 and H 2 , respectively. Let A : H 1 → H 2 be a bounded linear mapping and S : C → C be a nonexpansive mapping. Denote the set of SFP (4.1) by Ω and assume Ω ∩ Fix(S) = ∅. For arbitrarily given x 1 ∈ C, let {x n } be the sequence generated iteratively by:
where {β n }, {γ n } and {δ n } are real number sequences in [0, 1] and γ is a positive number satisfying the conditions
(ii) 0 < lim inf n→∞ β n ≤ lim sup n→∞ β n < 1;
Then {x n } converges strongly to a point p ∈ Ω ∩ Fix(S). Moreover, this point p is the minimum common norm solution of the split feasibility problem (4.1) and fixed point problem of nonexpansive mapping S.
Proof. If we take f = 0 and T = P C (I − γA * (I − P Q )A), then (3.28) reduces to (4.2). Thus, x n → p which satisfies
Therefore, p 2 ≤ p, q ≤ p q , which implies p ≤ q for all q ∈ Ω ∩ Fix(S). This completes the proof.
Numerical examples
The purpose of this section is to give two numerical examples supporting Theorem 3.1. S olution: It can be observed that all the assumptions of Theorem 3.1 are satisfied. And it is also easy to check Fix(T ) ∩ Fix(S) = {0}.
We rewrite (3.1) as follows
By using the algorithm (5.1) and choosing x 1 = 2, we see that numerical results in Table 1 and Figure 1 demonstrate Theorem 3.1. Next, we present a numerical example in R 3 that also supports our result.
Example 5.2. Let an inner product ·, · : R 3 × R 3 → R be defined by x, y = x · y = x 1 · y 1 + x 2 · y 2 + x 3 · y 3 and a usual norm · : R 3 → R defined by x = x 2 1 + x 2 2 + x 2 3 for all x = (x 1 , x 2 , x 3 ), y = (y 1 , y 2 , y 3 ) ∈ R 3 . Let C = {x ∈ R 3 : x ≤ 2} and T, f : C → C be defined by T x = 1 2 x and f (x) = 1 3 x, respectively. Let S : C → C be defined as Sx = (0, 0, 0), x ∈ {x ∈ R 3 : x < 2}; (1, 0, 0), x ∈ {x ∈ R 3 : x = 2}.
Let sequence {x n } be generated iteratively by (3.1), where α n = 1 n+1 , β n = δ n = Table 2 . In addition, Figure 2 also demonstrates Theorem 3.1. ). 
