















BASIC DYNAMICS OF RESERVOIR COMPUTING SYSTEMS 
 
坂本直樹 





This paper studies basic function of a simple reservoir computing system ([1], [2]). The system is based on a 
ring-type recurrent network with growing structure. The inner connection parameters are fixed and the output 
connection parameters are subject of learning. The system operation consists of two modes: leaning mode and 
reproduction mode. In the leaning mode, the output connection parameters are updated to approximate desired 
input signal. In order to reduce the approximation error, a simple version of the differential evolution (SDE) is 
used ([3], [4]). The number of neurons varies depending on the approximation error. In the reproduction 
mode, feedback is applied from the output to the input and the system becomes an autonomous system that 
generate approximated input signal. Applying the system to elementary time-series approximation problems, 
relation between the number of neurons and approximation error is investigated 









































      𝑥0(𝑛 + 1) = tanh(𝛼𝑥𝑁−1(𝑛 − 1) + 𝛽0𝐼(𝑛))
 𝑥0(𝑛 + 1) = tanh (𝛼𝑥𝑖−1(𝑛) + 𝛽𝑖𝐼(𝑛))
𝑦(𝑛) = 𝑤0𝑥0(𝑛) +∑ 𝑤𝑖𝑥𝑖(𝑛)
𝑁(𝑛−1)
𝑡=1
   (1) 
 
ただし，𝑁(𝑛)は時間𝑛でのアクティブニューロン数であ

















      𝑥0(𝑛 + 1) = tanh(𝛼𝑥𝑁−1(𝑛 − 1) + 𝛽0𝑦(𝑛 − 1))
 𝑥0(𝑛 + 1) = tanh (𝛼𝑥𝑖−1(𝑛) + 𝛽𝑖𝑦(𝑛 − 1))
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𝑁(𝑛−1)
𝑡=1
   (3) 
 
ただし𝑁𝑓は探索終了時のアクティブニューロン数であ
り，𝑖 = 1 ~ 𝑁 − 1．アルゴリズムの概要図を図 1に示す． 
 
 




設定した．𝑀 = 10， 𝑇𝑃 = 1， 𝑐𝑀𝐴𝑋 = 10，  𝛼 = 0.8 ,      
𝛽 = [−0.2, 0.2], 探索ステップ𝑛は 0 から 500 までとする． 
比較実験には以下の時系列関数を使用する． 
 
     𝐼(𝑛) = sin𝜔𝑛 (𝜔 = 
2𝜋
100
)        (4) 
  𝐼(𝑛) = sin𝜔𝑛 +
1
3
sin 3𝜔𝑛 (𝜔 = 
2𝜋
100
)      (5) 
 
式(4)において成長型 RC は初期ニューロン𝑁0 = 2, 最
大ニューロン𝑁𝑀𝐴𝑋 = 10, 非成長型 RC は初期ニューロン
𝑁0 = 2固定とする． 
式(5)において成長型 RC は初期ニューロン𝑁0 = 2, 最
大ニューロン𝑁𝑀𝐴𝑋 = 10, 非成長型 RC は初期ニューロン
𝑁0 = 4固定とする． 
以上の条件で数値実験を行う． 
式(4)においての非成長型，成長型 RC の探索過程を図
2, 図 3 に，式(5)においての非成長型，成長型 RC の探索












図 2 式(4)の非成長型 RCによる時系列近似 
 
 
図 3 式(4)の成長型 RCによる時系列近似 
 
 
図 4 式(5)の非成長型 RCによる時系列近似 
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