Contribution to the traffc engineering in wireless mesh networks by Astudillo León, Juan Pablo
Doctoral Thesis
Contribution to the Traffic Engineering in
Wireless Mesh Networks.
by:
Juan Pablo Astudillo Leo´n
Ph.D. Advisor:
Dr. Luis J. de la Cruz Llopis
Thesis submitted in partial fulfillment of the requirements for the degree of Doctor of
Philosophy in Telematics
SISCOM (Smart Services for Information Systems and Communication Networks)
Departament of Network Engineering
April 29, 2020
Agradecimientos
El desarrollo de este proyecto no habr´ıa sido posible sin el apoyo y el est´ımulo de Luis, bajo
cuya supervisio´n fue posible el desarrollo del proyecto, mas que mi director lo que considero un
gran amigo. Agradezco mucho las charlas, consejos recibidos, momentos en familia, y tambie´n
su contencio´n en los momentos dif´ıciles. Espero y seguro que seguiremos colaborando juntos,
por que como siempre dice, hay trabajo por hacer.
Adema´s quiero agradecer a las siguientes personas que formaron parte de mi familia aca´ en
Barcelona, que como siempre lo he dicho lo he vivido en etapas. La primera etapa en mis
primeros d´ıas aca´ en Barcelona agradezco a mis grandes amigas Ali y Meli, con las cua´les
vivimos gratos y valiosos momentos en cada rinco´n de esta hermosa ciudad. Sobretodo con
Alicia, que comenzamos igual nuestros estudios doctorales, y muchas cosas las vivimos iguales.
En la segunda etapa, donde ya comienza mi vida a tonarse mas familiar, en la cua´l Nathaly,
Christian y sobretodo Nicole se sumaron. Con Christian y Nicole hicimos un gran equipo. Las
gratas charlas con Christian que es una persona con la cua´l disfruto mucho conversar y de esas
experiencias aprender un poco ma´s. Te considero uno de mis mejores amigos. Nicole fue y es
au´n una parte fundamental en mi persona, de la cua´l agradezco las innumerables experiencias
vividas y disfrutadas. Los viajes y ocurrencias de Nicci lo llevo muy profundo en mi corazon. La
tercera parte de mi vida doctoral, se sumaron personas muy especiales como Vı´ctor, Gustavo,
Byron, Layla y David, mis agradecimientos tambie´n para ustedes. Las parrilladas del golden,
nuestros inventos en la cocina y gratos momentos compartidos en Riera Blanca con David y
especial con Vı´ctor los almaceno con mucho carin˜o. Adema´s, las escapadas y grandes momentos
compartidos con Layla, y las ocurrencias de mi amigo Byron, que es una persona que puede
conversar de todo y con una gran seguridad, mis agradecimientos y carin˜o tambie´n para ustedes.
En mi u´ltima etapa agradezco Anita, Luis, Pablo y Jose´, con los cuales compartimos gratos
momentos. Como no olvidar ademas las charlas en Granollers con el Pupi y Joseph, los estimo
mucho mis amigos. No obstante, quiero agradecer de manera muy especial a Leti por todas
las experiencias vividas, de las cuales he aprendido mucho de ella, y en especial de su hermosa
cultura mexicana. Adema´s, las grandes personas que conoc´ı gracias a ella. Todo este camino
recorrido y los gratos momentos al final de nuestra etapa doctoral para mi es muy especial, y
no lo puedo describir en palabras pero de seguro no lo olvidare´.
I would like to express my sincere gratitude to Anthony Busson and Thomas Begin for having
made possible my stay in the LIP laboratory of the Ecole Normale Supe´rieure (ENS) in Lyon,
France. This experience was very enriching, since part of Chapter 4 includes much of the work
we did in Lyon and the collaborations carried out from Barcelona. I am very happy to have part
of my work published with you, and I hope to continue collaborating with you. The experience
lived with you in Lyon was very enriching from a personal and investigative point of view.
Mi agradecimientos tambie´n a mis amigos del laboratorio: Nitin, Akram, Godfrey, Khaled,
Ahmed, Ahmad. Mis agradecimientos tambie´n al grupo de SISCOM, en especial a Mo´nica por
todo el apoyo y ayuda brindado. Adema´s,
Asimismo quiero reconocer el apoyo brindado por la Secretar´ıa de Educacio´n Superior, Ciencia,
Tecnolog´ıa e Innovacio´n (Senescyt), institucio´n que financio´ mediante una beca mis an˜os de
estudios e investigacio´n en la Universitat Polite`cnica de Catalunya. Ademas quiero agradecer
a los proyectos INRISCO (TEC2014-54335-C4-1-R) y MAGOS (TEC2017-84197-C4-3-R) que
financiaron tambie´n este trabajo.
Tambie´n quiero agradecer a los miembros del jurado que aceptaron revisar el resultado del
presente trabajo.
i
ii
No puedo terminar sin agradecer a mi familia, en cuyo est´ımulo constante y amor he confiado
a lo largo de mis an˜os estudiantiles. . .
Abstract
Nowadays, we live in a modern society in which people and devices are interconnected anywhere
and anytime. Under this premise, both the infrastructure and the services offered have evolved
and diversified in a drastic way. In fact, many of these services are transported in different
networks types. Decentralized networks (or without infrastructure) are being widely used to
support these services. They allow greater accessibility for users due to a large number of
advantages. For instance, self-creation, self-configuration, easy installation in areas of difficult
access, maintenance and scalability make that kind of networks attractive to service providers.
Among them, Wireless mesh networks are decentralized networks that have been widely studied
in different research areas such as community networks, disaster scenarios, public safety and
surveillance. Besides, these network types are more structured than the traditional wireless ad
hoc networks, and thus, they can support more complex protocols.
Wireless mesh networks have been also studied and evaluated in the Smart Grid scenario. Smart
Grids are a new paradigm in which the traditional electricity transport infrastructures are
addressed. In this context, the electricity network is not longer focused only on the generation,
distribution and transport of electricity to subscribers. Now, it is a robust network that includes
a data communication network. The objective of having a data communication network together
with the electrical is to provide an efficient service from the control center to the user as well as to
give feedback of the correct operation of the electricity and data networks to the control center.
As the electrical transport infrastructure, the associated data network is divided in different
subnetworks. This thesis is mainly focused on the improvement of the performance of one of
those subnetworks, the so-called Smart Grid Neighborhood Area Network. The contributions
focus on improving the data routing, providing traffic differentiation with Quality of Service
(QoS) provision, congestion control mechanisms, an emergency system which deals anomalous
network situations and fair distribution of network resources.
Several applications are transmitted upstream from the users to the control center, as well as
downstream from the control center towards the users. In general, upstream communication
involves tasks such as meter reading, billing data or electricity consumption, while downstream
communication allows the smart grid to take actions in different network situations such as
power peaks or emergency situations. In the first part of the thesis, the work is focused on
improving the routing mechanism. To do this, a multipath routing mechanism is proposed,
where the traffics that are most important are transmitted over the best communication links,
while the lowest priority traffics are transmitted over the paths with less reputation (less routing
metric). In order to improve even more the benefits obtained, a multichannel scheme is proposed
to separate both control traffic and data traffic, and use the less congested channels to transmit
the most priority traffic types.
Smart Grids offer many services and some of them are very demanding in terms of QoS. There-
fore, infrastructure failures, attacks and high congestion situations can greatly reduce the net-
work performance. In order to face with these problems, the network must be able to offer
a minimum quality of service to the most priority applications handling some traffic control
techniques. With this goal in mind, in this thesis some congestion control mechanisms are
also proposed. In the first of these mechanisms, the decision of whether a packet should be
retransmitted or not is made in a distributed and independent way by each one of the network
nodes, depending on the network conditions (mainly the averaged channel utilization and the
buffers occupancy) that the node itself is observing. That is, an intermediate node can directly
drop a data packet if it observes that the transmission channel is being used above a certain
threshold. This mechanism considers again the existence of traffics with different priorities, so
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that, less priority traffic has a higher probability of being discarded. Furthermore, an emergency
system is coupled to the congestion control mechanism. With this strategy, the NAN is able
to take global actions (in a short time) to face anomalous situations providing with even more
transmission probability for traffics with higher QoS requirements. To this end, a emergency
signalling that can be triggered automatically or manually is also proposed.
A fair distribution of network resources is also an important research field in the Smart Grid.
Keep in mind that in this scenario, the nodes are static and each of them transmits upstream
data flows to the data concentrator. Therefore, depending on their geographical location, some
nodes may be more favored than others. Besides, some nodes can monopolize the network
resources if they are not regulated. For this reason, in this thesis another distributed congestion
control algorithm is proposed that runs in each node. The objective here is to provide a fair
distribution of network resources regardless of the geographical position and the transmission
rate. That is, all the nodes will have the same opportunities to transmit their data to the control
center. The proposed solution is agnostic to the network, mac and physical layers.
The last contribution made with this thesis is focused on the application of machine learning
techniques to obtain again a better performance of the data networks under study. In this
sense, a new congestion control mechanism is proposed, which, like the previous ones, provides
different quality of service to data flows with different priorities. For this, a complete framework
is proposed, including the generation, preprocessing and evaluation of the data necessary for the
training of the machine learning algorithms that will be used. The proposal is also implemented
and evaluated in the Smart Grid NANs environment.
Resumen
Hoy en d´ıa, vivimos en una sociedad moderna en la que las personas y los dispositivos esta´n
interconectados en cualquier lugar y en cualquier momento. Bajo esta premisa, tanto la in-
fraestructura como los servicios ofrecidos han evolucionado y diversificado de manera dra´stica.
De hecho, muchos de estos servicios se transportan en diferentes tipos de redes. Las redes
descentralizadas (o sin infraestructura) se esta´n utilizando ampliamente para soportar estos
servicios. Permiten una mayor accesibilidad para los usuarios debido a una gran cantidad de
ventajas. Por ejemplo, la creacio´n automa´tica, la configuracio´n automa´tica, la instalacio´n fa´cil
en a´reas de dif´ıcil acceso, mantenimiento y escalabilidad hacen que este tipo de redes sea atrac-
tivas para los proveedores de servicios. Entre ellas, las redes de malla inala´mbricas son redes
descentralizadas que han sido ampliamente estudiadas en diferentes a´reas de investigacio´n, como
redes comunitarias, escenarios de desastres, seguridad pu´blica y vigilancia. Adema´s, estos tipos
de red son ma´s estructurados que las redes ad hoc inala´mbricas tradicionales y, por lo tanto,
pueden admitir protocolos ma´s complejos.
Las redes de malla inala´mbricas tambie´n se han estudiado y evaluado en el escenario de redes
ele´ctricas inteligentes. Las redes ele´ctricas inteligentes son un nuevo paradigma en el que se
abordan las infraestructuras tradicionales de transporte de electricidad. En este contexto, la
red ele´ctrica ya no se centra solo en la generacio´n, distribucio´n y transporte de electricidad a
los suscriptores. Ahora, es una red robusta que incluye una red de comunicacio´n de datos. El
objetivo de tener una red de comunicacio´n de datos junto con la ele´ctrica es proporcionar un
servicio eficiente desde el centro de control al usuario, as´ı como dar retroalimentacio´n sobre
el correcto funcionamiento de las redes de electricidad y datos al centro de control. Como la
infraestructura de transporte ele´ctrico, la red de datos asociada se divide en diferentes subredes.
Esta tesis se centra principalmente en la mejora del rendimiento de una de esas subredes, la
llamada red de a´rea de vecindad de las redes ele´ctricas inteligentes. Las contribuciones se
centran en mejorar el enrutamiento de datos, proporcionando una diferenciacio´n del tra´fico con
la provisio´n de calidad de servicio (QoS), mecanismos de control de congestio´n, un sistema de
emergencia que trata situaciones ano´malas de la red y una distribucio´n justa de los recursos de
la red.
Varias aplicaciones se transmiten desde los usuarios al centro de control, as´ı como desde el centro
de control hacia los usuarios. En general, la comunicacio´n hacia el centro de control implica
tareas como la lectura de medidores, los datos de facturacio´n o el consumo de electricidad,
mientras que la comunicacio´n hacia los suscriptores permite que la red ele´ctrica inteligente tome
medidas en diferentes situaciones de la red, como picos de energ´ıa o situaciones de emergencia.
En la primera parte de la tesis, el trabajo se centra en mejorar el mecanismo de enrutamiento.
Para hacer esto, se propone un mecanismo de enrutamiento de mu´ltiples rutas, donde los tra´ficos
que son ma´s importantes se transmiten a trave´s de los mejores enlaces de comunicacio´n, mientras
que los tra´ficos de menor prioridad se transmiten a trave´s de las rutas con menos reputacio´n
(menos me´trica de enrutamiento). Para mejorar au´n ma´s los beneficios obtenidos, se propone un
esquema multicanal para separar tanto el tra´fico de control como el tra´fico de datos, y utilizar
los canales menos congestionados para transmitir los tipos de tra´fico ma´s prioritarios.
Las redes ele´ctricas inteligentes ofrecen muchos servicios y algunos de ellos son muy exigentes
en te´rminos de QoS. Por lo tanto, las fallas de infraestructura, los ataques y las situaciones de
alta congestio´n pueden reducir en gran medida el rendimiento de la red. Para enfrentar estos
problemas, la red debe poder ofrecer una calidad de servicio mı´nima a las aplicaciones ma´s
prioritarias mediante algunas te´cnicas de control de tra´fico. Con este objetivo en mente, en esta
tesis tambie´n se proponen algunos mecanismos de control de congestio´n. En el primero de estos
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mecanismos, cada uno de los nodos de la red decide de manera distribuida e independiente si un
paquete debe o no ser retransmitido, dependiendo de las condiciones de la red (principalmente la
utilizacio´n promedio del canal y la ocupacio´n de los buffers) que el nodo mismo esta´ observando.
Es decir, un nodo intermedio puede descartar directamente un paquete de datos si observa que
el canal de transmisio´n se esta´ utilizando por encima de un cierto umbral. Este mecanismo
considera nuevamente la existencia de tra´ficos con diferentes prioridades, de modo que, el tra´fico
menos prioritario tiene una mayor probabilidad de ser descartado. Adema´s, un sistema de
emergencia esta´ acoplado al mecanismo de control de congestio´n. Con esta estrategia, la NAN
puede tomar acciones globales (en poco tiempo) para enfrentar situaciones ano´malas, lo que
proporciona au´n ma´s probabilidad de transmisio´n para tra´ficos con mayores requisitos de QoS.
Con este fin, tambie´n se propone una sen˜alizacio´n de emergencia que puede activarse automa´tica
o manualmente.
Una distribucio´n justa de los recursos de la red tambie´n es un campo de investigacio´n importante
en las redes ele´ctricas inteligentes. Tenga en cuenta que en este escenario, los nodos son esta´ticos
y cada uno de ellos transmite flujos de datos hacia al concentrador de datos. Por lo tanto,
dependiendo de su ubicacio´n geogra´fica, algunos nodos pueden ser ma´s favorecidos que otros.
Adema´s, algunos nodos pueden monopolizar los recursos de la red si no esta´n regulados. Por
esta razo´n, en esta tesis se propone otro algoritmo de control de congestio´n distribuido que se
ejecuta en cada nodo. El objetivo aqu´ı es proporcionar una distribucio´n justa de los recursos
de la red, independientemente de la posicio´n geogra´fica y la velocidad de transmisio´n. Es decir,
todos los nodos tendra´n las mismas oportunidades para transmitir sus datos al centro de control.
La solucio´n propuesta es independiente de la red, mac y capas f´ısicas.
La u´ltima contribucio´n realizada con esta tesis se centra en la aplicacio´n de te´cnicas de apren-
dizaje automa´tico para obtener nuevamente un mejor rendimiento de las redes de datos en
estudio. En este sentido, se propone un nuevo mecanismo de control de congestio´n que, al
igual que los anteriores, proporciona diferente calidad de servicio a los flujos de datos con difer-
entes prioridades. Para esto, se propone un marco completo, que incluye la generacio´n, el
preprocesamiento y la evaluacio´n de los datos necesarios para la capacitacio´n de los algoritmos
de aprendizaje automa´tico que se utilizara´n. La propuesta tambie´n se implementa y evalu´a en
el entorno de Smart Grid NANs.
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Chapter 1
Introduction
Today’s society involves people and devices of all kinds connected all the time [4], which depends
on services offered online and that are transmitted by different technologies. In such scenario,
Wireless Mesh Networks (WMNs) have evolved as a cost effective possible solution for the
uninterrupted access of users to networking facilities. Valued features like robustness, reliability,
resilience, easy deployment and maintenance, self-forming and self-configuration, make WMNs
an important alternative to achieve an always-on connectivity.
Wireless Mesh Networks (WMNs) are based on the ad hoc networking paradigm [5], and they
provide self-configurable and self-healing characteristics to dynamic network topologies [6]. Nev-
ertheless, WMNs are more structured than ad hoc networks and can support more complex
protocols and routing metrics [7–14]. Furthermore, WMNs allow the interconnection with other
types of networks such as wireless local area networks, cellular networks, metropolitan area net-
works, vehicular networks [15], sensor networks, disaster scenarios [16–19], smart grid networks,
and personal and body area networks [20, 21] and the global Internet [22, 23].
Figure 1.1 presents the WMNs architecture where three network types can be seen: infrastruc-
ture meshing, client meshing, and hybrid WMNs.
• Infrastructure meshing provides a wireless backbone to the clients. This backbone is made
up of static mesh routers.
• Client meshing provides end user applications and routing functionalities to client nodes.
• A combination of infrastructure and client meshing can be used with the hybrid WMN
[24].
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Figure 1.1: Wireless Mesh Network paradigm [24].
WMNs exhibit self-healing mechanisms, since a failure node does not imply the network failure.
Self-configurable characteristics allows to calculate new optimal paths for routing. Furthermore,
network coverage between two nodes is increased by using a multi-hop scheme. Besides, self-
organization and self-configuration capacities allow a better growth and maintenance of these
networks [25].
Given these characteristics, WMNs have been evaluated in many applications such as:
• Community Networks: Several routing protocols for WMNs are studied and evaluated
in Community Networks (CNs). Community Networks as described in [26], are an open
and distributed infrastructure where researchers can deploy experimental services, perform
tests or access to open data. In [27], it is described the purposes and benefits for which
the Community Networks were conceived.
Representative community network examples are Freifunk (FF) [28] in Germany, the
Athens Wireless Metropolitan Network (AWMN) [29] in Greece, FunkFeuer [30] in Aus-
tria, guifi [31] in Spain, and Ninux.org [32] in Italy.
• Smart Grids (SGs): The SGs are considered an intelligent network that comprise all
the power systems stages such as generation, transmission and distribution. Besides, they
consider different communication mechanisms between customers and service providers
[33]. The objective is to optimize all the inherent functionalities from the generation
of electricity to the final customer service. The communication structure between back-
haul aggregation points to the core backbone utility center is carried over different types
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of communication networks [34]. Communication network requirements for major smart
grid applications are described in [35, 36].
• Other current applications for WMNs are: Internet of Things [37, 38], Blockchain [39, 40],
Multimedia services [41–44], surveillance systems and public safety [45–47] and so on.
Several researchers have focused their efforts in order to improve the network performance of the
Smart Grids, and specifically for Neighborhood Area Networks (NANs). The NANs are a part
or Smart Grid data communication network. In this thesis, the work is focused on improving
the network performance obtained by those NANs when the selected technology is a wireless
multi-hop network,
In the following subsection an overview for SG is described.
1.1 Smart Grid data communication network
Electrical energy is currently an essential resource all around the world. With the increase in the
use of new technologies in all sectors of human activity, it is easy to predict that the consumption
of this type of energy will grow considerably in the near future. For this reason, great research
and development efforts have been made, with the aim of improving the generation processes,
transport networks and storage systems for this energy. The Smart Grid networks are the result
of the work carried out to obtain improvements in the management, operation and maintenance
of the transport infrastructure, as well as in the efficiency with which the energy is used. Its
main objective could then be considered as achieving the best use of electrical energy through
an improvement in the management and maintenance of the energy sources and the transport
infrastructure. At the same time, new services are offered to both supplying companies and
consumers.
With these objectives in mind, one of the main advances is being made in the improvement of the
data networks associated with the electricity transport infrastructures. These data networks are
responsible for carrying and delivering all the control, management, maintenance and security
information of the electricity network infrastructure, as well as the applications that allow a
better management of the available resources. The data networks are therefore a fundamental
part of the Smart Grid, and so their reliability, availability and security have to be guaranteed
in all situations, taking into account that they can stop providing correctly their service due to
intrinsic (hardware, software, communications protocols, ...) or extrinsic (weather conditions,
malicious agents, terrorist attacks, ...) failures [48].
Figure 1.2 presents the Smart Grid data communication network, which it is made up of several
subnetworks. The different smart meters (SM), devices and other utilities present inside the
customer homes are interconnected by the Home Area Network (HAN). These HANs are in turn
interconnected through the Neighborhood Area Network (NAN), and finally the information
can reach the control centers through a Wide Area Network (WAN). To implement all these
subnetworks, different technologies can be chosen. Selectable technology standards for HANs can
be, among others, IEEE 802.15.4 (Low-Rate Wireless Personal Area Networks, LR-WPAN) or
IEEE 802.11 (Wireless Local Area Networks, WLAN). For NANs, Power Line Communication
(PLC) technologies, or standards such as IEEE 802.15.4g or IEEE 802.11s (Wireless Mesh
Networks), can be considered.
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Figure 1.2: Smart Grid data subnetworks.
Guaranteeing that quality of service offered is the required by every application, while main-
taining a high efficiency in the use of resources, is one of the most important issues to be taken
into account both during the planning process and during the maintenance and operation of the
network. It is therefore essential a deep knowledge of the services that will be provided. These
issues are especially important when working with Smart Grid, given the critical importance of
the power grid infrastructure. The offered services belongs to very different types, and there-
fore their service quality requirements are also different [49]. Generally speaking, most Smart
Grid applications have strong security and reliability requirements. However, their bandwidth
needs, as well as their behavior in high packet losses or high latency situations, can be very
different. Thus, some applications, such as Substation Automation Systems (SAS) or Overhead
Transmission Line Monitoring, present very strict requirements in terms of latency, but they are
not as demanding in terms of bandwidth. On the other hand, Demand Response Management
or Advanced Metering Infrastructure (AMI) generally consume more bandwith but can allow
greater delays.
1.2 Objectives
The objectives of this dissertation are devoted to improve the network performance of wireless
multi hop networks, and specifically the Smart Grid Neighborhood Area Networks. The main
contributions of this thesis are described below:
• Network routing and multichannel allocation. Multi-path and multichannel alloca-
tion schemes together with traffic differentiation are proposed, implemented and evaluated
for high network loads. For this, the default IEEE 802.11s routing protocol has been mod-
ified.
• Congestion control mechanisms and emergency system. Different solutions to
deal with high network congestion situations together with traffic differentiation are also
proposed, implemented and evaluated. For this purpose, three different mechanisms which
are implemented individually at each node are presented. First, a congestion control mech-
anism which works together with an emergency system is considered. For this approach,
the forwarding decisions are up to the relay nodes and these decisions are based on con-
gestion control functions. Furthermore, control signaling to trigger emergency situations
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is added to the proposal. Second, a distributed congestion control algorithm is presented
where now the forwarding decision rules are up to the source nodes. That is, the sources
nodes will decide whether or not the packets are transmitted to their intended destination
based on the current network state. For this, the relay nodes are in charge of notifying
the changes to the source nodes according to the current network load. Finally, a machine
learning model that predicts if a packet will be corrected transmitted or not to its desti-
nation based on the current network load is presented, implemented and evaluated from
scratch.
• Fairness between different sources. Different solutions for the correct distribution of
the network resources are evaluated. For this, the geographical position and the source
rates of the nodes are taking into account, trying to avoid the monopolization of the
network resources by some nodes.
All these objectives are described more extensively in the next section.
1.3 Summary of contributions
The main contributions of this thesis are described below:
• Modifications on the basic mechanisms and protocols used by the IEEE 802.11 mesh
networks are proposed in order to improve their performance when using this technology
as the implementation of the Smart Grid NANs. Mainly, a new multi-path mechanism is
proposed and implemented in conjunction with a multi-channel allocation of the different
available paths. These paths are assigned differentiately according to the quality of service
demanded by every traffic. With this strategy, the proposed mechanism intends to take a
better advantage of the available network resources, guaranteeing an adequate service to
as much traffic as possible.
• Most Smart Grid applications have strong security and reliability requirements where their
offered service can be reduced in both congestion and emergency situations. To this end,
a congestion control mechanism, which takes into account possible emergency situations
in the network, and applies also multi-channel allocation and traffic differentiation tech-
niques, is presented. For this purpose, the default IEEE 802.11 mesh module has been
again modified.
• A distributed congestion control mechanism that allows improving the performance offered
by the NANs, when the selected technologies are now the IEEE 802.11 Wireless Ad Hoc
Network (WANET) and IEEE 802.11ac physical layer standard is also proposed. The
solution is conceptually simple as well as easily tunable and implementable. In addition,
it is agnostic to the routing protocol, and of the MAC layer. The proposed mechanism
combines several algorithms that allow differentiating the quality of service offered to each
traffic based on its criticality, while providing a fair service to all nodes in the network.
• A machine learning-based congestion control mechanism is presented. This mechanism
involves different task such as data collection, data preprocessing, training and validation
of the trained model. This contribution is aimed to detail the most relevant aspects to
implement a congestion control mechanism based on prior learning together with traffic
differentiation. The proposed mechanism, based on the current network load, will decide
whether or not to transmit a packet from the smart meters to the data concentrator.
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The study and comparison of the benefits obtained is based on simulations carried out with
the ns-3 network simulator [2]. Thanks to the improvements obtained, especially in situations
of high load, NAN networks could offer service to a greater volume of traffic, and also allow a
correct and differentiated quality of service for each application. In this way, new development
challenges are created for both device manufacturers and electricity supplier companies, which
will be able to offer new and better services to their customers. From our point of view, these
new services should have a major impact on a greater efficiency in the use of electricity, and a
faster and improved reaction in front of emergency situations.
1.4 Resulting publications
Most of the contents of this dissertation have been published in the following journals and
conferences:
JCR Journal Publications:
• J. P. Astudillo Leo´n and L. J. De la Cruz Llopis, “A joint multi-path and multi-channel
protocol for traffic routing in smart grid neighborhood area networks,” Sensors, vol. 18,
no. 11, 2018 [50].
• J. P. Astudillo Leo´n and L. J. De la Cruz Llopis, ”Emergency aware congestion control
for smart grid neighborhood area networks”, Ad Hoc Networks, 93:101898, 2019. ISSN
1570- 8705 [51].
• J. P. Astudillo Leo´n, T. Begin, A. Busson and L. J. De la Cruz Llopis, ”A Fair and Dis-
tributed Congestion Control Mechanism for Smart Grid Neighborhood Area Networks”,
Ad Hoc Networks, Ad Hoc Networks, page 102169, 2020. ISSN 1570-8705. [52].
Refereed Conferences:
• J. P. Astudillo Leon and L. J. de la Cruz Llopis, ”Multi channel allocation and congestion
control for smart grid neighborhood area networks,” in Proceedings of the 15th ACM
International Symposium on Performance Evaluation of Wireless Ad Hoc, Sensor, and
Ubiquitous Networks, PE-WASUN’18. New York, NY, USA: ACM, 2018, pp. 1–8 [53].
• J. P. Astudillo Leo´n, T. Begin, A. Busson, and L. J. de la Cruz Llopis. ”Towards a
distributed congestion control mechanism for smart grid neighborhood area networks.”
In Proceedings of the 16th ACM International Symposium on Performance Evaluation of
Wireless Ad Hoc, Sensor, and Ubiquitous Networks, pages 29–36, 2019 [54].
1.5 Outline of this Thesis
This thesis is organized as follows: Chapter 2 presents the background for the network technolo-
gies used. The next chapters presents the contributions of the thesis, and each of one includes
the following: state of the art, description of the problem, proposed solution and numerical
results. A more detailed explanation is presented below:
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Chapter 3 presents a new proposal for improving performance in Smart Grid NANs when using
IEEE 802.11 mesh network technology. Although the modification of the routing metrics is a
good idea to differentiate the service offered to different traffics in the network, in this work
the default routing metric is maintained and the work is focused on the modification of the
mechanism used by the Hybrid Wireless Mesh Protocol (HWMP) protocol for the selection of
the most appropriate path each time a data packet must be (re)transmitted. In this way, a
modification of the HMWP protocol [55] is proposed and implemented, to allow an efficient
selection of paths among multiple possibilities, depending on the service quality needs of the
different traffic flows. The proposed mechanism is complemented with the assignment of different
frequency channels to each available path.
Chapter 4 presents two different congestion control mechanisms for wireless multi hop wireless
networks. Section 4.3 presents, a multi-channel allocation and congestion control mechanisms
for Smart Grid NANs, when the different service quality needs of the different applications are
considered. The congestion control mechanism takes into account if the network is in a state
of emergency. For this, three network emergency states have been defined: normal, medium or
high. Each of these states can be activated manually or automatically. For automatic operation,
the network nodes periodically measure different performance parameters, and alert the rest of
the nodes (by means of special management frames) in case of detecting anomalous situations.
On the other hand, Section 4.4 presents a different solution to improve the network performance
for NANs. Instead of considering IEEE 802.11s mesh networks, the IEEE 802.11 technology in
ad hoc mode has been chosen where the recent IEEE 802.11ac standard was used. On the other
hand, unlike the strategy presented in Chapter 3 and Section 4.3 where relay nodes are in charge
of taking the forwarding decisions in network congestion situations, in this case the forwarding
decision rules are up to the source nodes. This way, unnecessary transmissions of packets that
will be likely discarded later on their way to their destination are avoided. Furthermore, the
proposed mechanism is also designed to provide a fair distribution of the available network
resources between all the source nodes, avoiding a higher utilization by the nodes with higher
packet generation rate or simply favorably located. Furthermore, the solution is independent of
the routing protocol used.
Chapter 5 presents a machine learning-based congestion control mechanism to improve the
network performance for wireless multi hop networks. In this chapter, the different stages
to generate the machine learning model are explained. In which it will be emphasized the
importance of having a significant and meaningful dataset to train a model with a high predictive
power (high accuracy to unseen data). In the first part of the chapter, the techniques for
obtaining the samples and organizing them in a structured way are explained. In addition,
mechanisms to select the most relevant features are detailed. Finally, the selection of the
classifier, its training and validation are presented.
Finally, Chapter 6 summarizes the main conclusions of this dissertation and presents future
lines of work where a comparison among the different proposed solutions are made.
Chapter 2
Background on Wireless Mesh
Networks
This chapter makes a general review of the main features of the network technologies and
protocols considered in this thesis. In this case, the wireless ad hoc network (WANET), and
specifically, the standardized IEEE 802.11 mesh networking technology and their most prevalent
protocols are covered.
2.1 Wireless Mesh Networks (WMNs)
Wireless ad hoc networks (WANETs) are a type of decentralized network since they do not
need an existing infrastructure such as routers or access points. Therefore, each station (STA)
participates in routing, that is, it retransmits packets from other nodes following rules calculated
by a routing algorithm. It should be noted that routing decisions can change due to many factors
in a dynamic network topology. As a particular case, WMN have attracted the attention of
many researchers, among other characteristics, to the fact of not needing a central entity.
In the context of the wireless local area networks (WLANs) standardized by the IEEE, the
proposal for multi-hop mesh networks was published in 2011 as the amendment number 10 to
the 2007 general standard, with the name of IEEE 802.11s [56]. In the revision of the general
standard published in 2012, as well as in the current revision [55], mesh networks have been
directly incorporated, although a large number of researchers continue to refer to them as IEEE
802.11s mesh networks. The main differentiating characteristic of this type of networks is that,
from the upper layers point of view, all the stations appear as connected at the MAC level
although they might not be within the range of coverage. To make this possible, a layer 2 path
search mechanism called Hybrid Wireless Mesh Protocol (HWMP), was designed.
Figure 2.1 shows the Wireless Mesh Network architecture, which consists of the following devices:
• Mesh Station (MSTA): 802.11 entity that supports mesh services. Mesh STAs partici-
pate in the formation and operation of the mesh. That is, in a multi-hop routing scheme,
these entities can be source, destination or relay nodes.
• Mesh Portal: is a bridge or gateway device that allows the interconnection with external
networks that are not IEEE 802.11.
8
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Figure 2.1: Wireless Mesh Network devices [24].
• Mesh Gate: allows interconnection between different mesh.
Very briefly, the steps that must be followed by the mesh stations to be able to provide their
service to the higher layers are the following [55]:
2.1.1 Mesh Announce / Discovery
Mesh stations (MSTA) announce their presence and their availability to be part of a mesh
network through special information in the beacon frames. All MSTAs can passively scan for
beacon frames, or actively transmit Probe Request frames, in order to obtain the mesh profile,
which is a set of parameters that contains the Mesh Basic Service Set (MBSS) configuration
(mesh ID, path selection protocol, path selection metric, congestion control, synchronization
method and authentication protocol).
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2.1.2 Mesh Peering Management (MPM) protocol
When two stations detect each other, they establish a link by means of the exchange of two
action frames (Peering Open and Peering Confirm). These links are periodically maintained,
and therefore every station has an updated knowledge of its available neighbors. This protocol
maintain bidirectional links, that is, when two potential neighbors have successfully transmitted
and received Mesh Peering Open and Confirm frames (2.2) [24].
Mesh 
STA X
Mesh 
STA Y
Figure 2.2: Mesh Peering link stablishment handshake.
2.1.3 Medium Access
It combines the contention-based scheme of Enhanced Distributed Channel Access (EDCA)
with a contention-free scheme called MCF Coordinated Channel Access (MCCA) [7]. These
mechanisms are described as follows:
• Enhanced Distributed Channel Access (EDCA): EDCA uses four access categories
(ACs) to provide traffic differentiation: voice (Vo), video (Vi), best effort (BE), and back-
ground (BK). Each category has its own set of medium access parameters: the arbitrary
interframe space number (AIFSN), the contention window minimum and maximum values
(CWMIN and CWMAX), and the optional transmission opportunity limit (TXOPLimit)
[7].
When EDCA is not used, the default medium access in IEEE 802.11 is the Distributed
Coordination Function (DCF), which is devoted to use only for best effort services. That
is, all traffic types compete with the same opportunities to access the channel. However,
for real-time applications it is mandatory to ensure minimum quality of requirements
such as bandwidth, delay and delay jitter. In order to meet these requirements, 802.11e
proposes EDCA.
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• MCF Coordinated Channel Access (MCCA). MCCA provides contention-free trans-
mission using a resource reservation mechanism. Each reservation consists of a set of time
intervals refered as MCCA transmission opportunities (MCCAOPs). With this strategy,
the MCCAOP owner (the station that performed the reservation) may transmit to the
MCCAOP responders (the stations that receive the reservation request) [7].
2.1.4 Path Mesh Selection and Forwarding
To send packets between a specific origin and destination, a path must be discovered, which will
generally expand through multiple intermediate hops. This path is built by means of the HWMP
protocol, which combines the flexibility of on-demand path selection with proactive tree topology
extensions. It enables efficient path selection with or without access to the infrastructure, and
supports two types of path selection modes:
• On-demand mode: This mode is always available, independently whether a root MSTA
has been configured or not. When a new data frame arrives from the application or physical
layer, it is immediately stored at the HWMP queue. If the frame must be forwarded, the
mesh STA selects the best path for its transmission. For this purpose, the HWMP checks
the destination address and looks up the next hop address in the routing table, previously
calculated by the path-building mechanisms. If a path is available, the mesh STA transmits
the frame by using the medium access mechanism. On the other hand, if there is not a
route to the destination, the path discovery mechanism is activated (Figure 2.3). For
this purpose, a Path Request (PREQ) message is broadcast from the source to the whole
network, and when this message reaches the intended destination, this node replies with
an unicast Path Reply (PREP) message to the PREQ originator node by using the best
path (lower metric) [57]. Finally, in the case of one or more unreachable destination(s),
the mesh STA drops the frame and transmits control messages such as path error (PERR)
in order to invalidate the whole path. This message is sent to all traffic sources that have
a known active path to the destination(s). The active forwarding information associated
with the unreachable destination(s) should no longer be used for forwarding [55].
Source Destination
Figure 2.3: On-demand mode.
• Proactive mode: When one of the network nodes can be considered as the main source
or destination of the data packets (for example, a gateway that provides Internet access),
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it is more convenient to use the proactive mode (Figures 2.4 and 2.5). In this mode, at
least a MSTA must be configured as root MSTA, and additional proactive tree building
functionality is added to the on-demand mode. The root MSTA has two options to start
the path search mechanism: sending proactive PREQs messages to the rest of MSTAs
by using group addressed communication, or broadcasting root announcement (RANN)
messages, which are then used to initiate a path setup by the rest of MSTAs using ac-
knowledged communication.
ROOT
Figure 2.4: Proactive PREQ-based.
RANN
PREQ
PREQ
PREP
ROOT
PREP
Figure 2.5: Proactive RANN-based.
2.1.5 Link metric
HWMP uses by default the airtime link metric for path selection:
Ca =
[
O +
Bt
r
]
1
1− ef (2.1)
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where O is the channel access overhead; Bt, the transmission frame size; r, the data rate; and
ef , the error rate. This metric indicates the amount of time needed to transmit a frame over
a link.
2.2 Routing Protocols
There are several routing protocols for ad hoc and mesh networks, and they are evaluated and
analyzed continuously in the scientific community [58]. Several surveys [59, 60] provide extensive
descriptions of the different routing protocols. Some of the most relevant routing protocols for
WMNs are: Ad hoc On-demand Distance Vector (AODV) [61], Optimized Link State Routing
(OLSR) [62, 63], BATMAN (Better Approach To Mobile Adhoc Networking) [64] and BMX6
[65, 66], and they are briefly described below.
2.2.1 Ad hoc On-demand Distance Vector (AODV)
The AODV [61] protocol is very similar to the previously explained HWMP. In fact, HWMP
is based on ADOV. In AODV, the path discovery mechanism is based on the Route Request
(RREQ) and Route Reply (RREP) messages, which have the same functionality as PREQ and
PREP frames in HWMP. When a node requires a route to the destination, a RREQ message
is broadcasted to the whole network. When the RREQ reaches the intended destination, it
replies with a unicast RREQ to the source node building the path. Finally, the neighboring
nodes are maintained through broadcasting HELLO messages. As with AODV there is no a
peering protocol, the network nodes must discover their neighbours. To this end, special HELLO
messages are periodically transmitted by every node to announce itself to the rest of the network
nodes.
2.2.2 Optimized Link State Routing (OLSR)
The Optimized Link State Routing protocol is defined as an optimization of the classic link
state algorithm but focused on mobile networks. OLSR is suitable for networks where traffic
is random and sporadic, and there it not assumptions about the underlying link layer. The
protocol does not require reliable transmission of control messages, since each node periodically
sends such messages in certain time intervals. In addition, each control message contains a
Sequence Number (SN) that is incremented for each message. SNs allow to identify at the
reception which information is most recent. There are currently two versions of this protocol:
OLSRv1 (IETF RFC 3626) [62] and OLSRv2 (IETF RFC 7181) [63].
Protocol Features
MultipointRelay nodes (MPR) are the key concept of OLSR1. These nodes optimize the classic
link state algorithm in three ways:
• MPRs are a set of nodes that forward broadcast messages during the flooding process.
With this strategy, the overhead of control messages are reduced as compared to a classic
flooding mechanism (Figure 2.6).
1It is demonstrated that the use of MPRs improves the network scalability [67]
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a) Regular flooding b) MPR flooding
Figure 2.6: Regular flooding vs MPR flooding [68].
• Link state information is generated by MPR nodes. It minimizes the number of control
messages flooded in the network.
• An MPR node distributes the link state information in the network.
Optimized Link State Routing version 2 (OLSRv2)
OLSRv2 [63] maintains the basic mechanisms and algorithms of OLSRv1 where additive and
bidirectional link metrics are now included2. OLSRv2 adds new message types and modifies
the existing messages. The Neighborhood Discovery mechanism is performed by Neighborhood
Discovery Protocol (NHDP)[69].
Each node in OLSRv2 must select two MPR sets:
• Flooding MPRs: These nodes are used for flood reduction. The MPR flooding operation
is used when control messages are broadcast to the whole network [63].
• Routing MPRs: These nodes are used to reduce the topology [63].
OLSRv2 uses metric-based routing, that is, it allows the links to have a metric chosen. With
this routing protocol, the metrics are additive and the routes are created taking into account
the the minimum sum of the link metrics along that route [63, 70].
2OLSRv1 uses the hop count metric
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Multi-Topology Extension for OLSRv2
Multi-Topology extension allows a router to establish and maintain multiple routing topologies.
Each topology is associated with a link metric type. Routers can belong to one or more topolo-
gies. That is, each router maintains a routing set for one or more topologies, allowing separate
packet routing for each topology [71].
2.2.3 Better Approach To Mobile Adhoc Networking (BATMAN)
BATMAN [64] is a network layer routing protocol where each participating node just learns
the best next neighbor for each destination. For routing decisions, this protocol uses the lost
packets due to unreliable links. BATMAN handles the concept of collective intelligence. That
is, the topology information does not rely by a single node. BATMAN uses three important
concepts:
• Originator Message (OGM): This message announces the existence of an Originator.
OGMs are used to determine the link quality and path selection.
• Originator: It is a network interface which is announced by the Originator Messages.
• Best Link: It is the better interface or better next hop node to a given node Originator.
Sequence Numbers are the key information that is transmitted with each OGM. Sequence Num-
bers are recorded in Sliding Windows. The Sliding Windows always contains the set of recent
received Sequence Numbers. The amount of Sequence Numbers recorded in the Sliding Window
allow to calculate the metric.
BatMan-eXperimental version 6 (BMX6)
BatMan-eXperimental version 6 [65] is the successor of BMX (BMXd) which emerged as an
independent branch of BATMAN. This protocol is focused on IPv6 addresses where simplified
message dissemination is used. BMX6 manages to reduce network overhead by two different
mechanisms. First, it optimizes the traffic transmitted through the network using compact IID
and hashes description (neighbors). Second, flooding reduction is achieved by analyzing whether
a link is relevant or not [65].
Chapter 3
Multi-Path and Multi-Channel
Routing
Among the possible mechanisms to improve the performance of NAN networks, in this chapter
the work is devoted to the path discovery mechanism when the selected technology is the wireless
mesh networks. To this end, some general modifications are proposed for the routing protocol
of the wireless multi-hop mesh networks standardized by the IEEE. In particular, the possibility
of using multiple paths and transmission channels at the same time, depending on the quality
of service needs of the different network traffic, is added.
3.1 Introduction
In order to improve the management mechanisms of the electric energy transport infrastructures,
the smart grid networks have associated data networks that are responsible for transporting the
necessary information between the different elements of the electricity network and the control
center. Besides, they make possible a more efficient use of this type of energy. One of these
data networks, the Neighborhood Area Network (NAN) is responsible for interconnecting the
different smart meters and other possible devices present at the consumers’ premises with the
control center. Among the proposed network technologies for NANs, wireless technologies are
becoming more relevant due to their flexibility and increasing available bandwidth. In this
chapter, the routing mechanism used by the IEEE 802.11 mesh networks is modified, when this
technology used as the implementation of the Smart Grid NANs. Mainly, the path discovery
mechanism is modified in order to obtain all possible paths between the smart meters and
the data concentrator. The proposed solution ranks the paths based on the airtime link metric.
With this strategy, priority traffic types are transmitted for the best paths, while the traffic types
with lower QoS needs are transmitted for the worst ranked paths. Remember that airtime link
metric is cumulative, and the best paths are those with lowest metric. In order to improve even
more the benefits obtained, priority traffics are also transmitted for the less congested channels.
For this reason, traffic differentiation at mac level is also proposed.
The proposed modifications have been implemented in the ns-3 simulator and evaluated in
situations of high traffic load. Simulation results show improvements in the network performance
in terms of packet delivery ratio, throughput and network transit time.
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The rest of the chapter is organized as follows. Section 3.2 presents the related work. Next,
Section 3.3 presents the modifications proposed for the HWMP protocol. Details about the
multi-path and multi-channel mechanisms implementation are provided, as well as the route
selection and assignment algorithms. Section 3.4 presents and analyzes the results obtained
through the simulations and, finally, the conclusions as well as the future lines of research are
summarized in section 3.5.
3.2 Related works
Smart Grid networks have attracted the attention of numerous researchers in recent years.
Among these investigations, several proposals have been presented in order to improve the
benefits offered by the NANs, where both wired and wireless technologies have been taken into
account [72]. Within the wired technologies, PLC stands out especially in this environment
due to its ability to use the existing infrastructures. However, the available bandwidth with
this technology is quite limited and it also presents drawbacks when data signals must pass
through electrical transformers. When the number of nodes in the network grows, as well as
the bandwidth needs, other technologies must be considered. In this sense, wireless networks
in general [73] [74] and wireless multi hop networks in particular [75] [76] present a series
of advantages that make them ideal candidates. For instance, they do not require previous
infrastructures and their bandwidths are constantly increasing. Besides, they have a great
flexibility to modify the network topology and to take advantage of multi-channel and multi-
path mechanisms that increase their performance in terms of, among others, availability, packet
delivery ratio or network transit time. For these multi-hop wireless networks, a new and precise
analytical model, which takes into account the hidden nodes problem, has been presented in
[77].
In [78] an enhancement of the Optimized Link State Protocol (OLSR) in order to satisfy the
required level of reliability in NANs is presented. The possibility of offering an adapted quality
of service to the different data traffics transmitted through the network is taken into account.
To this end, authors propose the use of a combination of different basic metrics: Expected
Transmission Count (ETX), Minimum Delay (MD) and Minimum Loss (ML). They choose
Relevant Link Metric Types (RLMTs) for each application (traffic type), assign different weights
to each of them, and use a pruning technique to reduce the number of considered paths to a given
destination. The best link to send each traffic is then calculated by means of an AHP (Analytical
Hierarchy Process) algorithm. The proposal is evaluated by means of ns-2 simulations, over
an usual network environment consisting on a grid of smart meters transmitting (receiving)
information to (from) a data concentrator, and taking into account four basic CBR traffic
types. Moreover, the topology is modified increasing the number of smart meters (from 25
to 64) and changing the data concentrator position. The network performance is measured in
terms of dropped packets, packet delivery ratio and average delay, showing a better behavior
when compared to a basic OLSR implementation. Same authors had previously presented in
[79] a performance evaluation and comparison of OLSR and HWMP (IEEE 802.11s) routing
protocols, together with a classification of the main AMI application traffics.
A multigate communication network, based on IEEE 802.11s, is proposed in [73] for Smart Grids.
Authors take into account the possibility of having more than one node acting as a gateway,
together with a real-time traffic scheduling and a multi-channel aided routing protocol. Besides,
authors propose a heuristic backpressure scheme, where every node evaluates the state of its
neighbors before selecting one of them as the best next hop, which implies that some information
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(the backpressure metric) must be periodically exchanged between nodes. Otherwise, to avoid
loop problems, a hop-count limit is imposed to the data packets. Besides, in order to reduce
the effect of cochannel interference, a multi-channel protocol is also introduced. To evaluate the
proposals, three simulation scenarios are taken into account: a) three separated sub-networks
where every one has its own gateway, b) a multigateway network where the three previous
networks share their three gateways and where the nodes are uniformly distributed, and c) the
previous configuration but with an asymmetrical distribution of the nodes. The results show the
better behavior offered by the proposed backpressure scheme in terms of overall throughput,
average end-to-end delay and adaptation to malfunctioning nodes. On the other hand, the
benefits of the multi-channel protocol are also clearly shown.
A cross-layer mechanism which combines information from the physical, MAC and network
layers is presented in [80]. Based on that mechanism, authors define a new routing metric
(Expected Path Throughput, EPT) and a distributed routing protocol, which is evaluated with
the help of the ns-2 simulator. The results show the good behavior of the proposal when
compared with other classical metrics and protocols.
In [81], authors propose the HWMP-NQ protocol, a modification of HWMP to ensure the
needed quality of service (QoS) of several smart grid traffic types. To this end, the airtime
link metric is modified by considering the packet size and the transmission rate. However, the
needed number of channel measurement could be excessively increased. To avoid this, a frame
error rate computing algorithm based on a single measurement is also proposed. Besides, the
benefits provided by a multi-gateway backup routing scheme are also analyzed. Moreover, to
reduce the routing overhead in case of link failures, a modification of the path error mechanism
is introduced. To evaluate the benefits of their proposals, authors build classical NAN grid
topologies with the help of the ns-3 simulator, and run multiple simulations to measure the
average throughput, packet delivery ratio, end to end delay and routing control information
overhead. The results show the benefits of the multigate routing scheme presented in [73] and
the HWMP-NQ protocol, in front of the classical HWMP implementation, for different NAN
grid sizes (from 9 to 64 smart meters). What is more, the influence of the nodes failure rate is
also studied, showing that the performance improvements obtained with the authors proposals
increase when that failure rate is higher.
In order to improve the network throughput and reliability, another modification of the airtime
link metric calculation method was presented in [75]. One of the contributions of this work
is to give more importance to the upstream transmission status (from smart meters to the
concentrator), since most data is transmitted in this direction. Besides, a modification of the
path selection mechanism is provided to avoid the classical problem of route fluctuation. With
this modification, not only the current airtime link metric value, but also its variations, are taken
into account to select (or not) a new route between two network nodes. Ns-3 simulations are
presented to show the achieved benefits in terms of packet delivery ratio, end-to-end delay and
data retransmission count. The results also highlight the need for congestion control mechanisms
when the network size is increased.
Some of the same authors of [75] make in [76] a study of the HWMP routing protocol, with
the goal of identifying its weakness, both from the HWMP protocol itself (route instability and
route recovery) and from the integration with Smart Grid networks (oversimplified calculation
of airtime link metric and the need of traffic differentiation). Here, a modification of the airtime
link metric computation is also proposed, as well as a proposal for the path selection mechanism.
Besides, to get a better performance in terms of packet losses, reserve routes are stored in
the network nodes. This idea gives rise also to a reduction in the traffic management traffic
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needed when a path is broken. Moreover, in order to provide a better quality of service to some
applications, a delay-tolerant traffic management method based on the concept of delay-tolerant
networking is proposed. The improvements obtained with the application of these new solutions
to the protocol (called HWMP-RE) are checked and shown by means of ns-3 simulations. Grid
topologies are considered, from 9 to 49 nodes, where every node generates traffic (belonging to
seven different applications) to two root mesh stations (gateways). HWMP-RE is compared with
the basic HWMP and with the previous proposal in [75], showing a better behavior in terms of
packet delivery ratio, end-to-end delay, number of PERR/PREQ generations, throughput and
reliability.
Other proposals based on the modification of the HWMP metric can be found in [82] and
[83]. In [82] a QoS-aware and load-balance routing scheme is proposed, which is complemented
with an EDCA based adaptive priority adjustment scheme, with the goal of satisfying the QoS
requirements of different NAN applications. The modification proposed for the airtime link
metric consist of including the packet size and calculating the frame error rate separately for
the different NAN applications. Besides, to avoid congested paths, the queuing delay is also
added to the metric. What is more, the dynamic adjust of the packet priority allows a better
resources utilization under low load conditions, and improve the reliability under heavy load
conditions. Ns-3 simulations are carried out to evaluate the obtained performance, which shows
an increase of both the packet delivery ratio and the throughput, as well as a reduction of the
average end-to-end delay. The network scenario consist of a grid topology where the number of
nodes varies between 9 and 64.
On the other hand, the metric modification proposed in [83] (interference aware expected trans-
mission time, IAETT) is oriented to reduce the impact caused by inter and intra-flow electro-
magnetic interferences. Besides, traffic differentiation is also considered. Based in this metric,
an interference aware QoS routing protocol is proposed and evaluated. The performance evalu-
ation is carried out again by ns-3 simulations, over a scenario consisting of 100 nodes arranged
in a 10x10 regular grid, where both the gateways (nine nodes) and the traffic generating nodes
are randomly chosen. Results show the improvements obtained in terms of average end-to-end
delay and packet delivery ratio.
As already mentioned, in this chapter a new proposal for improving performance in Smart
Grid NANs when using IEEE 802.11 mesh network technology is presented. Although the
modification of the routing metrics is a good idea to differentiate the service offered to different
traffics in the network, it has been preferred to maintain the basic airtime link metric and
focus the efforts on the modification of the mechanism used by the HWMP protocol for the
selection of the most appropriate path each time a data packet must be (re)transmitted. By
its own nature, the default metric informs about the congestion state of the different network
areas, which is the most relevant measure for the present approach. Moreover, it is important
to keep in mind that working with more complicated metrics usually lead to higher CPU and
memory requirements in the network nodes, as well as to protocols that generate more network
control traffic. In this way, a modification of the HMWP protocol is proposed and implemented,
to allow an efficient selection of paths among multiple possibilities, depending on the service
quality needs of the different traffic flows. The proposed mechanism is complemented with
the assignment of different frequency channels to each available path. In addition, to avoid
packet losses due to the formation of unwanted loops, the proposed technique is combined with
a criterion of minimum number of hops when choosing the paths. This technique reduces the
number of selectable paths, but avoids the need of using packet hop counters (which are used by
the nodes to discard packets after a given number of hops, with the added disadvantage of using
network resources for a certain number of retransmissions in a completely useless way). On the
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other hand, as will be seen in the results section, it has been considered of great importance
to provide not only the average values of the performance parameters under study, since this
way the real network performance is not obtained and would probably lead us to an erroneous
network planification.
In the next section, the proposed solution is explained.
3.3 Proposed solution
Figure 3.1 shows the proposed modified structure for the HWMP algorithm. On the one hand,
the MSTAs are capable of storing multiple paths to every destination node in their routing
tables. These paths are classified by a path selection policy with the objective of sending the
data traffic with the highest priority over the best paths. On the other hand, to reduce the
level of interference between MSTAs and increase the network performance, a different channel
is assigned to each available path. Besides, a different channel will be reserved for control
packets. In order to add these multi-path and multi-channel functionalities to the default
HWMP protocol, several mechanisms are proposed. To evaluate their performance, all the
proposals have been programmed and included in the basic ns-3 IEEE 802.11s module [2].
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Figure 3.1: General view of the multi-path and multi-channel modules inclusion in HWMP.
3.3.1 Multipath proposal and implementation
HWMP establishes by default a single path between the source and destination nodes. The
purpose of this subsection is to modify the protocol to obtain and take into account all the
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possible paths between two nodes. As already said, these available paths will be assigned to the
different applications (traffic types) depending on their priority. Therefore, the modules related
to the route management, routing table and route assignment have been modified.
Route management
To allow the existence of more than one path between each pair of nodes, it is first necessary
to modify the acceptance criteria for both PREQ and PREP packets. Table 3.1 summarizes
all the functions and variables needed for the new PREQ-PREP mechanism. As shown in the
Algorithm 1, first of all the most relevant fields are extracted. Then, the metric value for
every path is updated. Next, the algorithm has to validate the message, that is, verify if the
current message has more recent information (the sequence number of the current message is
greater than the previous one, SNCOA > SNPOA) or if there is a better metric when the sequence
number is the same (SNCOA = SNPOA). By default, HWMP updates the route to the originator
address and replaces the previous route when the sequence numbers of multiple received PREQ
messages are equal but one of them has better metric. For instance, in the example shown in
Figure 3.2(a), the source node S generates a PREQ message to find a path to the destination
node D. Two instances of this PREQ (first PREQ1 and then PREQ2) are received by N3 from
two different nodes (paths), and only the one with the best metric will be retransmitted to D
(PREQ1 in the figure). In this proposal, the PREQ2 message is also retransmitted (Figure
3.2(b)), because there is the need to compare not only the sequence numbers and the metrics
in order to validate a PREQ message, but also take into account the previous (retransmitter)
node in the path (fr in Table 3.1 and Algorithm 1). The objective is to maintain multiple paths
to the originator address (OA) through different fr nodes. After validating the message, the
routing table is updated (specifically, the table entries related to the neighbor and to the source
nodes). In addition, if there were queued packets for the new or updated route, they would
be immediately transmitted. In the case that the PREQ destination address is the one of the
receiving node, it means that a route has been found. Therefore, this node transmits directly a
unicast PREP message towards the S node.
In the same way, with the default algorithm the destination node responds with a PREP message
to the source node if and only if the PREQ received has better metric than the previous ones
(Figure 3.3(a)). However, in this implementation a PREP message is sent although the received
PREQ has worse metric. This action allows to propagate not only the best path to the source,
but to have several paths with different metric values (Figure 3.3(b)).
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Table 3.1: Definition of the variables and functions for the PREQ and PREP mechanisms.
Parameter Description
preq or prep PREQ or PREP element received in the node.
read Function that extracts the main fields of the preq or prep elements.
OAC Originator address of the current element received.
OAP Originator address of the previous element received.
SNCOA Sequence number of the current element received to the OAC .
SNPOA Sequence number of the previous element received to the OAP .
DAC Destination address of the element.
m1···n Cumulative metrics of each path.
fr Retransmitter node.
pathID Path identifier
updateMetric Calculate and update the ALM metric according to the received preq
or prep message.
isValid Verify if the element received has updated information (sequence num-
bers), or it has better metric or different fr
updateTable Update or add a new route if the isValid function is true.
RouteSelection Request a route to the destination (next hop), taking into account the
application.
createPrep Create the PREP message according to the parameters of the PREQ
message.
sendPrep Send the PREP unicast message to the OAc
forwardcontrol Retransmits the preq broadcast message through all interfaces.
Algorithm 1: PREQ elements process and forwarding.
Input: preq message
Output: Update the routing table
1 receivecontrol(preq)
2 [SNc,DAc,OAc,m1···n,pathId, fr]← read(preq)
3 preq← updateMetric(m1···n)
4 if isValid(preq) then
5 updateTable(SNc,OAc,m1···n, fr,bc)
6 packets← getPacketsInQueue()
7 while packets == EMPTY do
8 pq ← getPacket(packets)
9 [nexthop, isThereRoute]← RouteSelection(pq,DAc)
10 channeldata ← channelAllocation(pq)
11 send(pq,nexthop, channeldata)
12 else
13 return
14 if DAc = myA then
15 createPrep()←− preq
16 sendPrep(prep)
17 else
18 forwardcontrol(preq, channelcontrol)
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Figure 3.2: Modification to the acceptance criteria when the intermediary nodes receives a
PREQ message.
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Figure 3.3: Modification to the acceptance criteria when the destination node receives node
a PREQ message.
The main modifications for the reception, processing and forwarding of a PREP message are
similar to the explained for the PREQ messages, and are detailed in the Algorithm 2. On
the other hand, the criteria for the retransmission of the PREP messages towards the node
that originated the PREQ message, must consider the multiple paths created and not take
erroneous paths. In other words, each PREP message must know which was the path that
took its corresponding PREQ message. To this end, a field has been added both to the PREQ-
PREP messages and to the routing table (pathId), which allows the nodes to obtain the correct
path (destination address) for each PREP message that must be generated or forwarded. For
instance, in the example shown in Figure 3.3, N3 make use of this field to route correctly PREQ1
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and PREQ2 to their corresponding nodes.
Algorithm 2: PREP elements process and forwarding.
Input: prep message
Output: Update the routing table
1 receivecontrol(prep)
2 [SNc,DAc,OAc,m1···n,pathID, fr]← read(prep)
3 preq← updateMetric(m1···n)
4 if isValid(prep) then
5 updateTable(SNc,OAc,m1···n, fr,bc)
6 packets← getPacketsInQueue()
7 while packets == EMPTY do
8 pq ← getPacket(packets)
9 [nexthop, isThereRoute]← RouteSelection(pq,DAc)
10 channeldata ← channelAllocation(pq
11 send(pq,nexthop, channeldata)
12 else
13 return
14 if DAc = myA then
15 routeResolved()
16 else
17 findRoute(prep,pathID)
18 forwardcontrol(preq, channelcontrol)
3.3.2 Multi-Channel mechanism
The objective of implementing multi-channel techniques is to increase the network performance
mainly in stress situations, that is, when a high amount of data traffic is being transmitted by the
network. This proposal implements traffic differentiation in the following way. First, different
channels for control and data traffics have been used, where just one channel is assigned to the
control traffic (route management). On the other hand, as explained in the previous subsection,
the different data traffics are mapped to the available paths depending on their priority, and a
different channel is assigned to every path. Thus, each channel will have a specific metric value
which will be useful for future routing decisions.
The ALM metric is cumulative and updated in each node by the Path Request (PREQ) and
Path Reply (PREP) messages. Therefore, to propagate the ALM metrics according to their
respective channel it is necessary to make modifications to the structure of the PREQ and
PREP messages, as can be seen in Figure 3.4. The modification consist in the inclusion of the
path identifier field, the metric value for the control channel, the number of available paths
(channels), and the metric value for each of them.
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Figure 3.4: Path Request and Path Reply modifications.
By default, the HWMP protocol performs a broadcast of PREQ messages for path discovery
through all the available interfaces in the node. Therefore, with the multi-channel implementa-
tion, the number of broadcast messages could be increased excessively. This is the reason why
a specific channel has been defined for control messages, thus avoiding a high and unnecessary
load on the data channels.
To implement the path/channel allocation, the applications are marked from the source with
an Enhanced Distributed Channel Access (EDCA) category [55]. EDCA distinguishes between
four types of traffic according to their QoS needs. The types of traffic with higher priority
are mapped to the highest categories of EDCA (Voice or Video), and vice versa. Therefore,
intermediate nodes are able to select the next hop node from their routing table among the
multiple available paths to the destination, and transmit the application traffic over the correct
channel.
3.3.3 Routing selection and assignment
The proposed mechanisms modify the default HWMP routing table. On the one hand, the
number of entries in the table will be higher, due to the availability of multiple paths for each
destination address. In addition, the number of fields of each entry will also be higher to allow
the appropriate path selections. The added fields are summarized in Table 3.2.
Table 3.2: New fields added to the HWMP routing table.
Field Description
Control channel metric Metric value of the control channel, obtained by the PREQ-PREP
mechanism.
Data channel metric Metric value of each data channel, obtained by the PREQ-PREP
mechanism.
Hop count Number of hops between two nodes.
PathId Path identifier used by PREP messages.
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The general route assignment tasks performed by the network nodes every time they have to
(re)transmit a packet are detailed in the Algorithm 3. First, the node extracts the following
parameters from the packet header: source node, destination node, access category and time
to live. Then, the algorithm verifies if there is an available route. In the affirmative case, the
next hop node is obtained by means of the route selection algorithm (Algorithm 4), considering
the destination node and the access category, and finally the transmission is assigned to a
specific channel. In the case that there is no route, the packet is queued and the path discovery
mechanism is activated. This mechanism tries to obtain the route a fixed number of times and
if that threshold is exceeded the route to that destination is considered invalid and the packet
is eliminated.
Algorithm 3: Route assignment
Input: NAN application
Output: Forward the data to the next hop depending of the multiple paths available at the node.
1 receivedata(packet)
2 [source,destination, accessCategory,TTL]← read(packet)
3 [nexthop, isThereRoute]← RouteSelection(packet,destination)
4 if isThereRoute then
5 channeldata ← channelAllocation(packet)
6 send(packet,nexthop, channeldata)
7 return
8 else
9 if shouldInitiatePathDiscovery(destination) then
10 lastSQN← getLastSQN(destination)
11 preq← createPreq(lastSQN,destination)
12 sendPreq(preq)
13 queuedPacket(packet)
As it can be seen in Algorithm 4, the route selection process first searches all available paths
according to the destination address and then delete the routes that have expired. Later, these
paths are sorted from the best to the worst according to the metric, and then they are resorted
taking into account the number of hops to te destination. This implementation considers the
number of hops to avoid the creation of undesired loops, as will be explained with the help of
Figure 3.5. This figure represents a simple scenario with four nodes: source (S), destination
(D) and two intermediate nodes (N1 and N2). The source node has two available paths to send
its packets to the destination, P1S→D through N1 and P2S→D through N2. Suppose that at a
given moment the metric value of P1S→D is better than the metric value of P2S→D. Therefore,
according to the multi-path mechanism, high priority packets will be sent to N1 and low priority
packets will be sent to N2. Similarly, N2 has two available paths to D, one with better metric
value directly to D, P1N2→D, and another with worse metric value P2N2→D through S. In
this way, low priority packets would be sent back to S, building a loop from which they would
never leave. To avoid this problem, the criteria of minimum number of hops is also taken into
account, so that N2 will never use the P2N2→D path, sending all the packets with destination
in D directly to D regardless of their priority. This way, the source node S is allowed to use its
two available paths, sending high priority packets through N1 and low priority packets through
N2, but N2 must use always the same path to D. As previously said, this mechanism reduces
the number of available paths, but avoids the creation of undesired loops, eliminating the need
for packet hop counters and unnecessary retransmissions which consume network resources in a
completely useless way. Finally, the algorithm maps applications with the highest priorities to
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the best paths.
Algorithm 4: Route Selection
Input: packet, destination
Output: Get the next hop address
1 accessCategory← getEDCA(packet)
2 nextHops← getNextHops(destination)
3 nextHops← eraseExpiredRoutes(nextHops)
4 if len(nextHops > 0) then
5 nextHops← sortByHopCount(nextHops)
6 nextHops← sortByMetric(nextHops)
7 nexthop ← getPath(nextHops, accessCategory)
8 return[nexthop,True]
9 else
10 return[any,False]
N1 D
N2S
DSP1 
DN2P2 
DN2P1 
DSP2 
Figure 3.5: Possible loop creation for low priority packets.
3.4 Results and Discussion
In this section, the evaluation of the proposed modifications for the HWMP protocol is presented.
As said before, the ns-3 simulator have been chosen to carry out the performance evaluation.
It includes the default 802.11s model which was modified to include the proposed mechanisms.
In the following sections, the scenario used for the simulations is presented, together with the
simulation parameters and the obtained results.
3.4.1 Simulation details
The scenario for the evaluation of this proposal is shown in Figure 3.6. This scenario consists of
a grid topology where the transmitted data traffic is bidirectional. That is, home users (smart
meters and other home devices available at the HANs) transmit different applications (traffic
types) to the data concentrator, such as periodic billing data (meter reading), Electric Vehicle
(EV) charging information and home energy among other applications. On the other hand,
the data concentrator is capable of transmitting demand response information to home users,
with the aim, for example, of adjusting the energy consumption during peak hours. In the
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simulations, the number of nodes in the grid is a variable parameter, the data concentrator is
located in the bottom left corner, and all applications are running simultaneously in every HAN.
Smart meter Data concentrator
Figure 3.6: Scenario under consideration
Table 4.8 indicates the general parameters used in the simulations, where for each grid size
(number of NAN nodes), different simulation runs have been carried out. Each run has been
configured with different random seeds in order to obtain confidence intervals for the chosen
performance measures: packet delivery ratio, throughput, network transit time, and routing
table size. To ensure the network topology shown in Figure 3.6, 80 meter have been chosen as
the grid distance between nodes. With this value, and the propagation model parameter values,
each node is only able to establish connections with the neighbors located on its sides.
Table 3.3: General simulation parameters.
Description Value
Simulator ns-3.28
Number of nodes from 9 to 36
distance between nodes 80 m
Simulation time 50 s
Tranport layer User Datagram Protocol (UDP)
Random number generator MRG32k3a
The applications that will be transmitted over the NAN network are detailed in Table 3.4,
where they have been grouped into four types of traffic according to the EDCA categories and
the quality of service requirements. The table shows also the distributions and average values
selected for the packet size and for the interarrival time, where two main distributions have been
considered. On the one hand, for periodical traffic types where applications generate packets
of constant size at regular time intervals, the distributions have been considered as determin-
istic. On the other hand, for traffic types based on events or by variable rate applications, an
exponential distribution has been selected, which can be better adjusted to the combination of
this type of applications. To implement the latter distribution, the default application module
of the ns-3 simulator has also been modified. In addition, it has been considered interesting to
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analyze the network performance in two different load conditions. Thus, two different sets of
values have been selected for the packet generation rate. Firstly, a relatively high network load
(NL1) was considered, and secondly, a network load that causes an extreme congestion situation
(NL2).
Table 3.4: Applications classification, distributions and parameters.
Applications
Packet size Packet Interval
EDCA
Length
(Bytes)
Distribution
Interarrival
time (secs) Distribution
NL1 NL2
Demand Response,
Outage Management.
60 Exponential 0.075 0.025 Exponential
Voice
(Highest Priority: 1)
Video surveillance,
Overhead Transmission
Line Monitoring,
Substation Automation
systems (SASs).
60 Exponential 0.075 0.025 Exponential
Video
(Priority 2)
Home Energy
Management (HEM),
Electric Vehicles (EVs)
Charging
512 Deterministic 0.075 0.025 Deterministic
Background
(Priority 3)
Meter Data
Management
512 Deterministic 0.075 0.025 Deterministic
Best Effort
(Lowest Priority: 4)
The IEEE 802.11 standard defines the methods to initiate, maintain and close the bidirectional
links between mesh STAs, and also establishes by default the Hybrid Wireless Mesh Protocol and
the Airtime link metric. Tables 3.5 and 3.6 present the parameters configured in the simulator
for the Mesh Peering Management (MPM) and HWMP protocols, where, among others, the
following variables are defined: maximum thresholds to consider invalid links, maximum number
of neighbors (peer links) allowed, the reactive mode of HWMP, lifetime of the reactive routing
information and the conditions to indicate a route as unreachable. As mentioned in the previous
section, nodes must be allowed to establish links only with the neighbors at their sides. To
reinforce this, the maximum number of peer links per node has been set to four. On the other
hand, the 802.11s model implemented in the ns-3 simulator considers a link as not valid if the
consecutive number of lost beacons achieves a configurable threshold (maxBeaconLoss in Table
3.5). A value of 20 lost beacons has been selected for this parameter. In addition, when a station
is unable to transmit to its peer a number of successive data frames, the ns-3 implementation by
default close their peer link. This parameter and the other variables presented in Tables 3.5 and
3.6 were configured with their default values. These selections does not affect the performance
evaluation carried out, since the values are the same for both compared protocols.
Table 3.5: Mesh Peering Management protocol parameters.
Variable Description Value
maxRetries Maximum number of retries 4
maxBeaconLoss Maximum number of lost beacons before link will be closed 20
maxNumberOfPeerLinks Maximum number of peer links. 4
maxPacketFailure Maximum number of failed packets before link will be closed 5
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Table 3.6: Hybrid Wireless Mesh Protocol (HWMP) parameters.
Variable Description Value
pathMode Path selection mode On-demand
maxQueueSize Maximum number of packets we can store when
resolving route
255
maxPREQretries Maximum number of retries before we suppose the
destination to be unreachable
5
reactivePathTimeout Lifetime of reactive routing information 5.12 sec
Table 3.7 presents the configured values for the physical layer, detailing among others the
following parameters: 802.11a as the selected physical layer, frequency channels for control and
data traffic and propagation model. Except for the number of control and data channels and
their frequencies (which have been defined in this proposal), well known values have been chosen
for the rest of parameters in Table 3.7, which are used in most Smart Grid NAN simulations.
As previously said, this selection does not affect the comparison between the protocols.
Table 3.7: Physical layer parameters.
Variable Description Value
phyLayer Wireless physical layer. 802.11a
controlChannelNumber Number of control channels. 1
controlChannelFreq Frequency of the control channel . 5180 MHz
dataChannelNumber Number of data channels. 4
dataChannelFreq Frequency of data channels 5200 MHz
5220 MHz
5240 MHz
5260 MHz
propagationDelay Maximum propagation delay 3.333
propagationModel
Propagation loss model. Log distance
Exponent: The exponent of the Path Loss propagation
model
3
ReferenceDistance: The distance at which the
reference loss is calculated (m)
1 m
ReferenceLoss: The reference loss at reference
distance (dB).
(Default is Friis at 1m with 5.15 GHz)
46.667
3.4.2 Numerical results
In this subsection, the obtained results are presented and evaluated. Although the ns-3 simulator
provides some tools for data analysis, they are mainly designed to work with protocols that
operate at the network layer. As this work is focused on a protocol (HWMP) that operates at
the data link layer, a new tool has been designed. In the followings sub-sections the obtained
results are evaluated in terms of packet delivery ratio, network transit time, throughput, routing
tables size and control channel utilization.
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Packet delivery ratio (PDR)
We compare the Hybrid Wireless Mesh Protocol (HWMP) algorithm with the proposed ex-
tension Multi-Path Multi-Channel Hybrid Wireless Mesh Protocol (MPC-HWMP) in terms of
packet delivery ratio (and its 95% confidence interval) for different grid sizes (from 9 to 36
nodes). The PDR defines the relationship between the number of successfully received packets
and the total number of transmitted packets. Figure 3.7 shows the results for the four traffic
types considered (Figure 3.7(a),(b),(c) and (d) respectively). Besides, for every traffic type, the
graph on the left side shows the results under the load conditions NL1, while the one on the
right shows them for NL2. The results confirm that, as the size of the network increases, the
PDR decreases for the four traffic types and for the two network load conditions considered.
As can be seen, under the NL1 conditions the network starts to be very loaded for a number of
nodes greater than 16, while the NL2 conditions leads to a total saturation and a PDR value
equal to zero when the basic HWMP is used. However, the PDR decrement is much lower
with MCP-HWMP. In addition, this figure highlights that, when using MPC-HWMP, the traf-
fics with higher priorities, which use the best available paths, receive a better service from the
network than those with lower priorities.
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Figure 3.7: Packet Delivery Ratio (HWMP vs MPC-HWMP) .
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(c) Traffic type 3
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Figure 3.7: Packet Delivery Ratio (HWMP vs MPC-HWMP) (cont.).
Network throughput
In this section, the results obtained for the network throughput are presented. The throughput
represents the number of bits per second transmitted correctly, and it is a performance parameter
that complements the PDR offered in the previous section. Figure 3.8 shows on the one hand the
”targeted” throughput, which consists of the bits per second generated by all the applications.
As it can be seen, this throughput is the same regardless of whether the protocol used is HWMP
or MPC-HWMP, and it is higher for the NL2 load conditions. However, the throughput correctly
delivered to its corresponding destination is higher when the protocol used is MPC-HWMP. In
particular, it can be checked that the throughput delivered with HWMP tends to zero when the
network size is equal to or greater than 16 nodes, which is consistent with the results already
commented for the PDR.
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Figure 3.8: Throughput (HWMP vs MPC-HWMP)
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9 16 25 36
number of nodes
0.00
0.02
0.04
0.06
0.08
0.10
0.12
th
ro
ug
hp
ut
(M
bp
s)
NL1
9 16 25 36
number of nodes
0
1
2
3
4
5
6
th
ro
ug
hp
ut
(M
bp
s)
NL2
(d) Traffic type 4
Figure 3.8: Throughput (HWMP vs MPC-HWMP) (cont.)
Network transit time
The network transit time is the time that packets need to go from their source to their destination
through the intermediate nodes. For this parameter, instead of offering just the average value,
which could hide relevant variations in the service offered to different packets, it has been
considered of importance to offer also the percentile value (specifically, the 95th percentile was
chosen). On the other hand, to show the existing differences depending on the specific location
of each node with respect to the data concentrator, the results are provided separately for the
nodes that are in the best and worst situation, that is, for the nearest node and for the farthest
node to the data concentrator.
Figure 3.9 compares the average and the 95th percentile values for the HWMP and MPC-HWMP
cases, when the network is working under load conditions NL2. For each traffic type, the graph
on the left side shows the averaged values considering all the network nodes, the graph on the
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center shows the values considering only the nearest node to the data concentrator, and the
graph on the right side takes into account only the values obtained for the farthest node. The
general tendency of these time values should be to grow as the network size is increased, and
it can be observed that network transit times are smaller when the proposed MPC-HWMP is
used. However, paying more attention to the particular cases, some details have to be discussed.
First, it can be observed that in an extreme congestion situation and with the basic HWMP
protocol, the transit time values shown for the farthest node become smaller instead of greater
when the network size is incremented (this also occurs, although to a lesser extent, for other
nodes and with NL1 load conditions). This is due to the fact that the vast majority of packets
are being lost (remember that the PDR is practically zero), so that only the values of the few
packets that arrive correctly are taken into account. These packets have found the network in a
instantaneous (and transitory) low load situation, and therefore its transit time has been small.
However, looking at the MPC-HWMP protocol, where a significantly greater number of packets
have been transmitted correctly, the value of the network transit time grows with the number
of nodes as expected. Here we have an exception again, since for traffic 4 (lowest priority) the
high amount of losses (see Figure 3.7) cause the same effect as for the HWMP protocol.
On the other hand, looking at the nearest node, the growth in the value of the transit time as
the network size is increased, is smoother because this node in particular is affected much less
by the increase of the network size. For all cases, it can be observed that the best performance
in terms of transit time is obtained with MPC-HWMP.
9 16 25 36
number of nodes
0
500
1000
1500
2000
2500
3000
ti
m
e
(m
s)
All nodes
HWMP: avg
HWMP: 95th
MPC-HWMP: avg
MPC-HWMP: 95th
9 16 25 36
number of nodes
0
500
1000
1500
2000
2500
3000
ti
m
e
(m
s)
Nearest node
9 16 25 36
number of nodes
0
500
1000
1500
2000
2500
3000
ti
m
e
(m
s)
Farthest node
(a) Traffic type 1
9 16 25 36
number of nodes
0
500
1000
1500
2000
2500
3000
ti
m
e
(m
s)
All nodes
9 16 25 36
number of nodes
0
500
1000
1500
2000
2500
3000
ti
m
e
(m
s)
Nearest node
9 16 25 36
number of nodes
0
500
1000
1500
2000
2500
3000
ti
m
e
(m
s)
Farthest node
(b) Traffic type 2
Figure 3.9: Network transit time (HWMP vs MPC-HWMP).
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Figure 3.9: Network transit time (HWMP vs MPC-HWMP) (cont.).
Routing table size
As explained above, to obtain the advantages offered by the multi-path mechanism it has been
necessary to increase the number of entries that each node must store in the routing table, as
well as to add some fields to those entries. Both actions translate into an increase in the amount
of memory required in each node to store its routing table. To quantify this increase, the routing
table size has also been measured during the simulations. Figure 3.10 shows the results, both
for the basic HWMP and for the modified protocol. For every network size, the minimum and
maximum values are depicted (that is, the nodes with the smallest and largest table). Besides,
the boxes represent the 25th, 50th and 75th percentiles values.
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Figure 3.10: Routing table size (HWMP vs MPC-HWMP)
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When the basic HWMP is used the routing table size is independent of the network size, since
the nodes must only store the route to the data concentrator. However, with the multi-path
modifications, the different available paths are stored to be assigned to the different traffic types.
Thus, when the network size is increased, more paths become available and so the amount of
memory needed for the routing table also grows. As shown in the figure, in the worst case taken
into account in the simulations (36 nodes) the amount of memory needed (for the node with
the largest table) is around 2.3 megabytes.
This fact could represent a scalability problem if the number of nodes in the network could
grow indefinitely, but this is not the case with Smart Grid NANs, where one node represents
one home. In any case, the amount of memory needed could reach the order of tens or hundreds
of Mbytes, which with current memory technologies does not represent any problem.
Control channel utilization factor
The possibility of having multiple paths implies an increase in the number of PREQ and PREP
packets that must be transmitted. To avoid the saturation of the data channels, in this proposal,
an exclusive channel has been assigned for control packets. In order to evaluate the impact
caused by these new transmissions, the measure of the control channel utilization factor (ρ)
has also been carried out. This parameter can be measured by each mesh station, being the
possible values 1 (busy) or 0 (idle). These values are then smoothed using an exponentially
weighted moving average (EWMA) in order to obtain an estimation of the average value and
avoid abrupt oscillations.
The results are shown in the Figure 3.11, where the channel utilization factor for two cases
(farthest node and the data concentrator), for two different values of the reactivePathT imeout
parameter (lifetime of reactive routing information values), and for different network sizes (from
9 to 36 nodes), is presented. It can be observed how, as the network size is increased, more
control packets are transmitted and so the ρ value also increases, for both reactivePathT imeout
values. Besides, it is also shown that the ρ value does not achieve high values (it is always below
0.4) and therefore the control channel is not congested.
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Figure 3.11: Control channel utilization factor.
Chapter 3. Multi-Path and Multi-Channel Routing 37
0 10 20 30 40 50
time
0.0
0.2
0.4
0.6
0.8
1.0
ρ
Farthest node
9 nodes
16 nodes
25 nodes
36 nodes
0 10 20 30 40 50
time
0.0
0.2
0.4
0.6
0.8
1.0
ρ
Data concentator
9 nodes
16 nodes
25 nodes
36 nodes
(b) Lifetime of reactive routing information: 5.12 s
Figure 3.11: Control channel utilization factor (cont.).
3.5 Conclusions and Future Work
In this chapter, the implementation of Smart Grid NANs with multi-hop wireless mesh networks
has been considered. Specifically, a modification of the HWMP protocol has been proposed and
evaluated, based on the maintenance of multiple paths between each pair of network nodes. In
addition, independent frequency channels have been defined for each of the paths, as well as
a special channel for control messages. With the joint application of both techniques, a more
efficient utilization of the available network resources has been achieved.
To evaluate the obtained benefits, the ns-3 network simulator has been used, on which all the
proposed modifications have been implemented. The results of the simulations allowed to verify
the improvements in the network performance in terms of packet delivery ratio, throughput
and network transit time. On the other hand, since the application of multipath techniques
supposes an increase in the size of the routing tables stored in the nodes, the necessary amount
of memory to store them has also been measured. The results allow to affirm that no memory
problems will arise in the nodes.
As future lines of work, research to improve NANs performance will continue by adding network
security and data privacy. In this field, new extensions for the HWMP protocol based on
multiparametric optimization techniques will be proposed, in order to take advantage of the
improvements obtained with the multipath proposal and at the same time guaranteeing a better
network service by prioritizing the paths through the nodes with the better reputation.
In the following chapters, different congestion control mechanism are proposed, implemented
and evaluated to improve the network performance for those Smart Grid NANs.
Chapter 4
Emergency and Fairness Aware
Mechanisms for Congestion Control
Several applications are transmitted over the NAN, and some of them are strictly important for
the Smart Grid operation. Besides, if those traffics are not regulated, it can lead to network
congestion problems. Typical effects of network congestion are higher queueing delays, increas-
ing of the network packet transit time, packet losses and connection losses. Theses effects can
reduce drastically the network performance of NAN, and specially, for those applications with
higher QoS requirements. In this chapter, two congestion control mechanisms are proposed, im-
plemented and evaluated when the selected technologies are the wireless mesh network and the
wireless ad hoc network. Besides, multi-channel allocation schemes, emergency system module,
traffic differentiation and a fair distribution of network resources are covered throughout the
chapter.
4.1 Introduction
Congestion control involves a set of techniques to detect and correct the problems when the
whole targeted traffic can not be transmitted. That is, a link transmits more data that it
can handle. In this context, network congestion problems can appear in a NAN scenario, and
if those problems are not mitigated, it can reduce the network performance. Basically, the
geographical position of the nodes, network size, and unregulated source rates can saturated
partially or totally the NAN. Remember that most Smart Grid applications have strong security
and reliability requirements, and thus, congestion control mechanisms are mandatory in order
to provide QoS provision. In this chapter, two different techniques that allow improving the
performance offered by the NANs in emergency and high network congestion situations are
proposed, implemented and evaluated.
Firstly, a congestion control mechanism which works together with an emergency system is
proposed, implemented, and evaluated. Besides, the proposed solution also applies a multi-
channel allocation scheme and traffic differentiation. The solution is based on congestion control
functions that based on the current network load and emergency state provides more or less
transmission probability to priority traffics. For each emergency state, a set of congestion
control functions is proposed. This proposal has been evaluated in the context of a wireless
mesh networks made up by a set of smart meter devices, where various smart grids applications
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are sending their data traffics. Basically, two scenarios are used to evaluate the solution. In the
first scenario the proposed mechanism is assessed for a congestion control scenario. While, the
second one evaluates both a congestion and an emergency scenario.
Secondly, a fair and distributed congestion control mechanism is considered. The solution is
agnostic to the network and mac layers. In order to show the versatility of the proposed mech-
anism, the wireless ad hoc network, the AODV routing protocol and one of the latest physical
standards (802.11ac) are now used. Similar to the previous solutions, traffic differentiation is
also provided for those critical applications with higher QoS needs. Besides, the distributed
solution also provides a fair distribution of the network resources. The distributed solution is
evaluated for three scenarios. The first simple scenario explains the proposed solution, and the
other scenarios evaluates the solution in a Smart Grid NAN environment.
The presented techniques are executed individually in every node, and do not significantly load
the node’s CPU, which is advisable if we take into account that in many cases these devices are
built on a large scale and at low cost, and so they have limited resources. Both proposed solutions
are evaluated in the ns-3 simulator. Applying our proposed congestion control mechanisms lead
to performance improvements in terms of packet delivery ratio, network throughput fairness
between different traffic sources, packet network transit time and QoS provision.
The rest of the chapter is organized as follows. In Section 4.2 we report and analyze the related
work. Section 4.3 presents the emergency aware congestion control mechanism and Section 4.4
presents the fair and distributed congestion control mechanism. Finally, the conclusions and
future works are summarized in section 4.5.
4.2 Related works
Several researchers have focused their work on the proposal of new mechanisms, or on the
modification of existing ones, with the aim of improving the performance offered by wireless
multihop networks in smart grid neighborhood area networks. In WMN, there are two types
of congestion: intra and inter-mesh congestion. Although there are multiple algorithms to
solve intra-mesh congestion, in the context of NAN networks there are no works that focus
on congestion control, since they are, in general, aimed to WMN. For instance, a congestion
control mechanism for WMN is presented in [84]. Authors have considered that the increase
in the waiting time to access the wireless channel also increase the packet delay and then, the
resulting queue length leads to congestion. They propose a modification to the default HWMP
in order to provide congestion avoidance. They consider that each node monitors its queue
length for each flow and they notify to their neighbors when it reaches a specific level through
Congestion Control Notification Frames (CCNF). This action allows the neighboring node to
calculate an alternative path depending on the queue length and also excluding the congested
link.
The implementation of multi-channel in WMNs can be done in two ways: multiple radios on
the physical layer (PHY) or using the channel switching capability of the device. The proposals
and works in [85–89] describe techniques for channel assignment, multiple beam-antennas and
multiple-radio routing metrics. However, this concept, together with congestion control tech-
niques, has not been fully investigated in NAN networks when the WMN is implemented as the
technology for data communications. For instance, in a previous work [53] a basic congestion
control mechanism for WMN is proposed, which works together with a multi-channel allocation
scheme. In this work, two traffic types have been defined (priority and non-priority), and the
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congestion control mechanism discards non-priority applications when a given channel utiliza-
tion factor value is exceeded. Besides, in order to reduce the network congestion, two different
channels have been used for transmitting the different NAN applications.
In this chapter, two congestion control mechanisms are proposed, implemented and evaluated,
and they are explained in the following sections.
4.3 An Emergency Aware Congestion Control mechanism
In this section, a congestion control mechanism which takes into account different traffic pri-
orities, emergency states, and a multi-channel allocation scheme is presented. Besides, three
different network states have been defined (normal, medium or high), and they can be triggered
manual or automatically. In this context, the nodes measure periodically different network pa-
rameters, and in case of network anomalies, they notify the rest of the nodes by using special
control frames. These messages modify the congestion control mechanism in order to give more
or less transmission probability to priority traffic types.
In order to implement this proposal, the wireless mesh network have used as the selected tech-
nology for NAN where the default ns-3 module has been modified.
4.3.1 Proposed solution
As previously said, the implementation of the HWMP protocol integrates these main pro-
cesses: Route Management, Data Queue and Route Assignment [57]. In order to improve the
performance of the basic protocol, in this subsection four specifics mechanisms, which work
collaboratively, are proposed, implemented and evaluated: traffic differentiation, multi channel
allocation, congestion control and emergency system. Figure 4.1 shows the structure of the
modified HWMP, with the new modules and their relation with the basic ones, and Tables 4.1
and 4.2 present the definition of the variables and functions for the proposed emergency aware
congestion control mechanism (EA-HWMP).
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Figure 4.1: Structure of the emergency aware congestion control mechanism (EA-HWMP).
Table 4.1: Definition of the variables for the emergency aware congestion control mechanism
(EA-HWMP).
Parameter Description
Nc Number of available data channels.
ρ Channel utilization factor for each data channel.
ρ′ The previous value of ρ.
sρ Current sample of the physical channel state.
ω The value of ω(ω ∈ [0, 1]) defines the importance of sρ with respect
to the past values.
fr Data frame (NAN application).
ρT The sum of ρ of all available data channels.
tT NAN applications are classified into four traffic types.
ccf Congestion control functions.
PT Transmission probability based on the result of ccf .
ES Emergency situation (normal, medium and high).
s Source mac address.
d Destination mac address.
AC EDCA access categories (voice (VO), video (VI), best effort (BE)
and background (BK)).
TTL Time-to-live.
ρth The maximum threshold of ρ allowed per channel.
ch Data physical channel.
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Table 4.2: Definition of the functions for the emergency aware congestion control mechanism
(EA-HWMP).
Function Description
isStateBusy Measures the physical channel state (busy: 1, iddle: 0).
mapTraffic NAN applications are mapped to the four EDCA access categories.
shouldTransmit Depending on the ρT , ccf and ES values, the frame will be pass to the
multichannel allocation module.
congestionControl Congestion control mechanism (Algorithm 5).
channelAllocation Data frames are assigned to a specified channel based on the value of ρth
(Algorithm 7).
Different NAN applications are (re)transmitted through the NAN network, as well as routing and
emergency messages. Similar to the previous proposal, the data messages (NAN applications)
are grouped into four traffic types according to their priority, where the traffic type 1 corresponds
to the NAN applications with the higher QoS requirements, while the traffic type 4 represents
the applications with less QoS needs. Furthermore, different emergency messages are used
to characterize different anomalous situations present in the smart grid (weather conditions,
malicious agents, terrorist attacks, hardware or software failure, etc.). Keep in mind that
the emergency messages modify the operation of the congestion control module. This module
basically gives a higher probability of transmission to priority traffic types in situations of
network congestion, and this probability will increase or decrease according to the current
emergency state (normal, medium and high) of the smart grid. Finally, a multichannel allocation
module is also implemented, which assigns a dedicated channel for the control traffic and the
rest of channels are assigned to transmit the NAN applications. These modules will be explained
in greater detail in the following subsections.
4.3.1.1 Route management
This module is responsible for computing and updating the paths through a proactive or an on-
demand path-building mechanisms. It must be kept in mind that different channels have been
used for control and data traffic, where just one channel is assigned to the control traffic (routing
and emergency messages), and the rest of the available channels are assigned to transmit the
data frames.
4.3.1.2 Traffic differentiation module
As it was mentioned in the previous chapter, there are different applications (data traffic flows)
that are transmitted through the network are classified into four traffic types. Data packets
arriving from the network / application layer are labeled with a specific access category. The
objective is to map the traffic types according to the Enhanced Distributed Channel Access
(EDCA) categories.
In the same way, the traffic type 1, which has the highest QoS requirements, is mapped to the
voice (VO) access category, while the traffic type 4, which has the lowest QoS needs, is assigned
to the background (BK) access category. The proposed scheme does not modify the medium
access mechanism, since the access categories are used to identify the NAN applications and
group them into different traffic types according to their priorities.
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4.3.1.3 Congestion control and emergency system modules
The network congestion mechanism (Algorithm 5) is based on the value of the channel utilization
factor (ρ). The ρ measurement is performed before the multi channel allocation takes place.
This is because the selection of the channel for a frame to be forwarded will depend on the
access category (traffic type (tT )) and the result of the network control congestion mechanism
at that precise moment.
Algorithm 5: Congestion control algorithm.
Input: data frame (fr) (NAN application)
Output: According to the channels utilization factor functions, the frame must be transmitted or
not.
1 for i← 1 to NC do
2 sρi ← isStateBusy(chi)
3 ρi ← ω · sρi + (1− ω) · ρ′i
4 ρT ←
∑NC
i=1 ρi
5 tT ← mapTraffic(fr )
6 PT ← ccf(tT, ρT,ES )
7 if shouldTransmit(PT ) then
8 return true
9 else
10 return false
The proposed congestion control mechanism is based on the definition of a congestion control
function (ccf) that assigns a transmission probability (PT ) to each value of the utilization factor.
In this way, each time a node receives a packet to be (re)transmitted, this transmission will be
effectively made with probability PT , or the packet will be discarded with probability (1−PT ).
On the other hand, since it is desired to differentiate the quality of service offered to the different
types of traffic, it is proposed to use a different congestion control function for each of them,
as shown in Figure 4.2. In addition, since the proposed mechanism is multi-channel (with a
maximum of NC available channels), the sum of the utilization factors of all available channels
will be taken into account (ρT = ρ1+ · · ·+ρNC ). Thus, in situations of network congestion (high
values of ρT ), traffic types with lower needs (tT = 3 or tT = 4) will be more likely discarded. It
must be kept in mind that the applications assigned to traffic types with lower priority must be
those that are less sensitive to possible packet losses (for example, meter reading applications
that repeat and periodically retransmit the power consumption measurements).
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Figure 4.2: Congestion control function.
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The congestion control mechanism works collaboratively with the emergency system module.
The objective of the emergency system is to increase even more the probability of transmission
of higher priority traffic in medium or high emergency situations. For this, NAN applications
with lower priority are discarded at a higher rate in the time intervals in which the emergency
occurs, and those with higher priorities are provided with an even better QoS. The congestion
control functions, and the channel utilization factor thresholds, for each traffic type and for each
emergency situation (ES), are shown in Figure 4.3 and Table 4.3 respectively. On the other
hand, the dissemination of emergency situations is done through broadcast messages, since
all the nodes must know the situation. Each message contains the address of the originator
node and the emergency situation, such as normal, medium or high. Finally, these messages
are propagated in the network through a dedicated physical channel, to avoid high delays in
congestion situations.
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Figure 4.3: Congestion control functions for different emergency situations.
Table 4.3: Channel utilization factor thresholds for each traffic type and for each emergency
situation.
Emergency situation
Normal Medium High
ρtT1 2 2 2
ρtT2 1.66 1.26 0.86
ρtT3 1.33 0.93 0.53
ρtT4 1 0.6 0.2
After the data frame is classified according to the traffic type (traffic differentiation module), a
random number is generated between 0 and 1, and if this value is below the transmission prob-
ability (PT ), the data packets are passed to multi-channel allocation module to be transmitted.
Otherwise, the data packets are discarded.
4.3.1.4 Route assignment and multi channel allocation
The general route assignment tasks performed by the network nodes every time they have
to (re)transmit a packet are detailed in Algorithm 6. First, the node extracts the following
parameters from the packet header: source node, destination node, access category, and time
to live. Then, the algorithm looks up if there is an available route. In the affirmative case, the
next hop node is obtained by means of the route selection algorithm by taking into account
the destination node. After, the congestion control mechanism computes if the frame should be
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transmitted or not based on the emergency situation (ES) and the network congestion (ρT and
ccf). Finally, the transmission is assigned to a specific channel. In the case that there is no
route, the packet is queued, and the path discovery mechanism is activated. This mechanism
tries to obtain the route a fixed number of times, and if that threshold is exceeded, the route
to that destination is considered invalid and the packet is eliminated.
Algorithm 6: Route assignment.
Input: NAN application (fr)
Output: Forward the data to the next hop depending on the multiple channels available at the
node.
1 receivedata(fr)
2 [s, d ,AC ,TTL]← read(fr )
3 [nexthop, isThereRoute]← RouteSelection(d)
4 if isThereRoute then
5 if congestionControl(fr ) then
6 chd ← channelAllocation(fr )
7 send(fr ,nexthop, chd)
8 else
9 drop(fr )
10 return
11 else
12 if shouldInitiatePathDiscovery(d) then
13 lastSQN← getLastSQN(d)
14 preq← createPreq(lastSQN,d)
15 sendPreq(preq)
16 queuedPacket(packet)
The multi channel allocation module (Algorithm 7) is composed of two parts: the routing table
created by the path-building mechanisms (proactive or on-demand) and the number of physical
channels available in the current mesh STA. The purpose of this module is to select the next
hop address to forward a data frame, and depending on the result of the network congestion
module and the value of ρ of each channel, the transmission will be assigned to an specified
physical channel.
Algorithm 7: Multichannel allocation algorithm.
Input: Number of available data channels.
Output: Assigned channel for transmission
1 channel← 1
2 for ch← 1 to NC do
3 if ρi < ρth then
4 return ch
5 else if i == n then
6 return noChannel
If the output of the congestion control module indicates that the frame should be passed to
the MAC sub-layer to be transmitted, the next process is to select the physical channel for the
transmission. Our proposal for multichannel allocation is based on the use of the least possible
number of channels at any given time. For this, the utilization factor of each channel (ρi) is
taken into account. By default, the data packet is assigned to the data channel number 1, if and
only if the value of ρ for this channel is below a certain threshold (ρ1 < ρth). Otherwise, the
transmission is assigned to channel number 2, and if this channel is also busy (ρ2 > ρch), the
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transmission is assigned to the next channel and so on up to the maximum number of available
channels (NC). In addition, if the last available channel is also busy, the data packet will be
discarded. Finally, to avoid abrupt fluctuations due to channel changes, a hysteresis cycle is
taken into account around the central value of ρth.
4.3.2 Results and Discussion
4.3.2.1 Simulation details
For the numerical results, the Smart Grid NAN scenario (see again Figure 3.6) has been used
again to evaluated the proposal, where various applications (traffic types) are transmitted up-
stream from the smart meters (SM) towards the data concentrator, and downstream from the
concentrator towards the smart meters. Table 4.4 presents the selected values for the NAN
applications transmitted over the NAN. Finally, different network sizes have been used to asses
the current proposal. Table 4.4 shows the application parameters for each traffic type. Note
that, to evaluate the network performance under stress situations, the packet generation rates
have been selected relatively high for all types of traffic.
Table 4.4: Traffic types for different NAN applications.
Applications
Packet size Packet interval
EDCA
Length
(Bytes)
Distribution
Interarrival
time (secs)
Distribution
Demand Response,
Outage Management
200 Exponential 0.1 Exponential
Voice
(Highest priority: 1)
Video surveillance,
Overhead Transmission
Line Monitoring,
Substation Automation
systems (SASs)
200 Exponential 0.1 Exponential
Video
(Priority: 2)
Home Energy
Managament (HEM),
Electric Vehicles (EVs)
Charging
400 Deterministic 0.1 Deterministic
Background
(Priority: 3)
Meter Data
Management
400 Deterministic 0.1 Deterministic
Best effort
(Lowest priority: 4)
To evaluate the performance of the proposed mechanisms, the ns-3 802.11s basic model was
again modified to build the traffic differentiation, congestion control, multichannel allocation and
emergency mechanisms. The simulation setup illustrates the bi-directional flow of information
between smart meters and the data concentrator using the WMN as the communication medium.
Table 4.5 presents the different values used for the application, MAC and physical layers where
well-known values were chosen.
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Table 4.5: General simulation parameters.
Variable Description Value
Application
parameters
simulator Network simulator. ns-3.28
numNodes Number of nodes. from 9 to 36
distanceNodes Distance between nodes. 80 m
simTime Simulation time. 500 s
tranportLayer Tranport layer. UDP
randomGenerator Random number generator MRG32k3a
Hybrid Wireless
Mesh Protocol
(HWMP) parameters
pathMode Path selection mode. On-demand
and Proactive
maxQueueSize Maximum number of packets we
can store when resolving the route.
255
maxPREQretries Maximum number of retries before
we suppose the destination to be
unreachable.
5
reactivePathTimeout Lifetime of reactive routing infor-
mation.
5.12 s (Case 1)
0.512 s (Case 2)
proactivePathRootTimeoutLifetime of proactive routing infor-
mation.
5.12 s
proactiveRootInterval Interval between two successive
proactive PREQs
1.024 s
Mesh Peering
Management (MPM)
protocol parameters
maxRetries Maximum number of retries. 4
maxBeaconLoss Maximum number of lost beacons
before the link will be closed.
20
maxPeerLinks Maximum number of peer links. 4
maxPacketFailure Maximum number of failed packets
before the link will be closed.
5
Physical layer
parameters
phyLayer Wireless physical layer. 802.11a
controlChannelNumber Number of control channels. 1
dataChannelNumber Number of data channels. 3
controlChannelFreq Frequency of control channel. 5200 MHz
dataChannelFreq Frequency of data channels. 5220 MHz
5240 MHz
5260 Mhz
ρth The maximum threshold of ρ per
channel
0.5
propagationDelay Maximum propagation delay. 3.333 s
propagationModel Exponent: the exponent of the path
loss propagation model.
3
ReferenceDistance: the distance at
which the reference loss is calcu-
lated (m).
1 m
ReferenceLoss: the reference loss at
the reference distance (dB) (the de-
fault is Friis at 1 m with 5.15 GHz).
46.667
In the following sub-sections, two simulation scenarios (congestion and emergency) are imple-
mented and evaluated in terms of packet delivery ratio, network transit time, throughput and
channel utilization factor measurements. The first three parameters highlight the advantages
obtained when the multichannel allocation and congestion control mechanisms are implemented,
while the last one measures the channel effects when using multiple channels for the transmission
of data and control frames.
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4.3.2.2 Congestion control scenario
First, the behavior of the proposal is evaluated according to different network load situations,
without taking into account the emergency mechanism. For this, the packet rate generation of
traffic types 2, 3 and 4 remains constant, while the rate of traffic type 1 (the highest priority
traffic) is increased along the simulation. This implies a channel utilization factor by each of the
traffic types as shown in Figure 4.4a. The precise value of the total channel utilization factor
measured by one of the network nodes during the simulation is shown in Figure 4.4b. As can
be seen, in the “low network load” stage all the NAN applications have a low packet generation
rate in order to not saturate the network. After a period of time, applications that belongs
to the traffic type 1 begin to increase the number of the data flows (“medium network load”).
In the last stage (“high network load”), the value of ρ1 remains constant again. As previously
said, in order to isolate and validate the traffic differentiation achieved by the congestion control
mechanism, without considering the network emergency situation, the network state has been
set as normal (see Figure 4.3a) for all this set of simulations.
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Figure 4.4: Traffic generation for the different NAN applications.
Packet delivery ratio and network throughput
As it was mentioned in the previous chapter, the packet delivery ratio (PDR) describes the
relationship between the number of successfully received packets and the total number of trans-
mitted packets. On the other hand, the throughput represents the number of bits per second
received correctly, and is a performance parameter that complements the PDR. The benefits
obtained in terms of PDR and throughput are presented in two ways. First, the HWMP and
our proposal (EA-HWMP) are compared taking into account the evolution of the PDR and the
throughput over time. Second, the average values are compared for different network sizes.
As said, in order to check the correct behavior of the congestion control mechanism, the tem-
porary evolution of the PDR and the throughput (and their 95% confidence interval) are shown
in Figures 4.5 and 4.6 respectively, in a different plot for each traffic type. The network size
chosen to show these results is 16 nodes, and three HWMP configurations have been considered.
These different settings has been selected in order to show how similar are the on-demand and
proactive modes for HWMP for this scenario. As it be shown later in the results, the different
HWMP modes does not reproduce different results. However, a more detailed explanation will
be presented at the end of this subsection.
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As can been observed in Figure 4.5, with the basic HWMP protocol the behavior is the same
for the three HWMP configurations and for all traffic types, with a decreasing PDR as the
network load grows (Figure 4.4). However, EA-HWMP prioritizes the transmission of traffic
types with higher QoS needs when the network load grows. On the other hand, in Figure 4.6,
the throughput (bits per second correctly received) is compared with the target throughput
(bits per second transmitted) for both protocols. Obviously, the target throughput is the same
regardless of whether the protocol used is HWMP or EA-HWMP. Nevertheless, the throughput
is always higher when the protocol used is EA-HWMP for priority traffic types. In this case,
when a frame is ready to be forwarded, the mesh STA looks up in its routing table the next
hop address and depending on the congestion control functions (Figure 4.3), which are based
on the sum of ρ of all available data channels and the traffic type, a transmission probability
is calculated. As it was explained, the congestion control functions give more importance to
traffic with greater quality of service requirements in situations of network congestion. Then,
if the frame is selected for transmission, a specified channel will be assigned considering the
maximum value of ρ allowed per channel. That is, if the ρ threshold (ρth) is exceeded, the next
available channel will be assigned to transmit the frame. In addition, Figure 4.6, shows how the
delivered throughput for traffic type 1 is increased in the “medium network load” stage, while
the delivered throughput for the other NAN applications starts to decrease.
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(a) On-demand mode. Reactive routing information lifetime: 5.12 s.
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(b) On-demand mode. Reactive routing information lifetime: 0.512 s.
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(c) Proactive mode. Proactive routing information lifetime: 5.12 s.
Figure 4.5: Packet delivery ratio (temporary evolution, grid size: 16 nodes).
Besides, Figure 4.5 and 4.6 show the same results for the on-demand and proactive modes when
working in a static scenario. It must be kept in mind that these two modes differ mainly in
the mechanism to disseminate the PREQ messages. In the on-demand mode, PREQ messages
are transmitted when a route to a destination node expires (reactivePathTimeout from Table
4.8). While in the proactive mode, these messages are sent based on the time interval value
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configured between two successive proactive PREQs (proactiveRootInterval from Table 4.8).
Therefore, modifying the reactivePathTimeout, proactiveRootInterval, and proactivePathRoot-
Timeout variables does not modify the paths calculated by the algorithm. In order to reduce
the amount of network resources used to transmit routing messages, the following results will
be shown for the on-demand mode, and when the reactivePathTimeout variable is set to 5.12 s.
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(a) On-demand mode. Reactive routing information lifetime: 5.12 s.
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(b) On-demand mode. Reactive routing information lifetime: 0.512 s.
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(c) Proactive mode. Proactive routing information lifetime: 5.12 s.
Figure 4.6: Network throughput (temporary evolution, grid size: 16 nodes).
The second set of results is shown in Figure 4.7, where the average PDR and throughput (and
their 95% confidence interval) for different network sizes (from 9 to 36 nodes), and for the four
traffic types under consideration, is presented. It can be observed how, as the network size is
increased, it becomes more congested and so the PDR decreases for all traffics. However, this
decrease is smaller with EA-HWMP for priority traffic types. Of course, the price to pay is a
greater decay in the PDR for lower priority traffics, and this decrease is even greater when the
number of nodes is increased in the simulations. Therefore, there is a trade-off to guarantee a
targeted PDR for priority traffic at the expense of the loss of a percentage of non-priority traffic.
As already mentioned, only those applications which are less sensitive to packet loss must be
included in lower priority traffic types. Finally, as Figure 4.7b shows, the target throughput
increases with the size of the network, since a greater number of nodes implies a greater volume
of transmitted traffic (keep in mind that all the nodes transmit equally). Again, when EA-
HWMP is used, for higher priority traffics the difference between the value of the target and
actual throughput is lower, at the expense of a greater difference for lower priority traffics.
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(a) Packet delivery ratio.
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(b) Network throughput.
Figure 4.7: Packet delivery ratio and throughput for different network sizes. Reactive Mode.
Reactive routing information lifetime: 5.12 s.
Network transit time
Given the critical nature of some applications that transmit their data through the Smart Grid
NAN, it have been considered of importance the analysis of the percentiles of the transit time
in conjunction with the average value. In addition, given the size of these networks, it has
been considered important to offer, along with the average values for all the network nodes, the
values obtained for the farthest smart meter from the concentrator, since these are the values
that should be taken into account when planning the network. Figure 4.8 compares the value
of the average value and 95th percentile for the HWMP and EA-HWMP cases. As can be seen,
these values are always lower (for all network sizes and for all types of traffic) when using the
techniques proposed in this chapter. In this figure, a significant improvement is observed in the
average and percentile values obtained. In the farthest node case, the improvement is really
substantial, with an important reduction of the percentile values for large network sizes.
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Figure 4.8: Network transit time.
Channel utilization factor
The possibility of having multiple channels implies an increase in the number of successfully
transmitted packets to the destination. EA-HMWP assigns the transmission of frames to the
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next available channel when the following situations are true. First, the probability of transmit-
ting the frame is calculated taking into account the congestion control functions defined for each
traffic type. Second, if the frame will be effectively transmitted, the transmission is assigned
to the first available data channel (channel 1 by default). However, if the ρ of this channel is
above the accepted threshold for that channel, the transmission will be assigned to channel 2
and so on up to a maximum limit of three data channels.
Figure 4.9 shows the utilization factor for the four available channels: three data channels,
as mentioned above, plus one control channel. The control channel is used exclusively for the
transmission of routing and emergency signaling packets, as will be explained in the next section,
and so its utilization factor is very low. However, the control channel utilization factor is greater
when the interval time between two successive PREQs is reduced (Figures 4.9a, 4.9b and 4.9c).
Regarding the data channels, it can be observed that the ρ value does not achieve high values (it
is always below the configured threshold), and therefore, the channels are not congested. Also,
the channel utilization decreases from data channel 1 to data channel 3, in concordance with
what has been explained in the previous paragraph. On the other hand, Figure 4.10a shows the
number of data channels used (n) to transmit the data as the simulation time increases, while
Figure 4.10b shows the probability that one or more channels are employed. It can be observed
in both figures how, as the network size is increased, it becomes more congested, and therefore
a greater number of data channels is needed to transmit the NAN applications.
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(a) On-demand mode. Reactive routing information lifetime: 5.12 s.
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(c) Proactive mode. Proactive routing information lifetime: 5.12 s.
Figure 4.9: Channel utilization factor.
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Figure 4.10: Channel occupancy for the EA-HWMP. On-demand mode. Reactive routing
information lifetime: 5.12 s.
4.3.2.3 Emergency scenario
In the present scenario, the channel allocation and traffic differentiation techniques, congestion
control mechanism and the emergency system are implemented and evaluated together. For this
purpose, some modifications were made to the previous scenario. First, NAN applications were
configured to generate the same amount of data for all types of traffic (Figure 4.11). Second,
four emergency sub-scenarios are considered (normal, medium, high and a combination of the
previous three). The purpose it to evaluate how the congestion control functions are adapted
to the different emergency situations. That is, to give a greater probability of transmission to
the most important traffics, specially in emergency situations. These situations are set up by
using broadcast messages. For the first three sub-scenarios, at the beginning of the simulation
an emergency message is sent by a node to indicate the type of emergency situation throughout
the network. On the other hand, in the last sub-scenario (combined) three packets are sent at
different times (Figure 4.11a). At the beginning of the simulation (t=0) a normal emergency
situation message is transmitted, after 100 seconds a medium emergency situation message is
sent, and then after 300 seconds a message of medium emergency situation is sent. The results
are evaluated with the same figures of merit (packet delivery ratio, throughput, transit time
and channels occupation) and tools used in the previous scenario.
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Figure 4.11: Traffic generation for the different NAN applications for the emergency scenarios.
Packet delivery ratio and network throughput
In this subsection, the benefits obtained in terms of packet delivery ratio and throughput are
presented in the same two ways as the previous scenario but with some differences. First,
HWMP and EA-HWMP are compared taking into account the temporary evolution of the PDR
and throughput. Second, the global average values are analyzed.
Figures 4.12 and 4.13 show the PDR and throughput evolution over time for the four emergency
scenarios and the four traffic types. For the first three scenarios, the same results are highlighted.
The PDR and throughput are increased for the higher priority traffic, and these values are
increased even more when the emergency situation is high. On the other hand, in situations
of high emergency, lower priority NAN applications are discarded, and therefore the PDR and
throughput are reduced. In the combined case, as mentioned, the scenario goes from a normal
emergency situation (0 to 100 s), to a high (100 to 300 s) and ends in a medium emergency
situation (300 to 500 s). The changes of emergency situations can be clearly seen in Figures
4.12d and 4.13d. In a high emergency situation, the system adapts the congestion control
functions in order to give a greater probability to NAN applications grouped as traffic type 1.
This can be seen with the increase of PDR and throughput from 100 to 200 s. However, the
price to pay is a fall of these parameters for the less priority traffic. In the last stage, the PDR
and throughput increase when going from high to medium emergency situation.
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(a) Emergency situation: normal.
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(b) Emergency situation: medium.
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(c) Emergency situation: high.
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Figure 4.12: Packet delivery ratio evolution over the time for different emergency situations
(network size: 25).
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(a) Emergency situation: normal.
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(b) Emergency situation: medium.
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Figure 4.13: Network throughput evolution over the time (network size: 25).
The PDR and throughput average values (together with the 95% confidence interval) are shown
in Figures 4.14 and 4.15, for different network sizes. As the network size is increased, it becomes
more congested and so the PDR decreases for all traffics (Figure 4.14). However, it is important
to highlight some important aspects. On the one hand, this decrease is smaller with EA-
HWMP for priority traffic types. In addition, emergency situations give a greater probability
of transmission to the most important traffic. Therefore, the PDR is increased from the normal
emergency situation to the high one for the traffic type 1. Meanwhile, for the less priority
traffic types, the PDR is reduced by discarding packets of some NAN applications. On the
other hand, Figure 4.15 complements the result obtained by the PDR parameter. That is, the
network throughput is higher for traffic type 1, and it is even greater for the high emergency
situation. For the less priority traffic types, the throughput decreases when the emergency
situation changes from normal to high.
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(a) Emergency situation: normal.
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(b) Emergency situation: medium.
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(c) Emergency situation: high.
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Figure 4.14: Packet delivery ratio for different emergency situations.
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(a) Emergency situation: normal.
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(b) Emergency situation: medium.
9 16 25 36
number of nodes
0.2
0.4
0.6
0.8
1.0
1.2
1.4
th
ro
ug
hp
ut
(M
bp
s)
Traffic type 1
9 16 25 36
number of nodes
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
th
ro
ug
hp
ut
(M
bp
s)
Traffic type 2
9 16 25 36
number of nodes
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
th
ro
ug
hp
ut
(M
bp
s)
Traffic type 3
9 16 25 36
number of nodes
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
th
ro
ug
hp
ut
(M
bp
s)
Traffic type 4
(c) Emergency situation: high.
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(d) Emergency situation: combined.
Figure 4.15: Network throughput for different emergency situations.
Network transit time
In the same way as the previous scenario, the analysis of the percentiles of the transit time,
together with the average values are presented, both averaged for all the network nodes, and
taking into account only the node farthest from the concentrator. Figure 4.16 shows the results
for the combined scenario. As can be seen, these values are always lower (for all network sizes
and for all types of traffic) when using the techniques proposed in this chapter. Similarly, a
significant improvement is observed in the average and percentile values obtained in the farthest
node case.
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Figure 4.16: Network transit time (Emergency situation: combined).
Channel utilization factor
Figure 4.17a shows the channel utilization factor measurement for the EA-HMMP protocol,
for the nearest smart meter node to the concentrator, and for the four available channels (one
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control channel and three data channels). As in the previous scenario, it can be seen how
the control channel, dedicated to transmit only emergency and routing control messages, is
never congested, since its ρ value is very low. Also, data channels are not congested, since the
value of ρ never reaches high values (always below the ρ threshold). On the other hand, the
channel utilization decrease from the data channel 1 to the data channel 3, and in particular,
data channel 2 presents the fall of the value of ρ (100 to 300s) when the system is in a high
emergency situation. Finally, Figures 4.17b and 4.17c show the results for the channel occupancy
in terms of temporary evolution and probability. In the same way as the previous scenario, it
can be seen how as the network size is increased, a greater number of channels are used to
transmit the applications.
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Figure 4.17: Channel occupancy for the EA-HWMP (emergency situation: combined).
Overall, this first solution has shown the benefits obtained when a congestion control mechanism,
multichannel allocation scheme and an emergency system are applied together to deal with high
network loads. In the next section, a new fair and distributed congestion control mechanism is
proposed, implemented and evaluated for NANs.
4.4 A Fair and Distributed Congestion Control Mechanism for
Smart Grid Neighborhood Area Networks
As previously said, the second congestion control control proposal deals mainly with the pro-
vision of fairness of the distribution of the network resources. Note that some network nodes
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might monopolize the use of the channels due to their higher traffic generation rate, or even
their geographical position. To this end, a distributed solution that combines several algorithms
is proposed, implemented and evaluated where traffic differentiation is also taking into account.
Unlike the strategies presented previously, the congestion control mechanism is now applied in
the source nodes. Thus, depending on the sensed degree of network congestion, source nodes
may increase or decrease the rate at which they generate their packets. This way, the mechanism
avoids unnecessary transmissions of packets that will be likely discarded later on their way to
their destination. To this end, new signaling messages must be transmitted from relay nodes to
source nodes.
The proposed solution does not rely on a specific network, mac or even a physical layer. There-
fore, the distributed solution is now evaluated in the context of a wireless ad hoc network
composed by a set of Smart Grid meter devices where the AODV routing protocol and IEEE
802.11 ac physical layer are used for the network and physical layer respectively.
4.4.1 Proposed solution
Table 4.6 presents the principal notation of the parameters used to implement the distributed so-
lution. Remember that a NAN comprises a set of N nodes corresponding to Smart Meters (SM)
plus a data concentrator node (aka sink) that acts as a gateway to the WAN segment. Smart
meters collect information from their HAN segment (e.g., gas meter, water meter, electricity
meter, other sensors) and exchange them with the data concentrator node directly or through
other smart meters that serve as relay nodes to form a multi-hop communication network. Be-
sides, the nodes of the smart grid communicate using wireless transmissions. More precisely, we
assume that the nodes implement the IEEE 802.11 standard. Furthermore, traffic flows have
typically different QoS requirements in terms of throughput and network transit time. More
specifically, it is assumed again that flows are divided into K different traffic types, numbered
1,...,K, where traffic type 1 has the most stringent requirements. Each flow generates data at a
given rate that it is referred to as its nominal rate. This data rate is determined by the smart
grid application and does not necessarily comply with the available communication resources of
the NAN. xkn has been used to denote the nominal rate (in bps) of the flow originating at node
n (n = 1, ..., N) of traffic type k (k = 1, ...,K) where N refers to the number of nodes. Finally,
the number of source nodes is indicated by S where S < N .
In previous solutions, several metrics have been used to evaluate the performance of the NAN
as well as those attained by the flows present in the NAN. In this new solution, new metrics for
network performance evaluation have been included and modified:
• The averaged channel utilization factor on each node have been considered. A modification
for the ρ measurement has been made, and more precisely, ρn refers to the occupation of
the radio channel at node n averaged over a period of TA seconds.
• In the analysis it has been included the Jain’s index [90] calculated over the attained
throughput for flows belonging to the same traffic type but originating from different
sources. The Jain’s index is a common metric to assess the level of fairness between
N entities. Its value ranges from 1/N (worst case) to 1 (best case). In this case, it is
maximum when traffic flows attain the same throughput, regardless of their distance to
the concentrator node or their particular packet generation rate.
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Table 4.6: Principal notation.
Parameter Description Units
System parameters
N Number of nodes
K Number of traffic types
S Number of source nodes
xkn Nominal rate of the flow originating at node n of traffic
type k
bps
ρn Current utilization of the radio channel at node n
Proposed solution parameters
ρU Over-utilization threshold for the radio channel
ρL Under-utilization threshold for the radio channel
TA Periodicity of Algorithms 8 and 10 sec
ykj Estimated rate for the flow originating at node j of
traffic type k
bps
βI Increasing factor in case of under-utilization
βD Decreasing factor in case of over-utilization
zkj,n Adapted rate returned by node n for the flow originat-
ing at node j of traffic type k
bps
δk Unitary increment for traffic type k bps
αk Percentage (weight) assigned to traffic type k
skj Implemented flow rate for the flow originating at node
j of traffic type k
bps
The proposed FDCC (Fair Distributed Congestion Control) solution comprises 3 algorithms
and is distributed in the sense that it operates both at source and relay nodes. Bear in mind
that a node (with the exception of the data concentrator) can be a relay, a source or both. The
rationale of our algorithms is to enable high utilization of the radio channel while avoiding the
occurrence of long-lasting congestions causing packet losses and collisions.
To achieve this trade-off, the solution assigns a certain portion of the (estimated) available
communication resources to each flow based on their traffic type and source. Note that the size
of these portions are easily parameterized. FDCC breaks down as follows. Through Algorithm 8,
relay nodes monitor their current utilization of the radio channel as well as the current rate for
each flow hopping through them. Depending on the current value of radio channel utilization,
Algorithm 9 is triggered, and delivers in return adapted source rates for each flow. Lastly, newly
computed source rates are notified to the associated source nodes that readjust their flow rates,
see Algorithm 10.
Note that these latter notifications are the only control packets generated by our algorithms.
Consequently, during each computation period (e.g., one second in our experiments), the solu-
tion generates at most a number of control packets equal to the number of relay nodes multiplied
by the number of sources. Besides, the algorithms imply only a few instructions and their re-
quirements in memory and CPU are low.
These three algorithms are described in greater detailed in the following subsections.
4.4.1.1 Detecting over- and under-utilization of the radio channel
Algorithm 8 is implemented at each relay node and monitors if the radio channel is over-
utilized, or alternately, under-utilized. In practice, for each relay node n, the algorithm verifies
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if ρL < ρn < ρU where ρL and ρU are constant values in between 0 and 1. Additionally, through
Algorithm 8, relay nodes evaluate the current rate for each flow hopping through them. It is
used ykj to denote the current rate calculated for the flow of traffic type k and originating from
node j. Note that ykj is computed as a simple arithmetic average over a period of time A and
that, in general, ykj and x
k
j (nominal rate) differ.
If ρn ≤ ρL or ρn ≥ ρU , Algorithm 8 triggers the readjustment of rate for the flows hopping
through node n in an attempt to get the radio channel utilization ρn back in the interval
[ρL; ρU ]. More precisely, in case of over-utilization (resp. under-utilization), Algorithm 8 calls
Algorithm 9 with the current values of ykj and a parameter βD (resp. βI) which is a constant
between 0 and 1 (resp. larger than 1). Otherwise, if ρn, lies in between ρL and ρU , then
Algorithm 8 remains idle.
Algorithm 8: Run at each relay node n to detect under- or over-utilization of the radio
channel.
Input: TA, ρL, ρU , βD, βI
1 while True do
2 Update value of ρn and y
k
j
3 if ρn ≥ ρU then
4 Throttle flows: compute zkj following Algorithm 9 (y
k
j , βD)
5 Notify the sources with the new values of zkj,n
6 else if ρn ≤ ρL then
7 Relax flows: compute zkj following Algorithm 9 (y
k
j , βI)
8 Notify the sources with the new values of zkj,n
9 Wait TA seconds
4.4.1.2 Determining the adapted source rates of flows
Algorithm 9 is also implemented on the relay nodes. It computes the adapted source rates for
each flow that will then be notified to the sources. Let zkj,n denote the adapted source rates
returned by node n for the flow originating at node j of traffic type k. With FDCC the values of
zkj,n strongly depend on the current assessment of the radio channel utilization. This algorithm
is called by Algorithm 8 either to increase (with proportion βI), or alternately, to decrease (with
proportion βD) the rates from the sources. Nonetheless, flows from different traffic types may
undergo different adaptation as described below.
Initially, the adapted rate that will be assigned by node n to a flow from source j with priority
k is set to 0, namely zkj,n = 0. The algorithm is composed of two iterative steps.
In the first step (lines 4− 7), the algorithm aims at allocating a certain portion of the available
resources to each flow according to their current rate and traffic type. Their respective rates
are increased in a while loop with increments of length δk. For a given flow of traffic type k,
it stops increasing when a percentage, denoted by αk, of the current rate has been reached,
namely zkj,n < αk · ykj .
In a second step (lines 8 − 11), if the threshold on the overall transmission rate has not been
reached (
∑
zkj,n < F ·
∑
ykj where F is an input parameter of Algorithm 9 that sets the size
of increments or decrements -βI or βD from Algorithm 8- for the overall transmission rate),
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the resources left are shared among the traffic types and sources with the same principle, i.e.
increasing with increment δk.
Both thresholds αk and δk depend on the flows traffic type k. Typically, we have α
1 > α2 >
· · · > αK and δ1 ≥ δ2 ≥ · · · ≥ δK . The parameter setting will be discuss in further detail in the
next section.
Algorithm 9: Run at each relay node n to determine the adapted source rates of flows.
Input: ykj , F
Output: zkj,n
1 zkj,n = 0
2 while
∑
j,k z
k
j,n < F ·
∑
j,k y
k
j do
3 for (j, k) in {1, . . . , S} × {1, . . . ,K} do
4 if zkj,n < αk · ykj and
∑
j,k z
k
j,n < F ·
∑
ykj then
5 zkj,n = z
k
j,n + δ
k
6 while
∑
j,k z
k
j,n < F ·
∑
j,k y
k
j do
7 for (j, k) in {1, . . . , S} × {1, . . . ,K} do
8 if
∑
j,k z
k
j,n < F ·
∑
ykj then
9 zkj,n = z
k
j,n + δ
k
4.4.1.3 Implementing the newly adapted flow rates at the sources
Algorithm 10 is implemented at the source nodes. For its flow of traffic type k, the source
node j may receive multiple values of zkj,n where n refers to the relay node that computed the
proposed flow rate. Every TA seconds, Algorithm 10 readjusts the adapted rate for its flow of
traffic type k as the minimum of received value zkj,n. Denoting s
k
j as the adjusted rate of the
flow of traffic type k originating at node j, we have: skj = minn(z
k
j,n) where n spans over the
relay nodes that returned an adapted rate to node j. Note that in some case the nominal rate
of a flow can be found to be less than its readjusted rate (i.e., xkj < s
k
j ). Should it be the case,
then the implemented flow rate would simply be the nominal one.
Algorithm 10: Run at each source node j to adjust the adapted flow rates.
Input: TA, z
k
j,n
1 while True do
2 Initialize all zkj,n =∞
3 Collect values zkj,n from the relay nodes
4 Compute skj = minn(z
k
j,n)
5 for k in {1, . . . , K } do
6 if ykj < s
k
j and x
k
j ≥ ykj then
7 Increase ykj to its new value s
k
j
8 if ykj > s
k
j then
9 Decrease ykj to its new value s
k
j
10 Wait TA seconds
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4.4.2 Results and Discussion
Now the experimental setup to evaluate the performance of our proposed FDCC solution is
described. First, general information about the relevant parameters values chosen for the simu-
lations is provided. Next, the obtained results for three different scenarios are shown. The first
one consists of a tree topology used to explain over a simple scenario the proposed mechanism,
while the other two represent more realistic topologies for Smart Grid NANs.
4.4.2.1 Simulation details
FDCC is also implemented in C++ within the ns-3 [2] simulator. The wireless communications
between nodes are operated using the recent amendment 802.11ac of the IEEE 802.11 standard
on a single 20MHz channel with a MCS (Modulation Coding Scheme) set to 0 so that trans-
missions occur at a physical rate of 6.5 Mbps. The maximum number of packets that can be
buffered in every node has been set to 100 packets. The different traffic types are presented in
Table 4.7 where now the packet length and the packet generation rate distributions have been
selected as exponential. The exponential distribution has been used in order to have a vast
number of NAN applications.
Paths between source and destination nodes are found using the AODV [61] routing protocol
wherein the weight of links derives from the expected number of frames transmitted to send a
packet (ETX). The ns-3 simulator includes by default the AODV routing protocol with the hop
count metric, the ETX metric implemented by [91] has been used. Anyway, as it was mentioned
in previous sections, FDCC is agnostic to the routing protocol, and so other routing protocols
can be used.
Each simulation corresponds to 100 seconds of network operation, and is run several times with
different pseudo-random generator seeds. Besides, the first twenty seconds of each simulation
are considered as a transient regime, and so results are not gathered during this time. Table
4.8 shows the main simulation parameters.
FDCC solution involves several parameters that must be set before its execution. Guidelines on
how to select them are briefly presented. K is simply determined by the number of traffic types.
TA sets the frequency at which the solution results are updated. A value near 1 sec seems to be
good trade-off between reactiveness and bandwidth usage. βD (resp. βI) specifies the level at
which sources decreases (resp. increases) the flow rates in case of over-utilization (resp. under-
utilization). It has been selected βD =1.05 and βI =0.75 in order to gradually coming closer
the saturation threshold while quickly going away from it if reached. ρU and ρL defines the
interval at which the radio channel is deemed adequately utilized (not under- nor over-utilized).
In the case of links operating over IEEE 802.11, having an utilization factor between 0.7 and
0.8 provides high but not saturated utilization of the resources. The values of αi indicate the
relative importance of each traffic type with respect to the others. It is recommended taking
values in the range of 0.5 and 0.8. Finally, δi’s values set the granularity of the solution and as
so must be set small enough. In this case, a value of 1 was selected. Table 4.9 summarizes the
parameter values used for the congestion control mechanism.
For the performance evaluation, FDCC and the EDCA mechanism [55] are compared. As
mentioned in Chapter 2, in EDCA the traffic is classified in different categories according to
their traffic types. Each node has several internal queues with different parameters to prioritize
traffic according to their categories. The ns-3 default parameters, also used in the simulations
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for EDCA, are shown in Table 4.10. Recall that the arbitration interframe space (AIFS) is the
interval of time that the station must sense the medium as idle before trying to transmit the
next frame. On the other hand, the transmission opportunity (TXOP) represents an allocation
of time that can be used to transmit one or several frames in a sequence. Finally, for each
category the minimum and maximum contention window (CW) are the limits from which the
random backoff is uniformly chosen. Keep in mind that the EDCA mechanism is local. It
processes frames according only to their traffic types and does not differentiate the flows from
the different sources. Furthermore, EDCA mechanism is also independent of current state of
the network (e.g., congestion).
Table 4.7: NAN applications transmitted over the Smart Grid.
Traffic type Applications Packet length av-
erage (Bytes) and
PDF
Packet genera-
tion rate (per sec)
average and PDF
1 Demand Response,
Outage Management
200
Exponential
100
Exponential
2 Video surveillance,
Overhead Transmission
Line Monitoring,
Substation Automation
systems (SASs)
200
Exponential
100
Exponential
3 Home Energy
Managament (HEM),
Electric Vehicles (EVs)
Charging
200
Exponential
100
Exponential
4 Meter Data
Management
200
Exponential
100
Exponential
Table 4.8: Main simulation parameters.
Description Value
Network simulator. ns-3.28
Simulation time 100 s
Tranport layer UDP
Random number generator MRG32k3a
Routing protocol AODV
Routing metric ETX
Maximum queue size 100 packets
Wireless physical layer 802.11ac
Modulation coding scheme 0
Short guard interval 1
Frame aggregation factor 0
Channel width 20 MHz
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Table 4.9: FDCC used parameters.
Parameter Value
K 4
TA 1 sec
βD 0.75
βI 1.05
ρU 0.8
ρL 0.7
[α1, α2, α3, α4] [0.8, 0.7, 0.6, 0.5]
[δ1, δ2, δ3, δ4] [1, 1, 1, 1]
Table 4.10: EDCA used parameters.
Traffic type CWmin CWmax AIFS Max TXOP
4 15 1023 7 0
3 15 1023 3 0
2 7 15 2 3.008 ms
1 3 7 2 1.504 ms
4.4.2.2 Tree topology scenario
In the first scenario, a tree topology made of six nodes with three traffic sources (S1, S2 and S3),
two relays (R1 and R2) and one destination (D) is considered as depicted in Figure 4.18. As
discussed above, each source node delivers traffic belonging to four different traffic types. In any
case, packets are first sent to node R1, then forwarded to node R2 before finally reaching node
D. The distances between nodes are chosen so that, together with the selected channel model,
they lead to the network topology shown in the figure. Note that with a packet generation rate
at each source node of 400 pkt/s (viz 0.64 Mbps), the combined workload of S1, S2 and S3
amounts to 1.92 Mbps and will undoubtedly overflow node R1, whose transmission rate of 6.5
Mbps is reduced by half due to DCF overheads and it is shared with its four neighbors.
S1
S2
S3
R1 R2 D
Figure 4.18: Tree topology scenario.
Channel utilization factor and buffer occupancy
The performance results obtained with the proposed mechanism (Fair Distributed Congestion
Control, FDCC) are shown. These results are compared with the obtained without congestion
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control (Uncontrolled), and with those obtained when the Enhanced Distributed Coordination
Funtion (EDCA) is activated. To begin with, the channel utilization factor at the relay node
R1 is anayzed. Channel utilization here refers to the occupation factor of the radio channel
averaged over a period of time of 1 second. Figure 4.19 shows the corresponding results. The
blue line (labelled Uncontrolled) represents the case where FDCC does not operate and sources
are free to generate packets at their initial rate, namely 100 pkt/s for each traffic type. The
channel utilization factor nears 0.8 (meaning that R1 perceives the radio channel as busy about
80% of the time). In practice, the radio channel can be viewed as fully saturated since the 20%
left corresponds to unavoidable delays such as those incurred by the contention window. On the
other hand, the red line (labelled EDCA) represents the case where the proposed solution does
not operate but the EDCA mechanism does. Here, each traffic type is assigned to an specific
access category according to its priority (see Table 4.7). In this case, the channel utilization
factor nears 0.84 (meaning that R1 perceives the radio channel as busy about 84% of the time).
Finally, the green line corresponds to the case where the proposed solution is applied (labelled
FDCC ). The ρ factor oscillates between 0.6 and 0.8 with a mean value of 0.71. This behavior
indicates that, with FDCC, channel saturations may occur but they are rapidly vanishing. On
the other hand, Figure 4.20 shows the buffer occupancy in the same relay node R1. It can be
seen that, when no mechanism is applied, the buffer is completely full most of the time, resulting
in uncontrolled packet losses. In a similar way, when EDCA is activated, the buffer occupation
is lower, but the buffer is also filled numerous times, and therefore packet losses also happen.
Finally, when using FDCC, the controlled rate reduction makes the occupation of the buffer
much lower, not reaching the total occupancy at any time and thus avoiding packet losses. The
mean values for the Uncontrolled, EDCA and FDCC cases are 93.55, 19.88 and 9.56 packets
respectively.
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Figure 4.19: Evolution of the channel utilization factor seen by node R1.
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Figure 4.20: Evolution of the buffer occupation at node R1.
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Packet generation rate
The packet generation rates at the source node S1 are now studied. Figure 4.21 represents, for
each traffic type, the minimum and maximum values, together with the percentile boxes (25, 50
and 75-percentiles). As expected, in the absence of a generation rate control mechanism, this
rate holds its initial value of 100 pkt/s for any type. On the other hand, with the help of FDCC
solution, as can be observed that the traffic types exhibit different patterns. For instance, the
traffic type 1 boxplot indicates that the generation rate may vary from 75 up to 95 pkt/s while
its median value is approximately 80 pkt/s. Looking at the less critical traffic types, their packet
generation rate tends to be significantly smaller but yet far from 0 though.
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Figure 4.21: Packet generation rate at node S1 for each traffic type.
Packet delivery ratio (PDR) and network throughput
In Figure 4.22a, the packet delivery ratio (PDR) attained for each traffic type is presented.
Because the radio channel tends to be saturated in the absence of our solution (see Figure 4.19),
the corresponding PDR for traffic type 1 only peaks approximately at 50%. Besides, as no
distinction is made between the different traffic types, the values is the same for all of them.
This fact does not occur when EDCA is applied. As can be seen that in the figure, the PDR
value decrease from 75% to 25% depending on the traffic type. Finally, with FDCC, the fact of
having a previous generation rate control results in a PDR of 100%.
Combining the two previous performance parameters, generation rate and PDR, the attained
throughput can be obtained by the different applications depending on the traffic type they
belong to, which is shown in Figure 4.22b. This parameter refers to the number of bytes that
were successfully transmitted from the sources to the destination node. Not surprisingly, as
can be seen that in the absence of any control mechanism, all traffic types exhibit the same
pattern with a constant throughput equal approximately to 0.28 Mbps. On the other hand,
both EDCA and FDCC mechanisms cause different attained throughput depending on the
traffic type. As will be shown with the next evaluation scenario, another advantage of FDCC
is a better distribution of this throughput between all the network nodes.
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(b) Attained throughput.
Figure 4.22: Packet delivery ratio and attained throughput at node D for each traffic type.
Network transit time
The network transit time values are shown in Figure 4.23. Again, when no additional mech-
anisms are applied, the value is the same for all traffic type. As can be seen, both EDCA
and FDCC make the values lower and dependent on the traffic type. Besides, FDCC achieves
significant improvements in this parameter for all traffic types. Interestingly, unlike EDCA,
this decrease with FDCC is obtained while maintaining the same proportion of traffic from the
farthest nodes to the gateway, as will be shown again with the next scenario.
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Figure 4.23: Network transit time for each traffic type.
Fairness with unbalanced sources
As a final experiment in this simple scenario, the ability of the FDCC mechanism to regulate
the rate of all source nodes at the same value and for each traffic type is shown. In this case,
the generation rate of the sources S1, S2 and S3 has been configured, for each traffic type, to
300, 200 and 100 pkt/s respectively. Figure 4.24 shows the results obtained once the FDCC
mechanism has performed its rate control. As can be seen, for traffic type 1, the rate of sources
S1 and S2 has been reduced to the same value of approximately 150 packets per second since
the network does not have enough resources to serve the highest quantities requested. However,
the generation rate of source S3 has not been altered, since that source requested a lower value
which is possible to attain. For the rest of the traffic types, the generation rate of all the nodes
has been reduced, adjusting them to very similar values.
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Figure 4.24: FDCC resulting generation rates for source nodes with unbalanced packet gen-
eration rates.
Overall, this first scenario explains the way FDCC works, and illustrates its usefulness. In the
next subsection, second scenario where the number of nodes (sources and relays) is much larger
is considered, and a more detailed evaluation is carried out.
4.4.2.3 Smart grid scenario
A second scenario consists of a series of network nodes arranged in a square grid, as illustrated
before in Figure 3.6. One node serves as destination (data concentrator) while other nodes act
as traffic sources and intermediate routers. Source nodes generate data traffic belonging to the
four traffic types, and directed to the data concentrator, in the same way than in the previous
scenario (see Table 4.7). Clearly, given the workload delivered by each node, the network will
suffer congestion unless some form of control is made on the sources packet generation rate.
Packet delivery ratio (PDR) and network throughput
First, the packet delivery ratio for each traffic type is studied. Two different network sizes
have been considered, one of them with 9 network nodes and the other with 25. Figure 4.25
shows the PDR results for the two cases. As can be seen, in the absence of FDCC solution a
high percentage of packets will be lost on their way towards the data concentrator. The loss of
packets is greater when the size of the network grows. Remember that all nodes try to transmit
equally, and therefore as the number of nodes grows, the attempt to use wireless channels also
grows, leading to a higher congestion situation. Note that packets that are lost along their way
to the data concentrator have previously consumed network resources in a completely useless
way. All these disadvantages can be resolved with a smart generation rate control at the source
nodes, achieving a PDR near 100% as can be seen in the figure when the FDCC mechanism is
applied.
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(b) Network size 25 nodes.
Figure 4.25: Packet delivery ratio for each traffic type and for different network sizes.
To have a better understanding on the network performance, the attained throughput is evalu-
ated. Figure 4.26 shows the results for the two network sizes under consideration. Again, it can
be seen that the attained throughput by the different traffic type is the same when differentia-
tion mechanisms are not applied. EDCA does provide differentiation, allocating more network
resources to the most priority traffic, as does FDCC. Given the set of parameters considered for
these two mechanisms in these simulations, we observe that the overall throughput attained by
EDCA exceeds that obtained by FDCC. In fact, the attained throughput obtained with FDCC
is even lower than the obtained without applying any mechanism. These values can of course
be modified by setting less restrictive parameters for FDCC. However, and more importantly,
the attained throughput with FDCC has a higher quality in two ways as will be seen below:
fairness in the distribution among the different network nodes, and network transit time.
1 2 3 4
traffic type
0.00
0.05
0.10
0.15
A
tt
ai
n
ed
th
ro
u
gh
p
u
t
(M
b
p
s)
Uncontrolled EDCA FDCC
(a) Network size 9 nodes.
1 2 3 4
traffic type
0.00
0.05
0.10
0.15
A
tt
ai
n
ed
th
ro
u
gh
p
u
t
(M
b
p
s)
Uncontrolled EDCA FDCC
(b) Network size 25 nodes.
Figure 4.26: Attained throughput for each traffic type and for different network sizes.
Fairness in the network resources distribution
So far, the combination of Figures 4.25 and 4.26 has shown that the implementation of the
proposed solution enables all applications to experience a near 100% packet delivery ratio and
to differentiate their attained throughput based on their assumed criticality while maintaining
a high level of the network resource utilization. As previously said, the next step is to study the
fairness in the network resources distribution among the different source nodes. The point here
is to observe how, in the absence of a fair mechanism, the nodes that are closer to the destination
obtain a better service from the network (higher throughput) than those that are further away.
Chapter 4. Emergency and Fairness Aware Mechanisms for Congestion Control 74
This fact is clearly seen in Figure 4.27, which shows the attained throughput obtained for each
traffic type, depending on the distance from the source node to the destination (measured in
number of hops). The network size considered here is 25 nodes, and as can be seen in the figure
the distance from the source nodes to the destination varies between 1 and 8 hops. With both
uncontrolled and EDCA modes, and for all traffic types, nodes located at a distance greater
than four hops get very poor performance. In addition, as can be seen with the boxplots, the
variability presented by the results is very high. However, applying the FDCC mechanism, the
value of the flow rate is practically constant with regard to the number of hops, and with a very
small variability in the results. Both facts are extremely important, since on the one hand the
same service is offered to all users, and on the other the quality of the experience of each of
them remains constant over time. This fact is especially serious for traffic types 3 and 4, which
would be otherwise virtually eliminated when they originate from nodes located more than four
hops away.
To complement and quantify these results, in Figure 4.28 we present the value of the Jain’s index
calculated on the attained throughput by traffic flows coming from different nodes. As can be
seen, the value of this index is considerably higher when the FDCC mechanism is applied, with
values very close to the maximum. On the other hand, when the size of the network grows, as
expected the variability between nodes is even greater, so that the improvements obtained with
FDCC are even more relevant.
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Figure 4.27: Throughput vs number of hops for each traffic type (Network size 25 nodes).
Chapter 4. Emergency and Fairness Aware Mechanisms for Congestion Control 75
1 2 3 4
traffic type
0.0
0.2
0.4
0.6
0.8
1.0
Ja
in
’s
in
d
ex
Uncontrolled EDCA FDCC
(a) Network size 9 nodes.
1 2 3 4
traffic type
0.0
0.2
0.4
0.6
0.8
1.0
Ja
in
’s
in
d
ex
Uncontrolled EDCA FDCC
(b) Network size 25 nodes.
Figure 4.28: Fairness on the attained throughput for each traffic type and for different network
sizes.
Network transit time
In addition to the avoidance of network congestions and buffers overflows, implementing a packet
generation rate control typically leads to lower packet network transit times. This is confirmed
by Figure 4.29 where both EDCA and FDCC manage to reduce this time for all traffic types,
with a more significant decrease in the case of FDCC. Note also that in both uncontrolled and
EDCA modes, packets from distant nodes are dropped halfway to their destination. Therefore
their transit times, which would be typically large if they had arrived to their destination,
are not taken into account when calculating the average value. However, with FDCC these
traffics are regulated so that the obtained average values for the network transit time are still
significantly lower.
Regarding the network transit time, an interesting measure is the percentage of packets of each
traffic type that has been delivered to their destination in a time less than a given maximum
delay. Clearly this maximum delay depends on the importance (traffic type) of each traffic
flow. In our case, we use the values given in Table 4.11. We refer to the percentage of packets
meeting their time constraint as the compliant factor and we represent its values in Figure 4.30.
In addition to the factor for each traffic type, a global value is offered, taking into account the
proportion of packets of each traffic type. As can be seen, the value of this factor is considerably
better in all cases when applying FDCC, taking practically its maximum value.
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(b) Network size 25 nodes.
Figure 4.29: Network transit time for each traffic type and for different network sizes.
Chapter 4. Emergency and Fairness Aware Mechanisms for Congestion Control 76
Table 4.11: Maximum allowed network transit times.
Traffic type Network transit time
1 50 ms
2 100 ms
3 1000 ms
4 2000 ms
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Figure 4.30: Network transit time compliant factor.
Finally, the additional control traffic introduced by the implementation of FDCC have been
measured. This traffic corresponds to the packets generated by the routers to indicate to the
traffic sources the generation rate that they are allowed to transmit for each category. The
amount of traffic generated depends on the averaging period selected for the algorithm (TA).
But it must also be taken into account that control packets are only generated when new
allowable rate values (that is, values that will modify the current generation rate) are obtained
by the routers. Specifically, for all the experiments carried out, the value of this control traffic
is always between 3 and 4% of the data traffic.
4.4.2.4 Downstream traffic from the control center to the NAN
As a third simulation scenario, the inclusion of downstream data traffic from the control center
destined to each of the network nodes has been considered. Within the scope of the NAN, this
traffic will therefore have the data concentrator as the source node. In order to demonstrate
the versatility of the FDCC mechanism under various configurations, let us consider that the
downstream traffic coming from the control center is of extreme importance, included in traffic
type 1, so that it will not be affected by the rate control mechanism. In other words, the data
concentrator has to forward all the received packets from the control center. The rest of the
network nodes will generate traffic belonging to traffic types 2, 3 and 4. Note that the rate
control mechanism applies to these traffic types as in the previous scenarios. Table 4.12 shows
the set of parameters chosen for the new downstream traffic. Its packet generation rate depends
on the number of network nodes (here 25), and has been set to 5 pkt/s per destination node.
The FDCC mechanism selected parameters are similar to those presented in Table 4.9, the only
difference being in the α values assigned to each traffic type. Given that the packet generation
rate of NAN applications that belong to traffic type 1 is not controlled, the α values for this
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traffic type is not needed. For traffic types 2, 3 and 4, the chosen values are 0.8, 0.7 and 0.6
respectively.
Table 4.12: Downstream data traffic.
Traffic type Applications Packet
length aver-
age (Bytes)
and PDF
Packet generation
rate (per sec) av-
erage and PDF
1 Demand Response,
Outage Management
200
Exponential
5
Exponential
Packet delivery ratio (PDR) and network throughput
In this scenario, a network arranged in a grid with 25 nodes has been considered. The network
performance is evaluated in terms of PDR, attained throughput, network throughput fairness
and transit time. Figure 4.31 shows the PDR and the attained throughput. Similarly to the
previous scenarios, Figure 4.31a shows how the PDR reaches almost 100% with our solution
compared to the other two cases where the PDR is less than 25% for all the traffic types.
Regarding the attained throughput, as can be noticed in Figure 4.31b that the value for traffic
type 1 is significantly higher when FDCC is applied. In fact, the obtained value corresponds to
all the throughput demanded by the data concentrator (since the generation rate of this traffic
is not regulated and the PDR is 100%). For the rest of the traffic types, the FDCC mechanism
tends to act likewise to the previous scenarios.
1 2 3 4
traffic type
0
25
50
75
100
P
D
R
(%
)
Uncontrolled EDCA FDCC
(a) PDR.
1 2 3 4
traffic type
0.00
0.25
0.50
0.75
1.00
A
tt
ai
n
ed
th
ro
u
gh
p
u
t
(M
b
p
s)
Uncontrolled EDCA FDCC
(b) Attained throughput.
Figure 4.31: Packet delivery ratio and attained throughput for each traffic type (Network size
25 nodes).
Fairness in the network resources distribution
The attained throughput fairness between the network nodes can be seen in Figure 4.32, where
the Jain’s index values are shown for each traffic type. Not surprisingly, for traffic type 1,
the Jain’s index has always the maximum value, since this traffic is only sent by the data
concentrator. For the rest of the traffic types, the distribution of the attained throughput
between the different nodes is much more uniform when FDCC is working.
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Figure 4.32: Fairness on the attained throughputs for each traffic type (Network size 25
nodes).
Network transit time
Finally, Figure 4.33 shows how in this scenario the improvements obtained in terms of packet
network transit time are also achieved. In Figure 4.33a it can be seen how the values are lower
with FDCC for all the traffic types, including the new and uncontrolled downstream traffic
type 1. Regarding the compliant factor, the obtained values are depicted in 4.33b, where the
maximum values selected in Table 4.11 have been taken into account. As it can be seen, the
minimum requirements for the network transit times are significantly better accomplished for
all the traffic types when our solution is implemented.
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(a) Network transit time.
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Figure 4.33: Network transit time and compliant factor for each traffic type (Network size 25
nodes).
4.5 Conclusions and future work
In this chapter, two different congestion control solutions for wireless multi hop networks were
presented. The conclusions and future line of works are described below.
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EA-HWMP
Section 4.3 has evaluated the feasibility of implementing an emergency aware congestion control
mechanism in the context of Smart Grid Neighborhood Area Networks. For this purpose, a
Wireless Mesh Network is used as the network technology and smart meters as mesh STA de-
vices. First, the proposed mechanisms allow identifying the different applications and grouping
them into different types of traffic. Second, different congestion control functions have been
configured for each traffic type. These functions are intended to give a higher transmission
probability to NAN applications with higher priority in situations of network congestion. In
addition, these functions are adapted depending on the emergency situation. That is, in a high
emergency situation, the transmission probability is increased even more for priority traffic types
by discarding applications with lower QoS requirements. Also, the proposal works together with
a channel allocation technique. This mechanism separates control and data traffic into separate
channels. On the one hand, a dedicated control channel is responsible for transmitting routing
and emergency messages. In particular, emergency messages must be transmitted to the whole
network in the shortest time possible, and therefore a dedicated channel has been used to avoid
unnecessary delays that may be caused by network load on the data channels. On the other
hand, the rest of available channels are used to transmit the different NAN applications. The
objective of EA-HWMP proposal is to use the least amount of data channels, while keeping the
desired QoS for all traffic types. For this, one more channel will be used to transmit the data
if and only if the current channel is busy (ρch > ρth). Finally, if all the channels are busy, the
packets are discarded.
In order to evaluate the EA-HWMP proposal, two network scenarios have been considered (con-
gestion control and emergency). Besides, the number of nodes present in the grid is increased
(from 9 to 36 nodes), which gives rise to a greater contention in the access to the shared medium.
First, the congestion control scenario is evaluated with three different network loads (normal,
medium and high), and without using the emergency aware mechanism. For this scenario, the
number of the data flows for traffic type 1 is increased during the medium network load, while
the packet generation rate for the other traffic types are remained the same for all the simu-
lation. From the obtained results, it can be seen that in situations of network congestion, our
proposal mechanism overcomes the basic protocol in terms of packet delivery ratio, throughput
and transit time for priority traffic types and for all network sizes. Second, with the emer-
gency scenario, the network performance has been evaluated when the channel allocation and
traffic differentiation techniques, congestion control mechanism and the emergency system are
implemented together. In this scenario, NAN applications were configured to generate the same
amount of data for all traffic types, and also four emergency sub-scenarios are considered (nor-
mal, medium, high and a combination of the previous three). These emergency situations were
propagated through the whole network by using broadcast messages. It can be seen from the
results that emergency aware mechanism benefits the traffic with higher QoS requirements in
situations of high emergency. It can be noticed clearly in the combined emergency sub-scenario
how the PDR and the delivered throughput are modified according to the emergency situation
configured.
FDCC
Section 4.4 has presented a conceptually simple congestion control mechanism for an IEEE
802.11-based NAN that carries traffic from several types with different QoS requirements. As it
was mentioned before, NANs are typically multi-hop networks so that handling priorities only
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at a link-level would undoubtedly lead to favoring nodes close to the data concentrator (NAN
gateway). FDCC relies on three distributed algorithms executed on the Smart Meters that work
together to adequately regulate the traffic sources with regard to their traffic type and hence
avoiding network overload.
The proposed solution easily accounts for different traffic types (with different QoS) while en-
suring a fair sharing of the network resources between them and, importantly, an access to
the network resources even for sources far from the data concentrator. The results has been
compared to the EDCA mechanism that works only at the link-level. FDCC has shown that is
efficient in terms of packet delivery ratio and transit time. While its performance at network
throughput may appear a bit lower than EDCA, this is only the result of a better fairness in
the sharing of network resources. As a future work, an emergency system will be implemented.
For this purpose, a dynamic allocation of α will be proposed as well as an emergency signaling.
Going further in the search for better performance of congestion control mechanisms in multi-
hop wireless networks, future line of works are the following. The applicability of the algorithms
proposed in this chapter in other communications network environments will be studied, such
as in crowded networks with mobile nodes. These networks can be built for example through
the intercommunication of cell phones of people who roam their cities. Here, all the network
nodes (or a selected group among them) could periodically broadcast the allowable maximum
generation rate as a function of the measured channel utilization factor and the number of 1-hop
and 2-hops neighbors.
In the next chapter, a different machine learning algorithm for congestion control on NANs will
be proposed, presented and evaluated.
Chapter 5
Machine Learning Congestion
Control mechanism
We are living in an era where data comes in abundance, and many research areas are focused on
making sense of this data. In this context, machine learning has evolved as a field of the Artificial
Intelligence (AI) where different algorithms are capable of generating knowledge through data,
or in other words, make predictions. In machine learning, datasets are historical data that
serve as the the basis for training the predicting model. The objective is that a model make
decisions from the data provided by dataset. Keep in mind that these historical data can comes
in different ways: structured or unstructured data. Therefore, some preprocessing techniques
are necessary before training the model.
In this chapter a different congestion control mechanism for wireless multi-hop networks which
is based on self-learning algorithms is presented. Specifically, a decision tree classifier is im-
plemented that, in different network congestion situations, can predict if a packet must be
transmitted or not according to its priority. This proposal is evaluated again in the context of
a NAN topology made up of smart meter devices where the selected technology is the wireless
mesh networks.
Throughout this chapter, it will be emphasized that building the dataset correctly plays a
fundamental role in the precision and accuracy of the model. That is, the quality of the data
and the amount of useful information are prevalent factors on how well a machine learning
model can learn. Therefore, how to create a good dataset for multi-hop wireless networks will
deeply covered.
5.1 Introduction
Machine learning has been exploited widely in many applications due to the large amount of
data available today, and it has been proven to be a system capable of solving problems from
the simplest to the most complex. Nowadays, the computing power has increased in terms
of number of central processing units (CPUs), graphics processing units (GPUs) and tensor
processing units (TPUs), so it is possible to use advanced learning models such as representation
learning, distributed and parallel learning, deep learning, and so on [92]. However, the basis
for a machine learning model is the dataset, and depending on the dataset, a machine learning
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technique will perform better than other. For this reason, it has been considered of importance
to describe the most important parts of a dataset by using a simple example.
Datasets are groups of data that can represent anything. Figure 5.1 shows the well-known iris
dataset1 which it is composed for the measurements (samples or observations) of 150 iris flowers.
Each sample contains the features (attributes, measurements, dimensions) and the labeled class
(target). Besides, features are the elements used to take decisions when training the model.
For instance, the flower measurements will be the inputs of the model (features), and the flower
specie will be the expected outcome (class).
Sepal width Petal length Petal widthSepal length
1 3.5 1.4 0.25.1
2 3.0 0.24.9 3.4
...
50 3.5 1.26.4 4.5
 
Class label
Setosa
Setosa
Versicolor
150 3.0 1.85.9 5.0 Virginica
Samples, 
instances or 
observations
Features, attributes, 
measurements or dimensions
Class 
label
Figure 5.1: Iris dataset.
There are different machine learning techniques, but they are mostly classified into three types:
supervised, unsupervised, and reinforcement learning (see Figure 5.2). Each of one is targeted
to solve an specific problem, and they are briefly described below:
New data
Outcome
(a) Classification.
Historical data
Outcome
(b) Clustering.
Figure 5.2: Examples of supervised, unsupervised, and reinforcement learning algorithms.
1https://archive.ics.uci.edu/ml/datasets/Iris
Chapter 6. Machine Learning Congestion Control mechanism 83
Historical data
Inferred data
Outcome
(c) Rule extraction.
Figure 5.2: Examples of supervised, unsupervised, and reinforcement learning algorithms
(cont.).
• Supervised learning: Involves a set of algorithms that predict future outcomes based
on past observations. In supervised learning, input and output pairs are used to train the
model. Basically, supervised learning is used for those cases where the inputs and outputs
are known in advance (labeled data). The objective is to generate an approximated model
that predicts outputs to unseen data. Supervised learning algorithms are divided into
two groups: classification and regression problems [93]. For instance, the classification of
flowers presented above is an example of supervised learning. That is, depending on the
flower measurements, a suitable algorithm will predict the specie. Besides, these models
take a direct feedback to verify if the predicted output is correct or not.
• Unsupervised learning: Involves a set of algorithms that infer patterns or structure
from unlabeled input data. Unsupervised learning are aimed to solve clustering and asso-
ciation problems [94]. In order to understand this statement, consider again the example
of the iris data set. When training with an unsupervised algorithm, only the input dataset
will be provided, and with the help of an appropriate algorithm, the model will find the
patterns and separate the flowers into different groups. Besides, these algorithms do not
need any feedback.
• Reinforcement learning: They are a set of algorithms which takes decisions based on an
agent that interacts with the environment, where their actions are rewarded or penalized
[94, 95].
In this chapter, a supervised learning algorithm for congestion control in multi-hop wireless
network will be proposed, implemented and evaluated. The objective is to classify if a packet
will be correctly received or not based on the current network load. The scenario of evaluation
is again the Smart Grid Neighborhood Area Networks where the selected technology is the
wireless mesh network made up of smart meter devices. For this purpose, a dataset for NAN
will be generated from scratch. As in with previous proposals, the solution will provide also
traffic differentiation. To this end, an approximation to generate a meaningful dataset that
covers both different network loads and traffic differentiation will be also considered. Besides,
the generated model will be evaluated with machine learning performance metrics as well as
with the ns-3 simulator.
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5.2 Proposed solution
Figure 5.3 presents the road-map used for building our Machine Learning Congestion Control
(MLCC) mechanism. The proposed solution is aimed to the wireless multi-hop network and
specifically for the Smart Grid Neighborhood Area Networks. In order to generate the machine
learning model the following tasks has to be carried out: data collection, data processing,
validation and evaluation of the model.
Data collection
Data processing
Model learning
Model
Feature processing
New data
Validation
ns-3 model
- offline data collection
- passive monitoring (network traces)
- clean the data
- feature extraction
- feature selection
- performace metrics (ROC curve)
Figure 5.3: Machine learning system [1].
First, data collection is mandatory since there is not an available dataset for NAN that con-
templates different network loads and traffic differentiation. To this end, different network
parameters that describes the network state will be collected. For our purposes, the channel
utilization factor and buffer occupancy are good descriptors for network congestion. In data
collection stage, several simulation runs will be performed taking into account different network
loads generated for different NAN applications.
Secondly, the collected data has to be processed before training. That is, the features and
classes are extracted, in other words, inputs and possible outputs of the training dataset has
to be defined. The proposed solution belongs to the supervised machine learning models, and
specifically is a binary classifier because the possible outcomes are predefined. That is, the model
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classifies whether the packet will be transmitted correctly or not to the destination based on the
current network state. For this purpose, the decision tree classifier will be used. This classifier
is easy to understand and implement. Besides, its prediction power will be evaluated to unseen
data with machine learning performance metrics such as the Receiver Operating Characteristic
(ROC) curve.
Finally, the generated model will be evaluated in the ns-3 simulator with different Smart Grid
Neighborhood Area Network scenarios.
In the next subsections, the data collection and processing, validation and implementation in
the ns-3 simulator of the machine learning model wil be deeply covered.
5.2.1 Data collection
The basics for the machine learning are the data. Besides, data collection is mandatory when
there is not available dataset. There are many datasets available online, and each one contains
information about anything such as demographic information, wines classification, climate be-
haviour, and so. Therefore, the dataset is strongly related to the targeted problem to solve.
One of the objectives of this dissertation is to propose a congestion control mechanism for
wireless multi hop networks. Besides, it is necessary to have meaningful data that represents
different network loads. Note that there is not an available dataset for our targeted problem.
Therefore, several networks parameters will be collected. Before detailing the training process,
the data collection scenario will be explained.
Figure 5.4 shows a Smart Grid NAN scenario consisting of eight smart meters (nodes 1 to 8)
and one data concentrator (node 9). In this data collection scenario, it has been considered only
the upstream traffic from the smart meters towards the data concentrator. Data collection is
a very important step to create the learning model, and defining which parameters will be the
best descriptors of the network state is essential. It has been concluded from previous chapters
that the channel utilization factor (ρ) is a good parameter to describe how congested is a node.
Besides, the buffer occupancy (q) or number of queued packets has been also considered as a
representative network congestion feature to generate the training dataset. Note that these two
parameters are strongly related.
1 2 3
4 5 6
97 8
ρ₄,զ₄
ρ₁,զ₁ ρ₂,զ₂ ρ₃,զ₃
ρ₆,զ₆ρ₅,զ₅
ρ₇,զ₇ ρ₈,զ₈ ρ₉,զ₉
Figure 5.4: Data collection scenario.
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The data collection process can be carried out in two different ways: offline or online. In
our context, offline data collection will be performed, so a large amount of historical data
about the network state will be collected by monitoring different parameters. For instance, the
channel utilization factor, buffer occupancy and arrival packet times among other parameters
are collected. Besides, the offline data collection can be done through an active or passive
monitoring. For our purposes, passive monitoring will be performed in order not to introduce
additional control traffic such as probe packets [95].
Passive monitoring is done through ns-3 network traces with the objective of collecting all the
traffic transmitted over the NAN and the network events. These monitoring tools capture data
at IP, MAC and physical layer. The network traces used for the data collection are presented
in Table 5.1. With these network traces, the most relevant events related to the packets are
collected (packet transmission and reception hop by hop) as well as the network congestion state
parameters (channel utilization and buffer occupancy).
Table 5.1: Network traces used for passive monitoring [2]
Network trace Description
Physical layer State The state of the PHY layer
MAC layer
MacRx A packet has been received by the current device, has
been passed up from the physical layer and is being
forwarded up the local protocol stack.
MacTx A packet has been received from higher layers and
is being processed in preparation for queueing for
transmission.
IP layer
IpTx Send ipv4 packet to outgoing interface.
IpRX Receive ipv4 packet from incoming interface.
Queue
Enqueue A packet arrived at the MAC for transmission.
Dequeue A packet was passed down to the PHY from the
MAC.
Several simulation runs were performed to built the training dataset. The main simulation
parameters used to collect the data are presented in Table 5.2. Furthermore, a variable size
(specifically, an exponential truncated distribution) has been chosen for the data packets. With
respect to the inter arrival time average, the same criteria has been followed, and so packets
are generated with different and random time between each other. In order to have the full
range of values of the channel utilization factor and buffer occupation, different inter arrival
time average values have been selected for each random seed and run number.
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Table 5.2: Main simulation parameters used for data collection.
Description Value
Network simulator ns-3.28
Distance between nodes 80 m
Simulation time 170 s
Tranport layer UDP
Random number generator MRG32k3a
Random seed [1 . . . 14]
Run number [1 . . . 21]
Routing protocol HWMP
Routing metric ALM
Maximum queue size 100 packets
Inter arrival time average and PDF from 0.01s to 0.3 s (Exponential)
Packet length average and PDF 200 Bytes (Exponential)
Figure 5.5 shows an example about how the data collection has been done. For this, one packet
that belongs to traffic class 1 is transmitted from smart meter 1 towards the data concentrator.
As can be seen, when the packet transverse the network hop by hop, the current channel
utilization factor and the buffer occupancy are store in the repository. Besides, many more
events are stored such as the arrival time, type of traffic and a packet identifier among others.
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Figure 5.5: Passive monitoring by using network traces..
5.2.2 Data processing and feature extraction
The collected data is stored in repositories, and they are unstructured or disorganized. There-
fore, the collected data has to be processed in order to organize and define the features and
labeled classes that will be the inputs and outputs respectively to train the machine learning
model. This process is often called as feature extraction. For this purpose, the pandas tool
[96–98] has been chosen to process, create and organize the variables from the collected data in
a structured way.
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First, the data is processed in order to have one meaningful sample per packet. That is, each
sample will contain the network parameters perceived by the packet when it transverses the
whole network hop by hop. The variables used to represent each sample are presented in Table
5.3. Second, the features and classes are extracted from these variables. Figure 5.6 presents the
resulting training dataset where it is shown the inputs and the outputs for the machine learning
algorithm. Each training sample represents the parameters for a unique packet transmitted over
the network. The features are the channel utilization factor and the buffer occupancy per node,
while, the successful packet reception is the labeled class. Note that the transit time has been
used to decide if a packet has been successfully received. Therefore, a packet is considered as
successfully received if it arrived at the destination based on its QoS requirements (reception
and delay).
Table 5.3: Variables used to represent the unstructured data.
Variable Description Value
packetID Packet identifier unique integer value
source Node that generates the packet
destination Destination node of the packet
class Traffic type [1, 2, 3, 4]
ρj Channel utilization factor of node j [0 to 1]
qj Number of queued packets of node j [0 to 100]
transit Network packet transit time
rec Boolean value that represents if the
packet was received or not in the desti-
nation
[0, 1]
  
ρ1 q1 ρ2 q2 ρ3 q3 ρ4 q4 ρ5 q5 ρ6 q6 ρ7 q7 ρ8 q8 ρ9 q9 r
0,84 28 0,86 91 0,82 38 0.86 88 0.86 69 0.86 96 0.76 2 0.87 37 0.71 0 0
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
0.84 6 0.86 96 0.81 79 0.85 18 0.85 22 0.85 93 0.72 1 0.85 14 0.75 0 1
Samples
Features (channel utilization factor and buffer occupancy)
Labeled class (packet correctly received or not)
Figure 5.6: Features and labels for the training and testing dataset.
With these guidelines on how to build a representative dataset for our targeted problem, several
data files have been generated from scratch. To this end, the scenario presented previously
in Figure 5.4 has been considered. In order to generate the first dataset, the smart meters
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transmit just one traffic type to the data concentrator. Other experiments will later consider
the inclusion of different traffic classes. Besides, different traffic patterns have been considered
to generate the dataset with the aim of collecting a large amount historical data with different
values of features. As a resulting training dataset, Figure 5.7 shows how the ρ values vary from
0 to 0.8 for all nodes. It must be remembered from previous chapters that this value never
reaches the value of 1.
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Figure 5.7: Channel utilization factor histogram for each node.
5.2.3 Model learning
Decision trees belong to the set of supervised learning algorithms, and they are used to solve
classification problems. As the proposed congestion control mechanism is aimed to solve a
binary classification problem, this type of classifier represents a very good option to take into
account, with a low computational load, which is very interesting if the network nodes are based
on low-cost hardware architectures. With this classifier, the prediction is approximated with a
set of if-then-else decision rules [3].
Decision trees have different parameters that can be adjusted and give rise to different per-
formances. Among those parameters, one of the most important is the depth of the tree. In
general, a greater depth suppose a greater accuracy (defined as the proportion of the number
of correctly predicted samples with respect to the total number of samples), although it also
results in a greater number of if-then-else operations. In this work, a good trade-off has been
found between the required number of operations and the obtained accuracy by selecting a
maximum value for the depth of the decision trees equal to 10. Other parameters used in the
classifier evaluation are shown in Table 5.4. Using these values, the resulting Receiver Operating
Characteristic (ROC) curve has been obtained as shown in Figure 5.8. The ROC curve is one
of the most well-known performance metrics for machine learning classifiers [99]. Basically, it
is a two-dimensional graph which plots the true positive rate (TPR) against the false positive
rate (FPR) for different values of the discrimination threshold:
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• The TPR (also called sensitivity) represents the proportion of positive samples that were
correctly classified as positive. It can be calculated as follows:
TPR =
TP
TP + FN
(5.1)
where TP (true positive) is the number of positive samples correctly classified as positive,
and FN (false negative) is the number of positive samples incorrectly classified as positive.
• The FPR (also called fall-out) represents the proportion of negative samples that were
incorrectly classified as positive. It can be calculated as follows:
FPR =
FP
FP + TN
(5.2)
where FP (false positive) is the number of negative samples incorrectly classified as pos-
itive, and TN (true negative) is the number of negative samples correctly classified as
negative.
Table 5.4: Decision tree classifier parameters [3].
Parameters Description Values
Criterion The function to measure
the quality of a split.
entropy
Depth The maximum depth of
the tree.
10
Training data set size Dataset percentage that
will be used to train the
classifier
0.7
Testing data set size Dataset percentage that
will be used to validate the
classifier
0.3
Stratify The training and testing
dataset have the same pro-
portions of class labels as
the input dataset.
Yes
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Figure 5.8: Decision Tree Receiver Operating Characteristic (ROC)
Therefore, classifiers that produce curves closer to the top-left corner obtain a better perfor-
mance. Obviously, the best classification is achieved in the point (0,1). A uniform random
prediction will provide points over the diagonal line. Points under that line represents a pre-
diction worse than a random classification. The Area Under the Curve (AUC) is also used as a
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performance value, with a maximum value equal to 1. This value is also shown in the Figure.
As can be seen, the decision tree classifier trained with our proposed dataset for one traffic
category provides a ROC curve with a high level of prediction performance.
For the previous performance evaluation, the simplest case has been considered in which all the
network nodes in use the same classifier each time they have to make the decision of whether or
not to transmit a data packet. In order to obtain a performance improvement, the dataset can
be granularized, that is, divide the whole dataset into N (number of nodes) different subsets
DSSi, i = 1..N . In each subset, only the samples corresponding to the packet transmission of
node i will be included. This way, a different decision tree will be adjusted for every node.
Figure 5.9 shows the ROC curve for the node number 1 when the dataset is split by nodes.
Comparing Figures 5.8 and 5.9, the second model exhibits a better prediction power. Besides,
the AUC value is higher because the second plot is nearer to the top-left corner. The cost to
pay for this performance improvement is a higher computational load and an increase in the
network control traffic.
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Figure 5.9: Decision Tree ROC with split dataset
In the following subsection, these two possibilities will be evaluated in a networking scenario
with the ns-3 simulator, but first, the machine learning model implementation will be covered.
5.2.4 Machine learning implementation in the ns-3 simulator
As it was explained above, the self learning algorithms were training and validated with perfor-
mance metrics such as ROC curves. However, the purpose of this dissertation is to propose a
congestion control mechanism for a real data network. Therefore, the performance model will
be evaluated in a more realistic environment through network simulations. For this purpose, the
learning models will be exported to c++ code. To this end, the DecisionTreeToCpp tool [100]
was modified in order to export automatically the different models to ns-3 simulator syntax.
Note that there is a specific model per node, and thus, each exported model will have its own
decision rules.
Figure 5.10 shows the machine learning framework implemented for multi hop wireless network.
This figure shows how the data collection is done through network traces where different simu-
lation runs (serially or parallel) are conducted. Besides, the collect data is process with analysis
scripts. The objective is to clean the collected data and organized them in a structured way.
Then, the features and classes are extracted. Next, the training stage is carried out where the
tuning of the parameters and the validation are done. Finally, the model are exported to c++
code.
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Figure 5.10: Machine learning framework.
Validation of the classsifier with ns-3 simulator
The first two experiments carried out are related to the evaluation of the training dataset. On
the one hand, the complete dataset will be used to generate the model. Remember that in
this case all smart meter will have the same decision rules. On the other hand, the training
dataset will be divided by node. That is, each node will have its own decision rules. For this
two experiments, a Smart Grid NAN scenario made up of eight smart meters and one data
concentrator (as already seen in Figure 5.4) has been considered. Remember also that in this
first evaluation, only one traffic class is transmitted upstream from the smart meters towards
data concentrator. The packet length and the packet generation rate distributions have been
selected with the same values used for the generation of the training data set (Table 5.2).
Figure 5.11 presents the results of these two experiments in terms of packet delivery ratio, net-
work throughput and transit time. As it can been seen from the plots, the network performance
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is better than the basic HWMP when the MLCC mechanism is applied.. Besides, the prediction
power is even greater when the training data set is split by node. For instance, in the absence of
a congestion control mechanism the PDR only peaks 26%. However, when the machine learning
model is applied, the PDR reaches 50% and this value increases to 98% when the data set is split
by node. Similar results are presented with network throughput where the machine learning
classifier exhibits better results. That is, more information is correctly transmitted to the data
concentrator. Finally, the network transit time is decreased more than a half with the proposed
solution.
From these preliminary results, it is possible to conclude first that the proposed mechanism will
effectively improve the network performance. Second, dividing the data set by nodes represents
an even greater improvement, although it also implies a greater operational complexity in the
network.
1
traffic type
0
50
100
P
D
R
(%
)
Uncontrolled MLCC
1
traffic type
0.00
0.25
0.50
0.75
A
tt
ai
n
ed
th
ro
u
gh
p
u
t
(M
b
p
s)
1
traffic type
0
200
400
N
et
w
or
k
tr
an
si
t
ti
m
e
(m
se
cs
)
(a) Dataset complete.
1
traffic type
0
50
100
P
D
R
(%
)
1
traffic type
0.0
0.5
1.0
A
tt
ai
n
ed
th
ro
u
gh
p
u
t
(M
b
p
s)
1
traffic type
0
200
400
N
et
w
or
k
tr
an
si
t
ti
m
e
(m
se
cs
)
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Figure 5.11: Packet delivery ratio, network attained throughput and transit time. Network
size 9 nodes.
5.2.5 Features selection
Overfitting is a common problem in machine learning, where a model performs well on training
data but does not generalize well to unseen data. If a model suffers from overfitting, it also has
a high variance, which can be caused by having too many parameters that lead to a model that
is too complex given the underlying data [1]. The previous evaluation experiments have been
carried out using a high dimensional training dataset with many features that can be irrelevant
in some cases.
In order to reduce the dataset dimension as well as the model complexity, regularization tech-
niques will be used. Regularization allows to reduce generalization error (prediction error to
unseen data) by introducing a penalty for complexity. L1 regularization is typically used for
feature selection which is important for our case of analysis because a large number of features
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are available. With this technique, only the most relevant features for training the data will be
used, and thus the model complexity is reduced (less number of rules).
With regularization, a ranking has been created where the different features of the dataset are
sorted by their relative importance. Figures 5.12 and 5.13 presents the features importance
at each each node, and for the previous two experiments (dataset complete and dataset split
by node). Note that the feature importance plots are normalized. Besides, Figure 5.13 shows
how when the dataset is split by node, in most of the cases, the most relevant features at each
node are their own features. However, when the whole dataset is used by all the network nodes
(Figure 5.12) the most important feature is related to the data concentrator.
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Figure 5.12: Features importance (dataset complete).
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Figure 5.13: Features importance (dataset split by node).
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Figure 5.13: Features importance (dataset split by node) (cont.).
On the other hand, Figure 5.14 shows the number of features needed to reach a certain accuracy
score (80, 85 and 90%). As expected, that the higher is the target accuracy score, the more
features will be needed.
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Figure 5.14: Number of features needed to reach the target testing score, Network size 9
nodes.
In order to illustrate the benefits obtained by applying feature reduction, a new set of simulations
has been carried out. In this case, the models (per node) are generated with the most important
characteristics to obtain an accuracy score of 85%. At the beginning of the training phase, the
model is trained with the most relevant feature, and if the model does not meet the target
testing score, the second most important feature will be added for the new training and so on.
Moreover, a maximum number features of 6 was set up as a trade-off between a good accuracy
and complexity reduction of the model.
Figure 5.15 shows the results in terms of packet delivery, throughput and transit time. As can
be seen, the obtained results are pretty similar to those presented previously in Figure 5.11.
However, with feature reduction, the model complexity was reduced.
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Figure 5.15: Packet delivery ratio, network throughput and transit time (selected features
are computed for a target accuracy of 85 %).
5.3 Machine learning based on traffic priorities
In the previous section, a machine learning congestion control mechanism was presented. How-
ever, the proposed classifier does not take into account the priority of the traffic class. Similar
to the solutions presented in previous chapters, each traffic type has its own QoS requirements
where the traffic class 1 has the highest priority and traffic 4 has the lowest priority. There-
fore, a new dataset that includes different types of traffic has to be built. For this purpose,
the data collection and data processing steps must be modified. In order to understand the
methodology used to create a dataset with different traffic types, a simple example will be used.
This approximation is shown in Figure 5.16 for two packets that belong to two different traffic
classes.
Chapter 6. Machine Learning Congestion Control mechanism 98
1 2 3
4 5 6
97 8
Sample 1 Sample 2
Sample 3
Sample 5Sample 6
sample
Packet
ID
 qclass
1 1 ρ₁ զ₁1
2 2 զ₁2 ρ₁
3 2 զ₄2 ρ₄
4 1 զ₄1 ρ₄
5 2 զ₇2 ρ₇
Repository
time
t1
t2
t3
t4
t5
Sample 4
Sample 8
Sample 7 Sample 9
Sample 10
6 1 ρ₇ զ₇1
7 2 զ₈2 ρ₈
զ₈
9 2 02 ρ₉
10 1 01 ρ₉
t6
t7
t8
t9
t10
8 22 ρ₈
Figure 5.16: Passive monitoring technique used to build a training dataset considering differ-
ent traffic types.
For the new data collection process, the traffic flows were implemented as follows. The two
packets are transmitted at the same time, and they have a commonID identifier included in
their packet header that links them hop by hop. Basically, the objective of having a common
identifier commonID, is to analyze how the transmission of data belonging to traffic type 2
penalize the traffic type 1 in terms of successful packet reception and network packet transit
time. Besides, in this example the two traffic type are transmitted at the same rate. However, in
the real data collection used later, different combinations of traffic patterns were implemented.
For instance, one combination is maintaining the rate of traffic type 1, and increasing the rate
of traffic type 2, and observing how the traffic type 1 reduces its performance.
In order to build the training dataset, the network transit time requirements for each class are
verified according to the example values presented in Table 5.5. First, if the network packet
transit time requirement for traffic type 1 is not met, the packet is considered as ”not received”.
Thus, the traffic types with lower priorities are set up to not received. Remember that this is an
approximation, and maybe the transmission of the packet traffic type 2 was not the only cause
for the traffic type 1 packet loss. Second, the same approach will be applied when transmitting
more than two traffics. Remember that all the data processing is done thanks to the commonId
identifier which links the different traffic types.
Table 5.5: Network transit time values used in the data processing.
Class Network transit time
1 50 ms
2 100 ms
In the next subsection we will evaluate a Smart Grid data scenario where two types of traffic
are transmitted. On the one hand, the system will provide congestion control in situations of
high network load. On the other hand, the solution will give higher transmission priority to
traffic type 1.
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5.3.1 Simulation results
For the evaluation of the mechanism, the same previous NAN scenario has been considered.
Besides, there are two traffic types transmitted upstream from the all smart meters towards
the data concentrator. The packet length and the packet generation rate distributions have
been selected as exponential for both data flows, and their values are 200 Bytes and 100 pkt/s
respectively.
In order to build the training dataset, feature selection was done for a target accuracy of 85%.
As previously said, with this the complexity (number of decision rules) of the machine learning
model is reduced. Figure 5.17 shows the number of features needed to build the model for node
and for traffic type. From the plots, it can be seen how the number of features has been reduced
from a maximum value of 18 features to a value of 2 for most of the nodes.
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Figure 5.17: Number of features needed to target an accuracy score 85% per node and per
traffic. Network size 9 nodes
Keep in mind that the dataset was split per node and per traffic, and so the samples that were
not generated for the node itself are discriminated in the training. Therefore, each node will
have its own decision rules based on the traffic type to be transmitted. Figure 5.18 shows the
most relevant features for node 1 and for the two traffics types. As can be seen, the most
important features are the networks parameters which belong to each node itself. Furthermore,
the most relevant feature is too high compared with the less important features. Therefore, it
is not needed to use all the features for training the model as it will be shown in the results.
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Figure 5.18: Feature importance for node 1. Network size 9 nodes
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When training the model, the decision tree classifier provided a higher prediction power when the
selected tree depth is 6, and the chosen criterion is entropy. As previously said, the decision tree
parameters were chosen after doing performing several evaluations with different combinations
of parameters.
Figure 5.19 shows the obtained results in terms of packet delivery ratio, network throughput
and transit time. Figure 5.19a shows that in the absence of a congestion control solution a high
percentage of packets will be lost on their way towards the data concentrator. However, when
the ML is applied a 92% of the packers are correctly transmitted to the sink node. Regarding
the attained throughput, as can be seen in Figure 5.19b the value or traffic type 1 is higher
than traffic class 2, and thus, different priorities are correctly given to each traffic. Besides,
the attained throughput is higher compared to the uncontrolled case for both traffics when the
proposed solution is applied. Finally, Figure 5.19c shows the significant improvements obtained
in terms of network transit time with our solution.
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Figure 5.19: Packet delivery ratio, network throughput and transit time (selected features
are computed for a target accuracy of 85 %).
Overall, the previous results indicate the benefits obtained from our congestion control mecha-
nism when two traffics are transmitted on the network. Next, a last set of experiments will be
carried out to verify if the approximation used to differentiate traffic types works for four traffics
types and a larger scenario. In a similar way, the traffic type 1 has the highest QoS needs, while
the traffic type 4 has the lowest QoS requirements. For this purpose, a new data collection and
data processing have to be done as follows. First, if the QoS requirements of traffic type 1 are
not met (packet is not received correctly or out of time ranges), the lower priority traffics are
not considered for transmission. The same will happen if the QoS needs of traffic 2 are not
met. That is traffic type 3 and 4 will not be considered for transmission. As before, for the
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data collection a commonID identifier is included in the packet header in order to link the four
traffic types. The network transit time requirements that will be used for data processing are
presented in Table 5.6. Besides, different combinations of traffic patters were done in the data
collection process.
Table 5.6: Network transit time values used in the data processing.
Class Network transit time
1 50 ms
2 100 ms
3 1000 ms
4 2000 ms
For the evaluation, a network size of 25 nodes has been considered where there are 24 smart
meters transmitting data towards the data concentrator. The packet length and the packet
generation rate distributions have been selected as exponential for the four data flows, and their
values are 200 Bytes and 20 pkt/s respectively.
Given that the current evaluation scenario consists of 25 nodes, the training dataset will contains
50 features. In order to reduce the dataset dimension as well as the model complexity, a feature
selection is performed again for a target accuracy of 85%. Figure 5.20 shows how the number
of features needed to generate the learning model is reduced from 50 to almost 2 features for
almost all the nodes. In this case, feature selection greatly reduced the model complexity. With
this strategy, each node will train its model based on its most relevant features as it is shown in
Figure 5.21. For this case, the classifier predictive power performed better when the tree depth
is configured to 4.
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Figure 5.20: Number of features needed to reach the target accuracy score of 85%. Network
size 25 nodes).
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Figure 5.21: Feature importance for node 13. Network size 25 nodes.
The obtained results are shown in Figure 5.22. Figure 5.22a shows that in the absence of
a congestion control solution a 75% of packets will be lost on their way towards the data
concentrator. However, with the proposed solution, the PDR is 100 % for all traffic types.
Besides, Figure 5.22b shows how in network congestions situations the traffic type 1 is strongly
favoured in terms of throughput, and different priorities are given for each traffic type. Finally,
Figure 5.22c shows the significant improvements obtained in term of network transit time with
our solution.
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Figure 5.22: Packet delivery ratio, network throughput and transit time (selected features
are computed for a target accuracy of 85 %).
5.4 Conclusions and future work
In this chapter, a congestion control mechanism based on machine learning has been presented,
implemented and evaluated from scratch.
First, a data collection process that involves different network traces have been implemented.
These network allow to capture valuable network parameters at network, MAC and physical
layers. In other words, to capture all the traffic going through the network. There are different
NAN applications data packets transmitted over the network, and taking advantage of this, a
learning model will be generated to make knowledge from historical data. With this strategy,
the proposed mechanism will predict whether or not to transmit the NAN applications based
on the current network load. The forwarding decision rules depend on the traffic type and its
QoS needs.
As mentioned throughout the chapter, the predictive power of the model is based on how
meaningful is the training dataset. Thus, in the first part of the chapter how to correctly
generate the training dataset was explained. It was concluded that disaggregating the training
dataset per node and then per traffic increases the prediction power of the self-learning model.
Besides, feature reduction was implemented to reduce the complexity of the model. For this
purpose, L1 regularization was computed to select the most meaningful features.
The decision tree classifier was used to generate the prediction model. DTs are easy to imple-
ment, and for our case, gives a good performance in terms of accuracy. However, other learning
models could have been implemented as well. The classifier performance lies in the dataset itself
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and model parameters used for training. In order to evaluate the classifier, the ROC curve was
used to assess the prediction power to unseen data.
In addition, the models was also evaluated again in a Smart Grid NAN scenario. The obtained
results show how the proposed solution improves the network performance in terms of PDR,
network throughput and transit time.
It should be noted that this machine learning based congestion control mechanism is based
on a programmed framework. This framework is responsible for generating the network traces,
processing the captured traffic, training the models, and finally exporting them in the simulator.
As future lines of work, machine learning signaling will be proposed and implemented in order
to propagate the network parameters to the whole networks. In this work, it has been assumed
that all the nodes knows the network state at anytime. However, it is an ideal case and a
robust control signaling has to be added. Besides, other features such as emergency awareness
and fairness in the distribution of network resources among all the network nodes, will also be
considered.
Chapter 6
Conclusions and Future Work
Wireless mesh networks (WMN) have attracted the attention of many researchers for a long
time. They have been evaluated in many research areas and one of them is the Smart Grid
networks. Smart grids are an evolution for the traditional electricity networks, where a data
communication network is available to complement the traditional electrical infrastructure. On
the one hand, the electricity network is responsible for generating, transporting and distributing
this valuable resource to subscribers. On the other hand, the data communication network
includes a robust architecture that provides a large number of services. The Smart Grid data
communication network comprises three subnetworks: the Home Area Network (HAN), the
Neighborhood Area Network (NAN) and the Wide Area Network (WAN). Each part of the
Smart Grid data communication network fulfills different purposes.
In this thesis, the proposed solutions are focused on improving the network performance for
the Neighborhood Area Networks. These networks interconnect the different smart meters and
other home appliances with a data concentrator. Several NAN applications are transmitted
bidirectionally. For instance, meter reading, power quality or electric vehicle traffic charge
information are transmitted from the smart meters towards the data concentrator. Meanwhile,
the control center transmits for instance demand response information in order to take corrective
solutions in anomalous network situations.
Among the different network technologies available nowadays, Wireless mesh networks have
emerged as a very promising candidate to improve the utility, performance and usability of the
NANs. Thus, the main contributions of this thesis are devoted to improve the data routing,
provide fair distribution of the network resources, and finally to present different solutions
to deal with network congestion. The following subsections summarize the most important
characteristics of each of the proposals, as well as some future lines of work.
6.1 Multi-path and multi-channel routing for HWMP
The first contribution of this thesis is the proposal of a new routing mechanism for the Smart
Grid NANs when the selected network technology is the IEEE 802.11s WMN, the Multi-Path
Multi-Channel Hybrid Wireless Mesh Protocol (MPC-HWMP), which is a modification of the
default HWMP. MPC-HWMP computes all the possible paths between the smart meters and
the data concentrator. With this strategy, the most priority traffics are transmitted through
the best paths, while the traffic types with lower QoS needs are transmitted for the worst paths.
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Keep in mind that the paths are ranked according to the airtime link metric. That is, the
best paths are the ones with the lowest metric. In order to improve even more the benefits
obtained, a multichannel allocation mechanism was also proposed. The multichannel allocation
scheme separates the control and the data traffic in different channels. The dedicated control
channel is assigned for the path discovery mechanism. With the multipath proposal, there are
more control frames transmitted in order to maintain the multiple paths, and thus, the protocol
overhead is increased. In order to mitigate this problem, the data channels are used exclusively
to transmit the NAN applications. Besides, the most priority traffic types are transmitted for
the less congested channels. Basically, the proposed solution allows a better distribution of
network resources, since all smart meters transmit a portion of the network traffic.
In order to evaluate this proposal, an Smart Grid NAN scenario with different network sizes
and bidirectional data traffic was considered. Besides, the default HWMP and MPC-HWMP
proposal were evaluated for two different load conditions: a high network load and an extreme
congestion situation. The numerical results showed how as the network size is increased, the
network became more congested. Therefore, PDR and network throughput values are decreased
for all traffic types. However, the attained throughput and PDR are higher when the MPC-
HWMP was used, and the benefits obtained are even greater in the extreme congestion situation.
Besides, each traffic type is served based on its priority (QoS). When evaluating the network
transit time, the best performance is again obtained with the MPC-HWMP proposal.
When using the MPC-HWMP proposal, the routing table size is increased in order to store the
multiple paths to a given destination. Therefore, the cost in terms of memory needed (MBytes)
to store the multiple entries was also evaluated. It was concluded that the increased memory is
not a problem in a NAN environment, where the number of nodes is fixed and they could not
grow indefinitely. Furthermore, these additional memory requirements are not a problem for the
current devices. On the other hand, the number of PREQ and PREP messages transmitted over
the NAN are also increased with MPC-HWMP. Thus, the protocol overhead was also evaluated.
For this purpose, the control channel utilization factor was also analyzed. It was observed that
the control channel utilization factor never reaches high values.
Overall, the results obtained showed the improvements in terms of PDR, network throughput
and transit time. As future lines of works, nodes reputation will be added to the multipath
routing mechanism. For this purpose, graph theory and conflicts graphs will be used.
6.2 Emergency and fairness aware mechanisms for congestion
control
As previously stated, there are several applications transmitted over the NAN, and some of
them can be affected for network congestion and emergencies situations. In this context, traffic
types with higher QoS needs have to be prioritized because most of them are critically important
for the correct NAN operation. In this chapter, the improvements obtained by means of the
application of two new congestion control proposals are summarized.
The fist mechanism is the Emergency Aware Congestion Control - HWMP (EA-HWMP) which
deals with network congestion and emergency situations. The selected technology is again the
wireless mesh networks made up of smart meters and one data concentrator. The proposed
mechanism is based on the definition of some congestion control functions, which provide dif-
ferent transmission probabilities taking into account the current network load, the emergency
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state and the traffic type. To this end, each node periodically measures the current channel uti-
lization factor and the emergency state and, based on these measurements, different forwarding
decision are taken. When the network is congested, the mechanism increases the transmission
probability for priority traffics by discarding less important traffics. Besides, the transmission
probability is even higher when the emergency state is increased. Emergency states are intrinsic
or extrinsic to the NAN, and they can be triggered manually or automatically. To notify the
emergency states, special messages are broadcast to the whole network by using a dedicated
control channel.
Furthermore, a multichannel allocation scheme was coupled to the proposed solution. In the
same way, the multichannel scheme involved two tasks: split data and control traffic, and
channel switching. In a not congested scenario, NAN applications are transmitted only for
one data channel. The ideal is to transmit all data by using one channel in order to avoid
the problems related to channel switching. However, if the current channel exceeds a certain
congestion threshold, more channels are used for data transmission to alleviate the network.
The EA-HWMP was evaluated again in a Smart Grid NAN environment where different network
sizes were considered. This proposal was compared with the basic HWMP in two scenarios. The
first scenario tested how the congestion control mechanism reacts when the most priority traffic
type begins to saturate the network. In this case, the congestion control functions based on
the local measurements prioritize this traffic class by discarding less priority traffic types. The
second scenario contemplated three different emergency states (normal, medium and high) with
high network load. From the obtained results, it can be seen how the system adjusted the
congestion control functions in order to prioritize again the most priority traffic types, specially
in high emergency situations.
Similar to the previous proposal, EA-HWMP and HWMP were evaluated in terms of PDR,
delivered throughput, transit time and channel utilization factor. The result showed the benefits
obtained when the EA-HWMP is used, specially in high network loads and in high emergency
states.
The second proposed congestion control mechanism has the main objective of obtaining a fair
distribution of network resources to all the network nodes. Note that smart meters are static
nodes and therefore, some of them may be more favored depending on their geographical loca-
tion. That is, nearer nodes to the data concentrator could be able to deliver higher throughput
to the data concentrator. Besides, some nodes can monopolize the use of network resources if
their packet generation rates are not regulated. Therefore, a feedback has to be given to the
sources in order to not overload the network. In this context, the proposed Fair and Distributed
Congestion Control (FDCC) consists of a set of algorithms to deal with network congestion and
fairness in the QoS provision. With FDCC, all the nodes have the same opportunities to cor-
rectly deliver their NAN applications to the data concentrator regardless of their geographical
location and transmission rate. Furthermore, the distributed solution is applied in the source
nodes and not in the relay nodes as was presented in the previous proposals. The objective is
mainly not to transmit packets that will be dropped on their way to the data concentrator.
FDCC was evaluated in terms of PDR, network throughput, network transit time and fairness
metrics. Besides, FDCC was compared with the EDCA mechanism, and the benefits are re-
marked with the proposed mechanism. Basically, FDCC and EDCA mechanisms provides traffic
differentiation in different ways. When EDCA is used, a full priority of transmission is given
to a single class and it is applied locally. That is, EDCA processes frames according only to
their traffic types and does not differentiate the flows from the different source nodes. There-
fore, EDCA mechanism is independent of the global state of the network. However, the FDCC
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solution is applied globally and all source nodes and their data flows are fair served according
to its priority.
The obtained results showed how the network congestion is avoided with FDCC (PDR of almost
100%), and all the network resources are fair distributed to all network nodes (same attained
throughput). Besides, all traffic types met their minimum QoS requirements.
It should be emphasized that the algorithm is agnostic to the routing protocol, network and
MAC layers. In this case, and to carry out and provide studies on a greater diversity of scenarios,
a classical wireless ad hoc network was the selected technology to deploy the NAN. The AODV
routing protocol and the latest IEEE 802.11ac were used in the network and physical layer
respectively.
As future work, the congestion control mechanism will be applied in different environments,
specially in crowded scenarios with mobile nodes. Besides, an emergency system will be coupled
to the FDCC proposal.
6.3 Machine learning congestion control mechanism
Today there is a large amount of data available, and many researchers have focused their efforts
on generating knowledge from this data. With this in mind, in this thesis a congestion control
mechanism based on machine learning techniques has also been proposed. These decisions are
based also on the traffic type. That is, priority traffic types will be more likely to be transmitted.
Data collection is the most important process to generate the model. For this reason, in this
thesis a framework was programmed to create the model from scratch. That is, the frame-
work generates different network traces to capture all the traffic transmitted on the network.
These traces represents different network parameters such as channel utilization factor or buffer
occupancy. Furthermore, the methodology used to create a dataset that contemplates traffic
differentiation is deeply covered. Besides, how to process this data and generate a good and
meaningful data set was also proposed. To this end, techniques such as feature reduction and
granularity of the dataset were employed. These techniques allow to reduce the model com-
plexity (number of decision rules), and also to increase the prediction power to unseen data.
Therefore, the most important features are used for training as well as dividing the dataset ac-
cording to the belonging characteristics of the node. That is, samples that were not generated
by the node are discriminated in the learning process.
The learning model selected is the decision trees, and their best tuning parameters were chosen
though an extensive number of simulations. This classifier was evaluated with the well-known
performance metric ROC curve. The validation exhibited the high predictive power of the
model generated. The prediction power was also evaluated in a more realistic environment
through network simulations. For this purpose, a NAN scenario was evaluated for different
cases. Basically, in each case, the number of traffics types were increased. In the first case, just
one traffic type was considered, and it was used to evaluate the congestion control mechanism.
The other two cases considered a larger network size where more traffic classes are transmitted.
Here, the congestion control mechanism and traffic differentiation were evaluated together. The
obtained results showed how the network performance (PDR, network throughput and transit
time) is increased when the machine learning model is used. Besides, the trained model is able
to provide traffic differentiation based on the current network load. Finally, the methodology
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carried out for data collection with different traffic priorities performed well. However, as future
work other methodologies will be proposed.
As a final conclusion it can be emphasized that all the thesis objectives were addressed, and the
most important characteristics of each proposal are summarized in Table 6.1:
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