We introduce a parameter space containing all algebraic integers β ∈ (1, 2] that are not Pisot or Salem numbers, and a sequence of increasing piecewise continuous function on this parameter space which gives a lower bound for the Garsia entropy of the Bernoulli convolution ν β . This allows us to show that dim H (ν β ) = 1 for all β with representations in certain open regions of the parameter space.
Introduction
Given β ∈ (1, 2), the Bernoulli convolution ν β is the weak * limit of the measures ν β,n given by ν β,n = a 1 ...an∈{0,1} n 1 2 n δ n i=1 a i β −i .
These give a simple family of overlapping self-similar measures and have been the subject of intensive study since the 1930s. In particular, the question of which parameters β give rise to measures which are singular or which have dimension less than one has been extremely well studied. Erdős showed that Pisot numbers give rise to singular Bernoulli convolutions [3] , and Garsia showed that dim H (ν β ) < 1 when β is a Pisot number [4] . It remains unknown whether there are any other parameters that give rise to singular Bernoulli convolutions.
Recent work of Hochman [9] showed that for algebraic β the dimension of ν β can be given explicitly in terms of the Garsia entropy of β,
The Garsia entropy H(β), defined in Section 2, is a quantity which measures how often different words a 1 . . . a n give rise to the same sum defined after normalizing by log(β). It follows from the definition that if β is not a height 1 algebraic integer then H(β) = log (2) , and hence dim H (ν β ) = 1. Very recently Varju has shown that if β is non-algebraic then dim H (ν β ) = 1 [10] . Thus the problem of understanding which parameters β give rise to Bernoulli convolutions of dimension less than one has been reduced to one of understanding Garsia entropy for algebraic β. The following question is open:
Is it the case that dim H (ν β ) = 1 for all β ∈ (1, 2) with at least one algebraic conjugate of absolute value larger than one?
In this article we are concerned with computational approaches to H(β). This question was studied by Hare and Sidorov in [6, 7] and it was shown that H(β) > 0.82 log(β) and so dim H (ν β ) > 0.82. This was done by giving lower bounds for H(β) which are piecewise constant as a function of β ∈ (1, 2) . With a view to Question 1.1, we look instead for lower bounds on H(β) whenever β has a conjugate β 2 of absolute value larger than one, where the parameter β 2 is used in the computations. That is, we define the space
We say (β 1 , β 2 ) ∈ B represents β if β = β 1 and β 2 is a Galois conjugate of β 1 . Thus algebraic β may have multiple representations in the space B, and each β to which Question 1.1 applies has at least one representation in B. We are able to construct piecewise constant functions L n : B → [0, log 2] such that L n (β 1 , β 2 ) ≤ H(β) whenever β is represented by (β 1 , β 2 ) ∈ B. We stress that in order to show that dim H (ν β ) = 1 using equation (1.1) we need only to show that H(β) ≥ log(β), and so crude approximations to H(β) can be useful in determining the value of dim H (ν β ) exactly.
Using these ideas, we give two types of computational results later in the paper. The first is to find open regions of B such that any algebraic number with a representation in the open region must give rise to a Bernoulli convolution of dimension one. If we were able to extend our open regions to cover all of B this would answer Question 1.1. The second set of computational results concerns studying specific algebraic integers of small degree and proving that they have dimension one.
Bounds on Garsia Entropy using algebraic conjugates
To define the Garsia entropy H(β), first let
where the sum is over all words a 1 . . . a n ∈ {0, 1} n and N n (a, β) = N n (a) = N n (a 1 . . . a n ) is given by
Then the Garsia entropy is given by
We further have
These ideas trace their origins to the work of Garsia in the 1960s, and were proved for example in [1] .
The utility of Lemma 2.1 lies in the fact that it allows us to simplify the computation of N n (a). Rather than checking all of the 2 n words b 1 . . . b n to see whether n i=1 a i β −i = n i=1 b i β −i , we need only check those words b 1 . . . b n such that for each m < n and for each Galois
If β has no Galois conjugates of absolute value one then this allows one to turn the question of Garsia entropy into one of the growth rate of random products of a pair of finite matrices M 0 (β), M 1 (β), see [1] . To get very good estimates of H(β), the approach using random products of matrices is effective, however the matrices are extremely large (and hence expensive to compute) and grow very rapidly as the degree of the minimal polynomial of β grows. Moreover, the function β → M(β) is not continuous among algebraic β ∈ (1, 2), and so this approach is not effective in proving that dim H (ν β ) = 1 for all β in some region.
In this article we introduce an alternative approach to computation of H(β) which combine the ideas of Lemma 2.1 with the ideas of [6, 7] and [1] . Essentially our approach is to give a lower bound for H(β) in terms of counting the number of words (ǫ 1 , . . . ,
for j = 1, 2. This lower bound depends only on (β 1 , β 2 ), and hence is defined as a function on B.
2.1. The real case. In this section, we will discuss the case of β 1 ∈ (1, 2) where β 1 has a real conjugate β 2 with |β 2 | ∈ (1, 2). The modifications needed to deal with a complex conjugate or take advantage of multiple conjugates are discussed in Section 2.2.
Let T 0 (x, y) = (x/β 1 , y/β 2 ) and T 1 (x, y) = (x/β 1 + 1, y/β 2 + 1). Let
We then have K = T 0 (K) ∪ T 1 (K). One can easily check that the following is true.
• If β 2 > 1 then
Define the region I β 1 ,β 2 by
Finally, define the quantity L n (β 1 , β 2 ) by
and in particular
Thus we get the desired inequality for a by using (x, y) = T a 1 • . . . • T an (0, 0).
To show that L n (β 1 , β 2 ) is supadditive we show that
Suppose that (x, y) is some pair for which the supremum in the definition of m n+k is achieved. Applying inverse maps gives
But from Lemma 2.1 we have that for any a 1 . . . a n+k in the above set it is also necessary that (T a 1 • . . . • T an ) −1 (x, y) ∈ I β 1 ,β 2 . One can split the above set and see
This implies that the quantity − log(m n ) is supadditive, and hence that L n (β 1 , β 2 ) is supadditive and that (2.2) holds. Furthermore, for each n the subadditive quantity H n (β 1 ) satisfies
Thus, using (2.2), we have
for any n ∈ N.
Proof. We need only to show that m n (
is non empty consists of finitely many connected pieces. Since there are finitely many elements of the power set of {0, 1} n , and since m n (β 1 , β 2 ) counts the greatest cardinality of any element of this power set for which the above intersection is non-empty, we see that m n is piecewise constant as a function of (β 1 , β 2 ). Hence the result holds for L n .
Thus one can by a finite calculation give open regions R n inside B with positive Lebesgue measure such that the Bernoulli convolution ν β 1 has dimension one for all β 1 with a representation (β 1 , β 2 ) ∈ R n .
Example 2.4. For β 2 > 1.8 then m 2 = 1, regardless of the value of β 1 . This will imply that H(β 1 ) ≥ log 2 and hence
The function L n is our main tool for giving lower bounds for H(β) which hold for whole subregions of B. In the next subsection we show how to deal with the case that β 2 is complex. We also show how to get better lower bounds using more Galois conjugates, this is useful when there is a specific β that we wish to study.
2.2.
The complex and multiple conjugate case. In the previous section, we discussed the case when the second conjugate was a real number with absolute value greater than 1. These techniques can be modified to any number k of (real or complex) conjugates β i with |β i | > 1. To do this we need to find regions analagous to
where the β i are real or complex conjugates of β 1 . Here
If β i is a real number, we see that this component of K will be contained in 0,
We have that this component of T a 1 • . . . • T an (K) is easily bounded in the obvious way. If β i is a complex number, we bound both the real part of K and the imaginary part of K. We see that
and similarly for the imaginary component. To bound T a 1 •. . .•T an (K) fix the first n terms in the sums above and start the sum involving max or min at n + 1.
From this we are able to define a region I β 1 ,...,β k which is a product of intervals and which bounds K. As before, we define
. . a n :
and L n (β 1 , . . . , β k ) = n log 2 − log m n . The function 1 n L n is again piecewise constant on β 1 , . . . , β k and gives a lower bound for H(β) when β = β 1 is algebraic with Galois conjugates β 2 , . . . , β k . The analogue of Proposition 2.2 holds for L n (β 1 , . . . , β k ).
Having extended our definition of β 1 , β 2 to the complex case, we are now able to give lower bounds for H(β) all across the region B. Looking at more than two Galois conjugates is also useful when studying a specific β.
2.3.
Further comments on L n . We make several brief observations about our methods for giving lower bounds for H(β) on regions of B.
Firstly we note that we are not able to deal with β 1 = β 2 , since in this case adding β 2 does not give us any new information. If we use only information about β 1 then we are in the case of the papers [6, 7] . In that case m n relates to the supremum over x ∈ [0, 1 β−1 ] of the number of sequences a 1 . . . a n for which
. By the pigeon hole principle, some such interval will always contain points corresponding to at least ( 2 β ) n sequences. Thus one cannot have L n (β) ≥ log(β).
Since this line β 1 = β 2 causes a particular problem for our techniques, it would be useful to know whether the constant c in Theorem 5 of [2] , for which an approximate value of 0.44 was given, could be improved to give a constant larger than 0.5. In that case one would automatically have that algebraic β with Galois conjugate β 2 of similar modulus to β have dimension one, and so values close to the problematic line β 1 = β 2 would be solved by other methods.
Secondly we note that when using multiple conjugates of β 1 , it is not useful to use both β 2 and β 2 . The reason for this is that all calculations involving these two terms are equivalent under complex conjugation, and no new information is derived.
Finally, one might wonder how close the limit lim n→∞ 1 n L n (β 1 , β 2 ) is to H(β 1 ). For this we draw analogy with the one-dimensional case. If we were to ignore the restrictions on β 2 in our calculations, as in [6, 7] , then the quantity analogous to L n would be counting the maximal number of level n intervals in the construction of the Bernoulli convolution that cover any one point. Thus the quantity analogous to 1 n L n (β) converges to the infimum of the local dimension of ν β . This point is explained more carefully in [5] .
In our case the attractor of our iterated function system {T 0 , T 1 } is not self-similar but instead is self-affine. Dimension is a more delicate matter for self-affine sets, but it is still useful to regard the difference between H(β) and lim n→∞ 1 n L n (β 1 , β 2 ) as analogous to the difference between Hausdorff dimension and infimum of local dimension of a selfaffine measure. If β has more than one conjugate of absolute value greater than one then the analogy breaks down, instead the correct thing to do would be to do calculations involving all of the conjugates of absolute value larger than one.
Techniques for studying specific β
We begin with some observations which are useful if one wants to study H(β) for some specific algebraic β.
Define rev and neg by rev(a 1 a 2 . . . a n ) = (a n a n−1 . . . a 1 ), neg(a 1 a 2 . . . a n ) = (ã 1ã2 . . .ã n ),
Lemma 3.1. Let β 1 be an algebraic number with real conjugate β 2 . Then (1) N n (a, β 1 ) = N n (a, β 2 ).
(2) N n (a, β 1 ) = N n (rev(a), 1/β 1 ).
(3) N n (a, β 1 ) = N n (neg(a), −β 1 ).
Proof. We will do case (3) only. The rest are similar. Notice that the map neg : {0, 1} n → {0, 1} n is a bijection. Hence
Corollary 3.2. Let β 1 > 1 be an algebraic number with real conjugate β 2 . Then k used
1.487476001 1.045530520 7 ∈ (1, 2) is a Pisot number and the minimal polynomial of β 1 is at most degree 50. All of these β 1 , with the exception of the golden ratio, satisfy the conditions of Corollary 3.3 and hence all of them, with the exception of the golden ratio, have dim H (ν β 1 ) = 1.
Conjecture 3.5. If β 1 ∈ (1, 2), β 1 = 1+ √ 5 2 , has a real conjugate β 2 such that 1/|β 2 | is a Pisot number, then dim H (ν β 1 ) = 1.
Example 3.6. These methods are also effective in the case of nonhyperbolic β. For example, in Table 3 .1 we list the 4 non-hyperbolic polynomials dividing a height 1 polynomial of degree at most 8. The third polynomial has 2 roots of modulus 1, 2 additional real roots and 4 additional complex roots. The others all have 4 roots of modulus 1, and 4 additional real roots. These examples are not amenable to the techniques of [1] because of the roots of modulus one, and yet a short calculation shows that they all have dimension one.
Computational Results -Numeric
In this section we will discuss the case where β 1 > 1 and a real conjugate β 2 with |β 2 | > 1. For many values of β 1 and β 2 , a computation of degree k for some fixed k actually proves value for m k for neighbourhood (β 1 − ǫ 1 , β 1 + ǫ 1 ) × (β 2 − ǫ 2 , β 2 + ǫ 2 ). This will further show that for this neighbourhood that the dim H (ν β ) = 1.
With this in mind, Figure 4 .1 is a graph of points (β 1 , β 2 ) such that if a polynomial p(x) has roots "close to" β 1 and β 2 then dim H (ν β ) = 1. We have a large region [1, 2] × [1, 2] for which we know the dim H (ν β ) = 1 by Corollary 3.3. An additonal subregion of [1, 2] × [1, 2] is given by [8, Theorem 6 .6] which we quote below. In Theorem 4.1, S 1 is a curve such that for all (β 1 , β 2 ) on this curve we have for that any point (x, y) = i a i (β −i 1 , β −i 2 ) has at most two expansions. Moreover any point above this curve will have at most one expansion for any point. This in turn implies that m k ≤ 2 for all k and hence for any points on or above this curve that H(β 1 )/ log(β 1 ), H(β 2 )/ log(β 2 ) > 1. Stronger results are also possible, although they are not as clean a description. See [8] for more details.
2 ) be the two roots of P k between 1 and 2, with β
Then (β 1 , β 2 ), (β 2 , β 1 ) ∈ S 1 . A similar thing has been done in Figure 4 .2, except that we consider −2 < β 2 < −1 instead. In theory it should be possible to find an equivalent result to that of Theorem 4.1 for 1 < β 1 < 2 and −2 < β 2 < −1, but this has not been done.
Computational Results -Symbolic
In this section we discussion some computational results using these techniques for explicit algebraic integers. The techniques described in Section 2.2, although useful in some situations, do not appear to be computationally feasible in all situations. For example, there are 161 polynomials dividing a height 1 polynomial of degree at most 5. A region of (β 1 , β 2 ) with β l > 1 for which
Of these, 44 have a root in the interval (1, 2) . Of these, 27 have an additional root outside of the unit interval. By Corollary 3.3, we have that 7 of these 27 polynomials have dim H (ν β ) = 1. See Hence there are 20 algebraic integers for which we need to perform the calculations from Section 2 to verify if dim H (ν β ) = 1. Table 5 .2 lists 10 algebraic integers for which we can prove dim H (ν β ) = 1. We also list the minimal value of k for which m k proved this result. The remaining 10 were not computable within a reasonable amount of time, and are given in Table 5 .3. For those that were not verfied in Table 5 .3, it was quite often easier to determine if the method could verify the result, than to actually compute a lower bound for the Garsia entropy. If we could find a lower bound for m k , sufficiently large so that L k (β 1 )/(k log(β 1 )) < 1, then we do not need to compute m k exactly. In particular, we need to find a small region J ⊂ I β 1 so that
and where m k,J is sufficiently large to ensure L k (β 1 )/(k log(β 1 )) < 1. A good choice for J is a region determined for a lower degree problem for which m k−1 was maximized.
In Table 5 .3 we have provided a list of algebraic integers for which we do not have a proof that dim H (ν β ) = 1. In addition, we have listed the maximal k computed such that we have an m ′ k sufficiently large so Minimal polynomial root k checked
1.549906073 20 Table 5 .3. Algebraic integers unverified by Section 2.2. that log 2 − 1 k log(m ′ k ) < 1. Notice, in many cases this is much larger than 16, which already proved to be computationally expensive.
Appendix A. Additional data Below we have listed additional algebraic integers which are known to have dimension 1. 
