ABSTRACT In traditional machine learning algorithms, more labeled data are required in model training for better classification accuracy. However, collecting labeled data is an expensive task for real applications. In this paper, a transfer support vector machine (TSVM) technique is introduced to tackle this problem with application to the fault diagnosis of delta 3D printers. Transfer component analysis is first proposed to capture shared features for representing the source and target domains, by cross-domain feature extraction from less labeled data in the source domain and massive unlabeled data in the target domain. Support vector machine is then applied to the fault diagnosis using the transferred features of attitude signals. In the experiments, fault classification rate achieves 83.79% using only 6.7% of the dataset for model training. Compared with peer methods, the results show that the present TSVM exhibits the best performance in extracting the cross-domain feature and improves the accuracy of the 3D printer fault diagnosis.
I. INTRODUCTION
3D printing is a widely used manufacturing technique in the medical, industrial and other sectors. With the significantly increasing application of 3D printing, there are numerous studies on 3D printers. Considering the printing quality of 3D printers, a timely fault diagnosis is very important.
There are many studies on the fault diagnosis of machinery equipment or its components such as gears, bearings, and reducers by using different signals such as vibration signals [1] , eclectic motor signals [2] , instantaneous angular speed [3] , and acoustic signals [4] . Various methods have been reported to improve the fault diagnosis performance. Cui et al. [5] introduced a novel switching unscented Kalman filter method for remaining useful life prediction of the bearing. Li et al. [6] , [7] proposed a variety of fuzzy clustering algorithms for bearing fault diagnosis. Sharifi and Langari [8] proposed a mixture of probabilistic principal
The associate editor coordinating the review of this manuscript and approving it for publication was Dong Wang. component analysis models to address the sensor fault diagnosis in nonlinear systems. Benkedjouh et al. [9] proposed a hybrid model based on Mel-frequency cepstral coefficients and support vector machine (SVM) to machinery condition monitoring. Li et al. [10] proposed a multiscale clustering grey infogram to extract repetitive transients for rotating machinery diagnosis. Long et al. [11] devised a pareto-based evolutionary algorithm. Li et al. [12] presented a random forest model coupled with ensemble empirical mode decomposition. Zhang et al. [13] used an error fusion tool to fuse multiple sparse auto-encoders for dynamic condition monitoring of delta 3D printers.
Most of the above-mentioned methods used traditional machine learning algorithms for modeling. To obtain better classification accuracy, more labeled data are required for model training in those traditional machine learning algorithms. In general, collecting labeled data is an expensive task. Hence, the reuse of historical data and models is an urgent problem to be solved. As one of the solutions, transfer learning can reduce the requirement for expensive labeled data while improving the learning performance. Transfer learning aims to transfer the knowledge between source and target domains by reducing the variance of distribution between the two domains [14] . The purpose of the transfer learning is to reduce the distribution difference between the source and target domains, and to learn a classifier to predict the data label in the target domain by using labeled data in the source domain. Domain adaptation, one of the most vital branches of the transfer learning, performs well in this procedure.
The method of the domain adaptation can be divided into three types: (1) Distribution adaptation; (2) Feature selection; (3) Subspace learning. Pan et al. [15] proposed a new learning method called transfer component analysis (TCA) that can find a representation for domain adaptation. Similar to principle component analysis (PCA), TCA is able to reduce the distributions of the two domains to find shared features representing the source and target domains. Based on TCA, Duan et al. [16] proposed a framework referred as domain transfer multiple kernel learning to deal with the considerable change of feature distribution between two domains. Long et al. [17] , [18] proposed joint distribution adaptation and adaptation regularization-based transfer learning to learn an adaptive classifier. Wang et al. [19] investigated a balanced distribution adaptation method for the transfer learning to adaptively leverage the importance of the marginal and conditional distribution discrepancies. Blitzer et al. [20] introduced structural correspondence learning to identify pivot features and align the distribution between the source domain and the target domain. Long et al. [21] reported transfer joint matching method in a principled dimensionality reduction procedure. Li et al. [22] combined feature selection and structure preservation into a unified framework. Sun et al. [23] proposed an unsupervised domain adaptation method minimize the domain shift without requiring any target labels. Motivated by incremental learning, Gopalan et al. [24] assigned source and target domain as two points on the Grassmann manifold. However, there are two challenges remaining to be resolved, namely, degenerated feature transformation and unevaluated distribution alignment. Subsequently, Wang et al. [25] proposed a method called manifold embedded distribution alignment to address these challenges.
In recent years, the transfer learning has been applied more frequently in the fault diagnosis because of its unique strengthens compared with other traditional methods. Li et al. [26] built a fault diagnosis model for rotating machinery by using vibration measurement deep statistical feature learning. Cui et al. [27] reported a localization diagnosis method for a ball bearing outer ring fault. Shen et al. [28] present a fusion strategy for bearing fault diagnosis. The fusion strategy performed better in accuracy and lower computational load. By enhancing the reuse of gearbox data under various operation conditions, Xie et al. [29] extracted and fused the cross-domain feature from the gearbox data. Yosinski et al. [30] explored how features can transfer in deep neural networks. Wen et al. [31] proposed a fault diagnosis method based on a sparse autoencoder. Carbot-Rojas et al. [32] set up an experiment validation of an actuator fault tolerant control system to keep in continuous operation the counter-current double pipe heat exchanger by using virtual sensor. Han et al. [33] investigated a new framework for fault diagnosis using marginal distribution adaptation to joint distribution adaptation, which can guarantee greater accuracy of the distribution matching.
However, it remains a challenging task to transfer the knowledge with less labeled data in the source domain and large amounts of unlabeled-data in the target domain. This work addressed such challenge via TSVM method with application to delta 3D printer fault diagnosis. The main contributions of this work include: 1) a mapping transformation model was constructed by fusing less labeled data information with a large number of unlabeled sample information; and 2) better consistent features between source domain and target domain using the present TSVM lead to better fault diagnosis for the delta 3D printer with less labeled attitude signals.
The rest of this paper is organized as follows. In Section II, theoretical framework of the proposed method is introduced. In Section III, details of the experiment setup are presented. The comparison algorithm results and the performance analysis are shown up in Section IV. Finally, conclusions are drawn in Section V.
II. METHODOLOGY
In the addressed TSVM, after data preprocessing, TCA was first used to extract cross-domain features from some labeled-data of the source domain and massive unlabeled-data from the target domain. SVM was then employed as a classifier in the present TSVM to achieve better performance for the fault diagnosis of the 3D printer.
A. DATA PREPROCESSING
As TCA projects initial dataset into a higher dimensional space, a lot computational burden is applied to TCA when dealing with multiple dimensional data. For reducing computational load of the present TSVM method, it is necessary to preprocess the original dataset to reduce its dimension. In this work, samples collected from the attitude sensor with high dimension were transformed into low-dimension data with 18 features. All the 18 features and their definitions are listed in Table 1 .
After preprocessing, the output sets were divided into the source domain and target domain denoted as D s and D T , respectively. The source domain data were set as D S = x S 1 , y S 1 , . . . , x Sn 1 , y Sn 1 which outputted from the previous feature calculating, where x S i ∈ X is the input and y S i ∈ Y is the corresponding output. Similarly, the target domain data were represented as D T = x T 1 , . . . , x T n 2 , where the input x T i ∈ X . In this way, all the attitude signal dataset can be used for the addressed TSVM approach. 
B. TRANSFER COMPONENT ANALYSIS
TCA tries to learn some transfer components by projecting the source and target domains into a common subspace, which can significantly reduce the distribution difference of the two domains and preserve the data properties. With the preprocessed source domain data and target domain data as listed in the previous subsection, the marginal distributions of the original space X were formulated as (X S ) and Q (X T ) (or P and Q in short). The task is accordingly to predict the labels y T i corresponding to the inputs x T i in the target domain. In fact, P and Q are very different. To identify the transfer components, a universal kernel transformation φ : X → H is introduced in the TCA. This helps the original space X spans to the subspace H. Then, all data are mapped to subspace using the kernel trick φ. Consequently, the marginal and conditional distributions are redefined as
Borgward et al. [34] proposed a method called the maximum mean discrepancy (MMD), which can be used for measuring the distance between distributions based on reproducing kernel Hilbert space (RKHS) as:
The projection into the RKHS can be recalled as:
where φ is a projecting function φ :
Performing modulo operator to D results in:
A kernel function can be chosen and used to replace the dot product. The above equation can be accordingly rewritten as
As a result, the distance between the two distributions P and Q can be defined as:
where H is a universal Reproducing Kernel Hilbert Space (RKHS). Similarly, the distance is given by:
where
And
Combing the above equations leads to
To avoid the use of SDP and reduce the computational load, a unified kernel learning method is proposed to utilize an explicitly low-rank representation. So, recall the kernel matrix K in Eq. (7) as:
The use of a matrixW ∈ R (n 1 +n 2 )×m is considered to simplify Eq. (11) asK
where W = K −1/2W ∈ R (n 1 +n 2 )×m . Then, the equation of distance is simplified as
The regularization term tr W T W is usually needed to control the complexity of W . To minimize Eq. (6), the kernel learning is then reduced to
where the trade-off parameter is µ, the identity matrix is I m ∈ R m×m , and the centering matrix is H = I n 1 +n 2 − 1 n 1 +n 2 11 T . I n 1 +n 2 ∈ R (n 1 +n 2 )×(n 1 +n 2 ) and 1 ∈ R n 1 +n 2 are the identity matrix and the column vector with all ones, respectively. In this way, TCA algorithm is transformed into an optimization problem. To solve this optimization efficiently, Lagrangian constraint is introduced in Eq. (7) to transform the optimization problem as
The solution of W is m leading eigenvectors of (µI + KLK ) −1 KHK , where m ≤ n 1 + n 2 − 1. Then, the outputs are θ s = X S · W = {(x i , y i )}, i ∈ k as the training dataset and θ t = X T · W = {x i }, i ∈ k as the testing set, respectively.
C. SVM FOR CLASSIFICATION
where ξ and e i in this equation are the penalty factor and y i slack factor, respectively. Vector c is the normal vector, ϕ(·) a nonlinear mapping function and bias term b.
To obtain a solution from the above function, a Lagrange form equation can be transformed as
where η i (i = 1, 2 . . . k) are Lagrange multipliers. When the partial derivatives of L equal zero with regard to w, b, e and η, one can calculate the optimal solution of the objective function. Using the Lagrange multiplier technique, the optimal solution can be obtained as
In addition, the decision function of SVM is:
where G(x i , x) is a kernel function. For multi-fault recognition, one shall construct N (N −1)/2 classifiers and combined each other to get an N -class issue. Therefore, the testing sample was classified by voting in the following form:
where the kth class voting is denoted by V k , which equals to zero in initial. f ij (x) is a binary classifier between the ith class and the jth class. When all binary classifiers finish the voting and V h is the maximum variable, the testing sample will be assigned to the hth class.
D. OVERVIEW OF THE PROPOSED ALGORITHM
Based on the above analysis, the present TSVM algorithm for the fault diagnosis of 3D printers is illustrated in Fig. 1 .
III. EXPERIMENTS
The effectiveness of the present TSVM method was validated on a delta 3D printer setup as shown in Figure 2 . In the experiments, the delta 3D printer to be diagnosed (SLD-BL600-6, SHILEIDI, Dongguan, China) was driven by a laptop (Inspiron N4110, DELL, Round Rock, TX, USA) and an attitude sensor (BWT901, WIT-Motion, Shenzhen, China). The attitude sensor contains 9 channels: angular velocity signals in 3-axis, magnetic field intensity signals in 3-axis, and vibratory acceleration signals in 3-axis. Detailed parameters of the sensor are listed in Table 2 . For collecting data under various conditions, the attitude sensor was mounted on a moving platform. An upper monitor was used to detect the abrasion that was pre-planted on the VOLUME 7, 2019 joint bearing. The delta 3D printer performed some predefined movements at the moving platform under controlled by the laptop. The laptop offers G-codes for the 3D printer through Repetier-Host (a slicing software), and collects raw signals from the attitude sensor. In this experiment, the sampling frequency was set at 100 Hz.
Before experiments, two samples under normal and fault conditions were printed as shown in Fig. 3 . Compared with the smooth surface of the normal condition, the rough surface under the fault condition was obvious. This proves that the quality of printed products was influenced by the health condition of the 3D printer. During the experiments, the screw of joint bearing and the synchro belt were loosened to simulate various condition patterns. There are 12 joint bearings and 3 synchro belts in a typical delta 3D printer. Hence, we divided the health condition of the delta 3D printer into 16 patterns consisting of one normal and 15 faulty ones. The faulty patterns contain two types that one is loosened the screw about two-turns of each joint bearing and another is loosened two teeth of each synchro belt. The conditions were labeled No.1 to No. 16 as listed in Table 3 .
In the experiments, a cylindrical shell model with radius 75 mm and height 0.3 mm was first established. The model was saved as an STL format file for being imported into Repetier-Host to generate the G-code of the moving platform. The number of the printing trails was set to at circles, with radius 75 mm in one experiment and repeat it three times for one condition pattern. In other words, there were 60 circles in each condition pattern. Each condition pattern costs 800 s and the experiment overall costs 12800 s. Parts of time domain figures of vibration acceleration signals are shown in Fig. 4 . In each pattern, the collected data of circles were divided into 150 groups in one condition. Finally, 2400 samples were obtained in total.
As listed in Table 1 , it includes 10 time-domain statistical features (mean square, kurtosis, mean, skewness, peak magnitude, RMS magnitude, waveform factor, crest factor, impulse factor, and clearance factor) and 8 time-frequency features. Because the time to run the moving platform one circle was 15.5 s, each of the 9 channels in the attitude sensor collected 620 data points, corresponding to 18 extracted features. Thus, there were 2400 × 162 datasets obtained in total.
To evaluate the diagnosis performance of the proposed TSVM technique, four peer approaches were used for the same experimental data for comparison. Since the PCA can be directly used for extracting features, the hybrid approach of PCA and SVM was selected as the first peer approach (denoted as PCA+SVM). Kernel principal component analysis (KPCA) extracting principal component with nonlinear method is an improved PCA. Hence the hybrid approach of KPCA and SVM was selected as the second peer approach (denoted as KPCA+SVM). The symmetrical structure neural network of SAE with Softmax classifier was chosen as the third peer approach (denoted as SAE+Softmax). Finally, the hybrid approach of SAE and SVM (denoted as SAE+SVM) was designed as the fourth peer approach.
The potential performance benefits of the proposed TSVM algorithm were investigated considering six different levels of training and testing based on the datasets. For this purpose, six random subsets (6.7%, 13.3%, 20%, 26.7%, 33.3% and 40%) of the measured data were used for training (also as the source domain), whereas the testing (also as the target domain) was conducted using the remaining datasets. It should be noted that the samples in source domain were labeled while those in target domain were unlabeled.
IV. RESULTS AND DISCUSSION

A. FAULT RECOGNITION RESULTS
To compare the influence of different types of signals on the fault diagnosis model, we evaluated three types of signals (angular velocity, magnetic field intensity, and vibratory acceleration) for TSVM modeling. The results are shown in Fig. 5 , where Figs. 5(a) to 5(f) refers to 6.7%, 13.3%, 20%, 26.7%, 33.3%, and 40% training samples, respectively.
As one can see in Fig. 5 , higher accuracy (almost more than 70% under each condition) was obtained with vibratory acceleration signals for fault diagnosis modeling. The accuracy rate of vibratory acceleration signals fluctuated between 64.58% and 84.29%. The highest rate (84.29%) was achieved in Fig. 5(c) within 50-dataset dimension. In addition, for Fig. 5 (a) within 20-dataset dimension, the worst vibratory acceleration signals were obtained (64.58%). Conversely, for low-dimension (lower than 18) datasets, magnetic field intensity signals performed better than angular velocity signals, the former of which can reach 66.96% in Fig. 5(c) within 10-dataset dimension. With increasing dimension, the performance of angular velocity signals improved that can obtain 75.61% accuracy as shown in Fig. 5(f) within 50-dataset dimension. The results show that the vibratory acceleration signal was the most important parameter for this fault diagnosis model. However, the accuracy rate was not sufficient for the sole application of vibrational acceleration for this model. Besides the accuracy curve, the variance range of accuracy rate indicates that the result is very stable except the vibratory acceleration in Fig. 5(a) . Moreover, the highest classification accuracy (84.29%) in this stage was still less than to the results used all-channel signals.
B. ACCURACY COMPARISON ANALYSIS
The recognition accuracy using the present TSVM for the fault diagnosis is shown in Fig. 6 . When the dataset dimension is 6.7%, the method exhibits the worst performance. The highest accuracy corresponding to this training proportion is VOLUME 7, 2019 88.29% and then goes down with the dimensional increment. The best performance is 94.61% under 20% training samples and 15-dataset dimension. When the output dimension of the TSVM model is between 20 and 50, the accuracy rates range from 91.21% to 94.39%, with the exception of 6.7% training samples. An interesting fact shown in this figure is that all six accuracy rate curves increase as the processing dimension improves from 10 to 15. More than 15-data dimension, 6.7%, 13.3%, 20%, 26.7% training sample lines are all descended, but 33.3% and 40% train sample lines still grow up. When the data dimension was higher than 25, the accuracy curve is around 92%, except 6.7% training samples with 83.79% accuracy.
The classification rates of all the addressed different algorithms are compared in Fig. 7 . The classification rates obtained by the present TSVM algorithm ranged from 83.6% to 88.3%, 91.2% to 93.1%, 92.5% to 94.6%, 92.0% to 93.6%, 90.4% to 94.1%, and 86.9% to 94.4%, corresponding to 6.7%, 13.3%, 20%, 26.7%, 33.3% and 40% training samples, respectively. KPCA method shows the lowest accuracy and is less sensitive to variations in the dimension. The performance of the present TSVM algorithm is superior to those of other methods considered for the entire range of dimensions in the 6.7%, 13.3%, and 40% training samples. As shown in Figs. 7(c), (d) and (e), the TSVM generally To evaluate the performance of the TSVM, the divisibility (Jc value) [35] of features before processing were compared with those obtained afterward. According to the definition, Jc = 1 when the dataset is completely independent, and Jc = 0 indicates that the clusters are identical. Table 4 shows the clustering performance measured by Jc in different stages, i.e., the input dataset stage and the stage after feature extraction. One can observe from the results that Jc value of the features using TSVM is much better than that at the input dataset stage. Therefore, the TSVM can better distinguish the different fault conditions for delta 3D printers.
C. COMPARISON WITH OTHER TRANSFER MODELS
To further prove the effectiveness of the present TSVM, another transfer learning algorithm, MEDA, was compared using the dataset with dimension 10. The result is shown in Fig. 8 . According to the histogram, there are six modes related to 6.7%, 13.3%, 20%, 26.7%, 33.3%, and 40% training samples. The recognition accuracy results using the present TSVM method are 87.34% ± 2.19%, 92.40% ± 0.79%, 93.36% ± 0.84%, 93.14% ± 0.98%, 90.38% ± 1.31%, and 86.86% ± 2.14%, respectively. The difference between TSVM and MEDA is 8.13% in maximum for 40% training samples, and is 3.77% in minimum for 6.7% training samples. In general, TSVM outperforms MEDA for all these cases.
V. CONCLUSIONS
In this paper, a transfer support vector machine (TSVM) has been proposed for intelligent fault diagnosis of delta 3D printers using attitude signals. The performances of the present technique were discussed and experimentally validated. As a cross-domain feature extraction approach, TCA was first induced into the fault diagnosis of delta 3D printers and combined with SVM as the classifier to develop TSVM approach. In comparison with different peer methods, the present TSVM performed well. Although TSVM exhibited good performance, it remains some flaws. As depicted in Fig. 7 , the accuracy of TSVM is not always superior to that of all the peer methods, especially when there are much more training samples. Our further research direction will focus on improving the fault diagnosis performance of TSVM when dealing with different training samples.
