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Abstract
The Kemeny’s constant κ(G) of a connected undirected graph G can
be interpreted as the expected transit time between two randomly chosen
vertices for the Markov chain associated with G. In certain cases, inserting
a new edge into G has the counter-intuitive effect of increasing the value of
κ(G). In the current work we identify a large class of graphs exhibiting this
“paradoxical” behavior – namely, those graphs having a pair of twin pendant
vertices. We also investigate the occurrence of this phenomenon in random
graphs, showing that almost all connected planar graphs are paradoxical. To
establish these results, we make use of a connection between the Kemeny’s
constant and the resistance distance of graphs.
Keywords. Kemeny’s constant; random walk on a graph; resistance distance;
effective resistance; random graph; planar graph
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1 Introduction
A useful technique to get insight into the combinatorial structure of a graph is to
imagine a random walker moving along its edges. The long-term and short-term
behaviors of the discrete stochastic process associated with the walker are strictly
linked to both local and global properties of the graph.
The so-called Kemeny’s constant κ(G) of a connected graph G ([8]) comes from
this technique. Suppose that G has n vertices labeled 1, 2, . . . , n, and let A be its
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adjacency matrix and D = diag(Ae) be its diagonal degree matrix (where e is the
all ones vector in Rn). We can consider a natural random walk defined as follows:
the set of states is the vertex set V (G); in any time step the walker moves from a
vertex v (the current position) to one of the neighbors of v, with all the neighbors
being equally likely. The transition matrix of this random walk is then T = D−1A.
Letting σ(T ) = {1, λ2, λ3, . . . , λn} be the spectrum of T , the Kemeny’s constant of
G is defined by
κ(G) =
n∑
i=2
1
1− λi . (1)
This parameter provides information about how difficult it is for the random walker
to travel in the graph, and how connected the graph is. More precisely, let the
stationary distribution vector w be the unique entrywise positive vector in Rn
satisfying wTe = 1 and wTT = wT (see the paragraph about notation below).
Then κ(G) is the expected number of steps that the walker starting at vertex i
needs to reach vertex j for the first time, when both i and j are randomly chosen
according to the distribution w ([8]).
The Kemeny’s constant has met the interest of research communities in a va-
riety of different settings, ranging from network architectures ([3]) to consensus
protocols ([6, 7]) and macroeconomics ([16]).
A combinatorial expression for κ(G) was found in [10]. Let m be the number
of edges in G, τ be the number of its spanning trees, d ∈ Rn be its degree vector
and S = [sij] be its so-called 2-forest matrix, i.e., the symmetric n × n matrix
whose ij-th entry sij is the number of spanning forests consisting of two trees T1
and T2, such that i ∈ V (T1) and j ∈ V (T2) (we shall refer to such a forest as to an
{i, j}-2-forest). Then
κ(G) =
dTSd
4mτ
. (2)
This combinatorial formula is a powerful tool to study a phenomenon known
as the Braess’ paradox for graphs. Since the Kemeny’s constant measures the
expected length of a trip between two randomly chosen vertices of G, one could
expect that inserting a new edge e into G would generate shortcuts, increase the
connectivity and hence decrease κ(G). Indeed, this is the observed behavior in
the majority of cases. However – quoting [5] – “new connections sometimes yield
surprising results”: for some special graphs we find that κ(G ∪ e) > κ(G). One
example of these “paradoxical” graphs is given by trees with at least 4 vertices
having a pair of twin pendant vertices a and b (i.e., a and b are pendant vertices
and they are both adjacent to a common vertex). In this case, adding the edge ab
results in an increase of the Kemeny’s constant ([10]; see also Theorem 2.1 below).
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The goal of the current work is to extend this result to a larger class of graphs,
thus identifying new instances of the Braess’ paradox. To this end, we will exploit
an intriguing connection of the Kemeny’s constant with the so-called resistance dis-
tance (also known as effective resistance) of graphs, which simulates the behavior
of electrical resistance in electric circuits ([9, 11, 12, 13]).
The rest of the paper is organized as follows. In Section 2 we analyze how the
operation of adding an edge between two pendant twin vertices affects the value
of the Kemeny’s constant, and we give a criterion for a graph to be v-twin-Braess.
In Section 3 we use this criterion and certain properties related to the resistance
distance of graphs to complete the proof of the first main result of the paper (The-
orem 2.2). In Section 4 we focus on the probability that the Braess’ paradox occurs
in a random graph. In particular, we show that a large random connected planar
graph is almost always paradoxical.
Notation. We use the word graph to denote a simple, undirected, unweighted
graph. The vertex set of a graph G is denoted by V (G). We say that G is nontrivial
if |V (G)| > 1. A non-edge of G is an edge of the complement of G. Rn is the
space of n-dimensional real column vectors, and we identify such vectors with the
corresponding n-tuples. The i’th component of a vector x is denoted by xi. The
transpose of x is denoted by xT . Mn(R) denotes the space of real square matrices
of order n.
2 A characterization for v-twin-Braess graphs
Let G be a connected graph on n vertices and let v ∈ V (G). We denote by G˜v the
graph obtained from G by attaching two pendant vertices at v. Also, we denote
by Gˆv the graph obtained from G˜v by connecting the two additional vertices with
an edge. We say that G is v-twin-Braess if κ(Gˆv) > κ(G˜v) (Figure 1). If G is
v-twin-Braess for every v ∈ V (G), then we say that G is twin-Braess.
From [10] we have the following result:
Theorem 2.1 ([10]). Every nontrivial tree is twin-Braess.
The first main result of this paper is an extension of Theorem 2.1 to general
connected graphs.
Theorem 2.2. Every nontrivial connected graph is twin-Braess.
The following two sections are dedicated to the proof of Theorem 2.2. First,
we provide a criterion to decide whether a given graph is v-twin-Braess for some
3
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Figure 1: An example of the graphs G, G˜v and Gˆv. Using either (1) or (2) one
finds that κ(G˜v) = 4.6786 and κ(Gˆv) = 5.1354, meaning that G is v-twin-Braess.
fixed vertex v (Proposition 2.4). Then, in Section 3, we use some properties of the
resistance distance of graphs to conclude the proof.
We need the following lemma, which is straightforward to prove.
Lemma 2.3. Let a1, a2, a3, a4 be positive real numbers. Then
a1 + a2
a3 + a4
>
a1
a3
⇔ a2
a4
>
a1
a3
.
Given a connected graph G as above whose vertices are labeled 1, 2, . . . , n,
we let m be the number of its edges, τ be the number of its spanning trees,
d = (d1, d2, . . . , dn) ∈ Rn be the vector containing the degrees of its vertices and
S = [sij ] ∈Mn(R) be its 2-forest matrix. Given a vertex v ∈ V (G) we define
λv(G) = −3dTSd+ 12mdTSev + 8m2τ + 4mτ − 12τ (3)
(where ev ∈ Rn is the v-th unit vector).
The next result shows that the sign of λv(G) determines whether G is v-twin-
Braess or not.
Proposition 2.4. G is v-twin-Braess if and only if λv(G) > 0.
Proof . Consider the two graphs G˜v and Gˆv as defined above, and denote by a
and b the two extra vertices attached to v in G˜v and Gˆv. Let d˜ ∈ Rn+2, S˜ = [s˜ij] ∈
Mn+2(R), m˜ and τ˜ be the degree vector of G˜v, its 2-forest matrix, the number
of its edges and the number of its spanning trees respectively. Analogously, let
dˆ ∈ Rn+2, Sˆ = [sˆij ] ∈ Mn+2(R), mˆ and τˆ be the degree vector of Gˆv, its 2-forest
matrix, the number of its edges and the number of its spanning trees respectively.
We write V instead of V (G) for brevity.
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Clearly, m˜ = m + 2 and mˆ = m + 3. The degree vectors d˜ and dˆ have the
following description:
d˜i =


di if i ∈ V \ {v}
dv + 2 if i = v
1 if i ∈ {a, b}
and dˆi =


di if i ∈ V \ {v}
dv + 2 if i = v
2 if i ∈ {a, b}.
The spanning trees of G˜v are precisely the spanning trees of G with the addition of
the edges va and vb; hence, τ˜ = τ . Moreover, every spanning tree of Gˆv is obtained
from a spanning tree of G by adding exactly two of the three edges va, vb and ab,
so that τˆ = 3τ . Similar arguments show that the elements of the 2-forest matrices
S˜ and Sˆ are given by
s˜ij =


sij if i, j ∈ V
0 if i = j ∈ {a, b}
2τ if i, j ∈ {a, b}, i 6= j
τ + svj if i ∈ {a, b}, j ∈ V
τ + siv if i ∈ V, j ∈ {a, b}
and
sˆij =


3sij if i, j ∈ V
0 if i = j ∈ {a, b}
2τ if i, j ∈ {a, b}, i 6= j
3svj + 2τ if i ∈ {a, b}, j ∈ V
3siv + 2τ if i ∈ V, j ∈ {a, b}.
(4)
The fourth line of (4) comes from the fact that, if i = a and j ∈ V , then an
{i, j}-2-forest (T1, T2) in Gˆv can be of any of the following three types:
1. V (T1) = {a}, T2 is a spanning tree of G with the addiction of the edge bv;
2. V (T1) = {a, b}, T2 is a spanning tree of G;
3. a, b, v ∈ V (T1); then (T1, T2) is obtained by taking a {v, j}-2-forest (U1, U2)
in G and adding to U1 exactly two of the three edges ab, av, bv.
The first two types amount to τ different {i, j}-2-forests each, while the third type
amounts to 3svj different {i, j}-2-forests. The case when i = b and the fifth line of
(4) are analogous.
Exploiting the symmetry of the 2-forest matrix and the fact that its diagonal
is zero, we have that
d˜T S˜d˜ =
∑
i,j∈V \{v}
d˜id˜j s˜ij + 2
∑
j∈V \{v}
d˜vd˜j s˜vj + 2
∑
i∈{a,b}
j∈V \{v}
d˜id˜j s˜ij
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+ 2
∑
j∈{a,b}
d˜vd˜j s˜vj +
∑
i,j∈{a,b}
d˜id˜j s˜ij
=
∑
i,j∈V \{v}
didjsij + 2
∑
j∈V \{v}
(dv + 2)djsvj + 2
∑
i∈{a,b}
j∈V \{v}
dj(τ + svj)
+ 2
∑
j∈{a,b}
(dv + 2)(τ + svv) + 4τ
=
∑
i,j∈V
didjsij + 4
∑
j∈V \{v}
djsvj + 4τ
∑
j∈V \{v}
dj + 4
∑
j∈V \{v}
djsvj
+ 4τ(dv + 2) + 4τ
= dTSd+ 8
∑
j∈V \{v}
djsvj + 4τ(2m− dv) + 4τdv + 12τ
= dTSd+ 8dTSev + 8mτ + 12τ
and
dˆT Sˆdˆ =
∑
i,j∈V \{v}
dˆidˆj sˆij + 2
∑
j∈V \{v}
dˆvdˆj sˆvj + 2
∑
i∈{a,b}
j∈V \{v}
dˆidˆj sˆij
+ 2
∑
j∈{a,b}
dˆvdˆj sˆvj +
∑
i,j∈{a,b}
dˆidˆj sˆij
= 3
∑
i,j∈V \{v}
didjsij + 6
∑
j∈V \{v}
(dv + 2)djsvj + 4
∑
i∈{a,b}
j∈V \{v}
dj(3svj + 2τ)
+ 4
∑
j∈{a,b}
(dv + 2)(3svv + 2τ) + 16τ
= 3
∑
i,j∈V
didjsij + 12
∑
j∈V \{v}
djsvj + 24
∑
j∈V \{v}
djsvj
+ 16τ
∑
j∈V \{v}
dj + 16τ(dv + 2) + 16τ
= 3dTSd+ 36
∑
j∈V \{v}
djsvj + 16τ(2m− dv) + 16τdv + 48τ
= 3dTSd+ 36dTSev + 32mτ + 48τ
= 3d˜T S˜d˜+ 12dTSev + 8mτ + 12τ.
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Moreover,
4m˜τ˜ = 4(m+ 2)τ = 4mτ + 8τ
and
4mˆτˆ = 4(m+ 3)3τ = 12mτ + 36τ = 3(4m˜τ˜) + 12τ.
From expression (2) we obtain that
κ(Gˆv) =
dˆT Sˆdˆ
4mˆτˆ
=
3d˜T S˜d˜+ 12dTSev + 8mτ + 12τ
3(4m˜τ˜ ) + 12τ
.
Using Lemma 2.3 we see that
κ(Gˆv) > κ(G˜v)
⇔ 12d
TSev + 8mτ + 12τ
12τ
>
d˜T S˜d˜
4m˜τ˜
⇔ 12(m+ 2)dTSev + 8m(m+ 2)τ + 12(m+ 2)τ > 3d˜T S˜d˜
⇔ 12mdTSev + 24dTSev + 8m2τ + 28mτ + 24τ
> 3dTSd+ 24dTSev + 24mτ + 36τ
⇔ −3dTSd+ 12mdTSev + 8m2τ + 4mτ − 12τ > 0
⇔ λv(G) > 0,
thus concluding the proof.
Note. We refer to [5, Theorem 3.1.2.] for a different result on the variation in the
Kemeny’s constant of a graph when inserting an edge between two twin vertices
(i.e., two nonadjacent vertices having the same neighborhood). There, the change
in the Kemeny’s constant is expressed in terms of the stationary vector and the
mean first passage times of the quotient matrix related to an equitable partition
of the transition matrix of the given graph.
3 Resistance distance and a proof of Theorem
2.2
Proposition 2.4 shows that the problem of deciding whether a graph G is v-twin-
Braess can be reduced to studying the sign of the quantity λv(G) defined in (3). In
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order to do so, we exploit the connection of the 2-forest matrix S with a particular
metric on the vertex set of G: the so-called resistance distance ([11, 12, 13]). We
give its definition after a short digression on the Moore-Penrose inverse of a matrix.
Given a matrix M ∈ Rm,n, a Moore-Penrose inverse of M is a matrix M † ∈
R
n,m satisfying
1. MM †M =M
2. M †MM † = M †
3. (MM †)T =MM †
4. (M †M)T =M †M .
One can prove that such a matrix M † always exists and is unique ([17]).
Proposition 3.1. Let M ∈ Mn(R) be a symmetric positive semidefinite matrix.
Then M † is symmetric positive semidefinite.
Proof . Transposing the equations characterizing the Moore-Penrose inverse we
obtain
1. M(M †)TM =M
2. (M †)TM(M †)T = (M †)T
3. ((M †)TM)T = (M †)TM
4. (M(M †)T )T =M(M †)T .
This shows that (M †)T is a Moore-Penrose inverse of M , and by uniqueness we
conclude that (M †)T =M †. Moreover, given x ∈ Rn,
xTM †x = xTM †MM †x = (M †x)TM(M †x) ≥ 0,
thus showing that M † is positive semidefinite.
Let now G be a connected graph with n vertices and consider the following
matrices in Mn(R): the Laplacian matrix L of G; the Moore-Penrose inverse L
†
of L; the diagonal matrix ∇ such that (∇)ii = (L†)ii, i = 1, 2, . . . , n; the all ones
matrix J . The resistance distance matrix Ω = [ωij ] of G is the n×n matrix defined
by
Ω = ∇J + J∇− 2L†. (5)
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Figure 2: A graph G on 4 vertices represented as an electric circuit, with a battery
connected across vertices i and j. Using either of the two expressions (5) and (6)
one finds that ωij = 1.
The name comes from the fact that, if we consider the graph G to be an electric
circuit, every edge being a resistor with electrical resistance equal to 1, then the
resistance distance ωij between vertex i and vertex j in G is the effective resistance
in the circuit when we connect a battery across i and j (Figure 2). Formula (5) can
then be derived from Kirchhoff’s laws for electric circuits (as done in [12, Corollary
A]).
As proved in [1, Theorem 4. and (5)] (see also [2]), there is a close connection
between the resistance distance matrix and the 2-forest matrix of a graph. If τ is
the number of spanning trees of G and S is its 2-forest matrix, then
S = τΩ. (6)
We now have all the ingredients to continue the study of λv(G).
Proposition 3.2. Let G be a nontrivial connected graph. Then λv(G) > 0 ∀v ∈
V (G).
Proof . If m = 1 we have that τ = 1, d =
(
1
1
)
and S =
(
0 1
1 0
)
. We obtain from
(3) that
λv(G) = −3dTSd+ 12mdTSev + 8m2τ + 4mτ − 12τ
= −6 + 12 + 8 + 4− 12 = 6 > 0.
If m ≥ 2 we deduce that 8m2τ + 4mτ − 12τ > 0, and hence
λv(G) = −3dTSd+ 12mdTSev + 8m2τ + 4mτ − 12τ
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> −3dTSd+ 12mdTSev.
As a consequence, it is enough to prove that
4mdTSev − dTSd ≥ 0. (7)
Letting Ω, L, ∇ and J be as above and using (6) and (5) we obtain that
dTSd = τdTΩd
= τ(dT∇Jd+ dTJ∇d− 2dTL†d)
= τ(2mdT∇e+ 2meT∇d− 2dTL†d)
= τ(4mdT∇e− 2dTL†d)
and
4mdTSev = 4mτd
TΩev
= 4mτ(dT∇Jev + dTJ∇ev − 2dTL†ev)
= 4mτ(dT∇e+ 2meT∇ev − 2dTL†ev)
= 4mτ(dT∇e+ 2mL†vv − 2dTL†ev).
Hence,
4mdTSev − dTSd = 8m2τL†vv − 8mτdTL†ev + 2τdTL†d.
Since the Laplacian matrix L is symmetric and positive semidefinite, Proposition
3.1 shows that so is L†. Introducing the two vectors x = 2m
√
2τev and y =
√
2τd,
we deduce that
0 ≤ (x− y)TL†(x− y)
= xTL†x− 2yTL†x+ yTL†y
= 8m2τL†vv − 8mτdTL†ev + 2τdTL†d
= 4mdTSev − dTSd.
This shows that (7) holds, thus concluding the proof of the proposition.
Proof of Theorem 2.2. The result follows directly from Proposition 2.4 and
Proposition 3.2.
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4 How many graphs are paradoxical?
Given a connected graph G and a non-edge e of G, we say that G is e-paradoxical
if κ(G ∪ e) > κ(G); we say that G is paradoxical if it is e-paradoxical for some
non-edge e. Notice that a graph G is v-twin-Braess for some fixed v ∈ V (G) if and
only if G˜v is ab-paradoxical, where G˜v is the graph obtained from G by attaching
two pendant vertices at v, and a, b are these additional vertices. Recalling that
two vertices in a graph are pendant twin vertices if they are both pendant and
adjacent to a common vertex, we can then rewrite Theorem 2.2 as follows:
Corollary 4.1. Let G be a connected graph with at least 4 vertices, and let a, b be
twin pendant vertices. Then G is ab-paradoxical.
It is natural, at this point, to wonder how many graphs have the property of
being paradoxical. Recalling the interpretation of the Kemeny’s constant given in
the Introduction, we see that this question has practical importance. Suppose, for
example, that a graph G represents the plan of a ward in a hospital, each edge in
the graph being a corridor. Consider the unlucky event of a patient developing an
undiagnosed, highly contagious disease. His walk – which we assume to be random
in the sense described in the Introduction – along the corridors of the hospital can
then be very risky for other patients. In this setting, the Kemeny’s constant of G
provides a measure of the estimated spreading rate of the infection: a higher value
of κ(G) is desirable, for it corresponds to a safer hospital. This should be taken
into account when drawing the plans for the building. If G is non-paradoxical, then
the only way to obtain a safer ward is to delete a corridor, which would however
limit the freedom of movement for patients. If G is paradoxical, however, it is
possible to increase both safety and freedom of movement by adding a corridor in
some strategic position.
In case G is a tree, a result from [10] makes the situation interesting for the
architects of the hospital.
Theorem 4.2 ([10]). Almost all unlabeled trees are paradoxical.
The expression “almost all” here is borrowed from random graph theory: if an
is the number of unlabeled trees with n vertices and bn is the number of unlabeled
paradoxical trees with n vertices, then the statement of Theorem 4.2 means that
limn→∞
bn
an
= 1.
Theorem 4.2 is a consequence of Theorem 2.1 and of a result from [18] implying
that almost all unlabeled trees (in the sense described above) have a pair of twin
pendant vertices. Letting G be a generic connected graph, the situation becomes
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more complicated. The main reason for this, as pointed out in [18], is that the
asymptotic behavior of graphs appears to be less structured than the asymptotic
behavior of trees. One way to make things easier is to focus on planar graphs. In
the example given above, this corresponds to a single floor hospital – a reasonable
limitation. Moreover, being the asymptotic structure of the automorphism group
of random graphs vastly different from that of trees, we consider the planar graphs
to be labeled. We can then give the second main result of the paper.
Theorem 4.3. Almost all labeled connected planar graphs are paradoxical.
To prove Theorem 4.3 we use the work of McDiarmid, Steger and Welsh on
asymptotic properties of random graphs ([14, 15]).
We first set some terminology from [14]. Let A be a class of labeled graphs
closed under isomorphism, and, for n ≥ 1, let An be the set of graphs in A on n
vertices (labeled 1, 2, . . . , n). We require that An 6= ∅ for all sufficiently large n.
We write Gn ∈u An to mean that Gn is sampled from An uniformly at random
(i.e., every graph in An has the same probability of being picked). We say that A
has a growth constant γ if
lim
n→∞
( |An|
n!
) 1
n
= γ.
Consider two graphsH andG with V (H) = {1, 2, . . . , h} and V (G) = {1, 2, . . . , n},
where n > h. Given a set W ⊂ V (G) with |W | = h, we say that H appears at W
in G if the increasing bijection from {1, 2, . . . , h} to W gives an isomorphism from
H to the induced subgraph G[W ], there is a unique edge in G joining W to the
rest of G and this edge is incident with the least element in W . Denote by aH(G)
the number of sets W ⊂ V (G) such that H appears at W in G. Finally, if H is
a fixed graph with a distinguished vertex (root) r, we say that H can be attached
to A if, for each G ∈ A and for each v ∈ V (G), the graph obtained from G ∪ H
by adding the edge vr belongs to A.
The following result shows that, under some conditions, a fixed graph H ap-
pears linearly many times in a random graph Gn ∈u An with high probability.
Theorem 4.4 ([14]). Let A have a finite positive growth constant, ant let Gn ∈u
An. Let H be a graph with a distinguished vertex r that can be attached to A.
Then there exist constants α, β > 0 such that
P[aH(Gn) ≤ αn] ≤ e−βn
for all sufficiently large n.
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Gime´nez and Noy ([4]) found the following asymptotic estimate for the number
cn of labeled connected planar graphs on n vertices:
cn ∼ c · n− 72γnn! (8)
with c ≈ 4.1044 · 10−6 and γ ≈ 27.2269. This and Theorem 4.4 are the last key
elements we need to prove Theorem 4.3.
Proof of Theorem 4.3. In the statement of Theorem 4.4, consider A being CP ,
the class of labeled connected planar graphs, and H being the path on 3 vertices
with the central vertex as root. From (8) we have that CP has a finite positive
growth constant. Moreover, it is clear that H can be attached to CP . Then
Theorem 4.4 implies that a labeled connected planar graph on n vertices (sampled
from CPn uniformly at random) has a pair of twin pendant vertices – actually
linearly many – with probability approaching 1 as n goes to infinity. Corollary 4.1
is then enough to conclude the proof of the theorem.
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