Abstract. In this paper Butson-type complex Hadamard matrices BH(n, q) of order n and complexity q are classified for small parameters by computer-aided methods. Our main results include the enumeration of BH(21, 3), BH(16, 4), and BH(14, 6) matrices. There are exactly 72, 1786763, and 167776 such matrices, up to monomial equivalence. Additionally, we show an example of a BH(14, 10) matrix for the first time, and show the nonexistence of BH(8, 15), BH(11, q) for q ∈ {10, 12, 14, 15}, and BH(13, 10) matrices.
Introduction
Let n and q be positive integers. A Butson-type complex Hadamard matrix of order n and complexity q is an n × n matrix H such that HH * = nI n , and each entry of H is some complex qth root of unity, where I n denotes the identity matrix of order n, and H * denotes the conjugate transpose of H. The rows (and columns) of H are therefore pairwise orthogonal in C n . For a fixed n and q we denote the set of all Butson-type complex Hadamard matrices by BH(n, q), and we simply refer to them as a "Butson matrix" for brevity [19] . The canonical examples are the Fourier matrices F n := [exp(2πijk/n)] with the convention that L j,k ∈ Z q for all j, k ∈ {1, . . . , n}. Throughout this paper we denote by Z q the additive group of integers modulo q, where the underlying set is {0, . . . , q − 1}. With this convention (Z Observe that the matrix shown in Example 2.1 is in dephased form [45] , that is, its first row and column are all 0 (representing the logarithmic form of 1). Every matrix can be dephased by using equivalence-preserving operations. Throughout this paper all matrices are assumed to be dephased.
Let H ∈ BH(n, q), and let r 1 , r 2 ∈ Z n q be row vectors of L(H). Then, by complex orthogonality, the difference row d := r 1 − r 2 ∈ Z n q satisfies E n,q (d) = 0, where
is the evaluation function. In other words, d represents an n-term vanishing sum of qth roots of unity [27] . We note that the number E n,q (x) is algebraic, and its value is invariant up to permutation of the coordinates of x ∈ Z n q . In particular, E n,q (x) = E n,q (Sort(x)), where Sort(x) = min{σ(x) : σ is a permutation on n elements} (with respect to the ordering ≺). We introduce the orthogonality set which contains the representations of the normalized, sorted, n-term vanishing sums of qth roots of unity: O(n, q) := {x ∈ Z n q : x 1 = 0; x = Sort(x); E n,q (x) = 0}. Once precomputed, the set O(n, q) allows us to determine if two rows of length n of a dephased matrix with elements in Z q are complex orthogonal in a combinatorial way, i.e., without relying on the analytic function E n,q . Indeed, for any vector x ∈ Z n q having at least one 0 coordinate, E n,q (x) = 0 if and only if Sort(x) ∈ O(n, q).
One can observe that for certain values of n and q the set O(n, q) is empty, that is, it is impossible to find a pair of orthogonal rows in Z n q and consequently BH(n, q) matrices do not exist. For example, it is easy to see that |O(n, 2)| = 0 for odd n > 1. The following recent result characterizes the case when the set O(n, q) is nonempty, and should be viewed as one of the fundamental necessary conditions on the existence of Butson matrices.
Theorem 2.2 ([27, Theorem 5.2]).
Let n, r, and a i , i ∈ {1, . . . , r} be positive integers, and let q = r i=1 p a i i with distinct primes p i , i ∈ {1, . . . , r}. Then, we have |O(n, q)| ≥ 1 if and only if there exist nonnegative integers w i , i ∈ {1, . . . , r} such that n = r i=1 w i p i . In order to classify all BH(n, q) matrices for a given parameters, three tasks have to be completed: the set O(n, q) has to be determined; vectors x ∈ Z n q orthogonal to a prescribed set of vectors should be generated; and equivalent matrices should be rejected. In the next section we discuss these three tasks in detail.
Generating Butson Hadamard matrices
3.1. Generating the vanishing sums of roots of unity. For a given n and q, our first task is to determine the set O(n, q) which in essence encodes complex orthogonality of a pair of rows. It turns out that when q is a product of at most two prime powers, then a compact description of the elements of O(n, q) is possible. The following two results are immediate consequences of [27, Corollary 3.4] . Lemma 3.1. Let a, n be positive integers, and let q = p a be a prime power. Let u = [0, q/p, 2q/p, . . . , (p − 1)q/p] ∈ Z p q , and let x ∈ Z n q . Then x ∈ O(n, q) if and only if there exist a positive integer s such that ps = n, and r i ∈ {0, . . . , q/p − 1}, i ∈ {1, . . . , s − 1}, such that x = Sort([u, r 1 + u, . . . , r s−1 + u]). 
q , and let x ∈ Z n q . Then x ∈ O(n, q) if and only if there exist nonnegative integers s, t such that p 1 s + p 2 t = n, and r i ∈ {0, . . . , q/p 1 − 1}, i ∈ {1, . . . , s}, R j ∈ {0, . . . , q/p 2 − 1}, j ∈ {1, . . . , t} such that x = Sort([r 1 + u, r 2 + u, . . . , r s + u, R 1 + v, R 2 + v, . . . , R t + v]), and 0 ∈ {r 1 , R 1 }.
The main point of the rather technical Lemma 3.1 and Lemma 3.2 is the following: as long as q is the product of at most two prime powers, the constituents of any n-term vanishing sum of qth roots of unity are precisely p-term vanishing sums, where p is some prime divisor of q. These p-term vanishing sums are in turn the (scalar multiplied, or, "rotated") sums of every pth root of unity.
The significance of these structural results is that based on them one can design an efficient algorithm to generate the set O(n, q) as long as q < 30 = 2·3·5 in a combinatorial way (i.e., without the need of the analytic function E n,q ). In particular, this task can be done relying on exact integer arithmetic. We spare the reader the details.
In certain simple cases it is possible to enumerate (as well as to generate) the set O(n, q) by hand. We offer the following counting formulae for means of checking consistency. Lemma 3.3. Let a and n be positive integers, and let q = p a be a prime power. Assume that p divides n. Then |O(n, q)| = (n+q)/p−2 n/p−1 .
Proof. By Lemma 3.1 members of the set O(n, q) can be partitioned into n/p parts of the form r i + [0, q/p, 2q/p, . . . , (p − 1)q/p], each part being identified by the rotation r i ∈ {0, . . . , q/p − 1}, i ∈ {0, . . . , n/p − 1} with r 0 = 0. The number of ways to assign q/p values to a set of n/p − 1 variables (up to relabelling) is exactly
; each of these choices lead to different members of O(n, q).
A slightly more complicated variant is the following result.
Lemma 3.4. Let n ≥ 2 be an integer, let p be an odd prime, and let q = 2p. Then
where δ = 1 if p divides n, and δ = 0 otherwise.
Proof. This can be inferred by using Lemma 3.2. We count the elements x ∈ O(n, q) based on how many pairs of coordinates [ If s = n/2 ≥ 1 then n is necessarily even, and x can be partitioned into n/2 parts, each being of the form [x i , x i + p] for some x i ∈ {0, . . . , p − 1}, i ∈ {1, . . . , n/2}. Since x must contain 0, one of these parts must be [0, p], while the other n/2 − 1 parts can take p different forms. There are a total of ways to assign values to the remaining s parts.
The statements of Lemma 3.3 and Lemma 3.4 are strong enough to cover all cases q ≤ 17 except for q ∈ {12, 15}. We have applied these results to verify that the computergenerated sets O(n, q) are of the correct cardinality. In the next section we will see a further application of the set O(n, q).
Remark 3.1. There is no analogous result to Lemma 3.1 and Lemma 3.2 when q has more than two prime factors. Indeed, the reader might amuse themselves by verifying that while [0, 1, 7, 13, 19, 20 ] ∈ O(6, 30), it does not have any m-term vanishing subsums with m ∈ {2, 3, 5}. See [27, Example 6.7] for examples of similar flavor.
An alternative, algebraic way to generate the set O(n, q) is to compute for all x ∈ Z n q with x 1 = 0 and Sort(x) = x the minimal polynomial p(t) of the algebraic number E n,q (x). With this terminology, x ∈ O(n, q) if and only if p(t) = t. The efficiency of this approach can be greatly improved by testing first by fast numerical means whether the Euclidean norm of E n,q (x) is small, say if E n,q (x) 2 = E n,q (x)E n,q (−x) < 0.01 holds.
3.2.
Orderly generation of rectangular matrices. In this section we briefly recall the method of orderly generation, which is a technique for generating matrices exhaustively in a way that no equivalence tests between different matrices are required [21, Section 4.2.2], [37] . Such a search can be efficiently executed in parallel. The main idea is to select from each equivalence class of Butson matrices a canonical representative, and organize the search in a way to directly aim for this particular matrix. Variations of this basic approach were employed for the classification of BH(n, 2) matrices for n ≤ 32, see [22] , [40] . Let n, r ≥ 1. We associate to each r × n matrix R whose elements are complex qth roots of unity its vectorization
formed by concatenating the rows of its logarithmic form L(R). We say that R is in canonical form, if v(R) = min{v(XRY * ) : X and Y are qth root monomial matrices}, where comparison is done with respect to the ordering ≺. Canonical matrices defined in this way have a number of remarkable properties. For example, if R is canonical, and r 1 and r 2 are consecutive rows of L(R), then r 1 ≺ r 2 , and analogously for the columns. Moreover, canonical matrices are necessarily dephased. Let σ be a permutation on r elements, and let i ∈ {1, . . . , n}. Let us denote by R (σ,i) the matrix which can be obtained from R by permuting its rows according to σ, then swapping its first and ith columns, then dephasing it, and finally arranging its columns according to ≺.
Lemma 3.5. Let n, r ≥ 1, and let R be an r × n matrix. The matrix R is canonical, if and only if v(R) = min{v(R (σ,i) ) : σ is a permutation on r elements, i ∈ {1, . . . , n}}.
Proof. This is an immediate consequence of the fact that canonical matrices are dephased and their columns are sorted with respect to ≺.
It is possible to further improve the test described in Lemma 3.5 by the following considerations. Let k ∈ {1, . . . , r} and let R k denote the leading k × n submatrix of R.
If there exists a pair (σ
) then the same holds for all other permutations whose first k coordinates agree with that of σ. In particular, all those permutations can be skipped. An efficient algorithm for permutation generation with restricted prefixes is discussed in [24, Algorithm X].
The computational complexity of this method is exponential in the number of rows r, polynomial in the number of columns n, and independent of the complexity q. Testing whether a matrix is in canonical form is the most time-consuming part of the generation.
Finally, we note one more property of canonical matrices.
Lemma 3.6. Let H ∈ BH(n, q) in canonical form. Let us denote by r 2 the second row of L(H), and by c 2 the second column of L(H). Then r 2 ∈ O(n, q) and c T 2 ∈ O(n, q). Proof. This follows from the fact that H is necessarily dephased, and its rows and columns are ordered with respect to the ordering ≺.
The significance of Lemma 3.6 is that if the (transpose of the) logarithmic form of the second column of a rectangular orthogonal matrix is not a prefix of any of the elements of the set O(n, q), then that matrix can be discarded during the search. We refer to this look-ahead strategy as "pruning the search tree by the second column condition".
The matrices H ∈ BH(n, q) (more precisely, their logarithmic form) are generated in a row-by-row fashion. Every time a new row is appended we first test whether it is orthogonal to all previous rows by checking if the difference vectors belong to the set O(n, q) as described in Section 3.1. If the rows of the matrix are pairwise orthogonal, then we further check whether (the transpose of) its second column is a prefix of an element of the set O(n, q). Finally, we test whether it is in canonical form. Only canonical matrices will be processed further, the others will be discarded and backtracking takes place.
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Remark 3.2. In a prequel to this work [30] we employed the method of canonical augmentation [36, Section 4.2.3] to solve the more general problem of classification of all rectangular orthogonal matrices. Here we solve the relaxed problem of classification of those matrices which can be a constituent of an orderly-generated Butson matrix. The reader might wish to look at the impact of the second column pruning strategy on the number of r × 14 submatrices in Table 1 , where we compare the size of the search trees encountered with these two methods during the classification of BH (14, 4) Remark 3.3. We have observed earlier that the computational cost of equivalence testing is independent of the complexity q when orderly generation is used. This is in contrast with the method of canonical augmentation employed earlier in [30] which relies on graph representation of the r × n rectangular orthogonal matrices with qth root entries on 3q(r + n) + r vertices. See [28] , [29] for more on graph representation of Butson matrices.
3.3. Augmenting rectangular orthogonal matrices. Let n, r ≥ 1, and let R be an r × n canonical matrix with pairwise orthogonal rows. Let r i , i ∈ {1, . . . , r} denote the rows of L(R). The goal of this section is to describe methods for generating the vectors x ∈ Z n q such that E n,q (r i − x) = 0 hold simultaneously for every i ∈ {1, . . . , r}. Note that since we are only interested in canonical Butson matrices, we assume that x 1 = 0.
The most straightforward way of generating the vectors x is to consider the permutations of the elements of the set O(n, q). Indeed, the following two conditions (i) x has a coordinate 0; and (ii) E n,q (r 1 − x) = 0 are together equivalent to Sort(x) ∈ O(n, q). For all such vectors x the remaining conditions E n,q (r i − x) = 0, i ∈ {2, . . . , r} should be verified. This strategy of generating the rows works very well for small matrices, say, up to n ≤ 11. One advantage of this naïve method is that permutations can be generated one after another, without the need of excessive amount of memory [24] .
Next we describe a more efficient divide-and-conquer strategy [21, p. 157] for generating the vectors x. Let m ∈ {1, . . . , n − 1} be a parameter, and for every i ∈ {1, . . . , r} write In practice, however, it is inconvenient to work with complex-valued indices, and therefore one needs to use a hash function H : C r → Z + 0 to map them to nonnegative integers. This leads to a convenient implementation at the expense of allowing hash collisions to occur. Since it is not at all clear how to come up with a nontrivial hash function (apart from H ≡ 0) we describe here an elegant choice exploiting the number theoretic properties of the Gaussian-and the Eisenstein integers. We assume for the following argument that q ∈ {2, 3, 4, 6}. Recall that T was indexed by complex r-tuples of the form [E n,q (b 1 − d) , . . . , E n,q (b r − d)]. Let p big be a (large) prime, and let p i ≪ p big , i ∈ {1, . . . , r} be r other distinct primes. We define H through the Euclidean norm of the partial inner products as follows:
The table T is generated once for every matrix R, and it is reused again during a depthfirst-search. The advantage of this technique is that as long as n ≤ 21 and m ≈ n/2 the q-ary m-tuples can be generated efficiently. For higher sizes, however, precomputing and storing such a table becomes quickly infeasible due to memory constraints, and therefore one needs to carefully choose the value of m in terms of n, q, and the number of processors accessing the shared memory.
Remark 3.4. Let x ∈ Z n q , and for every i ∈ Z q let us denote by f i the frequency distribution of the number i occurring as a coordinate of x. We have E n,2 (x)
In particular, these numbers are nonnegative integers.
Remark 3.5. For q ∈ {2, 3, 4, 6} the hash function H should be replaced by a suitable alternative, as the quantity E n,q (x) 2 is no longer guaranteed to be an integer. For example, when q = 10, one may verify that for every x ∈ Z n 10 we have 2 E n,10 (x) 2 = A + √ 5B, where A and B are integers. Therefore one can map E n,10 (x) 2 to A 2 + pB 2 (where p is some large prime). Similar techniques work for certain other values of q.
Results and case studies
4.1. Main results and discussion. Based on the framework developed in Sections 2-3 we were able to enumerate the set BH(n, q) for n ≤ 11 and q ≤ 17 up to monomial equivalence (cf. [3, Theorem 7.10]). Several additional cases were also settled.
Theorem 4.1. The known values of the exact number of BH(n, q) matrices, up to monomial equivalence, is displayed in Table 2 .
The legend for Table 2 is as follows. An entry in the table at position (n, q) indicates the known status of the existence of BH(n, q) matrices. Empty cells indicate cases where BH(n, q) matrices do not exist by Theorem 2.2; cells marked by an "E" indicate cases where BH(n, q) matrices are known to exist, but no full classification is available; cells marked by an "U" indicate that existence is unknown; finally cells displaying a number indicate the exact number of BH(n, q) matrices up to monomial equivalence. Table 2 . The number of BH(n, q) matrices up to monomial equivalence.
Next we briefly review the contents of Table 2 , and comment on the cases based on their complexity q ∈ {2, 3, . . . , 17}. We note that most of the numbers shown are new. q = 2: This is the real Hadamard case. Complete classification is available up to n ≤ 32, see [17, Section 7.5], [22] . The number of BH(36, 2) matrices is at least 1.8 × 10
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[34], while according to [26] the number of BH(40, 2) matrices is at least 3.66 × 10 11 . q = 3: Complete classification is available up to n ≤ 21, see Section 4.3. The case BH(18, 3) was reported in [15] and independently in [28] . Several cases of BH(21, 3) were found by Brock and Murray as reported in [2] along with additional examples. There are no BH(15, 3) matrices [15] , [17, Theorem 6 .65], [28, Theorem 3.2.2] . q = 4: Classification is known up to n ≤ 16, see [30] , [43] and Section 4.2. The difference matrices over Z 4 with λ = 4 (essentially: the BH(16, 4) matrices of type-4) were reported independently in [13] , [16] , [29] . A BH (18, 4) can be constructed from a symmetric conference matrix [39, Theorem 3] , [46] . q = 5: An explicit example of BH (20, 5) can be found in [38] , while a BH(15, 5) does not exist [17, Theorem 6 .65], [28, Theorem 3.2.2] . q = 6: Examples of BH (7, 6 ) matrices were presented in [4] and independently but slightly later in [36] . A BH(10, 6) was reported in [1, p. 105] . Several unreal BH (13, 6) were reported in [7] ; additional examples were reported by Nicoarȃ et al. on the web site [5] . A BH (19, 6 ) was found in [41] , based on the approach of [36] . A necessary condition on the existence of a BH(n, 6) matrix comes from the determinant equation |det(H)| 2 = n n , where the left hand side is the norm of an Eisenstein integer and therefore is of the form A 2 − AB + B 2 for some integers A and B [4] , [48] . Consequently BH(n, 6) matrices for n ∈ {5, 11, 15, 17} do not exist. q = 7: The BH(14, 7) matrices come from a doubling construction [6] , [42] while BH(21, 7) matrices do not exist by [48, Theorem 5] . q = 8: Here n = 1, or n ≥ 2 is necessarily even by Theorem 2.2. Existence follows from the existence of BH(n, 4) matrices. A particular example of BH (6, 8) matrix played an important role in disproving the "Spectral Set Conjecture" in R 3 , see [25] . This is one notable example of contemporary applications of complex Hadamard matrices. q = 9: A BH(15, 9) does not exist by [48, Theorem 5] . q = 10: Nonexistence of BH(n, 10) for n ∈ {6, 7} was proved in [3] . The discovery of a BH(9, 10) matrix by Beauchamp and Nicoarȃ (found also independently in [20] ) was rather unexpected [5] . There are no BH (11, 10) or BH(13, 10) matrices (see Theorem 4.10 and 4.11). To the best of our knowledge BH(14, 10) matrices were not known prior to this work, and Example 2.1 shows a new discovery. q = 11: The Fourier matrix F 11 is unique [18] . q = 12: A BH(5, 12) does not exist since all 5 × 5 complex Hadamard were shown to be equivalent to F 5 in [14] . A BH (11, 12) does not exist by Theorem 4.10. q = 13: The Fourier matrix F 13 is unique [18] . q = 14: Several nonexistence results are known. The matrices BH(n, 14) for n ∈ {6, 9, 10} were shown to be nonexistent in [3] . The matrices BH (11, 14) do not exist by Theorem 4.10. Finally, there are no BH (21, 14) matrices by [48, Theorem 5] . q = 15: There are no BH(n, 15) matrices for n ∈ {8, 11}, see Theorem 4.9 and Theorem 4.10 respectively. q = 16: Here n = 1 or n ≥ 2 is necessarily even. Existence follows from the existence of BH(n, 4) matrices. q = 17: The Fourier matrix F 17 was shown to be unique in [18] by computers. Examples of matrices corresponding to the cases marked by "E" in Table 2 can be obtained from either by viewing a matrix H ∈ BH(n, q) as a member of BH(n, r) with some r which is a multiple of q; or by considering the Kronecker product of two smaller matrices [19, Lemma 4.2]. In particular, if H ∈ BH(n 1 , q 1 ) and K ∈ BH(n 2 , q 2 ) then H ⊗ K ∈ BH(n 1 n 2 , LCM(q 1 , q 2 )), where LCM(a, b) is the least commmon multiple of the positive integers a and b. This construction shows that Butson matrices of composite orders are abundant. In contrast, very little is known about the prime order case [36] . [30] , consider two BH(n, q) matrices Hadamard equivalent if either can be obtained from the other by performing a finite sequence of monomial equivalence preserving operations, and by replacing every entry by its image under a fixed automorphism of Z q . Given the classification of Butson matrices up to monomial equivalence it is a routine task to determine their number up to Hadamard equivalence. Indeed, let X be a complete set of representatives of BH(n, q) matrices up to monomial equivalence. Let ϕ(.) denote the Euler's totient function. Then for each H ∈ X let us denote by c(Ψ(H)) the number of matrices in Ψ(H) := {ψ(H) : ψ ∈ Aut(Z q )} up to monomial equivalence. For each i ∈ {1, . . . , ϕ(q)} let us denote by k i the frequency distribution of the number i occurring as the value of c(Ψ(H)) while it runs through X . Then the number of Hadamard equivalence classes is Table 7 . 4.2. Classification of the BH(16,4) matrices. Classification of the quaternary complex Hadamard matrices is motivated by their intrinsic connection to real Hadamard matrices, which is best illustrated by the following classical result.
Theorem 4.2 ([8]
, [46] ). Let n ≥ 1. If A and B are n × n {−1, 0, 1}-matrices such that A + iB ∈ BH(n, 4) then A ⊗ [
It is conjectured [19, p. 68 ] that BH(n, 4) matrices exist for all even n. The resolution of this "Complex Hadamard Conjecture" would imply by Theorem 4.2 the celebrated Hadamard Conjecture.
The classification of BH(16, 4) matrices involved several steps. First we generated the set O (16, 4) . We note that |O(16, 4)| = 8 by Lemma 3.3, and these elements can be obtained from Lemma 3.1 by simple hand calculations. Then, we broke up the task of classification into 5 smaller subproblems of increasing difficulty based on the presence of certain substructures. This allowed us to experiment with the simpler cases and to Table 3 . Comparison of the search trees of the BH (16, 4) and BH(16, 2) cases.
The search, which relied on only the standard C ++ libraries and an army of 896 computing cores took more than 30 CPU years, and yielded the following classification result. In Table 4 we exhibit the automorphism group sizes along with their frequencies. Table 4 yields the result.
There are two main reasons for the existence of such a huge number of equivalence classes. First, Kronecker-like constructions can lift up the BH(8, 4) matrices resulting in multi-parametric families of complex Hadamard matrices [10] , [45] . The second reason is the presence of type-0 (that is: real) pair of rows. It is known that such a substructure Table 4 . The automorphism group sizes of BH(16, 4) matrices.
can be "switched" [34] in a continuous way [44] thus escaping the monomial equivalence class of the matrices is possible. In contrast, matrices which cannot lead to continuous parametric families of complex Hadamard matrices are called isolated [45] . A notion to measure the number of free parameters which can be introduced into a given matrix is the defect [45] , which serves as an upper bound. We remark that when q ∈ {2, 3, 4, 6} then computing the defect boils down to a rank computation of integer matrices which can be performed efficiently using exact integer arithmetic. Proof. This is established by counting the number of BH (16, 4) matrices with defect 0. There are no isolated BH(16, 4) matrices of type-0, because they contain a real pair of rows as a substructure. It is easy to see that such matrices cannot be isolated once the size of the matrices n > 2, see [44] . Computation reveals that there are no type-k matrices with vanishing defect for k ∈ {1, 3, 4}, and there are exactly 7978 type-2 matrices with defect 0. Since the defect is an upper bound on the number of smooth parameters which can be introduced [45] , these matrices are isolated.
Finally, we note a result connecting BH(2n, 4) matrices with unreal BH(n, 6) matrices. Theorem 4.6. If A and B are n × n {−1, 0, 1}-matrices such that A ij B ij = 0 for i, j ∈ {1, . . . , n}, and H := Aω + Bω 2 ∈ BH(n, 6) with ω = exp(2πi/3), then K := A ⊗ [
Every entry of K is some 4th root of unity, and KK
The significance of this observation is that it implies the following recent result.
Corollary 4.7 ([7]
). Let n ≥ 1 be an integer. If there exists a BH(n, 6) matrix with no ±1 entries, then there exists a BH(4n, 2).
Proof. Combine Theorem 4.2 with Theorem 4.6.
4.3.
Classification of BH (21, 3) matrices. In this section we briefly report on our computational results regarding the BH(21, 3) matrices. The classification of BH (18, 3) matrices was reported earlier in [15] and independently in [28] , while several examples of BH(21, 3) matrices were reported in [2] . The major difference between this case and the case of BH (16, 4) matrices discussed in Section 4.2 is that due to the lack of building blocks (such as a BH (7, 3) ) for Kroneckerlike constructions here one does not expect many solutions to be found, and therefore one may try to approach this problem by employing slightly different techniques.
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First, we classified all r×21 orderly-generated rectangular orthogonal 3rd root matrices with the second column pruning technique, and found exactly 1, 1, 12, 145, and 74013 such matrices up to monomial equivalence for r ∈ {1, 2, . . . , 5}. After this, we considered each of these 5 × 21 starting-point matrices, say R, one-by-one, and generated a set V containing those row vectors which are lexicographically larger than the 5th row of R, and which are orthogonal to each 5 rows of R. Then, following ideas used in [40] , we created the compatibility graph Γ(R) on |V | vertices, where two vertices, say x and y, indexed by elements of V , are adjacent if and only if the rows x ∈ V and y ∈ V are pairwise orthogonal. With this terminology the task was then to decide if Γ(R) contains a clique of size 16. It turned out that in most cases it does not, and therefore we could reject the matrix R. The Cliquer software [33] , based on [35] , was used in the current work to prune inextendible matrices in this way.
It was estimated that around 500 CPU years is required to solve this case [15] . However, we have completed this task in just over 18 CPU days. In Table 5 we display the automorphism group sizes along with their frequencies. 
Nonexistence results.
Nonexistence results for Butson matrices were obtained in [3] , [4] , [9] , [27] , [48] . To the best of our knowledge the results presented in this section are not covered by any of these previous theoretical considerations. In this section we briefly report on several exhaustive computational searches which did not yield any Butson matrices. Most of these computations were done in two different ways. First, we established nonexistence by using Cliquer [33] , which heavily pruned the search tree, that is reduced the number of cases to be considered. This was very efficient due to the lack of complete matrices. Once nonexistence was established, we verified it during a second run, but this time without relying on Cliquer. This was done in order to be able to prudently document the search, and to avoid the use of external libraries. Proof. The proof is computational. We have generated the r ×8 orthogonal matrices with 15th root of unity entries with the orderly algorithm using the second column pruning strategy, and we found 1, 1, 6, and 0 such matrices for r ∈ {1, 2, 3, 4}, respectively. Therefore there exist no BH(8, 15) matrices. Theorem 4.10. There does not exist a BH(11, q) matrix for q ∈ {10, 12, 14, 15}.
Proof. The proof is along the lines of the Proof of Theorem 4.9. Refer to Table 6 for the number of orderly-generated, rectangular orthogonal r × 11 matrices with qth roots of unity (where q ∈ {10, 12, 14, 15}) surviving the second column pruning strategy. In each of the four cases no such matrices were found for some r ∈ {1, . . . , 11}, hence BH(11, q) matrices do not exist. For comparison, the case BH (11, 6 ) is also presented. Theorem 4.11. There does not exist a BH(13, 10) matrix. r BH (11, 6) BH (11, 10) BH (11, 12) BH (11, 14) BH (11, 15)  1  1  1  1  1  1  2  5  5  32  4  3  3  499  0  168564  2091  584  4  33655  7950174  2572  94  5  42851  561071  14  22  6  171  578  0  0  7 0 0 Table 6 . The nonexistence of BH(11, q) matrices for various q.
Proof. First, we classified the r × 13 orthogonal 10th root matrices surviving the second column pruning strategy for r ∈ {1, 2, 3}, and found 1, 10, and 127556 such matrices, respectively. As a second step, we used Cliquer [33] to see if any of these 3 × 13 startingpoint matrices can be completed to a BH (13, 10) . This task took 250 CPU days, but unfortunately no complete matrices turned up during the search. We note that the number of 4 × 13 matrices with the relevant properties is exactly 45536950, and millions of 5 × 13 and hundreds of 6 × 13 matrices were found during an incomplete search.
Open problems
We conclude the paper with the following problems.
Problem 5.1. Extend Table 2 further by classifying some of the remaining cases of BH(n, q) matrices in the range n ≤ 21 and q ≤ 17, and possibly beyond.
Continue the classification of real Hadamard matrices by extending the work [34] .
Problem 5.2. Classify all BH(36, 2) matrices. Is it true that every H ∈ BH(36, 2) has an equivalent form with constant row sum?
For context regarding Problem 5.3 we refer the reader to [25] .
Problem 5.3 (Spectral Set Conjecture in R 2 ). Let n and q be positive integers, such that n ∤ q 2 . Are there rectangular matrices A and B with elements in Z q of size n × 2 and 2 × n, respectively, such that L(H) = AB (modulo q) for some H ∈ BH(n, q)?
For context regarding Problem 5.4 we refer the reader to [27] (see also Remark 3.1).
Problem 5.4 (cf. [3, Conjecture 7.6] ). Let n, q ≥ 2, let H ∈ BH(n, q), and let r 1 , r 2 ∈ Z n q be distinct rows of L(H). Can r 1 − r 2 ∈ Z n q represent an "asymmetric" minimal n-term vanishing sum of qth roots of unity? In other words, is it possible that Sort(r 1 − r 2 ) is minimal in the sense that it has no constituent of m-term vanishing subsums for m < n, yet it is not of the form [0, 1, . . . , p − 1] ∈ Z n q where p is some prime divisor of q? Several BH(n, q) matrices with large n and q were constructed in [36] , leading to infinite, parametric families of complex Hadamard matrices of prime orders for n ≡ 1 (mod 6).
Problem 5.5. Find new examples of BH(n, q) matrices of prime orders n ≡ 5 (mod 6). Problem 5.6 asks if a non-Desarguesian projective plane of prime order p exists [18] . Problem 5.6. Let p be a prime number. Decide the uniqueness of F p ∈ BH(p, p).
The next problem asks for the classification of qth root mutually unbiased bases [20] .
Problem 5.7. Let n, q ≥ 2, and let H, K ∈ BH(n, q). Classify all pairs (H, K) for which (HK * )/ √ n ∈ BH(n, q).
