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Abstract
Best match graphs (BMGs) are vertex-colored directed graphs that were introduced to model
the relationships of genes (vertices) from different species (colors) given an underlying evolutionary
tree that is assumed to be unknown. In real-life applications, BMGs are estimated from sequence
similarity data. Measurement noise and approximation errors therefore result in empirically deter-
mined graphs that in general violate properties of BMGs. The arc modification problems for BMGs
therefore provide a mean of correcting and improving the initial estimates of the best matches. We
show here that the arc deletion, arc completion and arc editing problems for BMGs are NP-complete
and that they can be formulated and solved as integer linear programs.
Keywords: Best matches; Graph modification; NP-hardness; Integer linear program
1 Introduction
Best match graphs (BMGs) appear in mathematical biology as formal description of the evolu-
tionary relationships within a gene family. Each vertex x represents a gene and is “colored” by
the species σ(x) in which it resides. A directed arc connects a gene x with its closest relatives in
each of the other species [10]. Empirically, best matches are routinely estimated by measuring and
comparing the similarity of gene sequences. Measurement errors and systematic biases, however,
introduce discrepancies between “most similar genes” extracted from data and the notion of best
matches in the sense of closest evolutionary relatedness [10, 11]. While some systematic effects
can be corrected directly [23], a residual level of error is unavoidable. It is therefore a question
of considerable practical interest in computational biology whether the mathematical properties
characterizing BMGs can be used to correct empirical estimates. Formally, this question amounts
to a graph editing problem: Given a vertex-labeled directed graph (G, σ), what is the minimal
number of arcs that need to be inserted or deleted to convert (G, σ) into a BMG (G∗, σ)?
Best matches are, in particular, closely linked to the identification of orthologous genes, i.e., pairs
of genes whose last common ancestor coincides with the divergence of two species [9]. Orthologous
genes from different species are expected to have essentially the same biological functions. Thus
considerable efforts have been expended to devise methods for orthology assessment, see e.g. [22, 3,
21] for reviews and applications. The orthology graph of a gene family (with the genes as vertices
and undirected edges between orthologous genes) can be shown to be a subgraph of the reciprocal
best match graph (RBMG), i.e., the symmetric part of the BMG [11]. This has sparked interest
in a characterization of RBMGs [12] and the corresponding graph editing problems [15]. The
deletion and the editing problems of 2-colored RBMGs are equivalent to Bicluster Deletion
and Bicluster Editing, respectively, a fact that was used to demonstrate NP-hardness for the
general, `-colored case. On the other hand, orthology graphs are cographs [16]. Cograph Editing
or Cograph Deletion thus have been used to correct empirical approximations of RBMGs to
orthology graphs in [17]. Both Cograph Editing and Cograph Deletion are NP-complete
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Figure 1: A (sub)graph induced by a bi-clique consisting of 3 black and 3 white vertices.
[19]. In [20], we showed that knowledge of BMG makes it possible to identify the edges of the
RBMG that cannot be part of the orthology graph and found that these edges in general do not
form an optimal solution of either Cograph Editing or Cograph Deletion. This observation
suggests to correct the empirical similarity data at the outset by editing them to the nearest BMGs
instead of operating on an empirical approximation of the RBMG. Given a BMG, the orthology
graph can then be computed in polynomial time [20].
We therefore analyze the arc modification problems for `-BMGs, that is, BMGs on ` colors.
This contribution is organized as follows: After introducing some notation and reviewing some
important properties of BMGs, Sec. 3 provides a characterization of 2-BMGs in terms of forbidden
subgraphs. We then prove in Sec. 4 that 2-BMG Deletion and 2-BMG Editing are NP-complete
by reduction from Exact 3-Cover, and that 2-BMG Completion is NP-complete by reduction
from Chain Graph Completion. These results are used in Sec. 5 to establish NP-completeness
for any fixed number ` ≥ 2 of colors. Finally, we provide ILP solutions for the respective `-BMG
modification problems in Sec. 6.
2 Preliminaries
2.1 Notation
In this contribution, we consider simple directed graphs (digraphs) G = (V,E) with vertex set V
and arc set E ⊆ V × V \ {(v, v) | v ∈ V }. For a vertex x ∈ V , we say that (y, x) is an in-arc
and (x, z) is an out-arc. The (weakly) connected components of G are the maximal connected
subgraphs of the undirected graph underlying G. We call x a hub-vertex of a graph G = (V,E) if
(x, v) ∈ E and (v, x) ∈ E holds for all vertices v ∈ V \ {x}. The subgraph induced by a subset
W ⊆ V is denoted by G[W ]. We write N(x) := {z ∈ V | (x, z) ∈ E} for the out-neighborhood and
N−(x) := {z ∈ V | (z, x) ∈ E} for the in-neighborhood of x ∈ V . A graph is sink-free if it has no
vertex with out-degree zero, i.e., if N(x) 6= ∅ for all x ∈ V .
We write E4F := (E\F )∪(F \E) for the symmetric difference of the sets E and F . Moreover,
for a graph G = (V,E) and an arc set F , we define the graphs G+F := (V,E∪F ), G−F := (V,E\F )
and G4F := (V,E4F ). A vertex coloring of G is a surjective map σ : V → S, where S is a set
of |S| ≥ 2 colors. A vertex coloring is proper if σ(x) 6= σ(y) for all (x, y) ∈ E. We often write
|S|-coloring to emphasize the number of colors in G. Moreover, we write σ(W ) := {σ(v) | v ∈W}.
The restriction of σ to a subset W ⊆ V of vertices is denoted by σ|W . The colored subgraph of G
induced by W is therefore (G[W ], σ|W ).
Observation 2.1. Let x be a hub-vertex in a properly-colored graph (G, σ). Then x is the only
vertex of color σ(x) in (G, σ).
Definition 2.2. A bi-clique of a colored digraph (G, σ) is a subset of vertices C ⊆ V (G) such that
(i) |σ(C)| = 2 and (ii) (x, y) ∈ E(G[C]) if and only if σ(x) 6= σ(y) for all x, y ∈ C. A colored
digraph (G, σ) is a bi-cluster graph if all its connected components are bi-cliques.
In a bi-clique, all arcs between vertices of different color are present. Thus a bi-clique with n
and m vertices in the two color classes has 2nm arcs, see Fig. 1 for the case n = m = 3. We
emphasize that, in contrast to the definition used in [15], single vertex graphs are not considered
as bi-clique.
A phylogenetic tree T (on L) is an (undirected) rooted tree with root ρT , leaf set L ⊆ V (T )
and inner vertices V 0(T ) = V (T ) \L such that each inner vertex of T (except possibly the root) is
of degree at least three. Throughout this contribution, we assume that every tree is phylogenetic.
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The ancestor order on V (T ) is defined such that u T v if v lies on the unique path from u to
the root ρT , i.e., if v is an ancestor of v. We write u ≺T v if u T v and u 6= v. If xy is an edge in
T , such that y ≺T x, then x is the parent of y and y the child of x. We denote by childT (x) the
set of all children of x. For a non-empty subset A ⊆ V ∪ E we define lcaT (A), the last common
ancestor of A, to be the unique T -minimal vertex of T that is an ancestor of every u ∈ A. For
simplicity we write lcaT (A) = lcaT (x1, . . . , xk) whenever we specify a vertex set A = {x1, . . . , xk}
explicitly. Note that lcaT (x, y) and lcaT (x, z) are comparable for all x, y, z ∈ L w.r.t. T .
A (rooted) triple is a tree on three leaves and with two inner vertices. We write xy|z for the
triple on the leaves x, y and z if the path from x to y does not intersect the path from z to the
root, i.e., if lcaT (x, y) ≺T lcaT (x, z) = lcaT (y, z). In this case we say that T displays xy|z. A set
R of triples on L, i.e., a set of triples R such that
⋃
T∈R L(T ) = L, is compatible if there is a tree
with leaf set L that displays every triple in L. If R is compatible, then such a tree, the Aho tree
Aho(R) can be constructed in polynomial time [2]. For a set L, a set of triples R is strictly dense
if for all three distinct x, y, z exactly one of the triples xy|z, xz|y and yz|x is contained in R. For
later reference, we provide
Lemma 2.3. [17, Lemma 7] If R is a compatible set of triples on L, then there is a strictly dense
compatible triple set R′ on L that contains R.
A tree T with leaf set L together with function σ : L→ S is a leaf-colored tree, denoted by (T, σ).
2.2 Best match graphs
Definition 2.4. Let (T, σ) be a leaf-colored tree. A leaf y ∈ L(T ) is a best match of the leaf
x ∈ L(T ) if σ(x) 6= σ(y) and lca(x, y) T lca(x, y′) holds for all leaves y′ of color σ(y′) = σ(y).
The graph G(T, σ) = (V,E) with vertex set V = L(T ), vertex coloring σ, and with arcs
(x, y) ∈ E if and only if y is a best match of x w.r.t. (T, σ) is known as the (colored) best match
graph (BMG) of (T, σ) [10]. We call an `-colored BMG simply `-BMG. Since the last common
ancestors of any two vertices of T always exists, and lcaT (x, y) and lcaT (x, z) are comparable,
there is by definition at least one best match of x for every color s ∈ S \ {σ(x)}:
Observation 2.5. For every vertex x and every color s 6= σ(x) in a BMG (G, σ) there is some
vertex y ∈ N(x) with σ(y) = s.
In particular, therefore, BMGs are sink-free whenever they contain at least two colors. We note
in passing that sink-free graphs also appear naturally e.g. in the context of graph semigroups [1]
and graph orientation problems [6].
Definition 2.6. An arbitrary vertex-colored graph (G, σ) is a best match graph (BMG) if there
exists a leaf-colored tree (T, σ) such that (G, σ) = G(T, σ). In this case, we say that (T, σ) explains
(G, σ).
Whether two vertices x and y are best matches or not does not depend on the presence or
absence of vertices z with σ(z) /∈ {σ(x), σ(y)}. More precisely, we have
Observation 2.7. [10, Obs. 1] Let (G, σ) be a BMG explained by T with leaf set L and let
L′ :=
⋃
s∈S L[s] be a subset of vertices with a restricted color set S ⊆ σ(L). Then the in-
duced subgraph (G[L′], σ|L′) is explained by the restriction T|L′ of T to the leaf set L′, i.e.
(G[L′], σ|L′) = G(T|L′ , σ|L′).
It was shown in [10] that BMGs can be characterized in terms of certain induced subgraphs on
three vertices. In [20], the corresponding conditions were simplified further:
Definition 2.8. Let (G, σ) be a properly vertex colored graph. We say that a triple xy|y′ is infor-
mative for (G, σ) if x, y and y′ are pairwise distinct vertices in G such that (i) σ(x) 6= σ(y) = σ(y′)
and (ii) (x, y) ∈ E(G) and (x, y′) /∈ E(G). The set of informative triples is denoted by R(G, σ).
As shown in [10], a properly 2-colored graph (G, σ) is a BMG if and only if (G, σ) =
G(Aho(R(G, σ)), σ). More generally, BMGs can be characterized in terms of informative triples as
follows:
Theorem 2.9. [10, Cor. 5] A connected colored digraph (G, σ) is a BMG if and only if (i) all
induced subgraphs (Gst, σst) on two colors are BMGs and (ii) the set R(G, σ) is compatible.
In the following section, we will need the following, more technical results:
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Lemma 2.10. [20, Lemma 2.8 and 2.9] Let (G, σ) be a BMG and xy|y′ an informative triple
for G. Then, every tree (T, σ) that explains (G, σ) displays the triple xy|y′, i.e. lcaT (x, y) ≺T
lcaT (x, y
′) = lcaT (y, y′).
Moreover, if the triples ab|b′ and cb′|b are informative for (G, σ), then, every tree (T, σ) that
explains (G, σ) contains two distinct children v1, v2 ∈ childT (lcaT (a, c)) such that a, b ≺T v1 and
b′, c ≺T v2.
Lemma 2.11. [10, Prop. 1] The disjoint union of vertex disjoint BMGs (Gi, σi), 1 ≤ i ≤ k is a
BMG if and only if if all color sets are the same, i.e., σi(V (Gi)) = σj(V (Gj)) for 1 ≤ i < j ≤ k.
2.3 Neighborhoods in BMGs
A graph is thin if no two vertices have the same neighborhood.
Definition 2.12. Two vertices x, y ∈ L are in relation ∼• if N(x) = N(y) and N−(x) = N−(y).
Clearly the thinness relation ∼• is an equivalence relation on V . For each ∼• class α we have
N(α) = N(x) and N−(α) = N−(x) for all x ∈ α.
Theorem 2.13. [10, Thm. 3 and 4] Let (G, σ) be a connected properly 2-colored digraph. Then,
(G, σ) is a BMG if and only if for any two ∼• classes α and β of G holds
(N0) N(α) 6= ∅
(N1) α ∩N(β) = β ∩N(α) = ∅ implies
N(α) ∩N(N(β)) = N(β) ∩N(N(α)) = ∅.
(N2) N(N(N(α))) ⊆ N(α)
(N3) α ∩ N(N(β)) = β ∩ N(N(α)) = ∅ and N(α) ∩ N(β) 6= ∅ implies N−(α) = N−(β) and
N(α) ⊆ N(β) or N(β) ⊆ N(α).
We note that [10] tacitly assumed (N0), i.e., that (G, σ) is sink-free.
3 Forbidden induced subgraphs of 2-BMGs
In this section, we derive a new characterization of 2-colored BMGs in terms of forbidden induced
subgraphs. Our starting point is the observation that certain constellations of arcs on four or five
vertices cannot occur.
Definition 3.1 (F1-, F2-, and F3-graphs).
(F1) A properly 2-colored graph on four distinct vertices V = {x1, x2, y1, y2} with coloring σ(x1) =
σ(x2) 6= σ(y1) = σ(y2) is an F1-graph if (x1, y1), (y2, x2), (y1, x2) ∈ E and (x1, y2), (y2, x1) /∈
E.
(F2) A properly 2-colored graph on four distinct vertices V = {x1, x2, y1, y2} with coloring σ(x1) =
σ(x2) 6= σ(y1) = σ(y2) is an F2-graph if (x1, y1), (y1, x2), (x2, y2) ∈ E and (x1, y2) /∈ E.
(F3) A properly 2-colored graph on five distinct vertices V = {x1, x2, y1, y2, y3} with coloring
σ(x1) = σ(x2) 6= σ(y1) = σ(y2) = σ(y3) is an F3-graph if (x1, y1), (x2, y2), (x1, y3), (x2, y3) ∈
E and (x1, y2), (x2, y1) /∈ E.
The “templates” for F1-, F2-, and F3-graphs are shown in Fig. 2. They define 8, 16, and 64
graphs by specifying the presence or absence of the 3, 4, and 6 optional (dashed) arcs, respectively,
see Figs. 8 and 9 in the Appendix. The F1- and F2-graphs fall into a total of 16 isomorphism
classes, four of which are both F1- and F2-graphs. All but one of the F3-graphs contain an F1-
or an F2-graph as induced subgraph. The exception is the “template” of the F3-graphs without
optional arcs. The 17 non-redundant forbidden subgraphs are collected in Fig. 3. We shall see
below that they are sufficient to characterize 2-BMGs among the sink-free graphs.
Lemma 3.2. If (G, σ) is a BMG, then it contains no induced F1-, F2-, or F3-graph.
Proof. Let (T, σ) be a tree that explains (G, σ).
First, assume that (G, σ) contains an induced F1-graph, i.e., there are four vertices x1, x2, y1, y2
satisfying (F1), and let u := lcaT (x1, y2). Then, (x1, y1), (y2, x2) ∈ E, (x1, y2), (y2, x1) /∈ E and
Lemma 2.10 imply that T must display the informative triples x1y1|y2 and y2x2|x1. Hence, u
must have two distinct children v1 and v2 such that x1, y1 ≺T v1 and x2, y2 ≺T v2. Therefore,
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x1
x2y1
y2 x1
x2y1
y2
y3
x1
y1 y2
x2
F1-graphs F2-graphs F3-graphs
Figure 2: Templates of the three families of forbidden induced subgraphs in BMGs. Black arcs must
exist, dashed gray arcs may or may not be present.
F1
F2
F3
F1 ∩ F2
G1
G2
G3
G4
G5
G6
G7
G8
G9
G10
G11
G12
G13
G15
G16
G17
G14
Figure 3: Forbidden induced subgraphs in BMGs. All F3-graphs with at least one optional arc have
an induced F1- or F2-graph and thus are redundant.
lcaT (x1, y1) T v1 ≺T u = lcaT (x2, y1) and σ(x1) = σ(x2) imply that (y1, x2) /∈ E(G); a contra-
diction.
Next, assume that (G, σ) contains an induced F2-graph, i.e., there are four vertices x1, x2, y1, y2
satisfying (F2). Then (x1, y1) ∈ E, (x1, y2) /∈ E and Lemma 2.10 imply that T displays
the informative triple x1y1|y2 and thus lcaT (x1, y1) ≺T lcaT (x1, y2). Since (y1, x2) ∈ E and
σ(x1) = σ(x2), we conclude that lcaT (x2, y1) T lcaT (x1, y1) ≺T lcaT (x1, y2) = and therefore
also lcaT (x2, y1) ≺T lcaT (x2, y2) = lcaT (x1, y2). Together with σ(y1) = σ(y2), the latter contra-
dicts (x2, y2) ∈ E.
Finally, assume that (G, σ) contains an induced F3-graph, i.e., there are five vertices
x1, x2, y1, y2, y3 satisfying (F3). By Lemma 2.10, (x1, y1) ∈ E and (x1, y2) /∈ E implies that T
displays the triple x1y1|y2, and (x2, y2) ∈ E together with (x2, y1) /∈ E implies that T displays the
triple x2y2|y1. Furthermore, lcaT (x1, x2) has distinct children v1 and v2 such that x1, y1 ≺T v1
and x2, y2 ≺T v1. Now since σ(y1) = σ(y2) = σ(y3), the two arcs (x1, y3) and (x2, y3) imply that
lcaT (x1, y3) T lcaT (x1, y1) T v1 and lcaT (x2, y3) T lcaT (x2, y2) T v2, respectively. Since v1
and v2 are incomparable w.r.t. T , this is a contradiction.
Lemma 3.3. Let (G, σ) be a properly 2-colored graph. Then (G, σ) satisfies (N1) if it does not
contain an induced F1-graph, it satisfies (N2) if it does not contain an induced F2-graph, and it
satisfies (N3) if is contains neither an induced F1-graph nor an induced F3-graph.
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Proof. We employ contraposition and thus show that (G = (V,E), σ) contains a forbidden subgraph
whenever (N1), (N2) or (N3) are violated.
Assume that (N1) is not satisfied. Thus, there are two ∼• -classes α and β with α ∩ N(β) =
β ∩ N(α) = ∅ for which N(α) ∩ N(N(β)) 6= ∅ or N(β) ∩ N(N(α)) 6= ∅. We can w.l.o.g. assume
that N(β) ∩ N(N(α)) 6= ∅. Note that α ∩ N(β) = ∅ implies that (y, x) /∈ E for all x ∈ α, y ∈ β.
Likewise (x, y) /∈ E for all x ∈ α, y ∈ β, since β ∩ N(α) = ∅. Let x1 ∈ α, y2 ∈ β and x2 ∈
N(β)∩N(N(α)) 6= ∅. It must hold (x1, y2), (y2, x1) /∈ E by the arguments above. Since x2 ∈ N(β),
we have (y2, x2) ∈ E. Moreover, σ(x1) = σ(x2) 6= σ(y2), since (G, σ) is properly colored. Clearly,
x2 ∈ N(N(α)) implies that N(α) 6= ∅. Now, let y1 ∈ N(α) be a vertex such that (y1, x2) ∈ E,
which must exist as a consequence of x2 ∈ N(N(α)). We have (x1, y1) since y1 ∈ N(α) and
thus σ(y1) = σ(y2) 6= σ(x1) = σ(x2). Finally, (y1, x2) ∈ E immediately implies that y1 6= y2.
In summary, (x1, y1), (y1, x2), (y2, x2) ∈ E and (x1, y2), (y2, x1) /∈ E, and thus (G, σ) contains an
induced F1-graph.
Now assume that (N2) is not satisfied and thus, N(N(N(α))) 6⊆ N(α) for some ∼• -class α.
Note, the latter implies that N(N(N(α))) 6= ∅. Hence, there is a vertex y2 ∈ N(N(N(α))) such
that y2 /∈ N(α). Thus, there is a vertex x1 ∈ α such that (x1, y2) /∈ E. By the definition of
neighborhoods and since y2 ∈ N(N(N(α))), we find vertices y1 ∈ N(α) and x2 ∈ N(N(α)) such
that (x1, y1), (y1, x2), (x2, y2). Since (G, σ) is properly colored, we must have σ(x1) = σ(x2) 6=
σ(y1) = σ(y2). Moreover, (x1, y2) /∈ E together with (x2, y2) ∈ E and (x1, y1) ∈ E implies x1 6= x2
and y1 6= y2, respectively. We conclude that the subgraph induced by x1, x2, y1, y2 contains an
induced F2-graph.
Finally, assume that (N3) is not satisfied. Hence, there are two ∼• -classes α and β with α ∩
N(N(β)) = β ∩ N(N(α)) = ∅ and N(α) ∩ N(β) 6= ∅, but (i) N−(α) 6= N−(β), or (ii) neither
N(α) ⊆ N(β) nor N(β) ⊆ N(α). Note, N(α) ∩N(β) 6= ∅ implies that there a vertices x1 ∈ α and
x2 ∈ β with σ(x1) = σ(x2) since (G, σ) is properly 2-colored. In particular, there must be a vertex
y3 with (x1, y3), (x2, y3) ∈ E and thus σ(x1) = σ(x2) 6= σ(y3).
Now consider Case (i) and suppose that N−(α) 6= N−(β). Thus we can assume w.l.o.g.
that there is a y∗ with (y∗, x2) ∈ E but (y∗, x1) /∈ E. Note, (x1, y∗) /∈ E, since otherwise
(x1, y
∗), (y∗, x2) ∈ E would contradict β ∩ N(N(α)) = ∅. Thus, y∗ 6= y3 since (x1, y∗) /∈ E
and (x1, y3) ∈ E. Furthermore, σ(y∗) = σ(y3) 6= σ(x1) = σ(x2), since (G, σ) is properly 2-colored.
In summary, (y∗, x2), (x1, y3), (x2, y3) ∈ E and (y∗, x1), (x1, y∗) /∈ E which implies that (G, σ)
contains an induced F1-graph.
Now consider Case (ii) and assume that it holds neither N(α) ⊆ N(β) nor N(β) ⊆ N(α).
Clearly, the latter implies N(α) 6= ∅ and N(β) 6= ∅. The latter two arguments imply that there must
be two distinct vertices y1 ∈ N(α)\N(β) and y2 ∈ N(β)\N(α) and, therefore, (x1, y1), (x2, y2) ∈ E
and (x1, y2), (x2, y1) /∈ E. It follows that y1 6= y3 and y2 6= y3 and σ(y1) = σ(y2) = σ(y3) 6= σ(x1) =
σ(x2). This and (x1, y1), (x2, y2), (x1, y3), (x2, y3) ∈ E together with (x1, y2), (x2, y1) /∈ E implies
that (G, σ) contains an induced F3-graph.
Based on the latter findings we obtain here a new characterization of 2-colored BMGs that is
not restricted to connected graphs.
Theorem 3.4. A properly 2-colored graph is a BMG if and only if it is sink-free and does not
contain an induced F1-, F2-, or F3-graph.
Proof. Suppose that (G, σ) is 2-colored BMG and C be the set of its connected components. By
Lemma 3.2, (G, σ) does not contain an induced F1-, F2- or F3-graph. Moreover, by Lemma 2.11,
(G[C], σ|C) must be a 2-colored BMG for all C ∈ C. Hence, we can apply Thm. 2.13 to conclude
that each (G[C], σ|C) satisfies (N0)-(N3). Since every x ∈ V is contained in some ∼• -class, (N0) is
equivalent to N(x) 6= ∅, i.e., (G, σ) is sink-free.
Now suppose that (G, σ) is properly 2-colored and sink-free, and that it does not contain an
induced F1-, F2- and F3-graph. By Lemma 3.3, (G, σ) satisfies (N1)-(N3). Thus, in particular, each
connected component of (G, σ) is sink-free and satisfies and (N1)-(N3). Note, N(x) 6= ∅ implies
that the connected components of (G, σ) contain at least one arc and, by assumption, they are
properly 2-colored. Moreover, this implies that (N0) is satisfied for every connected component of
(G, σ). Hence, Thm. 2.13 implies that every connected component of (G, σ) is a 2-colored BMG.
By Lemma 2.11, (G, σ) is also a 2-colored BMG.
6
... ...
X
v1
ρ
 ... ...
.....
Y1
.....
X
Y1 Yn
vn
 ... ...
Yn
G(T, σ)(T, σ)
Figure 4: A tree (T, σ) whose BMG G(T, σ) contains bi-cliques X and Y1, . . . , Yn. The thick gray
arrows indicate that all arcs in that direction exist between the respective sets.
4 Complexity of 2-BMG modification problems
In real-live applications, we have to expect that graphs estimated from empirical best match data
will contain errors. Therefore, we consider the problem of correcting erroneous and/or missing arcs.
Formally, we consider the following graph modification problems for properly colored digraphs.
Problem 4.1 (`-BMG Deletion).
Input: A properly `-colored digraph (G = (V,E), σ) and an integer k.
Question: Is there a subset F ⊆ E such that |F | ≤ k and (G− F, σ) is an `-BMG?
It is worth noting that `-BMG Deletion does not always have a feasible solution. In particular,
if (G, σ) contains a sink, no solution exits for any `. In contrast, it is always possible to obtain a
BMG from a properly colored digraph (G, σ) if arc insertions are allowed. To see this, observe that
the graph (G′, σ) with V (G′) = V (G) that contains all arcs between vertices of different colors is a
BMG, since it is explained the tree with leaf set V (G′) in which all leaves are directly attached to
the root. This suggest that the following two problems are more relevant for practical applications:
Problem 4.2 (`-BMG Editing).
Input: A properly `-colored digraph (G = (V,E), σ) and an integer k.
Question: Is there a subset F ⊆ V × V \ {(v, v) | v ∈ V } such that
|F | ≤ k and (G4F, σ) is an `-BMG?
Problem 4.3 (`-BMG Completion).
Input: A properly `-colored digraph (G = (V,E), σ) and an integer k.
Question: Is there a subset F ⊆ V × V \ ({(v, v) | v ∈ V } ∪ E) such that
|F | ≤ k and (G+ F, σ) is an `-BMG?
In this section, we consider decision problems related to modifying 2-colored digraphs. The
general case with an arbitrarily large number ` ≥ 2 of colors will be the subject of the following
section. For ` = 2, we will show that both 2-BMG Deletion and 2-BMG Editing are NP-
complete by reduction from the Exact 3-Cover problem (X3C), one of Karp’s famous 21 NP-
complete problems [18].
Problem 4.4 (Exact 3-Cover (X3C)).
Input: A set S with |S| = 3t elements and a collection C of 3-element subsets of S.
Question: Does C contain an exact cover for S, i.e., a subcollection C′ ⊆ C such that
every element of S occurs in exactly one member of C′?
An exact 3-cover C′ of S with |S| = 3t is necessarily of size |C′| = t and satisfies ⋃C∈C′ C = S.
Theorem 4.1. [18] X3C is NP-complete.
We start with a simple construction of a subclass of BMGs from disconnected 2-colored bi-cluster
graph:
Lemma 4.2. Let (G, σ) be a 2-colored bi-cluster graph with a least two connected components, let
C be the set of connected components of (G, σ), and let (G′, σ) be the graph obtained from (G, σ) by
adding all arcs (x, y) with x ∈ X ∈ C and y ∈ ⋃Y ∈C\{X} Y for which σ(x) 6= σ(y). Then (G′, σ) is
a BMG.
Proof. To see that (G′, σ) is a BMG it suffices to show that there is a tree (T, σ) that explains
(G′, σ). To this end, consider the tree (T, σ) as shown in Fig. 4 and its BMG G(T, σ). Observe first
7
that, for all x, y ∈ X, it holds lcaT (x, y) = ρ = lcaT (x, y′) = lca(x′, y) for all x′, y′ ∈ L(T ). Hence, X
is a bi-clique and there are arcs from all vertices in X to all vertices of distinct color in Yi ∈ C\{X}.
Moreover, for all x, y ∈ Yi ∈ C \ {X} it holds that lcaT (x, y) = vi T lcaT (x, y′) = lca(x′, y) for
all x′, y′ ∈ L(T ). Hence, Yi is a bi-clique for all Yi ∈ C \ {X}. Finally, for all x, y ∈ Yi ∈ C \ {X}
and all x′, y′ ∈ L(T ) \ Yi it holds lcaT (x, y) = vi ≺T lcaT (x, y′) = lca(x′, y) = ρ which implies that
there are no arcs from vertices in Yi to vertices in X and no arcs between distinct Yi, Yj ∈ C \ {X}.
In summary, G(T, σ) = (G′, σ) and hence, (G′, σ) is a BMG.
We are now in the position to prove NP-completeness of 2-BMG Editing. The strategy of the
NP-hardness proof is very similar to the one used in [7] and [19].
Theorem 4.3. 2-BMG Editing is NP-complete.
Proof. Since 2-BMGs can be recognized in polynomial time [10, cf. Lemma 18], the 2-BMG Edit-
ing problem is clearly contained in NP. To show the NP-hardness, we use reduction from X3C.
Let S with n = 3t and C = {C1, . . . , Cm} be an instance of X3C. Clearly, if m = t the X3C
problem becomes trivial and thus, we assume w.l.o.g. that m > t. The latter implies that every
solution C′ of X3C satisfies C′ ( C. Moreover, we assume w.l.o.g. that Ci 6= Cj , 1 ≤ i < j ≤ m.
We construct an instance (G = (V,E), σ, k), where (G, σ) is colored with the two colors black and
white, of the 2-BMG Editing problem as follows: First, we construct a bi-clique S consisting of
a black vertex sb and a white vertex sw for every s ∈ S. Thus the subgraph induced by S has 6t
vertices and r := 18t2 arcs in total. Let q := 3× [6r(m− t) + r− 18t]. For each of the m subsets Ci
in C, we introduce two bi-cliques Xi and Yi, where Xi consists of r black and r white new vertices,
and Yi consists of q black and q white new vertices. In addition to the arcs provided by bi-cliques
constructed in this manner, we add the following additional arcs:
– (x, y) for every x ∈ Xi and y ∈ Yi with σ(x) 6= σ(y) (note (y, x) /∈ E),
– (x, sb) for every white vertex x ∈ Xi and every element s ∈ Ci, and,
– (x, sw) for every black vertex x ∈ Xi and every element s ∈ Ci.
This construction is illustrated in Fig. 5. Clearly, (G, σ) is properly colored, and the reduction can
be computed in polynomial time.
.......
.......
.......X1 X2 X3 Xm
Y1 Y2 Y3 Ym
s1 s2 s3 s4 s5 sn
Figure 5: Illustration of the reduction from Exact 3-Cover. The thick gray arrows indicate that all
arcs from that set to another set/vertex exist. The illustration emphasizes the analogy to [7] and [19].
We set k := 6r(m− t)+r−18t and show that there is a t-element subset C′ of C that serves as a
solution of X3C if and only 2-BMG Editing with input (G, σ, k) has a yes-answer. We emphasize
that the coloring σ remains unchanged in the proof below.
First suppose that X3C with input S and C has a yes-answer. Thus, there is a t-element subset
C′ of C such that ⋃C∈C′ C = S. We construct a set F and add, for all Ci ∈ C\C′, the arcs (x, sb) and
(x, sw) for all s ∈ Ci and for every white, resp., black vertex x ∈ Xi, respectively. Since |Ci| = 3
for every Ci ∈ C and |C \ C′| = m − t, the set F contains exactly 6r(m − t) arcs, so far. Now,
we add to F all arcs (sb, s
′
w) and (sw, s
′
b) whenever the corresponding elements s and s
′ belong to
distinct elements in C′, i.e., there is no C ∈ C′ with {s, s′} ⊂ C. Therefore, the subgraph of G− F
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induced by S is the disjoint union of t bi-cliques, each consisting of exactly 3 black vertices, 3 white
vertices, and 18 arcs. Hence, F contains, in addition to the 6r(m − t) arcs, further r − 18t arcs.
Thus |F | = k. This completes the construction of F .
Since F contains only arcs but no non-arcs of G, we have G4F = G− F . It remains to show
that G4F is a BMG. To this end observe that G4F has precisely m connected components that
are either induced by Xi ∪Yi (in case Ci ∈ C \C′ ) or Xi ∪Yi ∪S′ where S′ is a bi-clique containing
the six vertices corresponding to the elements in Ci ∈ C′. In particular, each of these components
corresponds to the subgraph as specified in Lemma 4.2 and thus, they are BMGs. In particular,
all of these subgraphs contain at least one black and one white vertex. Hence, Lemma 2.11 implies
that (G4F, σ) is a BMG.
Now, suppose that 2-BMG Editing with input (G, σ) has a yes-answer. Thus, there is a set
F with |F | ≤ k such that (G4F, σ) is a BMG. We will proof that we have to delete an arc set
similar to the one as constructed above. First note that the number of vertices affected by F , i.e.
vertices incident to inserted/deleted arcs, is at most 2k. Since 2k < q = |{y ∈ Yi | σ(y) = black}| =
|{y ∈ Yi | σ(y) = white}| for every 1 ≤ i ≤ m, we have at least on black vertex bi ∈ Yi and at least
one white vertex wi ∈ Yi that are unaffected by F . We continue by proving
Claim 4.3.1. Every vertex s ∈ S has in-arcs from at most one Xi in G4F .
Proof: Assume w.l.o.g. that s is black and, for contradiction, that there are two distinct vertices
x1 ∈ Xi and x2 ∈ Xj with i 6= j and (x1, s), (x2, s) ∈ E4F . Clearly, both x1 and x2 are white.
As argued above, there are two (distinct) black vertices b1 ∈ Yi and b2 ∈ Yj that are not affected
by F . Thus, (x1, b1) and (x2, b2) remain arcs in G4F , whereas (x1, b2) and (x2, b1) are not arcs in
G4F , since they do not form arcs in G. In summary, we have five distinct vertices x1, x2, b1, b2, s
with σ(x1) = σ(x2) 6= σ(b1) = σ(b2) = σ(s), arcs (x1, b1), (x2, b2), (x1, s), (x2, s) and non-arcs
(x1, b2), (x2, b1). Thus (G4F, σ) contains an induced F3-graph. By Lemma 3.2, (G4F, σ) is not
a BMG; a contradiction. 
By Claim 4.3.1, every vertex in S has in-arcs from at most one Xi. Note each Xi has r black and
r white vertices. Since each element in S is either white or black, each single element in S has at
most r in-arcs. Since |S| = 2n we obtain at most 2rn = 2r(3t) = 6rt such arcs G4F . In G, there
are in total 6rm arcs from the vertices in all Xi to the vertices in S. By Claim 4.3.1, F contains
at least 6r(m− t) deletions. It remains to specify the other at most r − 18t arc modifications. To
this end, we show first
Claim 4.3.2. Every vertex s ∈ S has in-arcs from precisely one Xi in G4F .
Proof: Assume that there is a vertex s ∈ S that has no in-arc from any Xi. Hence, to the
aforementioned 6r(m − t) deletions we must add r further deletions. However, at most r − 18t
further edits are allowed; a contradiction. 
So far, F contains only arc-deletions. For the the next arguments, we need the following two
statements:
Claim 4.3.3. The modification set F does not insert any arcs between Xi and Xj with i 6= j.
Proof: Assume for contradiction that G4F contains an arc (x1, x2) with x1 ∈ Xi, x2 ∈ Xj and
i 6= j. W.l.o.g. assume that x1 is white and x2 is black. As argued above there are black, resp.,
white vertices b, w ∈ Yj that are unaffected by F . Therefore, (x2, w) and (b, w) remain arcs in
G4F , whereas (x1, b) and (b, x1) are not arcs in G4F since they do not form arcs in G. In
summary, (x1, x2), (b, w), (x2, w) are arcs in G4F while (x1, b), (b, x1) are not arcs in G4F .
Since moreover σ(x1) = σ(w) 6= σ(b) = σ(x2), (G4F, σ) contains an induced F1-graph. By
Lemma 3.2, (G4F, σ) is not a BMG; a contradiction. 
Claim 4.3.4. Let s1, s2 ∈ S be vertices with in-arcs (x1, s1), resp., (x2, s2) in G4F for some
x1 ∈ Xi and x2 ∈ Xj with i 6= j. Then (s1, s2) and (s2, s1) cannot be arcs in G4F .
Proof: Assume w.l.o.g. that (s1, s2) is an arc in G4F and that s1 is black. It follows that
x1 and s2 are white and x2 is black. By construction of G and by Claim 4.3.3, we clearly
have (x1, x2), (x2, x1) /∈ E4F . In summary, we have four distinct vertices x1, x2, s1, s2 with
σ(x1) = σ(s2) 6= σ(s1) = σ(x2), arcs (x1, s1), (x2, s2), (s1, s2) and non-arcs (x1, x2), (x2, x1) in
G4F . Thus (G4F, σ) contains an induced F1-graph. By Lemma 3.2, (G4F, σ) is not a BMG;
a contradiction. 
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In summary, G4F has the following property: Every s ∈ S has in-arcs from exactly one Xi, and
there are no arcs between s1, s2 ∈ S that have in-arcs from two different sets Xi and Xj . Since
|Ci| = 3 for every Ci ∈ C, (G4F )[S] contains connected components of size at most 6, i.e., the
black and white vertex for each of the three elements in Ci. Hence, the maximum number of arcs
in (G4F )[S] is obtained when each of its connected components contains exactly these 6 vertices
and they form a bi-clique. In this case, (G4F )[S] contains 18t arcs. We conclude that F contains
at least another r− 18t deletion arcs for S. Together with the at least 6r(m− t) deletions between
the Xi and the elements of S, we have at least 6r(m − t) + r − 18t = k ≥ |F | arc-deletions in F .
Since |F | ≤ k by assumption, we obtain |F | = k.
As argued above, the subgraph induced by S is a disjoint union of t bi-cliques of 3 white and 3
black vertices each. Since all vertices of such a bi-clique have in-arcs from the same Xi and these
in-arcs are also in G, we readily obtain the desired partition C′ ⊂ C of S. In other words, the Ci
corresponding to the Xi having out-arcs to vertices in S in the edited graph G4F induce an exact
cover of S.
The set F constructed in the proof of Thm. 4.3 contains only arc-deletions. This immediately
implies
Corollary 4.4. 2-BMG Deletion is NP-complete.
In order to tackle the complexity of the 2-BMG Completion, we follow a different approach
and employ a reduction from the Chain Graph Completion problem. To this end, we need some
additional notation. An undirected graph U is bipartite if its vertex set can be partitioned into two
non-empty disjoint sets P and Q such that V (U) = P ∪· Q and every edge has one endpoint in P
and the other endpoint in Q. We write U = (P ∪· Q, E˜) to emphasize that E˜ is a set of undirected
edges and that U is bipartite. Furthermore, we write N(x) also for the neighborhood of a vertex
x in an undirected graph. Thus U is bipartite if and only if x ∈ P implies N(x) ⊆ Q and x ∈ Q
implies N(x) ⊆ P .
Definition 4.5. ([?, cf.]]Natanzon:2001,Yannakakis:1981) An undirected, bipartite graph U =
(P ∪· Q, E˜) is a chain graph if there is an order l on P such that ul v implies N(u) ⊆ N(v).
The Chain Graph Completion problem consists in finding a minimum-sized set of additional
edges that converts an arbitrary undirected, bipartite graph into a chain graph. More formally, its
decision version can be stated as follows:
Problem 4.5 (Chain Graph Completion (CGC)).
Input: An undirected, bipartite graph U = (P ∪· Q, E˜) and an integer k.
Question: Is there a subset F˜ ⊆ {{p, q} | (p, q) ∈ P ×Q} \ E˜ such that |F˜ | ≤ k
and U ′ := (P ∪· Q, E˜ ∪ F˜ ) is a chain graph?
It is shown in [24] that CGC is NP-complete. Following [24], we say that two edges {u, v} and
{x, y} in an undirected graph U are independent if u, v, x, y are pairwise distinct and the subgraph
U [{u, v, x, y}] contains no additional edges. We will need the following characterization of chain
graphs:
Lemma 4.6. [24, Lemma 1] An undirected, bipartite graph U = (P ∪· Q, E˜) is a chain graph if and
only if it does not contain a pair of independent edges.
Theorem 4.7. 2-BMG Completion is NP-complete.
Proof. Since BMGs can be recognized in polynomial time [10], 2-BMG Completion is clearly
contained in NP. To show NP-hardness, we use a reduction from CGC. Let (U = (P ∪· Q, E˜), k) be
an instance of CGC with vertex sets P = {p1, . . . , p|P |} and Q = {q1, . . . , q|Q|}. To construct an
instance (G = (V,E), σ, k) of the 2-BMG Completion problem, we set V = P ∪· Q∪· R∪· {b}∪· {w}
where R = {r1, . . . , r|Q|} is a copy of Q. The vertices are colored σ(pi) = σ(rj) = σ(b) = black
and σ(qi) = σ(w) = white. The arc set E contains (qi, ri) and (ri, qi) for 1 ≤ i ≤ |Q|, (pi, w) for
1 ≤ i ≤ |P |, (w, b) and (b, w), and (p, q) for every {p, q} ∈ E˜. This construction is illustrated in
Fig. 6. Clearly, (G, σ) is properly colored, and the reduction can be computed in polynomial time.
Moreover, it is easy to verify that (G, σ) is sink-free by construction, and thus, any graph (G′, σ)
obtained from (G, σ) by adding arcs is also sink-free. As above, we emphasize that the coloring σ
remains unchanged in the completion process.
A pair (F, F˜ ) with F ⊆ P × Q and an edge set F˜ = {{p, q} | (p, q) ∈ F} will be called a
completion pair for the bipartite graph U = (P ∪· Q, E˜) and the corresponding 2-colored digraph
(G = (V,E), σ).
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Figure 6: Illustration of the reduction from CGC. A pair of independent edges in U and the corre-
sponding induced F3-graph in (G, σ) are highlighted.
Claim 4.7.1. If (F, F˜ ) is a completion pair, then |F | = |F˜ |, (p, q) ∈ F if and only if {p, q} ∈ F˜ ,
and (p, q) ∈ F ∪ E if and only if {p, q} ∈ F˜ ∪ E˜.
Proof: First note that, by construction, F contains only arcs from vertices in P to vertices in Q.
This together with the definition F˜ = {{p, q} | (p, q) ∈ F} clearly implies (p, q) ∈ F if and only if
{p, q} ∈ F˜ and thus |F | = |F˜ |. By construction of our reduction we have (p, q) ∈ E if and only if
{p, q} ∈ E˜ and thus also (p, q) ∈ E ∪ F if and only if {p, q} ∈ E˜ ∪ F˜ . 
Before we continue, observe that, for every pair of independent edges {p1, q1}, {p2, q2} ∈ E˜,
the graph (G, σ) contains an induced F3-graph (G[p1, p2, q1, q2, w], σ). Together with Lemmas 3.2
and 4.6 this implies that (G, σ) cannot be a BMG if U is not a chain graph. Eliminating these
induced F3-graphs is closely connected to chain graph completion. More precisely we will show:
Claim 4.7.2. Let (F, F˜ ) be a completion pair. If (G+ F, σ) is a BMG, then U ′ = (P ∪· Q, E˜ ∪ F˜ )
is a chain graph.
Proof: Suppose that (G+F, σ) is a BMG and assume, for contradiction, that U ′ = (P ∪· Q, E˜∪ F˜ )
is not a chain graph. The latter and Lemma 4.6 imply that U ′ has two independent edges
{p1, q1}, {p2, q2} ∈ E˜ ∪ F˜ . Thus {p1, q2}, {p2, q1} /∈ E˜ ∪ F˜ . The latter arguments and Claim 4.7.1
imply that (p1, q1), (p2, q2) ∈ E ∪ F and (p1, q2), (p2, q1) /∈ E ∪ F . Since moreover (p1, w), (p2, w)
and σ(p1) = σ(p2) 6= σ(q1) = σ(q2) = σ(w), it follows that the five distinct vertices p1, p2, q1, q2, w
induce an F3-graph in (G+ F, σ). By Lemma 3.2, (G+ F, σ) cannot be a BMG; a contradiction.

The converse is also true:
Claim 4.7.3. Let (F, F˜ ) be a completion pair for U = (P ∪· Q, E˜), and suppose U ′ = (P ∪· Q, E˜∪ F˜ )
is a chain graph. Then (G+ F, σ) is a BMG.
Proof: By Thm. 3.4, (G+ F, σ) is a 2-colored BMG if and and only if it is sink-free and does not
contain an induced F1-, F2-, or F3-graph. Since (G, σ) is sink-free, this is also true for (G+F, σ).
Thus it suffices to show that (G+ F, σ) does not contain an induced F1-, F2-, or F3-graph.
Suppose that (G + F, σ)[u, u′, v, v′] is an induced F1-graph. Let H be a subgraph of (G +
F, σ)[u, u′, v, v′] that is isomorphic to the essential F1-graph, that is, the F1-graph as specified in
Fig. 2 that contains only the solid-lined arcs and none of the dashed arcs while all other non-arcs
remain non-arcs. In this case, there is an isomorphism ϕ from H to the essential F1-graph with
vertex-labeling as in Fig. 2. Hence, ϕ(u) corresponds to one of the vertices x1, x2, y1 or y2. To
simplify the presentation we will say that, in this case, “u plays the role of ϕ(u) in an F1-graph”.
The latter definition naturally extends to F2- and F3-graphs and we will use analogous language
for F2- and F3-graphs. Note, in the latter definition, it is not required that σ(u) = σ(ϕ(u)).
Nevertheless, for a, b ∈ {u, u′, v, v′} with σ(a) 6= σ(b) it always holds, by construction, that
σ(ϕ(a)) 6= σ(ϕ(b)).
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In the following, an in- or out-neighbor of a vertex is just called neighbor. A flank vertex in an
F1-, F2-, resp., F3-graph is a vertex that has only a single neighbor in the essential F1-, F2-,
resp., F3-graph. To be more precise, when referring to Fig. 2, the flank vertices in an F1-graph
and F2-graph are x1 and y2, while the flank vertices in an F3-graph are y1 and y2.
Since (F, F˜ ) is a completion pair, by definition, F adds only arcs from P to Q. Hence, each of the
vertices in R ∪ {b} has a single neighbor in (G+ F, σ) irrespective of the choice of F . Therefore,
if u ∈ R ∪ {b} is contained in an induced F1-, F2-, or F3-graph in (G, σ) or (G + F, σ), it must
be a flank vertex. Observe first that b can only play the role of y2 in the F1- or F2-graph, since
otherwise, the fact that w is the single neighbor of b in (G, σ) or (G+ F, σ) implies that w must
play the role of y1 in the F1- or F2-graph, which is not possible since b is the single out-neighbor
of w and F does not affect w. By similar arguments, none of the vertices in R ∪ {b} can play the
role of x1 in an F1- or F2-graph, or the role of y1 or y2 in an F3-graph in (G, σ) or (G + F, σ).
The vertex w has only in-arcs from the elements in P and from b. Likewise, the vertices qi ∈ Q
have only in-arcs from P and from their corresponding vertex ri ∈ R. Therefore and since all
elements in P have only out-neighbors, it is an easy task to verify that none of the vertices in
R∪{b} can play the role of y2 in an F1- or F2-graph. Thus none of the vertices in R∪{b} is part
of an induced F1-, F2-, or F3-graph.
Thus it suffices to investigate the subgraph (G′, σ) of (G + F, σ) induced by {w} ∪ P ∪ Q for
the presence of induced F1-, F2-, and F3-graphs. In G′, none of the vertices in {w} ∪ Q have
out-neighbors since F ⊆ P × Q does not affect w and does not contain arcs from qi ∈ Q to any
other vertex. Thus, none of the vertices in {w} ∪ Q can play the role of x1, y1 or y2 in an F1-,
the role of x1, y1 or x2 in an F2-graph, or the role of x1 or x2 in an F3-graph. Since {w} ∪ Q
has only in-arcs from P , and P has no in-arcs in G′, none of the vertices in {w} ∪Q can play the
role of x2 in an F1-graphs or the role of y2 in an F2-graph. Thus none of the vertices in {w} ∪Q
is part of an induced F1- or F2-graph. Hence, any induced F1- or F2-graph must be contained
in G′[P ]. However, all vertices of P are colored black, and hence (G′[P ], σ|P ) cannot harbor an
induced F1- or F2-graph.
Suppose (G′, σ) contains an induced F3-graph. Then there are five pairwise distinct vertices
x1, x2, y1, y2, y3 ∈ {w} ∪ P ∪ Q with coloring σ(x1) = σ(x2) 6= σ(y1) = σ(y2) = σ(y3) satisfying
(x1, y1), (x2, y2), (x1, y3), (x2, y3) ∈ E ∪F and (x1, y2), (x2, y1) /∈ E ∪F . Since P has no in-arcs in
(G′, σ), it must hold that y1, y2, y3 /∈ P . Since σ({w}∪Q) 6= σ(P ) and (G′, σ) is properly 2-colored,
we have x1, x2 ∈ P . Since w has in-arcs from all vertices in P and (x1, y2), (x2, y1) /∈ E∪F , vertex
w can neither play the role of y1 nor of y2 in an F3-subgraph. Thus, y1, y2 ∈ Q. Claim 4.7.1
therefore implies {x1, y1}, {x2, y2} ∈ E˜ ∪ F˜ and {x1, y2}, {x2, y1} /∈ E˜ ∪ F˜ . Hence, U ′ contains a
pair of independent edges. By Lemma 4.6, it follows that U ′ is not a chain graph; a contradiction.

Together, Claims 4.7.2 and 4.7.3 imply that (G+F, σ) is a BMG if and only if U ′ = (P∪·Q, E˜∪F˜ )
is a chain graph; see Fig. 7 for an illustrative example.
Claim 4.7.4. If F is a minimum-sized arc completion set such that (G + F, σ) is a BMG, then
F ⊆ P ×Q.
Proof: Let F be an arbitrary minimum-sized arc completion set, i.e., (G + F, σ) is a BMG, and
put F ′ := F ∩ (P ×Q) and let (F ′, F˜ ′) be the corresponding completion pair.
If F ′ = F , there is nothing to show. Otherwise, we have |F ′| < |F | and minimality of |F |
implies that (G + F ′, σ) is not a BMG. By contraposition of Claim 4.7.3, we infer that U ′ =
(P ∪· Q, E˜ ∪ F˜ ′) is not a chain graph. Hence, Lemma 4.6 implies that U ′ contains a set of
independent edges {p1, q1}, {p2, q2} ∈ E˜ ∪ F˜ ′ and {p1, q2}, {p2, q1} /∈ E˜ ∪ F˜ ′. By Claim 4.7.1,
it follows that (p1, q1), (p2, q2) ∈ E ∪ F ′ and (p1, q2), (p2, q1) /∈ E ∪ F ′. Since F ′ ⊂ F , we have
(p1, q1), (p2, q2) ∈ E ∪ F . Furthermore, from (p1, q2), (p2, q1) ∈ P × Q and F ′ = F ∩ (P × Q),
we conclude that (p1, q2), (p2, q1) /∈ E ∪ F . By construction of our reduction and since we only
insert arcs, we have (p1, w), (p2, w) ∈ E ∪ F . Together with the coloring σ(p1) = σ(p2) 6= σ(q1) =
σ(q2) = σ(w), the latter arguments imply that (G + F, σ) contains an induced F3-graph. By
Lemma 3.2, this contradicts that (G+ F, σ) is a BMG. 
Now, let (F, F˜ ) be a completion pair such that |F˜ | ≤ k and F˜ is a minimum-sized edge com-
pletion set for U . Thus U ′ = (P ∪· Q, E˜ ∪ F˜ ) is a chain graph. Hence, Claim 4.7.3 implies that
(G+F, σ) is a BMG. Since |F | = |F˜ | ≤ k, it follows that 2-BMG Completion with input (G, σ, k)
has a yes-answer if CGC with input (U = (P ∪· Q, E˜), k) has a yes-answer.
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U = (P ∪ Q, E ∪ F). ~ ~
Figure 7: An example solution for CGC, resp., 2-BMG Completion as constructed in the proof of
Thm. 4.7. A tree (T, σ) that explains the resulting BMG is shown on the right. Here, we have k = 4
edge, resp., arc additions (indicated by dashed-gray lines) to obtain a chain-graph, resp., 2-BMG. The
indices of the vertices in P = {p1, . . . , p|P |} are chosen w.r.t. the order l on P i.e. i < j if and only if
pi l pj and thus, N(pi) ⊆ N(pj). In this example, we have N(p1) ∩ Q = ∅. Moreover, the vertex q1
has no neighbor in P .
Finally, let F be a minimum-sized arc completion set for (G, σ), i.e. (G+ F, σ) is a BMG, and
assume |F | ≤ k. This and Claim 4.7.4 implies F ⊆ P × Q. For the corresponding completion
pair (F, F˜ ) we have |F˜ | = |F | ≤ k. Moreover, since (G + F, σ) is a BMG, Claim 4.7.2 implies
that U = (P ∪· Q, E˜ ∪ F˜ ) is a chain graph. Therefore, CGC with input (U = (P ∪· Q, E˜), k) has
a yes-answer if 2-BMG Completion with input (G, σ, k) has a yes-answer. This completes the
proof.
5 Complexity of `-BMG modification problems
We now turn to the graph modification problems for an arbitrary number ` of colors. The proof of
the next theorem follows the same strategy of adding hub-vertices as in [15].
Theorem 5.1. `-BMG Deletion, `-BMG Completion, and `-BMG Editing are NP-complete
for all ` ≥ 2.
Proof. BMGs can be recognized in polynomial time cf. [10, Sec. 5] and thus, all three problems
are contained in the class NP. Let (G = (V,E), σ) be a properly colored digraph with ` colors.
Thm. 4.3, Cor. 4.4 and Thm. 4.7 state NP-completeness for the case of ` = 2 colors. Thus assume
` ≥ 3 in the following.
By slight abuse of notation, we collectively refer to the three problems `-BMG Deletion,
`-BMG Completion, and `-BMG Editing simply as `-BMG Modification. Correspondingly,
we write (GF, σ) and distinguish the three problems by the modification operation  ∈ {−,+,4},
where  = −,  = + and  = 4 specifies that F is a deletion-, completion, or edit set, respectively.
We use reduction from 2-BMG Modification. To this end, let (G2 = (V2, E2), σ2, k) be an
instance of one of the latter three problems. To obtain a properly colored graph (G` = (V`, E`), σ`)
with ` colors, we add to G2 a set VH of `− 2 new vertices with pairwise distinct colors that also do
not share any colors with the vertices in (G2, σ2). Moreover, we add arcs such that every h ∈ VH
becomes a hub-vertex. Note that V` = V2 ∪· VH , G`[V2] = G2, and (σ`)|V2 = σ2. Furthermore, V2
is a subset of V` satisfying the condition in Obs. 2.7, i.e., V2 =
⋃
s∈S2 V`[s] for the color set S2 in
(G2, σ2). Clearly, the reduction can be performed in polynomial time. We proceed by showing that
an instance (G2, σ2, k) of the respective 2-BMG Modification problem has a yes-answer if and
only if the corresponding instance (G`, σ`, k) of `-BMG Modification has a yes-answer.
Suppose that 2-BMG Modification with input (G2, σ2, k) has a yes-answer. Then there is an
arc set F ⊆ V2×V2 \{(v, v) | v ∈ V2} with |F | ≤ k such that (G2F, σ2) is a BMG. Let (T2, σ2) be
a tree explaining (G2  F, σ2). From this tree, we construct a tree (T`, σ`) by adding the vertices
in VH as leaves of the root ρ and coloring these leaves as in (G`, σ`). By construction, we have
L(T`) = V` = V2∪VH and T2 = (T`)|V2 , where (T`)|V2 is the restriction of T` to the leaf set V2. The
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latter arguments together with Obs. 2.7 imply that (G(T`, σ`)[V2], (σ`)|V2) = G((T`)|V2 , (σ`)|V2) =
G(T2, σ2) = (G2  F, σ2).
Let h ∈ VH be arbitrary. Since h is the only vertex of its color, (x, h) is an arc in G(T`, σ`)
for every x ∈ V` \ {h}. Since h is a child of the root, we have moreover lcaT`(x, h) = ρ, and thus,
(h, x) is an arc in G(T`, σ`) for every x ∈ V` \ {h}. The latter two arguments imply that h is a
hub-vertex in G(T`, σ`). Since F is not incident to any vertex in V` \ V2 = VH and each vertex
h ∈ VH is a hub-vertex in (G`, σ`) and in G(T`, σ`), we conclude that G(T`, σ`) = (G`  F, σ`).
Hence, (G`  F, σ`) is a BMG and the corresponding `-BMG Modification problem with input
(G`, σ`, k) has a yes-answer.
For the converse, suppose that `-BMG Modification with input (G`, σ`, k) has a yes-answer.
Thus, there is an arc set F ⊆ V`×V`\{(v, v) | v ∈ V`} with |F | ≤ k such that (G`F, σ`) is a BMG.
Let (T`, σ`) be a tree explaining (G`  F, σ`). Let F ′ ⊆ F be the subset of arc modifications (x, y)
for which x, y ∈ V2. Thus, it holds |F ′| ≤ |F | ≤ k. By construction, (G`  F )[V2] = G`[V2]  F ′.
Moreover, by Obs. 2.7, we have (G(T`, σ`)[V2], (σ`)|V2) = G((T`)|V2 , (σ`)|V2). In summary, we
obtain (G2  F ′, σ2) = (G`[V2]  F ′, σ2) = ((G`  F )[V2], (σ`)|V2) = (G(T`, σ`)[V2], (σ`)|V2) =
G((T`)|V2 , (σ`)|V2). Thus, (G2  F ′, σ2) is a BMG. Together with |F ′| ≤ k, this implies that 2-
BMG Modification with input (G2, σ2, k) has a yes-answer.
6 ILP formulation of `-BMG modification problems
Hard graph editing problems can often be solved with integer linear programming (ILP) on prac-
tically relevant instances. It is of interest, therefore, to consider an ILP formulation of the BMG
deletion, completion and editing problems considered above. As input, we are given an `-colored
digraph (G = (V,E), σ). We encode its arcs by the binary constants
Exy = 1 if and only if (x, y) ∈ E.
for all pairs (x, y) ∈ V × V , x 6= y. The vertex coloring σ is represented by the the binary constant
ςy,s = 1 if and only if σ(y) = s
The arc set of the modified graph (G∗, σ) is encoded by binary variables xy, that is, xy = 1 if
and only if (x, y) is arc in the modified graph G∗. The aim is to minimize the number of edit
operations, and thus, the symmetric difference between the respective arc sets. This is represented
by the objective function
min
∑
(x,y)∈V×V
(1− xy)Exy +
∑
(x,y)∈V×V
(1− Exy)xy. (1)
Note, this objective function can also be used for the BMG completion and BMG deletion problem.
To ensure that only arcs between vertices of distinct colors exist we add the constraints
xy = 0 for all (x, y) ∈ V × V with σ(x) = σ(y). (2)
For the BMG completion problem, the arc set E must be contained in the modified arc set. Hence,
we add
Exy ≤ xy for all (x, y) ∈ V × V. (3)
In this case, Equ. (3) ensures that xy = 1 if Exy = 1 and thus, (x, y) remains an arc in the modified
graph. In contrast, for the BMG deletion problem, it is not allowed to add arcs and thus, we use
xy ≤ Exy for all (x, y) ∈ V × V. (4)
In this case, Equ. (4) ensures that xy = 0 if Exy = 0 and thus, (x, y) does not become an arc in the
modified graph. For the BMG editing problem, we neither need Constraint (3) nor (4). However,
for all three problems we need the following.
To obtain an `-colored BMG (G∗, σ), we must ensure that each connected component C of
(G∗, σ) is an `-colored graph and a BMG (cf. Lemma 2.11). In particular, therefore, by Obs. 2.5
each vertex has at least one out-neighbor of of every other color. This property translates to the
constraint ∑
y 6=x
(x, y) · ςy,s > 0 (5)
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for all s 6= σ(x). It automatically ensures that all connected components are `-colored.
By Thm. 2.9, a connected component (G[C], σ|C) of (G∗, σ) is a BMG if and only if all induced 2-
colored subgraphs in (G[C], σ|C) are BMGs and the set R(G, σ) of informative triples is compatible.
In order to ensure that all induced 2-colored subgraphs in (G∗, σ) are BMGs we use Thm. 3.4.
Equ. (5) already guarantees that all 2-colored induced subgraphs are sink-free. Hence it suffices
to add constraints that exclude induced F1-, F2-, and F3-graphs. For every ordered four-tuple
(x1, x2, y1, y2) ∈ V 4 with pairwise distinct x1, x2, y1, y2 and σ(x1) = σ(x2) 6= σ(y1) = σ(y2), we
require
(F1) x1y1 + y1x2 + y2x2 + (1− x1y2) + (1− y2x1) < 5 and (6)
(F2) x1y1 + y1x2 + x2y2 + (1− x1y2) < 4. (7)
In addition, for every ordered five-tuple (x1, x2, y1, y2, y3) ∈ V 5 with pairwise distinct
x1, x2, y1, y2, y3 and σ(x1) = σ(x2) 6= σ(y1) = σ(y2) = σ(y3), we enforce
(F3) x1y1 + x1y3 + x2y2 + x2y3 + (1− x1y2) + (1− x2y1) < 6. (8)
The constraints so far ensure that all induced 2-colored subgraphs in (G∗, σ) are BMGs. This
implies that also all induced 2-colored subgraphs in every connected component (G[C], σ|C) of
(G∗, σ) are BMGs since, otherwise, Thm. 2.9 applied on (G[C], σ|C) would imply that (G[C], σ|C)
is not a BMG and thus, by Lemma 2.11, (G∗, σ) would not be a BMG; a contradiction.
Thm. 2.9 also requires that the set of informative triples R(G, σ) must be compatible. To
implement this constraint, we follow the approach of [17]. Note, there is no distinction made
between two triples ba|c and ab|c. In order to avoid superfluous variables and symmetry conditions
connecting them, we assume that the first two indices in triple variables are ordered. Thus there
are three triple variables tab|c, tac|b and tbc|a for any three distinct a, b, c ∈ V and we add constraints
such that tab|c = 1 if ab|c is an informative triple (cf. Def. 2.8 and Lemma 2.10). Hence, we add
xy + (1− xy′)− txy|y′ ≤ 2 (9)
for all ordered (x, y, y′) ∈ V 3 with three pairwisely distinct vertices x, y, y′ and σ(x) 6= σ(y) = σ(y′).
Equ. (9) ensures that if (x, y) is an arc (xy = 1) and (x, y
′) is not an arc (xy′ = 0) in the edited
graph, then txy|y′ = 1. However, this constraint allows some degree of freedom for the choice of
the binary value txy|y′ , that is, we may put txy|y′ = 1 also in case (x, y) is not an arc or (x, y′) is
an arc. However by Lemma 2.3, for every compatible set of triples R on V there is a strictly dense
compatible set of triples R′ with R ⊆ R′. We therefore add the constraint
tab|c + tac|b + tbc|a = 1 for all {a, b, c} ∈
(
V
3
)
(10)
that ensures that precisely one of the binary variables representing one of the three possible triples
on three leaves is set to 1. The final set R′ of triples obtained in this manner contains all informative
triples but could be larger than R(G, σ). Moreover, the trees that display R′ need not necessarily
explain the final BMG (G∗, σ). However, this is not needed, since we just want to ensure that
the set of informative triples is compatible. To ensure compatibility of the triple set, we employ
Thm. 1, Lemma 4 and ILP 5 from [17] that is based on so-called 2-order inference rules and add
2tab|c + 2tad|b − tbd|c − tad|c ≤ 2 for all {a, b, c, d} ∈
(
V
4
)
(11)
The most expensive part of the constraint system are the O(|V |5) conditions required to exclude
induced F3-graphs.
7 Concluding Remarks
We have shown here that arc modification problems for BMGs are NP-complete. This is not nec-
essarily an obstacle for using BMG editing in practical workflows – after all, the computational
problems in phylogenetics all involve several NP-complete steps, including Multiple Sequence
Alignment [8] and the Maximum Parsimony Tree [13] or Maximum Likelihood Tree prob-
lems [5]. Nevertheless, highly efficient and accurate heuristics have been devised for these problems,
often adjusted to the peculiarities of real-life data, so that the computational phylogenetics have
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become a routine task in bioinformatics. As starting point to tackling BMG editing in practice, we
introduced an ILP formulation, that should be workable at least for moderate-size instances.
We note in passing that 2-BMG Deletion and 2-BMG Completion can be shown to be
fixed-parameter tractable (with the number k of edits as parameter) provided that the input graph
is sink-free. To see this, observe that sink-free 2-colored graphs are BMGs if and only if they do
not contain induced F1-, F2-, and F3-subgraphs (cf. Thm. 3.4). The FPT result follows directly
from the observation that all such subgraphs are of fixed size and only a fixed number of arc
deletions (resp., additions) are possible. In the case of 2-BMG Deletion, only those arc deletions
are allowed that do not produce sinks in G. Clearly, graphs remain sink-free under arc addition.
It remains unclear whether 2-BMG Editing is also FPT for sink-free graphs. One difficulty is
that arc deletions may result in a sink-vertex that then need to be resolved by subsequent arc
additions. It also remains an open question for future research whether the BMG modification
problems for (not necessarily sink-free) `-colored graphs are also FPT. We suspect that this is not
the case for ` ≥ 3, where the characterization also requires consistency of the set of informative
triples. Since removal of a triple from R(G, σ) requires the insertion or deletion of an arc, it seems
difficult to narrow down the editing candidates to a constant-size set. Indeed, Maximum Triple
Inconsistency is not FPT when parametrized by the number k of triples to be excluded [4]. On
the other hand, the special case of Dense Maximum Triple Inconsistency is FPT [14]. The
set of informative triples R(G, σ), however, is usually far from being dense.
For larger-scale practical applications we expect that heuristic algorithms will need to be devel-
oped. An interesting starting point is the observation that in many examples some of the (non-)arcs
in forbidden subgraphs cannot be modified. This phenomenon of unambiguously identifiable (non-
)arcs will be the topic of ongoing work.
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A All forbidden subgraphs in 2-colored BMGs
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Figure 8: All F1-graphs and F2-graphs. Isomorphism classes are indicated by the boxes, and labeled
according to Fig. 3.
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Figure 9: All F3-graphs. Isomorphism classes are indicated by the boxes. Those graphs that contain
at least one F1- or F2-graph as an induced subgraph are marked with “F1”, resp. “F2”.
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