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UNIQUE CONTINUATION ON CONVEX DOMAINS
SEAN MCCURDY
Abstract: In this paper, we adapt powerful tools from geometric analysis to get quantitative
estimates on the quantitative strata of the generalized critical set of harmonic functions which
vanish continuously on an open subset of the boundary of a convex domain. These estimates
represent a significant improvement upon existing results for boundary analytic continuation
in the convex case.
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1. Introduction
Unique continuation is a fundamental property for functions which solve the Laplace and
related linear equations. A closely related problem is that of boundary unique continuation—
given a domain, Ω ⊂ Rn, and a function, u, which is harmonic in Ω and vanishes continuously
on V ⊂ ∂Ω, how large can the set {Q ∈ V : |∇u| = 0} be if u 6≡ 0? Boundary unique
continuation is closely tied to the Cauchy problem and questions of well-posedness and
stability of solutions to boundary value problems (see, for instance, [Tat] and [ARRV09]).
In this paper, we address questions in boundary unique continuation for harmonic functions.
We follow the approach of Garofalo and Lin [GL87] insofar as we make essential use of
the Almgren frequency function. However, we introduce to this field recent techniques from
geometric measure theory and geometric analysis developed by Naber and Valtorta [NV17a].
These tools allow us to obtain very fine results on not just on the size and structure of the set
{Q ∈ V ⊂ ∂Ω : |∇u| = 0}, but also on how the strata of the critical set, {p ∈ Ω : |∇u| = 0},
approach V ⊂ ∂Ω.
For dimensions n ≥ 3, Bourgain and Wolff [BW90] have constructed an example of a
function, u : Rn+ → R, which is harmonic in Rn+, C1 up to the boundary Rn−1 ⊂ Rn, and
for which both u and ∇u vanish on a set of positive surface measure. This result has been
generalized by Wang [Wan95] to C1,α domains, Ω ⊂ Rn, for n ≥ 3. However, the sets of
positive measure for which these functions vanish are not open.
In general, the following question posed by Lin in [Lin91] is still open.
Question 1.1. Let n ≥ 2 and Ω ⊂ Rn be an open, connected Lipschitz domain. If u is a
harmonic function which vanishes continuously on a relatively open set V ⊂ ∂Ω, does
Hn−1({x ∈ V : |∇u| = 0}) > 0
imply that u is the zero function?
If u is non-negative, the techniques of PDEs on non-tangentially accessible (NTA) domains
give a comparison principle [Dah77] which allows us to say that the norm of the normal
derivative is point-wise comparable to the density of the harmonic measure with respect
to the surface measure, dσ. Additionally, for Lipschitz domains it is well-known that the
harmonic measure is mutually absolutely continuous with respect to dσ. These two facts
then imply that if the normal derivative vanishes on a set of positive (surface) measure, then
u must be identically 0.
The challenge is for harmonic functions, u, which change sign. For such functions, the
aforementioned techniques fail completely because we cannot apply the Harnack principle.
Authors have therefore approached this problem by asking for additional regularity. In
[Lin91], Lin proves that for C1,1 domains, Ω ⊂ Rn, for n ≥ 2, if u is a non-constant harmonic
function which vanishes on an open set V ∩∂Ω, then dimH({x ∈ V ∩∂Ω : |∇u| = 0}) ≤ n−2.
Similar results were later shown by Adolfsson and Escauriaza for domains with locally C1,α
boundary. In [AE97] it was shown that for C1 Dini boundaries ∂Ω, Similarly, Kukavica and
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Nysto¨m showed that Hn−1({x ∈ V : |∇u| = 0}) > 0 implies that u ≡ 0 if ∂Ω is C1 Dini,
[KN98].
Making different geometric assumptions on the boundary, ∂Ω, Adolfsson, Escauriaza, and
Kenig showed that for a convex domain, Ω ⊂ Rn, if u is a harmonic function in Ω which
vanishes continuously on a relatively open set V ⊂ ∂Ω, then if {x ∈ V ∩ ∂Ω : |∇u| = 0} has
positive surface measure, u must be a constant function [AEK95].
The method of attack pursued in [Lin91], [AEK95], [KN98], and [AE97] was centered on
showing that the harmonic function is “doubling” on the boundary in the following sense. If
Ω ⊂ Rn, then there exists an absolute constant M <∞ such that for all B2r(Q) ∩ ∂Ω ⊂ V,
ˆ
B2r(Q)∩Ω
u2dx ≤M
ˆ
Br(Q)∩Ω
u2dx.
This doubling property allows them to show that the normal derivative is an A2 Mucken-
houpt weight with respect to surface measure, a kind of quantified version of mutual absolute
continuity. It is well know that of u vanishes in a surface ball ∆r(Q) and the normal deriva-
tive of u is a 2-weight with respect to surface measure, then either {Q′ ∈ ∆r(Q) : |∇u| = 0}
has measure zero or {Q′ ∈ ∆r(Q) : |∇u| > 0} has measure zero. The improvement from mea-
sure to dimension bounds in [AE97] and [Lin91] comes from applying an additional Federer
dimension-reduction type argument.
In this paper, we restrict our investigation to convex domains, Ω, and introduce to this con-
text powerful new tools developed in [NV17a]. These tools can be viewed as a quantitative re-
finement of Federer dimension-reduction as used by Almgren in his stratification of singular-
ities result ([ATS00], Corollary 2.27). In particular, the techniques of [NV17a] allow for very
refined estimates on the size and structure of the strata of both {Q ∈ V ⊂ ∂Ω : |∇u| = 0}
and {p ∈ Ω : |∇u| = 0} as they approach V ⊂ ∂Ω.
Throuhout this paper, the term, singular set will refer to the subset of the boundary,
sing(∂Ω) ⊂ ∂Ω,
for which all geometric blow-ups are not flat. We note that for convex domains all blow-ups
are unique. For flat points, Q ∈ ∂Ω, we shall denote the normal to ∂Ω at Q by ~ηQ. Because
we wish to treat both interior points p ∈ Ω and boundary points, Q ∈ V ⊂ ∂Ω all at once,
we make the following definition. We shall use the term generalized critical set of u to refer
to,
(1) C(u) = {p ∈ Ω : |∇u| = 0} ∩ {Q ∈ ∂Ω : |∇u| = 0}
where for Q ∈ ∂Ω we shall abuse notation by writing |∇u| = 0 to mean that blow-ups
(properly normalized) are neither linear nor one-sided linear (e.g., x+n ). We justify this in
Section 21, where we shall show that both the singular set of ∂Ω ∩ V and the flat points
Q ∈ V for which limh→0+ u(Q+h~ηQ)−u(Q)h = 0 are contained in {Q ∈ ∂Ω : |∇u| = 0}.
We investigate the following questions.
Questions 1.2. How do the strata of the generalized critical set, C(u)∩V , sit in the boundary
V ∩ ∂Ω? Are the strata of {Q ∈ V ⊂ ∂Ω : |∇u| = 0} rectifiable? Do the strata of
{p ∈ Ω : |∇u| = 0} oscillate wildly and become “thick” as they approach the boundary,
V ∩ ∂Ω?
Our gauge of how a set “sits in space” or how “thick” it is will be estimates on the volume
of tubular neighborhoods and upper Minkowski dimension. We shall use the convention
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that for any A ⊂ Rn, Br(A) = {x ∈ Rn : d(A, x) < r}. Recall that we can define upper
Minkowski s-content by
M∗s(A) = lim sup
r→0
V ol(Br(A))
(2r)n−s
(2)
and upper Minkowski dimension as
dimM(A) = inf{s :M∗s(A) = 0} = sup{s :M∗s(A) > 0}.
The strata we shall be investigating are a modification of the quantitative strata introduced
by Cheeger and Naber in [CN13] for studying the regularity of stationary harmonic maps and
minimal currents. The standard stratification of the singular or critical set is by symmetry.
For 0 ≤ k ≤ n− 1, we define the kth critical stratum as follows.
Sk = {x ∈ Ω : blow-ups are at most k-symmetric}
where by k-symmetric, we mean that the function or set is translation invariant along a
k-plane. The clever idea of Cheeger and Naber is to further stratify Sk into Sk,r0(u) where
 quantifies how the rescalings of u avoid higher symmetries at all scales above r0. See
Subsection 2.3 for rigorous definitions.
The main contribution of this paper is the following theorem, stated roughly.
Theorem 1.3. For n ≥ 2, let u : Rn → R be harmonic inside a convex domain, Ω ⊂ Rn
with diam(Ω) ≥ 3 and vanish continuously on B2(0) ∩ ∂Ω. If u is a not identically zero in
Ω, and
N(0, 2, u) =
´
B2(0)
|∇u|2dx´
∂B2(0)∩Ω(u)
2dσ
≤ Λ
then for all 0 ≤ k ≤ n− 2, all r0 > 0, and all r > r0 > 0,
(3) V ol(Br(Sk,r0(u) ∩B 116 (0))) ≤ C(n,Λ, )r
n−k
We include a number of corollaries to this theorem (see Section 3 for full statements of all
results), but in particular, we are able to show the following.
Corollary 1.4. For u, Ω as in Theorem 1.3, then if u is non-constant in Ω
(4) M∗,n−2
(
({Q ∈ ∂Ω : |∇u| = 0} \ sing∂Ω) ∩B 1
16
(0)
)
≤ C(n,Λ) <∞.
and {Q ∈ ∂Ω : |∇u| = 0} is countably n− 2-rectifiable.
The author would like to thank Tatiana Toro, whose advice, patience, and support can
only be described as sine qua non.
2. Definitions and Preliminaries
We shall denote the C0,γ(B1(0))-norm by,
||u||C0,γ(B1(0)) = ||u||C0(B1(0)) + sup
x,y∈B1(0)
|u(x)− u(y)|
|x− y|γ .
Throughout this paper, we shall not keep close track of constants. The constant C will
by ubiquitous and represent different constants even within the same string of inequalities.
A constant, C(n,Λ), will only depend upon n and Λ, but each instantiation may represent
a distinct constant.
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2.1. A class of domains. In this paper, we begin by investigating convex domains. To
that end, we normalize and define the following class of functions.
Definition 2.1. Let D(n) be the collection of domains, Ω ⊂ Rn, which satisfy the following
conditions:
(1) 0 ∈ ∂Ω.
(2) Ω ∩B2(0) is convex.
(3) Ω ∩ (B2(0))c 6= ∅.
2.2. Almgren Frequency and a class of functions. One of the key tools of this paper will
be an Almgren frequency function. Introduced by Almgren in [Alm79], Almgren frequency-
type functions have been well-studied.
Definition 2.2. Let r > 0, Ω ⊂ Rn, and p ∈ Ω. For any function u : Rn → R, such that
u ∈ C(B2r(p)) ∩W 1,2(B2r(p)) we define the following quantities:
HΩ(p, r, u) =
ˆ
∂Br(p)∩Ω
|u− u(p)|2dx
DΩ(p, r, u) =
ˆ
Br(p)
|∇u|2dx
NΩ(p, r, u) = r
DΩ(p, r, u)
HΩ(p, r, u)
.
Remark 2.3. This normalized version of the Almgren frequency function is invariant in the
following senses. Let a, b, c ∈ R with a, r 6= 0. If w(x) = au(bx+p) + c and Tp,bΩ = 1b (Ω−p)
then
NΩ(p, r, u) = NTp,bΩ(0, b
−1r, w)
Definition 2.4. Let A(n,Λ) be the set of functions, u : Rn → R, which have the following
properties:
(1) u : Rn → R is harmonic in a convex domain, Ω ∈ D(n).
(2) u ∈ C(B2(0)) and u = 0 on Ωc ∩B2(0).
(3) NΩ(0, 2, u) ≤ Λ.
This last assumption, that NΩ(0, 2, u) ≤ Λ will give us a geometric non-degeneracy we
need for the domains Ω ∈ D which we will consider. We now note some of the elementary
properties of HΩ(p, r, u), DΩ(p, r, u), NΩ(p, r, u), and their derivatives.
Lemma 2.5. Let u ∈ A(n,Λ) and p ∈ Ω ∩B1(0) and all 0 < r < 1,
(5)
d
dr
HΩ(p, r, u) =
n− 1
r
HΩ(p, r, u) + 2DΩ(p, r, u) + 2
ˆ
Br(p)
(u− u(p))∆u
d
dr
DΩ(p, r, u) =
n− 2
r
DΩ(p, r, u) + 2
ˆ
∂Br(p)
(∇u · ~η)2dσ
+
ˆ
∂Ω∩Br(p)
(Q− p) · ~η(∇u · ~η)2dσ(Q)(6)
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d
dr
ln(
1
rn−1
HΩ(p, r, u)) =
2
r
NΩ(p, r, u) + 2
´
Br(p)
(u− u(p))∆u
HΩ(p, r, u)
(7)
d
dr
ln(HΩ(p, r, u)) =
n− 1
r
+
2
r
NΩ(p, r, u) + 2
´
Br(p)
(u− u(p))∆u
HΩ(p, r, u)
(8)
Remark 2.6. In the interior setting, for Br(p) ⊂ Ω, these identities follow from straightfor-
ward computation. (5) follows from the change of variables, y → rx+ p, and the divergence
theorem. (6) relies upon the Rellich-Necas Identity,
(9) div(X|∇u|2) = 2div((X · ∇u)∇u) + (n− 2)|∇u|2,
the divergence theorem, and the fact that u vanishes on the boundary. The last two equations
follow immediately from 5. Without exception, the standard interior computations go through
identically for radii for which Br(p) ∩ ∂Ω 6= ∅.
Because we wish to prove the almost-monotonicity for NΩ(p, r, u) as a function of r for radii
such that Br(p)∩ ∂Ω 6= ∅, we need to investigate ddrNΩ(p, r, u). The following lemma records
a useful identity which follows from the previous lemma by straightforward computation.
Lemma 2.7. For u ∈ A(n,Λ) and p ∈ Ω ∩ B1(0) and all 0 < r < 1, ddrNΩ(p, r, u) may be
decomposed into four terms,
d
dr
NΩ(p, r, u) =N
′
1(r) +N
′
2(r) +N
′
3(r) +N
′
4(r)(10)
where
N ′1(r) =
1
HΩ(p, r, u)2
2r[HΩ(p, r, u)
ˆ
∂Br(p)∩Ω
(∇u · ~η)2dσ − (
ˆ
∂Br(p)∩Ω
(u− u(p))(∇u · ~η)dσ)2]
N ′2(r) =
1
HΩ(p, r, u)
r
ˆ
∂Ω∩Br(p)
(Q− p) · ~η(∇u · ~η)2dσ(Q)
N ′3(r) =2NΩ(p, r, u)
1
HΩ(p, r, u)
ˆ
Br(p)
(u− u(p))∆u
N ′4(r) =
2r
HΩ(p, r, u)2
(
ˆ
Br(p)
(u− u(p))∆u)2
In Section 12, we will need to consider a different form of N ′1(r). To that end, we include
the following useful identity.
Lemma 2.8. Let u ∈ A(n,Λ) and p ∈ Ω ∩B1(0) and all 0 < r < 1,
N ′1(r) =
2r[HΩ(p, r, u)
´
∂Br(p)
(∇u · ~η)2dσ − (´
∂Br(p)
(u− u(p))(∇u · ~η)dσ)2]
HΩ(p, r, u)2
=
2
rHΩ(p, r, u)
(
ˆ
∂Br(p)∩Ω
|∇u · (y − p)− λ(p, r, u)(u(y)− u(p))|2dσ(y))
where
λ(p, r, u) =
´
∂Br(p)∩Ω(u(y)− u(p))∇u · (y − p)dσ(y)
HΩ(p, r, u)
.
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Proof. Recall that by the Cauchy-Schwarz inequality, we have that for λ = 〈u,v〉||v||2
||v||2||u− λv||2 = |u|||2||v||2 − |〈u, v〉|2.
Choosing u = ∇u · (y − p) and v = u− u(p), we have
N ′1(r) =HΩ(p, r, u)
−12r(
ˆ
∂Br(p)∩Ω
|(u)ν − 1
r
λ(p, r, u)(u− u(p))|2dσ)
=
2
rHΩ(p, r, u)
(
ˆ
∂Br(p)∩Ω
|∇u · (y − p)− λ(p, r, u)(u(y)− u(p))|2dσ(y))

Remark 2.9. For want of something better, we shall call λ(p, r, u) the frequency coeffi-
cient of u at scale r and location p. If u is a harmonic polynomial which is homogeneous
about the point, p, then λ(p, r, u) = NRn(p, r, u).
In the expansion of d
dr
NΩ(p, r, u), the term
´
Br(p)
(u − u(p))∆u shows up frequently. We
interpret ∆u as a measure. We make this rigorous in the following lemma.
Lemma 2.10. Let u ∈ A(n,Λ). Then ∆u is a measure supported on ∂Ω. More precisely,
for p ∈ Ω ∩B1(0) and all 0 < r < 1,ˆ
Br(p)
(u− u(p))∆u = −u(p)
ˆ
∂Ω∩Br(p)
∇u · ~ηdσ.
We defer the proof to Appendix A.
2.3. Rescaling procedures and Symmetry. Because the main goal in this paper is to get
estimates on the fine-slace structure of the critical set of certain functions, u, rescalings will
be a major tool. We shall use rescalings which are adapted to the quantitative stratification
methods introduced by Cheeger and Naber in [CN13] for studying the regularity of stationary
harmonic maps and minimal currents.
Definition 2.11. Let u ∈ C(Rn). We define the rescaled function, Tx,ru of u at a point
x ∈ B1−r(0) at scale 0 < r < 1 by
Tx,ru(y) =
u(x+ ry)− u(x)
(
´
∂B1(0)∩Ω(u(x+ ry)− u(x))2dy)1/2
.
We denote the limit as r → 0 by
Txu(y) = lim
r→0
Tx,ru(y)
.
Note that the denominator simply normalizes the blow-up. In the case that the denomi-
nator is zero, we define Tx,ru =∞.
Definition 2.12. Let Ω ∈ D(n). We shall break with established convention and denote the
rescalings of Ω as follows. Let Tp,rΩ =
Ω−p
r
and Tp,r∂Ω =
∂Ω−p
r
.
Remark 2.13. Note that if NΩ(p, r, u) = Λ, then NΩp,r(0, 1, Tp,ru) = DΩp,r(0, 1, Tp,ru) = Λ.
The geometry we wish to capture with the blow-ups Txf are encoded in their translational
symmetries. We now define the class of pseudo-tangent profiles, the potential subsequential
limits for a sequences Txi,riu.
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Definition 2.14. Let u ∈ C(Rn). We say u is 0-symmetric if u satisfies one the following
conditions.
(1) u is a homogeneous harmonic polynomial.
(2) u is a continuous function which is homogeneous and harmonic in a convex cone,
Ω ∈ D(n), and which vanishes in Ωc.
We will say that u is k-symmetric if u is 0-symmetric and there exists a k-dimensional
subspace, V, such that u(x+ y) = u(x) for all x ∈ Rn and all y ∈ V .
Cf. Lemma 2.18 for a related discussion. We now define the quantitative version of
symmetry which describes how close to being k-symmetric a function is in a ball, Br(x) ⊂ Rn.
Definition 2.15. For any u ∈ A(n,Λ) with associated domain Ω, u will be called (k, , r, p)-
symmetric if there exists a k-symmetric function, P , such that
1.
´
∂B1(0)
|P |2 = 1
2.
´
B1(0)∩Tp,rΩ |Tp,ru− P |2 < .
Sometimes, we shall refer to a function u as being (k, )-symmetric in the ball Br(p) to mean
u is (k, , r, p)-symmetric.
Definition 2.16. Let u ∈ A(n,Λ) with Ω ∈ D(n) its associated domain. We denote the
(k, , r)-critical stratum of u by Sk,r(u), and we define it by
Sk,r(u) = {x ∈ Ω : u is not (k + 1, , s, x)-symmetric for all s ≥ r}
We shall also use the notation Sk (u) for Sk,0(u).
It is immediate from the definitions that Sk,r(u) ⊂ Sk′′,r′(u) if k′ ≤ k, ′ ≤ , r ≤ r′. This in
turn implies that we can recover the qualitative stratification by
Sk(u) = {x ∈ Rn : Txu is not (k + 1)-symmetric} = ∪η ∩r Skη,r(u).
Remark 2.17. Definition 2.15 leads to a few interesting quirks. Let u ∈ A(n,Λ) with
associated domain Ω. Let p ∈ Ω ∩ B1(0) and 0 < r < 1. It is possible for u to be (0, 0, r, p)-
symmetric and yet for Tp,ru to not be a 0-symmetric function. Since we only consider the
L2(B1(0)∩ Tp,rΩ) distance, u may be the restriction of a homogeneous harmonic function to
a convex domain. However, because u must vanish continuously on ∂Ω ∩ B2(0), if Tp,ru is
(0, 0)-symmetric in B1(0), then Tp,r∂Ω must be part of a connected component of a level set
of Tp,ru. However, Tp,r∂Ω must still be the boundary of a convex domain in B1(0). This is
very restrictive. The next lemma makes this statement rigorous.
Lemma 2.18. Let u ∈ A(n,Λ) with associated domain Ω. Let p ∈ Ω∩B1(0) and 0 < r < 1.
Let u to be (0, 0, r, p)-symmetric. If p ∈ ∂Ω,
(1) Tp,ru is a homogeneous harmonic function.
(2) Tp,rΩ is a convex cone.
(3) Tp,ru is 0-symmetric.
If p ∈ Ω,
(1) Tp,ru is a (n − 1, 0)-symmetric in Br(p), i.e., Tp.ru is a linear function restricted to
a super level set.
(2) Tp,rΩ is an affine hyperplane.
(3) Tp,ru is not 0-symmetric.
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Proof. Note that if p ∈ ∂Ω, (2) and (3) follow immediately from (1). Furthermore, (1) follows
from Tp,ru being equivalent to a 0-symmetric function, P , in L
2(B1(0)∩Tp,rΩ) and vanishing
in Tp,rΩ
c. Both options for P in Definition 2.14 give (1).
Now, suppose that p ∈ Ω. As before, (2) and (3) follow immediately from (1). Let
d = dist(0, Tp,r∂Ω) > 0. Since T0, d
2
Tp,ru must be (0, 0)-symmetric in B1(0), T0, d
2
Tp,ru is
a homogeneous harmonic polynomial in B1(0). By unique continuation, then, Tp,ru is a
homogeneous harmonic polynomial restricted to Tp,rΩ. Since u is assumed to continuously
vanish on ∂Ω ∩ B2(0), Tp,r∂Ω to be contained in a connected component of a level set of
a homogeneous harmonic polynomial, as well. Furthermore, since d = dist(0, Tp,r∂Ω) > 0,
this level must be contained in a non-zero level set of a homogeneous harmonic function.
Therefore, we may find a neighborhood, U , in which it is smooth. Let U˜ be the cone of U
over the origin.
Let x0 ∈ U and let V be the tangent plane to Γ at the point (x0, u(x0)). Note that
V = (x0, u(x0)) + span{v1, ..., vn} where {v1, ..., vn−1} is a basis for a tangent plane to
the level set {u(x) = u(x0) : x ∈ U} and vn is the tangent vector to the graph of the
homogeneous function, f(λ) = u(λx0). Let Lx0 : Rn → R be the affine linear function whose
graph is V . Consider the graph of u − Lx0 . Since u is homogeneous of degree ≤ 1 and
{u(x) = u(x0) : x ∈ U} is the boundary of a convex domain, Rn × {0} = {(x1, ..., xn, 0)} is
a supporting hyperplane for graph(u− Lx0).
It is a standard observation that in this situation, the scalar mean curvature at x0 is the
Laplacian of u − Lx0 at x0. It is a standard fact of undergraduate geometry then, that the
second fundamental form is semi-definite (see [Tho], Chapter 13, Theorem 1). This fact
follows from the fact that the sectional curvatures are the directional second derivatives.
Therefore, if u is homogeneous of order > 1, then the mean curvature is positive, which
means which implies that u− Lx0 is not harmonic. By this same logic, if we can find an x0
where {u(x) = u(x0) : x ∈ U} is strictly convex, then we also have that the mean curvature
is positive at this point and that u − Lx0 is not harmonic. Therefore, u is homogeneous of
order 1, and the level sets are flat. Therefore, u is linear function restricted to a super level
set. 
Remark 2.19. Up to scaling and rotation the only (n − 1, 0, p, r)-symmetric functions are
linear functions restricted to super level sets as in Lemma 2.18.
2.4. The Jones Beta-numbers and the Discrete Reifenberg Theorem. One of the
important tools in the second half of this paper will be the Jones β−numbers.
Definition 2.20. For µ a Borel measure, we define βkµ(p, r)
2 as follows.
βkµ(p, r)
2 = inf
Lk
1
rk
ˆ
Br(p)
dist(x, L)2
r2
dµ(x)
where the infimum is taken over all affine k−planes.
Taking the infimum– as opposed to the minimum– here is a convention. The space of
admissible planes is compact, so a minimizing plane exists. Let V kµ (p, r) denote a k-plane
which minimizes the infimum in the definition of βkµ(p, r)
2. Note that this k-plane is not a
priori unique.
We now come to one of the most important tools in this paper. The following theorem
of Naber and Valtorta is a powerful tool which links the sum of the βkµ(p, r)
2 over all points
and scales to packing estimates.
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Theorem 2.21. (Discrete Reifenberg, [NV17a]) Let {Bτi(xi)}i be a collection of disjoint
balls such that for all i = 1, 2, ... τi ≤ 1. Define a measure
µ =
∑
i
τ ki δxi
and suppose that for any x ∈ B2 and any scale l ∈ {0, 1, 2, ...}, if Brl(x) ⊂ B2(0) and
µ(Brl(x)) ≥ krkl then ∑
i≥l
ˆ
B2rl(x)
βkµ(z, 16ri)
2dµ(z) < rkl δ
2.
Then, there exists a δ0 = δ0(n) > 0 such that if δ ≤ δ0,
µ(B1(0)) =
∑
i s.t. xi∈B1(0)
τ ki ≤ CDR(n).
Theorem 2.22. (Rectifiable Reifenberg, [NV17a]) There exists a 0 < δ0 = δ0(n) such that
if Σ ⊂ B2(0) ⊂ Rn is an Hk-measurable subset such that for all Brl(x) ⊂ B2(0),
(11)
∑
i≥l
ˆ
B2rl(x)
βkΣ(z, 16ri)dHk|Σ(z) < rkl δ2.
then Σ∩B1(0) is countably k-rectifiable and there exists a constant, CRR <∞, such that for
each ball Br(x) ⊂ B1(0) with x ∈ Σ,
Hk|Σ(Br(x)) ≤ CRRrk
3. Main Results
The main results in this work are on the fine-scale, quantitative estimates on the strata
of the generalized critical set of u ∈ A(n,Λ).
Theorem 3.1. Let u ∈ A(n,Λ), then for any r0 > 0 and all r > r0 > 0
(12) V ol(Br(Sk,r0(u) ∩B 116 (0)) ≤ C(n,Λ, k, )r
n−k
As an immediate corollary, we have the following results.
Corollary 3.2. Let u ∈ A(n,Λ), then for all 0 ≤ k ≤ n− 2
(13) M∗,k(Sk (u) ∩B 1
16
(0)) ≤ C(n,Λ, k, )
(14) dimH(Sk(u) ∩B 1
16
(0)) ≤ k
Proof. The first statement is immediate from Theorem 3.1 and the definition of upper
Minkowski content. This also implies that dimM(Sk (u) ∩ B 1
4
(0)) ≤ k. To see the sec-
ond statement, we need only remember that Sk = ∪0<Sk (u), dimH(A) ≤ dimM(A) for all
A ⊂ Rn, and that dimH(∪iAi) = maxi dimH(Ai). 
Without too much difficulty, we also have the following corollary.
Corollary 3.3. Let u ∈ A(n,Λ), then for all 0 ≤ k ≤ n − 2 the set Sk(u) is countably
k-rectifiable.
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We defer the proof to Section 16. It was proved in [Alb94] that the geometric singular
sets, Sk ∩ ∂Ω are contained in countably many C2 k-dimensional submanifolds. The new
information that this corollary provides is that ({x ∈ ∂Ω : |∇u| = 0} \ sing(∂Ω)) ∩ Sk is
countably k-rectifiable.
Due to an -regularity result, Lemma 17.2, we also have the following corollary.
Corollary 3.4. Let u ∈ A(n,Λ), then
M∗,n−2
(
({Q ∈ ∂Ω : |∇u| = 0} \ sing(∂Ω)) ∩B 1
16
(0)
)
≤ C(n,Λ).
Since it was shown in [Alb94] that the singular set of a convex function can be prescribed,
for any C2 (n−2)-rectifiable set, the geometric singular set a convex body can, in particular,
have infinite Hn−2 measure. Therefore, there is no hope of obtaining an -regularity result
which extends to all of sing(∂Ω) for arbitrary convex Ω. In light of these considerations,
Theorem 3.1 and it’s corollaries are sharp in the following senses: it agrees with the best
known interior estimates on the critical strata of harmonic functions, [NV17b], and known
boundary estimates on the geometric singular set on the boundary [Alb94].
The structure of this paper is roughly in four parts. In Sections 4-8, we develop some results
about the class of functions, A(n,Λ), and the Almgren frequency function. These include the
macroscopic almost monotonicity of the Almgren frequency and its uniform boundedness for
interior and boundary points, as well as the proper compactness results for A(n,Λ). The key
point of this section is to obtain uniform estimates on the frequency function at all points,
both interior and on the boundary, at all scales 0 < r < c. In particular, we must deal with
points p ∈ Ω and scales such that ∂Br(p) ∩ Ωc 6= ∅.
The main technical innovations are contained in Sections 9-10. In Section 9, we develop
the necessary framework to overcome the problems of almost-monotonicity of the Almgren
frequency for the purposes of quantitative rigidity. In this, convexity plays an important role,
Cf. Lemma 2.18. In Section 10, we obtain the necessary decay to modify the machinery
of [NV17a] so that we may obtain the necessary uniform estimates. Again, the problem is
extending these techniques to points p ∈ Ω and scales such that ∂Br(p) ∩ Ωc 6= ∅.
In Sections 11-15, we follow the proof technique of [NV17a] with a few notable changes.
First, we must connect the Jones β-numbers to the drop in the Almgren frequency. Second,
we must obtain the proper packing estimates. The results of Section 9 are crucial in obtaining
the desired control on the Jones β-numbers in Section 12. The results of Section 10 are also
essential in obtaining the necessary packing estimates in Section 13.
Sections 16 and 17 are devoted to proving Corollary 3.3 and Corollary 3.4, respectively.
Several Appendices are also included for completeness.
4. The Almgren frequency function on the Boundary
In this section, we develop crucial properties of the Almgren frequency function for points,
Q ∈ ∂Ω ∩ B 1
4
(0). The main result in this section is Lemma 4.6, which states that there is a
constant such that for all Q ∈ B 1
4
(0) ∩ ∂Ω and all r ∈ (0, 1
2
), NΩ(Q, r, u) ≤ C(n,Λ). This
lemma follows from the monotonicity of NΩ(Q, r, u).
Lemma 4.1. Let u ∈ A(n,Λ) and Q ∈ ∂Ω ∩ B1(0), then NΩ(Q, r, u) is monotonically
non-decreasing in 0 < r < 1.
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Proof. Recall Lemma 2.7. Note that N ′1(r) is non-negative by the Cauchy-Schwartz in-
equality. Furthermore, N ′2(r) is non-negative because ∂Ω is a convex surface and therefore
(Q−p) ·~η ≥ 0 for all p ∈ Ω∩B2(0) and all Q ∈ ∂Ω∩B2(0). Observe that N ′3(r) = N ′4(r) = 0
because u(Q) = 0. Therefore, d
dr
NΩ(Q, r, u) is non-negative. 
As corollaries to monotonicity, we have the following standard results.
Lemma 4.2. Let u ∈ A(n,Λ) and Q ∈ ∂Ω∩B1(0), then if for any two radii 0 < s < S < 1,
NΩ(Q, s, u) = NΩ(Q,S, u)
then NΩ(Q, r, u) is a constant for all r, u is a homogeneous function of degree NΩ(Q, s, u),
and ∂Ω ∩B2(0) is a convex cone over Q.
Proof. Without loss of generality, we assume Q = 0. Since NΩ(Q, r, u) is monotonic, the
assumption NΩ(Q, s, u) = NΩ(Q,S, u) implies that NΩ(Q, r, u) is a constant for all s < r < S.
Furthermore, using the notation in Lemma 2.7, N ′1(r) = N
′
2(r) = 0 for all s < r < S. Thus,
we have that for all y ∈ ∂Br(Q)
∇u · (y −Q) =∂rur
=
´
∂Br(Q)
u∂rurdσ(y)
HΩ(Q, r, u)
u
By the divergence theorem, we have,
∂rur =
rDΩ(Q, r, u)
HΩ(Q, r, u)
u
=NΩ(Q, r, u)u.
Since NΩ(Q, r, u) is a constant for all s < r < S, this becomes a separable ODE. u =
u(r, θ) = rNΩ(Q,S,u)u(θ). Since Ω ∩ BS(Q) \ Bs(Q) is open, unique continuation implies that
u is a homogeneous function of degree NΩ(Q,S, u) in Ω. Thus, NΩ(Q, r, u) is a constant for
all radii 0 < r. Since u vanishes continuously on ∂Ω∩B2(0), the last claim follows from the
homogeneity of u. 
Lemma 4.3. (HΩ(Q, r, u) is Doubling) Let u ∈ A(n,Λ) with Q ∈ B1(0) ∩ ∂Ω. For any
0 < s < S ≤ 1,
(15) HΩ(Q,S, u) ≤ (S
s
)(n−1)+2(NΩ(Q,S,u))HΩ(Q, s, u).
Proof. First, recall
H ′Ω(Q, s, u) =
n− 1
r
ˆ
∂Br(Q)
|(u− u(Q))|2 + 2
ˆ
Br(Q)
|∇u|2
Next, we consider the following identity:
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ln(
HΩ(Q,S, u)
HΩ(Q, s, u)
) = ln(HΩ(Q,S, u))− ln(HΩ(Q, s, u))
=
ˆ S
s
H ′Ω(Q, r, u)
HΩ(Q, r, u)
dr
=
ˆ S
s
n− 1
r
+
2
r
NΩ(Q, r, u)
We bound NΩ(Q, r, u) by NΩ(Q,S, u) using Lemma 4.1. Plugging in these bounds, we
have that for r ∈ [s, S] and  << s,
ln(
HΩ(Q,S, u)
HΩ(Q, s, u)
) ≤ [(n− 1) + 2NΩ(Q,S, u)] ln(r)|Ss
Evaluating and exponentiating gives the desired result. 
Remark 4.4. Because NΩ(Q, r, u) is monotonic for Q ∈ B1(0) ∩ ∂Ω, we can also extract
the identity,
ln(
HΩ(Q,S, u)
HΩ(Q, s, u)
) ≥ [(n− 1) + 2NΩ(Q, s, u)] ln(r)|Ss
which leads to
(16) HΩ(Q, s, u) ≤ ( s
S
)(n−1)+2NΩ(Q,s,u)HΩ(Q,S, u).
If S = 1 and u = TQ,ru, then we have that for all 1 > s > 0,
(17) HΩ(0, s, TQ,ru) ≤ s(n−1)+2NΩ(Q,0,TQ,ru).
Lemma 4.5. Let Q ∈ B1(0) ∩ ∂Ω, then ddr ln( 1rn−1HΩ(Q, r, u)) = 2rNΩ(Q, r, u)
Proof. We see in (7), for u(Q) = 0, the second term is trivial. 
We are now ready for the main result of this section.
Lemma 4.6. Let u ∈ A(n,Λ), as above. There is a constant, C(n,Λ) such that for all
Q ∈ B 1
4
(0) ∩ ∂Ω and all r ∈ (0, 1
2
),
(18) NΩ(Q, r, u) ≤ C(n,Λ).
Proof. Recall that 0 ∈ ∂Ω and that the Almgren frequency function is invariant under
rescalings. Therefore, we normalize our function u by the rescaling v = T0,1u.
Therefore, applying Lemma 4.3 to Q = 0, letting r = cR, and integrating both sides with
respect to R from 0 to S, we have that for any c ∈ (0, 1),
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ˆ
BS(0)
|v|2 ≤
ˆ S
0
(
1
c
)(n−1)+2NΩ(0,R,v)
ˆ
∂BcR(0)
|v|2dSdR
≤ (1
c
)(n−1)+2NΩ(0,S,v)
ˆ S
0
ˆ
∂BcR(0)
|v|2dSdR.
Thus, we have that for any such c ∈ (0, 1) and any 0 < S ≤ 1, 
BS(0)
|v|2dV ≤ (1
c
)2NΩ(0,S,v)
 
BcS(0)
|v|2dV.
Let S = 1 and c = 1
16
. We have that,
(19)
 
B1(0)
|v|2 ≤ (16)2NΩ(0,1,v)
 
B 1
16
(0)
|v|2.
Thus, for any Q ∈ B 1
4
(0) ∩ ∂Ω by inclusion, we have the following:
ˆ
B1(0)
|v|2 ≥
ˆ
B3/4(Q)
|v − v(Q)|2
and ˆ
B 1
16
(0)
|v|2 ≤
ˆ
B 9
16
(Q)
|v − v(Q)|2.
Therefore, substituting these bounds into (19),
(20)
 
B 3
4
(Q)
|v − v(Q)|2 ≤ (16)2NΩ(0,1,v)(
 
B 9
16
(Q)
|v − v(Q)|2).
Now, we wish to bound
ffl
B 3
4
(Q)
|v− v(Q)|2 from below and ffl
B 9
16
(Q)
|v− v(Q)|2 from above.
We rely upon Lemma 5, which states that for v(Q) = 0, d
dr
´
∂Br(Q)
(v − v(Q))2 ≥ 0. Thus,
for all Q ∈ B 1
4
(0) ∩ ∂Ω, we may bound ´
B 3
4
(Q)
|v − v(Q)|2 from below as follows:
ˆ
B 3
4
(Q)
|v − v(Q)|2 ≥
ˆ
B 3
4
(Q)\B 5
8
(Q)
|v − v(Q)|2
=
ˆ 3
4
5
8
ˆ
∂Br(Q)
|v − v(Q)|2dSdr
≥
ˆ 3
4
5
8
ˆ
∂B 5
8
(Q)
|v − v(Q)|2dSdr
≥ c
ˆ
∂B 5
8
(Q)
|v − v(Q)|2dS
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To get the upper bound, we use the same trick.
ˆ
B 9
16
(Q)
|v − v(Q)|2 =
ˆ 9
16
0
ˆ
∂Bs(Q)
|v − v(Q)|2dSds
≤
ˆ 9
16
0
ˆ
∂B 9
16
(Q)
|v − v(Q)|2dSds
≤ c
ˆ
∂B 9
16
(Q)
|v − v(Q)|2.
Putting it all together, we plug our above bounds into (20) and obtain the following for
all Q ∈ B 1
4
(0) ∩ ∂Ω,
 
∂B 5
8
(Q)
|v − v(Q)|2dS ≤ c(n)(16)2NΩ(0,1,u)(
 
∂B 9
16
(Q)
|v − v(Q)|2).
Though somewhat messier, we restate the above in the following form for convenience
later.
ffl
∂B 5
8
(Q)
|u− u(Q)|2dS
ffl
∂B 9
16
(Q)
|u− u(Q)|2dS ≤C(n)(16)
2NΩ(0,1,v).(21)
Now, we change tack slightly and, recalling Lemma 4.5 and the monotonicity ofNΩ(Q, r, v),
we see that,
ln(
 
∂B 5
8
(Q)
v2)− ln(
 
∂B 9
16
(Q)
v2) =
ˆ 5
8
9
16
d
ds
ln(
1
sn−1
HΩ(Q, s, v))ds
=
ˆ 5
8
9
16
2
s
NΩ(Q, s, v)ds
≥ 2[NΩ(Q, 5
8
, v)](ln(
5
8
)− ln( 9
16
))
≥ 2c[NΩ(Q, 5
8
, v)].
Thus, if we recall (21), above, we see that
2c[NΩ(Q,
5
8
, v)] ≤ ln(
ffl
∂B 5
8
(Q)
|u− u(Q)|2
ffl
∂B 9
16
(Q)
|u− u(Q)|2 )
≤ ln[C(n)(16)2[NΩ(0,1,v)]]
=2NΩ(0, 1, v) ln(16) + C(n)
=2Λ ln(16) + C(n).
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Now, Lemma 4.1, gives that for 5
8
> s > 0,
NΩ(Q,
5
8
, v) ≥ NΩ(Q, s, v).
Thus, recalling that NΩ(Q, r, v) = NΩ(Q, r, u), we have the desired claim. 
4.1. Corollaries to Lemma 4.6.
Lemma 4.7. (Uniform Holder continuity) Let u ∈ A(n,Λ), Q ∈ B 1
4
(0) ∩ ∂Ω, and r ∈
(0, 1/2]. Then,
(22) ||TQ,ru||C0,γ(B1(0)) ≤ C(n,Λ)
We defer the proof of this statement to the Appendix A. The techniques are standard.
Corollary 4.8. Let u ∈ A(n,Λ) and Ω ∈ D(n) it’s associated convex domain. There exists
a constant, 0 < c = c(Λ, n) such that ∂B1(0) ∩ Ω is a relatively open convex surface with
Hn−1(∂B1(0) ∩ Ω) > c.
Proof. That ∂B1(0) ∩ Ω is relatively open and relatively convex is immediate from the defi-
nition of Ω. To see that Hn−1(∂B1(0) ∩ Ω) > α, we observe that since maxB1(0) |T0,1u(x)| ≤
C(n,Λ) and HΩ(0, 1, T0,1u) = 1, we have that
HΩ(0, 1, T0,1u) ≤ Hn−1(∂B1(0) ∩ Ω)C2
Therefore, Hn−1(∂B1(0) ∩ Ω) ≥ C−2 = c. 
Corollary 4.9. For all u ∈ A(n,Λ), Q0 ∈ ∂Ω ∩ B1/4(0), and 0 < r ≤ 14 . the following
estimate holds. Let Q ∈ TQ0,r∂Ω ∩B 1
2
(0) and let LQ, be a supporting hyperplane to TQ0,r∂Ω
at Q. Then for all p ∈ TQ0,rΩ ∩B 1
4
(Q),
|TQ0,ru(p)| ≤ C(n,Λ)dist(p, LQ).
Proof. Let HQ be the half-space with boundary LQ which contains TQ0,rΩ. Consider the
function, φ, which solves the Dirichlet problem,
∆φ =0 in HQ ∩B 1
2
(Q),
φ =
{
C(n,Λ) on ∂B 1
2
(Q) ∩ TQ0,rΩ
0 on ∂(B1(Q) ∩HQ) \ (∂B 1
2
(Q) ∩ TQ0,rΩ).
Where we choose C(n,Λ) to be the same constant in Lemma 4.7 for which we have
sup∂B1(0) |TQ0,ru| ≤ C(n,Λ). By the maximum principle, then TQ0,ru ≤ φ in TQ0,rΩ∩B 12 (Q).
We now argue that φ is comparable to a linear function in B 1
4
(Q) ∩HQ.
Let L be the affine linear function with {L = 0} = LQ such that
max
∂B1/2(Q)
L = max
∂B1/2(Q)
φ = C(n,Λ).
By [JK82] Theorem 5.1., there is a constant, C, such that we have that for all x ∈ B 1
4
(Q)∩HQ,
φ(x) ≤ CL(x)
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where C depends only upon the geometry of B 1
4
(Q) ∩ HQ. Since this geometry is always a
half-ball, this constant is uniform. Therefore, we have that for all x ∈ B 1
4
(Q) ∩HQ,
φ(x) ≤ CL(x) ≤ C2C(n,Λ)dist(x, LQ)
Thus, for p ∈ TQ0,rΩ ∩B 1
4
(Q), we have
TQ0,ru(p) ≤ φ(p) ≤ C(n,Λ)dist(x, LQ)
Applying this argument to ±TQ0,ru, we obtain the desired estimate. 
Remark 4.10. Note that as a corollary to Corollary 4.9, for all u ∈ A(n,Λ), Q ∈ B1/4(0)∩
∂Ω, and 0 < r ≤ 1
4
,
|∇TQ,ru · ~η| ≤ C(n,Λ)
on ∂TQ,rΩ ∩B 1
2
(0).
Lemma 4.11. Let ui ∈ A(n,Λ), Qi ∈ ∂Ωi ∩ B1/4(0), and 0 < ri ≤ 12 . Then there exists a
subsequence such that,
(1) TQi,riui → u∞ in C0,γ(B1(0)).
(2) ∂TQi,riΩi ∩B1(0)→ ∂Ω∞ ∩B1(0) in the Hausdorff metric on compact subsets.
(3) u∞ is harmonic in Ω∞.
Proof. By definition, TQi,riui(0) = 0. Therefore, Lemma 4.7 implies the first convergence
result by Arzela-Ascoli for Ho¨lder continuous functions. This uniform modulus of continuity
also implies that {TQi,riui = 0}∩B1(0) converges in the Hausdorff metric to {u∞ = 0}∩B1(0).
The boundaries are a special case.
Since DTQi,ri∂Ωi(0, 1, TQi,riui) ≤ C(n,Λ), in any neighborhood away from ∂Ω∞, ui is a
collection of harmonic functions with bounded W 1,2(B1(0)) norm. Therefore, we have C
∞
convergence and u∞ is harmonic in B1(0) \B(∂Ω∞) for any 0 < . 
Lemma 4.12. For any u ∈ A(n,Λ), Q ∈ B 1
4
(0), and 0 < r < 1
4
, there is a constant
0 < c(n,Λ) such that for all y ∈ B1/2(0),
c(n,Λ) < HTQ,2rΩ(y,
1
4
, TQ,2ru) < C(n,Λ).
Proof. Note that the upper bound follows directly from Lemma 4.7. To show the lower
bound, we argue by compactness. Suppose that there is a sequence of functions, ui ∈ A(n,Λ),
points Qi ∈ ∂Ωi ∩ B 1
4
(0) and radii 0 < ri <
1
4
such that there exist points yi ∈ B1/2(0) ∩ Ω
for which
HTQi,2riΩi(yi,
1
4
, TQi,2riui) ≤ 2−i
Letting i→∞, by Lemma 4.11, there exists a subsequence TQj ,2rjuj which converges to a
Ho¨lder continuous function, u∞, which is harmonic in a non-degenerate convex domain, Ω∞,
and which vanishes on the boundary of ∂Ω∞ ∩ B8(0). Similarly, we may take subsequences
such that yi → y∞. Note that Ho¨lder convergence implies HΩ∞(0, 1, u∞) = 1. Since we have
that HΩ∞(y,
1
4
, u∞) = 0, it must be that u∞ = u∞(y∞) on ∂B1/4(y)∩Ω∞. If ∂B1/4(y) ⊂ Ω∞,
then u∞ ≡ u∞(y∞) in Ω∞. This contradicts u∞(0) = 0 and HΩ∞(0, 1, u∞) = 1. If ∂B1/4(y)
intersects ∂Ω∞, then u∞(y∞) = 0, since u∞ must vanish continuously on ∂Ω∞. However,
this forces u∞ ≡ 0, which contradicts HΩ∞(0, 1, u∞) = 1. 
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5. Macroscopic Almost-monotonicity
In this section and all subsequent sections, we work towards uniform estimates for points
in Ω∩B1/4 at all radii below some threshold. In this section, we obtain almost monotonicity
of the Almgren frequency for interior points p ∈ Ω∩B1/4 at radii 0 < r ≤ 12 . See Lemma 5.2.
Lemma 5.1. Let u ∈ A(n,Λ), p ∈ B 1
4
(0) ∩ Ω, and r ≤ 1
8
.
|N ′3(r)| = |2NΩ(p, r, u)
´
Br(p)
(u− u(p))∆u
HΩ(p, r, u)
|
≤ 2NΩ(p, r, u)C(n,Λ)
Proof. Let Q ∈ ∂Ω ∩B 1
4
(0) be the point such that |Q− p| = dist(p, ∂Ω). Let y = TQ,4rp
|
´
Br(p)
(u− u(p))∆u
HΩ(p, r, u)
| = |
´
TQ,4r∂Ω∩B1/4(y)(TQ,4ru− TQ,4ru(y))∇T0,1u · ~ηdσ
HTQ,4rΩ(y,
1
4
, TQ,4ru)
|
≤
´
TQ,4r∂Ω∩B1/4(y) |TQ,4ru(y)||
1
r
∇TQ,4ru · ~η|dσ
HTQ,4rΩ(y,
1
4
, TQ,4ru)
≤ C(n,Λ)
´
TQ,4r∂Ω∩B1/4(y) |∇TQ,4ru · ~η|dσ
HTQ,4rΩ(y,
1
4
, TQ,4ru)
= C(n,Λ)2ωn−1
1
HTQ,4rΩ(y,
1
4
, TQ,4ru)
Where we have bounded |TQ,4ru(y)| ≤ C(n,Λ) using Lemma 4.7, and |∇TQ,4ru ·~η| ≤ C(n,Λ)
by Remark 4.10. Lemma 4.12, then, gives the desired result. 
With Lemma 5.1, we are able to restate Lemma 2.7 and establish almost-monotonicity of
the Almgren frequency function for interior points.
Lemma 5.2. For u ∈ A(n,Λ), p ∈ Ω ∩B 1
4
(0), and radii 0 < r < 1
8
,
e2C(n,Λ)(R−r)NΩ(p,R, u)−NΩ(p, r, u) ≥
ˆ R
r
N ′1(s)ds(23)
NΩ(p,R, u)− e2C(n,Λ)(r−R)NΩ(p, r, u) ≥ e2C(n,Λ)(r−R)
ˆ R
r
N ′1(s)ds(24)
where
N ′1(s) =
2
sHΩ(p, s, u)
(
ˆ
∂Bs(p)
|∇u · (y − p)− λ(p, s, u)(u(y)− u(p))|2dσ(y)) ≥ 0
and
λ(p, s, u) =
´
∂Bs(p)
(u(y)− u(p))∇u · (y − p)dσ(y)
HΩ(p, s, u)
.
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Proof.
d
dr
NΩ(p, r, u) ≥N ′1(r)− 2C(n,Λ)NΩ(p, r, u)
d
dr
(e2C(n,Λ)rNΩ(p, r, u)) ≥ e2C(n,Λ)rN ′1(r)
e2C(n,Λ)RNΩ(p,R, u)− e−2C(n,Λ)rNΩ(p, r, u) ≥
ˆ R
r
e2C(n,Λ)sN ′1(s)ds
≥ e2C(n,Λ)r
ˆ R
r
N ′1(s)ds

6. Uniform boundedness of the Almgren frequency
The main result of this section is Lemma 6.4, which says that for all p ∈ B1/4(0) ∩ ∂Ω
and all r ≤ 1
8
, NΩ(p, r, u) ≤ C(n,Λ). Before we prove this result, we need a few technical
lemmata. The first is the doubling of HΩ(p, r, u).
Lemma 6.1. (HΩ(p, r, u) is Doubling) Let u ∈ A(n,Λ) with p ∈ B 1
4
(0) ∩ Ω. For any
0 < s < S ≤ 1
8
,
HΩ(p, S, u) ≤ (S
s
)(n−1)+2e
2C(n,Λ)(S−s)NΩ(p,S,u)e2C(n,Λ)(S−s)HΩ(p, s, u)
HΩ(p, S, u) ≥ (S
s
)(n−1)+2e
2C(n,Λ)(s−S)NΩ(p,s,u)e2C(n,Λ)(S−s)HΩ(p, s, u).
Proof. First, recall
d
dr
HΩ(p, r, u) =
n− 1
r
HΩ(p, r, u) + 2DΩ(p, r, u) + 2
ˆ
Br(p)
(u− u(p))∆u
Next, we consider the following identity:
ln(
HΩ(p, S, u)
HΩ(p, s, u)
) = ln(HΩ(p, S, u))− ln(HΩ(p, s, u))
=
ˆ S
s
H ′Ω(p, r, u)
HΩ(p, r, u)
dr
=
ˆ S
s
n− 1
r
+
2
r
NΩ(p, r, u) + 2
´
Br(p)
(u− u(p))∆u
HΩ(p, r, u)
Using the argument from Lemma 5.1 to bound the last term, and Lemma 5.2 to bound
N , we have the following,
ln(
HΩ(p, S, u)
HΩ(p, s, u)
) ≤
ˆ S
s
n− 1
r
+
2
r
e2C(n,Λ)(S−s)NΩ(p, S, u) + 2C(n,Λ)dr
20 SEAN MCCURDY
ln(
HΩ(p, S, u)
HΩ(p, s, u)
) ≥
ˆ S
s
n− 1
r
+
2
r
e2C(n,Λ)(s−S)NΩ(p, s, u)− 2C(n,Λ)dr.
Evaluating and exponentiating gives the desired result. 
Now, we need two compactness results.
Lemma 6.2. For u ∈ A(n,Λ), p ∈ Ω ∩B1/4(0), there is a constant, C(n,Λ), such that,ˆ
B 3
4
(p)∩Ω
|T0,1u− T0,1u(p)|2 ≤ C(n,Λ)
ˆ
B 3
4
(p)∩Ω
|T0,1u|2.
Proof. First, we note that by Lemma 4.7,
ˆ
B 3
4
(p)∩Ω
|T0,1u− T0,1u(p)|2 ≤
ˆ
B 3
4
(p)∩Ω
4C(n,Λ)2
≤C(n,Λ).
Thus, we argue that there is a constant, 0 < c(n,Λ), such that
c(n,Λ) ≤
ˆ
B 3
4
(p)∩Ω
|T0,1u|2.
We argue by limit compactness. Suppose that there is a sequence of functions, ui ∈
A(n,Λ), pi ∈ Ωi ∩B 1
4
(0), such that,
ˆ
B 3
4
(pi)∩Ωi
|T0,1ui|2 ≤ 2−i.
We may take a subsequence such that T0,1ui → u∞ and Ωi → Ω∞ in the senses of Lemma
4.11. We may also assume that pi → p∞ ∈ Ω∞ ∩B 1
4
(0). Since T0,1ui → u∞ in C0(B1(0)),
we have that,
ˆ
B 3
4
(p∞)∩Ω∞
|u∞|2 = 0.
However, by Corollary 4.8 applied to u∞, we have that Ω∞ is a non-degenerate domain.
Furthermore, by Lemma 4.11, u∞ is harmonic in Ω∞. Therefore, u∞ = 0 in Ω∞. However,
this contradicts,
lim
i→∞
HΩi(0, 1, T0,1ui) = HΩ∞(0, 1, u∞) = 1.

Lemma 6.3. For u ∈ A(n,Λ), p ∈ Ω ∩B1/4(0), there is a constant, C(n,Λ), such thatˆ
B 9
16
(p)∩Ω
|T0,1u|2 ≤ C(n,Λ)
ˆ
B 9
16
(p)∩Ω
|T0,1u− T0,1u(p)|2
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Proof. First, we note that,ˆ
B 9
16
(p)∩Ω
|T0,1u|2 ≤
ˆ
B 9
16
(p)∩Ω
|T0,1u− T0,1u(p) + T0,1u(p)|2
≤2
ˆ
B 9
16
(p)∩Ω
|T0,1u− T0,1u(p)|2 + 2
ˆ
B 9
16
(p)∩Ω
|T0,1u(p)|2.
Since by Lemma 4.7, ˆ
B 9
16
(p)∩Ω
|T0,1u(p)|2 ≤C(n,Λ)2,
we reduce to arguing that there is a constant, 0 < c(n,Λ), such that,
c(n,Λ) ≤
ˆ
B 9
16
(p)∩Ω
|T0,1u− T0,1u(p)|2.
We argue by limit compactness. Suppose that there is a sequence of functions, ui ∈
A(n,Λ), pi ∈ Ωi ∩B 1
4
(0), such that
ˆ
B 9
16
(pi)∩Ωi
|T0,1ui − T0,1ui(pi)|2 ≤ 2−i
We may take a subsequence such that T0,1ui → u∞ and Ωi → Ω∞ in the senses of Lemma
4.11. We may also assume that pi → p∞ ∈ Ω∞ ∩B 1
4
(0). Since T0,1ui → u∞ in C0(B1(0)),
we have that ˆ
B 9
16
(p∞)∩Ω∞
|u∞ − u∞(p∞)|2 = 0.
However, by Corollary 4.8 applied to u∞, we have that Ω∞ is a non-degenerate domain.
Furthermore, by Lemma 4.11, u∞ is harmonic in Ω∞. Therefore, u∞ = u∞(p∞) in Ω∞.
However, this contradicts that both
lim
i→∞
HΩi(0, 1, T0,1ui) = HΩ∞(0, 1, u∞) = 1
and u∞ must vanish continuously on ∂Ω∞. 
Lemma 6.4. Let u ∈ A(n,Λ), as above. There is a constant, C(n,Λ) such that for all
p ∈ B 1
16
(0) ∩ ∂Ω and all 0 < r ≤ 1
16
,
(25) NΩ(p, r, u) ≤ C(n,Λ).
Proof. Recall that 0 ∈ ∂Ω and that the Almgren frequency function is invariant under
rescalings. Therefore, we normalize our function u by the rescaling v = T0, 1
8
u.
Therefore, applying Lemma 6.1 to p = 0, letting r = cR, and integrating both sides with
respect to R from 0 to S ≤ 1, we have that for any c ∈ (0, 1)
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ˆ
BS(0)
|v|2 ≤
ˆ S
0
(
1
c
)
(n−1)+2e2C(n,Λ)(R−cR)NT
0, 18
Ω(0,R,v)
e2C(n,Λ)(R−cR)
ˆ
∂BcR(0)
|v|2dSdR
≤ (1
c
)
(n−1)+2e2C(n,Λ)(S)[e2C(n,Λ)(S)NT
0, 18
Ω(0,S,v)]
e2C(n,Λ)(S)
ˆ S
0
ˆ
∂BcR(0)
|v|2dSdR.
Thus, we have that for any such c ∈ (0, 1) and any 0 < S ≤ 1
 
BS(0)
|v|2dV ≤ (1
c
)
2e4C(n,Λ)(S)NT
0, 18
Ω(0,S,v)
e2C(n,Λ)(S)
 
BcS(0)
|v|2dV.
Let S = 1 and c = 1
16
. We have that,
(26)
 
B1(0)
|v|2 ≤ (16)2e
4C(n,Λ)NT
0, 18
Ω(0,1,v)
e2C(n,Λ)
 
B 1
16
(0)
|v|2,
Thus, for any p ∈ B 1
4
(0) ∩ T0, 1
8
Ω by inclusion, we have the following:
ˆ
B1(0)
|v|2 ≥
ˆ
B3/4(p)
|v|2
and
ˆ
B 1
16
(0)
|v|2 ≤
ˆ
B 9
16
(p)
|v|2
By Lemmata 6.2 and 6.3, then, we have (26), we have
(27)
 
B 3
4
(p)
|v − v(p)|2 ≤ C(n,Λ)(16)2e
4C(n,Λ)NT
0, 18
Ω(0,1,v)
e2C(n,Λ)(
 
B 9
16
(p)
|v − v(p)|2).
Now, we wish to bound
ffl
B 3
4
(p)
|v − v(p)|2 from below and ffl
B 9
16
(p)
|v − v(p)|2 from above.
We rely upon Lemma 6.1. Thus, for all p ∈ B 1
4
(0) ∩ T0, 1
8
Ω, we may bound
´
B 3
4
(p)
|v − v(p)|2
from below as follows:
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ˆ
B 3
4
(p)
|v − v(p)|2 ≥
ˆ
B 3
4
(p)\B 5
8
(p)
|v − v(p)|2
=
ˆ 3
4
5
8
HΩ(p, r, v)dr
≥
ˆ 3
4
5
8
(
r
5
8
)
(n−1)+2e2C(n,Λ)(r− 58 )NT
0, 18
Ω(p,r,v)
e2C(n,Λ)(r−
5
8
)HΩ(p,
5
8
, u)dr
≥
ˆ 3
4
5
8
(
r
5
8
)
(n−1)+2NT
0, 18
Ω(p,
5
8
,v)
e2C(n,Λ)(−
5
8
)HΩ(p,
5
8
, u)dr
≥ e2C(n,Λ)(− 58 )
ˆ 3
4
5
8
HΩ(p,
5
8
, u)dr
≥ c
ˆ
∂B 5
8
(p)
|v − v(p)|2dS
where we have used the fact that NΩ(p, r, u) ≥ 0.
To get the upper bound we want, we use the same trick.ˆ
B 9
16
(p)
|v − v(p)|2 =
ˆ 9
16
0
HΩ(p, r, v)dSdr
≤
ˆ 9
16
0
(
r
9
16
)
(n−1)+2e2C(n,Λ)(r− 916 )NT
0, 18
Ω(p,r,v)
e2C(n,Λ)(r−
9
16
)HΩ(p,
9
16
, u)dr
≤
ˆ 9
16
0
HΩ(p,
9
16
, u)dr
≤ c
ˆ
∂B 9
16
(p)
|v − v(p)|2.
where we have used the fact that NΩ(p, r, u) ≥ 0.
Putting it all together, we plug our above bounds into (27) and obtain the following for
all p ∈ B 1
4
(0) ∩ T0, 1
8
Ω,
 
∂B 5
8
(p)
|v − v(p)|2dS ≤ C(n,Λ)(16)2e
4C(n,Λ)NT
0, 18
Ω(0,1,v)
e2C(n,Λ)(
 
∂B 9
16
(p)
|v − v(p)|2).
Though somewhat messier, we restate the above in the following form for convenience
later.
ffl
∂B 5
8
(p)
|v − v(p)|2dS
ffl
∂B 9
16
(p)
|v − v(p)|2dS ≤C(n,Λ)(16)
2e4C(n,Λ)NT
0, 18
Ω(0,1,v)
e2C(n,Λ).(28)
Now, we change tack slightly and, recalling Lemma 7 and the almost monotonicity of
NT
0, 18
Ω(p, r, v),
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ln(
ffl
∂B 5
8
(p)∩T
0, 18
Ω
|v − v(p)|2
ffl
∂B 9
16
(p)∩T
0, 18
Ω
|v − v(p)|2 ) =
ˆ 5
8
9
16
d
ds
ln(
1
sn−1
HT
0, 18
Ω(p, s, v))ds
=
ˆ 5
8
9
16
2
r
NT
0, 18
Ω(p, r, v) + 2
´
Br(p)
(u− u(p))∆u
HT
0, 18
Ω(p, r, v)
ds
≥
ˆ 5
8
9
16
2
r
NΩ(p, r, u)− 2C(n,Λ)ds
≥
ˆ 5
8
9
16
1
r
2[e2C(n,Λ)(
9
16
− 1
2
)NΩ(p,
1
2
, v)]− C(n,Λ))
≥ C(n,Λ)NΩ(p, 1
2
, v)− C(n,Λ)
Thus, if we recall Equation 28, above, we see that
C(n,Λ)[NΩ(p,
1
2
, v)]− C(n,Λ) ≤ ln(
ffl
∂B 5
8
(p)
|u− u(p)|2
ffl
∂B 9
16
(p)
|u− u(p)|2 )
≤ ln[C(n,Λ)(16)2e
4C(n,Λ)NT
0, 18
Ω(0,1,v)
e2C(n,Λ)]
=C(n,Λ)2e4C(n,Λ)NΩ(p, 1, u) + C(n,Λ)
NΩ(p,
1
2
, v) ≤C(n,Λ)2e4C(n,Λ)NT
0, 18
Ω(0, 1, v) + C(n,Λ)
NΩ(p,
1
2
, v) ≤C(n,Λ)2e4C(n,Λ)Λ + C(n,Λ).
In the last inequality, we use the fact that NT
0, 18
Ω(0, r, v) is a monotonically increasing func-
tion in r.
Now, Lemma 5.2, gives that for 1/2 > s > 0,
e
1
2
2C(n,Λ))NT
0, 18
Ω(p, 1/2, v) > NT
0, 18
Ω(p, s, v).
Thus, NΩ(p, s, v) ≤ e 12 2C(n,Λ))[C(n,Λ)2e4C(n,Λ)Λ + C(n,Λ)] = C1(n,Λ). This proves the
lemma. 
Now that we know that NΩ(p, s, u) ≤ C1(n,Λ) for all p ∈ B 1
16
(0) ∩ Ω and all radii 0 < s ≤
1
16
, we may improve our almost monotonicity estimates. For example, returning to Lemma
5.2, we may improve our estimate to the following.
Lemma 6.5. For u ∈ A(n,Λ) and p ∈ Ω ∩B 1
16
(0), for all radii 1
16
≥ r > 0,
NΩ(p,R, u)−NΩ(p, r, u) + 2C1(n,Λ)(R− r) ≥
ˆ R
r
N ′1(s)ds(29)
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where
N ′1(r) =
2
rHΩ(p, r, u)
(
ˆ
∂Br(p)
|∇u · (y − p)− λ(p, r, u)(u(y)− u(p))|2dσ(y)) ≥ 0
and
λ(p, r, u) =
´
∂Br(p)
(u(y)− u(p))∇u · (y − p)dσ(y)
HΩ(p, r, u)
.
Proof. Plugging the bounds from Lemma 6.4 into the proof of Lemma 5.2,
d
dr
NΩ(p, r, u) ≥N ′1(r)− 2C1(n,Λ)
d
dr
NΩ(p, r, u) + 2C1(n,Λ) ≥ N ′1(r)
NΩ(p,R, u)−NΩ(p, r, u) + 2C1(n,Λ)(R− r) ≥
ˆ R
r
N ′1(s)ds.

We also have an improved version of Lemma 6.1.
Lemma 6.6. (HΩ(p, r, u) is Doubling) Let u ∈ A(n,Λ) with p ∈ B 1
16
(0) ∩ Ω. For any
0 < s < S ≤ 1
16
,
HΩ(p, S, u) ≤ (S
s
)(n−1)+2(NΩ(p,S,u)+2C1(n,Λ)(S−s))HΩ(p, s, u)
HΩ(p, S, u) ≥ (S
s
)(n−1)+2(NΩ(p,s,u)−2C1(n,Λ)(S−s))HΩ(p, s, u).
Proof. First, recall
d
dr
HΩ(p, r, u) =
n− 1
r
HΩ(p, r, u) + 2DΩ(p, r, u) + 2
ˆ
Br(p)
(u− u(p))∆u
Next, we consider the following identity:
ln(
HΩ(p, S, u)
HΩ(p, s, u)
) = ln(HΩ(p, S, u))− ln(HΩ(p, s, u))
=
ˆ S
s
H ′Ω(p, r, u)
HΩ(p, r, u)
dr
=
ˆ S
s
n− 1
r
+
2
r
NΩ(p, r, u) + 2
´
Br(p)
(u− u(p))∆u
HΩ(p, r, u)
Using the argument in the proof of Lemma 5.1 to bound the last term and Lemma 6.5 we
have the following,
ln(
HΩ(p, S, u)
HΩ(p, s, u)
) ≤
ˆ S
s
n− 1
r
+
2
r
(NΩ(p, S, u) + 2C1(n,Λ)(S − r)) + 2C(n,Λ)dr
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ln(
HΩ(p, S, u)
HΩ(p, s, u)
) ≥
ˆ S
s
n− 1
r
+
2
r
(NΩ(p, s, u)− 2C1(n,Λ)(r − s))− 2C(n,Λ)dr
Evaluating and exponentiating gives the desired result. 
7. Compactness
The uniform bounds on the Almgren frequency function allow us to prove strong com-
pactness results for the class A(n,Λ). After proving a uniform Lipschitz bound and strong
compactness in W 1,2, we include some important corollaries.
Lemma 7.1. For u ∈ A(n,Λ), for all p ∈ Ω ∩B 1
32
(0) and all radii, 0 < r ≤ 1
128
, Tp,ru ∈
Lip(B1(0)) with uniform Lipschitz constant Lip(Tp,ru) ≤ C(n,Λ).
Proof. Since Tp,ru is continuous and constant outside of Tp,rΩ, we reduce to bounding ∇Tp,ru
at interior points y ∈ Tp,rΩ∩B1(0). Note that by our definition of the rescalings and Lemma
6.6,
|Tp,ru(y)| =1
4
1
(4r)n−1HΩ(p, 4r, u)
1
rn−1HΩ(p, r, u)
|Tp,4ru(y′)|
≤1
4
(4)2(C1(n,Λ)+2C1(n,Λ)(3r))|Tp,4ru(y′)|
≤C(n,Λ)|Tp,4ru(y′)|
where y′ = 1
4
y.
Note that y′ ∈ B 1
4
(0) ∩ Tp,4rΩ. Let δ = dist(y′, Tp,4r∂Ω). Therefore, ∇Tp,4ru(y′) =ffl
Bδ(y′)
∇Tp,4ru. Recall that |∇u| is subharmonic.
|∇Tp,4ru(y′)| ≤
 
Bδ(y′)
|∇Tp,4ru|
≤ (
 
Bδ(y′)
|∇Tp,4ru|2) 12
≤ (C1(n,Λ)δ−2(
 
∂Bδ(y′)
(Tp,4ru− Tp,4ru(y′))2)) 12 .
Now, let Q ∈ Tp,4r∂Ω be a point such that δ = |y′−Q| and let y′ = y′′+Q. Now, we translate
the domain by Q.
 
∂Bδ(y′)
(Tp,4ru− Tp,4ru(y′))2dσ =
 
∂Bδ(y′′)
(Tp,4ru(x+Q)− Tp,4ru(y′′ +Q))2dσ.
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Note that Tp,4ru(x+Q) ∈ A(n,C1(n,Λ)). Now, by Corollary 4.9 applied to Tp,4ru(x+Q) ∈
A(n,C1(n,Λ)) with Q0 = 0 we bound 
∂Bδ(y′)
(Tp,4ru− Tp,4ru(y′))2dσ =
 
∂Bδ(y′′)
(Tp,4ru(x+Q)− Tp,4ru(y′′ +Q))2dσ(x)
≤
 
∂Bδ(y′′)
(4C(n,C1(n,Λ))δ)
2dσ
= (4C(n,C1(n,Λ))δ)
2
Thus, we have that,
|∇Tp,ru(y)| ≤C(n,Λ)|Tp,4ru(y′)|
≤ C(n,Λ)(C1(n,Λ)δ−2(
 
∂Bδ(y)
(Tp,ru− Tp,ru(y))2dσ)) 12
≤ C(n,Λ)C1(n,Λ) 12 1
δ
(4C(n,C1(n,Λ))δ)
≤ C(n,Λ)C1(n,Λ) 12 (4C(n,C1(n,Λ)))
≤ C(n,Λ)

Lemma 7.2. (Compactness) Let ui ∈ A(n,Λ), pi ∈ Ωi ∩ B 1
32
(0), and ri ∈ (0, 1128 ]. Then,
there exists a subsequence and a function, u∞ ∈ W 1,2loc (Rn), such that Tpj ,rjuj converges to
u∞ in the following senses.
(1) Tpi,riui → u∞ in C0,1(B1(0))
(2) If Tpi,riui|Tpi,ri∂Ωi = ai, then ai → a and Tpi,ri∂Ωi ∩B1(0)→ {u∞ = a}∩B1(0) in the
Hausdorff metric on compact subsets.
(3) Tpi,riu→ u∞ in L2(B1(0))
(4) ∇Tpi,riu ⇀ ∇u∞ in L2(B1(0),Rn)
Proof. To see (1), we observe that Tpi,riui(0) = 0 and {Tpi,riui} are uniformly Lipschitz.
Therefore, by Arzela-Ascoli, there exists a subsequence which converges in C0,1(B1(0)). To
see that the Tpi,ri∂Ωi ∩ B1(0) → {u∞ = a} ∩ B1(0), we note that since Tpi,riui → u∞ in
C0,1(B1(0)), if xi → x, then
lim
i→∞
Tpi,riui(xi) = u∞(x).
Thus, if xi ∈ Tpi,ri∂Ωi and xi 6∈ B({u∞ = a}), then certainly xi has a limit point, x,
and a = limi→∞ Tpi,riui(xi) = u∞(x). Similarly, if there exists an x ∈ {u∞ = a} such that
x 6∈ B({ui = ai}) for all i = 1, 2, ..., this contradicts (1).
Since C0,1(B1(0)) ⊂ L2(B1(0)), this also proves (3).
(4) follows from Rellich compactness. By our choice of rescaling, Tpj ,rju, we have that
NΩ(0, 1, Tpj ,rjuj) =
´
B1(0)
|∇Tpj ,rjuj|2dx. Therefore, Lemma 6.4 gives that ∇Tpj ,rjuj are uni-
formly bounded in L2(B1(0),Rn). Therefore, Rellich compactness gives us desired conver-
gence. 
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Corollary 7.3. (Limit functions are harmonic in the limit domain) Let the sequence of
functions Tpj ,rju converge to the function u∞ in the senses of Lemma 7.2. Then, u∞ is
harmonic in Ω∞.
Proof. Recall that the boundaries, Tp,r∂Ωj → ∂Ω∞ in the Hausorff distance on compact
subsets. Therefore, for any 0 < , for j large enough, every Tp,ru will be harmonic in the
region B1(0) \B(∂Ω∞). By C0,γ(B1(0)) convergence of harmonic functions, u∞ is therefore
harmonic in B1(0) \B(∂Ω∞). Letting → 0 gives the desired statement. 
We also have the following immediate corollary.
Corollary 7.4. (Geometric Non-degeneracy) Let u ∈ A(n,Λ), p ∈ B 1
32
(0)∩Ω, and 0 < r ≤
1
128
. There exists a constant, 0 < α(n,Λ) such that the components of ∂B1(0) ∩ Tp,rΩ are
relatively convex, relatively open sets which satisfy
Hn−1(∂B1(0) ∩ Tp,rΩ) > α.
Proof. That the components of ∂B1(0) ∩ Tp,rΩ are relatively open and relatively convex is
immediate from the definition of Tp,rΩ. To see that Hn−1(∂B1(0)∩ Tp,rΩ) > α, observe that
since maxB1(0) |Tp,ru(x)| ≤ C(n,Λ), and that HTp,rΩ(0, 1, Tp,ru) = 1, we have that
HTp,rΩ(0, 1, Tp,ru) ≤ Hn−1(∂B1(0) ∩ Tp,rΩ)C(n,Λ)
Therefore, Hn−1(∂B1(0) ∩ Tp,rΩ) ≥ C(n,Λ)−1. 
Note that by convexity, this implies that Tp,rΩ satisfies an interior cone condition uniformly
in admissible p, r, and u, depending only upon the ambient dimension and Λ, our bound on
the Almgren frequency.
Lemma 7.5. (Strong convergence) Let ui ∈ A(Λ, α), pi ∈ Ωi ∩ B 1
32
(0), and ri ∈ (0, 1128 ].
Then, there exists a subsequence and a function, u∞ ∈ W 1,2loc (Rn), such that Tpi,riu→ u∞ in
W 1,2(B1(0)).
Proof. Invoking Lemma 7.2, the only thing to show is that ∇Tpj ,rjuj → ∇u∞.
Recall that by our choice of subsequence, ∂Ωj have a convergent subsequence such that
Tpi,ri∂Ωi → ∂Ω∞ locally in the Hausdorff metric. Furthermore, by Corollary 7.4, the limit
domain is non-degenerate.
By Lemma 7.1, an that fact that for all Ω ∈ D(n), ∂Ω is locally the graph of a Lipschitz
function and therefore dimM(∂Ω ∩B1(0)) = n− 1. Thus, by continuity of measures, for all
 > 0 we can find a τ(Λ, n, ) independent of Tpi,riui, such that,
ˆ
B1(0)∩Bτ (∂Ω∞)
|∇Tpi,riu|2dx ≤ .
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Therefore,
lim
j→∞
DΩi(1, 0, Tp,rju) = lim
j→∞
ˆ
B1(0)
|∇Tpj ,rju|2dx
=
ˆ
B1(0)\Bτ (Tpj,rj ∂Ωj)
|∇Tpj ,rju|2dx+ lim
j→∞
ˆ
B1(0)∩Bτ (Tpj,rj ∂Ωj)
|∇Tp,rju|2dx
≤ lim
j→∞
ˆ
B1(0)\Bτ/2(∂Ω∞)
|∇Tpj ,rju|2dx+ 
≤DΩ∞(1, 0, u∞) + .
where the last equality follows from W 1,2 convergence of harmonic functions in the region
B1(0) \ Bτ (∂Ω∞). Since  > 0 was arbitrary, we have that limj→∞DΩi(1, 0, TQj ,rjvj) ≤
DΩ∞(1, 0, v∞). The other inequality follows from the same trick or from lower semi-continuity.
Thus, limj→∞D(1, 0, TQj ,rjvj) = DΩ∞(1, 0, v∞). This implies strong convergence. 
7.1. Corollaries to Compactness.
Corollary 7.6. For uj ∈ A(n,Λ), pj ∈ B 1
16
(0) ∩ Ωi, and rj ∈ (0, 1256 ], there exists a subse-
quence and a limit function such that NTpj,rjΩi(0, 1, Tpj ,rjuj)→ NΩ∞(0, 1, u∞).
Proof. The continuous convergence of Tpj ,2rjuj inB 1
2
(0) and the strong convergence∇Tpj ,2rjuj
in B 1
2
(0) give the desired convergence of HTpj,2rjΩi(0,
1
2
, Tpj ,2rjuj) and DTpj,2rjΩj(0,
1
2
, Tpj ,2rjuj),
respectively. Since
HTpj,2rjΩi(0,
1
2
, Tpj ,2rjuj) =
(
HΩ(pj,
1
2
rj, ui)
HΩj(pj, rj, uj)
) 1
2
DTpj,2rjΩi(0,
1
2
, Tpj ,2rjuj) = DTpj,rjΩi(0, 1, Tpj ,rjuj)
(
HΩj(pj,
1
2
rj, uj)
HΩj(pj, rj, uj)
) 1
2
,
we reduce to claiming that there exist constants, 0 < c(n,Λ) < C(n,Λ) <∞, such that for
all uj ∈ A(n,Λ), pj ∈ B 1
16
(0) ∩ Ωi, and rj ∈ (0, 1256 ],
c < HTpj,rjΩj(0,
1
2
, Tpj ,rjuj) < C.
The upper bound follows immediately from Lemma 7.1. The lower bound we argue by
compactness. Suppose there were a sequence such that HTpj,rjΩj(0,
1
2
, Tpj ,rjuj) ≤ 2−j. By
Lemma 7.2, we may extract a subsequence which converges to a function u∞ in C0,1(B1(0)).
By Corollary 7.3, u∞ is harmonic in the limit domain, Ω∞. But, by the continuous conver-
gence, HΩ∞(0,
1
2
, u∞) = 0. Thus, u∞ ≡ 0 on ∂B 1
2
(0) and by unique continuation, u∞ ≡ 0 in
Ω∞.
One the other hand, the functions, Tpj ,rjuj, are uniformly Lipschitz withHTpj,rjΩj(0, 1, Tpj ,rjuj) =
1 for all j = 1, 2, .... Letting xj ∈ ∂B1(0) ∩ Tpj ,rjΩ be a point such that |Tpj ,rju| ≥ 1ωn−1 .
Let x∞ be a limit point of the sequence xj. Since the boundaries, Tpj ,rj∂Ω → ∂Ω in the
Hausdorff metric and the functions, Tpj ,rjuj, are uniformly Lipschitz, there must be a point
p ∈ ∂B1(0) ∩ Ω∞ near x∞ and a ball Bδ(p) ⊂⊂ Ω∞ for which |Tpj ,rjuj| ≥ 12ωn−1 for all
sufficiently large indices j. By continuous convergence, then, u∞ cannot be identically zero.
This is a contradiction. Thus, the desired constant exists. 
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Corollary 7.7. Let u ∈ A(n,Λ) with p0 ∈ B 1
32
(0) ∩ Ω and 0 < r0 ≤ 1256 . Then, for all
p ∈ B1(0) ∩ Tp0,r0Ω and all 0 ≤ s < S ≤ 1,
2
C
ˆ
As,S(p)
|∇Tp0,r0u(y) · (y − p)− λ(p, |y − p|, Tp0,r0u)(Tp0,r0u(y)− Tp0,r0u(p))|2
|y − p|n+2 dy
≤ NTp0,r0Ω(p, S, Tp0,r0u)−NTp0,r0Ω(p, s, Tp0,r0u) + 2C1(n,Λ)(S − s)(30)
where C = C(n,Λ) = Lip(Tp0,r0u).
Proof. From Lemma 7.1 we have that HTp0,r0Ω(r, p, Tp0,r0u) ≤ C(n,Λ)rn+1. Therefore, recall-
ing our expansion for N ′1(r) in Lemma 6.5,
ˆ S
s
2
rHΩ(p, r, Tp0,r0u)
(
ˆ
∂Br(p)
|∇Tp0,r0u · (y − p)− λ(p, r, Tp0,r0u)(Tp0,r0u(y)− Tp0,r0u(p))|2dσ(y)dr)
≥
ˆ S
s
2
C
ˆ
∂Br(p)
|∇Tp0,r0u · (y − p)− λ(p, |y − p|, Tp0,r0u)(T0,1u− Tp0,r0u(p))|2
|y − p|n+2 dσ(y)dr
=
2
C
ˆ
As,S(p)
|∇Tp0,r0u · (y − p)− λ(p, |y − p|, Tp0,r0u)(T0,1u− Tp0,r0u(p))|2
|y − p|n+2 dy
where λ(p, r, Tp0,r0u) =
´
∂Br(p)
(Tp0,r0u(y)−Tp0,r0u(p))∇Tp0,r0u·(y−p)dσ(y)
HTp0,r0Ω
(p,r,Tp0,r0u)
. Recalling Lemma 6.5 com-
pletes the proof. 
8. Frequency coefficient behaviour
Now, we investigate the behavior of the frequency coefficient, λ(p, r, u). In order to connect
the drop in the Almgren frequency to the Jones β-numbers at points p ∈ Ω∩B 1
32
(0) at scales
r such that ∂Br(p)∩Ωc 6= ∅ we must first obtain uniform bounds on the frequency coefficient,
Lemma 8.6. This requires a compactness result, Lemma 8.4.
Remark 8.1. Note that the quantity,
λ(p, r, u) =
´
∂Br(p)
(u(y)− u(p))∇u · (y − p)dσ(y)
HΩ(p, r, u)
,
is invariant in the following sense. For any real numbers, a 6= 0, R > 0, and b ∈ R, and any
vector p′ ∈ Rn, λ(p, r, u) = λ(p−p′
R
, r
R
, au(Rx+ p′) + b).
Lemma 8.2. Let u ∈ A(n,Λ), p0 ∈ B 1
32
(0) ∩ Ω and 0 < r0 < 1256 . Let Tp0,r0u be (0, 0)-
symmetric in B8(0) which satisfies NTp0,r0Ω(0, 2, Tp0,r0u) ≤ C(n,Λ). Then, there exists a
constant, C(n,Λ) such that for all y ∈ Tp0,r0∂Ω ∩B1(0) and all r ∈ [2, 7],
λ(y, r, Tp0,r0u) ≤ C(n,Λ).
Proof. By Remark 8.1 and the homogeneity of Tp0,r0u we may reduce by dilation, to Br(p) ⊂
B 1
4
(0). Furthermore, by Remark 8.1 we may reduce to considering λ(0, 1, Ty,rTp0,r0u). By
Lemma 7.1 applied to Ty,rTp0,r0u, we see that Ty,rTp0,r0u is Lipschitz with Lipschitz coefficient
bounded by C(n,Λ). Thus, λ(0, 1, Ty,rTp0,r0u) ≤ C(n,Λ). 
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Lemma 8.3. Let u ∈ A(n,Λ), p0 ∈ B 1
32
(0) ∩ Ω and 0 < r0 < 1256 . Let Tp0,r0u be (0, 0)-
symmetric in B8(0) which satisfies NTp0,r0Ω(0, 2, Tp0,r0u) ≤ C(n,Λ). Then, all y ∈ Tp0,r0∂Ω∩
B1(0) and all r ∈ [2, 7],
Hn−1(∂Br(p) ∩Bρ(Tp,r∂Ω)) ≤ C(ρ,Λ)
and C(ρ,Λ)→ 0 as ρ→ 0.
We defer this proof to the Appendix.
In order to prove a quantitative rigidity result for Lemma 8.2 we need the following result.
Lemma 8.4. Let ui ∈ A(n,Λ) and xi ∈ B1/4(0) and 0 < ri ≤ 1/32. Let ρi ∈ [2ri, 7ri]. If vi
is (0, 2−i)-symmetric in B8ri(xi), then we may extract a subsequence such that,
Txi,8rivi → v∞ Txi,8riyi → y
ρi
ri
→ ρ,
and
λ(yi, ρi, vi) = λ(Txi,8riyi,
ρi
ri
, Txi,8rivi)→ λ(y, ρ, v∞).
We note that all but the last convergence result are already established by Lemma 7.2
and compactness, respectively. Furthermore, by the modes of convergence of Lemma 7.2,
H(yj,
ρj
rj
, Txj ,8rjvj)→ H(y, ρ, v∞). Therefore, we only consider the numerator,ˆ
∂B ρj
rj
(Txi,8riyi)
(Txi,8rivi(z)− Txi,8rivi(Txi,8riyi))∇Txi,8rivi(z) · (z − y)dσ(z).
We begin with an auxiliary lemma.
Remark 8.5. For any E ⊂ Rn, we shall use the notation,
P (E, ) = max{k : there are disjoint balls B(xi), i = 1, ..., k, xi ∈ E}.
Note that if {B(xi)} are a maximal disjoint collection of balls with centers xi ∈ E, then
B(E) ⊂
⋃P (E,)
i B3(xi) and V ol(
⋃P (E,)
i B(xi)) ≤ V ol(B(E)). Therefore,
P (E, )ωn
n ≤ V ol(B(E)),
and therefore, if M∗,n−1(E) = 0, then lim sup→0 P (E,)ωn
n

= 0, as well. See [?] Chapter 5
for further details.
8.1. Proof of Lemma 8.4.
Proof. We now argue that under the assumptions of Lemma 8.4, there exists a subse-
quence such that limj→∞ λ(y′i, r˜i, Txj ,8rjvj) = λ(y∞, r˜, v∞). Note that Lemma 7.2 gives that
H(r˜j, y
′
j, Txj ,8rjvi)→ H(r˜, y∞, v∞). Therefore, we only consider the numerator.
Using Lemma 8.3, we argue as in Lemma 7.5. That is, for admissible locations and scales,
Hn−1(Br({v∞ = 0}) ∩ ∂Br′(y))→ 0 as r → 0. Thus, for any θ > 0 we can find an r(θ) > 0
such that for all 0 < r < r(θ),
Hn−1(Br({v∞ = 0}) ∩ ∂Br′(y)) ≤ θ.
Now, recall that Txi,8rivi are harmonic away from Txi,8ri∂Ω
±
i , and that therefore W
1,2 con-
vergence in BR(0) \Br({v∞ = 0}) implies C∞ convergence in BR(0) \Br(∂Ω±∞). Recall that
Txi,8rivi are uniformly Lipschitz in B8(0) with Lipschitz constant C(α,M0,Γ) by Lemma 7.1.
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lim sup
i→∞
ˆ
∂B ρi
ri
(Txi,8riyi)
(Txi,8rivi(z)− Txi,8rivi(y))∇Txi,8rivi(z) · (z − y)dσ(z)
≤ lim sup
i→∞
ˆ
∂B ρi
ri
(Txi,8riyi)∩Br(θ)(∂Ω±∞)
(Txi,8rivi(z)− Txi,8rivi(y))∇Txi,8rivi(z) · (z − y)dσ(z)
+ lim sup
i→∞
ˆ
∂B ρi
ri
(Txi,8riyi)\Br(θ)(∂Ω±∞)
(Txi,8rivi(z)− Txi,8rivi(y))∇Txi,8rivi(z) · (z − y)dσ(z)
≤ lim sup
i→∞
ˆ
∂B ρi
ri
(Txi,8riyi)∩Br(θ)(∂Ω±∞)
C(α,M0,Γ)dσ(z)
+ lim sup
i→∞
ˆ
∂B ρi
ri
(Txi,8riyi)\Br(θ)(∂Ω±∞)
(Txi,8rivi(z)− Txi,8rivi(y))∇Txi,8rivi(z) · (z − y)dσ(z)
≤ C(α,M0,Γ)θ +
ˆ
∂Br˜(y∞)\Br(θ)(∂Ω±∞)
(v∞(z)− v∞(y))∇v∞(z) · (z − y)dσ(z)
Furthermore, by the same reasoning,
ˆ
∂Br˜(y∞)∩Br(θ)(∂Ω±∞)
(v∞(z)− v∞(y))∇v∞(z) · (z − y)dσ(z) ≥ −C(α,M0,Γ),
and so we have,
ˆ
∂Br˜(y∞)\Br(θ)(∂Ω±∞)
(v∞(z)− v∞(y))∇v∞(z) · (z − y)dσ(z)
≤ C(α,M0,Γ)θ +
ˆ
∂Br˜(y∞)
(v∞(z)− v∞(y))∇v∞(z) · (z − y)dσ(z),
Therefore,
lim sup
i→∞
ˆ
∂B ρi
ri
(Txi,8riyi)
(Txi,8rivi(z)− Txi,8rivi(y))∇Txi,8rivi(z) · (z − y)dσ(z)
≤ 2C(M0)θ +
ˆ
∂Br˜(y∞)
(v∞(z)− v∞(y))∇v∞(z) · (z − y)dσ(z)
Letting θ → 0,
lim sup
i→∞
ˆ
∂B ρi
ri
(Txi,8riyi)
(Txi,8rivi(z)− Txi,8rivi(y))∇Txi,8rivi(z) · (z − y)dσ(z)
≤
ˆ
∂Br˜(y∞)
(v∞(z)− v∞(y))∇v∞(z) · (z − y)dσ(z).
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The same argument (using −C(α,M0,Γ)) may be used to lower bound,
lim inf
i→∞
ˆ
∂B ρi
ri
(Txi,8riyi)
(Txi,8rivi(z)− Txi,8rivi(y))∇Txi,8rivi(z) · (z − y)dσ(z)
≥
ˆ
∂Br˜(y∞)
(v∞(z)− v∞(y))∇v∞(z) · (z − y)dσ(z).
All together then, we have that
lim
i→∞
ˆ
∂B ρi
ri
(Txi,8riyi)
(Txi,8rivi(z)− Txi,8rivi(y))∇Txi,8rivi(z) · (z − y)dσ(z)
=
ˆ
∂Br˜(y∞)
(v∞(z)− v∞(y))∇v∞(z) · (z − y)dσ(z)
Thus, limi→∞ λ(y′i, r˜i, Txj ,8rjvj) = λ(y∞, r˜, v∞). 
Lemma 8.6. Let u ∈ A(n,Λ) and p ∈ B 1
16
(0). There exists a constant, 0 < δ(n,Λ), such
that for any 0 < r ≤ 1
256
, if u is (0, δ)-symmetric in B8r(p), then for all y ∈ Br(p) and every
ρ ∈ [2r, 7r],
|λ(y, ρ, u)| ≤ 2C,
where C = C(n,Λ) is the constant from Lemma 8.2 with C(n,Λ) from Lemma 6.4.
Proof. We argue by contradiction. Suppose that there is a sequence of ui ∈ A(n,Λ), points,
pi ∈ B1/4(0), radii, 0 < ri < 1, such that ui is (0, 2−i)-symmetric in B8ri(pi), but for which
there exist points, yi ∈ Bri(pi) and radii, r′i ∈ [ri, 8ri] for which
|λ(yi, r′i, ui)| ≥ 2C
We rescale to Tpi,8riui. By Lemmata 7.2 and 7.5, we can extract a subsequence which
converges to a limit function, u∞, which is 0-symmetric. By Lemma 6.4, v∞ satisfies
NΩ(0, 1, u∞) ≤ C(nΛ). Therefore, by Lemma 8.2 there is a constant, C, such that for
all y ∈ B 1
8
(0) and all r ∈ [1
8
, 1]
|λ(y, r, u∞)| ≤ C.
Note that by assumption, for each i = 1, 2, ... there exists a point, y′i ∈ B 1
8
(0) and a radius,
r˜i ∈ [28 , 78 ] such that,
|λ(y′i, r˜i, Tpi,8riui)| ≥ 2C.
Note that because B 1
8
(0) × [2
8
, 7
8
] is compact, we may assume that y′i → y∞ and r˜i → r˜.
In order to obtain a contradiction, we now argue that there exists a subsequence such that
limj→∞ λ(y′i, r˜i, Tpj ,8rjuj) = λ(y∞, r˜, u∞). However, this is exactly Lemma 8.4. Therefore, we
have the contradiction we desired. 
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9. Quantitative Rigidity
In the interior setting, NΩ(p, r, u) is monotonic and constant only if u is a harmonic
polynomial which is homogeneous about the point p. A quantitative rigidity result states
that if NΩ(p, r, u) is almost constant (NΩ(p, 1, u) − NΩ(p, r, u) ≤ δ()), then u is almost
a homogeneous harmonic polynomial (||Tp,1u − P ||L2(B1(0)) ≤
√
). This result relies upon
the monotonicity of NΩ(p, r, u). Indeed, if NΩ(p, r, u) is not monotonic, then NΩ(p, 1, u) =
NΩ(p, r, u) does not imply that the Almgren frequency is constant.
Therefore, in order to obtain the necessary quantitative rigidity, we use the following
quantity, E(p, r, u).
Definition 9.1. For any u ∈ A(n,Λ), point, p ∈ Ω, and radius, 0 < r, we define,
E(p, r, u) = sup
τ∈[0,r]
N(p, τ, u).
By continuity, this supremum is a maximum.
We now establish the limit case, followed shortly by the quantitative rigidity result.
Lemma 9.2. Let u ∈ A(n,Λ). Let p ∈ Ω ∩ B 1
16
(0) and 0 < r ≤ 1
256
. If y ∈ Tp,rΩ ∩ B1(0)
and,
NTp,rΩ(y, 0, Tp,ru) = sup
τ∈[0,2]
NTp,rΩ(y, τ, Tp,ru),
then if y ∈ Ω, Ty,ru is (n− 1, 0)-symmetric. If y ∈ ∂Ω, then Ty,ru is 0-symmetric.
Proof. If y ∈ Ω, then there is a radius, δ > 0 such that Bδ(y) ⊂ Tp,rΩ. For 0 < r <
δ, NTp,rΩ(y, r, Tp,ru) is an increasing function in r, which, under the assumptions, means
constant. Therefore, u is a homogeneous harmonic function. By the proof of Lemma 2.18,
then, Ty,ru is (n − 1, 0)-symmetric. If y ∈ ∂Ω, then the proof of Lemma 2.18, shows that
Ty,ru is 0-symmetric. 
Lemma 9.3. (Quantitative Rigidity) Let u ∈ A(n,Λ), as above. Let p ∈ B 1
16
(0) ∩ Ω and
0 < r ≤ 1
512
. For every δ > 0, there is an 0 < γ0 = γ0(n,Λ, δ) such that for any 0 < γ ≤ γ0
if,
|E(0, 2, Tp,ru)−NTp,rΩ(0, γ, Tp,ru)| ≤ γ
then Tp,ru is (0, δ, 1, 0)-symmetric.
Proof. We argue by contradiction. Assume that there exists a δ > 0 such that there is a
sequence of functions, ui ∈ A(n,Λ), and points, pi ∈ B 1
16
(0) ∩ Ωi, radii 0 < ri < 1512 , such
that,
|E(0, 2, Tpi,riui)−NTpi,riΩi(0, 2−i, Tpi,riui)| ≤ 2−i
but that no Tpi,riui is (0, δ, 1, 0)-symmetric.
By Lemma 7.5, we have that there exists a subsequence such that Tpj ,rjuj converges
strongly in W 1,2(B1(0)) to a function, u∞. By Corollary 7.3, we know that u∞ is harmonic
in a convex domain Ω∞. Recalling both the statement and the proof of Corollary 7.6 applied
to Tpj ,2rjuj, we have that for any 0 ≤ r ≤ 2, limj→∞NΩj(0, r, Tpj ,rjuj) = NΩ∞(0, r, u∞).
Therefore, we have that,
E(0, 2, u∞)−NΩ∞(0, 0, u∞) = 0
By Lemma 9.2, this implies that u∞ is (0, 0)-symmetric. This contradicts our assumption
that that no Tpi,riui is (0, δ, 1, 0)-symmetric. 
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10. Decay
In order to connect the drop across scales in the Almgren frequency function to the Jones
β-numbers at points p ∈ Ω ∩ B 1
16
(0) at macroscopic scales for which ∂Br(p) ∩ Ωc 6= ∅, we
must obtain proper decay on the function u. Broadly speaking, this section proves that if u
is very close to a 0-symmatric function, but far from all (n− 1)-symmetric functions (which
are 1-homogeneous), then it must decay faster a 1-homogeneous function. This extra decay
is crucial to obtaining uniform macroscopic estimates.
Lemma 10.1. Let u ∈ A(n,Λ) and 0 ≤ k ≤ n − 2, p ∈ B 1
16
(0) ∩ Ω, and 0 < r < 1
512
. For
any 0 < , there are constants, 0 < m = m(,Λ) and 0 < δ0(n,Λ), such that if u is not
(k + 1, , 8r, p)-symmetric but u is (0, δ, 8r, p)-symmetric for any 0 < δ ≤ δ0, then for all
ρ ∈ [r, 8r],
NΩ(p, ρ, u) > 1 +m.
.
Proof. We argue by contradiction. Suppose that for a given 0 < , no such 0 < m and 0 < δ0
exist. That is, suppose there is a sequence of ui, pi, and ri, such that ui is (0, 2
−i8ri, pi)-
symmetric and each ui is not (k + 1, , 8ri, pi)-symmetric, but that NΩ(pi, ρi, ui) ≤ 1 + 2−i
for some ρi ∈ [ri, 8ri].
We rescale. The functions Tpi,8riui converge in the senses of Lemma 7.2 and Lemma
7.5 to a function u∞, which is not (k + 1, , 1, 0)-symmetric. Similarly, we may assume
that ρi
8ri
→ ρ ∈ [1/8, 1]. By the aforementioned convergence lemmata, we have that u∞
is (0, 0, 1, 0)-symmetric, not (k + 1, , 1, 0)-symmetric, and, by Lemma 7.6, we have that
NΩ∞(0, ρ, u∞) ≤ 1.
Note that there are three cases for limi Ωi = Ω∞. Either Ω∞ = Rn, or Ω∞ is a convex
domain with boundary. If Ω∞ is a convex domain with boundary, then Lemma 2.18 implies
that u∞ is (n−1, 0)-symmetric. This contradicts the assumption that u∞ is not (k+1, , 1, 0)-
symmetric.
If Ω∞ = Rn, then classical results imply that u∞ is a homogeneous harmonic polynomial.
Since u∞ is not (k + 1, , 1, 0)-symmetric, it cannot be (n − 1)-symmetric, and therefore
cannot be linear. Thus, N(0, 0, u∞) ≥ 2 and N(0, τ, u∞) is constant in τ . This contradicts
the assumption that N(ρ, 0, u∞) ≤ 1. Therefore, such constants as desired must exist. 
Lemma 10.2. Let u ∈ A(n,Λ), 0 ≤ k ≤ n− 2, and p ∈ B 1
16
(0) and 0 < r ≤ 1
512
. Let 0 < 
be fixed. There is a 0 < δ(,Λ) such that if u is (0, δ)-symmetric, but not (k+1, )-symmetric
in B8r(p), then there exists an absolute constant, C = C(n,Λ, ) such that for all ρ ∈ [r, 8r],
(31)
 
∂Bρ(p)
(T0,1u(x)− T0,1u(p))2dσ(x) ≤ Cρ2(1+m2 )
Proof. Let δ ≤ δ0, where δ0 is as in Lemma 10.1. Therefore, we have that N(p, ρ, u) > 1+m.
Plugging this into Lemma 6.6, we have that, for any S > ρ,
HΩ(p, S, u) ≥ (S
ρ
)(n−1)+2(NΩ(p,ρ,u)−2C1(n,Λ)(S−ρ))HΩ(p, ρ, u)
≥ (S
ρ
)(n−1)+2(1+m−2C1(n,Λ)S)HΩ(p, ρ, u)
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Let 0 < r0(n,Λ, ) be small enough that m − 2C1(n,Λ)r0 ≥ m2 . Thus, if r0 ≥ 8r ≥ ρ ≥ r
we have,
C(Lip(T0,1u))r
2
0 ≥
1
rn−10
H(p, r0, T0,1u)
≥
(
r0
ρ
)2(N(ρ,p,v)−Cr0) 1
ρn−1
H(p, ρ, T0,1u)
≥
(
r0
ρ
)2(1+m
2
)
1
ρn−1
H(p, ρ, T0,1u)
Or,
C(n,Λ, ) (ρ)2(1+
m
2
) ≥ 1
ρn−1
H(p, ρ, T0,1u).
If, on the other hand, ρ > r0, we let C =
16C(n,Λ))2
r
2(1+m2 )
0
, where C(n,Λ) is the uniform Lipschitz
constant. Taking the maximum of these two constants gives the desired result. 
Lemma 10.3. Let u ∈ A(n,Λ) and 0 ≤ k ≤ n − 2. Let p ∈ B 1
16
(0) ∩ Ω, 0 < r ≤ 1
512
. Let
0 <  be fixed. There is a 0 < δ0(n,Λ, ) such that if u is (0, δ)-symmetric for 0 < δ ≤ δ0 in
B8r(p), but not (k+ 1, , 8r, p)-symmetric, then there is a constant, C = C(n,Λ, ) such that
for all ρ ∈ [r, 8r] and all y ∈ Bρ(p),
|T0,1u(y)− T0,1u(p)| ≤ Cρ1+m/2.
Proof. We argue by contradiction. Suppose that there exist a sequence of ui ∈ A(n,Λ), with
points, pi ∈ B 1
16
(0)∩Ωi, and radii, 0 < ri ≤ 1512 , such that ui is (0, 2−i)-symmetric in B8ri(pi)
and not (k + 1, , 8ri, pi)-symmetric, but for which there exist ρi ∈ [ri, 8ri] and yi ∈ ∂Bρi(pi)
such that,
|T0,1ui(yi)− T0,1ui(pi)| ≥ iρ1+m/2i .
We consider Tpi,riui. By Lemma 7.2 and Lemma 7.5, we may extract a subsequence such that
Tpi,rivi → u∞ strongly in W 1,2loc (Rn) and in Cloc(Rn). Since the functions Tpi,riui are locally
uniformly Lipschitz, the function u∞ is locally Lipschitz with the same Lipschitz constants.
Further, u∞ = T0,1u∞ is 0-symmetric in B8(0) and is not (k+1, , 8, 0)-symmetric. However,
by assumption,(ˆ
∂B1(0)
(T0,1ui(xri + pi)− T0,1ui(pi))2dσ(x)
) 1
2
|Tpi,riui(
yi − pi
ri
)| ≥ iρ1+m/2i .
Now, by Lemma 10.2 for i sufficiently large, we can bound(ˆ
∂B1(0)
(T0,1ui(xri + pi)− T0,1ui(pi))2dσ(x)
) 1
2
≤ Cρ1+m/2i .
Therefore,
|Tpi,riui(
yi − pi
ri
)| ≥ i.
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Since yi−pi
ri
∈ ∂Bρi/ri(0), and ρi/ri ∈ [1, 8] this is a contradicts the fact that the Tpi,riui are
locally uniformly Lipschitz. Thus, such a constant must exist. 
11. Cone-splitting
In Sections 11 − 15, we follow the proof techniques of Naber and Valorta [NV17a]. If we
were restricting our focus to ∂Ω, then their methods go through almost verbatim. However,
because we are interested in how the critical set approaches ∂Ω, macroscopic almost mono-
tonicity forces us to make several important modifications in Sections 12 and 13. We include
Sections 14 and 15 for completeness.
In this section, we obtain the necessary geometric control on the set where the Almgren
frequency has small drop. The prototypical example of a result like this is the following
proposition. See [HL] Theorem 4.1.3 for the proof of similar results.
Proposition 11.1. Let P : Rn → R be a 0-symmetric function. Let k ≤ n − 2. If P is
symmetric with respect to some k-dimensional subspace V and P is homogeneous with respect
to some point x 6∈ V , then P is k + 1-symmetric with respect to span{x, V }.
We now prove a similar result for our almost-symmetric functions u ∈ A(n,Λ).
Lemma 11.2. (Geometric Control) Let η′, ρ > 0 be fixed. Let u ∈ A(n,Λ), p ∈ Ω ∩B 1
16
(0),
and 0 < r ≤ 1
512
. There exist an 0 < η0(n,Λ, η
′, ρ, ) << ρ and a β(n,Λ, η′, ρ, ) < 1 such
that if η ≤ η0 and
(1) E = supx∈B1(0)∩Tp,rΩE(x, 2, Tp,ru) ∈ [0, C(n,Λ)]
(2) There exist points {y0, y1, ..., yk} ⊂ B1(0)∩Tp,rΩ satisfying yi 6∈ Bρ(〈y0, ..., yi−1, yi+1, ..., yk〉)
and
NTp,rΩ(yi, ηρ, Tp,ru) ≥ E − η
for all i = 0, 1, ..., k
then, if we denote 〈y0, ..., yk〉 = L, for all p ∈ Bβ(L) ∩B1(0) ∩ Tp,rΩ
NTp,rΩ(p, ηρ, Tp,ru) ≥ E − η′
and
Sk,η0(Tp,ru) ∩B1(0) ⊂ Bβ(L) ∩B1(0) ∩ Tp,rΩ.
Proof. We argue by contradiction. Suppose that the first claim fails. That is, fix the con-
stants ρ, η′ > 0. Let ui ∈ A(n,Λ), pi ∈ Ωi ∩ B 1
16
(0), and 0 < ri
1
512
. Note that by Lemma
6.4, we have that Ei = supx∈B1(0)∩Tp,rΩi E(x, 2, Tpi,riui) ∈ [0, C(n,Λ)]. Suppose that for each
i = 1, 2, ... we can find points {yi,j}j satisfying (2), above, with η < 2−i and a sequence
βi ≤ 2−i such that for each i, there exists a point xi ∈ Bβi(Li) ∩ B1(0) ∩ Tpi,riΩi for which
NΩi(xi, ηρ, Tpi,riui) < E − η′.
By Lemma 7.2 and Lemma 7.5 there exists a subsequence uj such that Tpj ,rjuj converges
to a limit function u∞. Further, we may assume that
Ej → E yij → yi Lj → L xj → x∞ ∈ L ∩ B¯1(0).
Note that Corollary 7.6 gives that
sup
p∈B1(0)∩Ω∞
NΩ∞(p, 2, u∞) ≤ E NΩ∞(x∞, 0, u∞) < E − η′
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and
NΩ∞(yi, 0, u∞) ≥ E
for all j = 0, 1, ..., k. Note that by Corollary 7.3, u∞ is harmonic in Ω∞. Note that by
Lemma 9.2, u∞ is homogeneous about the points y0, ..., yk. Proposition 11.1, implies that
u∞ is translation invariant along L in B1+δ(0) ⊂ ∩jB2(yj), for some δ > 0 depending upon
the placement of the yj. Since x∞ ∈ L, this implies that NΩ∞(x∞, 0, u∞) = E. This
contradicts NΩ∞(x∞, 0, u∞) < E − η′.
Now assume that the second claim fails. That is, fix β > 0 and assume that there is
a sequence of ui ∈ A(n,Λ) with supp∈B1(0)NΩi(p, 2, ui) = Ei ∈ [0, E0] and points {yi,j}j
satisfying (2), above, and a sequence of ηi → 0 such that for each i there exists a point
xi ∈ Sk,ηi(ui) ∩B1(0) \Bβ(Li).
Again, we extract a convergent subsequence, as above. The function u∞ will be harmonic
in Ω∞and k−symmetric in B1+δ(0), as above. And, xi → x ∈ B¯1(0) \ Bβ(L). Note that by
our definition of Sk,ηi(ui) and Lemma 7.2, x ∈ Sk/2(u∞).
Since u∞ is k−symmetric in B1+δ(0), every blow-up at a point in B1(0) will be (k +
1)−symmetric. Thus, there must exist a radius, r for which u∞ is (k+1, /2, r, x)−symmetric.
This contradict the assumption that x ∈ Sk/2(u∞). 
The above lemma gives us more than just good geometric control of the quantitative
strata under the hypotheses. It gives a dichotomy, either we can find well-separated (k + 1)
points, yij, with very small drop in frequency or we cannot. In the former case, the Almgren
frequency has small drop on all of Sk,η(u) (and we also get good geometric control) or the set
on which the Almgren frequency has small drop is close to a (k−1)−plane. In the latter case,
even though we have no geometric control on Sk,η(u), we have very good packing control on
the part with small drop in frequency. We make this formal in the following corollary.
Corollary 11.3. Let γ, ρ, η′ ∈ (0, 1). For all u ∈ A(n,Λ), p ∈ Ω ∩B 1
16
(0), and 0 < r ≤ 1
512
,
let E = supx∈Br(p)∩ΩNΩ(x, 2r, u). There is an η << ρ so that the following holds. if η ≤ η0,
then one of the following possibilities must occur:
1. NΩ(x, ηρr, u) ≥ E − η′ for all x ∈ Sk,η(u) ∩Br(p), and
Sk,η0(u) ∩Br(p) ⊂ Bβr(L).
2. There exists a (k − 1)−dimensional affine plane, Lk−1, such that
{x ∈ Ω : NΩ(x, 2ηr, u) ≥ E − η} ∩Br(p) ⊂ Bρr(Lk−1).
Remark 11.4. In the later case of the dichotomy, we know that all points outside Br(p) ∩
Bρr(L
k−1) must have NΩ(x, 2ηr, u) < E − η. Since NΩ(x, r, u) is almost monotonic and
uniformly bounded, this can only happen for each p finitely many times.
12. The Beta numbers
In this section, we relate the Jones β-numbers to the drop in Almgren frequency. Again,
the challenge is to obtain uniform macroscopic estimates. See [McC19] for similar results
for a free-boundary problem for harmonic measure. The main result of this section is the
following lemma.
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Lemma 12.1. There exists a constant, δ0 = δ0(n,Λ, ) > 0 such that for any 0 < δ ≤ δ0,
if u ∈ A(n,Λ), then for any p ∈ B 1
16
(0) and 0 < r ≤ 1
512
if u is (0, δ, 8r, p)−symmetric, but
not (k + 1, , 8r, p)−symmetric, then for any finite Borel measure, µ,
βkµ,2(p, r)
2 ≤C(n,Λ, )
rk
ˆ
Br(p)
N(y, 8r, u)−N(y, r, u) + C1(n,Λ)rdµ(y)
+ C(n,Λ, )
µ(Br(p))
rk
rm(32)
where 0 < m is the constant defined in Lemma 10.1.
We begin by noting that for any finite Borel measure, µ, and any Br(p) we can define the µ
center of mass, X =
ffl
Br(p)
xdµ(x), and define the covariance matrix of the mass distribution
in Br(p) by
Σ =
ˆ
Br(p)
(y −X)(y −X)⊥dµ(y).
With this matrix, we may naturally define a symmetric, non-negative bilinear form,
Q(v, w) = v⊥Σw =
 
Br(p)
(v · (y −X))(w · (y −X))dµ(y).
Let ~v1, ..., ~vn be an orthonormal eigenbasis and λ1 ≥ ... ≥ λn ≥ 0 their associated eigen-
values. These objects enjoy the following relationships,
V kµ,2(p, r) = X + span{~v1, ..., ~vk}, βkµ,2(x, r)2 =
µ(Br(p))
rk
(λk+1 + ...+ λn).
See [Hoc15] Section 4.2.
Lemma 12.2. Let u ∈ A(n,Λ). Let µ be a finite Borel measure and Q, λi, ~vi defined as
above. For any i, any z for which ∇T0,1u(z) is defined, and any scalar c ∈ R,
λi
1
rn+2
ˆ
A3r,4r(p)
(~vi · ∇T0,1u(z))2dz
≤ 5n
 
Br(p)
ˆ
A2r,7r(y)
|c(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dzdµ(y).
(33)
Proof. Observe that by the definition of center of mass,
 
Br(p)
~w · (y −X)dµ(y) = 0
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for any ~w ∈ Rn. Therefore,
λi(~vi · ∇T0,1u(z)) = Q(~vi,∇T0,1u(z))
=
 
Br(p)
(~vi · (y −X))(∇T0,1u(z) · (y −X))dµ(y)
=
 
Br(p)
(~vi · (y −X))(∇T0,1u(z) · (y −X))dµ(y)
+
 
Br(p)
c(T0,1u(z)− T0,1u(p))(~vi · (y −X))dµ(y)
=
 
Br(p)
(~vi · (y −X))(c(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (X − z + z − y))dµ(y)
=
 
Br(p)
(~vi · (y −X))(c(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y))dµ(y)
≤λ
1
2
i (
 
Br(p)
|c(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2dµ(y)) 12 .
Recalling that Ar,R(p) = BR(p) \Br(p), we calculate,
λi
1
rn+2
ˆ
A3r,4r(p)
(~vi · ∇T0,1u(z))2dz ≤
1
rn+2
ˆ
A3r,4r(p)
 
Br(p)
|c(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2dµ(y)dz
≤ 5n
 
Br(p)
ˆ
A3r,4r(p)
|c(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dzdµ(y)
≤ 5n
 
Br(p)
ˆ
A2r,7r(y)
|c(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dzdµ(y)

Lemma 12.3. Let u ∈ A(n,Λ) and 0 ≤ k ≤ n − 2. Let p ∈ B 1
16
(0), 0 < r ≤ 1
512
. Let
0 <  be fixed. There is a 0 < δ0(n,Λ, ) such that if u is (0, δ)-symmetric in B8r(p) for any
0 < δ ≤ δ0 but not (k + 1, , 8r, p)-symmetric, then for any y ∈ Br(p),ˆ
A2r,7r(y)
|λ(p, 7r, T0,1u)(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz ≤
4
ˆ
A2r,7r(y)
|λ(y, |z − y|, T0,1u)(T0,1u(z)− T0,1u(y))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz + Cr
m
where C = C(n,Λ).
Proof. First, we observe that,
λ(p, 7r, T0,1u) =λ(y, |z − y|, T0,1u) + [λ(p, 7r, T0,1u)− λ(p, r, T0,1u)]
+ [λ(p, |z − y|, T0,1u)− λ(y, |z − y|, T0,1u)]
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Making δ0 small as in Lemma 8.6, we have that,
|λ(p, 7r, T0,1u)− λ(y, |z − y|, T0,1u)| ≤ 8C.
Now, bound the maximum of the difference. First, we change from the constant, λ(p, 7r, T0,1u),
to the λ(y, |z − y|, T0,1u). Note that,
|λ(p, 7r, T0,1u)(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
≤ (|(λ(p, 7r, T0,1u)− λ(y, |z − y|, T0,1u))(T0,1u(z)− T0,1u(p))|
+ |(λ(y, |z − y|, T0,1u))(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|)2
≤ 2|(λ(p, 7r, T0,1u)− λ(y, |z − y|, T0,1u))(T0,1u(z)− T0,1u(p))|2
+ 2|(λ(y, |z − y|, T0,1u))(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2.
Therefore, we estimate,
ˆ
A2r,7r(y)
|λ(p, 7r, T0,1u)(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz
≤
ˆ
A2r,7r(y)
2|(λ(p, 7r, T0,1u)− λ(y, |z − y|, T0,1u))(T0,1u(z)− T0,1u(p))|2
|z − y|n+2 dz
+
ˆ
A2r,7r(y)
2|λ(y, |z − y|, T0,1v)(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz
≤
ˆ
Ar,8r(p)
2|4C(T0,1u(z)− T0,1u(p))|2
|z − y|n+2 dz
+
ˆ
A2r,7r(y)
2|λ(y, |z − y|, T0,1u)(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz
Now, by Lemma 10.3, for 0 < δ small enough, we have that for every ρ ∈ [r, 8r] and all
z ∈ Bρ(p), we have the estimate, |(T0,1v(z)− T0,1v(p))| ≤ Cr1+m2 . Therefore,
ˆ
Ar,8r(p)
2|4C(T0,1u(z)− T0,1u(p))|2
|z − y|n+2 dz ≤
ˆ
Ar,8r(p)
32C2(r1+
m
2 )2
|z − y|n+2 dz
≤
ˆ
Ar,8r(p)
32C2rm
|z − y|n dz
≤ 7ωn−132C2rm
Secondly, we change from (T0,1u(z)− T0,1u(p)) to (T0,1u(z)− T0,1u(y)). Note that,
|λ(y, |z − y|, T0,1u)(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
= |λ(y, |z − y|, T0,1u)(T0,1u(z)− T0,1u(y) + T0,1u(y)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
≤ 2|λ(y, |z − y|, T0,1u)(T0,1u(y)− T0,1u(p))|2
+ 2|λ(y, |z − y|, T0,1u)(T0,1u(z)− T0,1u(y))−∇T0,1u(z) · (z − y)|2
Therefore, we estimate,
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ˆ
A2r,7r(y)
2|λ(y, |z − y|, T0,1u)(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz
≤
ˆ
A2r,7r(y)
4|λ(y, |z − y|, T0,1u)(T0,1u(y)− T0,1u(p))|2
|z − y|n+2 dz
+
ˆ
A2r,7r(y)
4|λ(y, |z − y|, T0,1u)(T0,1u(z)− T0,1u(y))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz
≤
ˆ
Ar,8r(p)
4|2C(T0,1u(y)− T0,1u(p))|2
|z − y|n+2 dz
+
ˆ
Ar,8r(y)
4|λ(y, |z − y|, T0,1u)(T0,1u(z)− T0,1u(y))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz
Now, we must upper bound
´
Ar,8r(p)
4|2C(T0,1u(y)−T0,1u(p))|2
|z−y|n+2 dz. We do so by bounding |T0,1u(y)−
T0,1u(p)|2. By Lemma 10.3, for 0 < δ small enough, we have that for every ρ ∈ [r, 8r] and all
z ∈ Bρ(p),
|(T0,1u(z)− T0,1u(p))| ≤ Cr1+m2 .
If y ∈ Ω+, then the Maximum Principle applied to the subharmonic function |(T0,1u(z) −
T0,1u(p))| in Br(p) ∩ Ω implies that |T0,1u(z)− T0,1u(p)| ≤ Cr1+m2 . Therefore,ˆ
Ar,8r(p)
4|2C(T0,1u(y)− T0,1u(p))|2
|z − y|n+2 dz
≤
ˆ
Ar,8r(p)
16C2(r1+
m
2 )2
|z − y|n+2 dz
≤
ˆ
Ar,8r(p)
16C2rm
|z − y|n dz
≤ 7ωn−116C2rm

Lemma 12.4. Let u ∈ A(n,Λ) and 0 ≤ k ≤ n − 2. Let p ∈ B 1
16
(0) ∩ Ω, 0 < r ≤ 1
512
.
Let 0 <  be fixed. Fix 0 < . There exists a constant, δ = δ0(n,Λ, ) > 0 and a constant,
C(n,Λ, ), such that if u is (0, δ, 8r, p)−symmetric, but not (k + 1, , 8r, p)−symmetric, then
for any orthonormal vectors, ~v1, ..., ~vk+1,
1
C
≤ 1
rn+2
ˆ
A3r,4r(x)
k+1∑
i=1
(~vi ·DT0,1u(z))2dz.
Proof. Now, we argue that if δ0 > 0 is small enough, then there exists a constant, C(n,Λ, ),
such that for any orthonormal vectors, ~v1, ..., ~vk+1,
1
C
≤ 1
rn+2
ˆ
A3r,4r(x)
k+1∑
i=1
(~vi ·DT0,1u(z))2dz.
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Again, we argue by contradiction. Assume that there is a sequence of functions in ui ∈
A(n,Λ), pi ∈ B 1
16
(0) ∩ Ωi, and 0 < ri ≤ 1512 such that uj is (0, 2−j, 8ri, p)−symmetric, but
not (k + 1, , 8ri, pi)−symmetric. And, for each i, there exists an orthonormal collection of
vectors, {~vij}, such that, rescaling u˜i(x) = ui(rix+ pi),
ˆ
A3,4(0)
k+1∑
j=1
(~vij ·Du˜i(z))2dz ≤ 2−i
Again, we use Lemma ?? to extract a subsequence u˜j for which u˜j converge to a harmonic
function, u∞. Similarly, {~vij} converges to an orthonormal collection {~vi}. Given the as-
sumptions above, u∞ is also 0−symmetric in B8(0) and ∇u∞ · ~vi = 0 for all i = 1, ..., k + 1.
Thus, u∞ is (k + 1, 0)−symmetric in B8(0). But this is our contradiction, since u˜j were
supposed to stay away from (k + 1)−symmetric functions in L2(B1(0)). 
12.1. The proof of Lemma 12.1.
Proof. By Lemma 12.4 and properties of the β-numbers, we have for {~vi} the orthonormal
basis and λi the associated eigenvalues of the quadratic form in Lemma 12.2,
βkµ,2(p, r)
2 ≤ µ(Br(p))
rk
nλk+1
≤ µ(Br(p))
rk
nC(n,Λ, )
k+1∑
i=1
λk+1
rn+2
ˆ
A3r,4r(p)
(~vi ·DT0,1u(z))2dz.
≤ µ(Br(p))
rk
nC(n,Λ, )
k+1∑
i=1
λi
rn+2
ˆ
A3r,4r(p)
(~vi ·DT0,1u(z))2dz.
We now bound λi
rn+2
´
A3r,4r(p)
(~vi ·DT0,1u(z))2dz using Lemma 12.2. By Equation 33
λi
1
rn+2
ˆ
A3r,4r(p)
(~vi · ∇T0,1u(z))2dz ≤
5n
 
Br(p)
ˆ
A2r,7r(y)
|λ(p, 7r, T0,1u)(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dzdµ(y).
By Lemma 8.6 and Lemma 12.3, we have that for 0 < δ sufficiently small, all y ∈ Br(p)
we can bound,
ˆ
A2r,7r(y)
|λ(p, 7r, T0,1u)(T0,1u(z)− T0,1u(p))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz
≤ 4
ˆ
Ar,8r(y)
|λ(y, |z − y|, T0,1u)(T0,1u(z)− T0,1u(y))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz + Cr
m
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Therefore, collecting constants we have that for δ sufficiently small,
βkµ,2(p, r)
2 ≤ µ(Br(p))
rk
nC(n,Λ, )(k + 1)5n×( 
Br(p)
4
ˆ
Ar,8r(y)
|λ(y, |z − y|, T0,1u)(T0,1u(z)− T0,1u(y))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz + Cr
mdµ(y)
)
≤ C(n,Λ, )
rk
×(ˆ
Br(p)
ˆ
Ar,8r(y)
|λ(y, |z − y|, T0,1u)(T0,1u(z)− T0,1u(y))−∇T0,1u(z) · (z − y)|2
|z − y|n+2 dz + Cr
mdµ(y)
)
Now, using Lemma 7.7, we have,
βkµ,2(p, r)
2 ≤
≤ C(n,Λ, )
rk
(ˆ
Br(p)
C(Lip)
2
(NΩ(8r, y, u)−NΩ(r, y, T0,1u) + C1(n,Λ)r) + Crmdµ(y)
)
≤ C(n,Λ, )
rk
ˆ
Br(p)
NΩ(8r, y, T0,1u)−NΩ(r, y, T0,1u) + C1(n,Λ)rdµ(y)
+ C(n,Λ, )
µ(Br(p))
rk
rm

13. Packing Estimates
Now that we have linked the behavior of NΩ(p, r, v) to the β−numbers, we are ready to
prove the crucial packing lemma. We note that the error terms generated by the triangle
inequality,
C(n,Λ, )
µ(Br(p))
rk
rm,
force us to make modifications to the approach of [NV17a]. In particular, we can only apply
their Discrete Reifenberg Theorem at very small scales.
Lemma 13.1. Let u ∈ A(n,Λ), p0 ∈ B 1
16
(0) ∩ Ω, and 0 < r0 ≤ 1512 . Let
sup
x∈B1(0)∩Tp0,r0Ω
E(x, 2, Tp0,r0u) = E ≤ C(n,Λ).
There is an η1(n,Λ, ) > 0 such that if {B2rp(p)} is a collection of disjoint balls satisfying
(34) NTp0,r0Ω(p, ηrp, Tp0,r0u) ≥ E − η, p ∈ Sk,r(Tp0,r0u), r ≤ rp ≤ 1
for any 0 < r < 1 then,
(35)
∑
p
rkp ≤ C2(n,Λ, ).
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Proof. Choose δ(n,Λ, ) as in Lemma 12.1, and η(n,Λ, δ) as in Lemma 9.3. Let
η ≤ η1 = 1
4
min{δ, γ}.
We will employ the convention that ri = 2
−i. For each i ∈ N, define the truncated measure,
µi =
∑
rp≤ri
rkpδp.
We will write βki (x, r) = β
k
µi,2
(x, r). Observe that βi enjoy the following properties. First,
because the balls are disjoint, for all j ≥ i
βi(x, rj) =
{
βj(x, rj) x ∈ supp(µj)
0 otherwise.
Furthermore, for any r < ri ≤ 2−4,
N(p, 8ri, Tp0,r0u)−N(p, ri, Tp0,r0u) ≤ E −N(p, ri, Tp0,r0u) +N(p, ηrp, Tp0,r0u)−N(p, ηrp, Tp0,r0u)
≤ E −N(p, ηrp, Tp0,r0u) + |N(p, ri, Tp0,r0u)−N(pi, ηrp, Tp0,r0u)|.
≤ η + max{η, 2C1(n,Λ)ri}.
It is evident that the same argument shows that N(p, 16ri, Tp0,r0u) − N(p, ri, Tp0,r0u) ≤
η + max{η, 2C1(n,Λ)ri}. Thus, for all ri ≤ ρ = η1 14C1(n,Λ) , by our choice of η ≤ η1, Lemma
9.3, and Lemma 12.1, we have,
βki (p, ri)
2 ≤C(n,Λ, )
rki
ˆ
Bri (p)
NTp0,r0Ω(y, 8ri, Tp0,r0u)−NTp0,r0Ω(y, ri, Tp0,r0u) + 2C1(n,Λ)ridµi(y)
+ C(n,Λ, )
µ(Bri(p))
rki
rmi .
The claim of the lemma is that µ0(B1(0)) ≤ C(n,Λ, ). We prove the claim inductively.
That is, we shall argue that for ri ≤ ρ 2−4 and all x ∈ B1(0),
µi(Bri(x)) ≤ CDR(n)rki
Observe that since rp ≥ r > 0, for ri < r, the claim is trivially satisfied because µi = 0.
Assume, then, that the inductive hypothesis holds for all j ≥ i+ 1. Let x ∈ B1(0). Observe
that we can get a course bound,
µj(B4rj(x)) ≤ Γ(n)rkj , ∀j ≥ i− 2, ∀x ∈ B1(0).
by observing that µj(B4rj(x)) = µj+2(B4rj(x)) +
∑
rkp where the sum is taken over all
p ∈ B4rj(x) with rj+2 < rp ≤ rj. Since the balls Brp(p) are disjoint, there is a dimensional
constant, c(n), which bounds the number of such points, so Γ(n) = c(n)CDR.
Now, we calculate,∑
rj<2ri
ˆ
B2ri (x)
βi(z, rj)
2dµi(z) =
∑
rj<2ri
ˆ
B2ri (x)
βj(z, rj)
2dµj(z)
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≤C
∑
rj<2ri
1
rkj
ˆ
B2ri (x)
ˆ
Brj (z)
NΩ(y, 8rj, v)−NΩ(y, rj, v) + 2C1(n,Λ)rjdµj(y)dµj(z)
+ C
∑
rj<2ri
ˆ
B2ri (x)
µj(Brj(z))
rkj
rmj dµj(z)
≤C
∑
rj<2ri
ˆ
B2ri+rj (x)
µj(Brj(y))
rkj
(NΩ(y, 8rj, v)−NΩ(y, rj, v) + 2C1(n,Λ)rj)dµj(y)
+ C
∑
rj<2ri
ˆ
B2ri (x)
µj(Brj(z))
rkj
rmj dµi(z)
≤CΓ(n)
ˆ
B4ri (x)
∑
rj<2ri
(NΩ(y, 8rj, v)−NΩ(y, rj, v) + 2C1(n,Λ)rj)dµj(y)
+ CΓ(n)
∑
rj<2ri
µj(B4ri(x))r
m
j
≤CΓ(n)
ˆ
B4ri (x)
∑
rj<2ri
(NΩ(y, 8rj, v)−NΩ(y, rj, v) + 2C1(n,Λ)rj)dµj(y)
+ CΓ(n)
∑
rj<2ri
µi(B4ri(x))r
m
j
≤CΓ(n)(
∑
p∈B4ri (x)∩supp(µi)
rkp(NΩ(p, 16rj, v)−NΩ(p, rp, v) + 2C1(n,Λ)
∑
j≥i
rj)
+ CΓ(n)2
∑
rj<2ri
rmj
 rki
≤CΓ(n)(
∑
p∈B4ri (x)∩supp(µi)
rkp(η + η1 + 4C1(n,Λ)ri) + CΓ(n)
2
∑
rj<2ri
rmj
 rki
≤CΓ(n)µi(B4ri(x))(η + η1 + η1) + CΓ(n)2
∑
rj<2ri
rmj
 rki
≤CΓ(n)2rki (3η1) + CΓ(n)2
∑
rj<2ri
rmj
 rki
Thus, for η ≤ η1(n,Λ, ) sufficiently small depending only upon n,Λ, ,
CΓ(n)2(3η1) ≤ 1
2
δDR.
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For ri ≤ ρ = η1 14C1(n,Λ) , depending only upon n,Λ, , we can ensure,
CΓ(n)2
∑
rj<2ri
rmj
 ≤ 1
2
δDR.
Thus, µi satisfies the hypotheses of the Discrete Reifenberg Theorem,∑
rj<2ri
ˆ
B2ri (x)
βi(z, rj)
2dµi(z) ≤ δDRrki .
The Discreet Reifenberg Theorem therefore implies that µi(Bri(x)) ≤ CDRrki . Thus, by
induction, the claim holds for all ri ≤ ρ(n,Λ, ) = η1 14C1(n,Λ) . A packing argument proves
µ0(B1(0)) ≤ C(n,Λ, ). 
14. Tree Construction
In this section, we detail two procedures for inductively-refined covering schemes. We will
use these covering schemes in the next section to generate the actual cover which proves
Theorem 3.1. First, we fix our constants.
14.1. Fixing Constants and a Definition. Let u1 ∈ A(n,Λ), p ∈ B 1
16
(0) ∩ Ω. We shall
assume define u = Tp, 1
512
u1. Thus, by Lemma 6.4,
sup
p∈B1(0)∩Tp, 1512 Ω
E(p, 2, u) ≤ C(n,Λ) = E.
We fix the scale of the covering we wish to construct as R ∈ (0, 1]. Let 0 <  be given.
We will let ρ denote the inductive scale by which we will refine our cover. For convenience,
we will use the convention ri = ρ
−i. Let ρ < 1
10
and so that
2c1(n)c2(n)ρ < 1/2.
where c1(n) and c2(n) are dimensional constants which will be given in the following lemmata.
Let δ0(n,Λ, ) be as in Lemma 12.1 and γ0(n,Λ, δ0) as in Lemma 9.3. Now, we also let
η1(n,Λ, ) be as in Lemma 13.1 and
η′ = min{γ0, η1/20}.
We then let η = η0(n,Λ, η
′, ρ, ) as in Corollary 11.3.
The sorting principle for our covering comes from the dichotomy in Corollary 11.3. To
formalize this, we make the following definition.
Definition 14.1. For p ∈ B2(0) and R < r < 2, the ball Br(p) will be called “good” if
NΩ(p, γρr, u) ≥ E − η′ on Sk,ηR(u) ∩Br(p).
We will say that Br(p) is “bad” if it is not good.
48 SEAN MCCURDY
Remark 14.2. By Corollary 11.3, with E + η/2 in place of E, which is admissible by
monotonicity, in any bad ball Br(p), there exists a (k − 1)−dimensional affine plane, Lk−1
such that
{NΩ(p, γρr, u) ≥ E − η/2} ∩Br(p) ⊂ Bρr(Lk−1).
14.2. Good trees. Let x ∈ B1(0) and BrA(x) be a good ball for A ≥ 0. We will detail
the inductive construction of a good tree based at BrA(x). The induction will build a
successively refined covering BrA(x)∩Sk (u). We will terminate the process and have a cover
which consists of a collection of bad balls with packing estimates and a collection of stop
balls whose radii are comparable to R. We shall use the notation Gi to denote the collection
of centers of good balls of scale ri, Bi shall denote the collection of centers of bad balls of
scale ri.
Because BrA(x) is a good ball, at scale i = A, we set GA = x. We let BA = ∅.
Now the inductive step. Suppose that we have constructed our collections of good and
bad balls down to scale j − 1 ≥ A. Let {z}Ji be a maximal 25rj-net in
BrA(x) ∩ Sk,ηR(u) ∩Brj−1(Gj−1) \ ∪j−1i=ABri(Bi).
We then sort these points into Gj and Bj depending on whether Brj(z) is a good ball or a
bad ball. If rj > R, we proceed inductively. If rj ≤ R, then we stop the procedure. In this
case, we let S = Gj ∪ Bj and we call this the collection of “stop” balls.
Some notation: the covering at which we arrive at the end of this process shall be called
the “good tree at BrA(x).” We shall follow [EE17] and denote this TG = TG(BrA(x)). We
shall call the collection of “bad” ball centers, ∪iBi, the “leaves of the tree” and denote this
collection by F(TG). We shall denote the collection of “stop” ball centers by S(TG) = S.
For b ∈ F(TG) we let rb = ri for i such that b ∈ Bi. Similarly, is s ∈ S(TG), we let rs = rj
for the terminal j.
Theorem 14.3. A good tree, TG(BrA(x)), enjoys the following properties:
(A) Tree-leaf packing: ∑
b∈F(TG)
rkb ≤ c1(n)rkA
(B) Stop ball packing ∑
s∈S(TG)
rks ≤ c(n)rkA
(C) Covering control
Sk,ηR(u) ∩BrA(x) ⊂ ∪s∈S(TG)Brs(s) ∪ ∪b∈F(TG)Brb(b)
(D) Size control: for any s ∈ S(TG), ρR ≤ rs ≤ R.
Proof. First, observe that by construction,
{B rb
5
(b) : b ∈ F(TG)} ∪ {B rs
5
(s) : s ∈ S(TG)}
is pairwise disjoint and centered in the set Sk,ηR(v). Next, all bad balls and stop balls are
centered in a good ball of the previous scale. By our definition of good balls, then, we have
for all i
NΩ(b, γri, v) = NΩ(b, γρri−1, v) ≥ E − η′ ∀b ∈ Bi
UNIQUE CONTINUATION ON CONVEX DOMAINS 49
and
NΩ(s, γrs, v) ≥ E − η′ ∀s ∈ S(TG).
Since by monotonicity we have that supp∈BrA (x) NΩ(p, 2rA, u) ≤ E+η′, we can apply Lemma
13.1 to BrA(x) and get the packing estimates, (A), (B).
Covering control follows from our choice of a maximal 2
5
ri-net at each scale i. If i is the
first scale at which a point, x ∈ Sk,ηR(u), was not contained in our inductively refined cover,
it would violate the maximality assumption.
The last condition, (D), follows because we stop only if j is the first scale for which rj ≤ R.
Since we decrease by ρ each time, (D) follows. 
14.3. Bad trees. Let BrA(x) be a bad ball. Note that for every bad ball, there is a (k −
1)−dimensional affine plane, Lk−1, associated to it which satisfies the properties elaborated
in Corollary 11.3. Our construction of bad trees will differ in several respects from our
construction of good trees. The idea is still to define an inductively refined cover at decreasing
scales of BrA(x) ∩ Sk,ηR(u). We shall again sort balls at each step into “good,” “bad,” and
“stop” balls. But these balls will play slightly different roles and the “stop” balls will have
different radii.
We shall reuse the notation Gi to denote the collection of centers of good balls of scale ri,
Bi to denote the collection of centers of bad balls of scale ri, and Si to denote the collection
of centers of stop balls of scale ri.
At scale i = A, we set BA = x, since BrA(x) is a bad ball, and set SA = GA = ∅. Suppose,
now that we have constructed good, bad, and stop balls for scale i− 1 ≥ A. If ri > R, then
define Si to be a maximal 25ηri−1-net in
BrA(x) ∩ Sk,ηR(u) ∩ ∪b∈Bi−1Bri−1(b) \B2ρri−1(Lk−1b ).
Note that η << ρ, so ηri−1 < ri. We then let {z} be a maximal 25ri-net in
BrA(x) ∩ Sk,ηR(u) ∩ ∪b∈Bi−1Bri−1(b) ∩B2ρri−1(Lk−1b ).
We then sort {z} into the disjoint union Gi ∪Bi depending on whether Bri(z) is a good ball
or a bad ball.
If ri ≤ R, then we terminate the process by defining Gi = Bi = ∅ and letting Si be a
maximal 2
5
ηri−1-net in
BrA(x) ∩ Sk,ηR(u) ∩Bri(Bi−1).
Some notation: the covering at which we arrive at the end of this process shall be called
the “bad tree at BrA(x).” We shall follow [EE17] and denote this TB = TB(BrA(x)). We
shall call the collection of “good” ball centers, ∪iGi, the “leaves of the tree” and denote this
collection by F(TB). We shall denote the collection of “stop” ball centers by S(TB) = ∪iSi.
As before, we shall use the convention that for g ∈ F(TB) we let rg = ri for i such that
g ∈ Gi. However, note that now, if s ∈ Si ⊂ S(TB), we let rs = ηri−1.
Theorem 14.4. A bad tree, TB(BrA(x)), enjoys the following properties:
(A) Tree-leaf packing: ∑
g∈F(TB)
rkg ≤ 2c2(n)ρrkA
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(B) Stop ball packing ∑
s∈S(TB)
rks ≤ c(n, η)rkA
(C) Covering control
Sk,ηR(u) ∩BrA(x) ⊂ ∪s∈S(TB)Brs(s) ∪ ∪g∈F(TB)Brg(g)
(D) Size control: for any s ∈ S(TB), at least one of the following holds:
ηR ≤ rs ≤ R or sup
p∈B2rs (s)
NΩ(p, 2rs, u) ≤ E − η/2.
Proof. Conclusion (C) follows identically as in the good tree theorem. Next, we consider the
packing etimates. Let ri > R. Then, by construction, for any b ∈ Bi−1, we have that
Gi ∪ Bi ∪Bri−1(b) ⊂ B2ρri−1(Lk−1b ).
Thus, since the points Gi ∪ Bi are 25ri disjoint, we calculate
|Gi ∪ Bi ∪Bri−1(b)| ≤ ωk−1ωn−k+1(3ρ)n−k+1
1
ωn(ρ/5)n
≤ c2(n)ρ1−k.
We can push this estimate up the scales as follows,
|Gi ∪ Bi ∪Bri−1(b)|rki ≤ c2(n)ρ1|Bi−1|rki−1
≤ c2(n)ρ1|Bi−1 ∪ Gi−1|rki−1
...
≤ (c2ρ)i−ArkA
Summing over all i ≥ A, then, we have that
∞∑
i=A+1
|Bi−1 ∪ Gi−1|rki ≤
∞∑
i=A+1
(c2ρ)
i−ArkA
Since we chose c2ρ ≤ 1/2, we have that the sum converges and
∑∞
i=A+1 |Bi−1 ∪ Gi−1|rki ≤
2c2ρr
k
A. This proves (A).
To see (B), we observe that for any given scale i ≥ A + 1, the collection of stop balls,
{Bηri−1(s)}s∈Si , form a Vitali collection centered in Bri−1(Bi−1). Thus, we have that
|{Si}| ≤ 10
n
ηn
|{Bi−1}|.
Since by construction there are no stop balls at the initial scale, A, we compute that
∞∑
i=A+1
|{Si}|(ηri−1)k ≤ 10kηk−n
∞∑
i=A
|{Bi}|rki ≤ c(n, η)rkA
This is (B).
We now argue (D). For s ∈ Si where ri > R, by construction s ∈ Bri−1(b) \ B2ρri−1(Lk−1)
for some b ∈ Bi−1. By Corollary 11.3, the construction, and our choice of η ≤ ρ2 , we have
that
sup
p∈B2rs (s)
NΩ(p, 2rs, u) ≤ sup
p∈B2ηri−1 (s)
NΩ(p, 2ηri−1, u) ≤ E − η/2.
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On the other hand, if ri ≤ R, then ri−1 > R. Thus,
R ≥ ρri−1 ≥ ηri−1 = rs ≥ ηR.
This proves (D). 
15. The Covering
Continuing to assume that u1 ∈ A(n,Λ), p ∈ B 1
16
(0) ∩ Ω. We shall assume define u =
Tp, 1
512
u1. We now wish to build the covering of Sk,ηR(u) ∩ B1(0) ∩ Tp, 1
512
Ω using the tree
constructions, above. The idea is that B1(0) is either a good ball or a bad ball. Therefore,
we can construct a tree with B1(0) as the root. Then in each of the leaves, we construct either
good trees or bad trees, depending upon the type of the leaves. Since in each construction,
we decrease the size of the leaves by a factor of ρ < 1/10, we can continue alternating tree
types until the process terminates in finite time.
Explicitly, we let F0 = {0}. and let B1(0) be the only leaf. We set S0 = ∅. Now, assume
that we have defined the leaves and stop balls up to stage i − 1. Since by hypothesis, the
leaves in Fi are all good balls or bad balls, if they are good, we define for each f ∈ Fi−1 the
good tree TG(Brf (f)). We then set,
Fi = ∪f∈Fi−1F(TG(Brf (f)))
and
Si = Si−1 ∪ ∪f∈Fi−1S(TG(Brf (f)))
Since all the leaves of good trees are bad balls, all the leaves of Fi are bad.
If, on the other hand, leaves of Fi−1 are bad, then for each f ∈ Fi−1, we construct a bad
tree, TB(Brf (f)). In this case, we set
Fi = ∪f∈Fi−1F(TB(Brf (f)))
and
Si = Si−1 ∪ ∪f∈Fi−1S(TB(Brf (f)))
Since all the leaves of bad trees are good balls, all the leaves of Fi are good.
This construction gives the following estimates.
Lemma 15.1. For the construction described above, there is an N ∈ N such that FN = ∅
with the following properties:
(A) Leaf packing:
N−1∑
i=0
∑
f∈Fi
rkf ≤ c(n)
(B) Stop ball packing ∑
s∈SN
rks ≤ c(n, ,Λ)
(C) Covering control
Sk,ηR(u) ∩B1(0) ⊂ ∪s∈SNBrs(s)
(D) Size control: for any s ∈ SN , at least one of the following holds:
ηR ≤ rs ≤ R or sup
p∈B2rs (s)
NΩ(p, 2rs, u) ≤ E − η/2.
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Proof. By construction, each of the leaves of a good or bad tree satisfy rf ≤ ri. Thus, there
is an i sufficiently large so that ri < R. Thus, N is finite.
To see (A), we use the previous theorems. That is, if the leaves, Fi, are good, then they
are the leaves of bad trees rooted in Fi−1. Thus, we calculate by Theorem 14.4,∑
f∈Fi
rkf ≤ 2c2(n)ρ
∑
f ′∈Fi−1
rkf ′
On the other hand, if the leaves, Fi, are bad, then they are the leaves of good trees rooted
in Fi−1. Thus, we calculate by Theorem 14.3,∑
f∈Fi
rkf ≤ c1(n)
∑
f ′∈Fi−1
rkf ′
Concatenating the estimates, since we alternate between good and bad leaves, we have,∑
f∈Fi
rkf ≤ c(n)(2c1(n)c2(n)ρ)i/2
By our choice of ρ, then,
∑
f∈Fi r
k
f ≤ c(n)2−i/2. The estimate (A) follows immediately.
We now turn our attention to (B). Each stop ball, s ∈ SN , is a stop ball coming from
a good or a bad tree rooted in one of the leaves of a bad tree or good tree. We have the
estimates from Theorems 14.3 and 14.4, which give bounds packing both leaves and stop
balls. Combining these, we get ∑
s∈SN
rks =
N∑
i=0
∑
s∈Si
rks
≤
N−1∑
i=0
∑
f∈Fi
c(n, η)rkf
≤ C(n, η)
Recalling the dependencies of η gives the desired result.
(C) follows inductively from the analogous covering control in Theorems 14.3 and Theorem
14.4 applied to each tree constructed. (D) is immediate from these theorems, as well. 
Corollary 15.2. Let u ∈ A(n,Λ) and 0 < R ≤ 1. Let p ∈ B 1
16
(0)∩Ω and 0 < r ≤ 1512 . There
is an η(n,Λ, ) > 0 and a collection of balls, {Brx(x)}x∈U with centers x ∈ Sk,ηR(u) ∩ Br(p)
with R ≤ rx ≤ 110r which satisfies the following properties:
(A) Packing: ∑
x∈U
rkx ≤ c(n,Λ, )
(B) Covering control
Sk,ηR(u) ∩Br(p) ⊂ ∪x∈UBrx(x)
(C) Energy drop: For every x ∈ U , either
rx = R or sup
y∈B2rs (s)
NΩ(y, 2rs, u) ≤ C1(n,Λ)− η(n,Λ, )/2.
This follows immediately from the previous lemma with η ≤ 1
2C1
η1, SN = U ,and setting
rx = max{R, rs}.
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Theorem 15.3. Let u ∈ A(n,Λ). For all  > 0 there exists an η(n,Λ, ) > 0 such that for
all 0 < r < 1 and k = 1, 2, ..., n − 1 we can find a collection of balls, {Br(xi)}i with the
following properties:
(1) Sk,r(u) ∩B 1
512
(0) ⊂ ∪iBr(xi).
(2) |{xi}i| ≤ c(n,Λ, )r−k
Proof. By the assumptions of the theorem and Lemma 6.4, we know that E ≤ C1(n,Λ).
Ensuring that c(n,Λ, ) is sufficiently large, we may reduce to arguing for r < η. We now
use Corollary 15.2, to build the covering U1. If every rx = R, then the packing and covering
estimates give the claim directly, since
Rk−nV ol(BR(Sk,ηR(u) ∩B1(0))) ≤ ωnRk−n
∑
U1
(2R)n = ωn2
n
∑
U1
rkx ≤ c(n,Λ, )
If there exists an rx 6= R, we use Corollary 15.2, to build a finite sequence of refined covers,
U1,U2,U3, ... such that for each for each i, the covering satisfies the following properties:
(Ai) Packing: ∑
x∈Ui
rkx ≤ c(n,Λ, )(1 +
∑
x∈Ui−1
rkx)
(Bi) Covering control
Sk,ηR(u) ∩B1(0) ⊂ ∪x∈UiBrx(x)
(Ci) Energy drop: For every x ∈ Ui, either
rx = R or sup
p∈B2rs (s)
NΩ(p, 2rs, u) ≤ E − iη/2.
(Di) radius control:
sup
x∈Ui
rx ≤ 10−i
If we can construct such a sequence of covers, then this process will terminate in finite
time, independent of R. To see this claim, recall that NΩ(p, r, u) ≥ 0 for all p ∈ B 1
4
(0) and
all 0 < r. Therefore, once i > C1(n,Λ)
2
η
, rx = R for all x ∈ Ui. In this case, we will have
the claim with a bound of the form,
Rk−nV ol(BR(Sk,ηR(u) ∩B 1
512
(0))) ≤ c(n,Λ, )C(n,Λ) 2η .
Thus, we reduce to inductively constructing the required covers. Suppose we have already
constructed Ui−1 as desired. For each x ∈ Ui−1 with rx > R, we apply Corollary 15.2 to
Brx(x) to obtain a new collection of balls, Ui,x. From the assumption that rx ≤ 1/10, it is
clear that u satisfies the hypotheses of Corollary 15.2 in Brx(x). To check packing control,
we have that ∑
y∈Ui,x
rky ≤ c(n,Λ, )rkx
Covering control follow immediately from the statement of Corollary 15.2. Similarly, from
hypothesis (Ci−1), we have that supp∈B2rx (x)NΩ(p, 2rx, u) ≤ E − (i− 1)η/2. Thus, the state-
ment of Corollary 15.2 at scale Brx(x) gives that supp∈B2ry (y) NΩ(p, 2ry, u) ≤ E − (i)η/2
for all y ∈ Ui,x with ry > R. Radius control follows immediately from the fact that
supy∈Ui,x ry ≤ rx/10 ≤ 10−i.
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Thus, if we let
Ui = {x ∈ Ui−1|rx = R} ∪
⋃
x∈Ui−1
rx>R
Ui,x
then Ui satisfy the inductive claim. This completes the proof. 
Remark 15.4. To obtain the statement claimed in Theorem 3.1 and it’s corollaries, we
repeat Theorem 15.3 within c(n) balls, {B 1
512
(p)} which cover B 1
16
(0) ∩ Ω.
16. Rectifiability
In this section, we prove Corollary 3.3. Recall that Sk = ∪0<Sk and that Sk ⊂ Sk′ if
′ < . Therefore, we shall show that Sk is countably k-rectifiable for every 0 < . In fact,
we will further simplify our problem by considering the sets
Uv = Sk ∩ {x ∈ Ω : NΩ(x, 0, u) ≥ v}.
Proof. Note that by the calculation in Lemma 13.1, applied to Uv∩Br(p) shows that for 0 <
η(n,Λ, ) sufficiently small, Uv ∩Br(p) satisfies the hypotheses of the Rectifiable Reifenberg
Theorem (Theorem 2.22). The Rectifiable Reifenberg Theorem therefore implies that Uv ∩
Br(p) is countably k-rectifiable.
Now, by Vitali covering, we can cover Uv \ Uv+η by countably many balls, centered on
Uv \ Uv+η, such that the hypotheses of the Rectifiable Reifenberg Theorem hold. Thus,
Uv \ Uv+η is countably k-rectifiable. Since v ∈ R was arbitrary and rectifiability is stable
under countable unions, Sk =
⋃
i∈N Uiη \U(i+1)η and Sk are both countably k-rectifiable. 
17. -regularity for flat points, Q ∈ B 1
16
(0) ∩ ∂Ω
Lemma 17.1. For all δ > 0 there exists a  > 0 such that if u ∈ A(n,Λ), Q ∈ B 1
16
(0)∩ ∂Ω,
and 0 < r ≤ 1
512
, and u is (n− 1, )-symmetric in Br(Q), then
|NΩ(Q, r, u)− 1| < δ
Proof. We argue by contradiction. Suppose that there were a sequence of functions, ui, such
that (n− 1, 2−1)-symmetric in Bri(pi) but that for each ui satisfied,
|NΩi(pi, ri, ui)− 1| ≥ δ
By Lemma 7.2 and Lemma 7.5 we may extract a subsequence such that Tpj ,rj∂Ωi → ∂Ω∞
in the Hausdorff metric, Tpj ,rjuj → u∞ in W 1,2(B2(0)). As noted earlier, this implies that
Tpj ,rjuj → u∞ in C∞(B1(0) \B(∂Ω∞)).
Note that u∞ is (n−1)-symmetric, and therefore, NΩ∞(0, 1, u∞) = 1. By Corollary 7.6, we
have that for j sufficiently large, |NΩi(0, 1, ui)−1| < δ, which contradicts our assumption. 
Lemma 17.2. There exists an  > 0 such that,
({Q ∈ ∂Ω : |∇u| = 0} \ sing(∂Ω)) ∩B 1
16
(0) ⊂ Sn−2 (u).
Proof. Note that NΩ(Q, r, u) is monotonically non-decreasing in r for all Q ∈ ∂Ω. First, we
claim that if Q ∈ {Q ∈ ∂Ω : |∂u
∂η
| = 0} then NΩ(Q, 0, u) ≥ 2. This follows from the fact that
the normal to ∂Ω exists at Q, and so TQ,riΩ→ HQ for any ri → 0, where HQ is the unique
supporting half-space for Ω at Q. Therefore, we can reflect TQ,0u across ∂HQ to obtain an
entire homogeneous harmonic function. It is a standard exercise to show that this must be
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a homogeneous harmonic polynomial, P , see Appendix D: Blow-ups. Since by assumption,
|∇P | = 0 at 0, it cannot be linear, and so NR(0, r, P ) = NΩ(Q, 0, u) ≥ 2.
Therefore, monotonicity implies that NΩ(Q, r, u) ≥ 2 for all 0 < r. Thus, for  = (12) > 0
the constant guaranteed by Lemma 17.1, if there exists a scale, 0 < r, such that TQ,ru is
(n−1, )-symmetric, then NΩ(0, 1, TQ,ru) < 2. Since this cannot happen, we have the desired
containment. 
18. Appendix A: Ho¨lder Continuity
In this section, we provide a proof of Lemma 4.7. First, some standard results.
Definition 18.1. A bounded domain, Ω ⊂ Rn, is said to be of class S if there exist numbers
0 < c0 ≤ 1 and 0 < r0 such that for all Q ∈ ∂Ω and all 0 < r ≤ r0,
Hn(Br(Q) ∩ Ωc) ≥ c0Hn(Br(Q)).
Lemma 18.2. (Bounding the Supremum, [Ken] Lemma 1.1.22) Let Ω be a domain of class
S. Let Q ∈ ∂Ω ∩ B1(0) and 0 < r ≤ 12 . Let u be a function which is harmonic in Ω such
that u ∈ C(B2r(Q) ∩ Ω) and u ≡ 0 on B2r(Q) ∩ ∂Ω. There exists a c(n) such that for any
p ∈ Br(Q) ∩ Ω,
max
Br(Q)∩Ω
|u| ≤ c(n)
( 
B2r(Q)∩Ω
u2dx
) 1
2
.
Lemma 18.3. (Ho¨lder continuity up to the Boundary, [Ken] Corollary 1.1.24) Let Ω be a
domain of class S. Let Q ∈ ∂Ω∩B1(0) and 0 < r ≤ 12 . Let u be a function which is harmonic
in Ω, u ∈ C(B2r(Q) ∩ Ω), u ≡ 0 on B2r(Q) ∩ ∂Ω, and u ≥ 0. There exists a c(n) and an
exponent 0 < α(n) ≤ 1 such that for any p ∈ Br(Q) ∩ Ω,
u(p) ≤ c(n)
(
(|p−Q|)
r
)α
(sup{u(y) : y ∈ B2r(Q)}) .
Theorem 18.4. (Oscillation in the Interior, [HKM93] Theorem 6.6) Suppose that u is
harmonic in Ω˜. If 0 < r < R <∞ are such that Br(x) ⊂ BR(x0) ⊂ Ω˜, then
osc(u,Br(x0)) ≤ 2α
( r
R
)α
osc(u,BR(x0)),
where α = α(n) ∈ (0, 1] only depends on n.
Theorem 18.5. (Ho¨lder Continuity in B2(0), [HKM93] Theorem 6.44) Suppose that Ω1 is
of class S with constant c0 > 0 and 0 < r0 ≤ 1. Let h ∈ C0(Ω1) be a harmonic function in
Ω1. If there are constants M ≥ 0 and 0 < α ≤ 1 such that
|h(x)− h(y)| ≤M |x− y|α
for all x, y ∈ ∂Ω1, then
|h(x)− h(y)| ≤M1|x− y|γ
for all x, y ∈ Ω1. Moreover, γ = γ(n, α, c0) > 0 and one can choose M1 = 80Mr−20 max{1, diam(Ω1)2}.
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18.1. Proof of Lemma 4.7. Let u ∈ A(n,Λ) with associated domain Ω ∈ D(n), and let
Q0 ∈ ∂Ω ∩ B1(0) and 0 < r0 ≤ 12 . First, we claim that (
ffl
B2(0)∩Ω(TQ0,r0u)
2dx)1/2 ≤ C(n,Λ).
By the Poincare inequality, 
B2(0)
|TQ,ru− AvgB2(0)(TQ,ru)|2dx ≤ C(n)|B2(0)|
2
n (
 
B2(0)
|∇TQ,ru|2dx)
≤ C(n)C(Λ, n)
Furthermore, since Hn(Ωc ∩B2(0)) ≥ 110Hn(B2(0)), we have that
|AvgB2(0)(TQ,ru)|2
1
10
Hn(B2(0)) ≤ C(n)C(Λ, n).
Thus, | ffl
B2(0)
(TQ,ru)| ≤ C ′(n)
√
C(n,Λ).
Next, we claim that there exists a c(n) and an exponent 0 < α(n) ≤ 1 such that, for
Q ∈ TQ0,r0∂Ω ∩B1(0) and p ∈ TQ0,r0Ω ∩B 1
2
(Q),
|TQ0,r0u(p)| ≤ C(n,Λ)
(
(|p−Q|)
r
)α
.
For any TQ0,r0u which changes sign in TQ0,r0Ω∩B1(Q), we decompose TQ0,r0u = TQ0,r0u+−
TQ0,r0u
−. Note that both TQ0,r0u
± are subharmonic. Let h± be the harmonic extension of
TQ0,r0u
± to B1(Q)∩TQ0,r0Ω. Note that B1(Q)∩TQ0,r0Ω is convex, and so is of class S. Then,
by Lemma 18.3, and the maximum principle, then
h±(p) ≤ c(n)
(
(|p−Q|)
r
)α
(sup{h±(y) : y ∈ ∂(B1(Q) ∩ TQ0,r0Ω)}) .
By subharmonicity, TQ0,r0u
± ≤ h±. By construction, h± = TQ0,r0u± on ∂(B1(Q) ∩ TQ0,r0Ω)
and by our first claim and Lemma 18.2,
sup{h±(y) : y ∈ ∂(B1(Q) ∩ TQ0,r0Ω)} ≤ C(n,Λ).
Note that this gives uniform control on the oscillation in TQ0,r0Ω ∩ B2(0). This uniform
control together with Theorem 18.4 implies that TQ0,r0u is locally Ho¨lder on ∂B1(0)∩TQ0,r0Ω.
Now, we claim that for all x, y ∈ ∂(TQ0,r0Ω ∩B1(0)),
|TQ0,r0u(x)− TQ0,r0u(y)| ≤ C(n,Λ)|x− y|α
We argue by cases. Suppose that |x− y| < max{dist(x, TQ0,r0∂Ω), dist(y, TQ0,r0∂Ω)}. Then,
there is a ball, Br(z) ⊂ TQ0,r0Ω with |x− y| < r ≤ 2|x− y| which contains both x and y. By
Theorem 18.4 and the preceding paragraph, then we have the desired statement.
Suppose that |x− y| ≥ max{dist(x, TQ0,r0∂Ω), dist(y, TQ0,r0∂Ω)}. Let x0, y0 ∈ TQ0,r0∂Ω be
points such that |x− x0| = dist(x, ∂Ω) and |y − y0| = dist(y, ∂Ω). Then,
|T0,1u(x)− T0,1u(y)| ≤ |T0,1u(x)− T0,1u(x0)|+ |T0,1u(y)− T0,1u(y0)|
≤ C(n,Λ)2α|x− x0|α + C(n,Λ)2α|y − y0|α
≤ C(n,Λ)2α+1(max{dist(x, TQ0,r0∂Ω), dist(y, TQ0,r0∂Ω)})α
≤ C(n,Λ)|x− y|α
This proves the claim. To obtain uniform interior Ho¨lder continuity on the interior of
TQ0,r0Ω ∩B1(0), we invoke Theorem 18.5 with Ω1 = TQ0,r0Ω ∩B1(0).
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19. Appendix B: The Divergence Theorem
Lemma 19.1. Let u ∈ A(n,Λ). Then ∆u is a measure supported on ∂Ω. More precisely,
for all p ∈ B1(0) and H1-almost every radius 0 < r ≤ 1,ˆ
Br(p)
(u− u(p))∆u = −u(p)
ˆ
∂Ω∩Br(p)
∇u · ~ηdσ
Proof. Let φ a standard, smooth mollifier satisfying
´
φdx = 1 and supp(φ) ⊂ B1(0). Let
φ(x) = 
−nφ(x

), and let u = u ? φ.
Now, since Ω ∩ B2(0) is convex, we have that ∂Ω ∩ B2(0) is locally a Lipschitz graph.
Since Br(p) ∩ ∂Ω is pre-compact, we reduce to showing the identity on a (possibly smaller)
ball such that ∂Ω can be written as a Lipschitz graph, ∂Ω ∩ Br(p) = Γ = {(x, g(x)) ∈
Rn : x ∈ Br′(p′) ⊂ Rn−1}. Let Γ = {(x, g(x) + ) ∈ Rn : x ∈ Br′(p′) ⊂ Rn−1} and
Γ+ = {(x, y) : y ≥ g(x) +  , (x, y) ∈ Ω, and x ∈ Br′(p′) ⊂ Rn−1}. We let Lip(g) be the
Lipschitz constant of the function g.
Since u is smooth, ∆u is a smooth function. Since u is harmonic in Γ
+
 , ∆u = 0 in this
region. Therefore, we directly calculate via the divergence theorem.ˆ
Br(p)
∆u =
ˆ
Γ+−\Γ+C∩Br(p)
∆u
=
ˆ
ΓC∩Br(p)
∇u · ~ηdσ
=
ˆ
Γ−∩Br(p)
∇u · ~ηdσ
+
ˆ
Γ+−\Γ+C∩∂Br(p)
∇u · ~ηdσ
Where we are using the notation ~η for the outward unit normal. The constant, 1 ≤ C,
depends only upon Lip(g), and is chosen so that for all x ∈ Br′(p′) ⊂ Rn−1, B((x, g(x) +
C)) ⊂ Γ+ ⊂ Ω. Since u = 0 in Ωc, we may reduce our calculation to the following.ˆ
Br(p)
∆u =
ˆ
ΓC∩Br(p)
∇u · ~ηdσ
+
ˆ
Γ+−\Γ+C∩∂Br(p)
∇u · ~ηdσ
Now, we let → 0. Since ∂Ω is locally Lipschitz, Γ∩Br(p)→ Γ∩Br(p) = ∂Ω∩Br(p) in the
Hausdorff metric and by construction ~ηΓ((x, g(x)+)) = ~η∂Ω((x, g(x))) for all x ∈ Br′(p′) for
which the normal exists . Furthermore, the constant C has been chosen such that ∇u = ∇u
on ΓC.. Therefore, the only thing that remains to show is that,
lim
→0
ˆ
Γ+−\Γ+C∩∂Br(p)
∇u · ~ηdσ = 0.
However, since T0,1u is uniformly Lipschitz, u is Lipschitz, though we have sacrificed unifor-
mity across the class A(n,Λ). Thus, |∇u| is bounded. On the other hand, because Γ is a
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Lipschitz graph, Hn−1(∂Br(p)∩ Γ− \ ΓC)→ 0 as → 0 for every p and H1-almost every r.
Thus, choosing such r in out finite cover of ∂Ω ∩B2(0) gives the desired result. 
20. Appendic C: The proof of Lemma 8.3
Lemma 20.1. Let y ∈ B1(0) and all r ∈ [2, 7]. Then, there exists a constant, 0 < c < 1,
such that if x ∈ ∂Br(y), and ~ηy,r(x) the unit outward normal to ∂Br(y) at x, then,
x
|x| · ~ηy,r(x) ≥ 1− c.
Proof. Consider the function, f : B9(0) \B1(0)×B1(0)∩{(x, y) : |x− y| ≥ 2} → R given by
f(x, y) = |x| − 〈 x|x| , y〉.
Note that the domain of f is the intersection of two compact sets and is therefore compact.
Furthermore, f is continuous in x and y. We argue that f 6= 0. Because |x| ≥ 1 and |y| ≤ 1,
the only way that |x| = 〈 x|x| , y〉, is if |x| = |y| = 1 and y = x. However, y = x is not
in the domain in question. Since f is a continuous function on a compact domain which
never vanishes there exists a constant c˜ > 0 such that f(x, y) ≥ c˜. Now we note that
x
|x| · ~ηy,r(x) = 〈 x|x| , x−y|x−y|〉 = 1|x||x−y|f(x, y) ≥ 190 c˜ = 1− c. 
Lemma 20.2. Let y ∈ B1(0) and all r ∈ [2, 7]. For any cone, C, over the origin and any
x ∈ ∂Br(y) there exists a 0 < ρ0  1 and a bi-Lipschitz map, φ : Bρ0(x) → Rn with the
following properties:
• φ(∂Br(y) ∩Bρ0(x)) ⊂ Rn−1 × {0}.
• There exists an 0 < ρ1 ≤ ρ0 such that
φ(C ∩ ∂Br(y) ∩B ρ0
2
(x))× (−ρ1, ρ1) ⊂ φ(C ∩Bρ(x)).
Proof. Let ψ : Rn \ {0} → Sn−1 × R be the map which changes Cartesian coordinates to
polar coordinates. Since we are restricting this map to Bρ0(x) which is away from the origin,
ψ|Bρ0 (x) is a diffeomorphism. Now, by Lemma 20.1 the set ψ(∂Br(y) ∩Bρ(x)) = graphSn−1g
for some Lipschitz function, g, with Lipschitz coefficient bounded by 1− c.
Now, we claim that φ = (Idθ, Idr − g) ◦ ψ. We reduce to showing that |∇(Idr − g)| 6= 0.
However, g is Lipschitz, for all z ∈ ∂Br(y) ∩ Br(x) and all v ∈ Tz∂Br(y) with |v| = 1,
all directional derivatives ∂vg = v · z|z| ≤ c. Thus, φ is bi-Lipschitz. That φ satisfies (1) is
immediate from the construction.
To see (2), we note that C ∩ ∂Br(y) ∩B ρ
2
(x) is compact, and therefore,
min
x∈φ(C∩∂Br(y)∩B ρ
2
(x))
dist(z, φ(B 3
4
ρ(x))) = ρ1 > 0
exists and is positive. 
Lemma 20.3. Let u ∈ A(n,Λ), p0 ∈ B 1
32
(0) ∩ Ω and 0 < r0 < 1512 . Let Tp0,r0u be (0, 0)-
symmetric in B8(0) which satisfies NTp0,r0Ω(0, 2, Tp0,r0u) ≤ C(n,Λ). Then, all y ∈ Tp0,r0∂Ω∩
B1(0) and all r ∈ [2, 7],
M∗,n−1(∂Br(y) ∩ Tp0,r0∂Ω) = 0.
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Proof. By Lemma 2.18, there are only two possibilities, Tp0,r0∂Ω is either a convex cone or
an affine hyperplane. In the later case, Tp0,r0∂Ω ∩ ∂Br(y) is the boundary of a spherical
cap. This is a smooth (n − 2)-submanifold. Therefore, the claim holds. In the former
case, we argue by contradiction. Suppose that there is a sphere and a Tp0,r0∂Ω such that
∂Br(y)∩Tp0,r0∂Ω which satisfies,M∗,n−1(∂Br(y)∩Tp0,r0∂Ω) = c > 0. By the finite additivity
of upper Minkowski content, a point, x ∈ ∂Br(y) and a ball, Bρ0(x), for which,
M∗,n−1(∂Br(y) ∩ Tp0,r0∂Ω ∩Bρ0(x)) > 0.
Using the map, φ, as in Lemma 20.2, there is a 0 < ρ1 such that
M∗,n−1(∂Br(y) ∩ Tp0,r0∂Ω ∩B ρ0
2
(x)) > 0
and
φ(∂Br(y) ∩ Tp0,r0∂Ω ∩B ρ0
2
(x))× (−ρ1, ρ1) ⊂ φ(Σ ∩Bρ0(x)).
Thus, since φ is bi-Lipschitz, Tp0,r0∂Ω must have dimM(Tp0,r0∂Ω) ≥ n. However, this
contradicts our assumption that Tp0,r0∂Ω was a convex cone. That is, Tp0,r0∂Ω is locally the
graph of a Lipschitz function and therefore must have dimM(Σ) = n− 1. 
Lemma 20.4. Let u ∈ A(n,Λ), p0 ∈ B 1
32
(0) ∩ ∂Ω and 0 < r0 < 1512 . Let Tp0,r0u be
(0, 0)-symmetric in B8(0) which satisfies NTp0,r0Ω(0, 2, Tp0,r0u) ≤ C(n,Λ). Then, all y ∈
Tp0,r0∂Ω ∩B1(0), r ∈ [2, 7], and every 0 < ρ 1 small enough,
∂Br(y) ∩Bρ(Tp0,r0∂Ω) ⊂ ∂Br(y) ∩B(1+C)ρ(∂Br(y) ∩ Tp0,r0∂Ω)
where C only depends upon the constant c in Lemma 20.1.
Proof. Let X ∈ ∂Br(y) ∩ Bρ(Tp0,r0∂Ω). Then, there is a point, S ∈ Tp0,r0∂Ω such that
X ∈ Bρ(S). Note that because Bρ(X) is convex and Tp0,r0∂Ω is a cone over {0}, we may take
S ∈ Br(y). Since cS ∈ Tp0,r0∂Ω for all scalars 0 < c, there exists a cS ∈ ∂Br(y) ∩ Tp0,r0∂Ω.
We now argue that for all 0 < ρ sufficiently small, there is a constant, C, such |S−cS| ≤ Cρ
where C only depends upon the constant c in Lemma 20.1. If such a constant exists for all
ρ sufficiently small, then X ∈ ∂Br(y) ∩B(1+C)r0(cS), which is the desired result.
First, note that by convexity, |S − cS| ≤ |S − T | where T = c′S ∈ Tx(∂Br(y)) + X. See
Figure 1, below, for an illustration. Therefore, we reduce to estimating |S − T |. Next, note
that if X|X| · ~ηy,r(X) ≥ 1− c as in Lemma 20.1, then,
max
v∈Tx(∂Br(y))
{v · X|X|} ≤ c < 1,
where c is the same constant as in Lemma 20.1.
Now, let θ(ρ′) = max{ X|X| · z|z| : z ∈ Bρ′( X|X|)}. Note that by containment, θ(ρ′) → 0
monotonically as ρ′ → 0. This quantity gives an upper bound on the “visual radius” of
Bρ(X) since |X| > 1. Therefore, there is a ρ′(c) such that for all ρ ≤ ρ′(c) and all s ∈ Bρ(x)
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and all v ∈ Tx(∂Br(y)) with |v| = 1,
s
|s| · v = distG(
s
|s| , v)
≤ distG( s|s| ,
x
|x|) + distG(
x
|x| , v)
≤ θ(ρ′) + c
≤ 1− c
2
+ c < 1
Therefore, in the triangle ∆(S,X, T ), we have that,
|S −X| ≤ ρ,
and
∠
(
XT, ST
) ≥ cos−1(1− c
2
+ c).
We use the Law of Sines,
|S − T |
sin(∠
(
XT,XS
)
)
=
|X − S|
sin(∠
(
XT, ST
)
)
≤ 1√
1− (1−c
2
+ c)2
ρ.
Since the sum of the remaining angles of the triangle must sum to pi
2
, we have that for all
ρ ≤ ρ′(c),
|S − T | ≤ 1√
1− (1−c
2
+ c)2
sin(
pi
2
− cos−1(1− c
2
+ c))ρ
≤ C(c)ρ.

Lemma 20.5. Let u ∈ A(n,Λ), p0 ∈ B 1
32
(0) ∩ ∂Ω and 0 < r0 < 1512 . Let Tp0,r0u be
(0, 0)-symmetric in B8(0) which satisfies NTp0,r0Ω(0, 2, Tp0,r0u) ≤ C(n,Λ). Then, all y ∈
Tp0,r0∂Ω∩B1(0), r ∈ [2, 7], and every 0 < ρ 1 small enough, there is a (ρ) > 0 such that
if |y − y′| <  and |r − r′| < , then
Hn−1(∂Br′(y′) ∩Bρ(Tp0,r0∂Ω)) ≤ C(n)Hn−1(∂Br(y) ∩Bρ(Tp0,r0∂Ω)).
Proof. Note that ∂Br(y) ∩ Bρ(Tp0,r0∂Ω) is relatively open in ∂Br(y). There is a finite col-
lection of balls, {B2ρ(xi)}i∈I , with centers, xi ∈ ∂Br(y) ∩ Tp0,r0∂Ω, such that the collection
{Bρ(xi)}i∈I is pairwise disjoint, and for all 0 < ρ small enough,
∂Br(y) ∩B2ρ(Tp0,r0∂Ω) ⊂
⋃
i∈I
B(1+C)2ρ(xi)(36)
by Lemma 20.4.
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Figure 1. An illustration of the geometry in Lemma 20.4.
Furthermore, by taking 0 < ρ 1 small enough, and 0 <  small enough with respect to
ρ, we may assume that
Hn−1(∂Br′(y′) ∩B(1+C)2ρ(xi))) ≤ C((1 + C)2ρ)n−1∑
i∈I
(ρ)n−1 ≤ C(n)Hn−1 (∂Br(y) ∩Bρ(Tp0,r0∂Ω)) .
Note that if |y − y′| <  and |r − r′| < , then distH(∂Br′(y′), ∂Br(y)) ≤ 2. Therefore,
distH(Tp0,r0∂Ω ∩ ∂Br′(y′), Tp0,r0∂Ω ∩ ∂Br(y)) ≤ 2. Therefore, by taking  ≤ 12ρ, we have,
∂Br′(y
′) ∩Bρ(Tp0,r0∂Ω) ⊂ ∂Br(y) ∩B2ρ(Tp0,r0∂Ω) ⊂
⋃
i∈I
B(1+C)2ρ(xi).
Therefore,
Hn−1(∂Br′(y′) ∩Bρ(Tp0,r0∂Ω)) ≤ Hn−1(∂Br′(y′) ∩
⋃
i∈I
B(1+C)2ρ(xi))
≤ C((1 + C)2)n−1
∑
i∈I
ρn−1
≤ C(n)Hn−1(∂Br(y) ∩Br(Tp0,r0∂Ω)).

Lemma 20.6. For any A ⊂ Rn, y0 ∈ Rn, and 0 < r, if 0 < r1 < r2,
Hn−1(∂Br(y) ∩Br1(A)) ≤ Hn−1(∂Br(y) ∩Br2(A))
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This is simply a result of containment and the monotonicity of measures.
Lemma 20.7. Let U be an open set. Let yi ∈ ∂B1(0) and ri ∈ [2, 7] be such that yi → y and
ri → r. Then, limHn−1(∂Bri(yi) ∩ U) = Hn−1(∂Br(y) ∩ U).
This is by weak convergence of the Radon measures µi = Hn−1 ∂Bri(yi) ∩ U.
20.1. Proof of Lemma 8.3.
Proof. We argue by cases. By Lemma 2.18, there are only two possibilities, Tp0,r0∂Ω is either
a convex cone or an affine hyperplane. In the later case, Tp0,r0∂Ω ∩ ∂Br(y) is the boundary
of a spherical cap. Suppose that there were a sequence ui ∈ A(n,Λ), pi ∈ B 1
32
(0) ∩ ∂Ωi
and 0 < ri <
1
512
. Let Tpi,riui be (n − 1, 0)-symmetric in B8(0) . Let yi ∈ Tpi,riΩi ∩ B1(0),
ri ∈ [2, 7]. Suppose that Hn−1(∂Bri(yi) ∩B2−i(Tpi,ri∂Ωi)) ≥ c > 0.
Let y, r be the subsequential limit center and radius, respectively. Since the set of hyper-
planes which intersect ∂Br(y) is compact, we may take another subsequence Tpi,ri∂Ωi which
converges to a hyperplane ∂Ω which intersects ∂Br(y). Note that ∂Ω ∩ ∂Br(y) is wither a
point or the boundary of a spherical cap. Therefore, it satisfies M∗,n−1(∂Ω ∩ ∂Br(y)) = 0.
Therefore, there is an  > 0 such that Hn−1(B(∂Ω) ∩ ∂Br(y)) ≤ c2 . By the nature of the
convergence of Tpi,ri∂Ωi in the Hausdorff metric on compact subsets and Lemma 20.7, then
for large enough i,
∂Bri(yi) ∩B2−i(Tpi,ri∂Ωi) ⊂ ∂Bri(yi) ∩B(∂Ω).
Therefore,
Hn−1(∂Bri(yi) ∩B2−i(Tpi,ri∂Ωi)) ≤ Hn−1(∂Bri(yi) ∩B(∂Ω))
→ Hn−1(∂Br(y) ∩B(∂Ω)
≤ c
2
This contradicts our assumption.
Now, let ui ∈ A(n,Λ), pi ∈ B 1
32
(0)∩∂Ωi and 0 < ri < 1512 . Let Tpi,riui be (0, 0)-symmetric
in B8(0). Let yi ∈ Tpi,riΩi∩B1(0), ri ∈ [2, 7]. Suppose thatHn−1(∂Bri(yi)∩B2−i(Tpi,ri∂Ωi)) ≥
c > 0. Let y0, r0 be sub-sequential limit point and radius, respectively. By Lemma 7.2, we
may extract a subsequence such that Tpi,riui → u∞ and Tpi,ri∂Ωi ∩ B10(0)→ ∂Ω∞ ∩ B10(0)
locally in the Hausdorff metric on compact subsets.
That Tpi,ri∂Ωi∩B10(0)→ ∂Ω∞∩B10(0) locally in the Hausdorff metric on compact subsets,
implies that for any fixed 0 < r˜, there is an i(r˜) such that B2−i(Σpi)∩B10(0) ⊂ Br˜(Σp)∩B10(0)
for all i ≥ i(r˜). Therefore,
lim
i→∞
Hn−1(∂Bri(yi) ∩B2−i(Tpi,ri∂Ωi)) ≤ lim
i→∞
Hn−1(∂Bri(yi) ∩Br˜(∂Ω∞)).
Additionally, for any fixed 0 < r˜  1, once |yi − y0| < (r˜) and |ri − r0| < (r˜) as in
Lemma 20.5, we have that,
lim
i→∞
Hn−1(∂Bri(yi) ∩Br˜(Tpi,ri∂Ωi)) ≤ C ′Hn−1(∂Br0(y0) ∩Br˜(∂Ω∞ ∩ ∂Br0(y0))).
Now, let r˜ be sufficiently small so that for any xi ∈ ∂Br0(y0), we can boundHn−1(B2r˜(xi)) ≤
10(2r˜)n−1. Then, for {Br˜(xi)} a maximal disjoint collection of balls with xi ∈ ∂Ω∞∩∂Br0(y0),
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we have
Hn−1(∂Br0(y0) ∩Br˜(∂Ω∞ ∩ ∂Br0(y0))) ≤ Hn−1(∂Br0(y0) ∩
⋃
i
B2r˜(xi))
≤ P (∂Ω∞ ∩ ∂Br0(y0), 2r˜)Hn−1(∂Br0(y0) ∩B2r˜(xi))
≤ 102n−1P (∂Ω∞ ∩ ∂Br0(y0), r˜)(r˜)n−1.
Now, by Remark 8.5 and Lemma 20.3 we have that
lim sup
r˜→0
P (∂Ω∞ ∩ ∂Br0(y0), r˜)(r˜)n−1 = 0.
Thus, we can choose 0 < r˜ sufficiently small so that
lim
i→∞
Hn−1(∂Bri(yi) ∩B2−i(Tpi,ri∂Ωi)) ≤ lim
i→∞
Hn−1(∂Bri(yi) ∩Br˜(∂Ω∞))
≤ C ′Hn−1(∂Br0(y0) ∩Br˜(∂Ω∞))
< c
This contradicts the assumption that Hn−1(∂Bri(yi) ∩ B2−i(Tpi,ri∂Ωi)) ≥ c > 0 for all i.
Therefore, we have the desired result. 
21. Appendix D: Blow-ups
Blow-ups fit into two different regimes: interior and boundary points. Interior results are
classical, and we summarize them, below.
Lemma 21.1. (Interior Blow-ups) Let u ∈ A(n,Λ). For any p ∈ Ω ∩ B 1
16
(0) and any
sequence rj → 0, the sequence of functions Tp,rju has a subsequence which converges to a
function up,∞ in the following senses:
(1) Tp,riu→ up,∞ in C0,1loc (Rn)
(2) Tp,riu→ up,∞ in W 12loc(Rn)
(3) up,∞ is a homogeneous harmonic polynomial.
The purpose of this Appendix is to justify the claim that both sing(∂Ω) ∩ V and {Q ∈
V : Q is a flat point and limh→0+
u(Q+h~ηQ)−u(Q)
h
= 0} are contained in {Q ∈ ∂Ω : |∇u| = 0}.
To this end, we prove some elementary properties of blow-ups at the boundary.
Lemma 21.2. (Boundary Blow-ups) Let u ∈ A(n,Λ). For any Q ∈ ∂Ω ∩ B 1
16
(0) and any
sequence rj → 0, the sequence of functions TQ,rju has a subsequence which converges to a
function uQ,∞ in the following senses:
(1) TQ,riu→ uQ,∞ in C0,1loc (Rn)
(2) TQ,riu→ uQ,∞ in W 1,2loc (Rn)
(3) ∂TQ,riΩ → ∂ΩQ,∞ locally uniformly in the sense of compact sets in the Hausdorff
distance. Moreover, ∂ΩQ,∞ is a cone.
(4) uQ,∞ is harmonic in ΩQ,∞.
Proof. Let 1 < R <∞ and consider NTQ,riΩ(0, R, TQ,riu). By invariance,
NTpi,riΩ(0, R, Tpi,riu) = NTQ,RriΩ(0, 1, TQ,Rriu).
Since ri → 0, for sufficiently large i, Rri ≤ 14 . Hence, Lemma 6.4 gives that
NTQ,riΩ(0, R, TQ,riu) ≤ C(n,Λ).
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Hence, we may apply Lemma 7.2 and Lemma 7.5 to the sequence TQ,riu on BR(0). These
results give the existence of a subsequence which converges to a limit function, up,∞ in the
above senses.
To see that ∂ΩQ,∞ is a cone, let , R > 0 be given. Recall that the set of subgradients
to a point p on a convex set, SQ(Ω) ⊂ G(n, n − 1), is a closed set. For any two n − 1
planes, V,W ∈ G(n, n− 1)Let pi(V,W ) be the unique two-dimensional subspace spanned by
their normals. Recall that dist(V ∩ ∂B1(0),W ∩ ∂B1(0)) realizes its maximum at points in
pi(V,W ).
Let V ∈ G(n, n − 1) be such that distG(V, SQ(Ω)) = R . Since SQ(Ω) is closed, there is
a W ∈ SQ(Ω) which realizes this distance. We use pi(V,W ) to reduce to a two-dimensional
picture. Denote the point (pi(V,W ) +Q) ∩ (V +Q) ∩ ∂Ω by xv. Note that xv might be the
point at infinity for some V .
The collection, {xV } is bounded away from p. Assume not. Then there is a sequence of
n− 1-planes, Vi, such that distG(Vi, SQ(Ω)) = R and |xVi −Q| → 0. Since the Grassmanian
is compact, there is a limiting plane, V , with distG(V, SQ(Ω)) =

R
. But, V ∈ SQ(Ω), since
Hn−1(V ∩ Ω) = 0. For rj < infj |xVj − Q|, distH(TQ,rj∂Ω ∩ BR(0),∪SQ(Ω)V ∩ BR(0)) ≤ .
Thus, TQ,rj∂Ω converges to a convex cone in the Hausdorff metric on compact subsets. Note
that this argument also gives that ∂Ωp,∞ is a cone carved out by SQ(Ω).
Lemma 4.11 gives that uQ,∞ is harmonic in ΩQ,∞. 
Lemma 21.3. Let u ∈ A(n,Λ), Q ∈ ∂Ω∩B 1
16
(0) and rj → 0. Let the sequence of functions
TQ,rju converge to the function up,∞ in the senses of Lemma 21.2. Then, NΩp,∞(0, r, up,∞)
is constant in r and up,∞ is homogeneous.
Proof. We recall that NΩ(Q, r, u) is monotonically increasing in r and that NΩ(Q, r, u) =
NTQ,rΩ(0, 1, TQ,ru). Furthermore, by the nature of convergence in Corollary 7.6, we have
that
NΩ(Q, 0, u) = lim
i→∞
NTQ,riΩ(0, 1, TQ,riu) = NΩQ,∞(0, 1, uQ,∞).
For any fixed radius, s, let {rj,k} and {rj,l} be subsequences of {rj} such that rj,k < srj <
rj,l. By monotonicity, then, we have that
NΩQ,∞(0, s, uQ,∞) = lim
i→∞
NTQ,riΩ(0, s, TQ,riu)
≤ lim
i→∞
NΩ(Q, rj,l, u)
≤ NΩ(p, 0, u)
Similarly,
NΩQ,∞(0, s, uQ,∞) = lim
i→∞
NTQ,riΩ(0, s, TQ,riu)
≥ lim
i→∞
NΩ(Q, rj,k, u)
≥ NΩ(Q, 0, u)
From the constancy of the Almgren frequency, Lemma 4.2 implies that uQ,∞ is homoge-
neous. 
Lemma 21.4. Let uQ,∞ be a blow-up, as above. For all 0 < r <∞,
(37)
ˆ
Br(0)
|uQ,∞ − AvgBr(0)(uQ,∞)|2 ≤ C(n,Λ)rn+2NΩ(Q,0,u)
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and
(38)
ˆ
Br(0)
|uQ,∞|2 ≤ C(n,Λ)rn+2NΩ(Q,0,u)
Proof. By Poincare, we have that for any 0 < r <∞,ˆ
Br(0)
|uQ,∞ − AvgBr(0)(uQ,∞)|2dx ≤ c(n)r2
ˆ
Br(0)
|∇uQ,∞|2
Since NΩ(Q, 0, u) = NΩQ,∞(0, r, uQ,∞) for all 0 < r <∞ and by Lemma 6.4 NΩ(Q, 0, u) ≤
C(n,Λ), we have thatˆ
Br(0)
|uQ,∞ − AvgBr(0)(uQ,∞)|2dx ≤ c(n)r2C(n,Λ)
1
r
HΩQ,∞(0, r, uQ,∞)
As we have seen, convexity of ΩQ,∞ implies that |AvgBr(0)(uQ,∞)|2 ≤ 2ωnrn c(n)r2C(n,Λ)1rHΩQ,∞(0, r, uQ,∞).
Thus, we also have that
ˆ
Br(0)
|uQ,∞|2dx ≤ 2
ˆ
Br(0)
|uQ,∞ − AvgBr(0)(uQ,∞)|2dx+ 2
ˆ
Br(0)
|AvgBr(0)(uQ,∞)|2dx
≤ c(n)r2C(n,Λ)1
r
HΩQ,∞(0, r, uQ,∞)
Now, since HΩQ,∞(1, 0, uQ,∞) = 1, we have by Remark 4.4, for r < 1, and Lemma 6.1 for
r ≥ 1,
c(n)r2C(n,Λ)
1
r
HΩQ,∞(0, r, uQ,∞) ≤ c(n)r2C(n,Λ)
1
r
rn−1+2NΩ(Q,0,u)
≤ c(n)C(n,Λ)rn+2NΩ(Q,0,u)

Corollary 21.5. Let uQ,∞ be a blow-up, as above. uQ,∞ is homogeneous of degree NΩ(Q, 0, u).
Proof. Let uQ,∞ be homogeneous of degree k0. We calculate by rescaling.ˆ
Br(0)
|uQ,∞|2dx = rn
ˆ
B1(0)
|uQ,∞(rx)|2dx
= rn
ˆ
B1(0)
|rk0uQ,∞(x)|2dx
= rn+2k0
ˆ
B1(0)
|uQ,∞(x)|2dx
Therefore, by Lemma 21.4, k0 = NΩ(Q, 0, u). 
We now turn to the main results of this section. We show that NΩ(Q, 0, u) ≥ 1. To do so,
we must break into cases, depending on whether Q ∈ ∂Ω is a flat point or not. Recall that
Q ∈ ∂Ω is a flat point if ∂Ωp,∞ is flat.
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Lemma 21.6. Let Q ∈ ∂Ω∩B 1
4
(0) be a flat point. Then, NΩ(Q, 0, u) ≥ 1 and any blow-up,
uQ,∞, is the restriction of a homogeneous harmonic polynomial to ΩQ,∞.
Proof. Suppose that ∂ΩQ,∞ is flat. Note that while the blow-ups, uQ,∞, are not a priori
unique, the geometric blow-up, ∂ΩQ,∞ is by convexity. By rotation, assume that ∂ΩQ,∞ =
Rn−1 × {0}. By continuity, uQ,∞ vanishes on ∂ΩQ,∞.
We define a new function, vQ,∞, by odd reflection across ∂ΩQ,∞. That is, writing Rn =
Rn−1 × R, and Rn+ = (x′, x) such that x > 0, we let
vQ,∞(x′, x) =
{
uQ,∞(x′, x) (x′, x) ∈ Rn+
−uQ,∞(x′,−x) (x′, x) 6∈ Rn+.
Note that vQ,∞ is harmonic in Hn±. Furthermore, since we have taken an odd reflection, Qp,∞
satisfies the mean value property on ∂ΩQ,∞. Therefore, vQ,∞ is harmonic in Rn.
To see that an entire homogeneous harmonic function must be a homogeneous harmonic
polynomial, we use the Poison kernel. Let x0 ∈ ∂B1(0) be a point which satisfies c =
|vQ,∞(x0)| = max∂B1(0) |vQ,∞|. For concision, we shall denote the degree of homogeneity by
d. By the Poisson formula, for any z ∈ BR(0),
vQ,∞(z) =
R2 − |z|2
cnR
ˆ
∂BR(0)
vQ,∞(ζ)
1
|z − ζ|n+1dζ
Taking k derivatives, we have
∂α1∂α2 ...∂αkvQ,∞(z) =
R2 − |z|2
cnR
ˆ
∂BR(0)
vQ,∞(ζ)∂α1∂α2 ...∂αk
1
|z − ζ|n+1dζ
±
k∑
j=1
1
cnR
∂αj |z|2
ˆ
∂BR(y)
vQ,∞(ζ)∂α1 ...∂ˆαj ...∂αk
1
|z − ζ|n+1dζ
±
k∑
i 6=j
1
cnR
∂αi∂αj |z|2
ˆ
∂BR(0)
vQ,∞(ζ)∂α1 ...∂ˆαi ...∂ˆαj ...∂αk
1
|z − ζ|n+1dζ
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Thus, for z ∈ B 1
2
R(0),
|∂α1 ...∂αkvQ,∞(z)| ≤CR
ˆ
∂BR(0)
|vQ,∞(ζ)| 1|z − ζ|n+1+k dζ
+ C
ˆ
∂BR(y)
|vQ,∞(ζ)| 1|z − ζ|n+k dζ
+ C
1
R
ˆ
∂BR(0)
|vQ,∞(ζ)| 1|z − ζ|n+k−1dζ
≤CRRd|vp,∞(x0)|
ˆ
∂BR(0)
1
|z − ζ|n+1+k dζ
+ CRd|vQ,∞(x0)|
ˆ
∂BR(y)
1
|z − ζ|n+k dζ
+ C
1
R
Rd|vQ,∞(x0)|
ˆ
∂BR(0)
1
|z − ζ|n+k−1dζ
≤CRRd|vQ,∞(x0)|Rn 1|1
2
R|n+1+k
+ CRd|vQ,∞(x0)|Rn 1|1
2
R|n+k
+ C
1
R
Rd|vQ,∞(x0)|Rn 1|1
2
R|n+k−1
≤CRd−k|vQ,∞(x0)|.
Thus, for k > d, letting R → ∞, we see that all higher derivatives must be zero. Thus,
vQ,∞ is a homogeneous harmonic polynomial, and uQ,∞ is the restriction of vQ,∞ to ∂ΩQ,∞.
Since there is no non-trivial homogeneous harmonic polynomial of degree less than 1, the
other claim follows. 
Note that Lemma 21.6 implies that if Q ∈ ∂Ω ∩B 1
4
(0) and Q is a flat point such that,
lim
h→0+
u(Q+ h~η)− u(Q)
h
= 0,
then uQ,∞ is the restriction of a homogeneous harmonic polynomial of order ≥ 2. Thus,
Q ∈ Sn−2(u).
Lemma 21.7. Let Ω be a convex cone over the origin. If Ω is not an open half-space, then
there exists a convex cone C = Rn−2 × C ′ such that Ω ⊂ C and C ′ is a convex cone in R2
which is not a half-plane.
Proof. If Ω is a convex cone, then we consider the set of supporting hyper-planes at the
origin, {Lα}α. If |{Lα}α| = 1, then Ω is a half-plane. If |{Lα}α| > 1, then there exist at
least two supporting half-planes, and Ω is contained in their intersection. 
Lemma 21.8. Let Q ∈ ∂Ω ∩B1(0) be not a flat point. Then, NΩ(Q, 0, u) ≥ 1.
Proof. By assumption, ∂Ωp,∞ is a non-flat cone. Therefore, by Lemma ??, we may contain
Ω in the union of two half spaces, C = C ′×Rn−2, where C ′ is a strictly convex (i.e. non-flat)
cone in R2. Let us write ∂C ′ as the graph of a 1-homogeneous function, f : R→ R.
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By the strict convexity of C ′, we consider the level-set L = {x1, x2 ∈ R : f(xi) = 1}. Let
R be the rectangle in R2 with corners, x, 1, x, 2, f(x1), f(x2). Let R ⊂ Rn be the rectangle,
R× [−1, 1]n−2.
Now, we let our comparison function, φ, be the solution to the following Dirichlet problem,
∆φ = 0 in R
φ = 0 on (x1, 0)(x2, 0)× [−1, 1]n−2
φ = c on ∂R \
(
(x1, 0)(x2, 0)× [−1, 1]n−2
)
where c > 0 is a constant chosen such that |uQ,∞| < c on ∂R. This is possible by our uniform
bounds on the Lipschitz norm. Note that φ ≥ 0 in ΩQ,∞ ∩ T and that uQ,∞ = 0 on ∂ΩQ,∞.
Thus, by the maximum principle, φ ≥ uQ,∞ in ΩQ,∞ ∩ T .
Now, we claim that φ→ 0 as x approaches {0} at a rate comparable to linear decay. To
see this, we consider the blow-up of φ at {0} ∈ ∂T . Since {0} is a flat point, φ0,∞ ≥ 0 in
Hn+, and the zero set of φ0,∞ is (n−1)-symmetric. The only homogeneous harmonic function
which satisfies these properties is the linear one.
By [JK82] Theorem 5.1., there is a neighborhood of {0} and constants, c1, c2 such that if
δ(x) = dist(x, (x1, 0)(x2, 0)× [−1, 1]n−2), then
c1 ≤ φ(x)
δ(x)
≤ c2
If NΩ(Q, 0, u) < 1, then uQ,∞ would be homogeneous of degree NΩ(Q, 0, u) < 1 and could
not be bounded by a linear function. However, φ ≥ uQ,∞, so NΩ(Q, 0, u) ≥ 1. 
It follows from Lemma 2.18, that ifNΩ(Q, 0, u) = 1, thenQmust be a flat point. Therefore,
for non-flat points, Q ∈ ∂Ω, NΩ(Q, 0, u) > 1. Thus, sing(∂Ω) ∩B 1
4
(0) ⊂ Sn−2(u).
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