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Abstract—In this paper, robust joint design of linear relay
precoders and destination equalizers for amplify-and-forward
(AF) MIMO relay systems under Gaussian channel uncertainties
is investigated. After incorporating the channel uncertainties into
the robust design based on the Bayesian framework, a closed-
form solution is derived to minimize the mean-square-error
(MSE) of the received signal at the destination. The effectiveness
of the proposed robust transceiver is verified by simulations.
I. INTRODUCTION
Due to its potential to improve reliability and coverage of
wireless communication systems, cooperative communications
has received considerable attention. In cooperative systems,
relay nodes are deployed to offer cooperative diversity and
facilitate communications between the source and destination
[1], [2]. Generally, there are three kinds of relay strategies, in-
cluding decode-and-forward (DF), compress-and-forward (CF)
and amplify-and-forward (AF). In terms of implementation
complexity, AF strategy is preferable, since for this strategy
relay nodes simply amplify the received signal and then
forward it to the destination.
On the other hand, it is well-known that multiple antennas
can bring spacial diversity and multiplexing gains to communi-
cation systems. This kind of benefit can be directly introduced
into cooperative communication systems by deploying multi-
ple antennas at the transceivers. The resulting AF multiple-
input multiple-output (MIMO) relay systems have attracted
considerable research interest in recent years [3]–[10].
Transceiver design for AF MIMO relay systems to minimize
the mean-square-error (MSE) of the received signal at the
destination has been discussed in [9], [10]. Perfect channel
state information (CSI) is usually assumed for the transceiver
design. Unfortunately, in practical systems, due to the time
varying nature of wireless channels and limited length of train-
ing sequences, channel estimation errors are inevitable [11].
Therefore, robust designs that can improve the performance of
wireless systems by taking channel uncertainties into account
are of interest.
In this paper, we propose a robust linear transceiver design
for AF MIMO relay systems under channel uncertainties. The
channel estimation errors are modeled as Gaussian random
variables and incorporated into the design using a Bayesian
framework. A closed-form solution is derived to minimize
the MSE of the received signal at the destination. Simulation
results verify the robustness of the proposed robust design
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Fig. 1. Amplify-and-forward MIMO relay system.
against channel uncertainties, and show that it performs bet-
ter than the corresponding algorithm without taking channel
estimation errors into account.
The following notation is used throughout this paper. Bold-
face lowercase letters denote vectors, while boldface uppercase
letters denote matrices. The notations ZT and ZH denote the
transpose and Hermitian of the matrix Z, respectively, and
Tr(Z) is the trace of the matrix Z. The symbol IM denotes
an M×M identity matrix, while 0M,N denotes an M×N all
zero matrix. The notation Z 12 is the Hermitian square root of
the positive semidefinite matrix Z, such that Z 12Z 12 = Z and
Z
1
2 is also a Hermitian matrix. The operation vec(Z) stacks
the columns of the matrix Z into a single column vector.
II. SYSTEM MODEL
In this paper, a dual-hop amplify-and-forward cooperative
communication system is considered. In the considered sys-
tem, there is one source with NS antennas, one relay with
MR receive antennas and NR transmit antennas, and one
destination with MD antennas, as shown in Fig. 1. At the
first hop, the source transmits data to the relay. The received
signal, x, at the relay is
x = Hsrs + n1, (1)
where s is the data vector transmitted by the source with
covariance matrix Rs = E{ssH}. The matrix Hsr is the
MIMO channel matrix between the source and the relay.
Symbol n1 denotes zero-mean additive Gaussian noise with
covariance matrix Rn1 = σ2n1IMR . At the relay, the received
signal x is multiplied by a precoder matrix F, under a power
constraint Tr(FRxFH) ≤ Pr where Rx = E{xxH} and Pr
is the maximum transmit power. Then the resulting signal is
transmitted to the destination. The received signal y at the
destination can be written as
y = HrdFHsrs + HrdFn1 + n2, (2)
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where Hrd is the MIMO channel matrix between the relay and
the destination, and n2 denotes a zero-mean additive Gaussian
noise vector at the second hop with covariance matrix Rn2 =
σ2n2IMD . In order to guarantee that the transmitted data s can
be recovered at the destination, it is assumed that MR, NR,
and MD are greater than or equal to NS [9].
It is assumed that both the relay and destination have
estimates of the channel state information. Thus, we can write
Hsr = H¯sr + ΔHsr
and Hrd = H¯rd + ΔHrd, (3)
where the symbols H¯sr and H¯rd denote the estimated CSI
matrices, while ΔHsr and ΔHrd denote the corresponding
channel estimation error matrices whose elements are zero
mean Gaussian random variables.
In general, the MR × NS matrix ΔHsr can be written as
ΔHsr = Σ
1
2
srHWΨ
1
2
sr where the elements of the MR × NS
matrix HW are independent and identically distributed (i.i.d.)
Gaussian random variables with zero means and unit vari-
ances [12]–[14]. The MR × MR matrix Σsr and NS × NS
matrix ΨTsr are the row and column covariance matrices of
ΔHsr, respectively [15]. It is easy to see that vec(ΔHTsr) ∼
CN (0MRNS ,1,Σsr ⊗ΨTsr) based on which ΔHsr is said to
have a matrix-variate complex Gaussian distribution, which
can be written as [16]
ΔHsr ∼ CNMR,NS (0MR,NS ,Σsr ⊗ΨTsr), (4)
with the probability density function (p.d.f.) given by [17]
f(ΔHsr) =
exp(−Tr(ΔHHsrΣ−1sr ΔHsrΨ−1sr ))
(π)NSMR det(Σsr)NS det(Ψsr)MR
. (5)
Similarly, for the estimation error in the second hop, we have
ΔHrd ∼ CNMD,NR(0MD,NR ,Σrd ⊗ΨTrd) (6)
where the MD × MD matrix Σrd and NR × NR matrix
ΨTrd are the row and column covariance matrices of ΔHrd,
respectively. It is assumed that the channel estimation errors,
ΔHsr and ΔHrd, are independent.
Remark 1: In general, the expressions for Ψsr, Σsr, Ψrd
and Σrd depend on specific channel estimation algorithms.
If the channel estimation algorithm proposed in [12] is used,
we have Ψsr = RT,sr, Σsr = σ2e,srRR,sr, Ψrd = RT,rd
and Σrd = σ2e,rdRR,rd. The matrices RT,sr and RR,sr are
the transmit and receive antenna correlation matrices at the
source and the relay, respectively, and σ2e,sr is the source-relay
channel estimation error variance. Similarly, RT,rd, RR,rd
and σ2e,rd are defined for the channel between the relay
and the destination. On the other hand, when the channels
are estimated based on the algorithm proposed in [13], we
have Ψsr = RT,sr, Σsr = σ2e,sr(IMR + σ2e,srR−1R,sr)−1,
Ψrd = RT,rd and Σrd = σ2e,rd(IMD + σ2e,rdR
−1
R,rd)
−1
. In
the following, the proposed algorithm is developed without
assuming any specific form of Ψsr, Σsr, Ψrd and Σrd.
III. PROBLEM FORMULATION
At the destination, a linear equalizer G is adopted to detect
the transmitted data s. The problem is how to design the linear
precoder matrix F at the relay and the linear equalizer G at
the destination to minimize the MSE of the received data at
the destination:
MSE(F,G) = E{Tr ((Gy − s)(Gy − s)H)}, (7)
where the expectation is taken with respect to s, ΔHsr, ΔHrd,
n1 and n2. Since s, n1 and n2 are independent, the MSE
expression (7) can be written as
MSE(F,G)
= E{‖(GHrdFHsr − INS )s + GHrdFn1 + Gn2‖2}
= EΔHsr,ΔHrd{Tr((GHrdFHsr − INS )Rs
× (GHrdFHsr − INS )H)}
+ EΔHrd{Tr
(
(GHrdF)Rn1(GHrdF)
H
)}+ Tr(GRn2GH)
= EΔHsr,ΔHrd{Tr
(
(GHrdFHsr)Rs(GHrdFHsr)H
)}
+ Tr
(
GEΔHrd{HrdFRn1FHHHrd}GH
)
− Tr (Rs(GH¯rdFH¯sr)H)− Tr (GH¯rdFH¯srRs)
+ Tr(Rs) + Tr(GRn2G
H). (8)
Because ΔHsr and ΔHrd are independent, the first term of
MSE is
EΔHsr,ΔHrd{Tr
(
(GHrdFHsr)Rs(GHrdFHsr)H
)}
= Tr
(
GEΔHrd
{
HrdFEΔHsr{HsrRsHHsr}FHHHrd
}
GH
)
.
(9)
For the inner expectation, due to the fact that the distribution of
ΔHsr is a matrix-valued complex Gaussian with zero mean,
the following equation holds [16]:
EΔHsr{HsrRsHHsr}
= EΔHsr{(H¯sr + ΔHsr)Rs(H¯sr + ΔHsr)H}
= Tr(RsΨsr)Σsr + H¯srRsH¯Hsr
 Π0. (10)
Applying (10) and the corresponding result for ΔHrd to (9),
the first term of MSE becomes
Tr
(
GEΔHrd
{
HrdFEΔHsr{HsrRsHHsr}FHHHrd
}
GH
)
= Tr(G(Tr(FΠ0FHΨrd)Σrd + H¯rdFΠ0FHH¯Hrd)G
H).
(11)
Similarly, the second term of MSE in (8) can be simplified as
Tr
(
GEΔHrd{HrdFRn1FHHHrd}GH
)
= Tr(G
(
Tr(FRn1F
HΨrd)Σrd + H¯rdFRn1F
HH¯Hrd
)
GH).
(12)
Based on (11) and (12), the MSE (8) equals
MSE(F,G) = Tr
(
G(H¯rdFRxFHH¯Hrd + K)G
H
)
− Tr (RsH¯HsrFHH¯HrdGH)
− Tr (GH¯rdFH¯srRs)+ Tr(Rs) (13)
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where
Rx = Π0 + Rn1
and K = Tr(FRxFHΨrd)Σrd + Rn2 . (14)
Notice that the matrix Rx is the autocorrelation matrix of the
received signal at the relay.
Subject to the transmit power constraint at the relay, the
joint design of the equalizer at the destination and the precoder
at the relay can be formulated as the following optimization
problem:
min
F,G
MSE(F,G)
s.t. Tr(FRxFH) ≤ Pr. (15)
IV. THE PROPOSED CLOSED-FORM SOLUTION
It is difficult to find the optimal solution for the optimization
problem (15), because MSE(F,G) is a very complicated
function of F and G. However, from the definition of K =
Tr(FRxFHΨrd)Σrd + Rn2 , we have
K  KU  (σ2n2 + Tr(FRxFHΨrd)λmax(Σrd))︸ ︷︷ ︸
η
IMD ,
(16)
where λmax(Z) denotes the largest eigenvalue of Z. It follows
that
GKGH  GKUGH, (17)
which implies
Tr(GKGH) ≤ Tr(GKUGH). (18)
Replacing K by KU , the corresponding MSE is
MSEU (F,G)
= Tr
(
G(H¯rdFRxFHH¯Hrd + KU )G
H
)
+ Tr(Rs)
− Tr (RsH¯HsrFHH¯HrdGH)− Tr (GH¯rdFH¯srRs) . (19)
It is obvious that MSEU is an upper-bound on MSE, i.e.,
MSE(F,G) ≤ MSEU (F,G). Thus the optimization problem
(15) can be relaxed to
min
F,G
MSEU (F,G)
s.t. Tr(FRxFH) ≤ Pr. (20)
Notice that when Σrd ∝ IMD , MSE(F,G) = MSEU (F,G),
no relaxation is needed and the problem (20) is exactly
equivalent to (15).
The corresponding Karush-Kuhn-Tucker (KKT) conditions
for the optimization problem (20) are given as follows [18]:
G(H¯rdFRxFHH¯Hrd + KU ) = Rs(H¯rdFH¯sr)
H, (21a)
H¯HrdG
HGH¯rdFRx + (λmax(Σrd)Tr(GGH)Ψrd + γ)FRx
− (H¯srRsGH¯rd)H = 0NR,MR , (21b)
γ(Tr(FRxFH)− Pr) = 0 and γ ≥ 0, (21c)
where γ is the Lagrange multiplier.
Lemma 1: Based on the KKT conditions (21a)-(21c), the
Lagrange multiplier satisfies
γ = σ2n2
Tr(GGH)
Pr
. (22)
A proof is given in Appendix A.
Based on Lemma 1, the second KKT condition (21b) can
be simplified as
H¯HrdG
HGH¯rdFRx + (PrΨrdλmax(Σrd) + σ2n2I)︸ ︷︷ ︸
M
× FRx γ
σ2n2
− (H¯srRsGH¯rd)H = 0. (23)
Furthermore, we have the following lemma about the optimal
precoder F and equalizer G.
Lemma 2: Based on the KKT conditions, the optimal precoder
F and equalizer G for the optimization problem (20) are
Fopt = M−
1
2UΘ,NΛF,optUHT,NR
− 12
x , (24)
Gopt = VT,NΛG,optUHΘ,NM
−H2 H¯Hrd, (25)
ΛF,opt =
⎡
⎣
⎛
⎝√σ2n2η
γ
Λ˜
− 12
Θ Λ˜T − ηΛ˜
−1
Θ
⎞
⎠+
⎤
⎦
1
2
and (26)
ΛG,opt =
[(√
γ
ησ2n2
Λ˜
− 12
Θ Λ˜T −
γ
σ2n2
Λ˜
−1
Θ
)+] 12
Λ˜
− 12
Θ , (27)
where UT,N , VT,N and UΘ,N are the first N columns of
UT, VT and UΘ, respectively. The matrices Λ˜T and Λ˜Θ are
the principal sub-matrices of ΛT and ΛΘ with dimension N ,
respectively. The matrices UT, VT, ΛT, UΘ and ΛΘ, and the
number N are defined based on singular value decomposition
as follows:
M−
H
2 H¯HrdH¯rdM
− 12 = UΘΛΘUHΘ, (28)
R−
1
2
x H¯srRs = UTΛTVHT (29)
and N = min (rank(ΛT), rank(ΛΘ)) . (30)
Without loss of generality, diagonal elements of the diagonal
matrices ΛT and ΛΘ are arranged in decreasing order.
A proof is given in Appendix B.
Based on Lemma 2, the remaining problem for finding the
optimal F and G is to solve for the Lagrange multiplier γ and
the parameter η. From (21c) and (22), and together with the
fact that Gopt 	= 0, the optimal precoder and equalizer must
satisfy the following two equations:
Tr(FoptRxFHopt) = Pr (31)
and Tr(GoptGHopt) = γ
Pr
σ2n2
. (32)
Substituting (24), (25), (26) and (27) into (31) and (32), η and
γ can be found as
η =
b3Pr
Prb1 + b1b4 − b2b3 (33)
and γ =
b3σ
2
n2(Prb1 + b1b4 − b2b3)
(Pr + b4)2Pr
, (34)
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where b1, b2, b3 and b4 are defined as
b1  Tr(UHΘ,LM−1UΘ,LΛ˘TΛ˘
− 12
Θ ), (35a)
b2  Tr(UHΘ,LM−1UΘ,LΛ˘
−1
Θ ), (35b)
b3  Tr(Λ˘TΛ˘
− 12
Θ ) (35c)
and b4  Tr(Λ˘
−1
Θ ). (35d)
In (35), Λ˘Θ and Λ˘T are the principal sub-matrices of Λ˜Θ
and Λ˜T with dimension L, respectively, and L is the number
of nonzero entries of ΛF,opt, which can be computed easily
by the algorithm proposed in [13]. Notice that when CSI
is perfectly known, η = σ2n2 and the proposed closed-form
solution given by (24) and (25) is exactly the solution in [10].
V. SIMULATION RESULTS AND DISCUSSION
In this section, we investigate the performance of the
proposed algorithm and for the purpose of comparison, the
algorithm based on the estimated channel only (without taking
the channel errors into account) [10] is also simulated. In
the following, we consider an AF MIMO relay system in
which the source, relay and destination are equipped with same
number of antennas, i.e., NS = MR = NR = MD = 4. The
widely used exponential model is chosen for both transmit
and receive antenna correlation matrices [12]–[14]. More
specifically, the channel correlation matrices are chosen as
RT,sr = RT,rd =
⎡
⎢⎢⎣
1 α α2 α3
α 1 α α2
α2 α 1 α
α3 α2 α 1
⎤
⎥⎥⎦
and RR,sr = RR,rd =
⎡
⎢⎢⎣
1 β β2 β3
β 1 β β2
β2 β 1 β
β3 β2 β 1
⎤
⎥⎥⎦ , (36)
where α and β are the correlation coefficients.
Here the channel estimation algorithm in [13] is adopted,
and the correlation matrices of channel estimation errors are
in the form:
Ψsr = RT,sr,
Σsr = σ2e(IMR + σ
2
eR
−1
R,sr)
−1,
Ψrd = RT,rd
and Σrd = σ2e(IMD + σ2eR−1R,rd)
−1, (37)
where σ2e is the variance of the channel estimation errors.
The signal-to-noise ratio for the source-relay link (SNRsr)
is defined as Es/N1 = Tr(Rs)/Tr(Rn1), and is fixed at
30dB. At the source, four independent data streams are
transmitted by four antennas at the same power. For each
data stream, NData = 10000 independent quadrature phase-
shift keying(QPSK) symbols are transmitted and Tr(Rs) is
normalized to 1. Similarly, the SNR for the relay-destination
link (SNRrd) is defined as Er/N2 = Pr/Tr(Rn2). Each point
in the following figure is an average of 10,000 independent
trials.
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Fig. 2. BERs of the proposed robust algorithm and the algorithm based on
estimated channel state information only, where α = 0.6 and β = 0.4.
Fig. 2 shows the bit-error-rate (BER) performance of the
proposed algorithm and the algorithm based on estimated
channels only with different values of σ2e , when α = 0.6 and
β = 0.4. It can be seen that as the channel errors decrease,
the performance of both algorithms improves. Moreover, since
the proposed algorithm has taken the channel estimation errors
into account, its performance is always better than that of the
algorithm based on estimated channels only, when σ2e 	= 0.
VI. CONCLUSIONS
In this paper, a robust linear transceiver has been designed
for dual-hop AF MIMO relay systems under channel uncer-
tainties based on a minimum mean-square error criterion. The
channel estimation errors are modeled to be Gaussian random
variables and incorporated into the robust transceiver design
based on a Bayesian framework. A closed-form solution has
been derived and when Σrd ∝ IMD , the proposed closed-form
solution is exactly the optimal solution. It has been demon-
strated by computer simulations that our proposed algorithm
performs better than an algorithm based on estimated channels
only.
APPENDIX A
PROOF OF LEMMA 1
Right-multiplying both sides of (21a) by GH, the following
equality holds:
G(H¯rdFRxFHH¯Hrd + KU )G
H = Rs(H¯rdFH¯sr)HGH.
(38)
Left-multiplying (21b) by FH, we have
FHH¯HrdG
HGH¯rdFRx + FHλmax(Σrd)Tr(GGH)
ΨrdFRx + γFHFRx = FH
(
H¯srRsGH¯rd
)H
. (39)
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After taking the traces of both sides of (38) and (39) and using
the fact that the traces of their righthand sides are equivalent,
i.e.,
Tr(Rs(H¯rdFH¯sr)HGH) = Tr(FH(H¯srRsGH¯rd)H), (40)
we have
Tr(G(H¯rdFRxFHH¯Hrd + KU )G
H)
= Tr(FHH¯HrdG
HGH¯rdFRx) + γTr(FHFRx)
+ λmax(Σrd)Tr(GGH)Tr(FHΨrdFRx). (41)
Since the following equation always holds:
Tr(G(H¯rdFRxFHH¯Hrd)G
H) = Tr(FHH¯HrdG
HGH¯rdFRx),
(41) reduces to
Tr(GKUGH)
= λmax(Σrd)Tr(GGH)Tr(FHΨrdFRx) + γTr(FHFRx).
(42)
On the other hand, based on the definition of KU in (16) we
have
Tr(GKUGH)
= λmax(Σrd)Tr(GGH)Tr(FHΨrdFRx) + σ2n2Tr(GG
H).
(43)
Comparing (42) with (43), it can be concluded that
σ2n2Tr(GG
H) = γTr(FRxFH). (44)
Furthermore, based on (21c) we have
σ2n2Tr(GG
H)− γPr = γ(Tr(FRxFH)− Pr) = 0, (45)
based on which the following equality holds:
γ = σ2n2
Tr(GGH)
Pr
. (46)
APPENDIX B
PROOF OF LEMMA 2
Given an arbitrary NR×MR matrix F, based on the second
KKT condition, it can be reformulated as
F = M−
1
2UΘ,NΛFUHT,NR
− 12
x . (47)
Substituting (47) into (21a), the equalizer G can be derived
as
G = Rs(H¯rdFH¯sr)H(H¯rdFRxFHH¯Hrd + ηIMD)
−1
= (R−
1
2
x H¯srRs)H(R
1
2
xFHH¯HrdH¯rdFR
1
2
x + ηIMR)
−1
×R 12xFHH¯Hrd
= VT,N Λ˜
H
T(Λ
H
FΛ˜ΘΛF + ηIN )
−1ΛHF︸ ︷︷ ︸
ΛG
UHΘ,NM
−H2 H¯Hrd,
(48)
where the second equality comes from the matrix inversion
lemma.
Substituting (47) and (48) into (38) and (39), after a tedious
derivation, we have
ΛGΛ˜ΘΛFΛHFΛ˜ΘΛ
H
G + ηΛGΛ˜ΘΛ
H
G = (ΛGΛ˜ΘΛFΛ˜T)
H
(49)
and
ΛHFΛ˜ΘΛ
H
GΛGΛ˜ΘΛF +
γ
σ2n2
ΛHFΛF = (Λ˜TΛGΛ˜ΘΛF)
H.
(50)
Because the left hand side of (49) is a Hermitian matrix,
the matrix ΛGΛ˜ΘΛFΛ˜T on the right hand side must also
be a Hermitian matrix. Similarly, Λ˜TΛGΛ˜ΘΛF is also a
Hermitian matrix. Together with the fact that the matrix
Λ˜T is real diagonal, ΛGΛ˜ΘΛF must also be diagonal [19].
Applying these results into (50), it follows that ΛHFΛF is also
diagonal.
On the other hand, from the definition of ΛG in (48), we
have
ΛGΛ˜ΘΛF = Λ˜
H
T(Λ
H
FΛ˜ΘΛF + ηI)
−1ΛHFΛ˜ΘΛF. (51)
As Λ˜T and ΛGΛ˜ΘΛF are diagonal, we can conclude that
ΛHFΛ˜ΘΛF must be diagonal. Then, similarly to [19], from
the diagonality of ΛHFΛF and ΛHFΛ˜ΘΛF, it can be concluded
that
ΛF = PΛ˜F, (52)
where Λ˜F is a diagonal matrix and P is a permutation matrix
[20]. Substituting (52) into the definition of ΛG in (48), it can
be derived that
ΛG = Λ˜GPH, (53)
where Λ˜G is also a diagonal matrix.
Putting (52) and (53) into (49) and (50), we can solve Λ˜F
and Λ˜G as
Λ˜F =
⎡
⎣
⎛
⎝√ησ2n2
γ
Λ˜T(PHΛ˜ΘP)−
1
2 − η(PHΛ˜ΘP)−1
⎞
⎠+
⎤
⎦
1
2
(54)
and
Λ˜G =
[(√
γ
ησ2n2
Λ˜T(PHΛ˜ΘP)−
1
2 − γ
σ2n2
(PHΛ˜ΘP)−1
)+] 12
× (PHΛ˜ΘP)− 12 . (55)
Notice that as P is a permutation matrix , PHΛ˜ΘP is also
a diagonal matrix with a different ordering of the diagonal
elements of Λ˜Θ [20], and Tr((PHΛ˜ΘP)−1) = Tr(Λ˜
−1
Θ ).
In order to identify P for the optimal precoder and equalizer,
it is assumed that all the eigenchannels in (54) and (55) are
allocated nonzero power. Substituting (47), (48), and (52)-(55)
into (19), together with (46) after a tedious derivation, we have
MSEU =
[
Tr
(
Λ˜T(PHΛ˜ΘP)−
1
2
)]2
Tr
(
Λ˜
−1
Θ
)
+ Pr
+ c, (56)
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where c is a constant (i.e., independent of P). Since Λ˜Θ
and Λ˜T are diagonal matrices with diagonal elements in
decreasing order, and PHΛ˜ΘP is also a diagonal matrix, the
following inequality holds [6]:
MSEU ≥
[
Tr
(
Λ˜TΛ˜
− 12
Θ
)]2
Tr
(
Λ˜
−1
Θ
)
+ Pr
+ c, (57)
where the equality holds when P = IN . It follows from (52)-
(55) that for the minimal MSEU , P = IN and the optimal
ΛF and ΛG are
ΛF,opt =
⎡
⎣
⎛
⎝√σ2n2η
γ
Λ˜
− 12
Θ Λ˜T − ηΛ˜
−1
Θ
⎞
⎠+
⎤
⎦
1
2
(58)
and
ΛG,opt =
[(√
γ
ησ2n2
Λ˜
− 12
Θ Λ˜T −
γ
σ2n2
Λ˜
−1
Θ
)+] 12
Λ˜
− 12
Θ . (59)
Furthermore, the optimal precoder Fopt and equalizer Gopt
are
Fopt = M−
1
2UΘ,NΛF,optUHT,NR
− 12
x (60)
and Gopt = VT,NΛG,optUHΘ,NM−
H
2 H¯Hrd. (61)
ACKNOWLEDGEMENT
This work was supported by the Hong Kong Research
Grants Council (Grant No. 7154/08E).
REFERENCES
[1] A. Scaglione, D. L. Goeckel, and J. N. Laneman, “Cooperative com-
munications in mobile ad hoc networks,” IEEE Signal Processing
Magazine, vol. 23, no. 5, pp. 18–29, Sep. 2006.
[2] J. N. Laneman, D. N. C. Tse, and G. W. Wornell, “Cooperative diversity
in wireless networks: Efficient protocols and outage behavior,” IEEE
Trans. Information Theory, vol. 50, no. 12 pp. 3062–3080, Dec. 2004.
[3] H. Bo¨lcskei, R. U. Nabar, O. Oyman, and A. J. Paulraj, “Capacity scaling
laws in MIMO relay networks,” IEEE Trans. Wireless Commun., vol. 5,
no. 6, pp. 1433–1443, June 2006.
[4] C.-B. Chae, T. W. Tang, R. W. Health, and S.-Y. Cho, “MIMO re-
laying with linear processing for multiuser transmission in fixed relay
networks,” IEEE Trans. Signal Processing, vol. 56, no. 2, pp. 727–738,
Feb. 2008.
[5] B. Wang, J. Zhang, and A. Hφst-Madsen, “On the capacity of MIMO
relay channels,” IEEE Trans. Information Theory, vol. 51, no. 1, pp.
29–43, Jan. 2005.
[6] X. Tang and Y. Hua, “Optimal design of non-regenerative MIMO
wireless relays,” IEEE Trans. Wireless Commun., vol. 6, no. 4, pp. 1398–
1407, Apr. 2007.
[7] O. Munoz-Medina, J. Vidal, and A. Agustin, “Linear transceiver design
in nonregenerative relays with channel state information,” IEEE Trans.
Signal Processing, vol. 55, no. 6, pp. 2198–2206, June 2007.
[8] H. W. Je, B. Lee, S. Kim, and K. B. Lee, “Design of non-regenerative
MIMO-relay systems with partial channel state information,” in Proc.
IEEE Int’l Conf. Commun. 2008, Beijing, China, May 2008.
[9] A. S. Behbahani, R. Merched, and A. J. Eltawil, “Optimizations of a
MIMO relay network, ” IEEE Trans. Signal Processing, vol. 56, no. 10,
part 2, pp. 5062–5073, Oct. 2008.
[10] W. Guan and H. W. Luo, “Joint MMSE transceiver design in non-
regenerative MIMO relay systems,” IEEE Commun. Letters, vol. 12,
issue 7, pp. 517–519, July 2008.
[11] X. Y. Wang and J. Wang, “Effect of imperfect channel estimation on
transmit diversity in CDMA systems,” IEEE Trans. Veh. Technol., vol.
53, no. 5, pp. 1400-1412, Sept. 2004.
[12] L. Musavian, M. R. Nakhi, M. Dohler, and A. H. Aghvami, “Effect
of channel uncertainty on the mutual information of MIMO fading
channels, ” IEEE Trans. Veh. Technol., vol. 56, no. 5, pp. 2798–2806,
Sep. 2007.
[13] M. Ding and S. D. Blostein, “MIMO minimum total MSE transceiver
design with imperfect CSI at both ends,” IEEE Trans. Signal Processing,
vol. 57, no. 3, pp. 1141–1150, March 2009.
[14] X. Zhang, D. P. Palomar, and B. Ottersten, “Statistically robust design
of linear MIMO transceiver,” IEEE Trans. Signal Processing, vol. 56,
no. 8, pp. 3678–3689, Aug. 2008.
[15] E. G. Larsson and P. Stoica, Space-Time Block Coding for Wireless
Communications. Cambridge, UK: Cambridge University Press, 2003.
[16] A. Gupta and D. Nagar, Matrix Variate Distributions. London, UK:
Chapman&Hall/CRC, 2000.
[17] A. T. James, “Dstributions of matrix variates and latent roots derived
from normal samples,” Ann. Math. Stat., vol. 35, pp. 475–501, 1964.
[18] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, UK:
Cambridge University Press, 2004.
[19] H. Sampath, P. Stoica, and A. Paulraj, “Generalized linear precoder
and decoder design for MIMO channels using the weighted MMSE
criterion,” IEEE Trans. Commun., vol. 49, no. 12, pp. 2198–2206, Dec.
2001.
[20] T. K. Moon and W. C. Stirling, Mathematical Methods and Algorithms
for Signal Processing. Upper Saddle River, N.J.: Prentice-Hall, 2000.
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2010 proceedings.
