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Abstract
In the first part of this paper, we obtain a new property on the module containment for almost periodic
functions. Based on it, we establish the module containment of an almost periodic solution for a class
of differential equations with piecewise constant delays. In the second part, we investigate the existence,
uniqueness and exponential stability of a positive almost periodic and quasi-periodic solution for a certain
class of logistic differential equations with a piecewise constant delay. The module containment for the
almost periodic solution is established.
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1. Introduction
The main purpose of this paper is to deal with the module containment of an almost periodic
solution for the following differential equations with piecewise constant argument (EPCA):
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j=0
)
, (1)
where x ∈ Rq , N ∈ N, F :R× (Rq)N+2 → Rq is almost periodic in t uniformly on (Rq)N+2 and
[·] is the greatest integer function. Here, R is the set of all real numbers and N = {1,2,3, . . .}.
The existence problem of an almost periodic solution for Eq. (1) has been studied by many
authors (see [10,11,16–18] and reference therein). It should be noted that there have been a few
papers concerning with the module containment of an almost periodic solution for some special
case of EPCA (see [14,15]), but there is no general results on the module containment of an
almost periodic solution which can be applied to the general EPCA. The present paper would
like to discuss this subject. Our Main Theorem can be formulated as follows.
Main Theorem. Assume that f (t) and g(t) are almost periodic. If ∀α ⊂ Z such that Tαf = f ,
there exists α′ ⊆ α such that Tα′g = g, then mod(g) ⊆ span(mod(f )∪ {2π}).
The notations in the Main Theorem will be explained later.
The above Main Theorem can be used to study the module containment of an almost periodic
solution for EPCA. It should be pointed out that the existing module containment theorem (see
[5–8,12]) cannot be used to investigate the module containment of an almost periodic solution
for EPCA.
If f (t) and g(t) are almost periodic functions, then the module containment property
mod(g) ⊂ mod(f )
can be charactered in several ways (see [5,8]). For periodic functions this inclusions just means
the minimal period of g(t) is a multiple of the minimal period of f (t). For the module contain-
ment in the present paper,
mod(g) ⊆ span(mod(f )∪ {2π}),
the periodicity of f (t) generally means the quasi-periodicity of g(t), and does not imply the
periodicity of g(t), which depends on the periodicity of f (t).
Some properties of basic frequencies were discussed for almost periodic functions by
Cartwright. In [3], Cartwright compared the basic frequencies (the base of spectrum) of almost
periodic differential equations (ODEs) x˙ = ψ(x, t), x ∈ Rn, with those of its unique almost pe-
riodic solution. For scalar equations, n = 1, Cartwright’s results in [3] implied that the number
of the basic frequencies of x˙ = ψ(x, t), x ∈ R, is the same as that of the basic frequencies of its
unique almost periodic solution.
In present paper, by comparing the basic frequencies of almost periodic EPCA (1) with those
of the unique almost periodic solution of Eq. (1) via the Main Theorem, we will show that the
number of the basic frequencies of the unique almost periodic solution of Eq. (1) is more one
then these of the basic frequencies of almost periodic Eq. (1), which implies that there exists a
sharp difference EPCA and ODE. The difference arises through the piecewise constant argument.
Equations (1) have the structure of a continuous dynamical system in intervals of unit length.
Continuity of a solution at a point joining any two consecutive intervals implies a recursion re-
lation for the values of the solution at such points. Therefore, they combine the properties of
differential equations and difference equations. The equations are thus similar in structure to
those found in certain “sequential–continuous” models of disease dynamics as treated by Busen-
berg and Cooke in [2]. Another potential application of EPCA is in the stabilization of hybrid
control systems with feedback delays. By a hybrid system we mean one with a continuous plant
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There is an extensive literature concerning with EPCA (see [1,2,4,10,11,13–18] and references
therein).
The remainder of the paper is organized as follows. In Section 2, we will give some notations
and definitions. In Section 3, we will give some lemmas, the proof of the Main Theorem and some
applications on EPCA. In Section 4, we obtain a sufficient condition on the existence, uniqueness
and exponential stability of a positive almost periodic and quasi-periodic solution for a certain
class of logistic differential equations with piecewise constant delay. Our results improve those
in [11,13] to some extent.
2. Notations and definitions
Let C be the set of all complex numbers, N0 = N ∪ {0}. Set span(A) = {n1x1 + n2x2 + · · · +
nkxk, k ∈ N, xi ∈ A, ni ∈ Z, 1 i  k} for A ⊂ R. For x, y ∈ R, define x ∼ y ⇔ there exists
n ∈ Z such that x−y = 2nπ . It is easy to see that ∼ is an equivalence relation. Define eix˜n = eixn
(n ∈ Z), where x˜ denotes the equivalence class of x. For α = {αn} ⊂ R and f :R × Rq → Rq , if
limn→∞ f (t + αn, x) exists for all (t, x) ∈ R × Rq denote Tαf := limn→∞ f (t + αn, x).
Let Ω be an open subset of Rq . If g :Z × Ω → Rq , and g(n, x) is continuous on Ω for each
n ∈ Z, the hull of g is denoted by
H(g) =
{
h(n, x): ∃{αk} ⊂ Z, lim
k→∞g(n + αk, x) = h(n, x)
uniformly on any compact subset of Ω
}
.
Definition 1. [5–8] A continuous function f :R → Rq is called an almost periodic function, if
for any  > 0, the -translative set of f ,
T (f, ) = {τ ∈ R: ∣∣f (t + τ) − f (t)∣∣< , ∀t ∈ R},
is a relatively dense set on R (i.e., there exists l > 0, such that for any a ∈ R, [a, a + l] ∩
T (f, ) = ∅).
Definition 2. [5,6] A sequence x :Z → Rq is called an almost periodic sequence, if for any  > 0,
the -translative set of x,
T (x, ) = {τ ∈ Z: ∣∣x(n + τ)− x(n)∣∣< , ∀n ∈ Z},
is a relatively dense set on Z.
From [6,9], we can see that if {x(n)}n∈Z is an almost periodic sequence and f (t) is an almost
periodic function, then T (f, )∩ Z and T (f, )∩ T (x, ) are relatively dense sets on Z.
Definition 3. [6,12] Let Ω be an open set of Rq , f :R × Ω → Rq and f (t, x) be continuous on
R×Ω . Then f is said to be almost periodic in t ∈ R uniformly on Ω , if for any  > 0 and every
compact set K ⊂ Ω , the -translative set of f
T (f,K, ) = {τ ∈ R: ∣∣f (t + τ, x)− f (t, x)∣∣< , ∀t ∈ R, x ∈ K}
is a relatively dense set on R.
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Ω for each n ∈ Z. Then h is said to be almost periodic in n ∈ Z uniformly on compact subsets
of Ω , if for any  > 0 and every compact set K ⊂ Ω , the -translative set of h,
T (h,K, ) = {τ ∈ Z: ∣∣h(n + τ, x)− h(n, x)∣∣< , ∀n ∈ Z, x ∈ K},
is a relatively dense set on Z.
Definition 5. [6,12,18] Let f (t, x) be almost periodic in t ∈ R uniformly on Ω , where Ω is an
open set of Rq . Then the set
Freq(f ) =
{
λ ∈ R: there exists x ∈ Ω such that lim
T→∞
1
T
T∫
0
f (t, x) exp(−iλt) dt = 0
}
is called the spectrum set of f . The set
mod(f ) =
{
K∑
j=1
njλj : nj ∈ Z, K ∈ N, λj ∈ Freq(f )
}
is called the module of f .
It is well known that set Freq(f ) is countable.
Definition 6. [18] When y :Z → Cq and limm→∞ 12m
∑m
n=−m y(n) = M(y) exists, M(y) is
called the mean value of y.
It is easy to see that M(·) has the following properties:
(1) M(ay + bz) = aM(f )+ bM(f ) (a and b are constant numbers);
(2) M(eiλ·) = 0 (2mπ = λ ∈ R) and M(1) = 1;
(3) if supn∈Z |y(n)|A and M(y) exists, then |M(y)|A.
3. The proof of Main Theorem
We begin with some lemma.
Lemma 1. If y :Z → Cq and y(n) =∑mj=1 bj eiβ˜j n (β˜i = β˜j , i = j), then bj = M(y(·)e−iβ˜j ·).
Proof. Since
y(n)e−iβ˜j n = bj +
∑
k =j
bke
i(β˜k−β˜j )n,
we have
M
(
y(·)e−iβ˜j ·)= bj +∑
k =j
bkM
(
ei(β˜k−β˜j )n
)= bj .
The proof is completed. 
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0 (mod 2π), we have n1θ1 + · · · + nlθl = 0 (mod 2π), then for each δ: 0 < δ < π/2, there exists
τ ∈ Z satisfying
|λiτ − θi | δ (mod 2π), k = 1,2, . . . , l. (2)
Proof. Let p ∈ N, Λ = {(m1,m2, . . . ,ml): ∑li=1 mi = 0,1, . . . , p; mi ∈ N0} and F(x1, x2,
. . . , xl) = 1 + x1 + · · · + xl . Then we can write
F(x1, x2, . . . , xl)
p =
∑
(m1,m2,...,ml)∈Λ
b(m1,m2, . . . ,ml)x
m1
1 x
m2
2 · · ·xmll . (3)
Setting A = {β˜: β =∑li=1 miλi, ∀(m1,m2, . . . ,ml) ∈ Λ} and
f (n) = 1 +
l∑
j=1
ei(λj n−θj ) (n ∈ Z), (4)
then we may write
f (n)p =
∑
β˜∈A
aβ˜e
iβ˜n. (5)
If βi ∼ βj , i.e., (mi1 −mj1)λ1 + · · ·+ (mil −mjl)λl = 0 (mod 2π), then (mi1 −mj1)θ1 + · · ·+
(mil −mjl)θl = 0 (mod 2π). Thus, by (3) and (5), we have
|aβ˜ | =
∑
m1λ1+···+mlλl∈β˜
b(m1,m2, . . . ,ml). (6)
By (3), (5) and (6), we obtain∑
β˜∈A
|aβ˜ | =
∑
(m1,...,ml)∈Λ
b(m1,m2, . . . ,ml) = (1 + l)p. (7)
Now, we claim
sup
n∈Z
∣∣f (n)∣∣= l + 1. (8)
Suppose that (8) does not hold. Since |f (n)| l+1 (∀n ∈ Z), we would have supn∈Z |f (n)| =
k < l + 1. By Lemma 1, we have aβ˜ = M(f (·)pe−iβ˜·). It follows that
|aβ˜ |M
(∣∣f (n)∣∣p) kp. (9)
It is easy to see that the number of A is not greater than (p + 1)l (by using induction on l). From
(7) and (9), we obtain
(l + 1)p =
∑
β˜∈A
|aβ˜ | kp(p + 1)l,
i.e.,
1
(
k
)p
(p + 1)l .
l + 1
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(
k
n+1
)p
(p + 1)l = 0, we get a contradiction. So (8) holds.
Now, we claim that (2) holds. Otherwise, there would exist δ: 0 < δ < π2 such that ∀n ∈ Z,
there is j0 = j0(n): 1 j0  l such that
|λj0n − θj0 | δ (mod 2π). (10)
Let λj0n − θj0 = θ . Then we have 1 + ei(λj0n−θj0 ) =
√
2 + 2 cos θ . By (10), if 2mπ + π2  θ 
2mπ + 3π2 , then
√
2 + 2 cos θ √2; if 2mπ + δ  θ  2mπ + π2 or 2mπ − π2  θ  2mπ − δ,
then
√
2 + 2 cos θ √2 + 2 cos δ = 2 cos δ2 . Setting M = max(
√
2,2 cos δ2 ) < 2, we have∣∣f (n)∣∣ ∣∣1 + ei(λj0n−θj0 )∣∣+ l − 1 l − 1 +M,
i.e., supn∈Z |f (n)| l − 1 + M < l + 1, which contradicts to (8). Therefore ∀δ > 0, there exists
τ ∈ Z satisfying (2). This completes the proof. 
Lemma 3. Suppose A is a group and A = {a1ω1 + a2ω2 + · · · + anωn: ai ∈ Z, i = 1,2, . . . , n},
where n ∈ N is fixed and ω1,ω2, . . . ,ωn ∈ R. Then for any subgroup B of A (B = {0}), there exist
ω′1,ω′2, . . . ,ω′s ∈ B (s  n) satisfying B = {a1ω′1 + a2ω′2 + · · · + asω′s : ai ∈ Z, i = 1,2, . . . , s}.
Proof. We prove it by induction on n.
Consider n = 1, i.e., A = {kω: k ∈ Z}. Since B = {0} is a group, we see that {k: k ∈ N,
kω ∈ B} = ∅. Let k0 = inf{k: k ∈ N, kω ∈ B}. For ∀b ∈ B , b = kω, by the definition of k0, we
have k = pk0 (p ∈ Z). Thus, we see that B = {kk0ω: k ∈ Z}. The conclusion holds for n = 1.
Suppose that the conclusion holds for n = l.
Consider n = l + 1. Let
B1 = {a1ω1 + a2ω2 + · · · + alωl : a1ω1 + a2ω2 + · · · + al+1ωl+1 ∈ B}.
Since B is a subgroup of A, B1 is a subgroup of A.
If B1 = {0}, then the conclusion holds for n = l + 1.
If B1 = {0}, by the hypotheses of induction, there exist ω′1,ω′2, . . . ,ω′r ∈ B1 (r  l) satisfying
B1 =
{
a1ω
′
1 + a2ω′2 + · · · + arω′r : ai ∈ Z, i = 1,2, . . . , r
}
.
Since ω′i ∈ B1 (1 i  r), by the definition of B1, there exist xi,l+1 ∈ Z (1 i  r) such that
ω′′i = ω′i + xi,l+1ωl+1 ∈ B (1 i  r).
For ∀α ∈ B , α = a1ω1 + a2ω2 + · · · + al+1ωl+1, there exist x′i ∈ Z (1  i  r) such that
a1ω1 + a2ω2 + · · · + alωl = x′1ω′1 + x′2ω′2 + · · · + x′rω′r . Therefore, we have
α = x′1ω′′1 + x′2ω′′2 + · · · + x′rω′′r +
(
al+1 −
l∑
i=1
x′ixi,l+1
)
ωl+1.
Since α −∑ri=1 x′iω′′i ∈ B , we have (al+1 −∑li=1 x′ixi,l+1)ωl+1 ∈ B . There are two cases to be
considered.
Case (I). There exists a ∈ Z such that a = 0 and aωl+1 ∈ B . Let
a0 = inf
{|a|: a ∈ Z \ {0}, aωl+1 ∈ B}.
By the definition of a0, we have xl+1 −∑ri=1 x′ixi,l+1 = x′r+1a0, i.e., α ∈ {b1ω′′1 + b2ω′′2 + · · · +
brω
′′ + br+1a0ωl+1: bi ∈ Z,1  i  r + 1.}. Therefore, we obtain B ⊆ {b1ω′′ + b2ω′′ + · · · +l 1 2
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r + br+1a0ωl+1: bi ∈ Z, 1  i  r + 1}. It is obvious that {b1ω′′1 + b2ω′′2 + · · · + brω′′r +
br+1a0ωl+1: bi ∈ Z, 1 i  r + 1} ⊆ B . Thus, we obtain that
B = {b1ω′′1 + b2ω′′2 + · · · + brω′′r + br+1a0ωl+1: bi ∈ Z, 1 i  r + 1}.
Case (II). For ∀a ∈ Z \ {0}, aωl+1 /∈ B . In this case, we see that xl+1 −∑ri=1 x′ixi,l+1 = 0, i.e.,
B = B1 =
{
a1ω
′
1 + a2ω′2 + · · · + arω′r : ai ∈ Z, i = 1,2, . . . , r
}
.
The proof is completed. 
Proof of Main Theorem. We first claim that ∀ > 0, there exists δ > 0 such that T (f, δ)∩ Z ⊆
T (g, ) ∩ Z.
Otherwise, there would exist 0 > 0 such that T (f, 1n ) ∩ Z ⊆ T (g, 0) ∩ Z (∀n ∈ N). Put αn:
αn ∈ T (f, 1n ) ∩ Z and αn /∈ T (g, 0) ∩ Z. Let α = {αn}. Then we have Tαf = f . Since
supt∈R |g(t + αn) − g(t)|  0 (∀n ∈ N) and g(t) is almost periodic, we have Tα′g = g for
∀α′ ⊆ α. We get a contradiction. Thus, the claim holds.
Now, suppose mod(g) ⊆ span(mod(f ) ∪ {2π}). Let M ∈ mod(g) \ span(mod(f ) ∪ {2π}).
There are two cases.
Case (i): there is k ∈ Z such that kM ∈ span(mod(f ) ∪ {2π}). In this case, we put k0 =
min{|k|: kM ∈ span(mod(f )∪ {2π})}. It is obvious that k0  2.
Case (ii): ∀k ∈ Z, kM /∈ span(mod(f )∪ {2π}). In this case, we also put k0  2.
Let δ1: 0 < δ1 < πk0 . There exist μ1,μ2, . . . ,μm ∈ Freq(g) and k1, k2, . . . , km ∈ Z such that
M = k1μ1 + k2μ2 + · · · + kmμm. Setting δ∗1 = δ1/
∑m
i=1 |ki |, we have{
τ ∈ Z: |μiτ | < δ∗1 (mod 2π), i = 1,2, . . . ,m
}⊆ {τ ∈ Z: |Mτ | < δ1 (mod 2π)}.
By [8, Theorem 1 of Chapter 3] or [7, Theorem 4.7 of Chapter 1], there exists an  > 0 such that
T (g, ) ∩ Z ⊂ {τ ∈ Z: |μiτ | < δ∗1 (mod 2π), i = 1,2, . . . ,m}.
Therefore, we have
T (g, ) ∩ Z ⊂ U1 =
{
τ ∈ Z: |Mτ | < δ1 (mod 2π)
}
.
From the previous claim, there exists δ2 > 0 such that T (f, δ2) ∩ Z ⊆ T (g, ) ∩ Z. By [8, The-
orem 2 of Chapter 3] or [7, Theorem 4.7 of Chapter 1], there exist K ∈ N and δ3: 0 < δ3 < π ,
δ3 < δ1 satisfying
U2 =
{
τ ∈ Z: |λj τ | < δ3 (mod 2π), j = 1,2, . . . ,K
}⊂ T (f, δ2)∩Z,
where λj ∈ Freq(f ) (j = 1,2, . . . ,K). Thus, we have
U2 ⊂ U1. (11)
Let θj = 0 for j = 1,2, . . . ,K , λ0 = M and θ0 = 2π/k0 in Case (i), θ0 = π in Case (ii). We
would like to use Lemma 2. Suppose
l0M +
K∑
lj λj = 0 (mod 2π), (12)
j=1
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(p ∈ Z), and in Case (ii) we have l0 = 0. In either case, we have
l0θ0 +
K∑
j=1
lj θj = 0 (mod 2π).
By Lemma 2, there exists τ ∈ Z satisfying
|Mτ − θ0| < δ3 (mod 2π) (13)
and
|λj τ | < δ3 (mod 2π), j = 1,2, . . . ,K. (14)
By (11) and (14), there is τ ∈ U1 such that
−δ3 < Mτ − θ0 + 2nπ < δ3 and − δ1 < 2mπ − Mτ < δ1,
where m,n ∈ Z. Therefore, we obtain
−(δ1 + δ3) < 2(m+ n)π − θ0 < δ1 + δ3.
Since δ3 < δ1 < πk0 and k0  2, we have 0 < 2(m + n)π < 2π . We get a contradiction. So the
conclusion of the Main Theorem holds. 
In the sequel we want to give some applications of the Main Theorem. We consider the fol-
lowing EPCA:(
x(t)+ px(t − 1))′ = F (t, x(t),{x([t − j ])}N
j=0
)
, (15)(
x(t)+ px(t − 1))′′ = F (t, x(t),{x([t − j ])}N
j=0
)
, (16)
where x ∈ Rq , N ∈ N, p is a constant satisfying |p| < 1, F :R × (Rq)N+2 → Rq is almost
periodic in t uniformly on (Rq)N+2. A function x :R → Rq is called a solution of (15) (or (16)),
if the following conditions are satisfied:
(i) x is continuous on R;
(ii) the first-order (second-order) derivative of x(t)+px(t −1) exists everywhere with possible
exception of the points n (n ∈ Z) where one-sided first-order (second-order) derivatives
exist;
(iii) x satisfies Eq. (15) (or (16)) for all n t < n+ 1 (n ∈ Z).
From the Main Theorem, we can obtain
Theorem 1. Assume that (15) (or (16)) admits a unique almost periodic solution x(t) whose
range is contained in SM = {x ∈ Rq : |x| M}. Then mod(x) ⊆ span(mod(F ) ∪ {2π}). More-
over, if F(t, ·) is quasi-periodic in t , then x(t) is quasi-periodic.
Proof. We only give the proof for Eq. (15), because the proof for Eq. (16) is similar. Let α′ =
{α′k} ⊂ Z such that limk→∞ F(t +α′k, y) = F(t, y) uniformly for all (t, y) ∈ R×S, here S is any
compact set of (Rq)N+1. Let w(t) = x(t)+px(t − 1), where x(t) is an almost periodic solution
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n
F (s, x(s), {x([s − j ])}Nj=1) ds for n  t < n + 1 and n ∈ Z. It
follows that
w
(
t + α′k
)= w(n+ α′k)+ t∫
n
F
(
s + α′k, x
(
s + α′k
)
,
{
x
([s − j ] + α′k)}Nj=1)ds,
n t < n+ 1 and n ∈ Z. (17)
Since x(t) is almost periodic, there exist α = {αk} ⊆ α′ such that
lim
k→∞x(t + αk) = q(t)
uniformly on R. It follows that limk→∞ w(t +αk) = u(t) uniformly on R, q(t) is almost periodic
and |q(t)|  M . Substituting αk for α′k in (17) and setting k → ∞, we see that q(t) is also
an almost periodic solution of (15) whose range is contained in SM . By the uniqueness, we
obtain that x(t) = q(t) for all t ∈ R, i.e., limk→∞ x(t + αk) = x(t) for all t ∈ R. From the Main
Theorem, we know that mod(x) ⊆ span(mod(F ) ∪ {2π}).
Assume that F(t, ·) is quasi-periodic in t . By [12, Theorem 1.4.1], there exist ωi ∈ R
(1  i  k) such that mod(F ) = A = {a1ω1 + a2ω2 + · · · + akωk: ai ∈ Z, i = 1,2, . . . , k}.
By Lemma 3 and the fact that mod(x) ⊂ span(mod(F ) ∪ {2π}), there exist l  k + 1 and
ω′i ∈ mod(x) (1 i  l) such that mod(x) = {a1ω′1 +a2ω′2 +· · ·+alω′l : ai ∈ Z, i = 1,2, . . . , l}.
By [12, Theorem 1.4.1], x(t) is quasi-periodic. This completes the proof of Theorem 1. 
Corollary 1. For the following equation:
x′(t) = A(t)x(t) +B(t)x([t])+ f (t), (18)
where A(·),B(·) :R → Rq×q and f :R → Rq are almost periodic, if the difference equation
y(n + 1) = C(n)y(n) admits an exponential dichotomy (see [17]), here C(n) = X(n + 1)×
(X−1(n) + ∫ n+1
n
X∗1(u)B(u)du) and X(t) is the fundamental matrix of x′ = A(t)x such that
X(0) = I (the identity matrix), then (18) has a unique almost periodic solution x(t) and
mod(x) ⊆ span(mod(A,B,f ) ∪ {2π}). Moreover, if A(t), B(t) and f (t) are quasi-periodic,
then x(t) is quasi-periodic.
Corollary 2. For the following equation:(
x(t)+ px(t − 1))′′ = qx([t])+ f (t), (19)
where p and q are constant, f :R → R is almost periodic, if 0 < |p| < 1 and the eigenvalues λi
of A are distinct such that |λi | = 1, here
A =
(
a 1 p
q 1 0
1 0 0
)
and a = 1−p+ q2 , then there exists a unique almost periodic solution x(t) of (19) and mod(x) ⊆
span(mod(f )∪ {2π}). Moreover, if f (t) is quasi-periodic, then x(t) is quasi-periodic.
Remark 1. The existence of a unique almost periodic solution for Eq. (18) or Eq. (19) was proved
in [17] and [10], respectively, but the module containment was not discussed in [10,17]. So we
improve the results of [10,17]. Recently the spectrum containment was shown for Eq. (19) in
[15]. We would like to say that the methods in the present paper are appropriate for some general
equations.
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In this section, we consider the following EPCA:
N˙(t) = N(t)(a(t)− b([t])f (N([t]))) (20)
with initial condition N(0) = x0 > 0, here f (x) is continuously differentiable for x > 0,
f (0) = 0, f (x) > 0 for x > 0, and a(t), b(t) are positive almost periodic functions. When
b(t) ≡ 1, Seifert in [11] studied the existence of an almost periodic solution for the above-
mentioned equation (20) and Yuan in [13] investigated the existence of a quasi-periodic solution
of Eq. (20) for the case of a(t) quasi-periodic. In the sequel, by using a new approach, we will
obtain the existence, uniqueness, exponential stability and the module containment of a positive
almost periodic solution for Eq. (20) under the conditions which are the same as these in [11,13]
when b(t) ≡ 1. Our results are sharper than those of Seifert in [11] and Yuan in [13] to some
extent.
Let
b = sup
k∈Z
b(k), b = inf
k∈Z b(k), aM = supk∈Z
k+1∫
k
a(s) ds and am = inf
k∈Z
k+1∫
k
a(s) ds.
Let N(t, x0) be a solution of (20) with initial condition N(0) = x0. By directly integrating (20),
we easily get that for k ∈ N0,
N(t) = N(k) exp
( t∫
k
a(s) ds − b(k)f (N(k))(t − k)), k  t < k + 1. (21)
By the continuity of solutions of (20), we obtain that for k ∈ N0,
N(k + 1) = N(k) exp(A(k)− b(k)f (N(k))), (22)
where A(k) = ∫ k+1
k
a(s) ds.
Lemma 4. If 0 < 0  f ′(x) 1 for x ∈ R, then there exist b0 > 0 and B0 > 0 satisfying that
for all A1 ∈ H(A(n)), b1(n) ∈ H(b(n)) and x0 > 0, there is K ∈ N0 such that when n > K ,
b0 N(n,x0) B0, (23)
where {N(n,x0), nN0} is the solution of equation
N(k + 1) = N(k) exp(A1(k)− b1(k)f (N(k))) (24)
with initial condition N(0) = x0.
Proof. For each b: 0 < b < (b1)−1, there exists a unique B = B(b) > (b1)−1 satisfying
B exp(−b1B) = b exp(−b1b), x exp(−b1x)  b exp(−b1b) for ∀x ∈ [b,B] and B → ∞,
as b → 0+. Put b0: 0 < b0 < min((b1)−1, am(b1)−1) and B0 = B(b0)  max((eb0)−1 ×
expaM, (b1)−1).
We would like to prove that (23) holds for such b0, B0. Since A1(n) ∈ H(A(n)) and
b1(n) ∈ H(b(n)), we can easily obtain that b1 = supk∈Z b1(k) = b, b1 = infk∈Z b1(k) = b;
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(1)
M = supk∈Z A1(k) = aM and a(1)m = infk∈Z A1(k) = am. Put N(n) = N(n,x0). Then we have
for all n ∈ N,
N(n) = N(n − 1) exp(A1(n − 1)− b1(n − 1)f (N(n − 1)))
N(n − 1) exp(aM − b0N(n− 1)) (eb0)−1 expaM  B0. (25)
We claim that there exists n0 ∈ N such that N(n0) b0. Otherwise, we would have N(n) < b0 
am(b1)−1 for all n ∈ N. Since
N(n + 1)−N(n) = N(n)(exp(A1(n)− b1(n)f (N(n)))− 1)
N(n)
(
exp
(
am − b1N(n)
)− 1) 0,
we know that limn→∞ N(n) = l exists and 0 < l  b0. By (24),
N(n + 1)N(n) exp(am − b1N(n)).
Setting n → ∞, we have l  l exp(am − b1l), i.e., l  am(b1)−1, which contradicts to the
definition of b0. Therefore, the claim holds.
Now, we want to prove that N(n0 + k) b0 for k ∈ N0 by induction on k.
In fact, we have N(n0) b0. If N(n0 + k) b0, by (25), we have N(n0 + k) ∈ [b0,B0]. By
the definition of B0, we get
N(n0 + k + 1) = N(n0 + k) exp
(
A1(n0 + k)− b1(n0 + k)f
(
N(n0 + k)
))
N(n0 + k) exp
(
am − b1N(n0 + k)
)
 b0 exp(am − b1b0) b0.
Therefore, we obtain that ∀k ∈ N0, b0 N(n0 + k) B0, i.e., (23) holds for n n0. This com-
pletes the proof. 
Lemma 5. Let
h(a) = sup
b0xB0
e−af (x)
∣∣1 − xaf ′(x)∣∣ and g(a) = inf
b0xB0
e−af (x)
∣∣1 − xaf ′(x)∣∣.
Then h(a) and g(a) are continuous on R.
Proof. Since u(a, x) = e−af (x)|1 − xaf ′(x)| is uniformly continuous on any compact sets of
R
2
, we can get that for each a0 ∈ R and ∀ > 0, there exists δ = δ(, a0) > 0, when |a − a0| < δ,
∀x ∈ [b0,B0],
u(a0, x)−   u(a, x) u(a0, x)+ ,
i.e.,
h(a0)−   h(a) h(a0)+ .
Thus h(a) is continuous on R. In the same way, we can prove that g(a) is continuous on R. 
Lemma 6. Let f :Z × Ω → Rq (Ω is a open set of Rq) be almost periodic in n ∈ Z uniformly
on compact subsets of Ω , and S be a compact set of Ω . If for ∀g ∈ H(f ), equation
x(n + 1) = g(n,x(n))
admits a unique solution whose range is contained in S, then all these solutions are almost
periodic.
X. Yang, R. Yuan / J. Math. Anal. Appl. 322 (2006) 540–555 551The proof is similar to that of Theorem 10.1 in [6]. We omit it here.
Lemma 7. For ∀A1(n) ∈ H(A(n)), b1(n) ∈ H(b(n)), there exists a solution {q(n)} of (24) sat-
isfying b0  q(n) B0 (n ∈ Z).
Proof. There exist {αk} ⊂ N, αk → ∞ as k → ∞ such that
lim
k→∞A1(n+ αk) = A1(n), limk→∞b1(n + αk) = b1(n) (26)
uniformly for n ∈ Z.
Fix x0 > 0. Let {N(n), nN0} be the solution of (24) with initial condition N(0) = x0. By
Lemma 4, there exists T ∈ N such that when n > T ,
b0 N(n) B0. (27)
Let Z = {ti}i∈N. There exists K1 ∈ N such that when k > K1, t1 + αk > T . By (27),
there exists {α(1)k } ⊂ {αk} such that limk→∞ N(t1 + α(1)k ) = q(t1) exists. Similarly there exists
{α(2)k } ⊂ {α(1)k } such that limk→∞ N(t2 + α(2)k ) = q(t2) exists. By the diagonal process, we see
that limk→∞ N(n+α(k)k ) = q(n) exists for all n ∈ Z and {q(n)} satisfies b0  q(n) B0 (n ∈ Z).
For each fixed n ∈ Z, there exists K ∈ N such that n+ α(k)k ∈ N as k > K . Since
N
(
n+ α(k)k + 1
)= N(n + α(k)k ) exp(A1(n+ α(k)k )− b1(n+ α(k)k )f (N(n+ α(k)k ))), (28)
setting k → ∞, by the continuity of f , we obtain
q(n+ 1) = q(n) exp(A1(n)− b1(n)f (q(n))),
i.e., {q(n)} is a solution of (24). 
Lemma 8. Assume that the hypotheses of Lemma 4 hold. b0 and B0 are given in Lemma 4. If
there exists α < 1 or β > 1 such that
Dn = sup
b0xB0
exp
( n+1∫
n
a(s) ds − b(n)f (x)
)∣∣1 − xb(n)f ′(x)∣∣ α, ∀n ∈ Z, (29)
or
Cn = inf
b0xB0
exp
( n+1∫
n
a(s) ds − b(n)f (x)
)∣∣1 − xb(n)f ′(x)∣∣ β, ∀n ∈ Z, (30)
then (22) admits a unique positive almost periodic solution {p(n)}. Moreover, if (29) holds,
then for any solution {N(n), nN0} of (22) with initial condition N(0) = x0 > 0, there exists
K ∈ N0 such that∣∣p(n)−N(n)∣∣ αn−K ∣∣N(K) − p(K)∣∣, ∀n ∈ N, nK. (31)
Proof. For ∀A1(n) ∈ H(A(n)), b1(n) ∈ H(b(n)), by Lemma 7, there exists a solution {q(n)}
of (24) satisfying b0  q(n) B0 (n ∈ Z). Let
D(1)n = sup exp
(
A1(n) − b1(n)f (x)
)∣∣1 − xb1(n)f ′(x)∣∣
b0xB0
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C(1)n = inf
b0xB0
exp
(
A1(n)− b1(n)f (x)
)∣∣1 − xb1(n)f ′(x)∣∣.
From Lemma 5, we can easily see that D(1)n  α and C(1)n  β . Now, suppose that there are two
solutions {q1(n)} and {q2(n)} of (24) satisfying b0  qi(n) B0 (∀n ∈ Z, i = 1,2).
If (29) holds for ∀n ∈ Z, then by the mean value theorem, we get∣∣q1(n)− q2(n)∣∣ B(1)n ∣∣q1(n − 1)− q2(n − 1)∣∣ α∣∣q1(n − 1)− q2(n − 1)∣∣
 αm
∣∣q1(n− m)− q2(n −m)∣∣ 2B0αm. (32)
Setting m → ∞, we have q1(n) = q2(n) for all n ∈ Z.
If (30) holds for ∀n ∈ Z, since∣∣q1(n + 1)− q2(n + 1)∣∣ β∣∣q1(n)− q2(n)∣∣,
i.e., ∣∣q1(n)− q2(n)∣∣ 1
β
∣∣q1(n + 1)− q2(n + 1)∣∣ ( 1
β
)m∣∣q1(n +m)− q2(n +m)∣∣
 2B0
(
1
β
)m
,
setting m → ∞, we also have q1(n) = q2(n) for all n ∈ Z.
In either case, (24) has a unique solution {q(n)} whose range is contained in [b0,B0]. By
Lemma 6, (22) has a unique almost periodic solution {p(n)} whose range is contained in [b0,B0].
Now, we claim that the positive almost periodic solution of (22) is unique.
Suppose that {p(n)} is a positive almost periodic solution of (22). By Lemma 4, there exists
K1 ∈ N, when nK1,
b0  p(n) B0. (33)
There exist {τk} ⊂ N, τk → ∞, such that
lim
k→∞p(n+ τk) = p(n) (34)
uniformly for n ∈ Z. For each fixed n ∈ Z, there exists Kn ∈ N such that n+τk > Kn for k > Kn.
Therefore, by (33) and (34), we obtain b0  p(n)  B0, i.e., the range of p(n) is contained in
[b0,B0]. Thus, the positive almost periodic solution of (22) is unique.
Now, if (29) holds and {N(n), n  N0} is a solution of (22) with initial condition N(0) =
x0 > 0, by Lemma 4, there exists K ∈ N0 such that when nK , b0 N(n) B0. Similar to the
proof of (32), we can easily obtain (31). 
Theorem 2. If the hypotheses of Lemma 8 hold, then (20) admits a unique positive almost
periodic solution p(t) with mod(p) ⊂ span(mod(a, b) ∪ {2π}). Moreover, if (29) holds, then
there exist λ > 0 and K1 > 0 such that for any solution N(t) of (20) with initial condition
N(0) = x0 > 0 there exists K ∈ N such that∣∣N(t)− p(t)∣∣K1e−λ(t−K)∣∣N(K) − p(K)∣∣, t K. (35)
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p(t) = p(k) exp
( t∫
k
a(s) ds − b(k)f (p(k))(t − k)), k  t < k + 1,
we can easily see that p(t) is a solution of (20) and p(t) is almost periodic.
(B) Uniqueness. If p1(t) and p2(t) are two positive almost periodic solutions of (20), then
pi(t) (i = 1,2) satisfies (21), i.e., {pi(n)}n∈Z (i = 1,2) are almost periodic solutions of (22). By
Lemma 8, we have p1(n) = p2(n) (∀n ∈ Z). By (21), we have p1(t) = p2(t) (∀t ∈ R).
By the uniqueness of a positive almost periodic solution of (20) and Theorem 1, we can see
that mod(p) ⊂ span(mod(a, b)∪ {2π}).
(C) Stability. If N(t) is a solution of (20) with initial condition N(0) = x0 > 0, then
{N(n), n  N0} satisfy (22). By Lemma 8, (31) holds. By Lemma 4, there exists K ∈ N such
that
b0 N(n) B0, nK, n ∈ N.
For ∀t K , setting n t < n + 1, by mean value theorem and (31), we have
∣∣N(t)− p(t)∣∣= ∣∣∣∣∣N(n) exp
( t∫
n
a(s) ds − b(n)f (N(n))(t − n))
− p(n) exp
( t∫
n
a(s) ds − b(n)f (p(n))(t − n))∣∣∣∣∣
 (1 +B0b1)eaM
∣∣N(n)− p(n)∣∣
 (1 +B0b1)eaMαn−K
∣∣x(K) − p(K)∣∣.
Let K1 = α−K+1(1 + B0b1)α−1eaM and λ = − lnα > 0. We can see that (35) holds. The proof
is completed. 
Corollary 3. If b(n) ≡ 1 and there exist 0 and 1 such that 0 < 0  f ′(x)  1 for x ∈ R,
b0 and B0 are the corresponding numbers given in Lemma 4 for b = b = 1 and satisfying
(i) (1 − b00) expaM < exp(b00),
(ii) 1 < 0 exp(1 + 01 − aM),
then (20) admits a unique positive almost periodic solution p(t) with mod(p) ⊂ span(mod(a) ∪
{2π}). Moreover, there exist λ > 0 and K1 > 0 such that for any solution N(t) of (20) with initial
condition N(0) = x0 > 0, there exists K ∈ N such that∣∣N(t)− p(t)∣∣K1e−λ(t−K)∣∣N(K) − p(K)∣∣, t K.
Proof. Setting F(x) = xe−f (x), by [11, Lemma 3], we have
−1−10 exp
(−1 − 0−11 ) F ′(x) (1 − b00) exp(−b00), x ∈ [b0,B0].
By conditions (i) and (ii), there is a δ > 0 such that∣∣F ′(x)∣∣ exp(−aM − δ), x ∈ [b0,B0],
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Dn = sup
b0xB0
exp
( n+1∫
n
a(s) ds − f (x)
)∣∣1 − xf ′(x)∣∣ e−δ := α < 1, ∀n ∈ Z.
By Theorem 2, the conclusion of Corollary 3 holds. 
Remark 2. Under the conditions of Corollary 3, Seifert in [11] only proved that (20) has a unique
almost periodic solution whose range is contained in [b0,B0] and every positive solution N(t) of
(20) satisfying N(t)−p(t) → 0 (t → ∞). It should be pointed out that the module containment
was not discussed in [11].
By Theorem 1 and Corollary 3, we can obtain
Corollary 4. Assume that the hypotheses of Corollary 1 hold and a(t) is quasi-periodic. Then
(20) has a unique positive quasi-periodic solution p(t) and there exist λ > 0 and K1 > 0 such
that for any solution N(t) of (20) with initial condition N(0) = x0 > 0, there exists K ∈ N such
that ∣∣N(t)− p(t)∣∣K1e−λ(t−K)∣∣N(K) − p(K)∣∣, t K.
Remark 3. Under the conditions of Corollary 4 and f (x) being analytic, Yuan in [12] proved
that (20) has a unique quasi-periodic solution whose range is contained in [b0,B0] and every
positive solution N(t) of (20) satisfying N(t) − p(t) → 0 (t → ∞).
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