An optimization model with a linear objective function subject to a system of fuzzy relation equations is presented. Due to the non-convexity of its feasible domain de ned by fuzzy relation equations, designing an e cient solution procedure for solving such problems is not a trivial job. In this paper, we rst characterize the feasible domain and then convert the problem to an equivalent problem involving 0-1 integer programming with a branch-and-bound solution technique. After presenting our solution procedure, a concrete example is included for illustration purpose.
Conclusion
In this paper, we have studied a linear optimization problem subject to a system of fuzzy relation equations and presented a procedure to nd an optimal solution. Because of the non-convexity nature of its feasible domain, we tend to believe that there is no polynomial-time algorithm for this problem. The best we can do here is that, after analyzing the properties of its feasible domain, we convert the original problem into a 0-1 integer programming problem, then apply the well known branch-and-bound method to nd one solution. The question of how to generate the whole optimal solution set is yet to be investigated.
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the objective value Z. For example, at node 3, we compute Z c 0 5 b 1 + c 0 4 b 2 = 0:6. Hence any choice associated with node 3 must have Z 0:6. Similar reasoning shows that Z 3:0 for node 4. Again, we do not have any reason to exclude any of nodes 3 and 4 from consideration, so we need to branch on one node. The jump-tracking technique directs us to branch node 3.
Any choice associated with node 3 must satisfy either x 13 = 1 or x 23 = 1, since I 3 = f1; 2g. This yields nodes 5 and 6 in Figure 1 . Same reasoning as before, any choice associated with node 5 must have Z 2:1 and any choice associated with node 6 must have Z 2:6. Of course, we are interested in node 5. To branch furthermore on node 5, any choice associated with node 5 must have x 14 = 1; x 24 = 1; x 34 = 1; x 44 = 1, or x 54 = 1, since I 4 = f1; 2; 3; 4; 5g. This yields nodes from 7 to 11 in Figure 1 .
Note that node 7 corresponds to the sequence 5-4-1-1. This sequence leads a value of Z = 2:1. Therefore, node 7 is a feasible sequence which may be viewed as a candidate solution with Z = 2:1. Because the Z value for nodes from 8 to 11 can not be lower than 2.1, these nodes can be eliminated from further consideration. Similarly, node 4 (Z 3:0), node 6 (Z 2:6) can be eliminated. However, node 1 can not be eliminated yet, because it is still possible for node 1 to yield a sequence having Z < 2:1. Hence we now branch on node 1.
Since I 2 = f4; 6g, any sequence associated with node 1 must have either x 42 = 1 or x 62 = 1. Correspondingly, we create nodes 12 and 13, respectively.
For node 13, we calculate Z 3:85. Since any sequence associated with node 13 must have Z 3:85 > 2:1, this node is eliminated from consideration. For node 12, we have Z 1:45. So it can not be eliminated yet. We branch on node 12.
Since I 3 = f1; 2g, any sequence associated with node 12 must have either x 13 = 1 or x 23 = 1. This creates nodes 14 and 15 in Figure 1 . For node 14, since Z 2:95, we eliminate it. Similarly, for node 15 with Z 3:45, it can be eliminated too. Now, with the exception of node 7, every node in Figure 1 has been eliminated from consideration.
Node 7 yields the sequence x 51 = x 42 = x 13 = x 14 = 1. Thus, we should choose the sequence 5-4-1-1 with Z = 2:1.
(Step 7) At this time, we de ne f = (f 1 ; ; f 4 ) with f j = i if x ij = 1. Then we have f 1 = 5; f 2 = 4; f 3 = 1; f 4 = 1. According to (10), we have a corresponding minimum solution x = F(f) = (0:5; 0; 0; 0:6; 0:85; 0) T of (18). we have no reason to exclude any one of nodes 1 and 2 from consideration, both nodes have to be further investigated. By using the jump-tracking technique 11], we branch on the node with a lower bound on Z,
In this case, we choose node 2.
Since I 2 = f4; 6g, any choice associated with node 2 must satisfy either x 42 = 1 or x 62 = 1. Branching on node 2 yields nodes 3 and 4 in Figure 1 . For each new node, we need to evaluate a lower bound for
Step 5: De ne problem (17) via relation (16).
Step 6: (Solve integer program) Use the branch-and-bound concept to solve (17).
Step 7:
De ne f = (f 1 ; ; f n ) with f j = i if x ij = 1. Generate F(f) via formula (10).
De ne x = ( x 1 ; ; x m ) T with x i = F i (f), then x is an optimal solution of problem (12).
Step 8: (Output) Generate an optimal solution of (3) via formula (14). (
Step 2) Sincex A = b, we know X(A; b) 6 = ;. ( Step 3) We compute I 1 = f3; 5g; I 2 = f4; 6g; I 3 = f1; 2g; and I 4 = f1; 2; 3; 4; 5g: Therefore, there could exist 2 2 2 5=40 potential minimum solutions! (Step 4) We have c 0 = (3; 4; 1; 1; 0; 5) T , c 00 = (0; 0; 0; 0; ?1; 0) T , and the corresponding problem (12): minimize 3x 1 + 4x 2 + x 3 + x 4 + 5x 6 s:t:
x i 2 0; 1] (
Step 5) Since I = f1; 2; 3; 4; 5; 6g, J = f1; 2; 3; 4g, the corresponding problem (17) becomes:
Note that the constraints of problem (17) require that, 8j 2 J, there exists exactly one i 2 I j , such that x ij = 1. In this case, if we de ne f = (f 1 ; ; f n ) with f j = i whenever x ij = 1, then f 2 . On the other hand, for any f 2 , by de nition (16), we know that it corresponds to a feasible solution of problem (17). Moreover, from the de nition of F, for any given f 2 , we have one feasible solution x ij of problem (17). Obviously, P m i=1 c 0 i F i (f) = P m i=1 c 0 i max j2J fb j x ij g. Therefore, solving problem (17) is equivalent to nding an f 2 for problem (15) via the relation de ned by (16). In other words, solving problem (12) is equivalent to solving the 0-1 integer programming problem (17).
While there are many di erent methods for solving integer programming problems, here we apply the commonly used branch ? and ? bound concept 11] to solve problem (17). A branch-and-bound method implicitly enumerates all possible solutions to an integer programming problem. For our application, in the beginning, we choose one constraint to branch the original problem into several subproblems. Each subproblem is represented by one node. Then branching at each node is done by adding one additional constraint. New subproblems are created and represented by new nodes. Note that the more constraints added to a subproblem, the smaller feasible domain it has and, consequently, the larger optimal objective value Z it achieves. Therefore, solving one subproblem could provide the possibility to eliminate many possible solutions from consideration. In other words, once a current candidate solution is obtained, we judge other nodes for further consideration. If the best potential solution of one particular node is no better than the current candidate solution, then there is no need to branch on this node. Otherwise, branching is needed to yield a new bound. In section 6, we use one concrete example to illustrate how this method works.
An Algorithm
Based on the theory we built in previous sections, here we propose an algorithm for nding an optimal solution of problem (3).
Step 1: (Find the maximum solution of system (1)) Computex = A@b = ^n j=1 (a ij @b j )] i2I according to (4).
Step 2: (Check feasibility) Ifx A = b, continue. Otherwise, stop! X(A; b) = ; and problem (3) has no feasible solution.
Step 3: (Compute index sets) Compute I j = fi 2 I jx i^aij = b j g; 8j 2 J.
Step 4: (Arrange cost vector )
De ne c 0 and c 00 according to (11) and de ne problem (12). We now show that x solves problem (3).
Theorem 2
If X(A; b) is non-empty and x is de ned according (14), then x is an optimal solution of problem (3) with an optimal value Z = c T x = P m i=1 (c 00 ix i + c 0 i x i ):
Proof: For any x 2 X(A; b), according to equation (6) Therefore, x is an optimal solution of Problem (3) with an optimal value Z = c T x . q:e:d:
According to formula (4), generating the maximum solutionx of system (1) is not a problem. If we know how to nd a minimum solution of system (1) which solves problem (12), then problem (3) can be solved via Theorem 2. In the next section, we provide a 0-1 integer programming model for solving problem (12). P m i=1 x ij = 1; 8j 2 J; (17) x ij = 0 or 1; 8i 2 I; j 2 J; x ij = 0; 8i; j with i 6 2 I j :
Now we examine the e ect of the cost coe cients.
E ect of Cost Vector
When X(A; b) 6 = ;, two special cases can be quickly observed. Lemma 4 If c i 0, 8i 2 I, thenx is an optimal solution of problem (3). Proof: When X(A; b) 6 = ;, note that 0 x x, 8x 2 X(A; b): Therefore, c T x c Tx andx is an optimal solution. q:e:d:
Lemma 5 If c i 0, 8i 2 I, then one of the minimum solutions is an optimal solution of problem (3). Proof: According to equation (6) By Lemma 4, we know that the maximum solutionx of system (1), when it exists, solves problem (13).
Also, by Lemma 5, one of the minimum solution of system (1), say x , solves problem (12). By combininĝ x and x , we can construct a new solution:
By the de nition of I j and Lemma 1, we can easily see the following result:
Lemma 2
If X(A; b) 6 = ;; then I j 6 = ;, 8j 2 J.
Consequently, we have Lemma 3 If X(A; b) 6 = ;; then 6 = ;. In order to study X(A; b) in terms of the elements in , given f 2 , we de ne J i f = fj 2 J j f j = ig; 8i 2 I; 
The resolution of fuzzy relation equations (1) is an interesting and on-going research topic 1-3, 5-10]. In this paper, we study a variant of such problem. Compared to the regular linear programming problems 4], this linear optimization problem subject to fuzzy relation equations has very di erent nature. According to 2, 6], when the solution set of fuzzy relation equations (1) is non-empty, then it is in general a non-convex set which can be completely determined by one maximum solution and a nite number of minimum solutions. Because the solution set is non-convex, traditional linear programming methods, such as the simplex and interior-point algorithms, become useless.
In this paper, after carefully study the solution set of system (1), we show that problem (3) can be converted to a 0-1 integer programming problem and solved by an branch-and-bound method. The rest of the paper is arranged as follows. In Section 2, a special characterization of the feasible domain of problem (3) is derived. In section 3, we study the e ect of the cost vector c with the special characterization. In Section 4, a 0-1 integer programming model with a brand-and-bound method is presented. Then a step by step algorithm for solving problem (3) is given in Section 5. One example is included in Section 6 to illustrate how the algorithm works. Conclusion is made in the last section.
