Warren, Young, and Lee (1986) found that treadmill runners control step length by regulating vertical impulse, which could be modulated by the optical time-to-contact variable tau. In contrast, Patla, Robinson, Samways, and Armstrong (1989) report a 40% contribution of horizontal impulse in overground running and a control strategy that depends on the timing of target cuing, undermining the tau-impulse theory. This discrepancy is due to differences in methodology, analysis, and interpretation. First, the cuing effect is exactly what the tau-impulse theory would predict. Second, new data on the dynamics of overground running show only a 20% contribution of horizontal impulse, which could be a biomechanical consequence of regulating vertical impulse. This is apparently due to important differences between treadmill and overground running. However, the data indicate that runners regulate a global impulse parameter that primarily affects vertical impulse, salvaging the tau-impulse theory.
It is hard to take issue with the argument that nature is more complex than one thought. That, essentially, is what Patla, Robinson, Samways, and Armstrong (1989) argue in their critique of our theory of the visual control of step length during running (Warren, Young, & Lee, 1986) . In this comment, we attempt to account for the differences in our results and present new data to show that running is only slightly more complicated than we thought.
The two complementary problems of the organization of action are those of the order and the variability in movement (Bernstein, 1967) . The large number ofbiomechanical degrees of freedom of the body are somehow constrained to yield highly orderly movement patterns, yet these movements are seldom stereotyped and exhibit adaptive variability. Purposive action is functionally specific to the task at hand, adapting to variation in environmental and biomechanical conditions and recovering from perturbation.
The ecological approach to these problems has been to propose task-specific action modes, organizations of the musculature variously called coordinative structures or synergies, that exhibit the properties of dynamical systems: self-organization, reduction in degrees of freedom, oscillatory behavior, and stability in the face of perturbation (Kelso & TuUer, 1984; Kugler & Turvey, 1987) . Adaptive variability is achieved by allowing the free parameters of such a system to be regulated by perceptual information according to functionally specific laws of control, thereby tailoring movement to local conditions (Warren, 1988a (Warren, , 1988b . Different task-specific control laws may exist for different actions, such as walking or running, and for different environmental challanges, such as steering or adjusting step length. It is important to emphasize that these laws relate functional macroscopic variables such as optical flow patterns and impulse, whereas considerable variation is likely at the levels of individual muscles and movements depending on initial and contextual conditions (Reed, 1988) . Warren et al. (1986) proposed such a scheme for the control of step length in running, whereby the free parameter of vertical impulse is regulated by the optical tau variable, which specifies time-to-contact with the upcoming footholds on the ground, so that step length is adaptively regulated. The tau-impulse theory is specific to running, and thus here we focus on that case.
Although Patla et al. (1989) come out of a different tradition, we find much to agree with in their article. We agree that human action is adaptive and task-specific, that fixed central pattern generators cannot account for this phenomenon, and that perceptual information holds the key. The outstanding question is, how is adaptiveness achieved? In emphasizing the complexity of behavior, Patla et al. (1989) overstate its variability at the expense of its order, and thus their results can provide little insight into this question of adaptive control. In contrast, we are looking for order and control relations at the level of the goal-directed task. Their data appear to undermine the only existing account for running, our tau-impulse theory, and so we turn to the details of this problem.
Visual Control of Step Length
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The model of step length offered by Warren et al. (1986) and substantively accepted by Patla et al. (1989) , states that:
where S is step length, &R is the change in the forward reach of the foot from the previous heel strike, Vo is initial horizontal runup velocity, Iy is the net horizontal impulse and L the vertical impulse during stance, /Xu is the change in vertical velocity from the previous heel strike, m is body mass, and g is gravitational acceleration. The first set of parentheses corresponds to the mean horizontal velocity v of the body during the step, the second set corresponds to the step time T, and their product vT is equal to the horizontal distance C traveled by the center of mass. Warren et al. (1986) found negligible contributions of AR and Au/g in direct kinematic measurements, so here we discuss only the remaining parameters' influence on C, as do Patla et al. (1989) . The tau-impulse theory proposes that, because the difference in time-to-contact between two upcoming targets (specified by A~) is equal to the required step time T, and because T = Iz/mg, step length could be simply regulated by:
(2) Warren et al. (1986) measured the kinematics of treadmill running on a series of irregularly spaced targets and inferred that runners primarily modulate vertical impulse to adjust their step length. Changes in vertical impulse accounted for 99% of the variation in C, whereas changes in horizontal impulse accounted for only 1%. This result was consistent with Lee, Lishman, and Thompson's (1982) work on overground running, in which they found that long jumpers sprinting to land on the take-off board primarily adjusted vertical impulse, varying their flight times while holding horizontal velocity constant.
However, in a set of elegant studies that directly measured the dynamics of overground running and manipulated target cuing time, Patla et al. (1989) found that runners vary both vertical and horizontal impulse at a ratio of about 1.5, equivalent to a 40% contribution of horizontal impulse. Furthermore, these adjustments depend in a complicated way on cuing time. This finding appears fatal for the tau-impulse theory because the unique relation between vertical impulse and step length on which it depends would be altered by a large and variable contribution of horizontal impulse. They conclude that there is no single strategy to regulate step length in running, rather, "that regulation of step length during overground locomotion is a complex phenomenon requiring task-specific modulation of the locomotor synergy" (p. 613).
What can account for our apparently divergent results? We believe that the differences are due to a combination of methodology, analysis, and interpretation, and that we can rescue the tau-impulse theory from the jaws of complexity.
Cuing Time
First, consider the effects of cuing time. With early cuing (which is most like natural running), Patla et al. (1989) found that to lengthen a step from normal, runners reduce Iy and r~ during the braking portion of stance and increase Iy and/~ during the push off; to shorten a step, they just reduce Iy and Iz during push off. However, with late cuing, runners adopt a different "strategy": For a short step, they increase horizontal braking impulse and reduce vertical push-off impulse, and when faced with a long step, they fail to make any adjustments in impulse at all. Significantly, this new strategy is not particularly successful, because wl-~reas runners land on 96% of the targets with early cueing, with late cuing they are only 56% successful on long steps and 32% successful on short steps.
Far from being a different strategy, we believe this is exactly what would be expected from an oscillatory system that requires information at particular points in the cycle for successful regulation (Fitch & Turvey, 1978) . With late cuing, the target to land on is cued at the beginning of the stance phase in which the runner launches offtoward the target. This entire stance phase lasts an average of 268 ms, and, assuming a cue reaction time of at least 200 ms, this leaves only the last 68 ms of the stance phase in which to modulate impulse. This is too late to make any adjustments in the braking impulse, and apparently too late to generate additional impulse to lengthen the step. When shortening the step, runners do appear able to reduce horizontal push-off impulse that late in the stance, but the increase in vertical braking impulse here surely must be noise, because the braking phase only lasts 147 ms after the cue--not enough time to respond. (The same general pattern occurs for walking, in which in which the only change in strategy at shorter cuing times is a failure to modulate braking impulse on long steps). The higher success rate with long steps is probably due to the proportionally longer stance phase, giving the runner more time to adjust impulse, and the proportionally longer flight phase, allowing more time to make small midflight corrections in the forward reach of the foot, as noted by Warren et al. (1986, pp. 262-263) .
Thus, with late cuing, runners cannot appropriately regulate impulse and accuracy drops accordingly. We found a similar result in a preliminary experiment that manipulated target viewing time (Warren, 1988a) : To modulate impulse successfully, runners had to have visual information about the target during the stance phase and the preceding flight phase, consistent with the tau-impulse theory. Rather than demonstrating different microstrategies, we believe Patla et al.'s (1989) cuing results are consistent with the tau-impulse theory for running.
Horizontal Impulse
Second, consider the modulation of horizontal as well as vertical impulse reported by Patla et al. (1989) . They found that the ratio of the change in vertical impulse from normal over the change in horizontal impulse from normal, which we will call the impulse ratio, is 1.4 for short steps and 1.6 for long steps. This 40% contribution of horizontal impulse is important because it could undermine tau-impulse theory.
There are a number of methodological differences between the two studies that could account for the divergent results: (a) Patla et al. (1989) examined overground instead of treadmill running; (b) they directly measured dynamics instead of making inferences from kinematics; (c) their data analysis compared changes in impulse per se, whereas our analysis examined the effective change in C produced by changes in impulse; (d) they tested novice runners, whereas we tested experienced long-distance runners; (e) their subjects were tested without warm-up running, whereas our subjects were tested after 10 min of warm up to ensure a stable, energyefficient gait; and (f) their subjects ran at about 3 m/s, whereas our subjects ran at 4 m/s. To examine the first three possibilities, we report the results of a recent unpublished study that happens to be analogous to Patla et al. (1989) in which we also directly measured the dynamics of overground running. 
Method
Subjects. Four experienced male long-distance runners participated. Subjects DM and GS were heel-runners, and subjects JL and PB, both competitive cross-country athletes, were toe-runners.
Apparatus. Ground reaction forces were measured with an AMTI force plate (50 cm x 46 cm) interfaced to a Northstar computer, with a sampling rate of 500 Hz. There was a runup distance of 18 m before the force plate. Four targets were placed on the floor (analogous to Patla et al.'s, 1989, mats) , two runup targets in front of the force plate, one on the plate, and one a variable distance after the plate to induce final changes in step length (1.0, 1.25, 1.5, 1.75, and 2.0 m). The runup targets were placed at 1.25-m intervals in front of the force plate for DM, and at 1.4-m intervals for the other subjects, to oprovide normal step lengths. Targets were 3 cm x 30 cm strips of white tape placed on the gray floor. The range of step length adjustment, about 70% to 140% of normal step length, was similar to Patla et al.'s (1989) range of 70% to 130%. Runup velocity was estimated by the average horizontal velocity over the two steps before the force plate, recorded by two infrared detectors placed 0 m and 2.5 m in front of the plate and connected to a strip chart recorder.
Procedure. Subjects were instructed to land on the targets as accurately as possible, keeping the same comfortable running speed on each trial. The mean speed was 4.2 m/s. A trial consisted of one pass over the targets, after which the subject walked back to the starting position. After 10 min of warmup running in place, each subject did 3 practice trials, and then 10 test trials at each of the five target distances in a random order.
Runup velocity (vo) was measured from the strip chart record with an accuracy of +0.05 m/s. Net horizontal impulse (ly) was determined by integrating the horizontal component of force over time, yielding the net area under the force-time curve (see Figure 1) . The backward ground reaction force during the initial "braking" portion of stance acts to slow the runner down, whereas the forward reaction force during the "push-of£" portion acts to recover the lost speed and propel the runner forward. Any departure from a net horizontal impulse of zero produces a change in the runner's horizontal velocity. Vertical impulse (lz) was determined by integrating the vertical component of force over time and subtracting the subject's weight multiplied by stance duration.
Results
Typical force plate records for step lengths of 1.0, 1.5, and 2.0 m appear in Figure 1 . Qualitatively, with increasing step length one can observe a large increase in vertical impulse, a smaller shift in area from horizontal braking to push-off impulse, and a rightward shift in the distribution of vertical impulse about the braking-push-off transition point (where the Fy curve crosses the zero axis). Note the scale change for force in the bottom panel. We subjected the data to two analyses--a regression analysis and a means analysis similar to that of Patla et al. (1989) Regression analysis. To analyze the effective change in C produced by changes in vertical and horizontal impulse, we computed the distance traveled by the center of mass on each trial as:
For each subject, we then computed the effective change in C from its mean value due to horizontal impulse (ACx,) on each trial by allowing horizontal impulse to vary while holding the other variables constant at their means. We repeated this calculation for the effective change in C due to vertical impulse (AC1) and to runup velocity (ACvo). To determine the amount of variation in C accounted for by each of these variables, we performed linear regressions of&C/, on AC (the total change in C from its mean),/xCI z on AC, and/XCvo on AC. The slopes of these regression lines indicate the contribution of each variable to variation in C. A slope of 0 would indicate no contribution, whereas a slope of 1 would account for 100% of the variation; because Cis completely determined by these three variables, the sum of their slopes is equal to 1.
The resulting regression slopes and corresponding correlations appear in Table 1 . Overall, the data show that changes in vertical impulse account for nearly 80% of the variation in C (mean r ---.96), changes in horizontal impulse account for only 20% (mean r = .87), and changes in runup velocity are insignificant (mean r = .06). This represents a larger contribution of horizontal impulse than the 1% found by Warren et al. (1986) in treadmill running, but only half as large as the 40% reported by Patla et al. (1989) . Thus, the relative contribution of vertical and horizontal impulse to step length is equal to 4.0. However, it is conceivable that the means analysis performed by Patla et al. (1989) might yield different results, so we also analyzed the present data using their method.
Means analysis.
Mean values for gait parameters at each target distance appear in Table 2 . Rather than computing the impulse ratio from these group means, we did so for each subject by calculating the impulse ratios for adjacent targets (1.0 vs. 1.25 m, 1.25 vs. 1.50 m, etc.) and taking their means (see Table 1 ). The overall mean ratio was 3.0--twice as large as that found by Patla et al. (1989) . There was no statistical difference between the mean impulse ratio of 2.7 for short steps (1.0 vs. 1.5 and 1.25 vs. 1.5 m) and 3.1 for long steps (1.5 vs. 1.75 m and 1.5 vs. 2.0 m), t(3) = 1.15, n.s.
However, it is misleading to compare changes in vertical and horizontal impulse directly in this way, as Patla et al. (1989) did. What is important for the theory is the effective change in step length produced by a change in horizontal or vertical impulse, because a given change in vertical impulse has a larger effect on step length than an equivalent change in horizontal impulse. We computed this factor for each subject by substituting subject means for the variables in Equation 3, calculating the ACs obtained with equivalent changes in Iy and in/~, and taking their ratio (see Table 1 ). For the ranges of values observed here, the mean factor across subjects was 1.3, indicating that a given change in vertical impulse produced a change in C that was 1.3 times larger than that produced by the same change in horizontal impulse.
The product of this factor and the impulse ratio of 3.0 yields the relative contribution of vertical and horizontal impulses to step length, which is equal to 4.0, the same as that found in our regression analysis. Multiplying Patla et al.'s (1989) mean impulse ratio of 1.5 by this factor yields a value of 2.0, equivalent to a 33 % contribution of horizontal impulse to the effective change in C. This is a smaller effect of horizontal impulse than they claim, but still larger than we find in the present experiment.
How are changes in impulse produced? Because I = Ft, vertical impulse could be modulated either by varying the force applied during stance or varying the stance time over which force is applied. We assessed the relative contribution of mean force and stance time by the regression method described earlier. The results appear in Table 3 . Overall, changes in mean force accounted for 61% of the variation in vertical impulse (mean r = .89), and changes in stance time accounted for 39% of the variation (mean r = .77). It appears that force and stance time function together to determine vertical impulse, suggesting that the higher order variable of impulse is indeed the regulated parameter. This is consistent with the findings of Patla et al. (1989) .
Discussion
Based on the results of this study, we stand by our claim that runners primarily control step length by modulating the parameter of vertical impulse. We found that changes in vertical impulse account for 80% of the variation in C. However, as Patla et al. (1989) report, in contrast to Warren et al. (1986) , we also found that horizontal impulse makes a small but systematic contribution, accounting for about 20% of the variation in C.
We suspect this reflects a difference between treadmill and overground running. The only physical difference between the two conditions is in the frame of reference for forward progression. But the treadmill appears to encourage runners to "bounce" up and down while the belt turns beneath them by adjusting vertical impulse alone, perhaps, as Patla et al. (1989) suggest, minimizing changes in horizontal impulse to stay in position on the belt. This finding has important implications for the use of treadmills in laboratory studies of running.
It is puzzling, however, that under highly similar conditions of overground running on a force plate, we found that hori- Note. w = weight, h = height, vo = runup velocity, Iy = horizontal impulse, Iz = vertical impulse, AC = change in distance traveled by the center of mass. zontal impulse accounts for only 20% of the variation in C, whereas Patla et al. (1989) found that it accounts for about 33% (once adjusted by our factor). We suspect that this remaining discrepancy is due to the other three methodological differences. It is not unlikely that novice runners traveling at slower speeds with no warm up would make less efficient and consistent adjustments than their experienced counterparts, yielding larger variations in horizontal impulse. This explanation is supported by some apparent inconsistencies in Patla et al.'s (1989) data, such as the large intersubject variability in the impulse ratio (which ranged from 0.06 to 117.25 in their experiment, and only 1.7 to 3.7 in ours for the comparable short and long steps), and the anomalous vertical braking impulse with short steps in the late cue condition.
However, it remains to account for the 20% contribution of horizontal impulse in our own data and its implications for the tau-impulse theory. We suggest that the small variation in horizontal impulse could be a biomechanical consequence of the primary modulation of vertical impulse, as follows. Evidence indicates that a running stance has two phases: (a) a so-called "passive" weight-acceptance phase during which the body decelerates, there is preactivity without muscle shortening, and elastic energy is stored in the tendons, and (b) an "active" phase during which there is active muscle contraction and the return of elastic energy (Alexander, 1984; Cavagna, Heglund, & Taylor, 1977; Taylor, 1979) . It is largely during the latter phase that active modulation of impulse could occur. First, if the runner increases impulse in the active phase to take a longer step, we would expect a coupled increase in both vertical and horizontal push-off impulse due to the position of the center of mass ahead of the foot. Second, this larger impulse may be generated by increasing leg flexion during stance, prolonging the weight-acceptance phase and delaying the active application of impulse, which would result in a reduced braking impulse and a proportionally earlier transition. Effectively, the runner kicks harder and later, producing a rightward shift in the impulse curve about the transition point (see Figure 1) . Conversely, if the runner decreases impulse in the active phase to take a short step, we would expect a coupled decrease in vertical and horizontal push-off impulse and a proportionally later transition.
There is some evidence for this story. First, the mean correlation between vertical and horizontal impulse in this study was r = .76 (Table 3) , indicating a strong coupling between them. This also suggests that a higher order global impulse parameter is being regulated. Second, the early cue conditions in Patla et al.'s (1989) Table 5 fit the expected pattern: A long step is accompanied by a coupled increase in push-off Iy and Iz, a coupled decrease in braking ly and Iz, and an earlier transition (46%), whereas a short step is accompanied by a coupled decrease in push-offly and Iz and a later transition (56%). This interpretation is further supported by the EMG data of Patla, Armstrong, and Silveira (in press, Figures 5b and 7b), which show an increase and rightward shift of muscle activity in leg extensors during the last half of the stance phase when increasing step length.
Thus, the runner could be using Atau to regulate a global impulse parameter that primarily affects vertical impulse but is biomechanically coupled to horizontal impulse. The relation between vertical impulse and step length is preserved to a large extent (80%), and because the coupling between vertical and horizontal impulse is constant, the remaining 20% could be compensated for by adding appEopriate empirical constants into Equation 2. In summary, it seems that nature is only a bit more complicated than Warren et al. (1986) thought. Based on the present data, we believe that the tauimpulse theory emerges relatively unscathed.
