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a b s t r a c t
In this paper, we develop a B-spline collocationmethod using artificial viscosity for solving
singularly-perturbed equations given by
u′′(x)+ a(x)u′(x)+ b(x)u(x) = f (x), a(x) ≥ a∗ > 0, b(x) ≥ b∗ > 0,
u(0) = α, u(1) = β. (0.1)
We use the artificial viscosity to capture the exponential features of the exact solution on
a uniform mesh and use B-spline collocation method which leads to a tridiagonal linear
system. The convergence analysis is given and the method is shown to have uniform
convergence of second order. The design of artificial viscosity parameter is confirmed to
be a crucial ingredient for simulating the solution of the problem. Known test problems
have been studied to demonstrate the accuracy of the method. Numerical results show
the behaviour of the method with emphasis on treatment of boundary conditions. Results
shown by the method are found to be in good agreement with the exact solution.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In the field of singularly-perturbed differential equation, the computation of its solution has been a great challenge and is
of great importance due to the versatility of such equations in themathematicalmodelling of processes in various application
fields. They provide the best simulation of observed phenomena and hence the numerical approximation of such equations
has been of growing interest.
We consider the following class of singularly-perturbed two-point boundary value problems
Lεu ≡ u′′(x)+ a(x)u′(x)+ b(x)u(x) = f (x), where 0 < x < 1, (1.1)
subject to
u(0) = α, u(1) = β, α, β ∈ R, (1.2)
where ε is a small positive parameter and a(x), b(x) and f (x) are sufficiently smooth functions with a(x) ≥ a∗ > 0, b(x) ≥
b∗ > 0. This class of problems possesses boundary layers i.e. regions of rapid change in the solution near the end points or
the solution experiences the global phenomenon of rapid oscillation throughout the entire interval. They are also important
in many branches of engineering and applied science. They find their application in fluid mechanics, quantum mechanics,
optimal control, chemical-reactor theory, aerodynamics, reaction–diffusion process, geophysics etc. There are awide class of
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asymptotic expansion methods available for solving the above type problems. But there can be difficulties in applying these
asymptotic expansionmethods, such as finding the appropriate asymptotic expansions in the inner and outer regions, which
are not routine exercises but require skill, insight and experimentations. The numerical treatment of singularly-perturbed
problems present some major computational difficulties and in recent years a large number of special-purpose methods
have been proposed to provide accurate numerical solutions. The presence of the singular-perturbation parameter ε leads to
occurrences of wild oscillations in the computed solutions using classical finite differences and finite elementmethods with
piecewise polynomial basis functions. Therefore, in order to overcome these drawbacks associated with classical methods,
we have used a third approach namely B-spline collocation method using artificial viscosity. In this method, we replace
the perturbation parameter ε affecting the highest derivative by artificial viscosity η(x, ε). The artificial viscosity is then
determined using the fact that the truncation error of the corresponding scheme is zero for the boundary layerwith constant
coefficients.
This type of problem has been intensively studied analytically [1–3] and it is known that its solution generally has a
multiscale character; i.e. it features regions called ‘‘boundary layers’’ where the solution varies rapidly. Away from the
boundary layers, the solution is approximately determined by neglecting the εu′′ term in (1.1) and perhaps one or both
of the boundary conditions (1.2). Flaherty and Mathon [4] gave the concept of polynomial and tension splines. Aziz and
Jain [5] analyzed the problem using adaptive splines. Surla and Stojanovic [6] have proposed a spline in tension method for
the singularly-perturbed boundary value problem. Kadalbajoo and Patidar [18] used spline in compression to tackle such
problems. There are, however, several finite differencemethods [7,8] andmethods based on singular-perturbation theory [9]
that do not require h/ε, to be small. Many authors [10–12,19] used finite element techniques to tackle such problems. Sakai
and Usmani [13] gave a new concept of B-spline in terms of hyperbolic and trigonometric splines which are different from
the earlier ones. They have shown that the hyperbolic and trigonometric B-splines are characterized by a convolution of
some special exponential functions and a characteristic function on the interval [0,1].
The paper is organized as follows. In Section 2, we have given a brief description of the derivation for the B-spline
collocationmethod. The artificial viscosity parameterwhich is a crucial ingredient for simulating the solution of the problem,
has been designed in Section 3. In Section 4, stability has been discussed and in Section 5, we derive uniform convergence of
the B-spline collocationmethod. In Section 6, numerical results and graphs with discussions are presented and comparisons
are made with other solutions. Finally, a summary of the main conclusions is given at the end of the paper in Section 7.
2. Description of the B-spline collocation method
In this section,we formulate the highly accurate B-spline collocationmethod for the two-point boundary value problems.
For this purpose, we redefine the problem by introducing the artificial viscosity, which will be determined later. We rewrite
problem (1.1) as
η(x, ε)u′′(x)+ a(x)u′(x)+ b(x)u(x) = f (x), where 0 < x < 1, (2.1)
with boundary conditions
u(0) = α, u(1) = β, α, β ∈ R, (2.2)
where the coefficients a(x), b(x) and f (x) are sufficiently smooth functions with a(x) ≥ a∗ > 0, b(x) ≥ b∗ > 0. The
approximate solution of the problem (2.1) and (2.2) is obtained by using B-spline collocation method as described below.
We define L2[0, 1] as a vector space of all the square integrable functions on [0, 1] and let X be the linear subspace of
L2[0, 1]. We divide the finite interval [0, 1] into N sub-intervals by the set of N + 1 nodal points xi, i = (0, 1, . . . ,N) and
∆x = h = xi+1 − xi, where h is the piecewise uniform spacing. The cubic B-splines are constructed for the partition Π of
equally spaced nodes using four fictitious nodes (x−2, x−1, xN+1, xN+2) such that (Π : x−2 < x−1 < 0 = x0 < x1 < · · · <
xN−1 < xN = 1 < xN+1 < xN+2). The cubic B-splines are defined by
Bi(x) = ∆
4Fx(xi−1)
h3
, (2.3)
where
Fx(xi) = (xi − x)3+ =
{
(xi − x)3, when x ≤ xi
0, when xi ≤ x,
which on simplification gives
Bi(x) =

(xi+2 − x)3
h3
, if x ∈ [xi+1, xi+2]
(xi+2 − x)3 − 4(xi+1 − x)3
h3
, if x ∈ [xi, xi+1]
(xi+2 − x)3 − 4(xi+1 − x)3 + 6(xi − x)3
h3
, if x ∈ [xi−1, xi]
(xi+2 − x)3 − 4(xi+1 − x)3 + 6(xi − x)3 − 4(xi−1 − x)3
h3
, if x ∈ [xi−2, xi−1]
0, otherwise.
(2.4)
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LetΩ = {B−1, B0, . . . , BN+1} and let B3(Π) = span Ω . Since each Bi is piecewise cubic and is non-zero over four consecutive
sub-intervals and vanishes otherwise, each sub-interval [xi, xi+1] contains fragments of four cubic B-splines. The functions
Ω are linearly independent on [0, 1], thus B3(Π) is (N+3) dimensional (see [14]). Each basis function is twice continuously
differentiable and using splines (2.4), the nodal values and its derivatives at the nodes x, can be given by
Bi(xj) =
{4, if i = j
1, if i− j = ±1
0, if i− j = ±2.
(2.5)
Similarly one can show that
B′i(xj) =

0, if i = j
±3
h
, if i− j = ±1
0, if i− j = ±2
(2.6)
and
B′′i (xj) =

−12
h2
, if i = j
6
h2
, if i− j = ±1
0, if i− j = ±2.
(2.7)
Let Lε be a linear operator whose domain is in X and whose range is also in X . LetΩ be a linearly independent subset of
X . We seek the approximation U(x) ∈ B3(Π) to the solution u(x), which uses these cubic B-splines
U(x) =
N+1∑
i=−1
γiBi(x), (2.8)
where the γi’s are unknown scalars referred to as degrees of freedom. We determine the degrees of freedom γi’s and thus
the approximation to the solution of the BVP, by enforcing U(x) to satisfy the conditions:
LεU(xi) = f (xi), 0 ≤ i ≤ N, (2.9)
and
U(x0) = α, U(xN) = β. (2.10)
Substituting approximation (2.8) in the above equation, with some manipulation, leads to
(6ηi − 3aih+ bih2)γi−1 + (−12ηi + 4bih2)γi + (6ηi + 3aih+ bih2)γi+1 = h2fi, 0 ≤ i ≤ N, (2.11)
where η(xi) = ηi, a(xi) = ai, b(xi) = bi and f (xi) = fi. The given boundary conditions become
γ−1 + 4γ0 + γ1 = α (2.12)
and
γN−1 + 4γN + γN+1 = β. (2.13)
Eqs. (2.11) give a system of N + 1 equations with N + 3 unknowns ΓN = (γ−1, γ0, . . . , γN+1). The two boundary conditions
(2.12) and (2.13) together with N+1 equations are then sufficient to solve for unknowns ΓN . Now eliminating γ−1 from the
first equation of (2.11) and (2.12) and similarly γN+1 from the last equation of (2.11) and (2.13), we have
(−36η0 + 12a0h)γ0 + (6ha0)γ1 = f0h2 − α(6η0 − 3a0h+ b0h2) (2.14)
and
(−6haN)γN−1 + (−36ηN − 12aNh)γN = fNh2 − β(6ηN + 3aNh+ bNh2). (2.15)
Thematrix problemassociatedwith Eq. (2.11) is a tridiagonal algebraic systemand the solution of this tridiagonal systemcan
be easily obtained by using an efficient and stablemethod called ‘‘Discrete Invariant Imbedding’’. The three-term recurrence
relationship for the spline approximation can be written as
Aiγi+1 − Biγi + Ciγi−1 = Di, i = 1, 2, . . . ,N − 1, (2.16)
where
Ai = (6ηi + 3aih+ bih2), Bi = (12ηi − 4bih2),
Ci = (6ηi − 3aih+ bih2), Di = h2fi.
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We seek a difference relation of the form
γi = Wiγi+1 + Ti, (2.17)
whereWi, Ti corresponding toW (xi) and T (xi) are to be determined. By using relation (2.17) in (2.16), we find the recurrence
relations forWi, Ti, i = 1, 2, . . . ,N − 1,
Wi = AiBi − CiWi−1 (2.18)
and
Ti = CiTi−1 − DiBi − CiWi−1 . (2.19)
To start the iteration process of the above recurrence relation, initial values ofW0, T0 can be obtained from Eq. (2.14). With
these initial values, we compute sequentiallyWi, Ti for i = 1, 2, . . . ,N−1 fromEqs. (2.18) and (2.19) in the forward process
and then obtain γi in the backward process from Eq. (2.17) using γN = TN .
3. Design of the artificial viscosity
On each interval [xi, xi+1], the spline U(x) is a cubic polynomial, U(x) ∈ C2[0, 1]; therefore analogous to [15], the cubic
spline can be written in the form
U(x) = Si(x) = (xi+1 − x)
3
6h
Mi + (x− xi)
3
6h
Mi+1 +
(
Ui − h
2Mi
6
)(
xi+1 − x
h
)
+
(
Ui+1 − h
2Mi+1
6
)(
x− xi
h
)
, (3.1)
where
h = xi+1 − xi, U(xi) = Ui, Mi = S ′′i (xi), i = 0(1)N.
We find,
S ′i (x
+
i ) = −
h
3
Mi − h6Mi+1 +
Ui+1 − Ui
h
∀ i = 0, 1, . . . ,N − 1 (3.2)
and
S ′i−1(x
−
i ) =
h
3
Mi + h6Mi−1 +
Ui − Ui−1
h
∀ i = 1, 2, . . . ,N. (3.3)
For Eq. (2.1), the spline approximation with (3.2) and (3.3) can now be written as(
ηi − h3ai
)
Mi − h6aiMi+1 = fi − biUi −
ai
h
(Ui+1 − Ui) ∀ i = 0, 1, . . . ,N − 1 (3.4)
and
h
6
aiMi−1 +
(
ηi + h3ai
)
Mi = fi − biUi − aih (Ui − Ui−1) ∀ i = 1, 2, . . . ,N. (3.5)
It is easy to verify from Eqs. (3.4) and (3.5) that the expressions forMi−1 andMi+1 can be obtained as
Mi−1 = 1ci
[(
fi−1 + h3ηi aifi−1 +
h
6ηi
ai−1fi
)
− Ui−1
(
bi−1 + h3ηi aibi−1 −
ai−1
h
− aiai−1
2ηi
)
− Ui
(
ai−1
h
+ aiai−1
2ηi
+ h
6ηi
ai−1bi
)]
(3.6)
and
Mi+1 = 1di
[(
fi+1 − h3ηi aifi+1 −
h
6ηi
ai+1fi
)
− Ui+1
(
bi+1 − h3ηi aibi+1 +
ai+1
h
− aiai+1
2ηi
)
+ Ui
(
ai+1
h
− aiai+1
2ηi
+ h
6ηi
ai+1bi
)]
(3.7)
where
ci = ηi−1 − h3ai−1 +
hηi−1
3ηi
ai − h
2
12ηi
aiai−1, di = ηi+1 − hηi+13ηi ai +
h
3
ai+1 − h
2
12ηi
aiai+1. (3.8)
Case 1. When a(x) ≡ 0.
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The following lemma gives the properties of the exact solution which are important for the proof.
Lemma 1 (See [16]). Let u(x) ∈ C4[0, 1]. Let b′(0) = b′(1) = 0. Then the solution of problem (1.1) and (1.2) has the form
u(x) = v(x)+ w(x)+ g(x), (3.9)
where
v(x) = q0 exp(−x(b(0)/− ε)1/2), w(x) = q1 exp(−(1− x)(b(1)/− ε)1/2), (3.10)
q0 and q1 are bounded functions of ε independent of x and
|g(i)(x)| ≤ N(1+ ε1−i/2), i = 0(1)4. (3.11)
N is a constant independent of ε.
By using the fact U(x) ∈ C2[0, 1], Eq. (2.1) and eliminatingMi−1,Mi,Mi+1 we obtain a finite difference scheme
Rhui = Qhfi, i = 1(1)N − 1, (3.12)
where
Rhui = r−i ui−1 + rci ui + r+i ui+1, (3.13)
Qhfi = q−i fi−1 + qci fi + q+i fi+1, (3.14)
u0 = α, uN = β, (3.15)
r±i =
1
h
(
1+ h
2bi±1
6η±i
)
, rci = −
2
h
(
1− h
2bi
3ηci
)
, q±i =
h2
6η±i
, qci =
2h2
3ηci
(3.16)
where η±i = ηi±1, ηci = ηi.
Now, the local truncation of scheme (3.12) is defined by
(Th)i(φ) = Rh(φi)− Qh(Lεφ)i, (3.17)
where, φ(x) is a sufficiently smooth function. The truncation error for the boundary layer functions should be zero when
b(x) = b = constant. We define a fitting factor in the following way:
pi(ρ) = h
2bi+1
6η+i
= h
2bi−1
6η−i
= h
2bi
6ηci
, (3.18)
where pi(ρ) (with ρ at xi is given by ρi = √bi/ε) is to be determined. The conditions (Th)i(v) = 0, (Th)i(w) = 0, when
imposed for b(x) = b = constant give
pi(ρ) = 1− cos(ρh)
2+ cos(ρh) . (3.19)
Therefore, we define the artificial viscosity as
ηi = h
2bi
6pi(ρi)
, (3.20)
where pi(ρi) = 1−cos(ρih)2+cos(ρih) .
It is clear that
0 ≤ ηi ≤ Mh2 ⇒ |ηi − ε| ≤ Mh2, when ε ≤ Ch2,
where C and M are positive constants throughout the paper, which may take different values in different
equations/inequalities but are always independent of h and ε. Now, for the other case, we have
ηi − ε = −h
2bi
6
+ ε
(
h2ρ2i /2
1− cos(ρih) − 1
)
⇒ |ηi − ε| ≤ Mh2, when Ch2 ≤ ε.
Hence, ηi approximates ε with the error O(h2)
|ηi − ε| ≤ Mh2. (3.21)
Case 2. When b(x) ≡ 0.
In this case, we use the following lemma that gives the properties of the exact solutionwhich are important for the proof.
Lemma 2 (See [16]). Let a(x), f (x) ∈ C3[0, 1]. Then the solution of problem (1.1) and (1.2) has the form
u(x) = v(x)+ g(x), (3.22)
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where
v(x) =
(
−ε u
′(o)
a(0)
)
exp
(
−a(0)x
ε
)
and |g(i)(x)| ≤ N
[
1+ ε1−i exp
(
−δx
ε
)]
,
where i = 0(1)4, δ = a4 , 0 < a∗ ≤ a(x) for all x and N is a constant independent of h and ε.
Similarly, here we obtain a finite difference scheme
Rhui = Qhfi, i = 1(1)N − 1, (3.23)
where
Rhui = r−i ui−1 + rci ui + r+i ui+1, (3.24)
Qhfi = q−i fi−1 + qci fi + q+i fi+1, (3.25)
u0 = α, uN = β, (3.26)
r+i =
1
h
(
1+ hµ
c
i
3ki+1
+ hµ
+
i
6ki+1
+ h
2µciµ
+
i
12ki+1
)
, r−i =
1
h
(
1− hµ
c
i
3ki
− hµ
−
i
6ki
+ h
2µciµ
−
i
12ki
)
,
rci = −
2
h
(
1− hµ
−
i
12ki
− hµ
c
i
6ki
+ hµ
+
i
12ki+1
+ hµ
c
i
6ki+1
+ h
2µciµ
−
i
24ki
+ h
2µciµ
+
i
24ki+1
)
,
q+i =
h
6ki+1η+i
, q−i =
h
6kiη−i
, qci =
(
h
3kiηci
+ h
3ki+1ηci
+ h
2µ+i
12ki+1ηci
− h
2µ−i
12kiηci
)
, (3.27)
where µi = aiηi , µ±i = µi±1, µci = µi, η±i = ηi±1, ηci = ηi and ki = 1− h3µ−i + h3µci − h
2
12µ
c
iµ
−
i .
The truncation error for the boundary layer functions should be zero when a(x) = a = constant. Therefore along parallel
lines, we define the artificial viscosity as
ηi = hai2 coth
(
hai
2ε
)
. (3.28)
It is clear that
0 ≤ ηi ≤ Mh⇒ |ηi − ε| ≤ Mh, when ε ≤ Ch.
Now, for the other case using x coth x = 1+ x2/3+ O(x4), we have
ηi − ε = ε
[
hai
2ε
coth
(
hai
2ε
)
− 1
]
⇒ |ηi − ε| ≤ Mh, when Ch ≤ ε.
Hence, ηi approximates ε with the error O(h)
|ηi − ε| ≤ Mh. (3.29)
4. Stability
We will now show that the method is computationally stable. By stability we mean that the effect of an error made in
one stage of calculation is not propagated into larger errors at latter stages of computation. In other words, local errors are
not magnified by further computation. Let us now examine the recurrence relation given by (2.16). Suppose a small error τi,
has been made in the calculation ofWi, then we have
W˜i = Wi + τi, (4.1)
and we are actually calculating
W˜i = Ai
Bi − CiW˜i−1
. (4.2)
From Eqs. (2.18) and (4.2), we have
τi = AiBi − Ci(Wi−1 + τi−1) −
Ai
Bi − CiWi−1
= AiCiτi−1[Bi − Ci(Wi−1 + τi−1)]−1[Bi − CiWi−1]−1
= W 2i
Ci
Ai
τi−1, (4.3)
under the assumption that initially the error is small.
Then from the definitions of Ai, Bi and Ci with the assumption that a(x) > 0, b(x) > 0 it can be shown that |Bi| > |Ai+Ci|,
∀ i = 1, 2, . . . ,N − 1. In both the cases, from the initial condition ofW0, it is clear that | W0| < 1. From Eq. (2.18)
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W1 = A1B1 − C1W0
⇒ |W1| < 1, since |W0| < 1.
Successively it follows that |Wi| < 1 for i = 0, 1, . . . ,N − 1. Then it follows from Eq. (4.3) that
|τi| = |Wi|2 |Ci||Ai| |τi−1|
< |τi−1|. (4.4)
Suppose a small error τ˜i has been made in the calculation of Ti, then we have
T˜i = Ti + τ˜i. (4.5)
Similar arguments give
τ˜i = Wi CiAi τ˜i−1. (4.6)
Making use of the condition |Wi| < 1 for i = 0, 1, . . . ,N − 1; it follows that
|˜τi| = |Wi| |Ci||Ai| |˜τi−1| (4.7)
< |˜τi−1| (4.8)
and thus the recurrence relations (2.18) and (2.19) are stable. Hence, we conclude that the discrete invariant imbedding
algorithm is computationally stable. Finally, the convergence of the discrete invariant imbedding algorithm is ensured by
the condition | Wi| < 1 ∀ i = 0, 1, . . . ,N − 1.
5. Proof of the uniform convergence
The following lemma gives the properties of the B-splines which are important for the proof.
Lemma 3. The B-splines set Ω = {B−1, B0, . . . , BN+1} defined in Eq. (2.4), satisfy the inequality
N+1∑
i=−1
|Bi(x)| ≤ 10, 0 ≤ x ≤ 1. (5.1)
Proof. We have,∣∣∣∣∣N+1∑
i=−1
Bi(x)
∣∣∣∣∣ ≤ N+1∑
i=−1
|Bi(x)|.
For any nodal value xi,we have
N+1∑
i=−1
|Bi(x)| = |Bi−1(x)| + |Bi(x)| + |Bi+1(x)| = 6 < 10.
Also we have
|Bi(x)| ≤ 4, and |Bi+1(x)| ≤ 4, for x ∈ [xi, xi+1].
Similarly
|Bi−1(x)| ≤ 1, and |Bi+2(x)| ≤ 1, for x ∈ [xi, xi+1].
Thus for any point x ∈ [xi, xi+1]we have
N+1∑
i=−1
|Bi(x)| = |Bi−1(x)| + |Bi(x)| + |Bi+1(x)| + |Bi+2(x)| ≤ 10.
This completes the lemma. 
Theorem 4. The collocation approximation U(x) from the space B3(Π) to the solution u(x) of the boundary value problem (1.1)
and (1.2) exists. Further, if f ∈ C2[0, 1], then
‖u(x)− U(x)‖∞ ≤ Mh2 (5.2)
for h sufficiently small and M is a positive constant (independent of ε).
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Proof. We estimate the error using the triangle inequality
‖u(x)− U(x)‖ ≤ ‖u(x)− Sn(x)‖ + ‖Sn(x)− U(x)‖ (5.3)
where Sn is a unique spline from B3(Π) interpolating the solution u(x) of our boundary value problem (1.1) and (1.2). If
f (x) ∈ C2[0, 1] and u(x) ∈ C4[0, 1] then it follows from the De Boor–Hall error estimates [14] that
‖Di(u(x)− Sn(x))‖ ≤ mih4−i, i = 0, 1, 2 (5.4)
wherem′is are independent of h and N . Let Sn(x) ∈ B3(Π), then
Sn(x) =
N+1∑
i=−1
λiBi(x). (5.5)
It is immediate from estimate (5.4) that
|LU(xi)− LSn(xi)| ≤ mh2, (5.6)
wherem = [εm2+ (m0‖b(x)‖∞+Mm2)h2] for Case 1 andm = [εm2+ (m1‖a(x)‖∞+Mm2)h] for Case 2. Now collocating
conditions are LU(xi) = Lu(xi) = f (xi). Also let LSn(xi) = f̂n(xi) ∀ i = 0, 1, . . . ,N . Using the recurrence relationship (2.16)
the ith co-ordinate of L(U(xi)− Sn(xi)) can be written as
(−36η0 + 12ha0)δ0 + (6ha0)δ1 = ξ0, (5.7)
(6ηi − 3aih+ bih2)δi−1 + (−12ηi + 4bih2)δi + (6ηi + 3aih+ bih2)δi+1 = ξi, i = 1(1)N − 1, (5.8)
(−6haN)δN−1 + (−36ηN − 12haN)δN = ξN , (5.9)
where
ξi = h2[f (xi)− f̂n(xi)], ∀i = 0, 1, . . . ,N (5.10)
and
δi = γi − λi, ∀i = −1, 0, . . . ,N + 1. (5.11)
It is evident from inequality (5.6) that
|ξi| = h2|f (xi)− f̂n(xi)| ≤ mh4. (5.12)
We define ξ = max1≤x≤N−1 |ξi|, ei = |δi| and e˜ = max1≤x≤N−1 |ei|. Now Eq. (5.8) becomes
(−12ηi + 4bih2)δi = ξi − (6ηi + bih2)(δi−1 + δi+1)+ (3aih)(δi−1 − δi+1), i = 1(1)N − 1. (5.13)
Using the condition 0 < a∗ ≤ a(x), 0 < b∗ ≤ b(x) and taking absolute values with sufficiently small hwe have
(6a∗h+ 2b∗h2 − 24‖η(x)‖∞)˜e ≤ ξ ≤ mh4, (5.14)
which on simplification gives
⇒ e˜ ≤ mh
4
(6a∗h+ 2b∗h2 − 24‖η(x)‖∞) . (5.15)
Similarly we can calculate
e0 ≤ mh
4
36‖η(x)‖∞ , eN ≤
mh4
36‖η(x)‖∞ when a(x) ≡ 0, (5.16)
e0 ≤ λh
4
(a∗h− 3‖η(x)‖∞) , eN ≤
λh4
(a∗h+ 3‖η(x)‖∞) when b(x) ≡ 0, (5.17)
where λ = m(a∗h−2‖η(x)‖∞)12(ha∗−4‖η(x)‖∞) . Now e−1 and eN+1 can be evaluated using the boundary conditions given by Eqs. (2.12) and
(2.13) for a(x) ≡ 0 as
e−1 ≤
(
m
36‖η(x)‖∞ +
m
2b∗h2 − 24‖η(x)‖∞
)
h4,
eN+1 ≤
(
m
36‖η(x)‖∞ +
m
2b∗h2 − 24‖η(x)‖∞
)
h4. (5.18)
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Similarly for b(x) ≡ 0 we have
e−1 ≤
(
4λ
a∗h− 3‖η(x)‖∞ +
m
6a∗h− 24‖η(x)‖∞
)
h4,
eN+1 ≤
(
4λ
a∗h+ 3‖η(x)‖∞ +
m
6a∗h− 24‖η(x)‖∞
)
h4. (5.19)
Using the values ofm and λ it is easy to see that there exists a constant ω such that
e = max
−1≤x≤N+1
{ei} ≤ ωh2, (5.20)
where ω is independent of h and ε. The above inequality together with Lemma 3 enables us to estimate ‖U(x) − Sn(x)‖∞,
hence ‖u(x)− U(x)‖∞. In particular
U(x)− Sn(x) =
N+1∑
i=−1
(γi − λi)Bi(x),
‖U(x)− Sn(x)‖∞ ≤ 10ωh2. (5.21)
Combining the triangle inequality with the above results, we have
‖u(x)− U(x)‖∞ ≤ Mh2, (5.22)
whereM = 10ω +m0h2. 
6. Numerical results
In this section, we shall present the results of some numerical experiments and compare the actual performance with
the theoretical results for the schemes discussed above. We solved seven problems for various values of ε and N on uniform
meshes.
Example 1. Consider the problem
u′′ +
(
pi2
4
)
u = 0, (6.1)
subject to
u(0) = 0, u(1) = sin
(
pi
2
√

)
.
Its exact solution is given by
u(x) = sin
(
pix
2
√

)
. (6.2)
Example 2. Consider the problem
u′′ + u = 0, (6.3)
subject to
u(0) = 0, u(1) = 1,
which has the exact solution
u(x) = sin(x/
√
)
sin(1/
√
)
. (6.4)
Example 3. Consider the problem
u′′ +
(
3
(1+ x2/ε)2
)
u = x, (6.5)
subject to
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u(0) = 0, u(0.1) = 0.1√
 + 0.01 ,
which has the exact solution
u(x) = x√
x2 +  . (6.6)
Example 4. Consider the problem
u′′ + u′ = 2, (6.7)
subject to
u(0) = 0, u(1) = 1.
Its exact solution is given by
u(x) = 2x− 1− exp(−x/ε)
1− exp(−1/ε) . (6.8)
Example 5. Consider the problem
u′′ + u′ = 1+ 2x, (6.9)
subject to
u(0) = 0, u(1) = 1,
which has the exact solution
u(x) = x(x+ 1− 2ε)+ (2ε − 1) 1− exp(−x/ε)
1− exp(−1/ε) . (6.10)
Example 6. Consider the problem
u′′ +
(
2ε
1+ x +
2
(1+ x)2
)
u′ = f (x), (6.11)
subject to
u(0) = 0, u(1) = 0,
which has the exact solution
u(x) = cos
(
pix
1+ x
)
+ exp(−1/ε)− exp(−2x/(ε(1+ x)))
1− exp(−1/ε) . (6.12)
Example 7. Consider the problem
u′′ + (x+ 1)3u′ = f (x), (6.13)
subject to
u(0) = 2, u(1) = exp(−1/2)+ 1
8
exp(−15/4ε).
Its exact solution is given by
u(x) = exp
(
− x
2
)
+ 1
(1+ x)3 exp
(
− 1
4ε
((1+ x)4 − 1)
)
. (6.14)
Having Ui ≡ UNi (the approximate solution obtained via B-splines) for different values of N and ε, the maximum errors
denoted by EN, ε at all the mesh points are evaluated using the formula
EN, ε = max
0≤i≤N
|u(xi)− Ui|. (6.15)
Further we will tabulate the maximum error for the scheme as
EN = max
0≤ε≤1
EN, ε. (6.16)
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Table 1
Numerical maximum errors (EN, ε) when applied to Example 1 for various values of ε and N , without using artificial viscosity
ε N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 2.170E−05 5.427E−06 1.356E−06 3.392E−07 8.481E−08 2.120E−08 5.301E−09
2−4 8.509E−04 2.141E−04 5.356E−05 1.339E−05 3.348E−06 8.371E−07 2.092E−07
2−8 6.602E−02 1.700E−02 4.308E−03 1.079E−03 2.700E−04 6.752E−05 1.688E−05
2−12 7.658E+00 1.934E+00 1.225E+00 1.691E−01 3.835E−02 9.373E−03 2.330E−03
2−20 9.992E−01 9.993E−01 9.999E−01 9.999E−01 1.077E+00 1.197E+00 1.092E+00
2−25 9.982E−01 1.004E+00 1.062E+00 9.998E−01 1.000E+00 1.000E+00 1.276E+00
2−30 9.995E−01 9.997E−01 9.997E−01 9.999E−01 1.025E+00 9.999E−01 9.999E−01
EN 7.658E+00 1.934E+00 1.225E+00 9.999E−01 1.077E+00 1.197E+00 1.276E+00
Table 2
Numerical maximum errors (EN, ε) when applied to Example 1 for various values of ε and N , using artificial viscosity
ε N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 1.110E−15 5.107E−15 2.042E−14 1.220E−13 2.696E−13 1.259E−12 5.278E−12
2−4 3.996E−15 1.298E−14 3.774E−14 1.575E−13 1.168E−12 3.147E−12 1.303E−11
2−8 1.276E−15 6.078E−15 1.992E−14 5.961E−14 1.961E−13 8.401E−13 5.608E−12
2−12 5.551E−16 4.440E−15 1.032E−14 4.485E−14 1.626E−13 5.117E−13 1.956E−12
2−20 9.214E−15 2.756E−13 2.131E−14 1.622E−13 6.072E−14 5.411E−13 1.107E−12
2−25 1.899E−12 1.881E−12 1.894E−12 1.781E−12 1.932E−12 1.772E−12 4.497E−12
2−30 7.549E−15 7.438E−15 5.218E−15 1.632E−14 5.884E−15 5.773E−15 1.217E−12
EN 1.899E−12 1.881E−12 1.894E−12 1.781E−12 1.932E−12 3.147E−12 1.303E−11
Table 3
Numerical maximum errors (EN, ε) when applied to Example 2 for various values of ε and N , without using artificial viscosity
ε N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 9.358E−04 2.355E−04 5.891E−05 1.472E−05 3.682E−06 9.206E−07 2.301E−07
2−4 1.417E−02 3.536E−03 8.840E−04 2.209E−04 5.524E−05 1.381E−05 3.452E−06
2−8 6.704E+00 4.291E+00 5.728E−01 1.289E−01 3.141E−02 7.808E−03 1.949E−03
2−12 1.240E+00 7.294E+00 2.124E+00 1.301E+00 2.078E−01 4.895E−02 1.210E−02
2−20 6.390E+00 6.302E+00 6.304E+00 6.331E+00 6.307E+00 8.114E+00 7.680E+00
2−25 2.169E+00 2.172E+00 2.173E+00 2.407E+00 2.173E+00 2.173E+00 2.173E+00
2−30 1.343E+00 1.319E+00 1.077E+00 1.100E+00 1.077E+00 1.077E+00 1.077E+00
EN 6.704E+00 7.294E+00 6.304E+00 6.331E+00 6.307E+00 8.114E+00 7.680E+00
Table 4
Numerical maximum errors (EN, ε) when applied to Example 2 for various values of ε and N , using artificial viscosity
ε N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 3.441E−15 1.310E−14 4.352E−14 1.830E−13 1.330E−12 3.300E−12 1.434E−11
2−4 4.884E−15 1.576E−14 5.007E−14 1.709E−13 6.741E−13 4.533E−12 1.306E−11
2−8 1.598E−14 2.220E−14 1.523E−13 5.599E−13 1.707E−12 6.489E−12 2.471E−11
2−12 1.887E−15 8.881E−16 5.218E−15 1.371E−14 6.522E−14 2.196E−13 6.111E−13
2−20 6.217E−15 4.707E−14 1.664E−12 1.287E−13 1.000E−12 2.700E−13 3.412E−12
2−25 4.013E−12 4.015E−12 3.980E−12 4.002E−12 3.776E−12 4.294E−12 4.271E−12
2−30 1.998E−15 8.326E−15 1.473E−14 6.550E−15 2.076E−14 7.827E−15 5.551E−15
EN 4.013E−12 4.015E−12 3.980E−12 4.002E−12 3.776E−12 6.489E−12 2.471E−11
The computed results are displayed in Tables 1–11 for modest values of ε and N . It is observed that the computed results
using artificial viscosity show greater agreement with the exact solution as the mesh size is refined.
In order to show the physical behaviour of the given problem, we give plots (Figs. 1 and 2) of the computed solutions for
different values of ε and N . The efficiency and the accuracy of the artificial viscosity over other schemes can be seen from
the tables. Table 11 shows that the present scheme is more accurate and efficient than classical finite difference schemes.
For the case b(x) ≥ 0, the solution oscillates rapidly with period 2pi√ε/b(x). Finally, if we consider the most general case,
then the scheme involves both the parameters ai, bi and thus the artificial viscosity cannot be obtained explicitly.
The computed solution without using viscosity oscillates in the boundary layer regions for smaller ε. To control these
disturbances, we use artificial viscosity and the results are far better than those without using viscosity.
7. Conclusions
In this paper, we have presented a B-spline collocation method for the numerical solution of a singularly-perturbed
boundary value problem. The scheme is shown to be second-order uniformly convergent and it is also unconditionally
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Table 5
Numerical maximum errors (EN, ε) when applied to Example 3 for various values of ε and N , using artificial viscosity
ε N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 2.209E−07 5.524E−08 1.381E−08 3.453E−09 8.633E−10 2.158E−10 5.409E−11
2−4 5.578E−06 1.398E−06 3.497E−07 8.745E−08 2.186E−08 5.466E−09 1.366E−09
2−5 2.406E−05 6.023E−06 1.506E−06 3.767E−07 9.417E−08 2.354E−08 5.886E−09
2−6 8.689E−05 2.176E−05 5.449E−06 1.362E−06 3.406E−07 8.515E−08 2.128E−08
2−8 6.242E−04 1.569E−04 3.932E−05 9.834E−06 2.458E−06 6.147E−07 1.536E−07
2−10 2.695E−03 7.030E−04 1.764E−04 4.415E−05 1.104E−05 2.760E−06 6.901E−07
2−12 9.765E−03 2.714E−03 7.102E−04 1.784E−04 4.466E−05 1.116E−05 2.792E−06
EN 9.765E−03 2.714E−03 7.102E−04 1.784E−04 4.466E−05 1.116E−05 2.792E−06
Table 6
Numerical maximum errors (EN, ε) when applied to Example 4 for various values of ε and N , without using artificial viscosity
ε N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 1.714E−03 4.269E−04 1.067E−04 2.667E−05 6.668E−06 1.667E−06 4.168E−07
2−4 3.455E−02 7.879E−03 1.929E−03 4.798E−04 1.198E−04 2.994E−05 7.485E−06
2−8 8.102E−01 6.003E−01 3.516E−01 1.353E−01 3.455E−02 7.879E−03 1.929E−03
2−12 7.971E+00 2.115E+00 9.755E−01 8.824E−01 7.778E−01 6.003E−01 3.516E−01
2−20 2.048E+03 5.120E+02 1.280E+02 3.200E+01 8.037E+00 2.161E+00 1.033E+00
2−25 6.554E+04 1.638E+04 4.096E+03 1.024E+03 2.560E+02 6.400E+01 1.602E+01
2−30 2.097E+06 5.243E+05 1.311E+05 3.277E+04 8.192E+03 2.048E+03 5.120E+02
EN 2.097E+06 5.243E+05 1.311E+05 3.277E+04 8.192E+03 2.048E+03 5.120E+02
Table 7
Numerical maximum errors (EN, ε) when applied to Example 4 for various values of ε and N , using artificial viscosity
ε N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 3.331E−16 2.776E−16 2.054E−15 2.609E−15 6.842E−15 4.263E−14 3.286E−14
2−4 3.331E−16 4.441E−16 5.551E−16 1.277E−15 7.550E−15 1.232E−14 1.002E−13
2−8 2.787E−16 4.441E−16 4.441E−16 2.290E−15 1.119E−14 1.806E−14 9.340E−14
2−12 0.000E+00 0.000E+00 0.000E+00 2.442E−15 3.775E−15 8.660E−15 2.043E−14
2−20 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
2−25 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
2−30 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
EN 3.331E−16 4.441E−16 2.054E−15 2.609E−15 1.119E−14 4.263E−14 1.002E−13
Table 8
Numerical maximum errors (EN, ε) when applied to Example 5 for various values of ε and N , without using artificial viscosity
ε N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 8.572E−04 2.135E−04 5.337E−05 1.334E−05 3.334E−06 8.335E−07 2.084E−07
2−4 3.023E−02 6.894E−03 1.688E−03 4.198E−04 1.048E−04 2.620E−05 6.549E−06
2−8 8.039E−01 5.956E−01 3.489E−01 1.343E−01 3.428E−02 7.818E−03 1.914E−03
2−12 7.967E+00 2.114E+00 9.751E−01 8.819E−01 7.774E−01 6.000E−01 3.515E−01
2−20 2.048E+03 5.120E+02 1.280E+02 3.200E+01 8.037E+00 2.161E+00 1.033E+00
2−25 6.554E+04 1.638E+04 4.096E+03 1.024E+03 2.560E+02 6.400E+01 1.602E+01
2−30 2.097E+06 5.243E+05 1.311E+05 3.277E+04 8.192E+03 2.048E+03 5.120E+02
EN 2.097E+06 5.243E+05 1.311E+05 3.277E+04 8.192E+03 2.048E+03 5.120E+02
Table 9
Numerical maximum errors (EN, ε) when applied to Example 5 for various values of ε and N , using artificial viscosity
ε N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 1.083E−03 2.716E−04 6.792E−05 1.699E−05 4.247E−06 1.062E−06 2.654E−07
2−4 7.816E−03 1.978E−03 4.970E−04 1.243E−04 3.109E−05 7.774E−06 1.943E−06
2−8 5.127E−02 2.272E−02 8.130E−03 2.382E−03 6.238E−04 1.579E−04 3.961E−05
2−12 5.814E−02 2.980E−02 1.490E−02 7.267E−03 3.405E−03 1.463E−03 5.235E−04
2−20 5.859E−02 3.027E−02 1.538E−02 7.750E−03 3.889E−03 1.947E−03 9.737E−04
2−25 5.859E−02 3.027E−02 1.538E−02 7.751E−03 3.891E−03 1.949E−03 9.755E−04
2−30 5.859E−02 3.027E−02 1.538E−02 7.751E−03 3.891E−03 1.949E−03 9.756E−04
EN 5.859E−02 3.027E−02 1.538E−02 7.751E−03 3.891E−03 1.949E−03 9.756E−04
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Table 10
Numerical maximum errors (EN, ε) when applied to Example 6 for various values of ε and N , using artificial viscosity
ε N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 2.790E−03 7.153E−04 1.802E−04 4.515E−05 1.129E−05 2.823E−06 7.058E−07
2−3 6.937E−03 1.816E−03 4.618E−04 1.157E−04 2.897E−05 7.245E−06 1.811E−06
2−7 4.817E−03 5.872E−03 6.409E−03 2.304E−03 5.899E−04 1.487E−04 3.725E−05
2−16 5.754E−03 2.974E−03 1.511E−03 7.609E−04 3.814E−04 1.905E−04 9.472E−05
2−20 5.757E−03 2.976E−03 1.512E−03 7.623E−04 3.826E−04 1.917E−04 9.589E−05
2−25 5.757E−03 2.976E−03 1.512E−03 7.624E−04 3.827E−04 1.917E−04 9.596E−05
2−30 5.757E−03 2.976E−03 1.512E−03 7.624E−04 3.827E−04 1.917E−04 9.597E−05
EN 5.757E−03 5.872E−03 1.512E−03 7.624E−04 5.899E−04 1.917E−04 9.597E−05
Table 11
Comparison of maximum errors of the present method with other methods for Example 7 with ε = 10−5
Methods N = 20 N = 40 N = 80 N = 160 N = 320 N = 640 N = 1280
UDM [17] 0.11E−01 0.62E−02 0.36E−02 0.20E−02 0.11E−02 0.26E−02 0.61E−02
MUDM [17] 0.11E−01 0.73E−02 0.43E−02 0.23E−02 0.12E−02 0.62E−03 0.38E−03
Present 1.45E−02 8.44E−03 4.53E−03 2.33E−03 1.17E−03 5.77E−04 2.75E−04
method
UDM:Upwind difference method, MUDM:Modified upwind difference method.
Fig. 1. Exact and numerical solution profiles of (a) Example 2 for ε = 2−12 and N = 128 and (b) Example 3 for ε = 2−20 and N = 512.
Fig. 2. Exact and numerical solution profiles of (a) Example 5 for ε = 2−8 and N = 64 and (b) Example 6 for ε = 2−6 and N = 32.
stable. Example calculations were presented to demonstrate the efficacy of the artificial viscosity scheme. B-splines are
used because they yield results of higher accuracy as compared with those of polynomial interpolation. There lies a scope
for its extension to higher dimensions too.
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