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Abstract 
Various direct human impacts changed the hydro-morphology of the Danube during the last centuries. The aims of the present study 
are (1) to analyze the water regime of the Danube River using the data of Mohács gauging station (1900-2013), and (2) to study the 
channel development (1952-2014) in connection with water regime changes and human impacts at a section near Bogyiszló (upstream 
of Mohács). According to the results the height of low water stages decreased by approx. 136 cm (1.2 cm/year), and new, high  record 
flood stages were measured too. The discharge values appertaining to the same low water stages doubled, thus nowadays almost twice 
as much water flows through the cross-section of the channel at a given stage as at the beginning of the studied period. As the duration 
of low stages increased, the sandbar development intensified, thus the channel became narrower (by 48% at some places) and deeper 
thalweg evolved. Therefore, a smaller cross-section for flood-waves evolved, affecting the height of flood. These changes affect ship-
ping, as due to riverbed incision and decrease of low water stages, the lowest shipping water level has to be set repeatedly at lower 
stages. Besides water extraction from the channel will have difficulties, thus irrigation and industrial cooling water supply will be 
limited in the future. 
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INTRODUCTION 
Direct human impacts on rivers, such as cut-offs of me-
anders, building of revetments and groynes, construc-
tions of dams, water retention or in-channel gravel min-
ing could cause significant alterations in river hydrol-
ogy (Blanka, 2010; Kiss and Andrási, 2011; Cheng et 
al., 2012) and morphology too (Bonacci and Oskoruš, 
2008; Williams and Wolman, 1984; Kiss and Blanka, 
2012; Kiss and Andrási, 2015).  
For the society the most important changes are 
the frequency increase of floods and the decreasing 
level and increasing durability of low water stages. As 
a result of lower water stages, the water extraction (for 
drinking, irrigation or industrial cooling) will be more 
and more difficult, and the shallow riverbed deterio-
rates shipping and the incision might cause damages 
for floodplain ecosystems (Kiss and Andrási , 2015). 
In the Carpathian Basin several rivers are affected by 
similar hydrological changes. For example on the 
Dráva River the level of low stages decreased by 118 
cm in connection with dam constructions during the 
last century, resulting in channel pattern changes 
(Kiss and Andrási, 2011; Kiss and Balogh, 2015). On 
the Maros River water stages decreased by 50 cm in 
the past 20-30 years (Sipos, 2006), whilst on the Her-
nád by 60 cm in the last 50 years (Blanka, 2010), both 
resulting in channel narrowing. 
The Danube is one of the most important commercial 
waterways in Central Europe. However, shipping requires 
significant regulation works, such as construction of revet-
ments and groynes, which alter natural processes in river 
morphology. The changing hydrology (characteristically 
decreasing stages) is also the result of cut-offs of meanders 
in the 19th c., and gravel mining started in the 1970’s (VI-
TUKI, 2007). One of their consequences is that meander de-
velopment terminates (Somogyi, 2001) and the low water 
stages start to decrease gradually, while the frequency of 
record-high floods increases (VITUKI, 2007). Besides sev-
eral dams trap sediment and affect the hydrology (IDCPR, 
2014). The second largest Danubian dam located at Bős–
Gabcikovo (its hydropower plant operates since 1992) is re-
sponsible for higher durability of low stages and incision by 
ca. 1.5 m on the downstream sections of the river (Rákóczi, 
2000; VITUKI, 2007). Due to the incision, the lowest navi-
gable water level had to be set at lower and lower water 
stages, thus it was decreased by 0.9 m between 1970 and 
2004. As a result, on the Hungarian–Croatian section riffles 
and fords inhibit shipping during low-stage periods.  
Nowadays, a current topic in the Hungarian news is 
the planned expansion of the Paks Nuclear Power Plant, 
which needs increased cooling water supply, which could 
only be provided by damming the river downstream of 
Paks [1]. No preliminary impact study has been made on 
the possible consequences on river morphology, water re-
gime or sediment-transport yet, nor is the present channel 
processes known in detail. 
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The aim of the present research is to reveal the long-
term changes in hydrology of the Danube, and in connec-
tion with them to analyze the morphological changes of 
the riverbed, focusing on the development of mid-channel 
bars and islands  
STUDY AREA 
On the Danube regulation works started at the end of 19th 
century. Their main objective was to shorten flood-waves 
and increase their velocity, therefore several meanders 
were cut-off downstream of Budapest. One of the sharpest 
and thus most dangerous bend located near Bogyiszló, 
which played an important role in ice damming, for ex-
ample during the devastating icy flood in 1838. Between 
Dunaföldvár and the Hungarian–Croatian border alto-
gether 32 meanders were cut off, and the channel was al-
most straightened. The final step of regulation works was 
the construction of groynes to support shipping (Ihrig, 
1973). In the 1970’s in-channel gravel mining started 
causing intensive incision and low stages decrease, thus 
shipping became more difficult. The incision made the 
water withdrawal complicated, especially for the Paks 
Nuclear Power Plant, therefore the rate of dredging was 
reduced. However, the increasing duration of low water 
stages is still a problem, in connection with the Bős–
Gabcikovo Dam (VITUKI, 2007). 
In the present study the water stages measured at 
Mohács gauging station (1446.9 fkm) were analyzed and 
the morphological changes of a downstream section of the 
Danube near Bogyiszló (1493–1502 fkm) (Fig. 1). In this 
section the river has 4-5 cm/km gradient, and the channel 
width varies between 450 m and 600 m. The transported 
sediment is very fine-grained, especially made up of fine 
silt and sand (VITUKI, 2007). The studied nearly straight 
section was formed when the meander at Bogyiszló was 
cut off in 1856 to avoid the development of ice-jams (Ih-
rig, 1973). Along the studied section the channel develop-
ment is mainly affected by groynes built since 1935 (Ihrig, 
1973), though the main period of groynes construction 
was in the beginning of the 1950’s. 
 
Fig. 1 Hydrological data are from Mohács gauging station, 
whilst the studied channel section of the Danube is located 
north of Mohács. (source: Google Earth) 
METHODS 
Daily water stages (1890–2013) and discharge values 
(1900–2013) measured at Mohács gauging station were 
analyzed (data source: ADUVIZIG). This huge dataset 
has been divided into ten-year periods (1900-1909, 1910-
1919 etc.) to facilitate analysis. In each period we calcu-
lated the duration of different stages, the number of days 
when low stages (≤315 cm, occurred with a frequency of 
90% in the first decade) were present, and we analyzed 
the water stage – discharge relationship.  
We analyzed the development of the river channel 
near Bogyiszló using maps and aerial photographs repre-
senting the period between 1952 and 2014. The maps and 
aerial photos were geo-referenced, and we digitized the 
banklines, and bars with and without woody vegetation 
using ArcGIS. 
RESULTS  
Hydrological changes of the Danube River at Mohács 
The stage duration curves of the decades show obvious 
decrease of water stages lower than 700 cm (Fig. 2). In the 
first decade (1900-1909), for instance water stages were 
above 315 cm during 90 % of the period, though in the 
last ten years (2000-2009) they were above 179 cm in ac-




Fig. 2 Changes in the duration of water stages 
Obvious change in the duration of flood stages 
cannot be proved, however their extremity (scattering) 
decreased, thus record-high flood stages (>900 cm) be-
came more frequent since the mid-20th century (Fig. 
3). Between 1900 and 1946 annual highest stages were 
more or less similar characterized by some fluctua-
tions. In this period characteristically the annual flood 
stages were between 700 cm and 850 cm, and flood 
level exceeded 900 cm only once (in 1938). However, 
in the second half of the 20 th c. and especially in the 
21st c. quite high flood stages occurred, when flood 
stages exceeded 900 cm more often (in 1954, 1956, 
1965, 1975, 2002, 2006, 2010 and 2013). This does not 
obviously mean that the height of flood stages contin-
uously rises, just their frequency increases. 
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Fig. 3 Changes in the annual flood stages (1900–2013) at 
Mohács gauging station 
Annual low water stages decreased significantly 
during the studied period (Fig. 4). In the first half of the 
20th century (1900-1945) the level of the annual lowest 
stages exceeded 200 cm, their average height was 245 cm. 
Extremely high stages occurred in 1910–1916 and 1936–
1941 when most of the water stages were above 315 cm. 
In the second half of the studied period (1946-2013) the 
level of annual low water stages decreased, thus between 
1946 and 2002 their average height dropped by 84 cm to 
170 cm, and since 2003 their average height decreased 
further to 125 cm. These results show an obvious decrease 
of low water stages, which could be explained by (i) more 
extreme water regime or (ii) by incision of the riverbed.  
 
Fig.4 Level of the annual lowest water stages (1900–2013) 
at Mohács. The red lines represent average values of differ-
ent periods 
The extremity of water regime could be proved by 
changes in the number of days when low water stages 
(≤315 cm) occurred. The duration of low stages within the 
decades increased considerably (Fig. 5). In the first dec-
ades of the 20th century low stages occurred in 7-15 % of 
the decades, however from 1990 until 2013 it increased to 
43-47 %, thus the duration of low stages increased by five 
times (by 20 day/year). This process is in connection with 
the operation of Bős–Gabcikovo Hydroelectric Power 
Plant, which started to function in 1992, or it could also 
be connected to the incision of the riverbed due to groynes 
built in the river.  
Riverbed incision could be indicated by the 
changes of water stage – discharge (H–Q) relationship: 
discharge appertaining to a given water level increases 
in the case of incision, while it decreases in the case of 
aggradation. However, if the height of flood stages in-
crease while discharges stay stable or decrease, it means 
that flood channel becomes narrower (Vágás, 2004). The 
H–Q point-clouds gradually shift upwards (Fig. 6), i.e. 
discharges appertaining to given water stages increase 
considerably. It obviously refers to the incision of the 
riverbed. Discharges appertaining to low water stages 
are gradually increasing, for example, discharges be-
longing to 250-300 cm water stages increased from 900-
950 m3/s to 1700 m3/s in the last almost 110 years. This 
obviously proves the incision of the riverbed, as the 
channel transports almost twice as much water at the 
same water stage. 
In the case of higher water stages, there is no signif-
icant increase or decrease in the relationship between wa-
ter stages and discharges. However, the frequency of rec-
ord-high flood stages shows an increasing trend. The in-
creasing water stages at same discharges can be caused by 
the narrower flood channel. 
 
 




Fig. 6 Relationship between water stages and discharges  
measured at Mohács 
Horizontal changes in the channel of the Danube near 
Bogyiszló 
In the first analysed year (1952) there were only two bars 
(area: 0.046 km2) which developed behind groynes, 
downstream of the mouth of a tributary (Sió River, at 
1496 fkm; Fig. 7). In the following year (1953) more bars 
formed behind the newly built groynes. At the 1500 fkm 
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a large bar evolved (area: 0.22 km2) with some herba-
ceous vegetation. The area of already existing bars in-
creased (to 0.88 km2), and by now their surface was cov-
ered by woody vegetation. In the bend, in the southern-
most part of the study area (1493 fkm) new sand bars 
formed without vegetation. 
The location and area of bars changed considerably un-
til 2000 (Fig. 8). Along the uppermost section (1498–1502 
fkm) islands developed behind each groynes, and they were 
already completely colonized by forests. In the bend along 
the southern section of the study area, the inlet of an oxbow 
lake became closed by a sediment plug and a small island 
became connected to the riverbank. Besides three more bars 
were formed, one of them was covered by herbaceous. In this 
year the total area of the bars and island was 0.4 km2. 
By 2011 the area of bars and islands doubled (0.85 
km2) and they became common along the whole studied 
reach. It could be explained by the increasing duration of 
 
Fig.7 Location of bars (1953) in the studied section of the Danube near Bogyiszló 
 
Fig.8 Location of bars and islands in the study area in 2000 (A) and in 2014 (B) 
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low stages, the drop of their level, and the lack of signifi-
cant flood which could have eroded the material of the is-
lands and bars. The most intensive aggradation was typi-
cal in the bend at the downstream section of the study 
area, as here the area of islands and bars increased from 
0.13 km2 to 0.29 km2 within one year. 
On the last aerial photo (2014) the morphology of 
the reach remained the same as it was in 2011 (Fig. 9). 
The total area of bars and island increased by 0.04 km2 
and the area of woody vegetation increased on the is-
lands north of 1498 fkm. The number of bars decreased 
though their total area increased, probably because the 
bars coalesced and the water level decreased at the time 
of the shots of the aerial photographs (2011: 72 cm, 
2014: 36 cm). 
 
Fig. 9 Changes in total area and vegetation cover of the studied 
section of the Danube between 1952 and 2014 
Reviewing the processes it could be stated that in the 
northern section of the study area (upstream of 1498 fkm) 
bars and islands are spatially permanent features, and they 
have not changed significantly since their formation. In 
contrary, in the southern, downstream section they are 
more changeable, as their material could be eroded and 
transported away easily during floods, and they could co-
alesce during low water stages. The more dynamic for-
mation and development of these forms could be the re-
sulted of the closeness of the thalweg. 
Between 1990 and 2000 the number of bars dou-
bled (from 4 to 10), due to the increased duration and 
frequency of low water stages and the descending water 
level. In the first decade of the 21st c. the number and 
size of wooded islands increased, while the area of bare 
and herb vegetated bar surfaces fluctuated (Fig. 9). This 
could only be explained by the changes in water stages, 
as due to descending water stages the higher surfaces of 
bars become watertight, thus vegetation could colonize 
them, while lower bars still have bare surfaces, as they 
are in the zone of fluctuating water level, thus they de-
velop more dynamically as their material could be trans-
ported away by smaller flood waves. 
As a result of bar formation the width of the chan-
nel decreased considerably. While in the 1950’s the aver-
age channel width was 600 m, in 2014 it became 480 m. 
The most significant narrowing took place at 1500 fkm, 
where the width of the channel decreased from 780 m to 
445 m. 
CONCLUSIONS 
At the lower section of the Hungarian Danube the 
height of low stages decreased by 136 cm (1.2 cm/y) 
during the analyzed period (1900–2013). The duration 
and frequency of low stages increased, and their level 
decreased, thus for example between 1900 and 1909 
water stages exceeded 315 cm in 90 % of the decade, 
whilst between 2000 and 2013 they only exceeded 179 
cm accordingly. On the other hand, the height of yearly 
highest (flood) stages became more scattered, and the 
frequency of record-high flood stages increased. The 
analysis of the relationship between water level and 
discharge values refers to significant changes in water 
regime and in river channel. 
Simultaneously with the water level drop, the 
number of bars quadrupled in the analyzed section of 
the Danube between 1952 and 2000. This process be-
came accelerated in the 1990’s, when low water stages 
(≤315 cm) were measured almost in half (43 %) of the 
decade, while in the 1980’s they occurred only in 33 % 
of the decade. As a result, sediment accumulation be-
gan behind the groynes, and woody vegetation could 
colonize the surface stabilizing the material of bars. 
The duration of low stages continued to increase (48%) 
in the 2000’s, thus the number and area of bars contin-
ued to raise and woody vegetation could spread on their 
surface.  
Development of bars has feedback on water stages 
and on the development of the river channel, as due to 
bars the river channel becomes narrower, which affects 
the height of flood stages and results in intensive riv-
erbed incision. In the study area the average width of 
the channel decreased from 600 m to 480 m, though at 
some places it became narrower by 330 m (by 45%).  
These changes affect shipping, as due to riverbed 
incision and decrease of low water stages, lowest ship-
ping water levels have to be stated at lower and lower 
water stages. On the other hand, drop of characteristic 
water stages affect water management, as water extrac-
tion will face difficulties, thus irrigation and industrial 
cooling water supply will be limited in the future. 
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Abstract 
The availability of remote sensing satellite data at various spatial, temporal and spectral resolutions provides enormous opportunity to 
map the urban sprawl. When coupled with Geographic Information System (GIS) it is possible to evaluate, analyse and integrate large 
data. We need to understand and quantify the urban sprawl on spatial and temporal scales which forms a basis for better planning and 
sustainable management of cities and towns. The city of Ranchi has witnessed unprecedented urban growth after assuming the status 
of a capital of Jharkhand state, India in 2000. The increasing population has put pressure on the natural resources of the city. The urban 
growth has been in a haphazard manner at the cost of agricultural lands, forest land and open green spaces such as park, garden and 
recreational forestry.  
The present study analysed the urban sprawl in Ranchi city, using Landsat data from 1976, 2002 and 2015. The study revealed that the 
annual urban growth rate was 1.76 ha/yr over the period from 1976 to 2002 whereas the annual growth rate was 2 ha/yr over the period 
from 2002 to 2015. The northern side of the city has witnessed more expansion in 2002 when compared with the growth in 1976. 
Increase in urban density was seen at the distances of 3, 4,5,6,7 and 8km between 1976 and 2015 and the rate was higher than 25%.The 
driving factors of the development were infrastructure, educational and business expansion. Thus, spatial analyses of urban sprawl are 
a prerequisite for curbing the unplanned urban growth and ensure sustainable living. 
Keywords: urban sprawl, geospatial, Landsat, Ranchi, urbanization 
INTRODUCTION 
The ever increasing population has led to the rise in un-
planned urban growth in the suburbs of the city which is 
usually termed as urban sprawl (Theobald, 2001; Bugli-
arello, 2003). Urban growth on one hand is an indicator of 
economic, social and political growth whereas, on the 
other hand it is at the cost of forests, agriculture lands, or-
chards and greenery of the city (Torrens and Alberti, 
2000; Barnes et al., 2001). There are several definitions 
which define urban sprawl; Bhatt et al. (2010) had de-
scribed it as an unplanned and uneven pattern of growth 
driven by various processes finally leading to inefficient 
resource utilization. There are several negative impacts 
associated with urban sprawl, some of them are having an 
impact on ecosystem and forests leading to fragmentation 
of habitats (Macie and Moll, 1989) increase in air/water 
pollution and greenhouse gases due to increase in fossil 
fuel consumption (Stoel, 1999) and increase in traffic con-
gestion (Silambarasan, 2014). 
 Accelerated urbanization is the current scenario 
in India, one of the most populated nations of the 
world. The urban population in 1901 was 26 million, 
which rose to 62 million in 1951. The period between 
198 and 1991 witnessed a rise to a figure of 285 mil-
lion, accounting 27.8% of the total population 
(Jaysawal and Saha, 2014). The degree of urbanization 
varies in different states of India, with Goa being the 
most urbanized state constituting 49.77% of the urban 
population. Other states like Gujarat, Karnataka, Raja-
sthan, Madhya Pradesh, Bihar and Jharkhand are re-
ported to have medium urbanization (Census, 2001). 
It is necessary that urban sprawl is quantified and 
studied at local and regional scales such that proper 
measures are taken to ensure sustainability in urban plan-
ning. The parameter which can be used to quantify it is 
the built up area (Epstein, 2002).  The conventional meth-
ods of mapping are time consuming and require heavy 
manpower, thus becoming a Herculean task. An advanced 
technological approach which is able to provide us accu-
rate information over different time scales is required. In 
light of this, satellite remote sensing data in conjunction 
with Geographic Information Systems (GIS), provides an 
opportunity to study urban sprawl (Pande et al., 2012; 
Longeley, 1999).  In the past four decades in India, satel-
lite remote sensing data have been used extensively to 
monitor Earth’s natural resources and study the changes 
taking place on the surface over different time periods.  
Several studies have analysed urban sprawl at re-
gional, local and temporal scales (Boori et al., 2015; Grif-
fiths et al., 2010). The urbanization pattern of the greater 
Asmara area in Eritrea was studied using satellite remote 
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sensing data of Landsat. They analysed land use/ land 
cover change using a data object based image analysis and 
urban sprawl using Shannon entropy (Tewolde and Ca-
bral, 2011). Urban sprawl of the Ajmer city (Rajasthan 
was studied at mid-scale level for 25 years (1977-2002) 
where they used Landsat TM,MSS,ETM+, and IRS LISS 
III data (Jat et al., 2008). Landsat imagery of Kansas City 
of United States of America (USA) was used to generate 
a time series of land cover data over the past three decades 
(Wei et al., 2006). Long term trends and patterns of urban 
sprawl were studied. in south India and its surrounding 
area, by Rahman et al. (2010) using IRS P6 data and topo-
graphic sheets in the GIS domain along with Shannon’s 
entropy model to assess the urban sprawl. In the Udupi 
district of Karnataka state in India, Urban sprawl patterns 
were analysed using (LISS and PAN images of 2003 and 
LISS IV and Cartosat images of 2013), which showed that 
barren /waste land was also converted to settlement /built 
up area (Silambarasan, 2014).  
Singh et al. 2014 have studied the urban expansion 
in Ranchi city during the period from 1996 -2007 using an 
IRS LISS III sensor. Similarly, Pandey et al. (2012) using 
Cartosat –I stereo pairs satellite images studied the urban 
built up area of Ranchi township for over a period of eight 
decades (1927-2010). The present study is an attempt to 
quantify urban sprawl in the Ranchi city for a period of 39 
years using Landsat data of 1976, 2002 and 2015. 
The city which is the 46 th largest urban cities in In-
dia and the third largest in the state after Jamshedpur and 
Dhanbad (Census, 2011). It is known for coal belts and 
forests (Jha, 2016). The population is mainly dominated 
by tribes whose primary source of income is derived from 
agriculture, cattle farming and collection of forest pro-
duce. Deforestation, which is a consequence of urbaniza-
tion has left these forest dependent communities in a piti-
able situation. Low agriculture produce and poor eco-
nomic condition of farmers has led them to migrate to bet-
ter places in the vicinity of major towns. Establishment of 
Industries, infrastructure development, education and 
health facility etc. have attracted rural population to capi-
tal city (Kumar et al., 2011).  
The objectives of the present study are 1) evaluating 
the urban growth in Ranchi city for the years 1976, 2002 
and 2015 using Landsat data and GIS. 2) Analysing and 
quantifying the urban sprawl of Ranchi city during the 
three time periods mentioned above. It is believed that the 
urban growth or expansion has taken place more rapidly 
after the creation of the capital city of Ranchi. Thus, the 
study aims to analyse the urban growth patterns before 
and after the formation of the capital city. 
STUDY AREA 
The study area is the city of Ranchi. It is the capital of 
Jharkhand state of India, which was, carved out of the Bi-
har state on 15th November 2000. The southernmost part 
of the earlier state of Bihar constitutes Jharkhand. Since 
then it has progressed as a capital city opening opportuni-
ties for new employment, trade and infrastructure devel-
opment. The city is located between 850 13’ to 850 25’E 
and 230 13’ to 230 26’ N. The latitude and longitude of 
city center are 23°22′N; 85°20′E. The average elevation 
 
Fig. 1 The location of the study area A) map of India B) map of Jharkhand and C) relief map of the study area 
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of Ranchi city is 652 m from sea level. Its municipal area 
is 175.12 km2. The city is adorned with numerous water-
falls and is also known as “City of waterfalls”. The local 
river system constitutes Subarnarekha and its tributaries. 
The city’s water supply is fulfilled by Kanke, Rukka and 
Hatia dams (Pandey et al., 2012). 
The pleasant climate of Ranchi prevalent throughout 
the year is because of its location and the surrounding forests. 
It was once the summer capital and was given the status of 
the hill station. Summer temperatures range from 20 °C to 42 
0 C, winter temperatures from 0 °C to 25 0 C degrees. The 
coolest months are December and January. The annual rain-
fall is about 1430 mm (56.34 inches). Figure 1 shows the lo-
cation of the study area. 
The census in India is conducted at an interval of ten 
years. The population of Ranchi city as per census data for 
the past four decades is as follows: In 1971, 255 thousands 
of human population; in 1981, 489 thousands; in 1991, 
599 thousands; in 2001, 846 thousands and in 2011, 1073 
thousands (Ranchi Master Plan 2037, 2015). 
MATERIAL AND METHODS 
Image acquisition and preprocessing 
The satellite image used for the analysis was of Landsat 2 
MSS (1976); Landsat 7 ETM + (2002) and Landsat 8 
(TIRS) for the year 2015. The details of the data are given 
in Table 1.The satellite data selected was cloud free. All 
the datasets were downloaded from United States Geolog-
ical Survey (USGS) website as a georeferenced data set. 
The images were corrected for radiometric and atmos-
pheric distortions during the pre- processing stage. The 
data obtained was in a Geo TIFF format for each individ-
ual band.  The various bands were layer stacked to pro-
duce a composite image which was converted into IMG 
format for further study and analysis. Image processing 
software used was ERDAS Imaging (version 9.0) and 
ARC GIS Spatial Analyst (version 10.1).  
Table 1 Details of satellite data 
Image Dates 20-12-1976 23-12-2002 9-5-2015 
Spacecraft Landsat 2 Landsat 7 Landsat 8 










8 8 16 
Number of 
bands 
4  8  11 
Path / Row 151/44 140/44 140/44 
Projection UTM UTM UTM 
Zone 45 45 45 
Datum WGS84 WGS84 WGS84 
Ellipsoid WGS84 WGS84 WGS84 
Image classification 
The bands utilized for analysis are Landsat MSS (4, 3, 2); 
Landsat 7 ETM+ (5, 4, 3) and Landsat 8 (5, 4, 3). The 
study area was extracted from the false colour composite 
(Fig. 2). The images retained their original pixel size de-
spite the chances that there might be a difference in clas-
sification accuracies. To maximize correspondence be-
tween classified maps, a uniform methodology was ap-
plied on each dataset.  
The urban area boundary was visually interpreted on 
false colour composite and extracted from each of the da-
tasets of three time periods. On FCC it appears as 
cyan/white and of various geometric shapes such as rec-
tangle, square, etc. In each of the extracted urban area 
data, Normalized Difference Vegetation Index (NDVI) 
was executed to delineate the vegetation classes in the ur-
ban landscape by using the density slicing method (Singh, 
1989; Pilon et al., 1988). The NDVI is the best suited in-
dex to delineate vegetation from the FCC. 
An unsupervised classification approach is a classi-
fication procedure based on ISODATA algorithm, in 
which the similar pixels are assigned into a group (Lil-
lisand and Keifer, 2004). Thus, it was used for extracting 
water and urban (settlement). Finally vegetation, urban 
and water were integrated in one layer using the ERDAS 
Imagine model maker. Flowchart (Fig. 3) shows the meth-
odology adopted for the following study. 
Thus, according to Anderson (1976) we successfully 
delineated first level of LULC classes, namely vegetation, 
water and urban for each time period. The description of 
various classes is mentioned in the given Table 2. Accu-
racy assessment is a significant step in image classifica-
tion for evaluating quality of classified image (Forkuoand 
and Frimpong, 2012). Accuracy assessment was com-
puted for each classified dataset using a stratified random 
sampling method wherein 100 points were generated for 
each category and each point was assigned to the respec-
tive class based on ground knowledge.  
 
Fig. 2 The study area –false colour composite (FCC) of Land-
sat data (2015). The bands used are NIR-Band 5, R-Band 4, 
and Green-Band 3 along with multi buffer ring around the city 
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Fig. 3 Flow chart explaining the methodology 
Table 2 Description of land use/land cover classes 
Urban/built up   Residential, Commercial, Industrial , 
Transportation, Roads, Mixed urban and 
Open in urban 
Vegetation Agriculture, Plantation, Parks, Orchards 
and Forest 
Water bodies Dams or Reservoirs, Ponds, River, 
Lakes, Stream, Seasonal waterlog area 
 
After classification of the images, multi buffer rings were 
created in Arc GIS (using the multiple ring buffer option), 
specifying the distance of 1 km from the city centre. Ten 
such rings were generated each ring of 1 km buffer. Be-
yond the tenth ring, one ring of 5 km buffer was generated. 
In ERDAS Imagine the matrix option of GIS utility was 
utilized to extract the area of each class in different ring. 
The city center point of our study is taken Firayalal 
Chowk (latitude and longitude 23°22′12" N; 85°19′30" E). 
The matrix generated for all the time periods were ana-
lysed in MS EXCEL for urban density and urban growth 





                                                               (1) 
 
where UD means urban density of the specified ring, SA 
implies settlement area of the specified ring and TA 
means total area of the specified ring. 
Urban growth rate 
In order to monitor the spatial distribution of urban expan-
sion intensity, we adapted the annual urban growth rate 
index (AGR). Annual urban growth rate (AGR) is used 
for evaluating the speed of urbanization (Maquboli et al., 
2015; Boori et al., 2015). AGR (2) is defined as follows 




× 100 %                                     (2) 
where AGR means annual growth rate,  An+i refers to the 
total land area of a ring, and nT is the interval of time (No. 
of years) between initial and final year; UAn+i denotes the 
urban area at the final year whereas UAi denotes the urban 
area at the initial year. 
RESULTS AND DISCUSION  
Land use/land cover maps  
The final output map of land use/land cover shows three 
major categories that are vegetation, settlement (ur-
ban/built-up) and water (Fig. 4). The overall accuracy of 
the land use/ land cover of the year 1976, 2002 and 2015 
were 90%, 92% and 92% respectively. The kappa accu-
racy, noted was 0.83, 0.87 and 0.87 respectively. The 
complete area statistics of land use/land cover of the year 
1976, 2002 and 2015 is given in Table 3. 
For all the three time periods analysed, it is seen in 
table 3 that there is an increasing trend in the urban area 
from 1976 (5034.16 ha), 2002 (10,335.24 ha) and in 2015 
(14,561.39 ha) whereas the area of vegetation first de-
creased from 10.69% in 1976 to 9.23% in 2002 and later 
slightly increased to 9.71% in 2015. The area of water has 
first increased from 0.53% to 1.38 % from 1976 to 2002 
and later on reduced to 0.81% in 2015 (Table 3). The in-
crease in water is attributed to the fact that in 1976, the 
Kanke dam site was not included in urban built up area, in 
2002; the Kanke dam reservoir has been included. Whereas 
in 2015 the decrease in water body is because of seasonal 
variation as the data belongs to the summer season. 
Later using the Equation 2 and details from Table 3, 
urban growth was calculated. It was seen that 58.53% 
growth in built up area (settlement) over the period of 39 
years from 1976 to 2015. In the first 26 years (from 1976-
2002), urban growth was 45.84% at an average annual 
growth rate of 1.76 ha/yr. In between time period (2002 – 
2015) over the period of 13 years urban growth was 
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25.96% with the average annual growth rate 2 ha/yr. Thus, 
the city expanse rate has increased furthermore 13.6% 
(0.24 ha/year.) over the period of 2002 to 2015 when com-
pared with the period 1976 to 2002 (Fig. 5).  
 
Fig.5 Urban growth of Ranchi city 
Urban density patterns and urban growth rate 
The city (Land use/Land cover class) density patterns 
around the city center were also examined to ascertain 
whether different zones have represented different densi-
ties. Figure 6 shows 11 (10+1) buffer ring zones from 1 to 
10 km at a distance of 1km each and one 5 km buffer ring 
from 10 to 15 km distance. The observations show that it 
has been reasonably true that the first three zones repre-
sent the areas that are within the walking distance from 
the city center. 
It is observed that in the city center, the urban den-
sity was more than 85% for the last 39 years. In 1976, ur-
ban density was reduced dramatically around 50.8% on 
the distance of 3 km from the city center and 15.6% on 5 
km, and less than 1 % at 15 km (11th ring).  
When comparing the time periods of 1976 and 2015 
on the distances of 3, 4, 5, 6, 7 and 8 km, the urban density 
has increased very high (more than 25%).If we compare 
only  the time periods of 1976 and 2002 at  the distances at 
3, 4 and5 km, the urban density has highly increased (more 
than 25%). From 2002 to 2015, at the distances of 7 and 8 
km, urban density was increased (more than 15%) (Fig. 6). 
In 1976, at the city center urban density was 86%, 
the share of vegetation was 8.6%, and water was 5.3% 
(Fig. 6). From 1 to 2 km distance from the center, the ur-
ban/built-up area reduces to (76.13%) and 
 
 
Fig.4 Multi buffer ring around the city overlaid on Land use/Land cover map  in 1976, 2002 and 2015 
 
Table 3 Zonal statistics of land use/land cover (1976, 2002 and 2015) 
Land use/ land cover Area in 1976 (ha) % Area in 2002 (ha) % Area in 2015 (ha) % 
Urban (settlement) 5034.16 88.77 10335.24 89.38 14561.39 89.46 
Vegetation 606.24 10.69 1067.49 9.23 1581.74 9.71 
Water 30.61 0.53 160.11 1.38 133.01 0.81 
Total 5671.01 100 11562.84 100 16276.14 100 
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vegetation increases to 12.3%. From 2 to 3 km distance 
from the center, the urban/built-up area reduces to 
(50.8%)   and vegetation also reduced to 5.82%. From 4- 
to 6 km distance, both urban and vegetation classes were 
showing a decreasing trend. 
In 2002, the city center urban density was 91%, the 
share of vegetation was 5.3%, and water was 3.7% (Fig. 
6). At a distance of 1-2 km from the center, the urban/built 
up area is more or less the same (90%) whereas vegetation 
has increased up to 7.7%. At a distance of 2 to 3 km from 
the center, the urban/built-up area very slightly reduces to 
(87.3%)   and vegetation has reduced to 5.35 %. At a dis-
tance of 4 to 5 km from the center, the urban/built-up area 
sharply reduces to 50.78% and vegetation has also shown 
a decrease of 3.6 %.  From 5 to 6 km distance from the 
center, the urban/built-up area sharply reduces to 25.74%   
and vegetation has reduced to 1.58 %. At 15 km (11th ring) 
the urban/built-up area was 2% and vegetation has de-
creased to less than1 %. 
In 2015 (Fig. 6) at the city center, urban density was 
noted was 92.6% and vegetation was 2%, and water was 
5.3%. From 1 to 3 km distance, urban/built-up areas re-
duce at a slow pace to 88.2 %, but the vegetation area in-
creased to 9.1 %. From 6 to 7 km distance from the center, 
the urban/built-up area increased to 42 % and vegetation 
has increased to 4.85 %. From 7 to 8 km distance from the 
center, the urban/built-up area reduces to 35.37% and veg-
etation has reduced to 4.54 %. From 1 to 8 km distance 
from the center, the urban/built-up area has always been 
found to be greater than 35 % in 2015 whereas ur-
ban/built-up area was always found to be greater than 
35%, in 2002 is up to 1 to 5km distance. Urban/built-up  
density and vegetation is continuously showing decreas-
ing trend from 7 km onwards to 15th km(11th ring) reached 
up to 5.3 %, 0.27% respectively at 11th ring. 
Description of spatial expansion 
It is observed that in 2002 the northern side of the city 
has more urban growth as compared to the growth in 
1976 as seen in Figure 4. The city has witnessed growth 
and development in north east, north west, west and 
south from the core of the city. It has been noticed that 
major growth is concentrated along national highways 
(NH-23, NH-33 and NH-75) which serve as major 
transportation corridors. Even though it is observed 
that built up development took place in Ranchi in a hap-
hazard manner (Kumar et al., 2011). Since past 83 
years as records say the township has increased more 
than six times (Pandey et al., 2012). Earlier the built up 
area was concentrated around the city center like Ran-
chi lake and northern parts like Kanke, later, after 1976, 
a sudden increase built up area in north, east and west 
of the city centre was seen. A whole sale vegetable 
market Pandra Mandi is situated at a distance of 8 Km 
from the city centre (along NH-75), which is a hub for 
villagers to sell their produce. It is equipped with mod-
ern facilities to store the farm produce. Various insti-
tutes like Indian Institute of coal management (estab-
lished in 1994) in Kanke, Reliance Mega mart, Birsa 
Agricultural University (Faculty of Forestry estab-
lished in 1980) are some of the major institutes and 
shopping complex in this area. 
In the north of the city, along Kanke dam are new 
establishments in localities like Morabadi, Jawahar Na-
gar and Gandhinagar. New colonies such as Pundag, 
Nijam Nagar and Bhitha Basti have sprouted which 
once bore a deserted look few years ago. National 
Highway (NH-23) in northeast leads to Mesra which 
has become an educational hub with various new tech-
nical and educational Institutions. In the south of the 
city after Ranchi became a capital, massive expansion 
of Ranchi airport is seen. It is an extension of Doranda 
locality and with the development people have started 
residing there too. In the west is the Harmu Nadi, where 
once open fields were there, now taken over by resi-
dential and commercial establishments. Engineering 
and Medical colleges have come up in areas like Bar-
yatu, Tatisilwai and Namkum, which are on the outer 
fringes of the Ranchi city. In 2007, Khelgaon a sports 
complex has also been established at Hotwar (along 
NH-23) during the national games. 
Future growth is likely to be noticed in and around 
areas like Kanke, Bariayatu, Ratu, Buti, Namkum, 
Tatisilwai and Hatia. Thus, the increase in built up area 
has been at the cost of agriculture and open fields. 
Higher development is observed in low elevation zones 
due to availability of ground water (Pandey et al., 
2012). As over a period of time, demand for water has 
increased, putting at stake the water bodies in the Ran-
chi urban area. 
 
Fig.6 Land use/Land cover class density percentage from 1-15 km distance for 1976, 2002 and 2015 
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CONCLUSIONS 
The above study shows that coarse resolution satellite data 
like Landsat can be successfully used to monitor the urban 
sprawl of Ranchi city. The study quantifies the urban 
sprawl at various distances from the city centre. Simulta-
neously, changes in vegetation and water were also noted. 
Initially the urban/built up area was concentrated in the 
city centre, which gradually spread both north and south 
directions. Mostly land used for urbanization was open 
spaces in the city and left over lands between adjoining 
buildings. Later, vegetated areas were also converted to 
built up area. As a result, the city has witnessed increase 
in traffic congestion, pollution, and loss of the green 
cover, erratic rainfall and unpleasant weather.  
In order to achieve sustainability in urban planning, 
we should develop the open spaces as parks, playgrounds 
and nurseries. Along roadsides spaces should be spared 
for planting trees which provide shade and purify the pol-
luted air. Water bodies should not be encroached for resi-
dential purposes. A buffer around them must be left before 
any construction work is undertaken. Water conservation 
practices should be encouraged by the government as well 
as the public to combat the water crisis in the future. 
Such data are vital information for city planners and 
managers to curb unplanned urban growth provide proper 
drainage facility and ensure that the natural resources are 
not exploited badly. Incorporating such data in town plan-
ning and management would benefit the citizens and fur-
ther ensure a sustainable livelihood. 
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Abstract 
In recent years, the increased frequency of inland excess water in the Carpathian Basin gets more and more attention. The authors 
developed a web based pilot application for disaster management, with special emphasis on inland excess water hazard management. 
Free and open source software was used to generate a model, and our work was based on Web GIS standards (OGC), which makes 
further development possible. The developed Web GIS application provides functions to support the data collection regarding channels 
and ditches, and on-line hydrological analysis based on OGC Web Processing Services (WPS). Hydrological analysis aims to visualize 
the areas potentially at risk, depending on different precipitation quantities and various values of influencing factors. In order to run 
the prototype a sample data set was gathered including reference maps, technical parameters and current condition of canals and ditches. 
The methodology of crowdsourcing can produce valuable Volunteered Geographic Information (VGI) that can fulfill the data require-
ments of disaster management applications. The prototype supports Crowdsourcing in the following aspects: free user access to the 
system’s analysis functionality, stakeholders may digitize the position of ditches, modify the status of the existing ditch system accord-
ing to current conditions and add or modify parameters relevant for the analysis. The application demonstrated the usability of stake-
holder generated geographic information and web processing for disaster management. The idea of integrating user-generated data into 
the various tasks of a disaster management agency is promising. However, maintaining data quality and standards compliance remain 
important issues. 
Keywords: crowdsourcing, volunteered geographic information, open source, web processing, disaster management
INTRODUCTION 
The United Nations Office for Disaster Risk Reduction 
defines disaster management as the organization and man-
agement of resources and responsibilities for addressing 
all aspects of emergencies such as preparedness, response 
and initial recovery steps. Disaster management involves 
plans and institutional arrangements to engage and guide 
the efforts of governmental, non-governmental, voluntary 
and private agencies in comprehensive and coordinated 
ways to respond to the entire spectrum of emergency 
needs (UNISDR). A Common view is that disaster man-
agement is a continuous cycle of pre-disaster, response 
and post-disaster phases (Fig. 1). 
The role of GIS remained more research-oriented than 
operational until the beginning of the 21th century (Zerger 
and Smith, 2003). In recent years, most of the technological 
barriers have been overcome and numerous operational ap-
plications and adaptations of GIS exist all over the world. 
Examples show the wide usage of mobile GIS as an effec-
tive, fast and cheap data collection method (Montoya, 
2003; Chen et al., 2010). However, applications are not lim-
ited to data collection. Several examples can be found in 
literature that use complex modelling methods for disaster 
management (Alparslan et al., 2008). A prominent example 
was designed to mitigate the harms of earthquakes in Bolu 
Provance, Turkey by applying a complex suitability model. 
The lack of dynamics in early examples is obvious. Cur-
rently, Web GIS and the development of web based GIS 
applications are much more widespread. Standards pro-
vided by OGC (Open Geospatial Consortium) and readily 
available compliant software components make application 
development easier and faster. 
Another important aspect of such application is the 
data being used. It is hard to disagree that decisions made 
during a disaster can both affect properties and lives, so 
data quality is an important factor. On the other hand, in-
sufficient amounts of data can limit the success of every 
task in disaster management, so using alternative data 
sources should also be considered. Crowdsourcing is a 
method that uses voluntary contributors to do a specific 
task (Estellés-Arolas and González-Ladrón-de-Guevara, 
2012). For disaster management, it is possible collect data 
from volunteer individuals. The spread of crowdsourcing 
is strongly related to the growth of the digital world. A 
great amount of people use the internet and many of them 
have smartphones as well. In 2012 68% of the Hungarian 
households had broadband internet connections (KSH, 
2014). In the first quarter of 2013, data traffic was 20% 
larger than in the same period of 2012. This fact represents  
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the growing usage of smartphones in Hungary (KSH, 
2014). These platforms can be the basis of a successful 
crowdsourcing application. However, organizing and pro-
cessing crowdsourced data can be challenging. The main 
task is to ensure that the data produced by the “crowd” 
adheres to predefined standards.  
This kind of data is often referred as Volunteered Ge-
ographic Information (VGI) in literature (Goodchild, 
2007). All research agrees that it is highly heterogeneous 
and can be massive in volume. Another aspect is the lack 
of traditional Quality Assurance (QA) techniques in most 
VGI platforms (Goodchild and Li, 2012). Terminology 
used in scholarly literature is not standardized yet but a 
number of researchers suggested different classifications of 
VGI (Craglia et al., 2012). Geographic information is es-
sential for emergency managers in all phases of emergency 
management. Data quality is a major factor since ineffec-
tive decisions caused by incorrect or imprecise data can 
both affect lives and properties. The possible benefits of us-
ing VGI during crises can make it a significant source of 
information by providing relevant data almost real-time 
(Goodchild and Glennon, 2010; Li and Goodchild, 2010). 
Previous studies have shown the importance of VGI during 
a crisis event. Geo-social media is ideal for emergency 
communications. Moreover, it can be considered as an in-
formation source for emergency managers (Vieweg et al., 
2010; Lantonero and Shklovksi, 2010) since there are more 
than six billion human potential “sensors” in the world. 
Those citizen sensors can collect and share relevant crisis-
related information through various platforms (Goodchild, 
2007). It is important to show that a significant portion of 
users who share relevant information also include some 
kind of location information in their messages (Vieweg et 
al., 2010; MacEachren et al., 2011). This information there-
fore can be easily placed in the geographic space. 
Recently, a new cooperation has been started in Hun-
gary. The Directorate for Disaster Management and the 
University of Szeged teamed up to survey all the fire hy-
drants within Csongrád County. The Directorate asked uni-
versity students to collect information of each fire hydrant, 
survey its position and take a picture of the surroundings. 
Officials of the directorate trained students what infor-
mation is needed and how to collect them. The University 
provided the GIS equipment and the methodology. Since 
then, the data collected during the survey (including photos 
and databases) is being used by the Fire Department of the 
Directorate to make their operative work more effective. 
Operators in the center guide field teams to the appropriate 
fire hydrant and provide them relevant information while in 
the field (Huszár et al., 2013). 
Properties of the rain and residual water drainage sys-
tems (spatial extent, condition, width, depth) and other an-
thropogenic establishments are relevant data for modelling 
inland excess water (Rakonczai et al., 2011; Szatmári and 
van Leeuwen, 2013; Leeuwen et al., 2013). As Vivacqua 
and Borges (2011) mentioned, knowledge of past events 
plays an important role in emergency situations. In the case 
of inland excess water, this knowledge can be gathered 
from local individuals. 
In addition, Free and Open Source Software are now 
common in GIS and geography as well. All kinds of GIS 
software can be found depending on the needs, although 
their categorization is not easy (Steiniger and Hunter, 
2013). Steiniger and Weibel (2009) have identified seven 
major types of them: 
• Desktop GIS 
• Spatial Database Management Systems  
• Web Map Servers 
• Server GIS 
• Web GIS clients 
• Mobile GIS 
• Libraries and Extensions 
Earlier, most open source and free software were de-
veloped by research institutes, universities or government 
agencies. In recent years, most of these projects are being 
developed by a new industry that develops and supports 
open source software. Private companies have also joined 
the market.  
In opinion of Siki (2009), the main benefits of using 
free and open source software are not the low price but the 
direct interaction between the developers and users. They 
 
Fig. 1 Disaster management cycle (Barnier 2006) 
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all belong to the same community resulting in shorter de-
velopment periods. Using open source and free software 
is also financially beneficial since instead of spending 
money on commercial licenses, resources can be reallo-
cated to actual development tasks. 
A web-based application named VINGIS can be 
mentioned in Hungarian literature that uses PostgreSQL, 
php and MapServer as open source components (Katona 
and Molnár, 2005). International examples cover the wide 
range of disaster and emergency management such as 
Ushahidi (non-profit software company that develops free 
and open source software (LGPL) for information collec-
tion, visualization, and interactive mapping), that support 
resource organization and management. 
Considering the above, the main goal is to develop a 
web Platform, which supports the crowdsourcing based lo-
cal management of environmental hazards. With the plat-
form the defenses against surface water hazards at local 
level can be made easier and more effective; hazards (ex-
cess or lack of surface water) may cause less damage to the 
local economy. The further aim for developing the web 
platform is to use only free and open source technologies.  
This would be able to reduce the financial cost of develop-
ment of disaster management application drastically while 
making them easier to distribute and increase the user base. 
METHODOLOGICAL APPROACH 
Framework of Modelling 
When developing a web based GIS application, the first 
step is usually to set up a web server that can handle incom-
ing requests and generate corresponding responses. Com-
mon Open Source web servers are Apache, nginx and the 
Cherokee HTTP Server (Apache http Server project; nginx 
http server; Cherokee http server project). Another main 
component of the server side is a map server that can pro-
vide geospatial data for our application. Functionalities of 
map servers usually rely on OGC’s (Open Geospatial Con-
sortium) standards. The Web Map Service (WMS) pro-
vides georeferenced map images generated from spatial 
data (OGC, 2014). WMS is mostly used to visualize maps, 
but basic spatial queries can be also defined to filter data. 
The Web Feature Service (WFS) can add more functional-
ity to an application since it was designed to transfer the 
actual geospatial features over the network. Unlike WMS, 
this service does not provide a simple image for clients that 
can be easily shown, so clients must render data to be 
shown on screen. Furthermore, WFS is bidirectional. Edits 
and modification of the database is possible via so-called 
transactions. This aspect of the WFS is a way to integrate 
crowdsourcing to an application, where users can add and 
modify data to a predefined dataset. This way, VGI can be 
generated through the application and integrated directly 
into the spatial database. Tasks can involve data collection 
(on screen digitizing) or attribute editing. The most well-
known Open Source map servers are GeoServer and MapS-
erver (GeoServer; MapServer). On the client side, different 
mapping frameworks can be used. OpenLayers, Leaflet and 
Geomajas are most common. They allow users to navigate 
in an interactive map, but they are also capable of editing 
geospatial data. A simplified scheme of a web application 
is shown in Fig. 2, where the server side components are 
marked in green. Clients can connect to a webserver, which 
runs on a host machine. Other software components, like a 
map server can be installed on the server machine. 
Applications with architecture of Fig. 2 are not too 
sophisticated. They provide the simplest functionality 
possible. However, complex GIS analysis or modelling 
tasks requires application to use complex GIS functional-
ity. OGC’s Web Processing Service (WPS) standard can 
enlighten the application with all the GIS analysis func-
tions and methods needed by running a backend software 
on the server machine and providing results to the client. 
Some map servers (such as GeoServer) have a built-in 
WPS implementation with a few simple algorithms. There 
are also standalone WPS implementations independent 
from map servers. An open source solution is developed 
by 52 North's (52NORTH) geoprocessing community. 
This WPS implementation can work with different back-
ends (such as GRASS GIS or the Sextante library). Sex-
tante and GRASS GIS are commonly used full GIS pack-
ages with large collections of spatial analysis algorithms. 
WPS allows the Web GIS application to use the whole 
functionality of such packages from a web browser. Based 
on these protocols, a prototype application for disaster 
management has been developed, with one of the stages 
already in operation (Podolcsák and Juhász, 2013). 
 
Fig. 2 Generalized architecture of a Web GIS application 
The Prototype Application 
As for modelling inland excess water coverage, a Web 
GIS application can offer support in the mitigation phase 
of disaster management (Fig. 1). It is of interest whether 
it is possible to fulfill the data requirements of such appli-
cation by crowdsourced data. In theory, an engaged and 
well-trained community can provide relevant information 
in compliance with the predefined quality and technical 
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standards. Inappropriate operation of rain diversion sys-
tems (including ditches, dams, drainage channels) highly 
influences the formation of inland excess water (Szatmári 
et al., 2011). 
Local farmers know the current conditions of such 
systems around their land. Relevant parameters can be the 
width, depth of the channels, or even their existence. It is 
very unlikely that the individuals who work on their fields 
every day have no such information. On the other hand, 
this data is difficult to obtain from other sources, therefore 
it is beneficial to gather this information from them. It is 
a mutual benefit, because they are also affected by inland 
excess water formation since it can cause either profit or 
loss. Proactive actions, like modelling water coverage for 
different rain events, based on the condition of rain drain-
age systems can result in more effective agricultural ac-
tivities as well. The prototype application enables users to 
add and edit ditches in agricultural lands. Furthermore, it 
shows the likely water cover for various fictional scenar-
ios. These scenarios are different from each other based 
on rain intensity and soil humidity. The outputs from the 
modelling also use the current geodata of the ditch system 
previously provided by users, therefore it is dynamic. Us-
ers can then visually interpret the changes in water cover 
and the influence of the ditch system. Each individual then 
may or may not decide whether further actions are needed 
near their lands (Podolcsák and Juhász, 2013). The appli-
cation is a technical demonstration, where the authors 
wanted to prove that it is possible to develop an Open 
Source, community based Web GIS application to support 
disaster management. Algorithms used to calculate the 
possible water cover may not be accurate, but this was not 
an objective of the research. It is also important to note 
that possible users of the application most likely have very 
limited GIS expertise, if any. In this manner, data input 
methods and the visual outputs have to be as easy to un-
derstand and use as possible. In addition, since non-pro-
fessional users are more likely to generate inaccurate data, 
data quality will be a major factor. This aspect needs to be 
further addressed. It is likely that applying Quality Assur-
ance techniques are necessary, such as filtering and auto-




The framework was developed using solely Free and 
Open Source Software components. The client side is 
based on the OpenLayers library including some cus-
tom solutions. Server side components are the Apache 
web server, a MySQL relational database, GeoServer, 
Apache Tomcat servlet engine, a WPS implementation 
and GRASS GIS as the geospatial modelling engine in 
the background. Using the 52North WPS implementa-
tion enables our application to use almost the entire 
functionality of GRASS GIS. This method is able to 
handle any type of GIS tasks in a web environment. In 
other words, traditional and highly complex GIS func-
tionality can be achieved “directly” in a web browser 
(Podolcsák and Juhász, 2013). Figure 3 shows the mul-
titier architecture of our prototype application. 
Users access the application via the user interface 
allowing them to draw new ditches and modify attrib-
utes of the drainage network. Users can view the pre-
dicted extent of water cover while browsing the User 
Interface. Data modifications are sent as WFS requests 
towards GeoServer, whereas running simulations are 
 
Fig.3 Multi-tier architecture of the prototype 
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sent as WPS requests towards GRASS GIS. These re-
quests are defined according to the WFS and WPS 
specifications and they run asynchronously via AJAX 
(Asynchronous JavaScript and XML). Using the AJAX 
technique ensures the continuous operation of the appli-
cation, since users do not have to wait for a process to fin-
ish, they are still able to use the application. Geospatial 
tasks (modelling inland excess water cover) are trans-
ferred over the network as WPS processes. A flowchart of 
a request-response pairs can be seen on Fig. 4. The model 
was built using the following data layers: DTM (Digital 
Terrain Model), runoff conditions, participation rate, in-
filtration rate and surplus surface water. The surface water 
flow direction and the area of surface water patches were 
determined based on the derivates of DTM. For the mod-
elling a layer of soil types and another layer of surface 
cover types were also used. Based on these the infiltration 
rate (in mm/h) was calculated. The surplus of water values 
were calculated using soil types, surface covers and pre-
cipitation rate.  
Although factors that have influence on the for-
mation of inland excess waters do not change within such 
short time (Pálfai, 2004), it can be suspected that ditches 
choked with weed or artificial barriers prevent residual 
water from flowing away. This means that near real time 
analyses can also be useful. Possible users of this applica-
tion can be anyone affected by inland excess water, like 
local farmers, local government or hydrological profes-
sionals (Podolcsák and Juhász, 2013).  
MODELLING THE RESULTS 
The system supports two main business processes: the cre-
ation and update of the data model and the management of 
the environment (mitigation of risks and utilization of sur-
face water). In the back-end (System Administration), the 
developers or experts process the data, the modelling and 
manage the users. Firstly, the GIS model will be set up, 
which will make an Initial Analysis based on input data, 
using GRASS GIS modules (v.to.rast, r.grow, r.slope.as-
pect, r.buff, r.sim.water, r.math (r.mapcalc)). 
The Initial Analysis will help to optimize the model 
for quick update to perform the Pre-processing of analy-
sis. The Pre-processing of analysis step is linked to the 
Analysis/Planning part of the Front End (End Users’ 
Functionality) process, to visualize existing probabilities 
of hazards. The local community members, farmers can 
view the other relevant maps in the platform. After visu-
alization, the End Users can plan or analyze intervention 
against the hazard. Additionally, in the User Community 
Management the End Users can harmonize and discuss 
the Plan/analysis intervention phase together in order to 
make actions to mitigate risk in the Intervention phase. 
If the users decide on mitigation actions the pre–
processing of analysis can be performed again and the 
existing risk can be visualized in Analysis/Planning 
phase with the new parameters. In the Back-end system 
administration section, a feedback system, ensures the 
integration of new parameters in to the model. 
 
Fig. 4 Flowchart of WPS processes 
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Model outputs highly depend on the quality of input 
data. The accuracy of the input Digital Terrain Model (DTM) 
is crucial to determine surface flow directions. Currently, the 
application uses a DTM derived from elevation information 
in the 1:10,000 scale Hungarian topographic maps. Since the 
application tries to model local differences in water cover-
age, a more detailed terrain model would be beneficial, such 
as DTMs from Aerial Laser/LIDAR Scanning (ALS) or ste-
reo photogrammetry (Szatmári et al., 2013).  
Crowdsourced data is also present in the application 
since the properties of the ditch system can be edited by the 
community. They can also add or remove and modify sec-
tions. This data is used to make changes to the original 
DTM. This DTM modification based on the width, length 
and slope of the ditches will allow residual waters to “flow 
away”. Furthermore, these ditches will lower the amount of 
residual waters along them. 
Figures 5 and 6 show the possible water coverage in 
the application. Fig. 5 represents a scenario where ditches 
(dotted lines) have no influence on the formation of inland 
excess waters. Three major water patches can be identified 
on the picture visually regardless to the position of the 
ditches. This can be a real scenario in case of buried ditches 
when ditches are blocked by vegetation or other artificial 
barriers. It can also be seen that patterns and position of re-
sidual water align to the system of the point bar, and infill 
the lower parts. Fig. 6 illustrates a scenario where ditches 
along roads have influence on the formation of residual wa-
ters. It is quite visible that the extent of water cover de-
creased due to the influence of ditches in this area. 
 
Fig. 5 Inland excess water cover seen on the application with-
out the effect of the ditches 
 
Fig. 6 Inland excess water cover seen on the application with 
the effect of the ditches 
Users can now decide whether it is worth widening or dig-
ging ditches along their agricultural lands based on the 
visual results of the modelling with the new or modified 
ditch network. In this way, the application helps proactive 
decisions to be made to prevent inland excess waters. As 
we previously mentioned, using a more detailed DTM 
would be beneficial to get more accurate results. Further-
more, a vector based network analysis would be more 
ideal for modelling water flow in ditches.  
DISCUSSION AND CONCLUSIONS 
Disaster Management can describe the tasks and utili-
ties of an organization that deals with disasters and 
emergency situations. Information is crucial for mak-
ing effective decisions, because disasters can affect 
both lives and properties. Although disaster managers 
mostly rely on traditionally sourced, high quality data, 
this is not always available. Volunteered Geographic 
Information or crowdsourced geodata is a new trend in 
our field. This kind of data is the product of the so-
called Web 2.0, in which non-professional users be-
came creators and providers of spatial information. Alt-
hough this data is heterogeneous and lacks traditional 
Quality Assurance, it can be valuable because the 
shortage of data also limits effective decisions of dis-
aster/emergency managers. Therefore creating Web 
Applications that integrate VGI data sources into exist-
ing ones is an interesting research topic of recent years. 
Using Free and Open Source Software to develop 
geospatial applications is beneficial for many reasons. 
They are valuable for companies and application devel-
opers not just because of the low financial costs, but 
also the shorter development cycles, as well as the of-
ten helpful and fast developing user community, that 
can help solve problems. Open Source software is 
widely used in many areas. Numerous GIS solutions 
exist that can compete with commercial products. 
The use of Web Processing Service solutions is an 
interesting and promising direction for our field. It al-
lows web applications to use complex GIS functional-
ity over the internet. It allows Web GIS applications to 
move from an interactive map towards a fully function-
ing spatial processing framework in a web browser. 
The authors have developed a prototype applica-
tion, which proves that a Web GIS application can be 
developed to integrate the ideas of crowdsourcing and 
GIS, therefore can possibly create valuable VGI. The 
application is useful for disaster management since it can 
model possible extent of inland excess waters.  
The application was developed using Free and Open 
Source software solutions. It contains an easy-to-under-
stand user interface with interactive maps and the possi-
bility of editing features. Users can add new features or 
modify existing ones. Data generated this way can be con-
sidered as VGI or crowdsourced geographic data and it is 
used in the modelling process. Furthermore, it uses the 
WPS standard to execute a complex GIS analyses. Previ-
ously this kind of functionality was unknown for Web 
GIS applications. 
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The application is a technological demonstration of 
integrating available software components. It clearly 
shows that Free and Open Source Software is capable to 
provide full GIS functionality and to generate valuable ge-
ographic information over the internet. Quality Assurance 
of the generated data and refinement of the used algo-
rithms to create a more correct model is a challenging task 
for the future. It can be expected that the number of such 
application will arise in the near future since the technol-
ogy does not limit the possibilities. Standards and soft-
ware components are freely and easily available. 
Considering the numerous expansion option of pro-
totype it should be remembered that the underlying prin-
ciples can be applied in the other section too, like in e.g. 
agriculture, environmental protection, rural development.  
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Abstract 
The most obvious characteristics of urban climate are higher air and surface temperatures compared to rural areas and large spatial 
variation of meteorological parameters within the city. This research examines the long term and seasonal development of urban 
surface temperature using satellite data during a period of 30 years and within a year. The medium resolution Landsat data were 
(pre)processed using open source tools. Besides the analysis of the long term and seasonal changes in land surface temperature within 
a city, also its relationship with changes in the vegetation cover was investigated. Different urban districts and local climate zones 
showed varying strength of correlation. The temperature difference between urban surfaces and surroundings is defined as surface 
urban heat island (SUHI). Its development shows remarkable seasonal and spatial anomalies. The satellite images can be applied to 
visualize and analyze the SUHI, although they were not collected at midday and early afternoon, when the phenomenon is normally 
at its maximum. The applied methodology is based on free data and software and requires minimal user interaction. Using the results 
new urban developments (new built up and green areas) can be planned, that help mitigate the negative effects of urban climate. 
Keywords: urban LST, urban heat island, Landsat
INTRODUCTION 
Although, fifty three percent of the world's population 
lives in cities, according to the estimations only 3% of 
the continents is urban area (World Bank, 2014). This 
relatively small area is intensively used and continu-
ously affects its inhabitants by providing them a dy-
namically changing residential environment.  
The climate of the horizontally and vertically di-
verse urban surface is influenced by several factors on 
macro and meso (e.g. climate, elevation, relief), as 
well as local level. Local modifying factors, not active 
in non urban areas are (1) the generally higher specif-
ic heat and low albedo of anthropogenic surfaces, (2) 
modified water regime resulting in lower air humidity, 
(3) the special surface geometry modifying the flow 
conditions, (4) the periodical heat surplus (due to 
heating, traffic or industry) and (5) the increased at-
mospheric aerosol concentration (Unger, 1996). On 
meso level the impact of urban surfaces can be detect-
ed up to 9-11km (urban boundary layer – UBL), and 
local micro-level processes have effects up to the 
average roof-top level (urban canopy layer – UCL) 
(Oke, 1976).  
The total energy balance of urban areas is similar 
to the rural areas, however, there are differences in the 
ratio of shortwave and longwave radiation. Due to the 
high aerosol concentration the incoming direct, dif-
fuse and atmospherically reflected shortwave radia-
tion is low, and the shortwave radiation reflected from 
the surface is also low due to the low albedo. The 
warmer surfaces result in higher longwave radiation, 
furthermore air pollution increases the reflected and 
diffuse longwave radiation (Unger, 2010a). 
Urban heat islands (UHI) are typical microcli-
matic phenomena in urban areas. The air temperature 
of urban areas is significantly higher at night com-
pared to the rural areas (Landsberg, 1981). The phe-
nomenon has a horizontal as well as a vertical charac-
ter. According to the typical UHI thermal profile a 
steep temperature gradient occurs at the rural/urban 
boundaries (cliff), and thereafter the temperature in-
creases along steady horizontal gradient (plateau) and 
the highest temperature is at the urban centre (peak). 
Vertically the positive temperature anomaly can be 
detected reach up to 200-300 meters (Unger, 2010a). 
In general, a 0.5-1°C positive anomaly can be identi-
fied in urban areas compared to rural areas depending 
on the density and extent of built-up areas. Local 
urban climate is a phenomenon formed by several 
complex processes (Probáld, 1974). 
Several publications appeared that use aerial 
and satellite remote sensing data to study the chang-
ing urban environment due to the dynamically in-
creasing population. Considering the current study a 
significant advancement was the assessment of Roth 
et al. (1989), who used infrared (NIR) band of NO-
AA AVHRR satellite to monitor surface temperature. 
According to their experiences the pattern of heat 
release had a stronger correlation with the land cover 
during the day compared to the night. It is contradic-
tory to the results calculated from measured air tem-
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perature values at 2-3m height above the surface. 
Nichol (2005) compared ASTER night-time thermal 
infrared data with Landsat 7 (ETM+) daytime data to 
study the relationship between surface temperature 
and urban morphology during a daily temperature 
cycle. The research found the meso scale processes 
more important in the UBL at night, while during the 
day they were significant rather in the UCL. Purn-
hauser (2001) investigated the urban climate of Sze-
ged in different seasons and used the sky view factor 
(SVF) defined by Oke (1988). It was found that in 
open, green areas the longwave radiation is signifi-
cant; in narrow streets with high buildings an ‘urban 
canyon effect’ was observed, because the longwave 
radiation was trapped decreasing the loss of radiation 
to the atmosphere. Soósné (2009) assessed the urban 
climate of Hungarian and Central European cities 
using surface temperature, land cover and vegetation 
indices data from the MODIS sensor, and ASTER 
surface temperature data. She evaluated the spatial 
pattern of UHI in all 4 seasons and in 4 periods dur-
ing a day (dawn – morning – afternoon – evening). 
Gábor and Jombach (2009) used Landsat TM data to 
investigate the relationship between 14 different land 
use class and the surface temperature. The spatial 
pattern and intensity of UHI in Szeged were assessed 
and evaluated by Unger et al. (2010b) using meas-
ured air temperature field measurements and surface 
temperature datasets acquired by an airborne remote 
sensing system.  
 
STUDY AREA 
Urban climate is highly dependent on population density. 
In Hungary 70% of the population lives in urban areas 
(in 346 towns and cities in total) (KSH, 2015). Szeged is 
the third most populous city in Hungary (with 163000 
inhabitants). The number of inhabitants was increasing 
until the 1990s, and afterwards a decreasing tendency 
has been observed. The reasons behind the changes are 
the countrywide characteristic natural decrease of the 
population, furthermore, the migration of the people to 
the neighbouring villages. A migration surplus can be 
observed in Szeged since 2007 (KSH, 2015).  
The macroclimate of an area also influences the ur-
ban climate. Hungary, and therefore Szeged being locat-
ed on the South Hungarian Great Plain (Fig. 1), belong 
to the temperate zone; Cf type of Köppen’s climate 
zones (warm continental climate and with significant 
precipitation in all seasons). Péczely (1979) categorised 
Szeged into the warm-dry climate zone based on its 
water and heat balance. The annual mean temperature, 
the mean summer temperature and the mean annual 
precipitation are 10.6°C, 20,3°C, and 489mm, respec-
tively. The average total hours of sunshine at Szeged is 
250-280 in summer months and 50-80 in winter months 
(OMSZ, 2016). 
The city structure is characterised by avenues and 
boulevards built during the reconstructions after the 
great flood in 1879. The river Tisza devides the city in 
two parts: Southeast from the river, the area is mostly 
characterised by larger urban green areas and, family 
 
Fig. 1 Study area (1 Alsóváros, 2 Baktó, 3 Béke-telep, 4 Belváros, 5 Felsovaros,6 Iparváros,7 Kecskes, 8 Kiskundorozsma, 
9 Klebensbergtelep, 10 Makkosháza-Fodorkert, 11 Móraváros, 12 Odessza, 13 Petőfi-telep, 14 Rókus, 15 Szentmihály,  
16 Szőreg, 17 Tápé, 18 Újrókus, 19 Újszeged) 
Brought to you by | University of Szeged
Authenticated
Download Date | 12/14/16 6:51 PM
 Satellite based analysis of surface urban heat island intensity 25 
 
houses with gardens. North of the river the city centre, 
housing estates and industrial areas can also be found 
(Fig. 1). 
For the uniform description of the local climate fea-
tures a Local Climate Zone (LCZ) classification was 
developed. The categories can be well applied on plains, 
where the influence of the relief on the climate is less 
strong than in areas with large height differences (Stew-
art and Oke, 2012). The categories were defined based 
on the land cover, resulting in 10 urban and 6 rural cate-
gories. The first 3 urban categories are characterised by 
mainly built-up areas, green areas are represented only 
by a few trees. In the case of the following 3 categories 
the ratio of green cover is increasing, and the rest of the 
categories have open green areas and low built-
updensity. Lelovics et al. (2014) mapped the local cli-
mate zones in Szeged (Fig. 1) using a building database, 
aerial photos, topographical maps, RapidEye satellite 
images, an infrastructure database, SVF values, building 
height and roughness data, albedo values of the different 
surfaces, NDVI images and CLC land cover data. The 
following categories were identified in their work in the 
city of Szeged: (2) compact mid-rise, (3) compact low-
rise, (5) open mid-rise, (6) open low-rise, (8) large low-
rise and (9) sparsely built.  
DATA AND METHODS 
Landsat 4, 5 TM, Landsat 7 ETM+, and Landsat 8 
OLI/TIRS data from the period between 1984 and 2016 
were applied in this research (Table 1). For the long-term 
assessment, images from the same period in July, with a 
10 year interval were evaluated describing summer con-
ditions. I interannual changes were assessed using one 
image for each seasons between 2015 and 2016. 
The raw (DN) pixel values were processed using 
the Semi Automatic Classification Plugin (SCP) of the 
open source QGIS software (SCP) along two parallel 
workflows (Fig. 2). On one hand the data of the ther-
mal band was processed, on the other hand a super-
vised classification was carried out on the the visible 
and infrared bands. Emissivity values assigned to each 
class were applied during the land surface temperature 
(LST) calculations.  
The data sets used for the analyses needed to be 
preprocessed to land surface temperature. Each data set 
was preprocessed using a data specific workflow that 
does not use any ancillary data. During the first step, the 
raw digital numbers (DN) of the TM, ETM+ and OLI 
sensors were converted to at-satellite or top-of-
atmosphere (ToA) spectral radiances (Lλ  in Wm-2sr-1m-
1) using: 
Lλ = ML*Qcal + AL    (1) 
where ML and AL are respectively the band-specific mul-
tiplicative rescaling factor and the additive rescaling 
factor, which are both available from the metadata. Qcal 
is the quantized and calibrated standard product pixel 
values (DN). In the next step, the ToA radiances of the 
visible to SWIR bands were converted to unitless ToA 
reflectances ρp by:  
ρp= π∗Lλ∗d2 *(ESUNλ∗cos(θs))-1   (2) 
where d is the Earth-Sun distance in astronomical units at 
the acquisition time, ESUNλ is the band specific mean 
solar exo-atmospheric irradiances, and θs is the solar 
zenith angle in degrees, which is equal to θs = 90° - θe 
where θe is the sun elevation as given in the metadata. To 
derive the surface reflectance, it was required to apply 
some sort of atmospheric correction. In this research, no 
detailed data was available about the state of the atmos-
phere at the time of the data acquisition, therefore the 
Dark Object Subtraction (DOS) method (Moran et al., 
1992) was applied to the data sets assuming that within an 
image some pixels are in complete shadow and their radi-
ances received at the satellite are due to atmospheric scat-
tering (Chavez, 1996). The surface reflectance is then: 
ρs =[π∗(Lλ−Lp)∗d2] *(ESUNλ∗cos(θs))-1  (3) 
where Lp is the path radiance (Sobrino et al., 2004): 
Lp=ML∗DNmin+AL−0.01∗ESUNλ∗cos(θs) *(π∗d2)-1 (4) 
The surface reflectance values were used to classify 
the data with the spectral angle mapping algorithm 
(Kruse et al., 1993) into 4 land cover classes (water, 
vegetation, bare soil, built up) and to calculate NDVI 
values. The thermal bands were converted to at-satellite 
brightness temperature by: 












Landsat 4 TM 31-Jul-1984 A 
30/120 
22.8 30.3 n.a. 
Landsat 5 TM 27-Jul-1994 A 25.0 34.0 n.a. 
Landsat 7 ETM+ 22-Jul-2004 A 30/60 26.4 34.6 28 
Landsat 8 OLI/TIRS 
18-May-2015 B 
30/100 
16.9 24.1 50 
21-Jul-2015 A,B 25.3 32.4 70 
23-Sep-2015 B 17.5 23.1 15 
22-Feb-2016 B 7.0 10.7 50 
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KTb    (5) 
not possible to apply the split window algorithm on 
Landsat 8 data (USGS Landsat 8, 2016), empirical emis-
sivity values e (Weng et al., 2004; Mallick et al., 2012) 
for the earlier derived land cover classes were used with 
the following formula to convert the brightness tempera-
tures to surface temperature: 
Tsλ = bT  / [ 1 + (λ * bT  / p) ln(e) ]  (6) 
where λ is the wavelength of emitted radiance, and  
p = h * c / s (1.438 * 10^-2 m K)   (7) 
with h is Planck’s constant, s is Boltzmann constant, and 
c is the velocity of light. 
The surface urban heat island (SUHI) intensity can 
be defined as the difference between the temperature of 
urban and rural areas at ground level. Szeged meteoro-
logical station and its 750 m wide buffer zone was used 
as reference region in this study. This area was also used 
as reference for previous air temperature measurements 
of an urban climate research by Unger (2010a). It accu-
rately represents the main land cover types around the 
city (arable land, meadow-pasture, and forest). 
The spatial pattern of the SUHI intensity was ana-
lysed for the whole city and along a profile. The initial 
point of this line was the centre point of the reference 
area, the Szeged meteorological station (Fig. 1). Dur-
ing the allocation of the profile it was important to 
cross Iparváros (an industrial area), areas of different 
built-up ratio and vegetation cover 
In this research the following main questions were 
addressed:  
1) How the pattern of LST changed during the in-
vestigated 30 years in Szeged? What is the relationship 
between the ratio of built-up areas/vegetation cover and 
the calculated LST values?  
2) How the intensity of surface urban heat island 
(SUHI) changed compared to the reference rural zone in 
the investigated period? 
3) What is the interannual pattern of LST in the 
predefined local climate zones? 
4) What are the characteristic seasonal features of 
the spatial pattern of SUHI? 
 
Fig. 2 Workflow of LST calculation in QGIS using Semi Automatic Classification plugin 
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RESULTS  
Daytime surface temperature images with 30 m spatial 
resolution were prepared for nearly the same summer 
day in 1984, 1994, 2004 and 2015, and for one day in 
each season at same time intervals between spring 
2015 and winter 2016 for the city of Szeged. For the 
same dates NDVI values were calculated in 30 m 
spatial resolution using the red and infrared bands in 
the data sets.  
During image selection important criteria were 
the lack of cloud cover, since it reflects characteristic 
weather conditions in the given seasons and the ab-
sence of precipitation. The appropriate conditions 
were checked and confirmed by meteorological da-
tasets (Table 1).   
LST and NDVI between 1984 and 2015 in the investigat-
ed urban districts  
The most significant changes of built up areas were 
observed between 1984 and 2004 (Fig. 3). In the 
investigated 30-years-long period the highest differ-
ence between the mean LST values was observed in 
the case of Petőfi-telep exceeding even 7°C. LST 
decrease was observed in none of the investigated 
districts (Table 2).  
 
Table 2 Changes of LST and NDVI in city districts 
in the investigated 30 years 
District Δ LST Δ NDVI 
1 Alsóváros 5.76 0.09 
2 Baktó 5.27 0.12 
3 Béke-telep 6.30 0.06 
4 Belváros 5.48 0.15 
5 Felsovaros 5.33 0.19 
6 Iparváros 6.55 0.04 
7 Kecskes 4.78 0.09 
8 Kiskundorozsma 5.69 0.06 
9 Klebensbergtelep 6.20 0.08 
10 Makkosháza-Fodorkert 5.84 0.17 
11 Móraváros 5.83 0.09 
12 Odessza 3.30 0.21 
13 Petőfi-telep 7.08 0.04 
14 Rókus 6.11 0.10 
15 Szentmihály 5.38 0.06 
16 Szőreg 6.10 0.03 
17 Tápé 6.51 0.03 
18 Újrókus 6.44 0.10 
19 Újszeged 6.24 0.06 
 
Fig. 3 Changes of LST between 1984 and 2015 
Brought to you by | University of Szeged
Authenticated
Download Date | 12/14/16 6:51 PM
28 Gémes et al. (2016)  
 
The observed slight changes in NDVI values 
were in concordance with the significant increase of 
the temperature (e.g. in the case of Szőreg, Petőfi-
telep, Iparváros). In those districts where a larger 
increase in vegetation cover occurred, only lower 
LST values were detected (e.g. Odessza). The most 
spectacular changes happened at such areas where 
vegetation was replaced by built-up areas (e.g. shop-
ping malls, industrial areas). A relatively strong cor-
relation (R=-0.69) between the vegetation indices and 
the changes in the surface temperature values can be 
identified. However, vegetation seems to be a major 
determining factor of LST changes, the surface mate-
rial (albedo) and its geometry, furthermore the actual 
weather conditions also significantly impact the LST 
changes.  
Spatial pattern of daily SUHI intensity  
Based on LST values, the phenomenon of surface 
urban heat island was the most observable at midday 
and early afternoon, however urban heat islands based 
on the measured air temperature differences are the 
most pronounced at night. The applied Landsat imag-
es were captured between 9.30 and 10.30, thus they 
were not expected to show the highest differences 
(namely the maximum of SUHI intensity) compared 
to the rural areas. Apart from this, the temperature of 
the built-up urban areas significantly exceeded the 
mean temperature of the rural areas (Fig. 4). The 
highest positive intensity was observed at the indus-
trial areas in all cases, and the rate exceeded 10°C 
even in this morning period. The minimum values 
 
Fig. 4 UHI intensity compared to the rural areas  
 
Fig. 5 Seasonal patterns of LST (2 Compact midrise, 3 Compact low-rise, 5 Open midrise,  
6 Open low-rise, 8 Large low-rise, 9 Sparsely built) 
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were detected in the case of larger urban green areas 
(e.g. parks, floodplain) and the water surface of the River 
Tisza.   
The highest mean positive SUHI intensity was de-
tected in the densely populated city centre and Rókus 
districts on two out of the 4 investigated dates. The 
smallest mean difference was identified in a district of 
the outskirt area, in Baktó and once in the suburban Új-
Szeged district. The least variation in temperatures was 
found in the city centre, while the industrial areas 
showed the highest standard deviation. The average 
difference between the surface temperature in urban and 
rural areas was + 1.5°C in 2015.  
Seasonal changes of urban LST in the local climate 
zones 
According to the seasonal comparison (Fig. 5) the lowest 
LST values were detected in the sparsely built LCZ 
category in spring, summer and autumn (Table 3), where 
the land cover has characteristically a lower ratio of 
built-up areas, but more gardens and sporadic tree cover. 
In winter the lowest LST values were detected in the 
open low-rise LCZ category, which consists of mostly 
open areas characterized by low buildings. The differ-
ences in minimum values in winter are due to the smaller 
influence of vegetation. The maximum temperature 
values occurred in the large low-rise category in all sea-
sons, which are mostly built up areas without vegetation. 
These are typically the territories of large shopping malls 
and their parking lots.  
A significant negative correlation (-0.68<R<-0.87) 
between the NDVI and LST values in the vegetation 
period was observed in the investigated districts. The 
lowest correlation was detected in the city centre, due to 
the lower vegetation cover (Table 4).  
Daytime SUHI intensity along a profile in the city  
The profile represents the influence of the different 
land cover types on surface temperature. The line 
intersects the River Tisza at two locations and has a 
2800 m long suburban section as well. This section 
shows significant deviations in the different seasons 
(Fig. 6). The reason for this is the seasonal change of 
vegetation on arable lands. After the line reaches the 
border of the urban zone (at 2850 m), there is a signif-
icant change of the forest cover in all seasons. This 
decrease is followed by the increase of LST due to the 
industrial area. Apart from the seasonality, the abso-
lute maximum was observed at this district (after 4000 
m). The following built-up areas show a mostly steady 
temperature (with some exceptions). Besides the sec-
tions crossing the rivers, the absolute minimum values 
were characteristic for the Liget (the biggest park in 
Új-Szeged district) in all seasons except for winter. 
The winter curve was much more balanced, and the 
minimum was detected in the case of the forest area 
near the border of the urban area. The temperature of 
the water surfaces (at 7000 and 9000 m) was extreme-
ly low in all cases.  
Table 3 Statistical parameters of seasonal LST in the different local climate zones 
 
























21.6 41.6 27.5 26.9 44.7 34.7 20.4 32.3 24.6 8.6 25.4 15.4 
Total area 21.9 34.5 27.7 26.3 37.5 32.4 19.3 27.4 23.3 10.0 22.8 16.5 
 18-May-2015 21-Jul-2015 23-Sep-2015 22-Feb-2016 
Table 4 Extremities in the relationship between average seasonal LST and NDVI values for district  
District R LSTmean NDVImean R LSTmean NDVImean R LSTmean NDVImean 
Belváros -0.56 32.58 0.42 -0.59 37.14 0.40 -0.53 26.72 0.39 
Móraváros -0.88 29.18 0.60 -0.83 35.09 0.55 -0.81 25.44 0.56 
 
18-May-2015 21-Jul-2015 21-Sep-2015 
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Fig. 6 Temporal patterns of LST (the dashed line represents the 
mean temperature of the rural areas) 
The evaluation of the cross-section confirms how im-
portant the vegetation cover is in urban areas influencing 
the urban surface temperature. Vegetated surface can 
decrease the LST even by 13°C contributing to better 
health conditions and a positive human comfort.  
CONCLUSION 
The study investigated the differences of urban surface 
temperature compared to rural areas. The results con-
firmed to what rate green areas can decrease LST which 
has indirect impact on the air temperature. The high 
density of built-up areas and the huge paved surfaces are 
characterized by intensive warming up. In the investigat-
ed 30-years-long period the LST pattern changed only 
due to the new built-up areas and other urban develop-
ments. However, the absolute numbers are highly de-
pendent on the actual weather conditions. Compared to 
the rural areas the SUHI intensity has significantly de-
creased, which is due to the increasing extent of built-up 
areas. The seasonal assessment confirmed the inverse 
correlation between vegetation and LST.   
Remote sensing and GIS assessments proved to be 
useful tools for mapping spatial and temporal patterns of 
urban surface temperature. The results can be used for 
city planning and management in environmental and 
physiological aspects as well to manage the phenomenon 
of UHI. The advantage of the applied GIS method is the 
automation of the data processing, as a result of which 
homogenous data can be generated for large areas. The 
basic datasets can be downloaded for free and the tem-
poral extent is more than 30 years. The disadvantage is 
the low temporal resolution, preventing the investigating 
of changes within one day.  
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Abstract 
Wildfire poses a serious risk in several regions of the world threatening urban, agricultural areas and natural ecosystems as  well. 
Nature conservation has important role to be prepared for the management of postfire environmental degradation and restorati on 
for protected areas preserving valuable ecosystems. The improving temporal and spatial resolution of remote sensing and GIS 
methods significantly contributes to map the changes for accelerating management steps of restoration. In this study a severe  wild-
fire and its impacts were assessed in case of a protected area of the Kiskunság National Park in Hungary, which was partly bu rnt 
down in 2012. The aim of this research was to efficiently and accurately assess the damages and to plan and execute the resto ration 
works using remote sensing tools. Aerial data collection was performed one month, and one year after the fire. In 2014 the regen-
erated vegetation was surveyed and mapped in the field. Using the aerial photographs and the field data, the degree and exten t of 
the fire damages, the types and the state of the vegetation and the presence and proportion of the invasive species were determined. 
Semi-automatic methods were used for the classification of completely, partially damaged and undamaged areas. Based on the 
results, the reforestation of the burnt area is suggested to prevent the overspreading of white poplar against common junipers and 
to clean the area from the most frequent invasive species. To monitor the regeneration of the vegetation and the spreading of  the 
invasive species, further aerial photography and field campaigns are planned.  
Keywords: wildfire, aerial photography, invasive species, supervised classification 
INTRODUCTION 
Wildfire poses a serious risk in several regions of the 
world these days. This growing risk proves that climate 
change has an omnipresent influence on the fundamen-
tal environmental and ecological resources. Paton and 
Shroder (2015) point out, that wildfire has had a signif-
icant effect on ecosystems for millennia and ecosys-
tems have been formed through people working with 
the fire rather against it. A social-ecological perspec-
tive should always be considered if we want to under-
stand and manage wildfire risk (Buergelt and Paton, 
2014). Wildfires mean a hazard and a huge threat in 
recurring drought periods which are caused by climate 
change. Societies and communities exposed to facing 
wildfire hazards may experience more and more fre-
quent, large-scale, devastating wildfire events (Adams, 
2013). It is evident that the majority of fires are human 
induced; the Mediterranean region accounts for the 
larger proportion of human-caused fires in the world 
(95%) (Leone et al., 2009). In most of European coun-
tries, forest fire outbreaks result from human activities 
without intention to provoke damage (i.e., they start by 
accident, negligent actions, or risk behavior) (Tedim et 
al., 2015). The increase in the number of wildfire haz-
ards in recent years has brought a combined results of 
the ever-larger droughts and all-pervading reporting 
(Mockenhaupt, 2014), which has called forth the in-
creased number of remedial methods in dealing with 
fires. 
Wildfires have the unique characteristic due to the 
complex interdependencies that exist between humans 
and the forest sources of wildfire hazards. Forests have 
always presented the crucial territory for agriculture, 
livelihood, hunting and forests and other natural envi-
ronments have also played important roles in sustaining 
human well-being (Clayton and Opotow, 2003). Climate 
change will have an effect on the patterns of wildfire risk 
and their distribution (Nicholls and Lucas, 2007). Lo-
cally, wildfire consequences affect directly air quality, 
ecosystems and landscapes. Secondary consequences 
can be traced when we examine the impact of fire haz-
ards on water and soil quality. These can cause instant 
damage to vegetation and fauna and have direct and in-
direct impacts on soils through heat release and ash dep-
osition, and contribute to postfire environmental degra-
dation (Vallejo and Alloza, 2015). At the beginning of 
this century a large-scale flooding period and forest fires 
started this is why the European Parliament had to adopt 
the “European Parliament resolution on Natural Disas-
ters (fires, droughts, and floods) environmental aspects 
(2005/2192(INI))”. To protect the forests throughout the 
EU is one of the most crucial actions of the EU Forest 
Action Plan, in which the member states are invited to 
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support forest fire prevention measures, restoration of 
forests after being damaged by natural disasters (Tedim 
et al., 2015). 
There are two main periods in the year when forest 
fires pose a great risk in Hungary. The first group of fire 
incidents is connected with the beginning of agricultural 
work (burning of fields and stubbles) which starts after the 
snow has thawed and the weather is characterised by the 
lack of precipitation between February and April. New 
plantations are usually prone to more extensive damage in 
these wildfires, while vegetation consisting of older trees 
is less endangered. The second group of forest fires occurs 
from June to September when the dry litterfloor of decid-
uous and coniferous forests fuels these fires in the hot, 
drought-stricken summer months. These incidents are 
mainly characteristic of the drier areas of Bács-Kiskun 
and Csongrád counties on the Great Hungarian Plane [1]. 
The increased frequency of forest fires observed in 
the past few decades is most likely to be caused by the 
more and more extreme climate (less precipitation, higher 
mean temperature, winters without sufficient snow cover-
ing), which ultimately leads to the drying out of plant lit-
ter. Due to climate and vegetation circumstances, natu-
rally induced forests fires are of no account (about 1%) in 
Hungary. 99 % of forest fires are human induced (negli-
gence or arson). Most fires are induced by (adults’ and 
infants’) negligence and only a small proportion of fires 
are caused by arsonists [2]. 
In this study a severe wildfire and its impacts were 
assessed in case of a protected area of the Kiskunság Na-
tional Park in Hungary, which was partly burnt down in 
2012. The aim was to support the professionals of the na-
tional park in their work to estimate damage effectively 
and properly as well as to plan, organize and implement 
restoration measures by providing remote sensing strate-
gies and tools, i.e. methods of collecting, processing and 
analysing data (Szatmári et al., 2014). 
STUDY AREA 
The study area, the Bugac Juniper Forest is located in the 
Kiskunság Sandland, in the Danube-Tisza Interfluve (Fig. 
1). The No. VI protected area of the Kiskunság National 
Park (KNP) is situated about 7 km north to the settlement 
of Bugac. Crescent-shaped sand dunes are the most char-
acteristic features of the surface, they stretch out about 4 
km long, and they may even reach 12-18 m height in this 
region. The majority of sand and loess found here are al-
luvial deposits of the paleo-Danube. These deposits were 
shaped into sand dune lines by north-west winds in the 
Pleistocene and Holocene. The beginning of the Holocene 
marked the anchor of these aeolian forms, but later in the 
Boreal period the wind started to move them again (Borsy, 
1989). Saline lakes were formed in the interdunal depres-
sions (Temesi, 1986). 
The predominant plant association of the area is the 
open perennial sand grassland. The extent of land cover is 
about 50%, it reaches its biggest diversity in spring and 
autumn, while the association usually dries out in sum-
mer. Its environmental protection value makes the open 
perennial sand grassland a very important one (Facsar, 
1996); most of the endemic herbaceous plants of Hungary 
can be found in this association (e.g. Hungarian or sand 
fescue (Festuca vaginata), different feather grass species 
(Stipa sp.)). The natural multi-layer flora on the top and 
the southern slope of the sand dunes as well as steeper 
parts of the area is made up of juniper-poplars 
 
Fig. 1 Wildfire hazard of the Hungarian counties and the location of the study area in Bács-Kiskun county, 
characterized by a considerable wildfire hazard 
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(Festucetum vaginatae juniperetosum). The canopy 
layer consists of white poplars (Populus alba) mainly, 
and sometimes grey poplars (Populus canescens), the 
understorey layer consists of common junipers (Juni-
perus communis) as well as small groups of common 
hawthorns (Crataegus monogyna) and blackthorns 
(Prunus spinosa). There are several rare orchid species 
to be found in the forest floor such as the Red Helle-
borine (Cephalonthera rubra), the Royal (Epipactis 
etrorubens) and the Bugac Helleborine (Epipactis bu-
gacensis) (Borhidi, 2003). English oaks (Quercus ro-
bur) also mix into the closed canopy layer of the asso-
ciations in the valleys and on the sand dune slopes. Sur-
face fires, when surface litter and other dead vegetal 
parts and smaller shrub burn have been common in this 
type of forest vegetation. They can develop in whole 
fire season. Forest litter, needles, dead twigs and 
branches get totally dry in arid periods without rainfall 
and start easily burning as a consequence of negligently 
lighted fire [2]. 
On 29 April 2012, a fire broke out in the study 
area, and it was finally extinguished on 5 May 2012. 
The south-southeast winds took its smoke as far as the 
outskirts of the capital as is shown on satellite images 
(Fig. 2). Wildfire suppression was made difficult by 
embers in tree hollows that kept on smouldering for 
days, unfortunate soil conditions, and sudden gusts of 
the wind. It was a high-alert wildfire that flamed up nu-
merous times until the afternoon of 1 May 2012, and 
more than a fifth of the protected area had burnt to the 
ground. Both flora and fauna suffered considerable 
loss, for example, many protected reptiles and bird 
hatchlings fell victim to the fire. 
The Hungarian state contributed to the restoration of 
the damaged vegetation by mobilising new work force 
who helped the employees of the national park clean up 
debris, plant saplings, and eradicate invasive plant species 
that started to spread aggressively in the burnt area. 
METHODS 
Aerial photography 
Remote sensing data were collected by equipping a Cessna 
172 with a high resolution aerial photography system (To-
bak et al., 2008a). Out of the numerous advantages of the 
system, its cost efficiency (Novák, 2015), and its operativ-
ity can be highlighted (Tobak et al., 2008b). The fact that 
the system is easy to operate becomes particularly im-
portant in projects that investigate quickly changing phe-
nomena (Bakó, 2010). The central unit of the aerial photog-
raphy system is a Trimble Aerial Camera which is a 39-
megapixel model with a PhaseOne P45+ back wall, inter-
changeable 47 mm RGB and CIR (color-infrared) imagery 
lenses, and various controllers. The camera system is sup-
ported by adequate power supply, GPS tools to provide cor-
rect navigation, and a portable computer. The Aero TopoL 
software of the system supports both the planning and nav-
igational phases (Tobak, 2013). 
In order to estimate damage as soon as possible, the 
study area was surveyed one month after the forest fire (7 
June 2012), while monitoring its regeneration and the 
spread of invasive species happened one year later (1 July 
2013). The same monitoring system and procedure were 
applied on both occasions. A precise flight route was 
planned before the aerial survey itself, which enabled us 
 
Fig. 2 Spread of the smoke of the 2012 Bugac forest fire as depicted on a satellite image [3], Common juniper with an old white 
poplar (Populus alba) in the background and a part of the burnt area  
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to prepare the geometric file of the flight rows and image 
centres based on the data of the study area borders given 
by the KNP. It is the basic requirement of navigation- and 
position-based aerial photography. The images were col-
lected with a 60-70% overlap in the along track direction, 
and 20-30% in the cross track direction. These overlaps 
allowed the continuous cover of the study area as well as 
its spatial analysis (e,g. altimetry). A further important pa-
rameter of aerial photography is GSD (ground sample dis-
tance) which, in our case, was 20 cm (2012 survey) and 
10 cm (2013 survey) respectively. 58 images were taken 
in 4 flight rows from altitudes of 1,400 m and 700 m in 
2012, and 179 images were taken in 7 flight rows from the 
same altitudes in 2013 (Fig. 3). 
Data acquisition was followed by raw data – naviga-
tional and image – processing. The co-ordinates of the ac-
tual flight route and the aerial photo processing centre can 
be obtained in ASCII format, which can be integrated into 
a geographical information system directly after being con-
verted to the proper format. It means that we had 3 co-ordi-
nates and one camera rotation angle (kappa) value, out of 
the 3 possible ones (omega-phi-kappa), per image at our 
disposal as initial exterior orientation parameters. This in-
formation is the input data for the aerial triangulation of the 
aerial photographs. The unit of the camera rotation angle 
was degree and the centre co-ordinates were recorded in the 
EOV (Unified National Map Projection) system in metres.  
Creation of orthophotos 
By using small format aerial photography system, photo-
graphs can be taken at any time at any frequency, which 
provides precise orthophotos for further image classifica-
tions and analyses. The so-called block of aligned photos 
was prepared from individual photographic images. The 
auto detection of common points in the overlapping image 
parts and the initial parameters of the exterior orientation 
are used in this process. After aligning the images the soft-
ware automatically starts detecting common points in the 
overlapping parts of the block, and creates a sparse 3D 
point cloud. In order to filter our gross geometric errors, a 
mesh is generated based on the sparse cloud. 
In order to match the model and the actual geo-
graphic space accurately, on site ground reference points 
are also needed. Professionals of the KNP placed 162 foil 
stripes in the study area so that they could be identified in 
the images too. The co-ordinates of these stripes were 
fixed with RTK GNSS, and during data procession they 
served as GCPs (Ground Control Points) in the exterior 
orientation of the model. A homogeneous distribution of 
8-9 GCPs in the multi-overlapping image parts were 
enough in the total block of aligned photos. As a result, an 
orthomosaic (an orthophoto from rectified photos, with 
the same geometric resolution as the original aerial pho-
tos) is produced on the basis of the oriented aerial photo 
block of the whole study area. 
Analysis of aerial photos 
The orthorectified RGB and CIR images can be used in a 
wide range of studies. The common characteristic of these 
studies is that they require high spatial and temporal res-
olution and visible as well as near infrared spectral infor-
mation. The detailed analysis of the processed data was 
done in the total of the study area. The applied methods 
can be categorised into manual, semi-automatic, and au-
tomatic methods based on the extent of the necessary in-
tervention of the analysing process. In order to optimise 
 
Fig. 3 Flight plan and its parameters of the 2013 aerial survey campaign 
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the ratio of temporal and personal resources of the analy-
sis to the expected quality and availability of the results, 
semi-automatic methods were employed primarily. 
Manual analysis was employed to the visual separa-
tion and bordering of the parcels damaged to a varying ex-
tent. At this step it was important for the analyst of the data 
to be profoundly familiar with the study area, which was 
established by the on site fieldwork with the professionals 
of the KNP and a thorough GPS survey. 
Remote sensing data were stored in raster format, and 
different image classification algorithms were run on them. 
We also tested the ISODATA technique, which automati-
cally allocates the image elements to classes. In this case, 
identifying (labelling) classes happens afterwards. From 
the supervised classification methods, which demand big-
ger user intervention, the Maximum Likelihood algorithm 
was applied. In this classification method, classes were cre-
ated on the basis of previously identified training sites with 
already known vegetable type and damage extent. 
On site field survey 
On site data collection took place on 9 April 2014, the 
state of the study area and the vegetation was surveyed. 
Each parcel was categorised during the on site field sur-
vey, then the descriptive data of the surveyed objects were 
captured systematically in geographic information sys-
tem. The type of the vegetation, the name of the most 
densely occurring invasive species, the extent of the spe-
cies' spread were all categorised from 1 to 5. Special data 
belonging to certain polygons were also captured, these 
data included information such as the newly planted pop-
lars, the aging vegetation 
Invasive species and their land cover rate in the study 
area 
Invasive plants (or adversed introduced plants) are usually 
plant species which are not native to a specific location. In-
vasive plant species usually do not have any special require-
ments, tolerate a wide range of environmental conditions, 
and have no natural controls therefore their pest-resistance is 
high. By adapting fast, they drive local native or indigenous 
species to (near) extinction. They have a tendency to spread 
aggressively and, as a result, they may seriously disrupt the 
native ecological system (Sipos, 2004). 
The invasive species in the study area are as follows: 
tree of heaven or ailanthus (Ailanthus altissima), false aca-
cia or black locust (Robinia pseudoacacia), common milk-
weed or silkweed (Asclepias syriaca), wild black cherry 
(Prunus serotina), non-native Canadian (also known as 
American) poplar (Populus x canadensis hybrids, Populus 
x euramericana syn.), and black pine (Pinus nigra). During 
the on site field survey 5 categories of invasive plant spe-
cies were created on the basis of their density: 
1. no presence in the parcel 
2. 0-10% density in the parcel 
3. 10-25% density in the parcel 
4. 25-50% density in the parcel 
5. over 50% density in the parcel 
Surveying the vegetation of the study area 
The following types of vegetation were identified in the 
parcels of the study area when surveying vegetation and 
its general state: white poplars, junipers, white poplar-ju-
nipers, Scots and black pines, false acacias, and open 
grasslands in some places. On the basis of the damage 
caused by the forest fire, intact and burnt parcels were 
identified. 
RESULTS  
Extent of damage based on remote sensing data 
Interpreting the pre-processed – orthorectified – aerial 
photographs meant manual delineating of parcels in the 
simplest case. In accordance with the expectations of the  
KNP, this method was employed when surveying the 
damage to the non-native (introduced and purposefully 
planted) pine trees. On the basis of the forest maps 24% 
(202 ha) of the study area (a total of 835 ha) was classified 
as intact, 38 % (318 ha) as partly, and 38% (318 ha) as 
totally damaged (burnt) (Fig. 5A, [4]).  
The results of the supervised (Maximum Likeli-
hood) and the automatic (ISODATA) methods of the 
(semi-)automatic workflow are shown in a sample area of 
11 ha, which represents the analysed categories of the 
whole study area. The supervised classification of the pre-
viously fixed training sites allocated 50% of the sample 
area as damaged (burnt), 30% as partly damaged, and 12% 
as intact. The rest of the study area, ca. 8%, was allocated 
as shadowed or open sandland (Fig. 5B). 
The results of the ISODATA clustering run with 9 
initial classes showed a more heterogeneous picture, at the 
same time, the border lines of the most damaged area was 
clearly seen here too. This method allocated 30% of the 
pixels to the damaged (burnt) class, 28% to the partly 
damaged, and 14% to the intact classes. The proportion of 
the shadow areas was bigger (21%) (Fig. 5C). 
Types of vegetation 
The study area (1748 ha) was covered by white poplars 
(622 ha, 34.8%), white poplar-junipers (488 ha, 27.3%), 
Scots pines (307 ha, 17.1%), open grasslands (185 ha, 
10.3%), junipers (115 ha, 6.4%), and false acacias (68 ha, 
3.8%) two years after the wildfire (Fig. 6). Scots pines are 
found in the periphery, which may indicate that this type of 
vegetation may have a certain protecting role. 
On the basis of on site field data, more than half of 
the study area was damaged in the wildfire. Juniper and 
Scots pine associations were damaged the most exten-
sively (Fig. 7). There were no visible traces of wildfire 
damage in the open grassland associations, they had re-
generated from seeds found in the soil. 
The burnt white poplar associations were sprouting 
which indicated their strong regeneration ability. The size of 
the sprouts were between 1-1.5 m. There were many aging 
stands in the forest which indicated the bad health state of the 
vegetation. The dead, burnt tree trunks left in the study area 
after the suppression of the wildfire were all decaying. 
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Fig. 6 Location of different types of vegetation in the study area 
Invasive species and the extent of their appearance 
The rehabilitation of the study area in the Bugac Juni-
per Forest started in 2012. In the beginning, the dead 
and burnt wood pieces and logs were not removed from 
the study area, this process has been in progress since 
then. However, the transport of these tree remnants is 
not advantageous as disturbing the area makes it easier 
for invasive species to appear and spread. At the same 
time, processing and transporting the remnants is nec-
essary to stop the appearance and rapid swarming of 
pests that endanger both the remaining and the newly 
growing vegetation. 
The spreading of the invasive plant species in 
the study area is rapid. The distribution of these spe-
cies in the forest is as follows: 46% false acacia, 3% 
Canadian poplar, 8% ailanthus, 2% black pine, 0.04% 
wild black cherry, and 18% common milkweed (Fig. 
8). The most aggressively spreading invasive species 
is common milkweed. False acacia shows the greatest 
extent of spreading, this species strongly degrades the 
conservation value of this more strictly protected area. 
There were no signs of invasive species in the juniper 
associations, although it was damaged the most in the 
wildfire. Figure 9 also shows that the invasive plant 
species appear in the periphery of the forest and in the 
open grassland associations. 
 
Fig. 5 Manual bordering of the damaged sites of varying damage extent (A) and their classification (B: supervised classification, C: 
ISODATA clustering) on the basis of aerial photos 
 
Fig. 7 An aerial photograph showing the damage to juniper associations 
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Fig. 8 The appearance of invasive species (ha) 
DISCUSSION AND CONCLUSIONS 
The extent of damage, the type and state of vegetation, 
and the extent of the invasive species' appearance were 
all categorised by processing and analysing aerial photos 
and on site field survey. Databases were designed for 
further expansion, too, so that other types of data can be 
recorded and studied here in the future. The analysis of 
remote sensing data was aided by semi-automatic classi-
fication methods. 
Our analyses and geoinformatic database help pro-
fessionals regenerate the forest and stop the spreading of 
invasive plant species. In order to successfully regener-
ate vegetation, it is necessary to plant new stands. New 
planting of pine forests may be important because they 
may serve as a protecting belt around the inner area of 
the forest, and they may as well be buffer zones where 
the appearance of invasive species is not considerable. 
Sprouts of white poplar associations in the Bugac Juni-
per Forest must be controlled so that they will neither 
spread too much nor suppress junipers' spreading. 
It is also important to cut out invasive plant species 
continuously, and more parcels have to be cleared of the 
sprouts of false acacia and ailanthus. Stopping common 
milkweed from spreading in open grasslands is another 
significant task, which is made more difficult by the fact 
that common milkweed spreads very aggressively in the 
area. Their eradication is also made difficult by their 
mode of spreading: common milkweed reproduces both 
by seeds and rhizomes, and forms a colony or a long, 
thick line quickly crowding over other plants. 
Further aerial photography and on site field survey 
are planned to follow the regeneration of the area and 
monitor the undesirable spread of invasive plant species. 
With our work we would like to contribute to the regen-
eration of one of the most visited sites of the Kiskunság 
National Park introduced in our study. 
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Fig. 9 Invasive species and degree of invasion 
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Abstract 
During the Late Pelistocene-Holocene transition the fluvial landscape of the Great Hungarian Plain changed considerably as a 
consequence of tectonic, climatic and geomorphological factors. Geochronology, and especially luminescence dating, is a very 
important tool in reconstructing these changes. The present study focuses on the Lower-Tisza region and addresses the timing of 
the development of different floodplain levels. In the meantime the luminescence characteristics of the investigated alluvial  sedi-
ments were also assessed, with a special emphasis on the comparison of silty fine grain and sandy coarse grain results, as in the 
given medium and low energy environment fine grain sediments are more abundant, however, based on the literature, coarse 
grain samples are more reliable in terms of luminescence dating. Measurements were performed on 12 samples originating from 
the point bars of two large palaeo-meanders, representing different floodplain levels along the river. Results indicate the applica-
bility of both grain size fractions for dating purposes, though fine grain subsamples overestimate in average by 1.5 ka the ages 
yielded by coarse grain subsamples. Consequently, fine grain samples can be used for outlining only general trends, and resul ts 
need to be controlled by coarse grain measurements where possible. Based on the ages received, the upper floodplain was actively 
formed until 13-15 ka, when incision and the development of an intermediate floodplain level started. The meander on the inter-
mediate flood plain level developed then very actively until 9 ka. As indicated by the received age information the intensity of 
meander formation could be highly affected by climatic and especially vegetation control. However, reconstruction can be refi ned 
later by further sampling and the application of the results of the present paper. 
Keywords: OSL, alluvial sediments, River Tisza, palaeo-fluvial record 
INTRODUCTION 
The primarily alluvial environment of the Great Hungar-
ian Plain hosts numerous generations of palaeochannels 
which developed in response to highly varying water and 
sediment discharges during the Late Pleistocene and 
Holocene (Gábris and Nádor, 2007; Kiss et al., 2015). In 
several cases these channels are located on well identifi-
able floodplain levels, referring to incision governed by 
either tectonic or climatic processes.  The evolution of 
the fluvial network, and especially the development of 
the Tisza has been addressed by several earlier studies 
(e.g. Somogyi, 1967; Gábris, 1986; Borsy, 1989, Kiss et 
al., 2013), focusing on its palaeo-discharge, pattern 
changes or the age of certain channel generations.  
A key question of fluvial development along the 
Lower Tisza, affected by tectonic subsidence (Nádor et 
al., 2007), is the morphology and separation of differ-
ent floodplain levels. Kiss and Hernesz (2011) and later 
Kiss et al. (2012) identified two separate levels: a high-
er and a lower floodplain. The later has several mean-
der cores or umlaufbergs being the remnants of the pre-
incision floodplain surface. Based on optically stimu-
lated luminescence (OSL) data, they put the start of 
incision earlier than 20.1±2.1 ka and the termination of 
it to 8-9 ka. More recently by extending the morpholog-
ical analysis to the Serbian section of the river Hernesz 
(2015) separated a further, intermediate floodplain 
level as well. The dating of palaeochannels on these 
floodplain levels was carried out by using OSL on 
coarser sand sized, but also on fine grain silty sedi-
ments, however the comparability of results has only 
been partly assessed (Hernesz, 2015). 
A major underlying principle of OSL dating is 
that sediment grains during transportation are ex-
posed to sunlight, which resets the OSL signal to 
zero. Consequently, during laboratory measurements 
the time elapsed since the last exposure to light, or in 
other words the time of deposition can be determined. 
In certain sedimentary environments however reset-
ting is not always complete, which results in partial 
bleaching, making measured OSL ages higher than 
the true age. Fluvial deposits are greatly affected by 
the phenomenon. 
Previously, several researches addressed the role of 
grain size in the bleaching process (Hu et al., 2010; Van-
denberghe et al., 2007; Alexanderson, 2007). Most of 
them concluded that coarser grains (sand) are more suit-
able for luminescence dating than finer grains (silt), as 
resetting is more adequate in their case. This is explained 
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by the possible coagulation of fine grains (Hu et al., 
2010) and the more frequent exposure of coarser grains 
on bar surfaces (Rittenour, 2008).  
The most common minerals used for OSL dating 
are quartz and feldspar. Although both minerals are 
applicable, the choice depends on various factors. Quartz 
saturates at lower doses, but on the other hand feldspars 
suffer from anomalous fading (Vandenberghe, 2004). In 
summary most of the researches emphasize that in terms 
of fluvial sediments with an age up till several 10 ka the 
most confident luminescence ages can be received if 
coarse grain quartz is applied (Bøtter-Jensen, 2006). 
The primary aim of the present research was to 
investigate the development time of two floodplain 
levels along Lower Tisza by using OSL. Another goal 
was to assess the rate of morphological evolution in 
case of the studied palaeomeanders, which provides 
valuable additional information on the environment in 
which they were developing. Furthermore, the investi-
gations also allowed to test the luminescence character-
istics of alluvial sediments in the region and to compare 
ages retrieved from the fine grain and coarse grain 
fraction of OSL samples, since in many situations, as a 
consequence of the medium energy environment only 
silty sediments are available for dating. 
STUDY AREA 
Our research focused on the Lower Tisza Basin where 
palaeomenaders remained recognizable only in a relatively 
narrow N-S belt along the Tisza River (Fig. 1). The width 
and wavelength of these channels significantly exceed 
contemporary values even if compared to that of the Dan-
ube. Two major channel generations were investigated 
(Fig. 2): one located on the higher floodplain level (Site1), 
having larger but more blurred pointbars and main channel 
(meander wavelength=25 km, width=1000 m), and another 
lying on the intermediate level (Site 2), being smaller but 
having much intense forms (meander wavelength=9.2 km, 
width=500 m). The elevation difference is around 1 m 
between the two floodplain levels. 
 
Fig. 1 Location of the studied meanders, the border of the 
lower and upper floodplain surfaces, and situation of interme-





Fig. 2 Geomorphology of the study sites and the location 
 of the drillings 
METHODS 
The age and development rate of meanders were deter-
mined by the means of luminescence dating (OSL). 10 
drillings were made to sample pointbar and channel sedi-
ments of two megameanders (Fig. 2). Fluvial stratigraphy 
and sedimentological correlations were set up by laser 
grainsize analysis (Fritsch Analysette 22 MicroTec plus). 
OSL samples were taken from layers with increased sand 
content, using drilling and undisturbed steel cylinders.  
In all 12 sediment samples were measured by OSL. 
Samples were mainly silty, but usually containing an 
adequate amount of sand for dating, therefore where it 
was possible the polymineral fine grain and quartz coarse 
grain fractions were dated simultaneously in order to 
assess the adequacy of different materials for dating pur-
poses. The preparation of the samples has followed usual 
laboratory techniques (Aitken, 1998; Mauz et al., 2002). 
For coarse and fine grain dating the 90-150 μm and the  4-
11 μm fractions were used, respectively. The separation of 
fractions was made by sieving and settling. The carbonate 
and organic material content was removed by repeated 
treatment in 10% HCl and 10% H2O2. In case of coarse 
grains, a Na-polytungstanate (LST Fastfloat) heavy liquid 
separation was applied for the separation of the quartz 
fraction. This step was followed by a 50 min etching in 
40% HF, aiming at removing any remaining feldspar 
contaminations and the outer layer of quartz for dosimetry 
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reasons. Coarse grains were adhered to stainless steel 
discs by silicone spray (2 mm mask), fine grains (2 
mg/aliquot) were settled to aluminium discs by using 
acetone. A number of aliquots were prepared for lumines-
cence tests and for equivalent dose (De) determination.  
Measurements were made using a RISOE DA-15 
TL/OSL luminescence reader by applying the SAR 
(Wintle and Murray, 2006) and DSAR (Roberts and 
Wintle, 2001) protocols on the coarse grain sand and the 
fine grain silt fraction, respectively. In terms of fluvial 
samples usually the sand sized quartz fraction is investi-
gated, assuming that it usually has more chance for com-
plete bleaching during sediment transport. In this case 
comparative measurements were made to test the ap-
plicability of the fine grain component too. 
Concerning the coarse grain fraction a combined 
preheat-cutheat test was used for determining optimal 
heating parameters during the SAR measurements. Pre-
heat temperatures varied between 200 oC and 260 oC, 
while cutheat temperatures between 140 oC and 220 oC.  
In case of fine grain samples a simple preheat test was 
applied, with a constant cutheat at 160 °C. During the tests 
SAR recycling ratios (ratio of two sensitivity corrected 
luminescence signals generated by identical regeneration 
doses) and recuperation (thermal and photo transfer of 
electrons to OSL traps) values were monitored to deter-
mine the best thermal treatment. Subsequently, known 
doses were administered to 5-5 aliquots of each sample 
and a SAR measurement was run in order to determine the 
given dose/measured dose ratio (dose recovery test), 
which is a robust test for assessing the applicability of the 
SAR procedure. Known doses were set to be close to the 
preliminary De, assessed prior to any of the tests.  
SAR measurements were performed on 24-48 ali-
quots, standard rejection criteria were used to select 
those aliquots performing well during the measurements 
(recycling ratio being within 1.00 ± 0.05, De error being 
lower than 10%, recuperation being lower than 5%). 
Single aliquot De values were analysed using the central 
age and the minimum age models (Galbraiht, 1999) in 
case of coarse grain and fine grain samples, respectively.  
Environmental dose rate (D*) was determined by 
using high-resolution, extended range gamma spec-
trometry (Canberra XtRa Coaxial Ge detector), using 
500 cm3 marinelli beakers. Dry dose rates were calculat-
ed using the conversion factors of Adamiec and Aitken 
(1998). Wet dose rates were assessed on the basis of in 
situ water contents. The rate of cosmic radiation was 
determined on the basis of burial depth following the 
method of Prescott and Hutton (1994). 
 
Fig. 3 Results of a combined preheat-cutheat and dose recovery test of a coarse grain quartz sample (OSZ245).  
A) dose recovery ratio; B) recycling ratio and recuperation 
 
Fig. 4 Preheat and dose recovery test of polymineral fine grain samples. A) De at various preheat temperatures, B) The dose recovery ratio 
values of several fine grain samples, C, D, E) Recycling ratio and recuperation of samples indicated on Fig. 4A, colours are identical 
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RESULTS AND DISCUSSION 
Looking at the thermal tests in general, as it was ex-
pected, coarse grain samples showed a much higher 
scatter in terms of SAR internal check parameters and 
also in terms of dose recovery ratios than fine grain 
samples (Fig. 3 and Fig. 4). Concerning recuperation 
coarse grain samples performed fairly well up till a 
preheat temperature of 260-280°C (Fig. 3), thus this 
parameter has not seemed to be problematic in terms of 
final measurements. However, recycling ratios were 
rather poor at almost each preheat-cutheat combina-
tions. Acceptable results were received at either the 
240°C/160°C (Fig. 3) and the 220°C/160°C combina-
tions. At these temperature settings dose recovery was 
also within thresholds (Fig. 3). 
Meanwhile, in case of fine grain samples a high 
stability of equivalent doses was observed at various 
preheat temperatures, and the recovery of artificial 
doses was also very precise (Fig. 4). Recycling ratios 
remained close to unity and recuperation was also in-
significant (Fig. 4). 
As a consequence of the above during the final 
SAR measurements, aiming at determining De, 40-50 % 
of aliquots had to be rejected in terms of coarse grain 
quartz samples during the age analysis. However, by 
applying even stricter rejection criteria for fine grain 
samples 95 % of results were still applicable.  
 Following age calculation fine grain results were 
relatively close to coarse grain result (Table 1, Fig. 5). 
Significant overestimation was experienced in three 
cases, on the other hand three other fine grain ages 
were practically identical to their coarse grain equiva-
lent (Fig. 5). The mean overestimation related to fine 
grain ages was 1.5 ka, meaning that general trends 
might be inferred from fine grain fluvial data in the 
region, and major channel generations can be separated, 
but the date of shifts and changes can hardly be deter-
mined without the use of coarse grain data. 
 
Fig. 5 Coarse grain and fine grain ages plotted against each 
other in case of samples where both were determined 
Based on coarse grain derived ages, the point bars 
related to the upper floodplain meander (Site 1) started to 
develop 14-16 ka ago, and were probably formed up till 
13-15 ka. Going closer to the palaeochannel, a less elevat-
ed bar (drilling C) yielded a coarse grain age of 12.4±1.4 
ka at a 2.6 m depth, which is in good correspondence with 
the topmost sample of drilling B with an age 13.3±1.6 ka 
(Fig. 6). Consequently, a second phase of channel for-
mation is suggested at this time, which was also accompa-
nied by a slight incision, as the point bar sequence can be 
separated into two levels (Fig. 6). At a 1.4 m depth how-
ever, an age of 7.8±1.0 was received, which is very young 
compared to previous results and might indicate either 
post formational aggradation, or a next phase of channel 
development. Nevertheless, this can only be confirmed if 
further drillings are made closer to the channel. 














De (90-150 µm) 
(Gy) 
De (4-11 µm) 
(Gy) 
Age (90-150 µm) 
(ka) 
Age (4-11 µm) 
(ka) 
Site 1 
OSZ255 1.4 2.53±0.24 9.28±1.04 1.73±0.17 2.72±0.14 3.21±0.14 21.14±2.53 27.73±0.30 7.8±1.0 8.6±0.4 
OSZ257 2.6 2.60±0.21 9.42±1.05 1.85±0.09 2.64±0.10 3.11±0.13 32.70±3.37 46.9±0.78 12.4±1.4 15.1±0.7 
OSZ258 1.1 2.43±0.20 8.85±1.00 1.62±0.08 2.68±0.11 3.18±0.14 39.03±4.39 41.99±0.69 14.5±1.8 13.2±0.6 
OSZ260 2.6 2.27±0.15 8.20±0.82 1.54±0.07 2.37±0.09 2.80±0.12 36.96±4.09 44.25±0.57 15.6±1.8 15.8±0.7 
OSZ262 2.1 2.82±0.23 10.65±1.17 1.90±0.09 2.93±0.11 3.48±0.14 44.59±4.64 53.74±0.79 15.2±1.7 15.5±0.7 
Site 2 
OSZ242 1.4 2.55±0.20 9.44±1.04 1.59±0.08 - 3.43±0.16 - 37.91±0.67 - 11.1±0.5 
OSZ244 1.6 2.47±0.17 8.33±0.86 1.42±0.07 - 3.12±0.15 - 42.14±0.62 - 13.5±0.7 
OSZ245 1.0 1.74±0.15 6.28±0.74 1.11±0.06 1.99±0.10 2.35±0.13 19.8±2.56 22.74±0.57 10.0±1.4 9.7±0.6 
OSZ246 1.3 1.74±0.15 6.28±0.74 1.11±0.06 2.00±0.10 2.37±0.13 18.23±2.34 27.46±0.23 9.1±1.3 11.6±0.5 
OSZ247 2.0 2.15±0.17 7.86±0.86 1.35±0.06 - 2.74±0.13 - 33.98±1.1 - 12.4±0.7 
OSZ248 1.5 2.64±0.21 8.38±0.96 1.48±0.07 - 3.17±0.15 - 32.99±0.43 - 10.4±0.5 
OSZ254 2.2 2.43±0.19 8.34±0.94 1.37±0.07 2.34±0.10 2.80±0.13 20.98±2.59 36.15±0.60 9.0±1.2 12.9±0.6 
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Concerning Site 2 both coarse grain and fine grain 
data indicate that the point bar sequence developed rela-
tively intensively between 11 ka and 9 ka, thus one con-
tinuous phase of development can be identified. Conse-
quently, lateral development was much faster than in 
case of the meander on the upper floodplain. Age data 
indicate that the intermediate floodplain level developed 
right after the second development stage (at 12-13 ka) of 
the upper floodplain meander, thus a continuous incision 
process can be hypothesised during the Pleistoene-
Holocene transition. 
The difference in the dynamics of meander evo-
lution can partly be explained by changing palaeo-
environment and discharge values. The first phase of 
evolution on the upper floodplain can be related to a 
high discharge period during the Bølling-Allerød 
interstadial as observed at other sites by Gábris and 
Nádor (2007) and Kiss et al. (2015). Nevertheless, a 
relatively low intensity of development is inferred, 
which may refer to the significance of vegetation 
control under a warm and humid climate. The second 
phase and the start of the incision process can be re-
lated to the Younger Dryas, which obviously brought 
much lower discharges and although vegetation con-
trol was limited also, meander development was slow. 
This might also be caused by the fact that the major 
tributary of the Tisza (River Maros) shifted its course 
frequently in the region at this time (Sümeghy et al. , 
2013, Kiss et al., 2015). The slight Younger Dryas 
incision, however, underlies the importance of tecton-
ic forcing over climatic control in the development of 
floodplain levels along the river. 
On the other hand, during the development of the 
intermediate floodplain level, fluvial processes accel-
erated suddenly in the Preboreal, as it is resembled by 
the data of site 2. In this case large discharges as a 
matter of glacier melting and fairly low vegetation 
control can explain intense meander formation. 
CONCLUSIONS 
Based on the tests, both coarse grain and fine grain sam-
ples have adequate properties for the application of lu-
minescence dating on fluvial sediments in the Lower 
Tisza region. Nevertheless, coarse grain samples have 
poorer characteristics, and therefore extensive measure-
ments are required to have sufficient number of aliquots 
passing the rejection criteria. 
According to the comparative analyses, the reset-
ting of fine grain sediments in the Tisza system is obvi-
ously less efficient than that of coarse grains, however 
overestimation is not general if parallel dated samples of 
the present study are considered. Therefore, in the given 
time range, fine grain ages can still provide valuable data 
for identifying trends, but on their own they are not suit-
able for drawing sound conclusions. Thus when it is 
possible some samples has to be subjected to fine grain 
and coarse grain measurements at the same time to de-
termine the possible degree of overestimation, and this 
needs to be incorporated to the error term of fine grain 
results. 
Concerning the morphological evolution of the 
floodplain levels along the river, results support the 
Late Pleistocene – Early Holocne development of the 
intermediate floodplain, meaning that the lower 
floodplain developed in the Holocene, in accordance 
with previous results (Hernesz, 2015). Incision is 
suggested to be controlled by tectonics, and therefore 
it might be possible later to differentiate more stages 
of the process by the means of further OSL results.  
 
Fig. 6 Coarse and fine grain OSL ages at Site 1 (Hódmezővásárhely) and Site 2 (Deszk) 
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Climate and palaeo-environment on the other 
hand can have a key role in the dynamics of lateral 
fluvial development and the rate of point bar for-
mation in case of meanders. Nevertheless, further 
details can be recovered if detailed measurements are 
initiated on other mega-meanders of the region.  
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