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a b s t r a c t
This paper considers the non-fragile control problem for uncertain nonlinear networked
control systems (NCSs) with long time-delay and controller gain perturbations. Firstly,
the NCS model with random long time-delay is transformed into a discrete-time system
modelwith uncertain parameters. Then, the Lyapunov stability theory and the linearmatrix
inequality (LMI) approach are applied to design a non-fragile controller, which results in
the closed-loop system being asymptotically stable and the system’s cost function value
being less than a determinate upper bound. At the same time, the existence condition and
the design approach of a non-fragile controller are presented. Finally, simulation examples
are employed to verify the validity of the proposed control algorithm.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Robust control for networked control systems (NCSs) is one of the most active subjects in the control field. Due to the
time-delay uncertainty, the structures and parameters of systems have a large change, the performances of systems are
affected unavoidably, and the systemsmay even becomeunstable. The design problemof robust controllers for systemswith
parameter uncertainties has drawn considerable attention in recent publications [1–3]. It is also desirable to design a control
systemwhich is not only stable but also guarantees an adequate level of performance. The guaranteed cost control approach
has the advantage of providing an upper bound on a given cost function and thus the system performance degradation
incurred by the uncertainties is guaranteed to be less than this bound. Based on this idea, some significant results have been
proposed for the continuous-time case [4] and the discrete-time case [5].
However, the controllers derived in the above publications are robust to the plant uncertainties; their robustness to
the uncertainties in controllers themselves has not been studied. Keel and Bhattacharyya [6] have shown by a number of
examples that the controllers designed by using the H2, H∞ and µ formulations may be very sensitive, or fragile, to errors
in the controller coefficients, although they are robust to plant uncertainties. Recently, there have been some productions
to tackle the non-fragile controller design problem [7,8]. However, to our knowledge, there have been few results in the
literature of any investigation for a non-fragile controller design of uncertain nonlinear NCSs with long time-delay. The
above situation is exactly what concerns and interests us.
In this paper, because of the network complexity, the problem of non-fragile control for uncertain nonlinear NCSs with
long time-delay and controller gain perturbations is considered. The paper is organized into four sections. In Section 1, the
problem under consideration and some preliminaries are given. In Section 2, several stability criteria for the existence of
the non-fragile controller are derived in terms of linear matrix inequality (LMI), and its solutions provide a parameterized
representation of the controller. A numerical example is given in Section 3. Finally, Section 4 concludes the paper.
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Fig. 1. Block diagram of the NCS.
2. Problem statement
The basic structure of the NCS investigated in this paper is shown in Fig. 1, where τ sc is the signal propagation time-delay
from the sensor to the controller, τ ca is the signal propagation time-delay from the controller to the actuator, and τ c is the
calculation time of the controlling quantity. Let τ = τ sc + τ c + τ ca be the integrated effect of the network-induced delay to
the control system.
Consider the NCS described by
x˙(t) = Ax(t)+ f (x, u, t)+ Bu(t − τ),
x(t0) = x0, (1)
where x ∈ Rn is the state vector, andu ∈ Rm¯ is the control vector.A andB are the constantmatrices of appropriate dimensions.
x0 is the initial state vector. f : Ω × Θ × [t0,∞) → Rn (Ω ⊂ Rn,Θ ⊂ Rm¯) is the uncertain nonlinear function vector,
f (0, 0, t0) = 0. f satisfies the local Lipschitz condition, that is
‖f (v, t)− f (w, t)‖2 ≤ α ‖v − w‖2 , ∀v,w ∈ Ω ⊂ Rn, ∀t ∈ [t0,∞), (2)
where α > 0 is a known constant.
Based on the differentworkingmodes of nodes, one can obtain different discrete timemodels of systems. For the purpose
of modeling for the NCS, first some assumptions are made, as follows.
Assumption 1. The sensor node is time-driven with a constant sampling period h (h > 0).
Assumption 2. Both the controller node and the actuator node are event-driven, i.e., the arrival time of the signal is the
operating time of the corresponding node.
Assumption 3. The time-delay τ is uncertain, but is evaluated between two adjacent sampling periods, namely, (m−1)h ≤
τ < mh, wherem ≥ 1 is a known constant.
Discretizing system (1) in one period, we can obtain the discrete state equation of the NCS:
x(k+ 1) = Gx(k)+ H0u(k−m+ 1)+ H1u(k−m)+ f¯ (x, u, k),
x(0) = x0, (3)
where
G = eAh,
H0 =
∫ mh−τ
0
eAtdtB,
H1 =
∫ h
mh−τ
eAtdtB,
f¯ (x, u, k) =
∫ h
0
eAtdtf (x, u, k).
(4)
Defining an augmented vector ς(k) = [xT(k) uT(k− 1) uT(k− 2) · · · uT(k−m)]T, system (3) can be
transformed into
ς(k+ 1) = Φς(k)+ Γ u(k)+ fˆ (x, u, k), (5)
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where
Φ =

G 0 · · · H0 H1
0 0 · · · 0 0
0 I 0 0
...
. . .
...
...
0 0 · · · I 0
 ,
Γ =

0
I
0
...
0
 , fˆ (x, u, k) =

f¯ (x, u, k)
0
0
...
0
 .
(6)
Because the time-delay τ is uncertain,H0 andH1 are uncertainmatrices. For the purpose of separating uncertainties from
H0 and H1, we need to further simplify the matrices H0 and H1 in (4). According to matrix theory, if the primary factors of a
square matrix are all first order, it can be transformed into a diagonal matrix. Otherwise it can be transformed into a Jordan
canonical form. Without losing generality, suppose that the primary factors of matrix A are all first order (if this condition is
not satisfied, we can proceed with a similar derivation via the Jordan canonical form), then there exists an n×n nonsingular
matrix P¯ = [P¯1, . . . , P¯n] such that A = P¯diag(λ1, . . . , λn)P¯−1, where λ1, . . . , λn are the eigenvalues of matrix A, and P¯i is
the characteristic vector of matrix A corresponding to eigenvalue λi. Here, assuming that λ1, . . . , λn are unequal to 0, then
H0 =
∫ mh−τ
0
eAtdtB
= P¯diag
{∫ mh−τ
0
eλ1tdt, . . . ,
∫ mh−τ
0
eλntdt
}
P¯−1B
= −P¯diag
{
1
λ1
, . . . ,
1
λn
}
P¯−1B+ P¯diag
{
1
λ1
eλ1(mh−τ), . . . ,
1
λn
eλn(mh−τ)
}
P¯−1B
= −P¯diag
{
1
λ1
, . . . ,
1
λn
}
P¯−1B+ P¯diag
{
1
λ1
eλ1β1 , . . . ,
1
λn
eλnβn
}
diag
{
eλ1(mh−τ−β1), . . . , eλn(mh−τ−βn)
}
P¯−1B.
Letting
H¯0 = −P¯diag
{
1
λ1
, . . . ,
1
λn
}
P¯−1B,
D = P¯diag
{
1
λ1
eλ1β1 , . . . ,
1
λn
eλnβn
}
,
F(τ ) = diag {eλ1(mh−τ−β1), . . . , eλn(mh−τ−βn)} ,
E = P¯−1B,
(7)
then
H0 = H¯0 + DF(τ )E, (8)
where the selection of β1, β2, . . . βn makes eλi(mh−τ−βi) ≤ 1. Thus it is clear that
F 2(τ ) ≤ I. (9)
In the same way, one can obtain
H1 = H¯1 − DF(τ )E, (10)
where
H¯1 = P¯diag
{
1
λ1
eλ1h, . . . ,
1
λn
eλnh
}
P¯−1B. (11)
Remark 1. If A cannot be transformed into a diagonal matrix or it has j (0 ≤ j ≤ n) eigenvalues equal to 0, a similar result
can be obtained, where H¯0, H¯1,D, F(τ ), E should be changed correspondingly.
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So, the coefficient matrix of (5) can be described as
Φ = Φ0 +M0F(τ )N0, (12)
where
Φ0 =

G 0 · · · H¯0 H¯1
0 0 · · · 0 0
0 I 0 0
...
. . .
...
...
0 0 · · · I 0
 , M0 =

D
0
0
...
0
 ,
N0 =
[
0 · · · 0 E −E] .
(13)
From inequality (2), and definitions (4) and (6), the nonlinear uncertainty fˆ (x, u, k) satisfies
fˆ T(x, u, k)fˆ (x, u, k) = f¯ T(x, u, k)f¯ (x, u, k) ≤ ςT(k)Hˆς(k), (14)
where Hˆ is a known constant positive-definite matrix.
We select the quadratic cost function for system (5) as follows:
J =
∞∑
k=0
[
ςT(k)Qς(k)+ uT(k)Ru(k)] , (15)
where Q and R are given positive-definite matrices of appropriate dimensions.
The objective of this paper is to design a memoryless state feedback controller
u(k) = (K +1K)ς(k) (16)
such that the resulting closed-loop system
ς(k+ 1) = (Φ + Γ (K +1K))ς(k)+ fˆ (x, u, k) (17)
is asymptotically stable and cost function (15) satisfies J ≤ J∗, where J∗ is some specified positive constant.
In controller (16), K ∈ Rm¯×(n+m×m¯) is the nominal controller gain, and 1K ∈ Rm¯×(n+m×m¯) represents the gain
perturbations. Generally, there exist the following two classes of perturbations:
(a)1K is of the additive form:
1K = M1F1(k)N1, F T1 (k)F1(k) ≤ I, (18)
whereM1 and N1 are known constant matrices, and F1(k) is an uncertain parameter matrix.
(b)1K is of the multiplicative form:
1K = M2F2(k)N2K , F T2 (k)F2(k) ≤ I, (19)
whereM2 and N2 are known constant matrices, and F2(k) is an uncertain parameter matrix.
Remark 2. The controller gain perturbations can result from the actuator degradations, aswell as from the requirements for
re-adjustment of controller gains during the controller implementation stage [8]. These perturbations in the controller gains
are modeled here as uncertain gains that are dependent on the uncertain parameters. The models of additive uncertainties
(18) and multiplicative uncertainties (19) are used to describe the controller gain variations, respectively [6,9].
Before proceeding to the main results, the following useful lemma is needed.
Lemma 1 ([10]). Given matrices M,N and F(k) of appropriate dimensions, where F T(k)F(k) ≤ I , then
NTF T(k)MT +MF(k)N ≤ ε−1NTN + εMMT, ∀ε > 0. (20)
3. Main results
In this section, we will consider the non-fragile control under the gain perturbation of form (18). We will first present
a sufficient condition for the existence of a state feedback guaranteed cost control law, and then give a parameterized
representation of the non-fragile control law in terms of the feasible solutions to an LMI.
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Theorem 1. For system (5) and cost function (15), if there exist a scalar ε1 > 0 and matrices K ,1K and P > 0 such that for all
admissible uncertainties the following matrix inequality holds:[
Σ (Φ + Γ (K +1K))TP1
PT1 (Φ + Γ (K +1K)) p11 − ε−11
]
< 0, (21)
where P1 and p11 are the first column vector and (1, 1) element of matrix P respectively,
Σ = (Φ + Γ (K +1K))TP(Φ + Γ (K +1K))− P + Q + (K +1K)TR(K +1K)+ ε−11 Hˆ,
then u(k) = (K + 1K)ς(k) is a guaranteed cost control law of system (5), and the corresponding closed-loop cost function
satisfies
J ≤ ςT(0)Pς(0) = J∗. (22)
Proof. Select the discrete Lyapunov function candidate
V [ς(k)] = ςT(k)Pς(k).
Along the solution series of system (17), the forward difference of the Lyapunov function is
∆V [ς(k)] = V [ς(k+ 1)] − V [ς(k)]
= ςT(k+ 1)Pς(k+ 1)− ςT(k)Pς(k)
≤ [(Φ + Γ (K +1K))ς(k)+ fˆ (x, u, k)]TP[(Φ + Γ (K +1K))ς(k)+ fˆ (x, u, k)] − ςT(k)Pς(k)
+ ε−11 ςT(k)Hˆς(k)− ε−11 fˆ T(x, u, k)fˆ (x, u, k)
=
[
ς(k)
f¯ (x, u, k)
]T [
Σ − Q − (K +1K)TR(K +1K) (Φ + Γ (K +1K))TP1
PT1 (Φ + Γ (K +1K)) p11 − ε−11
] [
ς(k)
f¯ (x, u, k)
]
.
From inequality (21), one obtains
∆V [ς(k)] < −ςT(k)(Q + (K +1K)TR(K +1K))ς(k)
≤ −λmin(Q + (K +1K)TR(K +1K)) ‖ς(k)‖22 , (23)
where λmin(·) denotes the least eigenvalue of a matrix. According to Lyapunov stability theory, the closed-loop system (17)
is asymptotically stable. Furthermore, from inequality (23) one obtains
−∆V [ς(k)] > ςT(k)(Q + (K +1K)TR(K +1K))ς(k). (24)
By summing both sides of (24) from 0 to∞with respect to k, as the closed-loop system (17) is asymptotically stable, one
can get (22). This implies that u(k) = (K+1K)ς(k) is a guaranteed cost control law of system (5). The proof is complete. 
The following theorem gives the parameterized representation of the non-fragile controller for uncertain nonlinear NCS
(5) by the feasibility of an LMI.
Theorem 2. For system (5) with controller gain perturbation (18) and cost function (15), if there exist scalar ε1 > 0, ε2 >
0, ε3 > 0 and matrices X > 0 and W with appropriate dimensions such that the following LMI is satisfied:
−X 0 (Φ0X + ΓW )T W T XNT0 0 XNT1 X X
0 −ε1 ε1eT1 0 0 0 0 0 0
Φ0X + ΓW ε1e1 −X + ε2M0MT0 0 0 ε3ΓM1 0 0 0
W 0 0 −R−1 0 ε3M1 0 0 0
N0X 0 0 0 −ε2I 0 0 0 0
0 0 ε3MT1Γ
T ε3MT1 0 −ε3I 0 0 0
N1X 0 0 0 0 0 −ε3I 0 0
X 0 0 0 0 0 0 −ε1Hˆ−1 0
X 0 0 0 0 0 0 0 −Q−1

< 0, (25)
then
u(k) = WX−1ς(k) (26)
is a state feedback non-fragile control law, and the corresponding closed-loop cost function satisfies
J ≤ ςT(0)X−1ς(0) = J∗. (27)
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Proof. Matrix inequality (21) can be rewritten as[
(Φ + Γ (K +1K))T
eT1
]
P
[
Φ + Γ (K +1K) e1]
+
[−P + Q + (K +1K)TR(K +1K)+ ε−11 Hˆ 0
0 −ε−11
]
< 0,
(28)
where eT1 =
[
1, 0, . . . , 0
]
.
In terms of the Schur complement [11], inequality (28) is equivalent to
−P + Q + ε−11 Hˆ 0 (Φ + Γ (K +1K))T (K +1K)T
0 −ε−11 eT1 0
Φ + Γ (K +1K) e1 −P−1 0
K +1K 0 0 −R−1
 < 0. (29)
Substituting (12) into (29), matrix inequality (29) can be rewritten in an equivalent form:
−P + Q + ε−11 Hˆ 0 (Φ0 + Γ (K +1K))T (K +1K)T
0 −ε−11 eT1 0
Φ0 + Γ (K +1K) e1 −P−1 0
K +1K 0 0 −R−1

+
 00M0
0
 F(τ ) [N0 0 0 0]+ [N0 0 0 0]T F T(τ )
 00M0
0

T
< 0.
(30)
In light of Lemma 1 and using the Schur complement, if inequality (30) holds for all admissible uncertainties F(τ ), there
exists scalar ε2 > 0 such that
−P + Q + ε−11 Hˆ 0 (Φ0 + Γ (K +1K))T (K +1K)T NT0
0 −ε−11 eT1 0 0
Φ0 + Γ (K +1K) e1 −P−1 + ε2M0MT0 0 0
K +1K 0 0 −R−1 0
N0 0 0 0 −ε2I
 < 0. (31)
Substituting1K = M1F1(k)N1 into (31) gives
−P + Q + ε−11 Hˆ 0 (Φ0 + Γ K)T K T NT0
0 −ε−11 eT1 0 0
Φ0 + Γ K e1 −P−1 + ε2M0MT0 0 0
K 0 0 −R−1 0
N0 0 0 0 −ε2I

+

0
0
ΓM1
M1
0
 F1(k) [N1 0 0 0 0]+ [N1 0 0 0 0]T F T1 (k)

0
0
ΓM1
M1
0

T
< 0. (32)
Once more, in light of Lemma 1 and using the Schur complement, if inequality (32) holds for all admissible uncertainties
F1(k), then there exists scalar ε3 > 0 such that
−P + Q + ε−11 Hˆ + ε−13 NT1N1 0 (Φ0 + Γ K)T K T NT0 0
0 −ε−11 eT1 0 0 0
Φ0 + Γ K e1 −P−1 + ε2M0MT0 0 0 ΓM1
K 0 0 −R−1 0 M1
N0 0 0 0 −ε2I 0
0 0 MT1Γ
T MT1 0 −ε−13 I
 < 0. (33)
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Using the Schur complement for (33), one can obtain the following matrix inequality:
−P 0 (Φ0 + Γ K)T K T NT0 0 NT1 I I
0 −ε−11 eT1 0 0 0 0 0 0
Φ0 + Γ K e1 −P−1 + ε2M0MT0 0 0 ΓM1 0 0 0
K 0 0 −R−1 0 M1 0 0 0
N0 0 0 0 −ε2I 0 0 0 0
0 0 MT1Γ
T MT1 0 −ε−13 I 0 0 0
N1 0 0 0 0 0 −ε3I 0 0
I 0 0 0 0 0 0 −ε1Hˆ−1 0
I 0 0 0 0 0 0 0 −Q−1

< 0. (34)
Pre- and post-multiplying both sides of inequality (34) byΠT andΠ , respectively, where
Π = Block− diag {P−1, ε1, I, I, I, ε3I, I, I, I} ,
and letting
X = P−1, W = KP−1, (35)
one obtains inequality (25).
If there exist feasible solutions ε1, ε2, ε3,W , X of matrix inequality (25), from Theorem 1 and the proof process of
Theorem 2, u(k) = WX−1ς(k) is a non-fragile control law of system (5), and the corresponding closed-loop cost function
satisfies inequality (27). This completes the proof. 
Based on Theorem 2, the design problem of the optimal non-fragile controller can be formulated as the following
optimization problem:
min α˜
s.t.

(i) (25),
(ii)
[ −α˜ ςT(0)
ς(0) −X
]
< 0.
(36)
According to the Schur complement, inequality (ii) in (36) is equivalent to
ςT(0)X−1ς(0) < α˜. (37)
Thus, the minimum of α˜ implies the least upper bound of cost function (27).
Remark 3. If the controller gain perturbation 1K is of multiplicative form (19), the criterion for the non-fragile control of
system (5) is identical to LMI (25), except that ΓM1,N1X are changed to ΓM2,N2W , respectively. The proof is omitted.
4. Simulations
Consider the state equation of the NCS in (1) with
A =
[
0.1 −0.8
−1 0.2
]
, B =
[−1
1
]
.
Taking h = 0.1,m = 2 and discretizing system (1), one can obtain the corresponding parameters of new state Eq. (3):
G =
[
1.0141 −0.0813
−0.1016 1.0243
]
,
H¯0 =
[
0.7692
−1.1538
]
, H¯1 =
[−0.8739
1.2600
]
,
D =
[
0.8551 0.6856
0.9041 −0.8105
]
, E =
[
0.1184
−1.4224
]
.
Let
ε1 = ε2 = ε3 = 1, Hˆ = diag( 0.1, 0.1, 0.1, 0.1 ),
Q = I4, R = 0.2, ς(0) = [ 1.5, 1, 0, 0 ]T,
M1 = 0.2, N1 =
[−0.2 0.1 −0.3 0.1] .
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According to Theorem 2, solve the corresponding optimization problem via the solver mincx in LMI toolboxes.
(a) When the controller does not have the gain perturbation1K , using the LMI toolbox, it yields
X =
 1.1082 −0.0371 −0.0413 0.2044−0.0371 1.2477 0.1055 −0.3212−0.0413 0.1055 0.6601 0.4117
0.2044 −0.3212 0.4117 0.7622
 ,
W = [−0.0329 0.1089 0.1171 0.1130] .
The corresponding closed-loop system optimal guaranteed cost control law and the least upper bound of the cost function
are
K = [−0.0641 0.1393 0.0170 0.2150] ,
J∗ = 12.1744.
(b) When the gain perturbation1K is of additive form (18), using the LMI toolbox, it yields
X =
 1.0582 −0.0337 −0.0456 0.1905−0.0337 1.2112 0.1128 −0.3254−0.0456 0.1128 0.6137 0.3679
0.1905 −0.3254 0.3679 0.7031
 ,
W = [−0.0274 0.1293 0.1003 0.1022] .
The corresponding closed-loop system optimal non-fragile control law and the least upper bound of the cost function are
K = [−0.0692 0.1789 0.0330 0.2642] ,
J∗ = 13.2188.
Remark 4. It can be seen from the simulation results that compared with general guaranteed cost control, the non-fragile
control makes the least upper bound of the closed-loop cost function increase.
5. Conclusions
In this paper, based on the Lyapunov stability theory, we have considered a non-fragile controller design problem via
memoryless state feedback control for uncertain nonlinear NCSs with long time-delay and controller gain perturbations
in an LMI framework. The parameterized representation of a set of the controller, which guaranteed not only the robust
stability of the closed-loop system but also the cost function bound constraint, has been provided in terms of the feasible
solutions to the LMI. Furthermore, a convex optimization problem has been introduced to select the optimal non-fragile
controller.
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