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Abstract
The almost Hamilton–Poisson realization, the stability problem, the existence of periodic solutions
and the numerical integration via the Lie–Trotter integrator for the Clebsch system are discussed and
some of their properties are pointed out.
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1. Clebsch system and its almost Hamilton–Poisson realization
It is well known that the equations of motion of a rigid body in an ideal fluid are given
by:


x˙ = x × ∂H
∂p
,
p˙ = x × ∂H
∂x
+ p × ∂H
∂p
,
(1.1)
where H ∈ C∞(R6,R) is a quadratic polynomial in x and p, [1–3].
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H(x1, x2, x3,p1,p2,p3) = 12 (c1x
2
1 + c2x22 + c3x23 + b1p21 + b2p22 + b3p23)
and
c2 − c3
b1
+ c3 − c1
b2
+ c1 − c2
b3
= 0.
After an explicit change of variables the Clebsch system can be written in the following
form {
x˙ = x × p,
p˙ = x × Ax,
where
x = [x1, x2, x3]t,
p = [p1,p2,p3]t,
A = diag[a1, a2, a3],
a1, a2, a3 ∈R, a1 > 0, a2 > 0, a3 > 0, a1 = a2 = a3,
[3], or equivalently:

x˙1 = x2p3 − x3p2,
x˙2 = x3p1 − x1p3,
x˙3 = x1p2 − x2p1,
p˙1 = (a3 − a2)x2x3,
p˙2 = (a1 − a3)x1x3,
p˙3 = (a2 − a1)x1x2.
(1.2)
Remark 1.1. It is not hard to see that Eq. (1.2) can be obtained from Eq. (1.1) if we take:
H(x1, x2, x3,p1,p2,p3) = 12 (a1x
2
1 + a2x22 + a3x23 + p21 + p22 +p23).
Let {· , ·}Cl be the bracket operation on C∞(R6,R) given by:
{f,g}Cl def= (∇f )tΠCl(∇g), (1.3)
for each f,g ∈ C∞(R6,R) and where
ΠCl =


0 0 0 0 −x3 x2
0 0 0 x3 0 −x1
0 0 0 −x2 x1 0
0 −x3 x2 0 0 0
x3 0 −x1 0 0 0
−x2 x1 0 0 0 0


.
Then we have:
P. Birtea et al. / Bull. Sci. math. 128 (2004) 871–882 873Proposition 1.1. The bracket (1.3) is an almost Poisson structure on R6.
Proof. Indeed, it is easy to see that the bracket (1.3) is bilinear, skew-symmetric and it
satisfies the Leibniz rule. It does not satisfy in general the Jacobi identity. For instance, an
easy computation shows us that:{
x1, {p1,p2}Cl
}
Cl +
{
p2, {x1,p1}Cl
}
Cl +
{
p1, {p2, x1}Cl
}
Cl
= {p1, x3}Cl = x2 = 0,
as required. 
Proposition 1.2. The smooth function C ∈ C∞(R6,R) given by:
C(x1, x2, x3,p1,p2,p3) = 12 (x
2
1 + x22 + x23) (1.4)
is an almost-Casimir of our configuration (R6, {·, ·}Cl).
Proof. Indeed, an easy computation shows us that:
{C,f }Cl = 0,
for each f ∈ C∞(R6,R). 
Proposition 1.3. The Clebsch system (1.2) has the following almost Hamilton–Poisson
realization:(
R
6, {·, ·}Cl,H
)
where {·, ·}Cl is given by relation (1.3) and H ∈ C∞(R6,R) has the following expression:
H(x1, x2, x3,p1,p2,p3) = 12 (a1x
2
1 + a2x22 + a3x23 + p21 + p22 +p23). (1.5)
Proof. Indeed, we have successively:
ΠCl · ∇H =


0 0 0 0 −x3 x2
0 0 0 x3 0 −x1
0 0 0 −x2 x1 0
0 −x3 x2 0 0 0
x3 0 −x1 0 0 0
−x2 x1 0 0 0 0


·


a1x1
a2x2
a3x3
p1
p2
p3


=


x2p3 − x3p2
x3p1 − x1p3
x1p2 − x2p1
(a3 − a2)x2x3
(a1 − a3)x1x3
(a2 − a1)x1x2


=


x˙1
x˙2
x˙3
p˙1
p˙2
p˙3


as required. 
An easy computation leads us also to:
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and (1.4) are constants of motion for the dynamics (1.2).
2. Stability problem
It is not hard to see (or using eventually MAPLE V) that the equilibrium states of Cleb-
sch’s system are:
eMN1 = (M,0,0,N,0,0), M,N ∈R,
eMN2 = (0,M,0,0,N,0), M,N ∈R,
eMN3 = (0,0,M,0,0,N), M,N ∈R,
e0MNP4 = (0,0,0,M,N,P ), M,N,P ∈R.
Then we have:
Proposition 2.1. The equilibrium states eMN1 , M,N ∈R, have the following behaviour:
(i) The equilibrium state e0N1 , N ∈R∗, is always spectrally stable.
(ii) If a2 > a1 and a3 > a1, then the equilibrium state eM01 , M ∈R∗, is spectrally stable.
(iii) If a3 < a1 or a2 < a1, then the equilibrium state eM01 , M ∈R∗, is unstable.
Proof. Let A be the matrix of the linear part of our system (1.2), i.e.
A =
0 p3 −p2 0 −x3 x2
−p3 0 p1 x3 0 −x1
p2 −p1 0 −x2 x1 0
0 x3(a3 − a2) x2(a3 − a2) 0 0 0
x3(a1 − a3) 0 x1(a1 − a3) 0 0 0
x2(a2 − a1) x1(a2 − a1) 0 0 0 0
(i) It is easy to see that the characteristic [resp. minimal] polynomial of the matrix
A(e0N1 ), N ∈R∗, is given by:
pA(e0N1 )
(x) = x4(x2 +N2)
[resp.]
mA(e0N1 )
(x) = x(x2 +N2),
and then our assertion follows via the Lyapunov theorem [4].
(ii), (iii) An easy computation shows us that the characteristic [resp. minimal] polyno-
mial of the matrix A(eM01 ), M ∈R∗, is given by:
pA(eM0)(x) = x2
[
x2 + M2(a3 − a1)
][
x2 +M2(a2 − a1)
]
1
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mA(eM01 )
(x) = x[x2 + M2(a3 − a1)][x2 +M2(a2 − a1)]
and the our assertions follow via the Lyapunov theorem [4]. 
Similar arguments leads us to:
Proposition 2.2. The equilibrium states eMN2 , M,N ∈R, have the following behaviour:
(i) The equilibrium state e0N2 , N ∈R∗, is always spectrally stable.
(ii) If a3 > a2 and a1 > a2, then the equilibrium state eM02 , M ∈R∗, is spectrally stable.
(iii) If a3 < a2 or a1 < a2, then the equilibrium state eM02 , M ∈R∗, is unstable. 
Proposition 2.3. The equilibrium states eMN3 , M,N ∈R, have the following behaviour:
(i) The equilibrium state e0N3 , N ∈R∗, is always spectrally stable.
(ii) If a2 > a3 and a1 > a3, then the equilibrium state eM03 , M ∈R∗, is spectrally stable.
(iii) If a2 < a3 or a1 < a3, then the equilibrium state eM03 , M ∈R∗, is unstable. 
Proposition 2.4. The equilibrium states e0MNP4 , M,N,P ∈R, is spectrally stable.
Remark 2.1. The cases of the equilibrium states: eMN1 , e
MN
2 , e
MN
3 , M,N ∈R∗ remain open.
The computation are complicated and the results cannot be put in a simple form.
Now we shall begin to discuss the nonlinear stability problem.
Proposition 2.5. The equilibrium state e0 = (0,0,0,0,0,0) is nonlinear stable.
Proof. An easy computation shows us that the function H ∈ C∞(R6,R) given by (1.5) is
a Lyapunov function and then our assertion follows via the Lyapunov theorem [4]. 
Proposition 2.6. The equilibrium state eM01 , M ∈ R∗, is nonlinear stable if and only if
a3 > a1 and a2 > a1.
Proof. Let Hϕ ∈ C∞(R6,R) be the smooth function given by:
Hϕ(x1, x2, x3,p1,p2,p3) = 12 (a1x
2
1 + a2x22 + a3x23 + p21 + p22 +p23)
+ ϕ
(
1
2
(x21 + x22 + x23)
)
, (2.1)
where ϕ ∈ C∞(R,R). Then the first variation of Hϕ is given by:
δHϕ = a1x1δx1 + a2x2δx2 + a3x3δx3 + p1δp1 + p2δp2 +p3δp3
+ ϕ′(x1δx1 + x2δx2 + x3δx3),
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ϕ′ = ∂ϕ
∂( 12 (x
2
1 + x22 + x23))
.
Now, at least equilibrium interest we have:
δHϕ(M,0,0,0,0,0)= 0,
if and only if:
ϕ′
(
1
2
M2
)
= −a1. (2.2)
Then, the second variation of Hϕ is given by:
δ2Hϕ = a1(δx1)2 + a2(δx2)2 + a3(δx3)2 + (δp1)2 + (δp2)2 + (δp3)2
+ ϕ′((δx1)2 + (δx2)2 + (δx3)2)
+ ϕ′′(x1δx1 + x2δx2 + x3δx3)2.
At the equilibrium of interest we have via (2.2):
δ2Hϕ(M,0,0,0,0,0)= (a2 − a1)(δx1)2 + (a3 − a1)(δx3)2
+ (δp1)2 + (δp2)2 + (δp3)2
+ ϕ′′
(
1
2
M2
)
M2(δx1)
2.
It is positive definite if we can find ϕ ∈ C∞(R,R) such that:
ϕ′′
(
1
2
M2
)
> 0. (2.3)
Such a ϕ is given for instance by:
ϕ(x) =
(
x − 1
2
M2
)2
− a1x.
Now, it is easy to see that under the restrictions (2.2) and (2.3) the smooth function
Lϕ ∈ C∞(R6,R) given by:
Lϕ(x1, x2, x3,p1,p2,p3) = Hϕ(x1, x2, x3,p1,p2,p3)
− 1
2
a1M
2 − ϕ
(
1
2
M2
)
(2.4)
is a Lyapunov function and then via the Lyapunov theorem [4], the equilibrium state eM01 ,
M ∈R∗, is nonlinear stable. 
Proposition 2.7. The equilibrium state eM02 , M ∈ R∗, is nonlinear stable if and only if
a3 > a2 and a1 > a2.
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rium of interest we have:
δHϕ(0,M,0,0,0,0)= 0,
if and only if:
ϕ′
(
1
2
M2
)
= −a2. (2.5)
On the other hand, we have via (2.5):
δ2Hϕ(0,M,0,0,0,0)= (a1 − a2)(δx1)2 + (a3 − a2)(δx2)2
+ (δp1)2 + (δp2)2 + (δp3)2
+ ϕ′′
(
1
2
M2
)
M2(δx2)
2.
It is positive definite if we can find ϕ ∈ C∞(R,R) such that:
ϕ′′
(
1
2
M2
)
> 0. (2.6)
Such a ϕ is given for instance by:
ϕ(x) =
(
x − 1
2
M2
)2
− a2x.
Now, it is easy to see that under the restrictions (2.5) and (2.6) the smooth function
Kϕ ∈ C∞(R6,R) given by:
Kϕ(x1, x2, x3,p1,p2,p3) = Hϕ(x1, x2, x3,p1,p2,p3)
− 1
2
a2M
2 − ϕ
(
1
2
M2
)
(2.7)
is a Lyapunov function and then via the Lyapunov theorem [4], the equilibrium state eM02 ,
M ∈R∗, is nonlinear stable. 
Proposition 2.8. The equilibrium state eM03 , M ∈ R∗, is nonlinear stable if and only if
a2 > a3 and a1 > a3.
Proof. Let Hϕ ∈ C∞(R6,R) be the smooth function given by (2.1). Then at the equilib-
rium of interest we have:
δHϕ(0,0,M,0,0,0)= 0,
if and only if:
ϕ′
(
1
2
M2
)
= −a3. (2.8)
On the other hand, we have via (2.8):
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+ (δp1)2 + (δp2)2 + (δp3)2
+ ϕ′′
(
1
2
M2
)
M2(δx3)
2.
It is positive definite if we can find ϕ ∈ C∞(R,R) such that:
ϕ′′
(
1
2
M2
)
> 0. (2.9)
Such a ϕ is given for instance by:
ϕ(x) =
(
x − 1
2
M2
)2
− a3x.
Now, it is easy to see that under the restrictions (2.8) and (2.9) the smooth function
Rϕ ∈ C∞(R6,R) given by:
Rϕ(x1, x2, x3,p1,p2,p3) = Hϕ(x1, x2, x3,p1,p2,p3)
− 1
2
a3M
2 − ϕ
(
1
2
M2
)
(2.10)
is a Lyapunov function and then via the Lyapunov theorem [4], the equilibrium state eM03 ,
M ∈R∗, is nonlinear stable. 
Remark 2.2. It is an open problem to decide the nonlinear stability or unstability of the
equilibrium states eMN1 , e
MN
2 , e
MN
3 , M,N ∈ R∗. In these cases the above method is incon-
clusive.
3. The existence of periodic solutions
Let H ∈ C∞(R6,R) be the smooth function given by (1.5). Then we have:
(i) H is a constant of motion for the dynamics (1.2) (see Proposition 1.4).
(ii) H(0,0,0,0,0,0)= 0.
(iii) δH(0,0,0,0,0,0)= 0.
(iv) δ2H(0,0,0,0,0,0)= 0 is positive definite.
Then via the Moser theorem [5] we have:
Proposition 3.1. For each ε sufficiently small, the integral surface:
H(x1, x2, x3,p1,p2,p3) = ε2
contains at least one periodic solution of the dynamics (1.2) whose periods are closed to
the periods of the corresponding linear system.
Let L ∈ C∞(R6,R) be the smooth function given by (2.4). Then we have:
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(ii) Hϕ(M,0,0,0,0,0)= 0.
(iii) δLϕ(M,0,0,0,0,0)= 0.
(iv) Under the restrictions (2.2), (2.3) δ2Lϕ(M,0,0,0,0,0)= 0 is positive definite.
Then via the Moser theorem [5] we have:
Proposition 3.2. Under the restrictions (2.2), (2.3), for each ε sufficiently small, the inte-
gral surface:
Lϕ(x1, x2, x3,p1,p2,p3) = ε2
contains at least one periodic solution of the dynamics (1.2) whose periods are closed to
the periods of the corresponding linear system.
Let K ∈ C∞(R6,R) be the smooth function given by (2.7). Then we have:
(i) Kϕ is a first integral of the dynamics (1.2) (see Proposition 1.4).
(ii) Kϕ(0,M,0,0,0,0)= 0.
(iii) δKϕ(0,M,0,0,0,0)= 0.
(iv) Under the restrictions (2.5), (2.6) δ2Kϕ(0,M,0,0,0,0)= 0 is positive definite.
Then via the Moser theorem [5] we have:
Proposition 3.3. Under the restrictions (2.5), (2.6), for each ε sufficiently small, the inte-
gral surface:
Kϕ(x1, x2, x3,p1,p2,p3) = ε2
contains at least one periodic solution of the dynamics (1.2) whose periods are closed to
the periods of the corresponding linear system.
Let R ∈ C∞(R6,R) be the smooth function given by (2.10). Then we have:
(i) Rϕ is a first integral of the dynamics (1.1) (see Proposition 1.4).
(ii) Rϕ(0,0,M,0,0,0)= 0.
(iii) δRϕ(0,0,M,0,0,0)= 0.
(iv) Under the restrictions (2.8), (2.9) δ2Lϕ(0,0,M,0,0,0)= 0 is positive definite.
Then via the Moser theorem [5] we have:
Proposition 3.4. Under the restrictions (2.8), (2.9), for each ε sufficiently small, the inte-
gral surface:
Rϕ(x1, x2, x3,p1,p2,p3) = ε2
contains at least one periodic solution of the dynamics (1.2) whose periods are closed to
the periods of the corresponding linear system.
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For beginning let us observe that our Hamiltonian vector field splits as follows:
XH = XH1 + XH2 + XH3 + XH4 +XH5 + XH6,
where
H1(x1, x2, x3,p1,p2,p3) = 12a1x
2
1 ,
H2(x1, x2, x3,p1,p2,p3) = 12a2x
2
2 ,
H3(x1, x2, x3,p1,p2,p3) = 12a3x
2
3 ,
H4(x1, x2, x3,p1,p2,p3) = 12p
2
1,
H5(x1, x2, x3,p1,p2,p3) = 12p
2
2,
H6(x1, x2, x3,p1,p2,p3) = 12p
2
3 .
Then the Lie–Trotter integrator can be written in the following form:


xn+11
xn+12
xn+13
pn+11
pn+12
pn+13


= A1A2A3B1B2B3


xn1
xn2
xn3
pn1
pn2
pn3


, (4.1)
(see for details [6–8]), where
A1 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 a1x1(0)t 0 1 0
0 −a1x1(0)t 0 0 0 1


,
A2 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 −a2x2(0)t 1 0 0
0 0 0 0 1 0


,a2x2(0)t 0 0 0 0 1
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

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 a3x3(0)t 0 1 0 0
−a3x3(0)t 0 0 0 1 0
0 0 0 0 0 1


,
B1 =


1 0 0 0 0 0
0 cosp1(0)t sinp1(0)t 0 0 0
0 − sinp1(0)t cosp1(0)t 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


,
B2 =


cosp2(0)t 0 − sinp2(0)t 0 0 0
0 1 0 0 0 0
sinp2(0)t 0 cosp2(0)t 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


,
B3 =


cosp3(0)t 0 sinp3(0)t 0 0 0
− sinp3(0)t cosp3(0)t 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


.
A long but straightforward computation, or using eventually MAPLE V leads us to:
Proposition 4.1. The Lie–Trotter integrator (4.1) has the following properties:
(i) It does not preserve the almost Poisson structure ΠCl.
(ii) If:
x1(0) = 0, x2(0) = 0, x3(0) = 0
then it preserve the almost Poisson structure ΠCl.
(iii) It is not energy-preserving.
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