Abstract-This paper proposes a simple adaptive sensing and group testing algorithm termed Compressive Adaptive Sense and Search (CASS). The algorithm is shown to be near-optimal in that it succeeds at the lowest possible signal-to-noise (SNR) levels. Like Compressed Sensing, the CASS algorithm requires only k log n measurements to recover a k-sparse signal of dimension n. However, CASS succeeds at SNR levels that are a factor log(n) less than required by standard Compressed Sensing. From the point of view of constructing and implementing the sensing operation as well as computing the reconstruction, the proposed algorithm is comparatively less computationally intensive than standard compressed sensing. CASS is also demonstrated to perform considerably better in simulation. To the best of our knowledge, this is the first demonstration of an adaptive sensing algorithm with near-optimal theoretical guarantees and excellent practical performance.
I. INTRODUCTION
Compressed sensing has had a tremendous impact on signal processing, machine learning, and statistics, fundamentally changing the way we think about sensing and data acquisition. Beyond the standard compressed sensing methods that gave birth to the field, the compressive framework naturally enables an ability to make measurements in an on-line and adaptive manner. Adaptive sensing uses previously collected measurements to guide the design and selection of the next measurement in order to optimize the gain of new information.
There is now a reasonably complete understanding of the potential advantages of adaptive sensing over non-adaptive compressed sensing, the main one being that adaptive sensing can reliably recover sparse signals at lower SNRs than nonadaptive compressed sensing. Roughly speaking, to recover a k-sparse signal of length n, standard (non-adaptive) compressed sensing requires the SNR to grow like log n. Adaptive sensing, on the other hand, succeeds as long as the SNR scales like log k. This is a significant improvement, especially in high-dimensional regimes. In terms of the number of measurements, both standard compressed sensing and adaptive sensing require about k log n measurements. This paper makes two main contributions in adaptive sensing. First, we propose a simple adaptive sensing algorithm, termed Compressive Adaptive Sense and Search (CASS) that is proved to be near-optimal in that it succeeds if the SNR scales like log k. From the point of view of constructing and implementing the sensing operation as well as computing the reconstruction, the CASS algorithm is comparatively less computationally intensive than standard compressed sensing. The algorithm could be easily realized in a number of existing compressive systems, including those based on digital micromirror devices [1] , [2] . Second, CASS is demonstrated in simulation to perform considerably better than 1) compressed sensing based on random Gaussian sensing matrices and 2) nonadaptive direct sensing (which requires m = n measurements). To the best of our knowledge, this is the first demonstration of an adaptive sensing algorithm with near-optimal theoretical guarantees and excellent practical performance.
Lastly, the results shed light on the following important question. Should sensing systems with an SNR budget (but not necessarily a budget on the number of measurements) be compressive or not? The answer is a bit surprising. When the measurements are collected non-adaptively, compressive techniques are always less reliable than conventional sensing with n measurements. However, adaptive sensing with just k log n measurements can be more reliable if the signal is sufficiently sparse. This means that methods like compressed sensing, group testing, and pooling may have an advantage beyond simply reducing the number of measurements -adaptive versions of such methods can also improve detection and estimation performance.
A. Problem Statement and Existing Work
Sparse support recovery in compressed sensing refers to the following problem. Let x ∈ R n be an unknown signal with k n non-zero entries supported on S ⊂ {1, . . . , n}. The unknown signal is measured through m linear projections:
where z i are i.i.d. N (0, 1), and a i ∈ R n are sensing vectors with total sensing energy
The goal of the support recovery problem is to identify the locations of the non-zero entries of x. Roughly speaking, the paramount result of compressed sensing states this is possible if 1) m is greater than a constant times k log n (which can be much less than n), and 2) the amplitude of the non-zero entries of x, and the total sensing energy M , aren't too small. This paper is concerned with the second requirement. If the sensing vectors a 1 , ..., a m are fixed prior to making any measurements (the non-adaptive setting), then a necessary condition for exact support recovery is that the smallest nonzero entry of x be greater than a constant times n M log n [3] , [4] . The factor of M/n is best interpreted as the sensing energy per dimension, and log n is required to control the error rate across the n dimensions.
In adaptive sensing, a i can be a function of y 1 , ..., y i−1 . The sensing vectors a 1 , ..., a m are not fixed prior to making observations, but instead depend on previous measurement. In this adaptive scenario, a necessary condition for sparse recovery is that the smallest non-zero entry exceed a constant times n M log k [5] . To the best of our knowledge, no proposed algorithms achieve this lower bound while also requiring only order k log n measurements. In the non-compressive regime, where m ≥ n, sequential testing procedures are known to succeed while meeting this SNR requirement [6] .
A handful of adaptive sensing procedures have been proposed (see [7] - [10] and references therein), some coming close to meeting the lower bound while requiring only order k log n measurements. Most recently, in [10] , the authors propose an algorithm that guarantees exact recovery provided the smallest non-zero entry exceeds an unspecified constant times n M (log k + log log 2 log n). While the triply logarithmic factor is not of practical concern, removing the suboptimal dependence on n is of theoretical interest. On the other hand, reducing the leading constant is of greater practical concern.
B. Main Result
Our main theoretical results applies to non-negative signals. We propose an adaptive sensing and group testing procedure, termed Compressive Adaptive Sense and Search (CASS) that requires exactly m = 2k log 2 (n/k) measurements. The procedure succeeds in exact support recovery of a k-sparse signal with probability greater than 1−δ provided the minimum nonzero entry of x is greater than
and has total sensing energy
This result implies that as n grows large, if the minimum non-zero entry exceeds 32 n M log k, the procedure succeeds in exact support recovery. Note that while this near-optimal theoretical guarantee applies to non-negative signals (see CASS Alg. 2), the algorithm performs well in general (see CASS Alg. 3). We refer to these algorithms as CASS.
II. 1-SPARSE RECOVERY
The main principle underpinning CASS is an optimal procedure for recovery of 1-sparse signals (a problem also termed the compressive binary search [5] ). Before proceeding to the k-sparse procedure, we begin by describing the algorithm for 1-sparse recovery and proving its optimal dependence on SNR.
The 1-sparse recovery procedure aims to repeatedly bisect the signal into smaller and smaller sub-intervals, eventually locating the non-zero entry. The algorithm consists of s 0 = log 2 n steps (an integer as we assume n is a power of two). At each step of the algorithm, indexed by s, two measurements are taken, each corresponding to the left and right dyadic subinterval of the interval considered on previous step. The larger of the two measurements defines the next dyadic subinterval. After s 0 steps, the procedure terminates and returns the final subinterval, which is a single index.
To be more specific, on the first step, two sensing vectors are used: a 
over J L s and J R s , respectively, and zero elsewhere. The procedure continues for s 0 steps, and returns the support of the final left or right sensing vector, which corresponds to a single index. One of the most attractive features of the procedure is that it requires only 2 log 2 n measurements (two measurements for each of the s 0 steps). The algorithm is detailed in Alg. 1.
Algorithm 1
CASS 1-sparse recovery input: s 0 = log 2 n steps, budget M initialize:
Theorem 1. Alg. 1 succeeds in recovery of the location of the single non-zero entry with probability greater than 1 − δ provided the non-zero entry satisfies
Proof: The sensing energy constraint in (2) is satisfied:
where the second equality holds as a L s and a R s have support of size n/2 s , and the last inequality follows as the sum is a geometric series. Without loss of generality, assume the nonzero index is in the first location. We have
where a s is the amplitude of the non-zero entries of the sensing vector on step s, and the inequalities follow from the union bound, and a standard Gaussian tail bound. Since a s = M s/4n, we have
Remark. The splitting or bisecting approach in CASS Alg. 1 is a common technique for a number search problems, including adaptive sensing [9] . In particular, the recently proposed compressive binary search (CBS) algorithm [9] aims to determine the location of a single non-zero entry. The procedure finds the non-zero entry with vanishing probability of error as n gets large provided x min ≥ 8 n M log log 2 n, where x min is the amplitude of the non-zero entry. The authors of [9] rightly question whether the log log 2 n term is needed. Thm. 1 answers this question, removing the doubly logarithmic term and coming within a constant factor of the lower bound in [9] .
The novel aspect of the algorithm proposed here is the allocation of the measurement budget across the steps of the procedure, which removes the suboptimal doubly logarithmic dependence on dimension at the expense of a larger constant. A more direct comparison to the work in [9] is found in [11] .
III. K-SPARSE RECOVERY
Alg. 1 can be extended to recovery of k-sparse signals. In this section we propose an algorithm that achieves optimal performance for non-negative signals by dividing the original signal into k partitions of size n/k, and then coordinating k parallel 1-sparse sub-problems across the partitions.
As in the 1-sparse case, the procedure consists of s 0 steps, where s 0 = log 2 (n/k). The procedure first divides the signal in to k partitions, each of size n/k. On the first step, 2k sensing vectors are used; k corresponding to the left half of each partition, and k corresponding to the right half of each partition. Of the 2k measurements gathered by the sensing vectors on step 1, the support of the sensing vectors corresponding to the largest k measurements define the partitions on step two. These k partitions are again split to define the left and right sensing vectors. On step s, the amplitude of the sensing vectors is given by a s = M s/4n. The procedure continues in this manner for log 2 (n/k) steps, returning the support of sensing vectors corresponding to the largest k measurements on the last step as the support estimate (simply k indices). The values of the non-zero coefficients are also returned, estimated from the final measurements. 
where second equality follows as the sensing vectors have support of size n2 −s /k and amplitude M s/4n at step s. In order to return the exact support set, the procedure must not incorrectly exclude a measurement corresponding to a non-zero entry. In other words, all measurement corresponding to non-zero entries must be in the largest half of the measurements gathered on that step. Let y 
IV. EXTENSION TO GENERAL SPARSE SIGNALS
While the theoretical guaranties of CASS apply to recovery of non-negative signals, the procedure can be extended to recover signals with both positive and negative non-zero entries. In doing so, two issues arise. First, the absolute value of the measurements must be considered when selecting the k largest at the end of each step. The second issue is slightly more delicate: when two or more non-zero entries of opposing sign are placed in the same partition on the initial step, they can add destructively.
The first step of Alg. 2 divides the signals into k partitions, and then measures the left and right half of each partition individually. If two non-zero elements with opposing sign are measured by the same sensing vector, they add destructively, and are easily missed. To avoid this effect, Alg. 2 can be repeated multiple times, each time discovering a number of non-zero components, and excluding these from further measurements. Doing so greatly reduces the expected number of components lost due to cancellation. Alg. 3 describes this repeated procedure, where p 0 is the number of passes. Repeating Alg. 2 for p 0 passes returns kp 0 indices; the procedure selects the k largest using estimates of their values.
To quantify the performance of CASS Alg. 3, consider a signal with k non-zero entries, half equal to +x min and half −x min , as it results in maximum destructive cancellation. The probability any non-zero element is isolated is given as 2k−1 2k
6, implying about 40% of nonzero elements are not isolated. At most half of these add destructively, and a fifth of the signal is not recovered. Note this is a worst case estimate. If a fifth of the components are not discovered on the initial pass, and the procedure is repeated once with signal randomly permuted, then the probability any non-zero is isolated is 2k−1 2k k/5−1 ≥ e −1/10 ≥ 0.9. This implies that after two passes, 99% of the non-zero components are found. A third pass finds 99.995%. Fig. 1 shows empirical performance of CASS Alg. 1 for 1-sparse recovery, and, for comparison, 1) orthogonal matching pursuit (OMP) using a Gaussian ensemble with normalized columns and 2) direct sensing. As the dimension of the problem is increased, notice that performance of Alg. 1 remains
V. NUMERICAL EXPERIMENTS

Algorithm 3
CASS multiple passes input: p 0 passes, s 0 = log 2 n k steps, budget M , initialize: S = {0} for p = 1, . . . , p 0 do run Alg. 2: input k, s 0 = log 2 n k , budget M/p 0 with: 1) randomize partitions J 1,1 , ..., J 1,k 2) exclude prior estimate: J 1, = J 1, \Ŝ, = 1, .., k output:S p (k indices), estimatesx j for j ∈S p update:S =S ∪S p end for outputŜ := entries fromS corresponding to k largest |x j | constant, while the error probability of both OMP and direct sensing increase. The total sensing energy is the same in all cases, allowing for fair comparison. Figs. 2 and 3 show performance of CASS Alg. 3 for ksparse signals with equal magnitude positive and negative nonzero entries. Performance is in terms of the symmetric set difference. The test signals were chosen uniformly at random from the set of k-sparse signals, and the non-zero entries were assigned an amplitude of +x min or −x min at random. In all figures, SNR is defined as SNR = x 2 min M/n. The cancellation effect results in an error floor of around 20% for p 0 = 1, but is greatly reduced for p 0 = 2, clearly visible in Fig. 2 . The procedure is compared against LASSO using a random Gaussian ensemble with a regularizer tuned to return a ksparse signal. Performance of LASSO improves when m = 4k log 2 (n/k), which is more fairly compared to Alg. 3 with p 0 = 2, even though the constraint on the total sensing energy of the simulations is the same.
In Fig. 3 , notice that at as n becomes large, performance of CASS Alg. 3 remains constant; for sufficiently large n, CASS even outperforms direct sensing. As solving LASSO with a dense sensing matrix for large problem sizes becomes computationally prohibitive, performance was only evaluated up to n = 2 17 -for all dimensions evaluated, LASSO performance was inferior.
Lastly, Fig. 4 shows recovery of a test image from [12] . The image is approximately sparse in the Daubechies wavelet domain ('db4' in MATLAB). LASSO was performed with a random Gaussian ensemble, and the regularizer was tuned to return k = 256 components -the reconstructed image is essentially un-recognizable. Alg. 3 was run with p 0 = 1 and k = 256 as an input. The experiment was repeated 10 times. On average, the symmetric set difference, |S∆Ŝ|, was 168.2 for CASS, 174.4 for direct sensing, and 234.5 for LASSO. In all trials, appearance of the image was superior using CASS. Also note CASS outperforms direct sensing, which requires m = n measurements, highlighting a major advantage of adaptive sensing: while standard compressed sensing will never outperform direct sensing in terms of dependence on SNR, for sufficiently sparse problems, CASS does. 
