Abstract. We present a new semidefinite programming formulation of sum-of-squares representations of nonnegative polynomials, cosine polynomials and trigonometric polynomials of one variable. The parametrization is based on discrete transforms (specifically, the discrete Fourier, cosine and polynomial transforms) and has a simple structure that can be exploited by straightforward modifications of standard interior-point algorithms.
1. Introduction. We discuss fast algorithms for semidefinite programs (SDPs) derived from weighted sum-of-squares representations of polynomials, cosine polynomials and trigonometric polynomials of one variable.
Several well-known theorems state that a (generalized) polynomial f : R → R is nonnegative on an interval or a union of intervals I, f (t) ≥ 0, t ∈ I, (1.1) if and only if it can be expressed as a weighted sum of squares It is also well-known that the weighted sum-of-squares property (1.2) can be expressed as a set of linear equations and linear matrix inequalities (LMIs) in the coefficients of f and a number of auxiliary matrix variables. In other words, (1.2) is equivalent to a convex constraint of the form
where x is the vector of coefficients of f with respect to some basis, H i is a linear mapping, and s ≤ r [24, 25, 21] . Combining these results, we can cast the constraint (1.1), which is an infinite number of linear inequalities in the coefficients x, as a finite number of linear equations and linear matrix inequalities. Thus we can solve a wide variety of optimization problems over polynomials, subject to piecewisepolynomial upper and lower bounds, as SDPs. Numerous applications of this idea can be found in signal processing and control [26, 23, 27, 11, 34, 4, 8, 9, 18] .
In this paper we propose a specific choice for the mappings H i in (1.3) . We show that the weighted sum-of-squares property can be expressed in the following common form or its complex-valued counterpart:
X i 0, i = 1, . . . , s, (1.4) where diag(C i X i C T i ) denotes the vector of diagonal elements of C i X i C T i , and the matrices A i and C i are defined in terms of discrete orthogonal transforms and their inverses. This unified parametrization offers several advantages. First, we will see that SDPs with constraints of the form (1.4), in which x and the matrices X i are variables, can be solved very efficiently by taking advantage of some simple properties of the diag operator. This allows one to develop a single solver that solves SDPs derived from weighted sum-of-squares representations much more quickly than general-purpose codes. Second, in many cases additional savings are possible by using fast discrete transform algorithms for the multiplications with A i and C i . Third, the matrices C i can be chosen to be orthogonal, while A i is generally a product of an orthogonal and a diagonal matrix. These orthogonality properties are attractive from a numerical stability viewpoint.
Our interest in numerical methods for SDPs derived from sum-of-squares representations is motivated by several recent papers. Nesterov in [24] pointed out the connections between sum-of-squares representations, semidefinite programming and classical results in moment theory. He also described a straightforward method for converting weighted sum-of-squares representations (1.2) into constraints of the form (1.3). We explain the method for the case with w i (t) = 1. Let q : R → R m+1 . Suppose p i (t), i = 0, . . . , n, are basis functions whose span contains all products q k (t)q l (t), so there exist matrices F i ∈ S m+1 such that q(t)q(t) T = . We see that f is a sum of squares if and only if f (t) = x 0 p 0 (t) + · · · + x n p n (t) where x i = tr(F i X), i = 0, . . . , n, X 0 (1.5) for some X ∈ S m+1 . Therefore (1.3) holds with H 1 (X) = (tr(F 0 X), . . . , tr(F n X)), and s = 1.
As an example, it is well-known that a nonnegative polynomial of even degree f (t) = x 0 + x 1 t + · · · + x 2m t 2m can be expressed as a sum of squares of two polynomials of degree m or less. To derive equivalent LMI conditions, we take q(t) = (1, t, . . . , t m ), and note that
For this choice of F i , (1.5) reduces to
We can conclude that f (t) is nonnegative if and only if there exists an X ∈ S m+1 such that (1.6) holds. We refer to Nesterov [24] and Faybusovich [12, 13] for more examples and extensions of Nesterov's approach.
SDPs derived from sum-of-squares representations involve auxiliary matrix variables and are often large scale and difficult to solve using general-purpose solvers. This has spurred research into specialized implementations of interior-point methods.
The most successful approaches have been based on dual barrier methods [14, 16, 4] , and exploit properties of the logarithmic barrier function for the dual constraints associated with (1.3). Genin et al. [14] consider problems involving matrix-valued polynomials that are nonnegative on the unit circle, the real axis or the imaginary axis. They note that the dual variables have low displacement rank (for example, due to Toeplitz or Hankel structure) and use this property to reduce the cost of computing the gradient and Hessian of the dual barrier function. This results in a substantial reduction of the complexity per iteration, as compared to a general-purpose solver. In [4] similar gains are achieved for a more specific class of problems, involving nonnegative scalar trigonometric polynomials. As in the method of [14] , the basic idea is to evaluate the gradient and Hessian of the dual barrier function fast. In [4] this is accomplished by using the discrete Fourier transform (DFT) of triangular factors of the inverses of the dual variables. The techniques discussed in this paper can be interpreted as an extension of the DFT method of [4] to a much wider class of problems and to general interior-point methods (primal, dual, or primal-dual). Several of the key ideas in this paper also extend to SDPs derived from sum-of-squares characterizations of multivariate polynomials. In this context, our techniques are related to recent work by Löfberg and Parrilo on improving the efficiency of SDP solvers for sum-of-squares programming (see [22] , which appeared after the first submission of this paper).
Notation. The set of real symmetric n × n matrices is denoted S n ; the set of Hermitian n × n matrices is denoted H n . A 0 means A is positive semidefinite; A 0 means A is positive definite. tr(A) is the trace of A. For a square matrix A, diag(A) is the vector of diagonal elements of A. For an n-vector a, diag(a) is the diagonal matrix with the elements of a on its diagonal. A T is the transpose of the matrix A,Ā is the complex conjugate, and A H = (Ā) T is the complex conjugate transpose. A • B denotes the Hadamard product of two matrices A and B of the same dimensions, i.e., the matrix with elements (A • B) ik = A ik B ik . The same notation is used for vectors: (x • y) i = x i y i . For real matrices, sqr(A) = A • A; for complex matrices, sqr(A) = A •Ā. We use the notation (x 0 , x 1 , . . . , x n ) for the (column) vector x 0 x 1 · · · x n T . 1 is the vector with all components one, with dimension determined from the context. Throughout the paper the symbol j is reserved for the number √ −1. We use deg(f ) to denote the degree of a polynomial, cosine polynomial or trigonometric polynomial f . For a trigonometric polynomial f (ω) = x 0 + 2 (x 1 e −jω + · · · + x n e −jnω ), we define deg(f ) = n if x n = 0.
2.
A class of structured SDPs. Suppose the matrices F i in the standard form SDP minimize tr(DX) subject to tr(
can be factored as
where C ∈ R q×n and a i ∈ R q . In other words, the matrices F i can be written as different linear combinations of q rank-one matrices c i c
where A ∈ R m×q has rows a T i . In this section we will see that if q mn, the SDP (2.3) can be solved very efficiently by taking advantage of the structure in the constraints. In §3- §5 we will then show that this type of structure arises in SDPs derived from sum-of-squares representations of nonnegative polynomials.
Note that a factorization of the form (2.2) always exists. For example, one can use the eigenvalue decomposition to factor F i as
ri , where r i = rank(F i ), and then take q = i r i ,
For general dense matrices, with r i = n and q = mn, there is no advantage in expressing the SDP as (2.3). If the matrices F i are all low rank (r i n), then (2.4) provides a factorization (2.2) with q mn. In this case our techniques are similar to known methods for exploiting low-rank structure [6] . Our focus in this paper, however, is on more general types of structure in which the matrices F i are not low-rank.
Solution via interior-point methods.
It will be convenient in later sections to use the problem format
which includes a vector variable y ∈ R p . The problem parameters are c ∈ R p , D ∈ S n , b ∈ R m , A ∈ R m×q , B ∈ R m×p , and C ∈ R q×n . The corresponding dual SDP is
with variable z ∈ R m .
Interior-point methods for solving the pair of SDPs (2.5) and (2.6) typically require the solution of one or two sets of linear equations of the form
at each iteration. The variables are ∆y, ∆z, ∆X; the matrix T 0 and the righthand sides R ∈ S n , r 1 ∈ R m , and r 2 ∈ R p are given. We refer to these equations as Newton equations, because they can be obtained by linearizing nonlinear equations that characterize the central path. The matrices T and the righthand sides R, r 1 , r 2 change at each iteration, and depend on the particular method used. In some methods (for example, dual barrier methods) the matrix T may have additional structure that can be exploited [5, 14, 4] . In this paper, however, we will make no assumption about T , other than positive definiteness. The technique outlined below therefore applies to a wide variety of interior-point methods, including primal methods, dual methods, and primal-dual methods based on the Nesterov-Todd scaling [30] . Other primal-dual methods (in particular, the methods in [3, 17, 19] ) involve Newton equations with a closely related structure.
It is well-known that the number of iterations in an interior-point method is typically in the range 10-50, almost independent of the problem dimensions, and that the overall cost is dominated by the cost of solving the Newton equations. An efficient method that takes advantage of the structure in the Newton equations (2.7)-(2.9) is as follows. We first eliminate ∆X from the first equation to get
where r 3 = r 1 + A diag(CT RT C T ). The 1,1-block can be written in matrix-vector form by using the identity diag(P diag(u)Q T ) = (P • Q)u:
The equations (2.10) and (2.11) therefore reduce to m + p equations in m + p variables
From the solution ∆z, ∆y, we find ∆X by solving (2.7).
To justify this approach, we can contrast it with the calculations used in common general-purpose implementations (such as Sedumi [28] or SDPT3 [31] ). In a generalpurpose code the Newton equations are also solved by eliminating ∆X and solving the reduced Newton equations (2.12). The difference lies in the way the 1, 1-block H = A sqr(CT C T )A T is assembled. In a general-purpose algorithm the linear mapping C T diag(A T z)C is represented in the canonical form
where
is the ith row of A. The matrix H is computed as
These computations can be arranged in different ways, for example, by first computing the m matrices T F i and then forming the m(m+1)/2 inner products tr(T F i T F k ). If we assume that the matrices F i are dense and full-rank and that the problem dimensions m, n, p are of the same order, this yields an O(n 4 ) method for constructing the coefficient matrix in (2.12), which can then be solved in O(n 3 ) operations. The direct formula H = A sqr(CT C T )A T is faster, because it requires O(n 3 ) operations (again assuming that all problem dimensions are of the same order). Moreover, in the applications that we describe below, the matrices A and C represent discrete transforms or inverse discrete transforms, so fast methods often exist for multiplications with A and C.
Extension to complex data and variables.
In applications involving trigonometric polynomials we will encounter SDPs in which some of the data and variables are complex numbers. It is therefore of interest to consider the complex counterpart of (2.5) and (2.6):
The primal variables are X ∈ H n and y ∈ R p . The dual variable is z ∈ C m . The problem parameters are D ∈ H n , c ∈ R p , A ∈ C m×q , C ∈ C q×n , B ∈ C m×p and b ∈ C m . The Newton equations for (2.13) can be written as
Eliminating ∆X from the first equation gives
where r 3 = r 1 + A diag(CT RT C H ). Again using the identity diag(P diag(u)Q T ) = (P • Q)u, we can write the 1,1-block as
Plugging this in in the equations (2.14) and (2.15) and expanding complex data and variables in their real and imaginary parts (A = A r + jA i , et cetera), we obtain
The extension to the case where only some of the rows of A and B (and the corresponding elements of ∆z) in the equations (2.14) and (2.15) are complex, is straightforward: in (2.16) we simply delete the equations and variables corresponding to the zero rows in A i and ∆z i .
3. Trigonometric polynomials. Let f be a trigonometric polynomial of degree n or less, i.e., a function of the form
In this section we show that f is nonnegative on a subinterval of [0, 2π] if and only if it satisfies an SDP constraint of the form
with r = 1 or r = 2. This result follows by reformulating classical sum-of-squares characterizations of nonnegative trigonometric polynomials via the discrete Fourier transform.
Sum-of-squares characterizations.
If the trigonometric polynomial (3.1) is nonnegative and of degree n (i.e., x n = 0), then it can be expressed as [12, 13] . If f is nonnegative on [α − β, α + β], where 0 < β < π, then it can be expressed as
where g and h are polynomials with deg(g) ≤ n and deg(h) ≤ n − 1. In other words, f is the sum of two nonnegative trigonometric polynomials. The first trigonometric polynomial |g(e −jω )| 2 is nonnegative everywhere; the second term is the product of a nonnegative trigonometric polynomial |h(e −jω )| 2 with the trigonometric polynomial cos(ω − α) − cos β, which is nonnegative on [α − β, α + β].
Discrete Fourier transform.
The discrete Fourier transform (DFT) offers a convenient way to map the coefficients of a pseudo-polynomial
to its values at equidistant points on the unit circle, and vice-versa. Let W DFT ∈ C N ×N be the length-N DFT matrix, with N ≥ 2n + 1:
For the pseudo-polynomial F given by (3.2), definẽ
Then it is easily verified that
In other words, the DFT maps the coefficients of F to the values of F at N equidistant points on the unit circle; the inverse DFT maps these sample values back to the coefficients.
is the trigonometric polynomial
and the relation between x = (x 0 , x 1 , . . . , x n ) and
where the columns of W are the first n + 1 columns of W DFT :
3.3. Semidefinite representations. We now combine the observations in the previous two paragraphs to obtain SDP characterizations of nonnegative trigonometric polynomials. Let f be the trigonometric polynomial (3.1). Suppose N ≥ 2n + 1, W is defined as in (3.3), and W 1 ∈ C N ×n is the matrix formed by the first n columns of W DFT .
Theorem 3.1. f is nonnegative everywhere if and only if there exists an X ∈ H n+1 such that
The result follows directly from the following fact: two vectors x ∈ R × C n and u ∈ C n+1 satisfy
for all ω if and only if
To see this, we simply note that the elements of diag(W uu H W H ) are the righthand side of (3.5) evaluated at ω = 2πk/N , for k = 0, 1, . . . , N − 1. As we observed in §3.2, the inverse DFT of this vector gives the (unique) coefficients of the trigonometric polynomial that assumes those specified values. Therefore the coefficients x defined in (3.5) are given by (3.6). Since every nonnegative trigonometric polynomial can be expressed as (3.5), (3.4) holds with X = (1/N )uu H .
Conversely, if (3.4) holds, then by factoring
which shows f (ω) ≥ 0. This completes the proof of theorem 3.1. Theorem 3.2. f is nonnegative on [α − β, α + β] where 0 < β < π if and only if there exist X 1 ∈ H n+1 , X 2 ∈ H n , such that
where d ∈ R N has elements d k = cos(2πk/N − α) − cos β for k = 0, . . . , N − 1. The proof of this theorem is similar to the proof of theorem 3.1. We have
According to the extension of the Riesz-Fejér theorem mentioned in §3.1, if f is nonnegative on [α − β, α + β], then it can be represented as (3.8), so (3.7) holds with
holds, then f can be expressed as a sum of functions of the form (3.8), so it is clearly nonnegative on [α − β, α + β]. This proves theorem 3.2.
The constraint (3.4) is better known in a different form [14, 4, 11] . Let E i be the ith 'shift' matrix, i.e., E i ∈ R (n+1)×(n+1) with elements
It is easily seen that E i = (1/N )W H diag(w i )W where W and w i are defined in (3.3) with N ≥ 2n + 1. Therefore (3.4) holds if and only if
Hence the linear mapping H :
can also be expressed as
We obtain the well-known result that f (ω) ≥ 0 if and only if there exists an X 0 such that x i = k−l=i X kl for i = 0, . . . , n.
The adjoint of H (with respect to the inner products (x H z) on R × C n and tr(XZ) on H n+1 ) can be derived using either one of the two expressions for H. From (3.10),
the Hermitian Toeplitz matrix with first column (z 0 , z 1 /2, . . . , z n /2). From (3.9),
Although it is not immediately clear that this is equal to the Toeplitz matrix (3.11), it is sufficient to note that the convolution of z with an arbitrary y ∈ C n+1 is given by
The matrix (1/N )W H diag(W z)W is therefore the lower triangular Toeplitz matrix with (z 0 , z 1 . . . , z n ) as its first column. Adding the complex conjugate transpose and dividing by two gives
so this is indeed the Hermitian Toeplitz matrix with first column (z 0 , z 1 /2, . . . , z n /2).
4. Cosine polynomials. In this section we consider semidefinite formulations of the constraint
where x ∈ R n+1 and 0 ≤ α < β ≤ π. This is in fact a special case of the constraints considered in the previous section, since f is a trigonometric polynomial with real coefficients. For example, using theorem 3.1, we can say that f (ω) ≥ 0 for all ω if and only if
for some X 0, where N ≥ 2n + 1 and W is formed by the first n + 1 columns of the length-N DFT matrix. The purpose of this section is to show that simpler semidefinite parametrizations, using smaller matrices, can be obtained for cosine polynomials.
4.1. Sum-of-squares characterizations. Let f be a cosine polynomial of degree n, i.e., f (ω) = x 0 + x 1 cos ω + · · · + x n cos nω, (4.
This result can be derived from the characterization of nonnegative polynomials on [−1, 1] (see §5.1), by making a change of variables t = cos ω. If α = 0, β = π, i.e., f is nonnegative everywhere, these expressions can be simplified. If n = 2m, we have
whereh is of the formh(ω) = v 1 sin ω + v 2 sin 2ω + · · · + v m sin mω. This follows from the fact that the function sin kω/ sin ω is a cosine polynomial of degree k − 1.
If n = 2m + 1, we have
whereg andh have the form
This follows from the fact that cos((k+1/2)ω)/ cos(ω/2) and sin((k+1/2)ω)/ sin(ω/2) are cosine polynomials of degree k.
Discrete cosine transform. The matrices
where D = diag(1/2, 1, 1, . . . , 1, 1, 1/2), are inverses:
(see, for example, [7, page 124] ). The mapping V DCT Du is sometimes referred as the discrete cosine transform (DCT) of u.
Suppose N ≥ n, and let W and V be the matrices formed by taking the first n + 1 columns of W DCT and V DCT , respectively. These matrices satisfy W T V = I as a consequence of (4.4) and the symmetry of W DCT . The matrix V maps the coefficients x 0 , . . . , x n of the cosine polynomial (4.1) to its values at ω = kπ/N , k = 0, . . . , N . Multiplying with W T maps these sample values to the coefficients. In other words, if
Semidefinite representations.
We now use the DCT and the sum-ofsquares theorems in §4.1 to express constraints on a cosine polynomial f (ω) = x 0 + x 1 cos ω + · · · + x n cos nω in semidefinite form. Assume N ≥ n and define ω N = π/N . As in §4.2, W ∈ R (N +1)×(n+1) denotes the matrix formed with the first n + 1 columns of W DCT . Theorem 4.1. f (ω) ≥ 0 on [α, β] if and only if there exist X 1 ∈ S m1+1 and X 2 ∈ S m2+1 such that
where m 1 = n/2 , m 2 = (n − 1)/2 and d 1 , d 2 ∈ R N +1 are defined as
(cos kω N − cos β)(cos α − cos kω N ) n even cos α − cos kω N n odd, for k = 0, . . . , N . The columns of V 1 ∈ R (N +1)×(m1+1) and V 2 ∈ R (N +1)×(m2+1) are the first m 1 + 1, resp. m 2 + 1, columns of V DCT .
We prove the theorem for n even (n = 2m). By the sum-of-squares characterization in §4.1, if f is nonnegative on [α, β], then it can be expressed as
for some cosine polynomials
From §4.2, we can express the righthand side of (4.6) as a cosine polynomial by computing the values at ω = kπ/N , k = 0, . . . , N , which gives the vectors
and then multiplying on the left with W T . In other words, (4.6) is equivalent to
Therefore (4.5) holds with X 1 = uu T and X 2 = vv T . Conversely, if (4.5) holds, with X 1 and X 2 of rank greater than two, then f is a sum of cosine polynomials that are nonnegative on [α, β], so it is also nonnegative.
If α = 0 and β = π, we can start from (4.2) and (4.3), and express the semidefinite constraints in a slightly simpler form.
Theorem 4.2. f (ω) ≥ 0 everywhere if and only if there exist X 1 ∈ S m1+1 , X 2 ∈ S m2+1 such that
where m 1 = n/2 , m 2 = (n − 1)/2 . If n is even, we define V 1 ∈ R (N +1)×(m1+1) as the matrix formed by the first m 1 + 1 columns of V DCT and
If n is odd, we define V 1 and V 2 as
Note that the matrices X 1 and X 2 in the constraints (4.5) and (4.7) have dimension roughly n/2, as opposed to the constraints for general trigonometric polynomials of degree n given in §3, which involve matrix variables of size n. It is also interesting to note that the matrices V 1 , V 2 and W are orthogonal or nearly orthogonal (i.e., have a condition number close to 1).
Example: Linear-phase Nyquist filter.
We consider the lowpass filter design problem minimize t subject to −t ≤ H(ω) ≤ t, ω s ≤ ω ≤ π, The variables in (4.8) are t and the n − n/M coefficients h i that are not determined by (4.9). Since H is a cosine polynomial, we can apply theorem 4.1 to formulate this problem as an SDP
where e 0 = (1, 0, . . . , 0) ∈ R n+1 and W , d 1 , d 2 , V 1 , V 2 are defined as in theorem 4.1, with α = ω s , β = π. The variables are t, the n − n/M unknown entries of h = (h 0 , h 1 , . . . , h n ) and four symmetric matrices X i , which have dimension roughly n/2. 5.1. Sum-of-squares characterizations. Let f be a polynomial of degree n with real coefficients. If f is nonnegative on R, then n is even and f can be expressed as
where deg(g) ≤ n/2 and deg(h) ≤ n/2. If f is nonnegative on [a, ∞), then f can be expressed as
where deg(g) ≤ n/2 and and deg(h) ≤ (n − 1)/2 . Finally, if f is nonnegative on [a, b], where a < b, then it can be expressed as 
Discrete polynomial transforms.
Let p k (t), k = 0, 1, . . ., be a system of orthogonal and normalized polynomials on a bounded or unbounded interval I ⊆ R, with respect to a nonnegative weight function w(t):
The kth polynomial p k has degree k, with a positive leading coefficient a k . It is well-known that orthogonal polynomials satisfy a three-term recursion
where we define p −1 (t) = 0. The coefficients α k , γ k are positive and satisfy
The recursion (5.3) for k = 0, . . . , N can be written in matrix-vector form as
where p(t) = (p 0 (t), p 1 (t), . . . , p N (t)), e N = (0, 0, . . . , 0, 1) ∈ R N +1 , and
It follows from (5.4) that J is symmetric. Another well-known property of orthogonal polynomials is that p k has exactly k distinct roots in the interior of I [10, page 236]. From (5.5) we see that this implies
where λ 0 , λ 1 , . . . , λ N are the roots of p N +1 . In other words p(λ i ) is an eigenvector of J with eigenvalue λ i [15] . These properties provide an efficient method for computing the matrix
directly from the coefficients α k , β k , γ k in the recursion (5.3). Let
be the eigenvalue decomposition of J, with normalized eigenvectors (QQ T = Q T Q = I) and the signs in the first row of Q chosen to be positive. The ith column of Q is then a positive multiple of p(λ i ), and therefore
with D positive diagonal. The matrix D is easily determined by dividing the first column of V DPT , which is a constant p 0 (t) = ( w(t) dt) −1/2 , by the elements in the first row q
so the matrix
The matrices V DPT and W DPT thus define a pair of forward and inverse 'discrete polynomial transforms' [7, §8.5] . Now suppose N ≥ n, and let W and V be the matrices formed by the first n + 1 columns of W DPT and V DPT . Since V DPT and W T DPT are inverses, we have W T V = I. The linear transformations V x and W T y map the coefficients of the polynomial
to N + 1 values at λ 0 ,. . . , λ N and vice-versa: If
then y = V x and x = W T y.
Semidefinite representations.
We can apply the discrete transform associated with the orthogonal polynomials p k , combined with the sum-of-squares results in §5.1, to derive LMI conditions for nonnegativity of the polynomial
Assume N ≥ n. Let W ∈ R (N +1)×(n+1) be the matrix formed by the first n + 1 columns of W DPT in (5.6), and let λ = (λ 0 , λ 1 , . . . , λ N ) be the vector of zeros of p N +1 .
Theorem 5.1. f (t) ≥ 0 for t ∈ R if and only if n is even and there exists an X ∈ S n/2+1 such that
Here V 1 is the matrix formed by the first n/2 + 1 columns of V DPT . Theorem 5.2. f (t) ≥ 0 on [a, ∞) if and only if there exist X 1 ∈ S m1+1 and X 2 ∈ S m2+1 such that
Here m 1 = n/2 , m 2 = (n − 1)/2 , and V 1 and V 2 are the matrices formed by the first
Here m 1 = n/2 , m 2 = (n − 1)/2 , and V 1 and V 2 are the matrices formed by the first m 1 + 1, resp. m 2 + 1, columns of V DPT . The vectors d 1 , d 2 ∈ R N +1 are defined as The proofs follow exactly the same pattern as in §3.3 and §4.3, and are omitted. There exist several other interesting choices for the matrices V 1 , V 2 , and W . First, we can define V 1 and V 2 as the first columns of the matrix Q T (instead of the first columns of V DPT = DQ T ), if we change the definition of W accordingly and construct W from the first columns of DQ T . With this choice, V 1 and V 2 are orthogonal. Alternatively, we can define W to be the first columns of the matrix Q T , and redefine V 1 and V 2 as the first columns of D 1/2 Q T . With this choice W is orthogonal.
Second, we can note that the basis polynomials used in the definitions of V 1 and V 2 need not be the same as in the definition of W . This follows from the fact that in (5.1)-(5.2), we can use a different basis to represent the polynomials f , g and h.
We could therefore define V 1 and V 2 as generalized Vandermonde matrices with k, l elements q l (t k ) where t k are the zeros of p N , and q 0 , q 1 , . . . , is any polynomial basis. This is equivalent to replacing the matrices V k by V k T k where T k is nonsingular. In particular, we can replace V 1 and V 2 with orthogonal matrices that have the same column spaces.
Example:
Minimax magnitude fit of rational transfer function. We consider the problem of fitting the magnitude of a rational transfer function
to data points, i.e., choosing the (real) coefficients a i , b i so that |G(jω k )| 2 ≈ γ k for k = 1, . . . , K, where ω k and γ k are given. Using a minimax criterion and introducing an auxiliary variable δ we can formulate this problem as 
where f 1 and f 2 are the real polynomials
Clearly f 1 (t) ≥ 0 and f 2 (t) ≥ 0 for t ≥ 0. Conversely, if f 1 and f 2 are nonnegative on the nonnegative real axis, then by the result mentioned in §5.1, they can be expressed as (5.7). The fitting problem is therefore equivalent to
The variables are δ and the coefficients of the polynomials
for some choice of orthogonal basis polynomials p k (t). We normalize the first coefficient of f 2 to rule out the trivial solution f 1 (t) = f 2 (t) = 0. (Alternatively, one might prefer to replace f 2 (t) ≥ 0 with f 2 (t) ≥ for some small positive , which would also ensure that there are no poles on the imaginary axis.) Problem (5.8) can be solved via bisection on δ. In each bisection step we fix δ and determine whether the constraints are feasible or not. This feasibility problem can be cast as an SDP feasibility problem
where x = (x 0 , x 1 , . . . , x n ) and y = (1, y 1 , . . . , y m ) . The variables are x k , y k , and the matrices X i andX i . The matrices W , V 1 , V 2 and the vector λ are defined as in theorem 5.2 with a = 0. The matricesW ,Ṽ 1 ,Ṽ 2 andλ are defined similarly but with n replaced by m.
6. Numerical examples. The SDP characterizations of nonnegative polynomials derived in the previous sections can be expressed in the following common form. A (trigonometric, cosine, real) polynomial with coefficients x is nonnegative on a given interval if and only if there exist Hermitian matrices X k such that
In the case of cosine polynomials or real polynomials, the matrices A k , C k and the variables x and X k are real. This representation allows us to formulate a wide variety of optimization problems involving polynomials as SDPs of the form
The variables are y ∈ R p and the Hermitian matrices X ik . Each of the L constraints expresses a nonnegativity condition on a polynomial with coefficients b i − B i y.
The SDP (6.1) is a special case of (2.5) or (2.13) if we interpret X as a blockdiagonal matrix with diagonal blocks X ik , and define A, C, and B as block matrices constructed from A ik , C ik , and B i . In this section we present numerical results for a primal-dual interior-point method that uses the fast method for solving the Newton equations described in §2.1. We first provide some details of the implementation.
6.1. Implementation. All examples are instances of the SDP (6.1), with real data and variables. Applying the method of §2.1 to an SDP with block-diagonal structure (6.1) leads to a reduced Newton system (2.12)
When solving (6.2), we can exploit the 'block-arrow' structure by first eliminating the variables ∆z i and then solving a positive definite set of linear equations in the variables ∆y:
From the solution ∆y we obtain ∆z i by solving H i ∆z i = r 3,i − B i ∆y.
In the numerical experiments described below we implemented this idea as follows. We compute the Hadamard products sqr(C ik T ik C T ik ) and factor them as
The eigenvalue decomposition is used for this purpose, since the matrix sqr(C ik T ik C T ik ) is often rank-deficient. We then factor the matrices
This is more stable than using a Cholesky factorization of H i , since it allows us to compute the triangular factors R i without explicitly forming H i . The equation (6.3) now reduces to
To improve the numerical stability, we again avoid forming the coefficient matrix and use a QR factorization
instead. Given Q and R we can find ∆y by solving
Except for the algorithm used for solving the Newton equations, the code is a rudimentary implementation of an SDPT3-style path-following method [30, 31] , following the outline given in the appendix of [33] . Infeasible starting points are used: we take y = 0, X ik = I in the primal problem; in the dual problem
we take Z ik = I and for z i the least-norm solution of the last equality constraint. The stopping criterion is based on the following quantities.
• The duality gap
(This is only truly the duality gap when the primal and dual iterates are feasible.) • The relative duality gap • The primal residual
• The dual residual
In these expressions, · 2 denotes the Euclidean norm for vectors, and the matrix norm (maximum singular value norm) for matrices. The algorithm terminates if r pri ≤ feas and r du ≤ feas and (η abs ≤ gap or η rel ≤ gap )
where feas = 10 −7 and gap = 10 −8 . The code was implemented in Matlab version 6.5.1 on a 2.4GHz Pentium IV PC with 1GB of memory.
6.2. Linear-phase FIR filter design. We first illustrate the behavior of the algorithm with the example problem of §4.4. Figure 6 .1 shows the progres of the algorithm applied to the SDP (4.10) with the same parameters as used for figure 4.1. The algorithm terminates after 19 iterations, with a CPU time of 0.05 seconds per iteration.
6.3. Minimax magnitude fit of transfer function. The example in §5.4 was solved by bisection on δ. The optimal value of δ was computed with an absolute accuracy of 10 −5 . We used the basis of Laguerre polynomials to construct the SDP constraints (5.9). The feasibility problems (for fixed δ) were solved by applying the interior-point method to the 'phase-I' problem min. u s.t.
( with variables u, x, y, X i andX i . Figure 6 .2 shows the convergence of the primal-dual path-following method applied to the SDP (6.4) in the final bisection step. Although a primal feasible point for problem (6.4) is known, the algorithm was started at the default infeasible starting points. Instead of using the stopping criterion based on the duality gap described in §6.1, we terminated the interior-point algorithm as soon as the sign of the optimal value of (6.4) was known.
We observed that the convergence of the algorithm for this example problem was much more sensitive to the choice of problem parameters than for the other numerical examples. While the stability of our interior-point implementation certainly leaves room for improvement, optimization problems over real polynomials on unbounded intervals appear to be much more difficult to solve than problems with cosine polynomials.
6.4. Magnitude FIR filter design. The next example is a family of a lowpass filter design problem similar to examples described in [1] and [8] . The design variables are the (real) filter coefficients h i of an FIR filter of length n+1, with transfer function
The objective is to minimize the stopband energy
The constraints include upper and lower bounds on the filter magnitude |H(ω)| in the passband, and an upper bound on the magnitude in the stopband:
This problem can be formulated as a convex problem by expressing the constraints in terms of Y (ω) = |H(ω)| 2 , which is a cosine polynomial Y (ω) = y 0 + y 1 cos ω + · · · + y n cos nω. 
with variables y ∈ R n+1 . From the optimal y, the filter coefficients h k can be computed via spectral factorization [34] .
Since Y is a cosine polynomial, problem (6.5) can be cast as an SDP of the form (6.1) as explained in §4. The problem dimensions are L = 4 and s i = 2 for i = 1, . . . , L. The primal variables are the n + 1-vector y, and eight symmetric matrices X ik of size n/2 or (n − 1)/2 .
We first consider an instance with parameters n = 101, δ p = 1.05, δ s = 0.001, ω p = 0.2π, ω s = 0.23π. Figure 6 .3 shows the specifications and the optimal filter magnitude. Figure 6 .4 shows the duality gap and the relative primal and dual residuals versus the iteration number. The code terminates after 20 iterations and requires 0.41 seconds per iteration. Table 6 .1 show the solution times for twelve filter design problems from the same family, with ω p = 0.23π and δ p = 1.1 and n ranging from 25 to 300. The stopband parameters ω s and δ s are modified to tighten the specifications as n increases. The last two columns show the CPU time per iteration for the specialized interior-point implementation and for the general-purpose solver SDPT3, applied to the primal problem (6.1). (To express this problem as a standard form SDP, we split the y variable as a difference of two nonnegative vectors before passing it to SDPT3.) Figure 6 .5 shows a graph of the CPU time versus n. The results clearly illustrate the benefits of exploiting problem structure when solving the Newton equations.
7. Conclusion. We have described a new SDP formulation of sum-of-squares theorems of nonnegative polynomials, cosine polynomials and trigonometric polynomials. The formulation results in structured SDPs that can be solved very efficiently, by taking advantage of simple properties of the diag operator. 8.56 Table 6 .1 Numerical results for a family of magnitude filter design problems. The first three columns specify the design parameters. The last two columns show the CPU time per iteration in seconds, for a special-purpose interior-point implementation that exploits problem structure, and for the generalpurpose solver SDPT3.
The SDP parametrizations involve discrete transform matrices that are often orthogonal, or products of orthogonal and diagonal matrices. This should benefit the numerical stability of interior-point algorithms based on the parametrization. Although we have not analyzed the numerical properties, the numerical experiments are encouraging. In particular, the FIR filter examples that we solved successfully are much larger than those reported with other fast implementations of interior-point methods [16, 4] . 
