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Abstract
Ensembles of decision trees have good prediction accuracy but suffer from a lack
of interpretability. We propose a new approach for interpreting tree ensembles by
finding prototypes in tree space, utilizing the naturally-learned similarity measure
from the tree ensemble. Demonstrating the method on random forests, we show
that the method benefits from two unique aspects of tree ensembles by leveraging
tree structure to sequentially find prototypes, and utilizing the naturally-learned
similarity measure from the tree ensemble. The method provides good prediction
accuracy when found prototypes are used in nearest-prototype classifiers, while us-
ing fewer prototypes than competitor methods. We are investigating the sensitivity
of the method to different prototype-finding procedures and demonstrating it on
higher-dimensional data.
1 Introduction
Ensembles of decision trees, also known as additive tree models [1], have been shown to perform
well across a variety of metrics and problems [2]. These models include models such as random
forests [3] and boosted trees, e.g. gradient boosting trees [4] and AdaBoost [5]. However, while their
constituents - decision trees - are easy to interpret [6], ensembles of hundreds or thousands of trees
are no longer as interpretable, and in the interpretability-accuracy “tradeoff”, may actually be less
preferred by domain experts despite their typically superior predictive capabilities [2].
Currently, attempts to interpret tree ensembles include seeking one tree that "best represents" a tree
ensemble [7, 8, 9], model-agnostic (not exclusive to tree ensembles) explanations of predictions
[10, 11] and feature selection in tree ensembles using, for example, variable importance measures
[12] or partial dependence plots [4, 13, 14, 15, 16]. The latter aims at interpretability by targeting
sparsity-in-features [17], where some optimal linear combination of features (some zero for sparsity)
is found.
Prototypes are “representative" observations that provide a condensed view of the data set [17]. The
value of prototypes, utilized in case-based reasoning [18], has been discussed in studies of human
decision making, cognition, and understanding [19]. Moreover, prototypes are especially useful when
the number of observations is too large, rendering inspection of individual observations cumbersome,
or when “representative” observations have more meaning than some linear combination of features.
In contrast to sparsity-in-features, in this paper, we propose a new approach towards interpretability
of tree ensembles in the spirit of sparsity-in-observations [17]. The method finds prototypes in tree
space that can be utilized in multiple possible ways to increase the interpretability of tree ensembles -
given to a domain expert as “representative” observations of a class, utilized for classification, i.e.
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in a nearest-prototype classifier, or as initial points for clustering algorithms such as k-means. To
the best of our knowledge, this is the first method to seek prototypes from tree ensembles for the
purpose of interpretability, using the naturally-learned similarity measure from the tree ensemble.
We elaborate on this similarity measure in Section 2. In Section 3 onwards, we provide preliminary
results, variations on the method, and discuss ongoing investigations.
2 Method
We propose a new approach for interpreting tree ensembles by finding prototypes in tree space,
demonstrating the method on random forests. The method benefits from two unique aspects of tree
ensembles: firstly, we use the tree structure to sequentially find prototypes. Figure 1 provides an
illustrative example - after the first round of prototype-finding, we have two prototypes, one for each
class. However, observations predicted as red in the upper right corner are far from the nearest red
prototype, in the lower left corner. This suggests that a red prototype is needed in the upper right
corner. Formally:
Prototype-Finding Stopping Criterion. All observations of class c are at least  close to a prototype
of class c, where  is a threshold similarity. This determines the number of prototypes needed for
each class.
Figure 1: Observations predicted as red or blue. Asterisks are prototypes for each class.
Secondly, by utilizing the naturally-learned similarity measure from the tree ensemble, the methods
inherits all the good properties of this similarity measure. Formally:
Random Forest Proximity. For a pair of observations i and j, proximity(i, j) is the fraction of trees
in which observations i and j share a terminal node. This similarity measure has advantages [20]
such as the ability to handle not just numeric, but also categorical features; invariance with respect to
monotonic transformations of features; able to handle high dimensional or missing data; robustness to
outliers. Moreover, that this similarity measure is a byproduct of the construction of a tree ensemble
means no additional computational resources are needed to calculate it. Most importantly, since it is
locally adaptive in tree space [21], it is able to capture the relationship between label and features,
producing neighborhoods that are “elongated along less relevant feature dimensions, and constricted
along more influential ones” [22]. This is unlike common distance measures such as Euclidean or
Mahalanobis distance calculated solely using features. Applications of this similarity measure in the
literature include outlier detection [23], multiple imputation [24], and clustering [20].
As in Bien et [17], we adopt the premise that prototypes of a class should be close to points of
the same class, and far from points of different classes. The first requirement is similar in spirit to
Breiman’s prototypes [24], the second requirement is a further restriction agreeing with the idea of
being “prototypical” [17]. We formalize this premise as follows:
Prototype Definition. For a sample of n observations, with m class c observations and n − m
observations of other classes, define a prototype of class c to be the class c observation with most of
m closest neighbors being of the same class, and most of n−m furthest neighbors being of other
classes.
The following describes the steps of the method:
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1. Given a sample of observations, consider only observations of one class. Take observations
of other classes as belonging to a single group. Find a prototype from observations of the
class currently under consideration using the definition of prototypes, as above.
2. If all observations in the class currently under consideration are at least  close to the found
prototype, stop. Otherwise, perform 2-medoids on observations in the class to subclassify
the class into two groups. Repeat step 1 with the two groups.
3. Repeat Steps 1 and 2 above for other classes.
To summarize, the method repeatedly runs 2-medoids, sub-classifying observations in each class,
finding prototypes in each new subclass, until all observations are close to prototypes.
3 Experimental Setup
For all methods, 60% of the data is randomly sampled for training, 20% for testing, and 20% for
parameter tuning, e.g. eps, the size of covering balls, in Bien’s method [17], and k of k-medoids
(Method 1 in Section 3.1). Prototypes are selected from the training set. This is a deliberate choice
to retain the interpretability of prototypes, as linear combinations of observations, such as those
produced in k-means, are not meaningful for certain data types, such as images and text [17]. To
compare proposed prototypes across methods, prototypes are used to classify test observations, and
test-set prediction accuracy is computed.
3.1 Competitor Methods
1. k-medoids. k-medoids is run on each class, one class at a time, to produce k prototypes per
class.
2. Random forest - Breiman [24]. Using all observations in class c as candidates, the proto-
type is the observation with the largest number of class c k-nearest neighbors, determined
using random forest proximities. Our prototypes are defined slightly differently, insofar that
we added the requirement of being far away from observations of other classes.
3. Set cover optimized [17]. A set of balls centered around each potential prototype candidate
for class c is considered, with the found prototype being the candidate whose set of balls
cover as many class c observations, and as little observations of other classes, as possible.
Bien et al. use Euclidean distance in their paper, but note that any distance matrix could be
used. In our experiments, we also evaluate their method on random forest distance.
4 Results
1. Fisher’s iris data with 3 classes, n = 150 (90 training) and p = 4. We use this classic data
set for illustration purposes, as its low dimensionality allows for visualization of results in
original feature space. Figure 2 displays the prototypes found using one of the competitor
methods (on the left) vs. ours (on the right). From Table 1, almost three times as many
prototypes were found by the set cover optimized method compared to our method, without
a corresponding gain in prediction accuracy.
Table 1: Test set prediction accuracy using nearest-prototype classifier on iris data
Experiment Prediction Accuracy Number of Prototypes
k-medoids 0.90 9
Random forest - Breiman 0.87 3
Set cover optimized - euclidean distance 0.83 8
Set cover optimized - random forest dissimilarity 0.97 26
Random forest - ours with  = 0 0.87 3
Random forest - ours with  = 0.1 0.93 6
Random forest - ours with  = 0.2 0.90 6
2. UCI diabetes data [20] with 2 classes, n = 768 (461 training) and p = 8. From Table 2,
similarly to the iris data set, the set cover optimized method has good prediction accuracy
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Figure 2: Observations predicted as setosa (red), versicolor (green), or virginica (blue). Denser points
are prototypes for each class. Left: Set cover optimized method using euclidean distance. Right:
random forest method (ours) with  = 0.1
at the cost of many prototypes, ninety times as many as the average of other methods. Our
method’s prediction accuracy is comparable to that of the other methods, using a lower
number of prototypes.
Table 2: Test set prediction accuracy using nearest-prototype classifier on diabetes data
Experiment Prediction Accuracy Number of Prototypes
k-medoids 0.75 6
Random forest - Breiman 0.71 2
Set cover optimized - euclidean distance 0.76 461
Set cover optimized - random forest dissimilarity 0.75 456
Random forest - ours with  = 0 0.72 2
Random forest - ours with  = 0.1 0.70 8
Random forest - ours with  = 0.2 0.69 8
3. UCI glass data [20] with 6 classes, n = 214 (128 training) and p = 9. From Table 3, our
method performs badly, like Breiman’s definition of prototypes which also uses random
forest dissimilarity. Yet this dissimilarity, when used in the set cover optimized method,
leads to the highest prediction accuracy. This merits further investigation.
Table 3: Test set prediction accuracy using nearest-prototype classifier on glass data
Experiment Prediction Accuracy Number of Prototypes
k-medoids 0.56 18
Random forest - Breiman 0.40 6
Set cover optimized - euclidean distance 0.67 27
Set cover optimized - random forest dissimilarity 0.70 119
Random forest - ours with  = 0 0.35 6
Random forest - ours with  = 0.1 0.47 18
Random forest - ours with  = 0.2 0.40 18
5 Discussion and Ongoing Work
The focus of this paper is in demonstrating the value of prototypes in interpretability, hence building a
classifier is not our focus. However, besides planned future work where we will solicit human experts
to look at the found prototypes to determine if they are “good”, we currently compare the found
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prototypes by using them in nearest-prototype classifiers and calculating classification error. Distance
is measured in nearest-prototype classifiers using exactly the distance used to find the prototype, e.g.
the random forest distance measure for our proposed method, Euclidean distance for Bien’s set cover
method with Euclidean distance, etc.
There are several other ways to determine candidates from which prototypes are selected at each turn.
Here, we have proposed one method, but will go on to investigate other prototype-finding procedures.
In particular, the method finds prototypes sequentially on subsamples of the data for which close
prototypes have yet to be found, but an adaptive method could also be used. Here, the number of
prototypes needed for each class can be increased, and the prototype-finding procedure re-run on the
entire sample of the data until no more prototypes are needed. We will also look into optimization
methods such as those based on submodular optimization.
We are working on demonstrating the method on more data sets, including image data for similar and
frequently confused objects such as a guitar and a mandolin from the Caltech 256 Object Category
data and Newsgroup20 text data for two frequently misclassified newsgroups - Christianity and
atheism, as well as higher-dimensional data.
6 Conclusion
We propose a new approach for interpreting tree ensembles by finding prototypes in tree space,
demonstrating the method on random forests. The method benefits from two unique aspects of tree
ensembles by leveraging tree structure to sequentially find prototypes, and utilizing the naturally-
learned similarity measure from the tree ensemble. The method provides good prediction accuracy
when found prototypes are used in nearest-prototype classifiers, while using fewer prototypes than
competitor methods. such as the set cover optimized method. There are several other ways to
determine candidates from which prototypes are selected at each turn. Here, we have proposed
one procedure, but will go on to investigate other such possibilities, further investigate the tuning
parameter of the method, , as well as demonstrate the method on higher-dimensional data.
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