A new numerical model of particle propagation in the Galaxy has been developed, which allows the study of cosmic-ray and gamma-ray production and propagation in 2D or 3D, including a full reaction network. This is a further development of the code which has been used for studies of cosmic ray reacceleration, Galactic halo size, antiprotons and positrons in cosmic rays, the interpretation of di use continuum gamma rays, and dark matter. In this paper we illustrate recent results focussing on B/C, sub-Fe/Fe, ACE radioactive isotope data, source abundances and antiprotons. From the radioactive nuclei we derive a range of 3{7 kpc for the height of the cosmic-ray halo.
INTRODUCTION
In recent years, new and accurate data have become available in cosmic-ray (CR) astrophysics, and much progress in understanding the origin and propagation of CR can be made, but this requires a systematic and self-consistent approach. With this motivation we have developed a numerical propagation code which aims to reproduce observational data of many kinds related to CR, such as direct measurements of nuclei, antiprotons, positrons and electrons, gamma rays and synchrotron radiation.
In the rst version, the model was cylindrically symmetric and was written in fortran-90. This version has proven that the original goal, a \realistic standard model" of CR production and propagation, is possible to achieve. It has been used for studies of CR reacceleration, halo size, production and propagation of positrons and antiprotons, dark matter annihilation, and the interpretation of di use continuum gamma rays. Many aspects, however, cannot be addressed in such a model, e.g. the stochastic nature of the CR sources in space and time which is important for high-energy electrons with short cooling times, and local inhomogeneities in the gas density which can a ect radioactive secondary ratios in CR.
The experience gained from the original version allowed us to design a new version of the model, entirely rewritten in C++, which is much more exible, which incorporates essential improvements over the older model, and in which a 3-dimensional spatial grid can be employed. In addition it is now possible to solve the full nuclear reaction network on the spatially resolved grid. We keep however an option which allows us to switch to the older cylindrically symmetrical (\2D") model since this is still a su cient approximation for nuclei in the absence of spatial uctuations and is much faster to compute than the full 3D case.
The code can thus serve as a complete substitute for the conventional \leaky-box" or \weighted-slab" propagation models usually employed, with many associated advantages such as the correct treatment of radioactive nuclei, realistic gas and source distributions etc. The present work illustrates the use of the new 2D code to interpret B/C, sub-Fe/Fe, new radioactive isotopic ratio data from ACE, source abundances and antiprotons. 
MODELS
The GALPROP models have been described in full detail elsewhere ); here we just summarize brie y their basic features. The results obtained with the original version of GALPROP have been discussed in a recent review (Strong and Moskalenko 1999) .
The 2D models have cylindrical symmetry in the Galaxy, and the basic coordinates are (R; z; p) where R is Galactocentric radius, z is the distance from the Galactic plane and p is the total particle momentum. The propagation region is bounded by R = R h , z = z h beyond which free escape is assumed. We take R h = 30 kpc. For a given z h the di usion coe cient as a function of momentum and the reacceleration parameters is determined by the energy-dependence of the B/C ratio. Reacceleration provides a natural mechanism to reproduce the B/C ratio without an ad-hoc form for the di usion coe cient. The spatial di usion coe cient is taken as D 0 ( = 0 ) , assuming independence of position, where is rigidity. We use values of near but not necessarily equal to the Kolmogorov value of = 1=3. For the case of reacceleration the momentum-space di usion coe cient D pp is related to the spatial coe cient (e.g. Seo and Ptuskin 1994) . The reacceleration is parameterized by v 2 A =w where v A is the Alfv en speed and w the ratio of wave energy density to magnetic eld energy density (Seo and Ptuskin 1994) . The injection spectrum of nuclei is assumed to be a power law in momentum, dq(p)=dp / p ? for the injected particle density, if necessary with a break.
The interstellar hydrogen distribution uses HI and CO surveys and information on the ionized component; the Helium fraction of the gas is taken as 0.11 by number. Energy losses of nuclei by ionization and Coulomb interactions are included.
The distribution of CR sources is chosen to reproduce the CR distribution determined by analysis of EGRET gamma-ray data (Strong and Mattox 1996) . The source distribution adopted was described in Strong and Moskalenko (1998) . It adequately reproduces the observed gamma-ray based gradient, while being signi cantly atter than the observed distribution of supernova remnants.
The primary source abundances are adjusted to give as good agreement as possible with the observed abundances after propagation (Figure 1) , for a given set of cross-sections. The heliospheric modulation is taken into account using the force-eld approximation.
In the new version, apart from the option of a full 3D treatment, we have updated the cross-section code to include latest measurements and energy dependent tting functions. The nuclear reaction network is built using the Nuclear Data Sheets. The isotopic cross section database consists of more than 2000 points collected from sources published in 1969{1999. This includes a critical re-evaluation of some data and cross checks. The isotopic cross sections for B/C were calculated using the authors' ts to major beryllium and boron production cross sections C,N,O ! Be,B. Other cross sections are calculated using the Webber et al. (1990) 3 and/or Silberberg and Tsao 4 phenomenological approximations renormalized to the data where it exists. In this paper we use our ts combined with the Webber et al. approximation renormalized to available data.
The reaction network is solved starting at the heaviest nuclei (i.e. 64 Ni), solving the propagation equation, computing all the resulting secondary source functions, and proceeding to the nuclei with A ? 1. The procedure is repeated down to A = 1. In this way all secondary, tertiary etc. reactions are automatically accounted for. To be completely accurate for all isotopes, e.g. for some rare cases of -decay, the whole loop is repeated twice.
PROPAGATION OF COSMIC RAYS
From the point of view of isotope ratios, the main advance here is our employment of the full reaction network. For this purpose the 2D model is su cient. Figure 2 shows the predicted local interstellar (LIS) and modulated B/C ratio compared with observations; the reacceleration reproduces the peak quite well. The new ACE data con rm the presence of the peak and give an improved basis for tting the reacceleration. Note that the modulation potential Figure 3 shows (Sc+Ti+V)/Fe for the same model. The agreement is quite good given that the model was not tted to this ratio; this ratio favours = 0:36, and less satisfactorily matched by = 1=3.
As in previous work we study the halo size z h using 10 Be and other radioactive isotopes. For each z h the model is adjusted to t B/C and then the radioactive nuclei are compared with data. Figure 4 shows 10 Be/ 9 Be; notice that the rapid fallo in the ratio at low energies, which is caused by the variation in the 12 C! 10 Be cross-section, is critical, and makes this ratio rather sensitive to the modulation. Derivation of z h from 10 Be/ 9 Be is discussed below. Observations at higher energies, where modulation is smaller, will greatly help in this regard.
For the heavier radioactive nuclei the procedure is rst to adjust the source abundances at the appropriate energy to agree with the relevant observed stable nuclei ratios and then derive the uxes of the radioactive isotopes. In this way the uncertainty in the denominator of the ratio is reduced. Figures 5{7 show 26 Al/ 27 Al, 36 Cl/Cl and 54 Mn/Mn. The ACE data points imply halo sizes of a few kpc. Some uncertainty arises from the error bars on the elemental abundance measurements from Ulysses, to which we tune our propagated abundances. The dominant uncertainty comes however from the cross-sections and the modulation, while the experimental values for the ratios measured by ACE are rather accurate.
We now try to take into account the cross section and abundance errors. The calculated abundances of the four radioactive isotopes at 200 MeV/nucleon (100 MeV/nucleon for Be) and = 450 MV are shown in Table 1 for di erent halo sizes. The ratios in the Table are calculated using Ulysses elemental abundances normalized to silicon (Si=100): Al = 18:5 0:8, Cl = 3:2 0:3, Mn = 5:9 0:4. This removes some uncertainty in the denominator for these ratios. The rst error bar was obtained from the elemental abundance error, the second error bar is larger and obtained assuming 20% error in the production cross sections of 36 Cl and 54 Mn, and 35% error for 26 Al. When deriving the halo size these translate into a wide range of halo sizes since the di erence between calculated abundances for 4 and 6 kpc, and 6 and 10 kpc halos is only about 10%. Assuming the errors in Table 1 are independent, the total error estimate may thus be 30% or even larger, making the halo size estimates all consistent with a lower limit of 3 kpc. The case of Be is slightly di erent. All Be isotopes are purely secondary, so that we cannot tune their abundances by varying the source abundance. While the elemental abundance agrees well with Ulysses measurements, the relative isotopic fraction of 7 Be is 10% less and 9 Be is 15% more than measured (Connell 1998 ): 7 Be = 0.561, 9 Be = 0.393, 10 Be = 0.046. The Be isotope production cross sections, we believe, are more accurate than those for most other nuclei since we use ts to the major production channels. We therefore take the largest deviation (15%) as an estimate of 10 Be production cross section error. The ratio in Table 1 is obtained using the measured fraction of 9 Be. The corrected value then gives the range z h = 1:5 ? 6:0 kpc. Figure 8 summarizes the halo size constraints based on the four radioactive isotopes considered using ACE data (Yanasak et al. 2000) . These have been calculated by requiring consistency of the calculated ratio with the ACE data taking into account the error bars on both prediction and data. The conclusion to be drawn from all radioactive nuclei is that we require z h = 3 ? 7 kpc, i.e. a large halo, at least within the context of the models considered here. This is consistent with our previous result z h = 4 ? 10 kpc ) based on Ulysses data (Connell 1998) , and now the ACE data lead to a more robust estmate. It is also consistent with other results, e.g., Webber and Soutoul (1998) found z h = 2 ?4 kpc from HEAO-3, and Ptuskin and Soutoul (1998) give 4:9 +4 ?2 kpc. Figure 9 , where the solar system abundances have been taken from Anders and Grevesse (1989) . Our Be production cross section. z Yanasak et al. (2000) . Fig. 8 . Halo size limits as derived from the abundances of the four radioactive isotopes (Table 1) and ACE data. The ranges re ect errors in ratio measurements, source abundances and production crosssections. Dashed lines indicate uncertain upper limits. The shaded area indicates the range consistent with all ratios. derived source abundance of Ti relative to Fe seems to be high, while the propagated abundances ( Figures  1, 3) are satisfactory. This source abundance is however very sensitive to the production cross sections. Note also that since we use consistent propagation parameters for the entire range of nuclei rather than adjusting for separate groups as is often done, this reduces our freedom to adjust the source abundances. Source abundances of largely secondary nuclei 33 S, 41 Ca, 50 Cr, 58 Fe, 59 Co, and isotopes of Cl, Ti and Ni are small and also essentially depend on the production cross sections, and the error here thus may be as large as 100%. The typical overall error of our source abundances for other nuclei can be estimated as about 20% based on conservative estimates of the cross section errors.
The process of electron K-capture from the ISM is not currently included so that K-capture isotopes such as 49 V, 51 Cr, 55 Fe, and 57 Co are over-estimated by 20{50%, while their daughter nuclei 49 Ti, 51 V, 54 Cr, 55 Mn are under-estimated by 20{100%. Inclusion of the process of electron K-capture will improve their isotopic abundances and will allow study of the CR acceleration time scale. Since production and decay of K-capture isotopes and radioactive isotopes depends critically on the matter density distribution, our next goal is therefore to include this process in the model. More details will be given in a forthcoming paper.
The relative isotopic fraction within an element for the purely secondary nucleus B, and secondary isotopes of Ca, Ti, V, and Co are in good agreement with measurements (B: Lukasiak et al. 1999 ). The same is true for abundances of pure secondary F and Sc. As already mentioned, 7 Be is slightly under-predicted and 9 Be is over-predicted compared to measurements (Connell 1998 , Lukasiak et al. 1999 .
The current elemental abundances were tuned to be consistent with low energy measurements by Ulysses . The isotopic composition of Cl has been tuned to Ulysses data , Ca, Ti, V, Cr, Co to Voyager data (Lukasiak et al. 1997a,b) , S, Mn, Ni to Ulysses (Connell and Simpson 1997 , DuVernois 1997 , Thayer 1997 and Voyager data (Lukasiak et al. 1997a ,b, Webber et al. 1997 , Lukasiak et al. 1999 , C, N, O, Ne, Mg to Voyager (Webber et al. 1996 , Webber et al. 1997 and CRRES data , and Si and Fe using Voyager (Lukasiak et al. 1997a , Webber et al. 1997 , ALICE (Hesse et al. 1996) , CRRES data , and Ulysses data (Connell and Simpson 1997) . This is however a preliminary result in the sense that there is still a problem with tuning elemental and isotopic abundances over the whole energy range. There is some disagreement with the elemental abundances at higher energies by HEAO-3 (Engelmann et al. 1990 ), which is not surprising considering that the measurements show somewhat di erent spectral indices for di erent isotopes while we use a single power-law injection index. On the other hand, the isotopic composition measurements are carried out at energies which are strongly a ected by solar modulation. Employing a model which is better than a simple force-eld approximation will be vital for further analysis. Our neglect of K-capture is another reason why these results are preliminary and intended to illustrate the method rather than provide a basis for interpretation. 
SECONDARY ANTIPROTONS
Secondary positrons and antiprotons in Galactic CR and some part of the di use Galactic gamma rays are produced in collisions of CR particles with interstellar matter 5 . Because they are secondary, they re ect the large-scale nucleon spectrum independent of local irregularities in the primaries and thus provide an essential check on propagation models and also on the interpretation of di use gamma-ray emission (Strong et al. 2000) . These are an important diagnostic for models of CR propagation and provide information complementary to that provided by secondary nuclei. However, unlike secondary nuclei, antiprotons and positrons re ect primarily the propagation history of the protons, the main CR component.
Secondary antiprotons have been computed in the same model as for the nuclei. The halo size has been set to 4 kpc; the exact value is unimportant for antiproton calculations provided the propagation parameters are tuned to match B/C ratio. The adopted nucleon injection spectrum, after propagation, matches the local one. We calculate antiproton production and propagation using the basic formalism described in Moskalenko et al. (1998) . To this we have added antiproton annihilation and treated inelastically scattered antiprotons as a separate \tertiary" component. The antiproton production by nuclei with Z 2 is calculated in two ways: employing scaling factors as described in Moskalenko et al. (1998) , and using e ective factors given by Simon et al. (1998) , who make use of the DTUNUC code, and which appears to be more accurate than simple scaling. (The use of the Simon et al. factors is consistent since their adopted proton spectrum resembles our spectrum above the antiproton production threshold.) The e ect on the antiproton ux at low energies is however small, and the two approaches di er by about 15%.
The results are shown in Figure 10 ( Moskalenko et al. 2001) . The upper curves are the local interstellar ux and the lower are modulated. The two lowest curves show separately the contribution of \tertiary" antiprotons, which is the dominant component at low energies. There still remains an excess for the lowest energy points at the 1 level which may indicate an additional component.
5
Contributions from possible nearby source(s), black hole evaporation, and WIMP annihilation into positrons and antiprotons are also discussed.
CONCLUSIONS
It is now possible to make a spatially resolved treatment of a full reaction network with a realistic model of the Galaxy and CR propagation. Reacceleration with a slighly larger index for the di usion coe cient than the Kolmogorov law ts B/C, sub-Fe/Fe and CR antiprotons quite well over the whole energy range. The halo size indicated by the four radioactive isotope ratio measured by ACE is in the range 3 { 7 kpc, but the dispersion between the isotopes is large presumably due to cross-section inaccuracies. In fact the CR measurements have now become relatively more accurate than the cross section measurements, so that the latter become a factor restricting further progress.
To remove uncertainty connected with elemental abundances errors and denominator production cross sections, we propose in future to use ratios like radioactive secondary/major primary, namely 26 Mn/ 56 Fe is probably the best candidate because there are only very minor contributions from other nuclei. In the case of Be, the ratio 10 Be/ 12 C is probably better than 10 Be/ 9 Be. Finally, the accurate measurement of all isotopic abundances by one experiment, e.g. ACE, will help greatly to constrain the problem.
