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Maŕıa de la Paz Argüelles Mart́ınez
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Introducción
El objetivo principal de este trabajo es demostrar los Teoremas de Anu-
lamiento sobre variedades afines y proyectivas y el Teorema de Finitud sobre
variedades proyectivas. El conocimiento de estos teoremas es fundamental
para la demostración del Teorema de Riemann-Roch, el cual se incluye en
este trabajo como una aplicación de éstos para el caso de curvas proyectivas
suaves. La demostración del Teorema de Riemann-Roch que presento es una
demostración muy bonita y sencilla del libro ((Algebraic Geometry)) de Robin
Hartshorne [4].
El lector de este trabajo de tesis necesita como pre-requisito, un conoci-
miento básico de Algebra Conmutativa, Cohomoloǵıa y Geometŕıa Algebrai-
ca; este último principalmente basado en el primer caṕıtulo de el libro ((The
Red Book)) de David Mumford [8]. En este contexto, consideraré sólo varie-
dades algebraicas sobre un campo fijo k algebraicamente cerrado y anillos
conmutativos con unidad. También se requiere el conocimiento de resultados
importantes como el Teorema de los ceros de Hilbert.
En el primer caṕıtulo, se realiza un breve desarrollo de la Teoŕıa de Haces
1 sobre un espacio topológico, a partir de definir B-prehaces donde B es una
base para la topoloǵıa de el espacio dado, basado en el libro ((Algebraic Geo-
metry and Arithmetic Curves)) de Qing Liu [11]. En este caṕıtulo, se definen
haces de OX-módulos sobre un espacio anillado (X,OX) y se detallan algu-
nas propiedades sobre éstos, con referencia en el libro ((Algebraic Geometry
2: Sheaves and Cohomology)) de Kenji Ueno [15]. También, se demuestra que
el conjunto de haces invertibles sobre un espacio topológico X junto con los
1En México se ha establecido la convención de nombrar ((gavilla)) a lo que se conoce co-
mo ((sheaf)) en el idioma inglés; pero en este trabajo de tesis se ha optado por la traducción
((haz)) de este mismo concepto.
iv
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morfismos de haces sobre ellos es una categoŕıa. Además, este conjunto es
un grupo abeliano con el producto tensorial definido sobre haces. En algunos
textos, en el caso de que X es una variedad, este grupo es llamado ((Grupo
de Picard sobre X)), esta definición tiene sentido, pues en el caṕıtulo 2 se
demostrará que el grupo de haces invertibles sobre X es isomorfo a Pic(X),
el cual es el grupo de Divisores de Cartier sobre X módulo los divisores
de Cartier principales. En el apéndice A se desarrolla parte de la teoŕıa de
categoŕıas requerida para la comprensión de este caṕıtulo y se establece la
notación correspondiente a la noción categórica del mismo; por ejemplo la
notación de categoŕıas espećıficas como la categoŕıa de grupos abelianos o la
notación utilizada para la colección de morfismos que definen una transfor-
mación natural, étc.
Durante el segundo caṕıtulo, se definen fibrado vectorial de rango finito y
divisor de Cartier sobre una variedad, estas definiciones extraidas de los libros
((Heights in Diophantine Geometry)) de Enrico Bombieri y Walter Gubler [1]
y ((Diophantine Geometry)) de Joseph H. Silverman, Marc Hindry [14], res-
pectivamente. Además, se demuestra que el conjunto de fibrados vectoriales
sobre una variedad fija X junto con los morfismos definidos entre ellos for-
man una categoŕıa y la existencia de una equivalencia categórica entre los
fibrados en rectas y haces invertibles sobre X, esto consultado principalmen-
te en ((Basic Algebraic Geometry 2)) de Igor R. Shafarevich [13]. También,
se define una estructura de grupo abeliano sobre el conjunto de divisores de
Cartier y se obtiene el resultado enunciado en el párrafo anterior acerca de
estos divisores.
El tercer caṕıtulo inicia con una breve introducción a la Cohomoloǵıa
de Čech sobre un espacio topológico. Se definen, sobre un espacio anilla-
do (X,OX), haces OX-coherentes. Gran parte de esta teoŕıa se consultó en
((Faisceaux Algebriques Coherents)) de Jean-Pierre Serre [12]. La definición
de haz coherente plasmada en este libro es equivalente a la definición usada en
este trabajo de tesis, debido a que en el caso de variedades algebraicas X tene-
mos que su haz estructural OX sobre cualquier abierto af́ın, es un haz de ani-
llos Noetherianos; por tanto todo subhaz de OnX (n ∈ Z>0), es coherente (esto
se verifica en la sub-sección 3.2.2). También, se demuestra la existencia de la
((sucesión exacta larga en cohomoloǵıa)) sobre una variedad algebraica X para
una sucesión exacta de OX-módulos 0 // F // G //H // 0 donde
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F es un haz OX-coherente. Además, para variedades af́ınes X, se establece
la equivalencia categórica entre haces OX-coherentes y Γ(X,OX)-módulos fi-
nitamente generados. Para el caso, en el que X es una variedad proyectiva, a
todo M Γ(X,OX)-módulo Z-graduado finitamente generado, se le asocia M̃
un haz OX-coherente. Y se demuestra que todo haz OX-coherente F , es iso-
morfo a un haz de la forma M̃ para algún M Γ(X,OX)-módulo Z-graduado
finitamente generado. Esta parte se basa en el libro ((Algebraic Varieties)) de
George R. Kempf [5].
En en el cuarto y último caṕıtulo se demuestran los Teoremas de Anu-
lamiento y Finitud. Las demostraciones que presento para estos teoremas
están basadas en el libro ((Algebraic Geometry)) de Daniel Perrin [10]. Los
Teoremas de Anulamiento establecen las condiciones para las cuáles los p-
ésimos grupos de cohomoloǵıa de Čech son cero (p ∈ Z≥0). Para variedades
afines X y haces OX-coherentes, estos grupos son cero para todo p ≥ 1; y
para variedades proyectivas X y haces OX-coherentes, éstos se anulan pa-
ra todo p > dim(X). Ahora, existe una estructura de k-espacio vectorial
sobre cada uno de los p-ésimos grupos de cohomoloǵıa de Čech. Aśı, en el
Teorema de Finitud se estipula que sobre una variedad proyectiva X y un
haz OX-coherente, la dimensión de estos k-espacios vectoriales es finita para
todo p ∈ Z≥0. Posteriormente, se define el grupo de divisores de Weil y se
asocia a cada divisor de Cartier, uno de estos divisores. En el caso de va-
riedades suaves esta aplicación definida entre ambos grupos de divisores es
un isomorfismo de grupos. Aśı que sobre estas variedades nos referimos a un
divisor indistintamente. Y finalmente, se concluye el caṕıtulo presentando la




Sea (X, T ) un espacio topológico y B una base para T . Tenemos definido
un orden parcial sobre T dado por ⊆. En particular, (B,⊆) es un preorden
(ver definición [A.6]). Por tanto (B,⊆) induce una categoŕıa (ver ejemplo
[A.7]), donde los morfismos están definidos de la siguiente manera: (∀) V ,
V ′ ∈ B.
Hom(V, V ′) :=
{
{iV V ′} si V ⊆ V ′
∅ otro caso.
donde iV V ′ : V → V ′ es la inclusión de espacios topológicos. Denotemos a
esta categoŕıa por Top(B).
En lo sucesivo de éste caṕıtulo nos restringiremos a categoŕıas C que
admiten ĺımites inversos (ver Apéndice A).
Definición 1.1. Un B-prehaz sobre X con valores en C es un funtor con-
travariante F : Top(B)→ C tal que si C posee objeto cero 0, entonces,
F (∅) = 0.
Si V ⊆ V ′, denotemos con ρ
V V ′
:= F(iV V ′) : F(V ′) → F(V ) y lo llama-





|V ⊆ V ′;V, V ′ ∈ B
}
es el conjunto de F-restricciones.
Sea V ′ ∈ B y s ∈ F(V ′) entonces, decimos que s es una sección de F
sobre V ′. Si V ⊆ V ′, entonces s|V := ρV V ′ (s) ∈ F(V ) se llama la restricción
de s a V .
1
2 Haces
Definición 1.2. Sea F un B-prehaz sobre X con valores en C. Decimos que
F es un B-haz sobre X con valores en C. Si para cada V ∈ B y para cada
recubrimiento abierto {Vi}i∈I de V , Vi ∈ B (∀) i ∈ I, se satisface que:
i) (∀) x, y ∈ F(V ) tal que x|Vi = y|Vi (∀) i ∈ I, entonces x = y.
ii) (∀) sj ∈ F(Vj) j ∈ I tal que
si|Vi∩Vj = sj|Vi∩Vj
Entonces (∃) s ∈ F(V ) tal que
s|Vi = si (∀)i ∈ I (∗)
Proposición 1.3. Con la notación anterior, si F es un B-haz, entonces existe
un único s ∈ F(V ) tal que satisface (∗).
Demostración. Supongamos que existe s′ ∈ F(V ) tal que s′|Vi = si (∀)i ∈ I,
entonces s|Vi = s′|Vi (∀) i ∈ I, de i) tenemos que s = s′
En particular, si B = T , denotamos Top(T ) por Top(X) y para todo
T -prehaz (resp. T -haz) F con valores en C, decimos simplemente prehaz
(resp. haz) F sobre X con valores en C y definimos Γ(X,F) := F(X) al que
llamamos el conjunto de secciones globales de F en X.
Sea F un prehaz (resp. haz) sobre X con valores en C. Si C es Set ó Ab
ó An ó ... étc. entonces decimos que F es un prehaz (resp. haz) de conjuntos,
grupos abelianos, anillos, ..., étc., respectivamente.
Sea F un haz sobre X de grupos abelianos. Entonces podemos sustituir
equivalentemente i) por
i’) (∀)s ∈ F(U) tal que s|Ui = 0 (∀)i ∈ I, entonces s = 0.
En efecto,
i)⇒i’). Sea s ∈ F(U) tal que (∀)i ∈ I s|Ui = 0. Puesto que 0 ∈ F(U) y
(∀)i ∈ I s|Ui = 0|Ui , entonces de i) concluimos que s = 0.
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i’)⇒i). Sean x, y ∈ F(U) tal que (∀) i ∈ I x|Ui=y|Ui , entonces
0 = x|Ui − y|Ui
= (x− y)|Ui (∀) i ∈ I.
de i’) concluimos que x = y.
Note que esta equivalencia también es válida si F es un haz de anillos.
Sea U ⊆ X, un abierto. Consideremos la topoloǵıa relativa sobre U . Todo
prehaz F sobre X con valores en C induce un prehaz F|U sobre U con valores
en C de forma natural: (∀) V ∈ T tal que V ⊆ U
F|U(V ) := F(V )
y definamos el conjunto de las F|U -restricciones como el subconjunto de las
F -restricciones {ρ
WV
| W,V ⊆ U}. Llamamos F|U la restricción de F a U .
En particular, si F es un haz sobre X con valores en C, entonces F|U es
un haz sobre U con valores en C.
Sea U = {Ui}i∈I una familia de subconjuntos abiertos de X, U =
⋃
Ui y
F un prehaz de grupos abelianos sobre X. Consideremos la sucesión





i,j∈I F(Ui ∩ Uj) (∗∗)
donde d0 : s 7→ (s|Ui)i∈I y d1 : (si)i∈I 7→ (si|Ui∩Uj − sj|Ui∩Uj )i,j∈I .
Note que d0 es inyectiva y que d1 ◦ d0 = 0. Denotaremos esta sucesión con
C•(U ,F).
Lema 1.4. Con la notación anterior, F es un haz de grupos abelianos si y
sólo si C•(U ,F) es exacta para toda familia de subconjuntos abiertos U de
X.
Demostración. Supongamos que F es un haz. Sea s ∈ ker(d0). Entonces
s|Ui = 0 (∀) i ∈ I. Por i) en la definición de haz s = 0. Por tando d0 es
inyectiva.
Dado que d1 ◦ d0 = 0, entonces Im(d0) ⊆ ker(d1).
4 Haces
Ahora, sea (si)i∈I ∈ ker(d1). Entonces, si|Ui∩Uj − sj|Ui∩Uj = 0 (∀)i, j. Enton-
ces, (∃) s ∈ F(U) tal que s|Ui = si. Por tanto d0(s) = (si)i∈I .
Inversamente, sea U ⊆ X abierto y {Ui}i∈I un cubrimiento abierto de U .
i) Sea s ∈ F(U) tal que s|Ui = 0 (∀) i ∈ I. Aśı, s ∈ ker(d0). Entonces
s = 0.
ii) Sea si ∈ F(Ui) (∀) i ∈ I tal que si|Ui∩Uj = sj|Ui∩Uj (∀) i, j ∈ I. En-
tonces (si)i∈I ∈ ker(d1) = Im(d0). Por tanto (∃) s ∈ F(U) tal que s|Ui = si
(∀) i ∈ I.
Definición 1.5. Sean F y G B-prehaces (resp. B-haces) sobre X con respecto
a una categoŕıa C. Un morfismo de B-prehaces (resp. de B-haces) ϕ : F → G
es una transformación natural entre los funtores contravariantes F y G (ver
Apéndice A). Entonces, decimos que ϕ es un isomorfismo de B-prehaces (resp.
de B-haces) si es un isomorfismo en la categoŕıa de funtores contravariantes.
Aśı, un morfismo de B-haces es simplemente un morfismo entre los B-
prehaces correspondientes.
Proposición 1.6. α : F → G es un isomorfismo de B-prehaces si y sólo si
α
U
es un isomorfismo (∀) U ∈ B.
Demostración. Sean ρ := {ρ
V U






las F y G- res-
tricciones, respectivamente.
Si α es un isomorfismo, entonces existe un morfismo de prehaces
β : G → F








Análogamente, (β ◦ α)
U
= 1F(U). Por tanto αU es un isomorfismo en C para
todo U ∈ B.
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Inversamente, supongamos que α
U









= 1G(U) y βU ◦ αU = 1F(U)
Note que β : G → F definido por la colección {β
U
|U ∈ B} es una transfor-








































Por la construcción de β, tenemos que α ◦ β = 1G y β ◦ α = 1F . Por lo
tanto α es un isomorfismo.
1.1. Extensión de un B-prehaz de grupos abe-
lianos a un prehaz de grupos abelianos
Sea B = {Bα}α∈A una base para la topoloǵıa τ de X y F es un B-prehaz





. Para cada abierto
U ⊆ X, definimos
BU := {Bα ∈ B|Bα ⊆ U}
y
F ′(U) := lim←−
Bα∈BU
F(Bα).
(ver Apéndice A.5). Tenemos que las aplicaciones naturales del ĺımite inverso
son las proyecciones del producto restringidas al ĺımite inverso (ver Apéndice
[A.5]) {
π(U)α : F ′(U)→ F(Bα)|Bα ∈ BU
}
.
Sea V ⊆ U . Entonces, BV ⊆ BU . Por la propiedad del ĺımite inverso (ver














Sea F ′(iV U) := hV U donde iV U : V ↪→ U es la inclusión de espacios topológi-
cos.
Proposición 1.7. Con la notación anterior, F ′ es un prehaz de grupos abe-
lianos sobre X y F ′ ∼= F son isomorfos como B-prehaces.
Demostración. Claramente hUU = idF′(U) .
Ahora, sea W ⊆ V ⊆ U . Entonces tenemos los diagramas conmutativos






















(π(W )α ◦ hWV ) ◦ hV U = π(V )α ◦ hV U
= π(U)α
por la unicidad de hWU , entonces hWV ◦ hV U = hWU . Aśı, F ′ es un prehaz.
Sea Bα ∈ B. Consideremos la aplicación natural π(Bα)α : F ′(Bα)→ F(Bα).

























la última igualdad es por la construcción de F ′(Bα) pues si (sβ) ∈ F ′(Bα),
entonces sβ = sα|Bβ .







es un morfismo de
B-prehaces.
Note que para cada s ∈ F(Bα), (s|Bβ ) ∈ F
′(Bα), por lo que la aplicación
π
(Bα)
α es sobreyectiva. Ahora, demostremos que π
(Bα)
α es un morfismo inyec-
tivo. Sea (sβ) ∈ F ′(Bα) tal que π(Bα)α ((sβ)) = 0, entonces sα = 0, pero para
todo Bβ ⊆ Bα sβ = sα|Bβ , por tanto (sβ) = 0.







es un isomorfismo de B-prehaces.
Proposición 1.8. Sea ϕ : F → G un morfismo de B-prehaces. Entonces, ϕ






las G-restricciones. Tenemos que para cada






















inverso F ′(U) := lim←−Bα∈BU F(Bα). Si Bβ ⊆ Bα, entonces
ρ
BβBα
◦ π(U)α = π
(U)
β 2)


































◦ π(U)β sustituyendo 2)
Entonces, por la propiedad del ĺımite inverso tenemos que existe un único




















son las aplicaciones del ĺımite inverso G ′(U). Sea Bα ∈ B.
Puesto que F ′(Bα) ∼= F(Bα) y G ′(Bα) ∼= G(Bα) entonces, de la unicidad de
ϕ̃
Bα
tal que el diagrama 3) conmuta y de la conmutatividad del diagrama 1),
























son las G ′-restricciones. Demostremos la conmutatividad de
este diagrama. Sea α ∈ A tal que Bα ⊆ V . De la conmutatividad de h′V U con
las aplicaciones naturales π′ tenemos que
(π′
(V )
α ◦ h′V U ) ◦ ϕ̃V = π
′(U)
α ◦ ϕ̃V
y, de la conmutatividad de h
V U
con las aplicaciones naturales π y la conmu-
tatividad del diagrama 3) se sigue que
(π′α












α ◦ ϕ̃V .
Por tanto ϕ̃ = {ϕ̃
U
} : F ′ → G ′ es un morfismo de T -prehaces.
Caṕıtulo 1 9
Definición 1.9. Decimos que B es cerrado bajo intersección si (∀) Bα, Bβ ∈ B,
Bα ∩Bβ ∈ B.
Proposición 1.10. Sea B cerrado bajo intersección y F un B-prehaz de
grupos abelianos sobre X. El prehaz F ′ definido anteriormente es un haz si
y sólo si F es un B-haz. Además, si existe otro haz G sobre X tal que es
isomorfo a F como B-prehaz, entonces G ∼= F ′ como T -haces.
Demostración. Supongamos que F ′ es un haz. Por la proposición [1.7]
F ′ ∼= F
es un isomorfismo B-prehaces . Entonces, F es un B-haz.














Bα para cada i ∈ I.










Sea s ∈ F ′(U) tal que s|Ui = 0 (∀) i ∈ I. Consideremos Bα ∈ BU , tenemos
dos casos
1. Bα ∈ BUi para algún i ∈ I, ó
2. Bα * Ui (∀) i ∈ I.
10 Haces











para todos estos abiertos básicos. Y dado que F es un B-haz, entonces
s|Bα = 0. Note que las F ′-restricciones a los abiertos de la base son las
aplicaciones naturales del ĺımite inverso. Por tanto s = 0.
Ahora, (∀) i ∈ I sean si ∈ F ′(Ui) tal que
si|Ui∩Uj = sj|Ui∩Uj .
Sea B
(i)



























































y consideremos si,α|B(i)α ∩B(l)γ . Entonces
si,α|B(i)α ∩B(l)γ ∩B(j)β = (si,α|B(i)α ∩B(j)β )|B(i)α ∩B(l)γ ∩B(j)β
= (sj,β|B(i)α ∩B(j)β )|B(i)α ∩B(l)γ ∩B(j)β
= sj,β|B(i)α ∩B(l)γ ∩B(j)β
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Dado que B es cerrado bajo intersección y F es un B-haz. Entonces, existe
un único s
(i)
α ∈ F(B(i)α ) tal que
s(i)α |B(i)α ∩B(l)γ = si,α|B(i)α ∩B(l)γ .
Supongamos que B
(i)
α ⊆ B(j)β , entonces
(s
(j)






























































β |B(i)α = s
(i)
α (*).







Entonces, para cada una de estas intersecciones tenemos una sección
s
(i)
αβ ∈ F(Bα ∩B
(i)
β ).
Se sigue de (*) que
s
(i)
αβ|Bα∩B(i)β ∩B(j)γ = s
(j)
αγ |Bα∩B(i)β ∩B(j)γ .
Como F es un B-haz, entonces existe s(0)α ∈ F(Bα) tal que





s = (s(i)α )i∈I,i=0 ∈
∏
F(Vα).
Se sigue de (*) y (**) que s ∈ F ′(U).





Como ya demostramos que F ′ satisface i) de la definición de haz, entonces
s′i = si. Por tanto F ′ es un haz.




|U, V ⊆ X abiertos
}
tal que G ∼= F como B-prehaces. Se sigue de la propiedad del ĺımite inverso
(ver Apéndice A.4, diagrama [1]) que para cada abierto U ⊆ X, existe un
único homomorfismo de grupos aelianos ϕ
U














para todo Bα ⊆ U . Demostraremos que la colección {ϕU} es un morfismo














de la conmutatividad de los dos diagramas anteriores tenemos que
π(V )α ◦ hV U ◦ ϕU = π(V )α ◦ ϕV ◦ ρ′V U
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// F ′(V )
Demostraremos que ϕ
U
es inyectiva y sobreyectiva para todo abierto U . Sea
t ∈ G(U) tal que ϕ
U
(t) = 0. Entonces,
t|
Bα
= π(U)α (ϕU (t)) = 0
para todo Bα ∈ BU . Como G es un haz, entonces t = 0.
Ahora, sea (sα) ∈ F ′(U), por la construcción del ĺımite inverso (ver
Apéndice A.5) tenemos que
sα|Bα∩Bβ = sβ|Bα∩Bβ .
Dado que G es un haz y coincide con F sobre los elementos de la base, existe
s ∈ G(U) tal que s|Bα = sα. Por lo tanto ϕU (s) = (sα).
1.2. Gérmen de un prehaz en un punto
En lo sucesivo de éste caṕıtulo consideraremos categoŕıas C que admiten
ĺımites directos (ver Apéndice A).
Sea F un prehaz sobre X con valores en C. Sea p ∈ X. Consideremos
Up := {U ∈ T |p ∈ U} .
Definamos una relación ≤ sobre Up, dada por U ≤ V si y sólo si V ⊆ U .
Note que (U ,≤) es un orden parcial. Más aún, es un conjunto directo, pues
(∀) V, U ∈ Up, tenemos que V ∩ U ∈ Up.
Ahora, para todo V, U ∈ Up definimos F ′(U) := F(U) y si U ≤ V , consi-
deremos
ρV U : F ′(U)→ F ′(V )
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donde ρV U son las F -restricciones. Entonces, F ′ : Up → C dado en esta
manera es un funtor covariante, por tanto un sistema directo (ver Apéndice




Por la construcción del ĺımite directo (ver Apéndice [A.6]), tenemos que cada
elemento de Fp se puede expresar como una clase 〈s, U〉, donde s ∈ F(U).
Esta relación se define de la siguiente manera: 〈s, U〉 ∼ 〈t, V 〉 si y sólo si
(∃) W ⊆ U ∩ V con p ∈ W , tal que s|W = t|W .
Dado que todo haz es un prehaz, entonces si F es un haz, definimos Fp
como el gérmen de F en p considerando F como prehaz.
Tenemos los morfismos canónicos del ĺımite directo, λU : F(U)→ Fp tal
que s 7→ sp := 〈s, U〉. Llamamos a sp el gérmen de s en p.
En particular, si F es un prehaz de grupos abelianos (resp. anillos), en-
tonces Fp existe y es un grupo abeliano (resp. anillo).
Lema 1.11. Sea F un prehaz sobre X con valores en C, tal que satisface la
condición i) de la definición de haz. Sean s, t ∈ Γ(X,F) con sp = tp (∀)p ∈ X.
Entonces, s = t.
Demostración. Por hipótesis tenemos que para cada p ∈ X, existe una ve-





se sigue de la condición i) de la definición de haz, que s = t.
Sea F un prehaz de grupos abelianos sobre X y p ∈ X. Consideremos un
abierto U ⊆ X tal que contiene a p. Ahora, definamos
UU := {V ∈ Up|V ⊆ U} ,
note que éste es un subconjunto cofinal de Up, pues (∀)V ∈ Up, V ∩ U ∈ UU .
Entonces,
(F|U)p = Fp
(∀) p ∈ U (ver proposición [A.16]).
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1.3. Morfismos de prehaces
Fijemos un espacio topológico (X, T ) y una categoŕıa C. Ahora, consi-
deraremos sólo prehaces y haces sobre X con valores en C (a menos que se
especifique otra categoŕıa).
Si B es una topoloǵıa para T , al inicio de este caṕıtulo definimos morfismo
de B-prehaces. Ahora, si consideramos B = T , entonces tenemos la siguiente
definición:
Definición 1.12. Sean F y G prehaces (resp. haces). Un morfismo de preha-
ces (resp. de haces) ϕ : F → G es un morfismo de T -prehaces (resp. de T -
haces) (ver definición [1.5]).
Sea ϕ : F → G es un morfismo de prehaces, entonces
ϕ|U : F|U → G|U
donde ϕ|U = {ϕV |V ⊆ U}, es un morfismo de prehaces. Llamamos a ϕ|U la
restricción de ϕ sobre U .
Consideremos ϕ : F → G un morfismo de prehaces de grupos abelianos
(resp. anillos). Entonces, por la propiedad del ĺımite directo tenemos definido
un homomorfismo de grupos abelianos (resp. anillos)
ϕp : Fp → Gp
tal que sp 7→ ϕU (s)p (ver Apéndice [A.6]).
Definición 1.13. Un morfismo de prehaces ϕ es inyectivo si (∀) U ∈ T , ϕ
U
es inyectivo y es sobreyectivo, si ϕp es sobreyectivo (∀) p ∈ X.
Proposición 1.14. Sean F , G haces de grupos abelianos sobre X. ϕ : F → G
es inyectivo si y sólo si ϕp : Fp → Gp es inyectivo (∀)p ∈ X.
Demostración. Supongamos que ϕ es inyectiva. Sea p ∈ X y s ∈ F(U) tal






















. Entonces, sp = 0p.
Inversamente, sea U ∈ T y s ∈ F(U) tal que ϕ
U
(s) = 0. Por hipótesis
tenemos que (∀)p ∈ X, ϕp(sp) = ϕU (S)p = 0p, implica sp = 0p. Entonces,
por lema [1.11], s = 0.
Proposición 1.15. Sean F , G haces de grupos abelianos sobre X. ϕ : F → G
es un isomorfismo si y sólo si ϕp : Fp → Gp es un isomorfismo (∀)p ∈ X.
Demostración. Si ϕ es un isomorfismo, entonces por la proposición [1.6], ϕ
U
es un isomorfismo (∀) U . Entonces por proposición [1.14] ϕp es inyectivo.
Ahora, demostremos que ϕp es sobreyectivo. Sea tp ∈ Gp, t ∈ G(U). En-
tonces, existe s ∈ F(U) tal que ϕ
U
(s) = t. Aśı, ϕp(sp) = tp.
Inversamente, por la proposición [1.14], (∀) U, ϕ
U
es inyectivo. Sea t ∈ G(U).
Dado que ϕp es sobreyectivo, entonces, para cada p ∈ U , existe Vp una ve-
cindad abierta de p, una sección s(p) ∈ F(Vp) y Wp ⊆ Vp ∩ U una vecindad

































el resultado se sigue de la inyectividad de ϕ
Wp∩Wq
.








(s) = t, pues (∀)p ∈ X, ϕ
U
(s)p = tp. Por tanto, (∀) U , ϕU es un
isomorfismo.
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Corolario 1.16. Con la notación de la proposición tenemos ϕ es un isomor-
fismo si y sólo si es inyectivo y sobreyectivo.
En particular, concluimos que ϕ|U es un isomorfismo si ϕ lo es.
Teorema 1.17. Sea F un prehaz sobre X de grupos abelianos. Entonces,
existe un haz F+, único salvo isomorfismo, y una transformación natural
θ : F → F+ tal que (∀) G haz de grupos abelianos y para toda transforma-









Más aún, θp : Fp → F+p es un isomorfismo (∀) p ∈ X. Llamamos a F+ el haz
asociado a F .
Demostración. Sólo mencionaré la construcción de F+ y θ (para la demos-
tración ver [4] Cap. II, Proposición 1.2).
Para demostrar la existencia, para cada U ∈ T , se define
F+(U) :=
{
f : U → ∪̇
p∈UFp : (∀) p ∈ U , (∃) un abierto V ⊆ U , p ∈ V ,
y t ∈ F(V ) tal que (∀) q ∈ V , f(q) = tq ∈ Fq
(el cual es no vaćıo pues 0 : p 7→ 0p ∈ F+(U)), y las restricciones de F+
como ρ+V U : F+(U)→ F+(V ) tal que f 7→ f |V , para todo abierto V ⊆ U .
Ahora, definamos θU : F(U) → F+(U) s 7→ s+, donde s+(p) := sp
(∀) p ∈ U . Entonces, θ := {θU |U ∈ T }, es el morfismo de prehaces del teore-
ma.
Corolario 1.18. θ es inyectivo si F satisface i) en la definición de haz.
Demostración. Tenemos θU : F(U)→ F+(U) tal que s 7→ s+. Sea s ∈ F(U)
tal que θU(s) = 0, por la definición de s
+, tenemos que sp = 0 para toda
p ∈ U . Entonces, por lema [1.11], s = 0.
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Definición 1.19. Sean F ′ y F prehaces de grupos abelianos (resp. anillos)
sobre X. Diremos que F ′ es un sub-prehaz de F si:
i) Para cada U ∈ T , F ′(U) ⊆ F(U) es un subgrupo (resp. subanillo).
ii) Si V ⊆ U , entonces ρ′V U = ρV U |F ′(U), donde ρ′V U y ρV U son las F ′ y F -
restricciones, respectivamente.
Y lo denotaremos como F ′ ⊆ F . Si F ′ es un haz, entonces decimos que es
un sub-haz de F .
Note que (∀)p ∈ X, F ′p ⊆ Fp. En efecto, todo se deduce de la segunda
condición en la definición [1.19].
Proposición 1.20. F ′ ⊆ F si y sólo si existe un morfismo de prehaces
inyectivo ϕ : F ′ → F .
Demostración. F ′ ⊆ F , entonces para cada U abierto de X consideremos
id
F′(U)
: F ′(U)→ F(U). Por la segunda condición de la definición [1.19], te-
nemos que la identidad conmuta con las restricciones y además es inyectivo
para cada U . Por tanto tenemos un morfismo de prehaces inyectivo.
Inversamente, dado un morfismo inyectivo ϕ : F ′ → F , para cada U te-
nemos que F ′(U) ∼= Im(ϕU ), por lo que podemos considerar F ′(U) ⊆ F(U)
como subgrupo. Ahora, por la conmutatividad de ϕ con las restricciones te-
nemos la segunda condición de la definición. Aśı, F ′ ⊆ F .
Sea F un pre-haz (resp. haz) de grupos abelianos sobre X y F ′ un sub-
prehaz (resp. sub-haz) de F . Si V ⊆ U , tenemos el homomorfismo de grupos
inducido por el paso al cociente
hV U : F(U)/F ′(U)→ F(V )/F ′(V )
definido por s̄ 7→ s|V .
Top(X)→ Ab
que env́ıa a cada abierto U 7→ F(U)/F ′(U) y a cada inclusión V ⊆ U 7→ hV U ,
es un funtor contravariante, el cuál denotaremos por Q(F/F ′).
Por lo general éste no es un haz. Aśı, que denotaremos con F/F ′ a su
haz asociado y lo llamamos haz cociente.
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Sea ϕ : F → G un morfismo de haces de grupos abelianos. Note que si
V ⊆ U , entonces para toda s ∈ ker(ϕ
U
), tenemos s|V ∈ ker(ϕV ). En efecto,
ϕ
V
(s|V ) = ϕU (s)|V = 0
Por lo que la aplicación que env́ıa a cada abiero U 7→ ker(ϕ
U
) y a cada
inclusión V ⊆ U 7→ ρV U |ker(ϕ
U
)
, donde ρ son las F - restricciones, es un funtor
contravariante. Más aún, éste es un sub-haz de F llamado el kernel de ϕ y
lo denotamos como ker ϕ.
Ahora, sea V ⊆ U . Si t ∈ Im(ϕ
U









) (∀) s ∈ F(U). Entonces, la aplicación que env́ıa a
cada abierto U 7→ Im(ϕ
U




son las G- restricciones, es un funtor contravariante, el cuál denotaremos con
Iϕ.
Note que Iϕ satisface i) en la definición de haz. En efecto, sea {Ui}i∈I un
cubrimiento abierto de U y s ∈ Im(ϕ
U
) tal que s|Ui = 0 (∀)i ∈ I, dado que
G es un haz entonces s = 0.
Para ver si Iϕ satisface la segunda condición en la definición de haz, sea
sj ∈ Im(ϕUj ) para cada j ∈ I tal que
si|Ui∩Uj = sj|Ui∩Uj .
Puesto que G es un haz, entonces existe s ∈ G(U) tal que s|Ui = si para cada
i ∈ I. Pero, ¿cómo saber que s ∈ Im(ϕ
U
)? una respuesta seŕıa que ϕ
U
sea
un homomorfismo sobreyectivo. Aśı, que por lo general éste no es un haz.
Por tanto denotaremos con Im ϕ a su haz asociado y lo llamamos imagen
de ϕ. De la observación anterior y el corolario [1.18], deducimos que Iϕ es un
sub-prehaz de Im ϕ.












◦ ρ′V U |Im(ϕ
U
)
= ρ′V U ◦ idIm(ϕ
U
)
Por tanto tenemos un morfismo de prehaces inyectivo Iϕ → G. Entonces, por
la propiedad universal del haz asociado existe un único morfismo inyectivo
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Im ϕ→ G.
Si V ⊆ U , tenemos el homomorfismo de grupos inducido por el paso al
cociente
fV U : coker(ϕU )→ coker(ϕV )
definido por t̄ 7→ t|V . Entonces la aplicación
Top(X)→ Ab
que env́ıa a cada abierto U 7→ coker(ϕ
U
) y a cada inclusión V ⊆ U 7→ fV U ,
es un funtor contravariante. Por lo general éste no es una haz. Aśı, que
denotaremos con coker ϕ a su haz asociado y lo llamaremos cokernel de ϕ.
Lema 1.21. Sea ϕ : F → G un morfismo de haces de grupos abelianos sobre
X y F ′ un sub-haz de F . Entonces
a) (kerϕ)p = ker(ϕp).
b) (Imϕ)p = Im(ϕp).
c) (F/F ′)p = Fp/F ′p.
Demostración. a) Sea sp ∈ (kerϕ)p ⊆ Fp con s ∈ ker(ϕU ). Tenemos que
ϕp(sp) = ϕU (s)p = 0p
Ahora, sea tp ∈ ker(ϕp), t ∈ F(V ). Entonces, ϕV (t)p = 0p. Por tanto,






(t|W ) = 0. Aśı, (t|W )p ∈ (kerϕ)p. Note que (t|W )p = tp. Por
tanto se tiene la igualdad.
b) Dado que (Imϕ)p ∼= (Iϕ)p, entonces es suficiente demostrar que Im(ϕp) = Iϕp.
La demostración es similar a la del inciso a).
c) Definamos un homomorfismo Q(F/F ′)p → Fp/F ′p, tal que s̄p 7→ sp,
donde s̄ ∈ F(U)/F ′(U).
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Esta aplicación está bien definida. En efecto, supongamos que s̄p = t̄p,
donde t̄ ∈ F(V )/F ′(V ). Entonces, existe W ⊆ V ∩ U una vecindad abierta
de p, tal que s̄|W = t̄|W , por la conmutatividad con las restricciones tenemos
s|W = t|W , entonces s|W − t|W ∈ F ′(W ). Por tanto sp = tp.
Note que esta aplicación es sobreyectiva e inyectiva. Por tanto es un iso-
morfismo.
Definición 1.22. Una sucesión de haces de grupos abelianos F α // G β //H
se dice exacta si Im α=ker β.
Proposición 1.23. Una sucesión de haces de grupos abelianos F → G → H
es exacta si y sólo si Fp → Gp → Hp es exacta para todo p ∈ X.
Demostración. Se sigue del lema anterior y la proposición [1.15].
Los resultados obtenidos en este primer caṕıtulo sobre haces y prehaces
de grupos abelianos, también son válidos sobre haces y prehaces de anillos.
1.4. OX-módulos
Definición 1.24. Un espacio anillado es un par (X,OX) que consiste de un
espacio topológico (X, T ) y un haz de anillos OX sobre X. Llamamos a OX
haz estructural sobre X.
Si X es una variedad algebraica, entonces, su haz estructural también se
conoce como haz de funciones regulares.
Para el resto de esta sección fijemos (X,OX) un espacio anillado con OX-
restricciones r := {rV U |V ⊆ U}; F y G denotan prehaces de grupos abelianos
sobre X (a menos que se especifique que son haces) y, ρ := {ρ
V U







las F y G-restricciones, respectivamente.
Definición 1.25. Decimos que F es de OX-módulos (ó simplemente un OX-
módulo) si satisface que para todo V , U ⊆ T
i) F(U) es un OX(U)-módulo.
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ii) Si V ⊆ U , entonces ρV U : F(U) → F(V ) es un homomorfismo de
OX(U)-módulos. (i.e.) Si s ∈ F(U) y f ∈ OX(U), entonces
ρV U(fs) = rV U(f)ρUV (s)
Definición 1.26. Un haz es un OX-módulo si lo es como prehaz.
Proposición 1.27. Sea F un OX-módulo, entonces Fp es un OX,p-módulo.
Demostración.
OX,p ×Fp → Fp
tal que (ap, sp) 7→ (as)p.
En los siguientes ejemplos F , G son prehaces de OX-módulos.
Ejemplo 1.28. Definamos
F ⊕ G : Top(X)→ Ab
U 7→ F(U)⊕ G(U)
Si V ⊆ U asignamos el morfismo
(ρV U , ρ
′
V U) : F(U)⊕ G(U)→ F(V )⊕ G(V )
el cual es un morfismo de OX(U)−módulos.
Si W ⊆ V ⊆ U , entonces
(ρWV , ρ
′
WV ) ◦ (ρV U , ρ′V U) = (ρWU , ρ′WU)
Además, (ρUU , ρ
′
UU) = idF(U)⊕G(U) .
Aśı, F ⊕ G es un funtor contravariante. Más aún, si F y G son haces de
OX-módulos, entonces F ⊕G es un haz de OX-módulos y lo llamamos suma
directa de F y G.
Para cualquier entero n > 0, definimos el haz de OX-módulos
OnX := OX ⊕ · · · ⊕ OX (n-veces)
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Ejemplo 1.29. Definamos
F ⊗OX G : Top(X)→ Ab
U 7→ F(U)⊗OX(U) G(U)
Si V ⊆ U asignamos el morfismo
ρV U ⊗ ρ′V U : F(U)⊗OX(U) G(U)→ F(V )⊗OX(V ) G(V )
el cuál es un morfismo de OX(U)−módulos.
Si W ⊆ V ⊆ U , entonces
(ρWV ⊗ ρ′WV ) ◦ (ρV U ⊗ ρ′V U) = ρWU ⊗ ρ′WU
Además, ρUU ⊗ ρ′UU = 1F(U)⊗OX (U)G(U) .
Por lo que F ⊗OX G es un prehaz de OX−módulos. Por lo general este
no es un haz, aśı que denotemos con F ⊗OX G el haz asociado a este prehaz
y lo llamamos producto tensorial de F y G. Si no existe confusión con el haz
estructural sobre X, entonces simplemente denotamos este haz como F ⊗ G.
Ahora, por la proposición [1.31], este haz es un OX-módulo.
1.4.1. Morfismos de OX-módulos
Definición 1.30. Decimos que una transformación natural ϕ : F → G, es
un morfismo de OX−módulos (ó simplemente un OX-morfismo) si
F y G son OX−módulos,




UnOX−morfismo es un isomorfismo de OX−módulos (ó OX−isomorfismo),
si éste es un isomorfismo de prehaces.
Sea A un anillo. Tenemos que la composición de dos homomorfismos de A-
módulos es un homomorfismo de A-módulos, entonces la composición de dos
OX− morfismos es también un OX−morfismo. Aśı, los OX−módulos junto
con los OX−morfismos, forman una categoŕıa, la cual llamaremos categoŕıa
de OX−módulos.
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Proposición 1.31. Sea F un OX-módulo. Entonces F+ es un OX-módulo
y θ un OX-morfismo.
Demostración. Definamos la acción sobre cada abierto U de X, como
OX(U)×F+(U)→ F+(U)
(a, f) 7→ af : p 7→ apf(p)
Es la estructura de OX(U)-módulo de F+(U). Además, la aplicación
F+(U)→ F+(V )
si V ⊆ U , es la restricción de funciones, por tanto un homomorfismo de
OX(U)-módulos.
Ahora, recordemos que (∀) U ⊆ X abierto.
θU : F(U)→ F+(U)




Proposición 1.32. i) F ⊗ G ∼= G ⊗ F
ii) F ⊗OX ∼= F
iii) Sea G ∼= G ′. Entonces, F ⊗ G ∼= F ⊗ G ′.
iv) (F ⊕ G)⊗H ∼= (F ⊗H)⊕ (G ⊗H).
Demostración. i) Por la conmutatividad del producto tensorial sobre los
módulos, tenemos que los prehaces F ⊗OX G ∼= G ⊗OX F son isomorfos.
ii) Tenemos que F(U)⊗OX(U)OX(U) ∼= F(U) son isomorfos como OX(U)-
módulos, entonces
F ⊗OX OX ∼= F
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son isomorfos como prehaces de OX-módulos.
iii) Sea ϕ : G → G ′ un isomorfismo. Para cada abierto U ⊆ X, considere-
mos
idF(U) ⊗ ϕU : F(U)⊗OX(U) G(U)→ F(U)⊗OX(U) G ′(U)
note que este homomorfismo es un isomorfismo de OX(U)-módulos. Más aún,
por la conmutatividad de ϕ con las restricciones, tenemos que




es un isomorfismo de prehaces. Por lo tanto los haces asociados son isomorfos.
iv) Se sigue del isomorfismo
(F(U)⊕ G(U))⊗H(U) ∼= (F(U)⊗H(U))⊕ (G(U)⊗H(U))
(∀) U ⊆ X abierto.
Definición 1.33. Un OX−módulo F es llamado libre si es OX−isomorfo
a la suma directa de OX . Más aún, si para algún entero r > 0, existe un
OX−isomorfismo F → OrX , entonces decimos que F es libre de rango r.
Observaciones:
1. Si F es un OX-módulo sobre X, entonces F|U es un OX-módulo para
todo abierto U de X.
2. Si ϕ : F → G es un OX−morfismo, entonces ϕ|U : F|U → G|U es un
OX−morfismo. Más aún, ϕ|U es un OX−isomorfismo si ϕ lo es.
1.4.2. HomOX (F ,G)
Sean F y G haces deOX-módulos sobreX y U ⊆ X abierto. Consideremos
HomOX (U)(F(U),G(U))
el conjunto de homomorfismos de OX(U)-módulos de F(U) a G(U). Tenemos
que este conjunto tiene estructura de OX(U)-módulo, con suma y multipli-
cación definida de la siguiente manera: sean f, g ∈ HomOX (U)(F(U),G(U)) y
s ∈ F(U), entonces
(f + g)(s) := f(s) + g(s)
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y para todo a ∈ OX(U), (af)(s) := af(s).
Ahora, sea HomOX (F ,G) el conjunto de todos los homomorfismos de
OX-módulos de F en G. Note que HomOX (F ,G) 6= ∅. En efecto, tenemos el
homomorfismo 0U : F(U)→ G(U) tal que s 7→ 0. Entonces,
0 := {0U} ∈ HomOX (F ,G)
Sean ϕ, ψ ∈ HomOX (F ,G). Definamos




| U abierto en X}





)(s)|V = ϕU (s)|V + ψU (s)|V
= ϕ
V






Lema 1.34. (HomOX (F ,G),+) es un Γ(X,OX)-módulo.
Demostración. ϕ+0 = 0+ϕ = ϕ. Por tanto 0 ∈ HomOX (F ,G), es el elemen-
to cero. Además, −ϕ := {−ϕ
U
} ∈ HomOX (F ,G) y ϕ+(−ϕ) = (−ϕ)+ϕ = 0.
La asociatividad y la conmutatividad se siguen de que
HomOX (U)(F(U),G(U))
es un grupo abeliano para todo abierto U ⊆ X.
Sea a ∈ Γ(X,OX). Definimos
a · ϕ := {a|U · ϕU}
donde · de la derecha es la acción de OX(U) sobre HomOX (U)(F(U),G(U)).
Ahora, fijemos F y G haces de OX-módulos. Definamos una aplicación
Top(X)→ Ab tal que
U 7→ HomOX |U (F|U ,G|U)
Para todo abierto V ⊆ U tenemos un homomorfismo de OX |U -módulos
HomOX |U (F|U ,G|U)→ HomOX |V (F|V ,G|V ) ∗




Teorema 1.35. La colección
{
HomOX |U (F|U ,G|U)|U ⊆ X abierto
}
junto
con los morfismos definidos en (∗) definen un haz de OX-módulos.
Demostración. Dado que la asignación entre los homomorfismos de ambas
categoŕıas es precisamente la restricción de morfismos de haces, entonces es-
ta aplicación es un prehaz de OX-módulos.
Ahora, sea U ⊆ X un subconjunto abierto, {Ui}i∈I un cubrimiento abier-






por lo supuesto sobre ϕ, tenemos que ϕ
V ∩Ui
= 0 (∀) i ∈ I.










(∀) i ∈ I. Como G es un haz, entonces ϕ
V
(y) = 0. Aśı, ϕ
V
= 0. Por tanto,
ϕ = 0.










) ∈ G(V ∩ Ui) para cada i ∈ I. Se





)|V ∩Ui∩Uj = ϕ(j)V ∩Uj (s|V ∩Uj )|V ∩Ui∩Uj
dado que G es un haz, entonces existe un único ts ∈ G(V ) tal que








: F(V )→ G(V ) tal que s 7→ ts. Sean s, s′ ∈ F(V ). Dado que










entonces, por la unicidad de ts+s′ , tenemos que ts+s′ = ts + ts′ . Por tanto
ϕ
V
es un homomorfismo de grupos abelianos. Ahora, usando la estructura de
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OX-módulos, tenemos que ϕV es un homomorfismo de OX(V )-módulos.
Sea W ⊆ V un abierto no vaćıo. Entonces,
ts|W = ts|W
En efecto,
ts|W∩Ui = (ts|V ∩Ui)|W∩Ui
= ϕ
(i)







aśı, la igualdad se sigue de la unicidad de ts|W con esta propiedad. Por tanto
ϕV (s)|W = ϕW (s|W ), aśı la colección ϕ := {ϕV } ∈ HomOX |U (F|U ,G|U) y por
construcción ϕ|Ui = ϕi.
Denotemos este haz de OX-módulos con HomOX (F ,G) (ó simplemente
con Hom(F ,G) si no existe confusión con el haz estructural sobre X) y lo
llamamos el haz de OX-morfismos de F en G. En particular, si G = OX , en-
tonces decimos que Hom(F ,OX) es el haz dual de F sobre X y lo denotamos
con F .̌
1.4.3. Haces invertibles
Un OX-módulo F es localmente libre si existe un recubrimiento abierto
{Ui}i∈I de X, tal que F|Ui es un OX |Ui-módulo libre.
Llamaremos el rango de F en el abierto Ui al rango de F|Ui (ver defini-
ción [1.33]).
Cuando dicho rango es finito e igual en todos los abiertos del recubri-
miento, digamos n, se dice que F es un haz localmente libre de rango n. En
particular, si n = 1 decimos que F es un haz invertible.
Ejemplo 1.36. OX es un haz invertible sobre X.
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Lema 1.37. Sea F , un haz invertible sobre X y {Ui}i∈I , un cubrimiento
abierto de X, tal que F|Ui ∼= OX |Ui (∀) i ∈ I. Entonces,
Hom(F ,OX)|Ui ∼= Hom(OX ,OX)|Ui
es un isomorfismo de OX |Ui-módulos, (∀) i ∈ I.
Demostración. Fijemos i ∈ I. Sean ϕi : F|Ui → OX |Ui el isomorfismo de
la hipótesis y V ⊆ Ui un abierto no vaćıo. Sea h ∈ HomOX |V (F|V ,OX |V ).
Entonces h ◦ ϕ−1i |V ∈ HomOX |V (OX |V ,OX |V ). Definimos
ψ
V
: Hom(F ,OX)|V → Hom(OX ,OX)|V
tal que h 7→ h ◦ ϕ−1i |V .
Note que ψ
V
es un isomorfismo de OX |V -módulos con inversa
Hom(OX ,OX)|V → Hom(F ,OX)|V
tal que g 7→ g ◦ ϕi|V .
Lema 1.38. Hom(OX ,OX) ∼= OX
Demostración. Sea V ⊆ U abiertos no vaćıos. Dado que OX(V ) es un módulo
libre de rango 1 sobre él mismo, entonces
OX(V )→ End(OX(V ))
enviando t 7→ tL(: s 7→ ts), es un isomorfismo de OX(V )-módulos.
Sea g ∈ HomOX |U (OX |U ,OX |U). Por lo anterior, para cada V ⊆ U
(∃) tV ∈ OX(V ) tal que tV L = gV . Por la conmutatividad de g con las res-






entonces existe un único t ∈ OX(V ) tal que t|V = tV , por lo anterior t = tU .
Definimos
HomOX |U (OX |U ,OX |U)→ OX(U) (∗)
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tal que g 7→ tU .
Ahora, sea s ∈ OX(U). Entonces, para cada V ⊆ U tenemos
s|V
L





: V ⊆ U
}
. Éste es un elemento deHomOX |U (OX |U ,OX |U).
Entonces, definamos
OX(U)→ HomOX |U (OX |U ,OX |U) (∗∗)
tal que s 7→ ϕs. (∗) y (∗∗) son inversas una de la otra.
Teorema 1.39. Sea F un haz invertible sobre X. Entonces F ˇes invertible.
Demostración. Sea {Ui}i∈I , un cubrimiento abierto deX, tal que F|Ui ∼= OX |Ui
(∀) i ∈ I. Entonces, por los dos lemas anteriores
Hom(F ,OX)|Ui ∼= Hom(OX ,OX)|Ui ∼= OX |Ui
Proposición 1.40. Sean F y G dos haces invertibles sobre X. Entonces,
F ⊗ G es un haz invertible.
Demostración. Sean {Ui}i∈I y {Vj}j∈J cubrimientos abiertos de X tal que
ψi : F|Ui → OX |Ui
ϕi : G|Vj → OX |Vj







ψi|Ui∩Vj : F|Ui∩Vj → O|Ui∩Vj
ϕi|Ui∩Vj : G|Ui∩Vj → O|Ui∩Vj
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son isomorfismos de OX |Ui∩Vj -módulos (∀) i ∈ I, j ∈ J .
Por lo que hemos encontrado un cubrimiento común, con el cuál F y G
son localmente libres. Entonces, sin pérdida de generalidad, podemos supo-
ner que ambos cubrimientos son el mismo, digamos {Ui}i∈I .
Fijemos i ∈ I y consideremos el prehaz (F⊗OX G)|Ui . Entonces, para cada
V ⊆ Ui tenemos los isomorfismos de OX(V )-módulos
ψiV : F(V )→ O(V )
ϕiV : G(V )→ O(V )
entonces, F(V )⊗OX (V )G(V )




es un isomorfismo de prehaces. Aśı, los haces asociados son isomorfos como
OX |Ui-módulos (i.e.)
(F ⊗ G)|Ui ∼= OX |Ui .
Por tanto F ⊗ G es localmente libre de rango 1.
Proposición 1.41. Sea F un haz invertible sobre X. Entonces F⊗Fˇ∼= OX .
Demostración. Ver [4], Cap. II, Proposición 6.12, Pág. 143.
Sea Inv(X) el conjunto de haces invertibles sobre X; F , G ∈ Inv(X),
escribimos F ∼ G si y sólo si F ∼= G. ∼ es una relación de equivalencia.
Denotemos la clase de equivalencia de un haz invertible F con F . Ahora,
definamos
F ⊗ G := F ⊗ G
Note que esta operación, la cual llamaremos producto tensorial, está bien
definida. En efecto, sean F ∼= F ′ y G ∼= G ′, entonces por la proposición [1.32]
inciso iii), F ⊗ G ∼= F ′ ⊗ G ′.
Proposición 1.42. (Inv(X),⊗) es un grupo abeliano.
Demostración. Se sigue de la proposición anterior y de las proposiciones
[1.32], [1.39], [1.40] y [1.38].
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Proposición 1.43. Sea 0 // F // G //H // 0 una sucesión exacta
de OX-módulos sobre X y L un haz invertible sobre X. Entonces, la sucesión
0 // L
⊗
OX F // L
⊗
OX G // L
⊗
OX H // 0
es exacta.
Demostración. Para cada x ∈ X, tenemos la sucesión exacta
0 // Fx // Gx //Hx // 0 .
Ahora como L es un haz invertible, entonces para cada x ∈ X Lx es un
OX,x-módulo libre de rango 1. Por tanto la sucesión
0 // Lx
⊗
OX,x Fx // Lx
⊗




1.5. Imagen directa de un haz
Definición 1.44. Sean (X, T ) e (Y, T ′) espacios topológicos, f : Y → X





| V ′, U ′ ∈ T ′
}
el conjunto de F -restricciones. Para cualquier
conjunto abierto U ⊆ X, definimos
f∗F(U) := F(f−1(U))
y para todo V ∈ T tal que V ⊆ U tenemos
ρ′
f−1(V )f−1(U)
: f∗F(U)→ f∗F(V )
denotemos esta aplicación con ρ
V U
. Entonces, {f∗F(U), ρV U} definen un haz
llamado imagen directa de F bajo f sobre X, el cual denotaremos con f∗F .
Proposición 1.45. Sea Y ⊆ X un subespacio cerrado y F un haz de grupos




Fp, si p ∈ Y
0, en otro caso.
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ii) (∀) n ∈ Z>0,
i∗Fn = (i∗F)n.









pues todos los abiertos sobre Y son de la forma U ∩ Y para U abierto en X.
Ahora, consideremos el abierto U ′ = X\Y . Entonces,
i∗F(U ′) = F(∅) = 0.
Sea p ∈ U ′ y s ∈ i∗F(U) para algún abierto U en X tal que p ∈ U . Por la
definición de las restricciones sobre i∗F , tenemos que
s|U∩U ′ = 0.
Dado que U y s son arbitrarios, entonces (i∗F)p = 0.
ii) Se sigue de la definición del haz suma directa.
Sean F y G haces de grupos abelianos sobre Y ⊆ X un subespacio cerrado
y
ϕ : F → G
un morfismo de haces. Entonces, tenemos un morfismo de haces
ϕ∗ : i∗F → i∗G
dado por la colección
{
ϕ∗U := ϕU∩Y | U ⊆ X abierto
}
.
Proposición 1.46. Sea 0 // F ϕ // G ψ //H // 0 una sucesión exacta
de haces de grupos abelianos sobre Y . Entonces, la sucesión
0 // i∗F
ϕ∗ // i∗G
ψ∗ // i∗H // 0
es exacta.
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Demostración. Se sigue de la definición de las aplicaciones ϕ∗ y ψ∗.
Sean (Y,OY ), (X,OX) espacios anillados (ver definición [1.24]).
Definición 1.47. Un morfismo de espacios anillados de (X,OX) a (Y,OY )
es un par (f, g) tal que
i) f : X → Y es una función continua.
ii) g : OY → f∗OX un morfismo de haces.
Consideremos
(f, g) : Y → X
una aplicación de espacios anillados y F un haz de OY -módulos sobre Y . En-
tonces, f∗F tiene una estructura natural de f∗OY -módulo. Además, tenemos
g : OX → f∗OY .
Por tanto, f∗F tiene una estructura de OX-módulo.
Sea X una variedad algebraica e Y una subvariedad de X. Entonces, el
haz estructural OX , induce un haz OY sobre Y de la siguiente manera: sea
U ⊆ Y un conjunto abierto, definamos
OY (U) :=
{
f : U → k : (∀) x ∈ U , (∃) un abierto V ⊆ X, x ∈ V ,
y g ∈ OX(V ) tal que f |V ∩U = g|V ∩U
En particular, (Y,OY ) es una variedad (ver [8], Cap. I, Sec. 6, Nota I, pág.
38.). Entonces, decimos que Y es una subvariedad cerrada de X.
Tenemos una aplicación i : Y → X de variedades definida por la inclusión
de espacios topológicos, donde
i∗ : OX → i∗OY
es simplemente la restricción de funciones (i.e) para g ∈ OX(U), implica
g|Y ∩U ∈ OY (U ∩ Y )).
Definamos
ker(i∗) := JY
éste es un haz de ideales (i.e.) JY (U) es un ideal de OX(U) para todo abierto
U ⊆ X.
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Proposición 1.48. Con la notación anterior,
i∗ : OX → i∗OY
es sobreyectiva.
Demostración. Tenemos una aplicación definida sobre los gérmenes (ver Sec.
1.3)
i∗x : OX,x → (i∗OY )x.
Supongamos x ∈ Y , entonces por la proposición [1.45] (i∗OY )x = OY,x.
Sea sx ∈ OY,x, entonces s ∈ OY (U ∩ Y ) para algún abierto U en X tal
que x ∈ U . Por definición de OY existe un abierto U ′ ⊆ X tal que x ∈ U ′ y
una sección t ∈ OX(U ′) tal que
t|U ′∩U∩Y = s|U ′∩U∩Y ,
entonces (t ◦ i)x = sx.
Por tanto tenemos la sucesión exacta de OX-módulos
0 // JY // OX // i∗OY // 0
llamada sucesión exacta fundamental asociada a Y .
Caṕıtulo 2
Fibrados vectoriales y Divisores
de Cartier
Sea (X,OX) una variedad algebraica sobre un campo k algebraicamen-
te cerrado. Definamos K(X) como el campo de funciones racionales sobre
X; K∗(X) como el conjunto de funciones racionales invertibles sobre X y
O∗(X) ⊆ K∗(X) el conjunto de unidades en el anillo Γ(X,OX). Entonces, si
f ∈ K∗(X), f ∈ O∗X(X) si y sólo si f no tiene polos ni ceros en X. Además,
para cualesquiera dos abiertos V y U de X, si V ⊆ U y f ∈ OX(U), entonces
f ∈ OX(V ) significa que f |V ∈ OX(V ).
Para cualquier n ∈ Z>0, An(k) (ó An) y Pn(k) (ó Pn) denotan el n-espacio
af́ın sobre k y el n-espacio proyectivo sobre k, respectivamente.
2.1. Fibrados vectoriales
Sea r ∈ Z>0. Un fibrado vectorial de rango r sobre una variedad algebraica
X, es un par (E, π), donde E es una variedad algebraica sobre k y π : E → X
un morfismo sobreyectivo de variedades tal que:
i) existe un cubrimiento abierto {Uα}α∈A de X e isomorfismos de varieda-
36
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des ϕα : π









donde P1 es la proyección sobre el primer factor.
ii) (∀) α, β ∈ A y x ∈ Uα ∩ Uβ, (∃) gαβ(x) ∈ GL(r, k) tal que
ϕα ◦ ϕ−1β (x, v) = (x, gαβ(x)v)
(∀) v ∈ Ar(k).
Los morfismos ϕα son llamados trivializaciones locales de E y los con-
juntos Ex := π
−1({x}) (∀) x ∈ X, las fibras de E. En particular, si r = 1
decimos que (E, π) es un fibrado en rectas. Denotaremos el conjunto de las
trivializaciones locales de E por {(Uα, ϕα)}α∈A.
Sea M(r, k) el k-espacio vectorial de las matrices de r × r con entradas
en k. Identificamos el espacio M(r, k) con kr
2
ordenando las entradas aij de
las matrices con el orden lexicográfico, (i.e.)

a11 a12 · · · a1r




ar1 ar2 · · · arr
 7−→ (a11, a12, . . . , a1r, a21, . . . , arr).
Esta aplicación define un isomorfismo de k-espacios vectoriales. Por tan-
to, podemos dar estructura de k-variedad af́ın a M(r, k).
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Consideremos el subespacio de las matrices invertibles GL(r, k). Sean
{Yij} las coordenadas de M(r, k). Entonces, det(Yij) ∈ k[Y11, . . . , Yrr], aśı
M(r, k)det(Yij) = {A ∈M(r, k) : det(A) 6= 0}
= GL(r, k)
Por lo que GL(r, k) es un abierto af́ın de Ar2(k).
Proposición 2.1. La aplicación
Uα ∩ Uβ → GL(r, k) ⊆ Ar
2
(k)
tal que x 7→ gαβ(x) es un morfismo de variedades.
Demostración. Denotemos esta aplicación por gαβ, note que está dada por
una matriz (gij) de r×r funciones k-valuadas sobre Uα∩Uβ. Entonces, es sufi-
ciente demostrar que gij es una función regular sobre Uα∩Uβ para cada (i, j).
De la definición de fibrado vectorial tenemos que
ϕα ◦ ϕ−1β : Uα ∩ Uβ × A
r(k)→ Uα ∩ Uβ × Ar(k)
es un isomorfismo dado por (x, v) 7→ (x, gαβ(x)v).
Ahora, sea {ei : i = 1, . . . , r} la base canónica para Ar(k). Entonces para
cada i, la restricción
ϕi := ϕα ◦ ϕ−1β |Uα∩Uβ×{ei} : Uα ∩ Uβ × {ei} → Uα ∩ Uβ × A
r(k)
es un morfismo de variedades. Consideremos la inclusión natural
i : Uα ∩ Uβ → Uα ∩ Uβ × {ei}
y la segunda proyección
P2 : Uα ∩ Uβ × Ar(k)→ Ar(k).
Entonces, la composición P2 ◦ ϕi ◦ i : Uα ∩ Uβ → Ar(k) es un morfismo de
variedades, (i.e.) para todo x ∈ Uα ∩ Uβ tenemos que
(P2 ◦ ϕi ◦ i)(x) = gαβ(x)ei
= (g1i(x), · · · , gri(x)),
por tanto g1i, . . . , gri ∈ OX(Uα ∩ Uβ). Aśı, (∀)i, j gij ∈ OX(Uα ∩ Uβ).
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Las matrices gαβ(x) son llamadas matrices de transición para E.





gαβ(x)gβγ(x) = gαγ(x) sobre Uα ∩ Uβ ∩ Uγ.
En efecto,
(x, gαγ(x)v) = ϕα ◦ ϕ−1γ (x, v)
= ϕα ◦ ϕ−1β ◦ ϕβ ◦ ϕ
−1
γ (x, v)
= (ϕα ◦ ϕ−1β )((x, gβγ(x)v))
= (x, gαβ(x)gβγ(x)v)
Proposición 2.2. Sea (E, π) un fibrado vectorial de rango r sobre X. Consi-
deremos las trivializaciones locales de E, {(Uα, ϕα)}α∈A. Entonces, para cada
α ∈ A, Uα puede ser considerado af́ın.
Demostración. Sea V ⊆ Uα un conjunto abierto no vaćıo, entonces por la
continuidad y la sobreyectividad de π, π−1(V ) ⊆ π−1(Uα) es un abierto no
vaćıo.
Note que ϕα(π
−1(V )) = V × Ar(k). En efecto, sea x ∈ π−1(V ), entonces
π(x) ∈ V . Dado que π = P1 ◦ ϕα, entonces ϕα(x) ∈ V × Ar(k). Inversa-
mente, sea (y, v) ∈ V × Ar(k), entonces π(ϕ−1α (y, v)) = y ∈ V , por tanto
ϕ−1α (y, v) ∈ π−1(V ), esto implica que (y, v) ∈ ϕα(π−1(V )).
Aśı, por el corolario [B.4],
ϕα|π−1(V ) : π−1(V )→ V × Ar(k)
es un isomorfismo. Además, π|π−1(V ) = ϕα|π−1(V ) ◦ P1|V×Ar(k) y si W ⊆ Uβ,
entonces la condición ii) de la definición de fibrado vectorial se sigue cum-
pliendo con gαβ(x) ∈ GL(r, k) y las restriciones de ϕα, ϕβ sobre V ∩W .
Puesto que los abiertos afines forman una base sobre X, lo anterior prueba
que la cubierta abierta de la definición de fibrado vectorial puede considerarse
af́ın.
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Proposición 2.3. Sea (E, π) un fibrado vectorial de rango r sobre X. Con-
sideremos las trivializaciones locales de E, {(Uα, ϕα)}α∈A. Entonces, Ex es
un k-espacio vectorial de dimensión r.
Demostración. Por la proposición [2.2], podemos suponer Uα abierto af́ın
para todo α ∈ A. Sea x ∈ X, entonces {x} es un subespacio cerrado irre-
ducible de Uα para algún α ∈ A. Por la continuidad de π tenemos que
π−1({x}) ⊆ π−1(Uα) es un conjunto cerrado. Dado que
ϕα(π
−1({x})) = {x} × Ar(k),
entonces, por el corolario [B.4],
ϕα|Ex : Ex → {x} × A
r(k)
es un isomorfismo de variedades.
Ahora, tenemos una estructura de k-espacio vectorial sobre {x} × Ar(k)
dada por
(x, v) + (x, v′) := (x, v + v′)
v′ · (x, v) = (x, v′v)
para todo v, v′ ∈ Ar(k), donde la suma y el producto de la derecha de ambas
ecuaciones son las definidas sobre el k-espacio vectorial Ar(k). Por lo tanto,
{x} × Ar(k) es un k-espacio vectorial de dimensión r. Entonces, podemos
definir una estructura de k-espacio vectorial sobre cada fibra Ex tal que
ϕα|Ex es un isomorfismo de k-espacios vectoriales, de la siguiente manera
y + y′ := ϕ−1α (ϕα(y) + ϕα(y
′))
λy := ϕ−1α (λϕα(y)) (∀)λ ∈ k
donde la suma de la derecha es la definida sobre {x} × Ar(k).
Note que esta estructura sobre Ex no depende de la elección de la trivia-
lización, pues si x ∈ Uβ, entonces
ϕ−1β |Ex ◦ ϕα|Ex : Ex → Ex
es un isomorfismo de k-espacios vectoriales.
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Ejemplo 2.4. Consideremos la primer proyección P1 : X × Ar(k)→ X.
Tenemos que P−11 (X) = X × Ar(k). Entonces, para
idX×Ar(k) : P
−1
1 (X)→ X × Ar(k)
el diagrama del inciso i) de la definición de fibrado vectorial conmuta y la
matriz identidad en GL(r, k) es la matriz de transición para E.
Por tanto, éste es un fibrado vectorial, llamado fibrado vectorial trivial de
rango r.
Ejemplo 2.5. Sea (E, π) un fibrado vectorial de rango r sobre X, U ⊆ X
abierto no vaćıo. Entonces, π|π−1(U) : π−1(U)→ U es un fibrado vectorial con
fibras Ex tal que x ∈ U .
Dado que π es continua, entonces π−1(U) es una subvariedad abierta de
E. Además, π|π−1(U) es sobreyectiva. Consideremos las trivializaciones de E
ϕα : π
−1(Uα)→ Uα × Ar(k)
entonces,
ψα := ϕα|π−1(U∩Uα) : π−1(U ∩ Uα)→ U ∩ Uα × Ar(k)
α ∈ A, son isomorfismos de variedades y ψα ◦ P1 = π|π−1(U) donde
P1 : U ∩ Uα × Ar(k)→ U ∩ Uα
es la proyección sobre el primer factor. Como U∩Uα∩Uβ ⊆ Uα∩Uβ, entonces
(∀)x ∈ U ∩ Uα ∩ Uβ tenemos que existen gαβ(x) ∈ GL(r, k) tal que





Denotaremos este fibrado vectorial de rango r sobre U con E|U , cuyas
trivializaciones locales son {(ψα, U ∩ Uα)}α∈A.
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2.1.1. Morfismos de fibrados vectoriales
Definición 2.6. Sea πE : E → X y πE′ : E ′ → X fibrados vectoriales. Un
morfismo de fibrados vectoriales es un morfismo de variedades f : E → E ′
tal que:








ii) para toda x ∈ X, la aplicación fx := f |Ex : Ex → E ′x es una transfor-
mación lineal de espacios vectoriales.
Sean πE : E → X, πE′ : E ′ → X y πE′′ : E ′′ → X fibrados vectoriales, y
sean f : E → E ′, g : E ′ → E ′′ morfismos de fibrados vectoriales.
Proposición 2.7. g ◦ f : E → E ′′ es un morfismo de fibrados vectoriales.
Demostración. Dado que f y g son morfismos de fibrados vectoriales, enton-
ces, πE = πE′ ◦ f y πE′ = πE′′ ◦ g. Aśı,
πE = πE′′ ◦ g ◦ f
Ahora, (∀) x ∈ X, f |Ex : Ex → E ′x y g|E′x : E ′x → E ′′x son transformaciones
lineales, entonces (g ◦ f)|Ex = g|E′x ◦ f |Ex : Ex → E ′′x es una transformación
lineal.
Aśı, la colección de fibrados vectoriales sobre una variedad fija X y los
morfismos definidos entre ellos forman una categoŕıa.
Teorema 2.8. Sean (E, πE) y (E
′, πE′) fibrados vectoriales sobre una varie-
dad X. Un morfismo de fibrados vectoriales f : E → E ′, es un isomorfismo
de fibrados vectoriales si y sólo si f es un isomorfismo de variedades.
Demostración. Si f es un isomorfismo de fibrados vectoriales, entonces f es
un isomorfismo de variedades.
Inversamente, si f es un isomorfismo de variedades, entonces f−1 : E ′ →
E es un morfismo de variedades. Demostraremos que f−1 es un morfismo de
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fibrados vectoriales.
Dado que f es un morfismo de fibrados vectoriales, entonces πE = πE′ ◦ f .
Aśı, πE ◦ f−1 = πE′ .
Ahora, tenemos f−1x := f
−1|E′x : E ′x → Ex. Note que fx ◦ f−1x = idE′x y
f−1x ◦ fx = idEx . Entonces f−1x es una tranformación lineal.
De la demostración anterior deducimos que si f es un isomorfismo de
fibrados vectoriales, entonces E y E ′ tienen el mismo rango, en efecto, pues
fx es un isomorfismo de k-espacios vectoriales.
Definición 2.9. Un fibrado vectorial (E, π) de rango r sobre X se dice trivial
si es isomorfo al fibrado vectorial trivial sobre X de rango r.
Definición 2.10. Dos fibrados vectoriales (E, πE) y (E
′, πE′) sobre una va-
riedad X son localmente isomorfos si para cada x ∈ X, existe una vecindad
abierta no vaćıa U ⊆ X de x tal que los fibrados vectoriales sobre U , E|U
(para esta notación ver ejemplo [2.5]) y E ′|U son isomorfos.
Proposición 2.11. Sea (E, π) un fibrado vectorial sobre X de rango r.
Entonces, (E, π) es localmente trivial (i.e.) localmente isomorfo al fibrado
vectorial trivial de rango r sobre X.
Demostración. Consideremos las trivializaciones locales de E, {(Uα, ϕα)}α∈A.
Demostraremos que ϕα es un morfismo de fibrados vectoriales (∀) α ∈ A.









y además, ϕα|Ex : Ex → {x}×Ar(k) es una transformación lineal. Ahora,
dado que ϕα es un isomorfismo de variedades entonces por el teorema [2.8],
E|Uα y X × Ar(k)|Uα son isomorfos para todo α ∈ A.
2.1.2. Haz de secciones de un fibrado vectorial
Consideremos fibrados vectoriales de rango r sobre una variedad fija X.
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Definición 2.12. Sea (E, π) un fibrado vectorial sobre X. Una sección de E
sobre un subconjunto abierto U ⊆ X no vaćıo, es un morfismo de variedades
s : U → E tal que π ◦ s = idU .
Denotamos al conjunto de secciones de E sobre U por Γ(U,E).
Proposición 2.13. Con la notación anterior, Γ(X,E) 6= ∅.
Demostración. Definamos s0 : X → E, tal que x 7→ (x, 0) ∈ Ex. Prime-
ro demostremos que es un morfismo de variedades. Por el teorema [B.1], es
suficiente ver que sobre los abiertos af́ınes de las trivializaciones es un mor-
fismo; en particular, sobre éstos el fibrado es localmente trivial, por la tanto
podemos considerar E como el fibrado vectorial trivial de rango r sobre X.
id
X×Ar(k) : X × A
r(k)→ X × Ar(k)
Sea s0 : X → X × Ar(k), tal que x 7→ (x, 0). Note que
s0 = (idX , 0) : X → X × Ar(k)
Aśı, s0 es un morfismo de variedades. Ahora, (∀)x ∈ X, P1(s0(x)) = x. Por
tanto s0 ∈ Γ(X,X × Ar(k)).
s0 se llama la sección cero de E.
Sean s, t ∈ Γ(X,E). Tenemos que π(s(x)) = x (∀) x ∈ X, por tanto
s(x) ∈ Ex. Definamos
(s+ t)(x) := s(x) + t(x)
donde la suma de la derecha es la suma definida sobre el k-espacio vectorial
Ex.
Lema 2.14. Sea h ∈ Γ(X,OX) y s ∈ Γ(X,E), entonces hs : X → E tal que
x 7→ h(x)s(x) es una sección de E sobre X.
Demostración. Sin pérdida de generalidad podemos suponer X af́ın y E fi-
brado vectorial trivial de rango r. Como en la demostración de la proposición
[2.15], s = (id, f) : X → X × Ar(k), donde
f = (f1, . . . fr) : X → Ar(k)
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es un morfismo de variedades.
Note que la aplicación hf : X → Ar(k) tal que x 7→ h(x)f(x) es un
morfismo de variedades.
En efecto, dado que fi ∈ Γ(X,OX), entonces hfi ∈ Γ(X,OX), i =
1, . . . , r; y hf = (hf1, . . . , hfr).





y dado que Ex es un k-espacio vectorial, entonces h(x)s(x) ∈ Ex. Por lo tanto
P1(h(x)s(x)) = x. Aśı, hs ∈ Γ(U,E).
Teorema 2.15. (Γ(X,E),+) es un Γ(X,OX)-módulo.
Demostración. Note que s+ t ∈ Γ(X,E).
En efecto, primero demostremos que s + t es un morfismo de variedades.
Consideremos X variedad af́ın y E como fibrado vectorial trivial de rango r
sobre X.
Tenemos que s = (f ′, f) y t = (g′, g), donde
f ′, g′ : X → X
f = (f1, . . . , fr), g = (g1, . . . , gr) : X → Ar(k)
son morfismos. Dado que P1 ◦s = idX y P1 ◦ t = idX , entonces f ′ = g′ = idX .
Note que la aplicación f + g : X → Ar(k) tal que x 7→ f(x) + g(x), es un
morfismo de variedades. En efecto, tenemos que fi, gi ∈ Γ(X,OX) (∀)i, y éste
es un anillo, entonces fi+gi ∈ Γ(X,OX), (∀)i y f +g = (f1 +g1, . . . , fr+gr).
Aśı, s+ t = (idX , f + g) : X → X ×Ar(k) es un morfismo de variedades.
Sea x ∈ X. Dado que s(x) + t(x) ∈ Ex, entonces P1(s(x) + t(x)) = x. Por lo
que P1 ◦ (s+ t) = idX .
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Ahora, s + s0 = s0 + s = s, entonces la sección cero s0 ∈ Γ(X,E), es el
elemento cero en Γ(X,E).
Veamos que la aplicación s′ : X → X × Ar(k) tal que x 7→ −s(x) es una
sección de E.
Tenemos que s = (idX , f). Ahora, note que la aplicación f
′′ : X → Ar(k)
tal que x 7→ −f(x) es un morfismo de variedades.
En efecto, dado que fi ∈ Γ(X,OX), entonces −fi ∈ Γ(X,OX), i = 1, . . . , r;
y f ′′ = (−f1, . . . ,−fr).
Entonces, s′ = (id, f ′′) : X → X × Ar(k) es un morfismo de variedades.
Dado que (∀)x ∈ X, −s(x) ∈ Ex, entonces P1(−s(x)) = x. Aśı, s′ ∈ Γ(X,E)
Además s′ es el elemento inverso de s. En efecto, sea x ∈ X, entonces
(s′ + s)(x) = s′(x) + s(x) = −s(x) + s(x) = 0x = s0(x) y análogamente,
s + s′ = s0. Denotaremos a s
′ como −s, para indicar que es el elemento in-
verso de s.
La asociatividad y la conmutatividad se siguen de que Ex es un k-espacio
vectorial para todo x ∈ X.
Por el lema [2.14], tenemos que Γ(X,E) es un Γ(X,OX)-módulo.
Dado que k ⊆ Γ(X,OX), entonces Γ(X,E) es un k-espacio vectorial.
Proposición 2.16. Γ(U,E|U) = Γ(U,E)
Demostración. Sea s ∈ Γ(U,E|U), entonces s : U → π−1(U) ⊆ E, y π ◦ s = idU .
Por tanto s ∈ Γ(U,E). Sea t ∈ Γ(U,E), entonces t(U) ⊆ π−1(U), por lo que
t ∈ Γ(U,E|U).
Ejemplo 2.17. Consideremos (X ×A1(k), P1) el fibrado vectorial trivial de
rango 1 sobre X. Sea f ∈ Γ(X,OX). Entonces, la aplicación x 7→ (x, f(x)) es
un morfismo de variedades. Además, P1 ◦ (idX , f) = idX . Por tanto (idX , f)
es una sección de X × A1(k) sobre X.
Inversamente, toda sección en Γ(X,X×A1(k)) tiene esta forma. En efec-
to, sea s ∈ Γ(X,X×A1(k)). Entonces, s = (idX , g), donde g ∈ Γ(X,OX). Por
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tanto podemos identificar biuńıvocamente Γ(X,X × A1(k)) con Γ(X,OX).
Más aún,
φ : Γ(X,X × A1(k))→ Γ(X,OX)
tal que (idX , f) 7→ f es un isomorfismo de Γ(X,OX)−módulos. En efec-
to, sean g, h ∈ Γ(X,OX). De la demostración del lema [2.14] se sigue que
g(idX , f) = (idX , gf) y de la demostración de [2.15]
(idX , f) + (idX , h) = (idX , f + h).
Entonces
φ(g(idX , f) + (idX , h)) = φ((idX , gf) + (idX , h))
= φ((idX , gf + h))
= gf + h
= gφ((idX , f)) + φ((idX , h))
Por tanto, φ es un homomorfismo de Γ(X,OX)-módulos. Y por lo anterior
éste es biyectivo.
Ejemplo 2.18.
Γ(Pn(k),Pn(k)× A1(k)) ∼= k
Por el ejemplo anterior tenemos que
Γ(Pn(k),Pn(k)× A1(k)) ∼= Γ(Pn(k),OPn(k)) = k,
pues las únicas funciones regulares sobre Pn son las constantes (ver proposi-
ción [4.9]).
Más aún, Γ(Pn(k),Pn(k) × Ar(k)) ∼= Ar(k). En efecto, tenemos que un
morfismo
F : Pn(k)→ Ar(k)
está dado por r funciones regulares sobre Pn(k), por tanto podemos identificar
cada sección s = (id, F ) con un único punto de Ar(k) y viceversa.
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Sea U ⊆ X, abierto no vaćıo, (E, π) un fibrado vectorial de rango r sobre
X. Definamos
E(U) := Γ(U,E)
V ⊆ U 7→ Γ(U,E)→ Γ(V,E)
tal que s 7→ s|V es la restricción de morfismos. Aśı, E es un pre-haz y además
se satisface la condición i) de la definición de haz.
Teorema 2.19. E es un haz de OX-módulos.
Demostración. Sólo falta verificar la condición ii) de la definición de haz.
Sea V =
⋃
j∈J Vj, sj ∈ Γ(Vj, E). Supongamos que sj|Vj∩Vj′ = sj′ |Vj∩Vj′
(∀)j, j′ ∈ J . Entonces, tenemos una aplicación s : V → E tal que s|Vj = sj
(∀)j ∈ J . Mostremos que s ∈ Γ(V,E).
Primero demostremos que s es un morfismo de variedades. Supongamos
que los abiertos de las trivializaciones Ui son afines. Entonces por la propo-
sición [B.1] es suficiente demostrar que (∀)j ∈ J
s : Uα ∩ Vj → π−1(Uα)
es un morfismo de variedades, pero s|Uα∩Vj = sj|Vj∩Uα . Por tanto s es un
morfismo.
Ahora, sea x ∈ V , entonces x ∈ Vj, para algún j ∈ J . Aśı,
π(s(x)) = π(sj(x)) = x.
Por el lema [2.14] y dado V ⊆ U , fs ∈ LE(U), entonces (fs)|V = f |V s|V ∈
LE(V ), entonces E es un OX-módulo.
Entonces, E es un haz de OX-módulos sobre X, llamado el haz de seccio-
nes de E.
Teorema 2.20. Sean (E, πE) y (E
′, πE′) fibrados vectoriales sobre X, y
f : E → E ′ un isomorfismo de fibrados vectoriales. Entonces, (∀) abierto no
vaćıo U ⊆ X, Γ(U,E) ∼= Γ(U,E ′) como OX(U)−módulos.
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Demostración. Consideremos la aplicación F : Γ(U,E)→ Γ(U,E ′) dada por
s 7→ f ◦ s. Note que F está bien definida.
En efecto, pues f ◦ s es un morfismo y dado que πE′ ◦ f = πE, entonces
πE′ ◦ f ◦ s = idU .
Veamos que F es un homomorfismo de OX(U)−módulos. Sean s, t ∈
Γ(U,E), g ∈ OX(U), x ∈ U . Entonces
F (gs+ t)(x) = (f ◦ (gs+ t))(x)
= f((gs)(x) + (t)(x))
= f(g(x)s(x) + t(x))
= g(x)f(s(x)) + f(t(x))
= (g(f ◦ s))(x) + (f ◦ t)(x)
= (g(F (s)) + (F (t)))(x)
Supongamos que f ◦ s = f ◦ t, dado que f es un isomorfismo, entonces
s = t. Ahora, sea g ∈ Γ(U,E ′), entonces f−1 ◦ g ∈ Γ(U,E). En efecto, pues
πE ◦f−1◦g = πE′ ◦g = idU . Aśı, F (f−1◦g) = g. Por tanto F es biyectiva.
2.1.3. Fibrados en rectas y Haces invertibles
Sea π : E → X un fibrado vectorial de rango 1 y {(Uα, ϕα)}α∈A sus tri-
vializaciones locales.
Sea LE el haz de secciones de E. En la sección 2.3 demostramos que LE
es un OX-módulo sobre X.
Por la proposición [2.11] tenemos que E|Uα es isomorfo a (Uα×A1(k), P1)
(∀) α ∈ A. Aśı,
LE|Uα → OX |Uα
tal que s 7→ ϕα ◦ s es un isomorfismo de OX |Uα-módulos (ver teorema [2.20]
y ejemplo [2.17]). En particular, podemos denotar estos isomorfismos como
ϕα. Aśı, LE es un haz invertible.
Inversamente, sea L un haz invertible sobre X. Aśı, existe un cubrimiento
abierto {Uα}α∈A para X tal que ϕ(α) : L|Uα → OX |Uα es un isomorfismo de
OX |Uα-módulos. Entonces, ϕ(α)Uα : L(Uα) → OX(Uα) es un isomorfismo de
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OX(Uα)-módulos.
Para cada α ∈ A, sea sα ∈ L(Uα) tal que ϕ(α)Uα(sα) = 1, por tanto sα es
una OX(Uα)-base para L(Uα).

















son OX(Uα ∩ Uβ)-bases para L(Uα ∩ Uβ).
Por tanto,
sβ|Uα∩Uβ = gαβsα|Uα∩Uβ
con gαβ ∈ O∗X(Uα ∩ Uβ). Aśı, gαβ : Uα ∩ Uβ → GL(1, k) = k∗ es un morfismo
de variedades. Además, gαβ satisfacen las siguientes condiciones:
i) gαα = 1.
ii) gαγ = gαβgβγ sobre Uα ∩ Uβ ∩ Uγ.
La condición ii) se sigue de las relaciones
1. sβ|Uα∩Uβ = gαβsα|Uα∩Uβ
2. sγ|Uβ∩Uγ = gβγsβ|Uβ∩Uγ











es una OX(Uα ∩ Uβ ∩ Uγ)-base para L(Uα ∩ Uβ ∩ Uγ),
entonces gβγ = gαγg
−1
αβ sobre Uα∩Uβ ∩Uγ. Aśı, podemos construir un fibrado
en rectas EL sobre X con matrices de transición {gαβ} sobre el cubrimiento
abierto {Uα}α∈A (ver [1] A.5.7, Pág. 527).
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Teorema 2.21. La aplicación
{Fibrados en rectas sobre X} / ∼=→ Inv(X)/ ∼=
E 7→ LE es una biyección.
Demostración. Esta aplicación esta bien definida. En efecto, sea (E ′, π′) otro
fibrado en rectas. Supongamos que es isomorfo a (E, π). Entonces, por el
teorema [2.20] y la proposición [1.6] LE ∼= LE′ .
Ahora, la aplicación
Inv(X)/ ∼=→ {Fibrados en rectas sobre X} / ∼=
L 7→ EL también está bien definida:
Sea G otro haz invertible y φ : G → L un isomorfismo de haces. Sin
pérdida de generalidad, podemos suponer que los abiertos sobre los que G
es localmente libre es la misma cubierta {Uα}α∈A. Entonces, igual que en la
construcción de EL, tenemos elementos s′α ∈ G(Uα) y g′αβ ∈ O∗X(Uα ∩ Uβ) tal
que
s′β|Uα∩Uβ = g′αβs′α|Uα∩Uβ
por tanto obtenemos un fibrado en rectas EG con matrices de transición g′αβ.









// L(Uα ∩ Uβ)
dado que φ es un isomorfismo, entonces φ
Uα∩Uβ
(s′α|Uα∩Uβ) es unaOX(Uα∩Uβ)-













52 Fibrados vectoriales y Divisores de Cartier
aśı, tβgαβ = g
′
αβtα. Por tanto EG ∼= EL (ver [13] Cap. VI, 1.2, Pág. 56).
Sea E un fibrado en rectas con trivializaciones locales (Uα, ϕ
α)α∈A y ma-
trices de transición {gαβ}α,β∈A. Entonces, tenemos los isomorfismos
LE|Uα → OX |Uα
tal que s 7→ ϕα ◦ s.
Ahora, determinaremos las matrices de transición para LE. Para cada
α ∈ A, sea sα ∈ LE(Uα) tal que ϕα ◦ sα = 1. Entonces,
ϕ−1β ◦ ϕα ◦ sα = sβ
sobre Uα ∩ Uβ. Por la definición de las trivializaciones locales, gαβsα = sβ.
Por tanto, las matrices de transición para LE son {gαβ}α,β∈A.
Aśı, ELE = E.
Sea f : E → E ′ un morfismo de fibrados en rectas, entonces
ϕ : LE → LE′
tal que s 7→ f ◦ s es un morfismo de haces. Entonces, la correspondencia es
una equivalencia entre las dos categoŕıas.
Ejemplo 2.22. Sean L y L′ haces invertibles sobre X. Sin pérdida de ge-
neralidad podemos suponer que ambos haces son invertibles sobre la misma
cubierta abierta, digamos {Uα}α∈A. Tenemos que L
⊗
OX L
′ es un haz inver-




De la construcción del fibrado en rectas asociado a un haz invertible
tenemos que para cada α existe sα ∈ L(Uα) tal que sα 7→ 1 y
sβ|Uα∩Uβ = gαβsα|Uα∩Uβ ,
entonces las matrices de transición para EL son {gαβ}. Análogamente, para
EL′ existen s′α ∈ L′(Uα) tal que
s′β|Uα∩Uβ = g′αβs′α|Uα∩Uβ .
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Por tanto, la sección sβ ⊗ s′β 7→ 1. Aśı, sobre Uα ∩ Uβ





















2.2. Divisores de Cartier
Definición 2.23. Una familia de Cartier sobreX, es una colección {(Ui, fi)}i∈I
tal que:
i) Ui ⊆ X son abiertos, X =
⋃
Ui




Consideremos la colección C(X) de todas las familias de Cartier sobre X.
Dos familias de Cartier {(Ui, fi)}i∈I , {(Vj, gj)}j∈J se dicen equivalentes si
y sólo si fig
−1
j ∈ O∗X(Ui ∩ Vj), (∀) i ∈ I, j ∈ J . A esta relación la denotamos
con ∼.
Lema 2.24. Sea {(Ui, fi)}i∈I una familia de Cartier sobre X. Sean V,W ⊆ X
abiertos y f ∈ K∗(V ), g ∈ K∗(W ) tal que
ff−1i ∈ O∗X(Ui ∩ V ) , fig−1 ∈ O∗X(Ui ∩W ), (∀)i ∈ I.
Entonces, fg−1 ∈ O∗X(V ∩W ).
Demostración. Dado que X =
⋃
Ui, entonces V ∩W =
⋃
(V ∩W ∩ Ui).
Tenemos que fif
−1, fig
−1 ∈ O∗X(V ∩W ∩ Ui) (∀)i. Aśı, fg−1 ∈ O∗X(V ∩
W ∩ Ui) (∀)i. Entonces, fg−1 ∈ O∗X(V ∩W ).
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Teorema 2.25. ∼ es una relación de equivalencia sobre C(X).
Demostración. Sean {(Ui, fi)}i∈I , {(Vj, gj)}j∈J y {(Wl, hl)}l∈L ∈ C(X).
Por inciso iii) en la definición de familia de Cartier {(Ui, fi)}i∈I ∼ {(Ui, fi)}i∈I .
Supongamos que {(Ui, fi)}i∈I ∼ {(Vj, gj)}j∈J , entonces fig
−1
j ∈ O∗X(Ui ∩
Vj), implica que gjf
−1
i ∈ O∗X(Ui∩Vj). Por tanto {(Vj, gj)}j∈J ∼ {(Ui, fi)}i∈I .
Ahora, si {(Ui, fi)}i∈I ∼ {(Vj, gj)}j∈J y {(Vj, gj)}j∈J ∼ {(Wl, hl)}l∈L,
entonces aplicando el lema [2.24] a cada par (Ui, fi) y (Wl, hl). Obtenemos
que {(Ui, fi)}i∈I ∼ {(Wl, hl)}l∈L.
Definición 2.26. Una clase de equivalencia de C(X)/ ∼, se llama un divi-
sor de Cartier sobre X. Denotamos CaDiv(X) := C(X)/ ∼, el conjunto de
divisores de Cartier sobre X, y la clase de una familia de Cartier se repre-
sentará entre corchetes.
Sea f ∈ K∗(X), entonces {(X, f)} es una familia de Cartier sobre X, y
div(f) := [{(X, f)}] es llamado divisor de Cartier principal.
Sean D = [{(Ui, fi)}i∈I ], D′ = [{(Vj, gj)}j∈J ] ∈ CaDiv(X). Definamos
D +D′ := [{(Ui ∩ Vj, figj)}i∈I,j∈J ]
Veamos que + está bien definida. Note que
{(Ui ∩ Vj, figj)}i∈I,j∈J
es una familia de Cartier sobre X. En efecto, tenemos que i) y ii) en la
definición de familia de Cartier se satisfacen. Aśı que sólo verificaremos iii).
Dado que D y D′ son divisores de Cartier, entonces fif
−1
i′ ∈ O∗X(Ui ∩ Ui′) y
gjg
−1






−1 ∈ O∗X((Ui ∩ Ui′) ∩ (Vj ∩ Vj′)).
por lo que iii) en la definición de divisor de Cartier se satisface.
Ahora supongamos que
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{(U ′l , f ′l )}l∈L ∼ {(Ui, fi)}i∈I y {(V ′t , g′t)}t∈T ∼ {(Vj, gj)}j∈J
y consideremos (U ′l ∩ V ′t , f ′lg′t) y (Ui ∩ Vj, figj).
Por hipótesis tenemos que f ′lf
−1











−1 ∈ O∗X((U ′l ∩ Ui) ∩ (V ′t ∩ Vj))
por lo tanto {(U ′l ∩ V ′t , f ′lg′t)}t∈T,l∈L ∼ {(Ui ∩ Vj, figj)}i∈I,j∈J . Por tanto esta
operación + sobre CaDiv(X) está bien definida.
Proposición 2.27. (CaDiv(X),+) es un grupo abeliano.
Demostración. Sea D = [{(Ui, fi)}i∈I ] ∈ CaDiv(X), y consideremos div(1).
Entonces,
D + div(1) = div(1) +D = D







i∈I es una familia de Cartier y que además es el








i∈I ] = [
{










i∈I ] +D = div(1). Denotemos D
−1 por −D.
Dado que K(X) es un campo, entonces, la asociatividad y la conmutati-
vidad sobre CaDiv(X) se satisfacen.
Proposición 2.28. El conjunto de divisores principales de Cartier es un
subgrupo de CaDiv(X).
Demostración. Sean div(f) y div(g) divisores de Cartier principales, entonces
div(f)− div(g) = [{(X, fg−1)}] = div(fg−1).
Puesto que Cadiv(X) es abeliano, entonces podemos formar el grupo co-
ciente CaDiv(X) módulo el subgrupo de los divisores principales. Denotamos
a este subgrupo por Pic(X) y lo llamaremos el grupo de Picard de X.
56 Fibrados vectoriales y Divisores de Cartier
Definición 2.29. Dos divisores de Cartier D y D′, se dicen linealmente
equivalentes si D = D′ en Pic(X) (i.e) si (∃)f ∈ K∗(X) tal que
D −D′ = div(f),
y escribimos D ∼ D′.
Definición 2.30. Sea D = [{(Ui, fi)}i∈I ] un divisor de Cartier sobre X.
Decimos que un punto x ∈ Ui ⊆ X, está en el soporte de D, si fi no es
localmente invertible en x, (i.e.) el soporte de D se define como
supp(D) :=
⋃
{ceros y polos de los fi} .
Note que el supp(D) no depende de la elección del representante para D.
En efecto, sea {(Vj, gj)}j∈J otro representante de D. Sea x ∈ X, entonces
x ∈ Ui para algún i ∈ I, tal que fi(x) = 0. Dado que X =
⋃
Vj, entonces
x ∈ Vj para algún j ∈ J .
Afirmamos que gj(x) = 0, pues si no, g
−1
j (x) 6= 0. Aśı fi(x)g−1j (x) = 0, lo
cual es una contradicción, pues fig
−1
j ∈ O∗X(Ui ∩ Vj).
Ahora, si x ∈ X, x ∈ Ui ∩ Vj, es tal que fi no está definido en x (i.e.)
un polo de fi, entonces f
−1
i (x) = 0. Aplicando el procedimiento anterior,
obtenemos que g−1j (x) = 0.
Análogamente, se prueba que x ∈ X es un cero o un polo de fi para algún
i ∈ I, si x es un cero o un polo de gj para algún j ∈ J , respectivamente.
Proposición 2.31. Sean D′ = [{(Vi, gi)}i∈I ] y D′′ = [{(Wj, hj)}j∈J ] divisores
de Cartier sobre X. Entonces, supp(D′ +D′′) ⊆ supp(D′) ∪ supp(D′′).
Demostración. Sea x ∈ supp(D′ + D′′), entonces x es un cero de algún gihj
o x es polo de algún grhs, dado que k es un dominio, en el primer caso esto
implica que x es un cero de gi ó x es un cero de hj, y en el segundo implica que
x es un polo de gr ó x es un polo de hs, por tanto x ∈ supp(D′)∪supp(D′′).
Definición 2.32. Decimos que un divisor de Cartier D = [{(Ui, fi)}i∈I ] es
un divisor efectivo o positivo si fi ∈ O(Ui) (∀)i, (i.e.) fi no tiene polos sobre
Ui (∀)i. Escribimos D ≥ div(1) para indicar que D es positivo.
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Note que esta relación está bien definida. En efecto, sea {(Vj, gj)}j∈J otro
representante para D. Dado que X =
⋃




Ahora, tenemos que gjf
−1
i ∈ O∗(Ui∩Vj) (∀)i y por hipótesis fi ∈ OX(Ui ∩ Vj).
Aśı, (gjf
−1
i )fi = gj ∈ OX(Ui ∩ Vj) (∀)i. Dado que gj ∈ K∗(Vj), lo anterior
prueba que gj ∈ OX(Vj).
Si D′ = [{(Vj, gj)}j∈J ] es otro divisor de Cartier. Escribimos D ≥ D
′ si y
sólo si D −D′ es efectivo. Esta relación sobre los divisores de Cartier es de
equivalencia. En efecto, D −D = div(1). Por tanto D ≥ D.
Ahora, si D ≥ D′, entonces fig−1j ∈ OX(Ui ∩ Vj). Por tanto, gjf−1i ∈
OX(Ui ∩ Vj).
y por último, sea D′′ = [{(Wl, hl)}l∈L] otro divisor de Cartier. Suponga-
mos que D ≥ D′ y D′ ≥ D′′, entonces fih−1l ∈ OX(Ui ∩ Vj ∩Wl) (∀) j ∈ J .
Aśı, fih
−1
l ∈ OX(Ui ∩Wl). Por tanto, D ≥ D′′.
Proposición 2.33. El conjunto de divisores de Cartier positivos es cerrado
bajo adición.
Demostración. En efecto, sean D = [{(Ui, fi)}i∈I ] y D′ = [{(Vj, gj)}j∈J ] ∈
CaDiv(X) positivos. Se sigue de que fi, gj ∈ OX(Ui ∩ Vj).
2.2.1. Haces invertibles y Divisores de Cartier
Demostraremos que existe una correspondencia biyectiva entre divisores
de Cartier sobre X y haces invertibles sobre X (salvo equivalencia lineal e
isomorfismos de haces invertibles).
Sea L un haz invertible, entonces existe un cubrimiento abierto {Uα}α∈A
de X tal que
ψα : L|Uα → OX |Uα
es un isomorfismo de OX |Uα-módulos. De manera similar al caso en que
asociamos un haz invertible a un fibrado en rectas obtenemos las matrices
gαβ ∈ O∗X(Uα ∩ Uβ) ⊆ K(X) que satisfacen
i) gαα = 1.
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ii) gαγ = gαβgβγ sobre Uα ∩ Uβ ∩ Uγ.
Fijemos γ, digamos γ0. Definamos fα := gγ0α ∈ K∗(X). Entonces, de la





β fα ∈ O∗X(Uα ∩ Uβ). Por
lo que
DL := [{(Uα, fα)}α∈A]
es un divisor de Cartier sobre X.
Sea L′ un haz invertible isomorfo a L. Sin pérdida de generalidad, pode-






las matrices de transición para L′. Como anteriormente, fije-
mos γ0 y definamos hα := g
′
γ0α
, entonces DL′ = [{(Uα, hα)}α∈A]. Dado que L



















por tanto DL −DL′ = [{(Uα, t−1α tγ0)}α∈A] = div(tγ0) pues tα ∈ O
∗
X(Uα). Aśı,
DL ∼ DL′ .
Inversamente, Sea D = [{(Uα, fα)}α∈A] ∈ CaDiv(X). Definamos
L(D) := {f ∈ K∗(X) : div(f) ≥ −D} ∪ {0}
Proposición 2.34. L(D) es un Γ(X,OX)-módulo.
Demostración. Demostremos que es un grupo abeliano con la suma definida
en K(X). Sean f, g ∈ L(D), entonces
div(f − g) +D = [{(Uα, (f − g)fα)}α∈A]
= [{(Uα, ffα − gfα)}α∈A]
pero por hipótesis ffα, gfα ∈ OX(Uα), entonces div(f − g) ≥ −D.
Ahora, sea h ∈ Γ(X,OX), entonces (hf)|Uαfα ∈ OX(Uα), por lo cual
div(hf) ≥ −D.
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Note que D define un divisor de Cartier sobre cualquier conjunto abierto










Dado que D es un divisor de Cartier, entonces fα|U∩Uα ∈ K∗(U ∩ Uα) y
(fαf
−1
β )|U∩Uα∩Uβ ∈ O∗X(U ∩ Uα ∩ Uβ).
Por lo que D define el divisor de Cartier DU := [{(U ∩ Uα, fα)}α∈A].
Definamos
LD(U) := L(DU).
Sea V un subconjunto no vaćıo de U y f ∈ L(DU), entonces div(f) ≥ −DU
(i.e.) (ffα)|U∩Uα ∈ OX(U ∩ Uα), por lo que ffα|V ∩Uα ∈ OX(V ∩ Uα). Enton-
ces, div(f) ≥ −DV . Aśı, LD(U) ⊆ LD(V ) con la restricción de funciones.
Proposición 2.35. Sea D = div(f), f ∈ K∗(X). Entonces, 1/f ∈ Γ(X,LD)
y la aplicación OX → LD que env́ıa 1 7→ 1/f es un isomorfismo de OX-
módulos.
Demostración. Dado que div(f−1) = −div(f), entonces f−1 ∈ Γ(X,LD).
Ahora, sea g ∈ Γ(X,LD), entonces gf ∈ Γ(X,OX). Aśı, g = h/f pa-
ra algún h ∈ Γ(X,OX). Puesto que f ∈ K∗(X), entonces {1/f} es una













para todo abierto V ⊆ X.
Teorema 2.36. LD junto con la restricción de funciones es un haz invertible
sobre X.
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Demostración. Como las restricciones coinciden con las restricciones de fun-
ciones, entonces se satisfacen las condiciones de la definición de prehaz y la
condición i) de la definición de haz. Entonces, sólo resta verificar la condición
ii) de la definición de haz.





y sean gj ∈ LD(Vj) j ∈ J tal que gj|Vj∩Vi = gi|Vj∩Vi . Como K es un haz
sobre X, entonces existe g ∈ K(V ) tal que g|Vj = gj. Ahora, dado que cada
gj es una función racional no cero, entonces g es no cero. Ahora, tenemos
que demostrar que g ∈ LD(V ). Consideremos gfα ∈ K∗(V ∩ Uα). Para cada
α ∈ A fijo, podemos escribir




Entonces, gfα|Vj∩Uα = gjfα|Vj∩Uα ∈ OX(Vj ∩ Uα) (∀) j ∈ J . Por tanto
gfα ∈ OX(V ∩ Uα). Aśı, div(g) ≥ −DV .
Por la proposición [2.34] LD es un OX-módulo.
Note que D = [{(Uα, fα)}α∈A] es localmente un divisor principal, pues
para cada α ∈ A
DUα = div(fα)
sobre Uα. Entonces, por la proposición anterior LD es un haz invertible.
Sea D′ otro divisor de Cartier. Supongamos que D − D′ = div(f), para




tal que g 7→ fg. Note que esta aplicación está bien definida, pues
div(fg) = div(f) + div(g) ≥ div(f)−D = −D′
Teorema 2.37. Con la notación anterior, supongamos que D−D′ = div(f).
Entonces, ψ
X
es un isomorfismo de Γ(X,OX)-módulos.
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Demostración. Tenemos que ψ
X
es un homomorfismo de Γ(X,OX)-módulos.
Sean g, g′ ∈ L(D) y supongamos que fg = fg′, dado que K(X) es un campo,
entonces g − g′ = 0. Por tanto esta aplicación es inyectiva.
Sea h ∈ L(D′), entonces div(h) ≥ −D′ = div(f)−D. Aśı, hf−1 ∈ L(D).
Por lo cual ψ
X
es sobreyectiva.
Proposición 2.38. Sea U ⊆ X abierto no vaćıo. Si D − D′ = div(f),
entonces DU ∼ D′U .
Demostración. Por hipótesis, ffig
−1
j ∈ O∗X(Ui∩Vj) (∀) i ∈ I, j ∈ J , entonces
ffig
−1
j ∈ O∗X(U ∩ Ui ∩ Vj) (∀) i ∈ I, j ∈ J
por tanto DU −D′U = div(f |U).
Se deduce de esta proposición y el teorema anterior que la aplicación
ψ := {ψ
U
}U⊆X : LD → LD′
es un isomorfismo de OX-módulos.
Proposición 2.39. Sean D = [{(Uα, fα)}α∈A] y D′ = [{(Uα, gα)}α∈A] divi-





Demostración. De la construcción del haz invertible asociado a un divisor de
Cartier, tenemos que LD es invertible bajo el isomorfismo
LD|Uα → OX |Uα
tal que 1/fα 7→ 1. Además, como fαf−1β ∈ OX(Uα ∩Uβ), entonces las funcio-





(ver la construcción del fibrado en rectas en la sub-sección 2.1.3).
Entonces, las funciones de transición para el fibrado en rectas asociado a











(ver ejemplo [2.22]). El resultado se sigue de la con-
mutatividad del producto en el campo de funciones racionales.
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Teorema 2.40. El homomorfismo
Pic(X)→ Inv(X)/ ∼=
tal que D 7→ LD es un isomorfismo de grupos abelianos.
Demostración. La proposición anterior muestra que esta aplicación es un
homomorfismo de grupos. Ahora, demostremos que la aplicación definida al
inicio de esta sub-sección
Inv(X)/ ∼=→ Pic(X)
tal que L 7→ DL es su inversa.
Sea D = [{(Uα, fα)}α∈A] un divisor de Cartier. Tenemos los isomorfismos
de OX |Uα-módulos
ϕα : OX |Uα → LD|Uα
tal que 1 7→ 1/fα.
Entonces, fαf
−1
β son las funciones de transición para LD fijemos β. En-







α∈A] = D − div(fβ).
Por tanto, DLD = D.
Caṕıtulo 3
Cohomoloǵıa de Čech sobre
haces coherentes
En el Apéndice D se definen los conceptos básicos de cohomoloǵıa, nece-
sarios para la comprensión de éste caṕıtulo.
3.1. Cohomoloǵıa de Čech
Sea X un espacio topológico, F un haz de grupos abelianos sobre X y
U = {Ui}i∈I un cubrimiento abierto de X. Para cada p ∈ Z≥0 definamos
Ui0,··· ,ip := Ui0 ∩ · · · ∩ Uip







p(U ,F)→ Cp+1(U ,F)
llamado homomorfismo cofrontera, tal que para cada α ∈ Cp(U ,F) y para
todo (i0, · · · , ip+1) ∈ Ip+2
dp(α)((i0, · · · , ip+1)) :=
p+1∑
l=0
(−1)lα((i0, · · · , îl, · · · , ip+1))|Ui0,··· ,ip+1 .
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La notación îl significa omitir il.
Note que dp es un homomorfismo de grupos abelianos. En efecto,
dp(α + β)((i0, · · · , ip+1)) =
p+1∑
l=0








(−1)lβ((i0, · · · , îl, · · · , ip+1))|Ui0,··· ,ip+1
Proposición 3.1. (∀) p ∈ Z≥0, dp+1 ◦ dp = 0.
Demostración.
dp+1(dp(α))((i0, · · · , ip+2)) =
=
∑p+2





j<l(−1)jα((i0, · · · , îj, · · · , îl, · · · , ip+2))|Ui0,··· ,ip+2
+
∑
j>l(−1)j−1α((i0, · · · , îl, · · · , îj, · · · , ip+2))|Ui0,··· ,ip+2 ]
=
∑
l=0,j<l(−1)j+lα((i0, · · · , îj, · · · , îl, · · · , ip+2))|Ui0,··· ,ip+2
+
∑
l=0,j>l(−1)j−1+lα((i0, · · · , îl, · · · , îj, · · · , ip+2))|Ui0,··· ,ip+2
Tenemos dos a dos los términos
Si j < l Al,j := (−1)j+lα((i0, · · · , îj, · · · , îl, · · · , ip+2))|Ui0,··· ,ip+2
Si j > l A−l,j := (−1)j−1+lα((i0, · · · , îl, · · · , îj, · · · , ip+2))|Ui0,··· ,ip+2
Note que para todo j′ > l′, A−l′,j′ = −Aj′,l′ .
Por lo que dp+1(dp(α))((i0, · · · , ip+2)) = 0.
Por lo tanto, tenemos el complejo de cocadenas de grupos abelianos
C•(U ,F) : 0 // C0(U ,F) d0 // C1(U ,F) d1 // · · ·
llamado complejo de Čech. Los elementos en el núcleo de dp son llamados
cociclos de Čech con respecto a U de grado p y los elementos en la imagen
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de dp−1 son llamados cofronteras de Čech con respecto a U de grado p.
Para cada p ∈ Z≥0, definamos




como el p-ésimo grupo de cohomoloǵıa de Čech de F con respecto a U .
Proposición 3.2. Ȟ0(U ,F) = Γ(X,F)
Demostración. Dado que F es un haz de grupos abelianos sobre X, tenemos
la sucesión exacta







d(s) = (s|Ui)i∈I y d′((si)i∈I) = (si|Ui,j − sj|Ui,j)i<j∈I
Note que d′ = d0. Entonces, tenemos que
Γ(X,F) ∼= Im(d) = ker(d0) = Ȟ0(U ,F)
Definición 3.3. Un elemento α = (αi0,...,ip) ∈ Cp(U ,F) se dice alternado de
grado p si satisface
i) αi0,...,ip = 0 si dos ı́ndices en el conjunto {i0, . . . , ip} son iguales.
ii) αi0,...,ip = sgn(σ)αiσ(0),...,iσ(p) para toda permutación σ de {0, . . . , p} don-
de sgn(σ) denota el signo de σ.
El conjunto de formas alternadas de grado p, C ′p(U ,F) es un subgrupo
de Cp(U ,F).
Proposición 3.4. Sea α ∈ Cp(U ,F). Entonces, α satisface ii) en la definición
anterior si y sólo si αi0,...,il+1,il,...,ip = −αi0,...,il,il+1,...,ip (∀) 0 ≤ l < n (con la
notación anterior).
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Demostración. La necesidad se sigue de que el signo de una transposición
es −1. Inversamente, cada permutación σ es el producto de transposiciones,
entonces σ = t1 · · · tm donde
tj ∈ {(0, 1), (1, 2), (2, 3), ..., (p− 1, p)}
j = 1, . . . ,m. Por lo tanto
αiσ(0),...,iσ(p) = (−1)
mαi0,...,ip .
Proposición 3.5. Si α es alternada de grado p. Entonces, dp(α) es alternada
de grado p+ 1
Demostración.
−dp(α)(i0, . . . , il, il+1, . . . , ip+1) =
= −
∑p+1
t=0 (−1)tα((i0, · · · , ît, · · · , il, il+1, . . . , ip+1))|Ui0,··· ,ip+1
= [−
∑
t<l(−1)tα((i0, · · · , ît, · · · , il, il+1, . . . , ip+1))
−(−1)lα((i0, · · · , îl, il+1, . . . , ip+1))− (−1)l+1α((i0, · · · , il, ˆil+1, . . . , ip+1))
−
∑
t>l+1(−1)tα((i0, · · · , il, il+1, . . . , ît, · · · , ip+1))]|Ui0,··· ,ip+1
= dp(α)(i0, . . . , il+1, il, . . . , ip+1)
entonces por la proposición anterior, dp(α) es alternada de grado p+ 1.
Aśı, la restricción de dp define un homomorfismo de grupos de
C ′p(U ,F)→ C ′p+1(U ,F).
Por tanto, tenemos un complejo C ′•(U ,F).
Si fijamos un orden total < sobre I y




el homomorfismo cofrontera dp induce un homomorfismo sobre C
′′p dado por
restricción.
Teorema 3.6. Dado un orden total sobre I, existe un isomorfismo canónico
Hp(C ′′•(U ,F)) ∼= Hp(C•(U ,F)).
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Demostración. Tenemos las proyecciones de C ′p(U ,F) sobre las coordenadas
(i0, . . . , ip) tal que i0 < . . . < ip, entonces por la propiedad universal del
producto tenemos un homomorfismo de grupos abelianos
f : C ′p(U ,F)→ C ′′p(U ,F)
tal que conmuta con las proyecciones de C ′′p(U ,F).
Además, este homomorfismo es un isomorfismo. En efecto, sea
α = (αi0,...,ip) ∈ C ′p(U ,F)
tal que f(α) = 0. Se sigue de la conmutatividad de f con las proyecciones y
de que α es una forma alternada, que αi0,...,ip = 0 (∀) (i0, . . . , ip). Por tanto,
f es inyectiva. Ahora, sea β = (βi0,...,ip) ∈ C ′′p(U ,F). Definamos
β′i0,...,ip :=
{
βi0,...,ip , si i0 < . . . < ip
0 , en otro caso
entonces β′ = (β′i0,...,ip) ∈ C
′p(U ,F) y f(β′) = β. Aśı, f es sobreyectiva. El
resultado se sigue de que Cp(U ,F) ∼= C ′p(U ,F) (ver [12], Proposición 2, Pág.
214).
Corolario 3.7. Si I = {1, . . . , n} con el orden total usual< sobre R, entonces
Ȟp(U ,F) = 0 (∀) p ≥ n.
Demostración. Si p ≥ n, entonces no existe (p + 1)-tupla estrictamente
creciente de ı́ndices i0, . . . , ip, por tanto C
′′p(U ,F) = 0 y en consecuencia
Ȟp(U ,F) = 0.
Sea F ′ otro haz de grupos abelianos sobre X y ϕ : F → F ′ un morfismo
de haces. Definamos
ϕp : Cp(U ,F)→ Cp(U ,F ′)
tal que para cada α ∈ Cp(U ,F)
ϕp(α)((i0, · · · , ip)) := ϕUi0,··· ,ip (α((i0, · · · , ip)))
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Note que ϕp es un homomorfismo de grupos abelianos. En efecto,
ϕp(α + β)((i0, · · · , ip)) = ϕUi0,··· ,ip ((α + β)((i0, · · · , ip)))
= ϕ
Ui0,··· ,ip
(α((i0, · · · , ip)) + β((i0, · · · , ip)))
= ϕ
Ui0,··· ,ip
(α((i0, · · · , ip))) + ϕUi0,··· ,ip (β((i0, · · · , ip))).
Sea ϕ := {ϕp}p∈Z≥0 . Denotemos los morfismos cofrontera de C
•(U ,F ′)
con d′p, p ∈ Z≥0.
Proposición 3.8. ϕ : C•(U ,F)→ C•(U ,F ′) es un morfismo de complejos.
Demostración. Debemos demostrar que (∀) p ∈ Z≥0 el siguiente diagrama
conmuta







d′p // Cp+1(U ,F ′)
(ϕp+1 ◦ dp)(α)((i0, · · · , ip+1)) =
= ϕp+1
(∑p+1












(α((i0, · · · , îl, · · · , ip+1)))|Ui0,··· ,îl,··· ,ip+1
=
∑p+1
l=0 (−1)l(ϕp(α)((i0, · · · , îl, · · · , ip+1)))|Ui0,··· ,îl,··· ,ip+1
= (d′p ◦ ϕp)(α)((i0, · · · , ip+1)).
Por tanto ϕ induce un homomorfismo natural de grupos
Ȟp(ϕ) : Ȟp(U ,F)→ Ȟp(U ,F ′)
α 7→ ϕp(α)




j∈J un cubrimiento de X. Decimos que U
′ es
un refinamiento de U , si para cada j ∈ J (∃) i ∈ I tal que U ′j ⊆ Ui.
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En particular, U es un refinamiento de U .
Sea U ′ un refinamiento de U . Para cada j ∈ J definamos
U ′j :=
{
Ui| i ∈ I y U ′j ⊆ Ui
}
.
Por definición de refinamiento, esta familia es no vaćıa. Ahora, por el axioma





Esta aplicación induce una función sobre los conjuntos de ı́ndices
µ : J → I
j 7→ µ(j)
tal que U ′j ⊆ Uµ(j). La aplicación µ es llamada una función de refinamiento.
Esta función induce una aplicación
θpµ : C
p(U ,F)→ Cp(U ′,F)
dada por
θpµ(α)((j0, · · · , jp)) := α((µ(j0), · · · , µ(jp)))|U ′j0,··· ,jp
Dado que las restricciones son homomorfismos de grupos abelianos, entonces
θp es un homomorfismo de grupos abelianos.






Proposición 3.10. θµ : C
•(U ,F)→ C•(U ′,F) es un morfismo de complejos.
Demostración.




(−1)lα((µ(j0), · · · , µ̂(jl), · · · , µ(jp+1)))|U ′j0,··· ,jp+1
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(d′p ◦ θpµ)(α)((j0, · · · , jp+1)) =
p+1∑
l=0




(−1)lα((µ(j0), · · · , µ̂(jl), · · · , µ(jp+1)))|U ′j0,··· ,jp+1
por lo que θp+1µ ◦ dp = d′p ◦ θpµ (∀) p ∈ Z≥0.
Aśı, θµ induce un homomorfismo de grupos abelianos
Ȟp(θµ) : Ȟ
p(U ,F)→ Ȟp(U ′,F)
α 7→ θpµ(α)
Sea τ : J → I otra función de refinamiento y θτ el morfismo de complejos
inducido por τ . Entonces, θµ y θτ son morfismos de complejos de cocadenas
homotópicos (Ver [12], n◦ 21, Proposición 3, Pág. 214).
Entonces, Ȟp(θµ) = Ȟ
p(θτ ) (ver proposición [D.7]). Por lo que el homo-
morfismo sobre los grupos de cohomoloǵıa es independiente de la función de
refinamiento que se elija.
Para cualesquiera dos cubrimientos abiertos U y U ′ de X, escribimos
U ≤ U ′ si U ′ es un refinamiento de U . Si U ≤ U ′ y U ′ ≤ U , entonces
Ȟp(U ,F)→ Ȟp(U ′,F)
es un isomorfismo de grupos (Ver [11], Cap. 5, Corolario 2.9, Pág. 182).
Denotemos al conjunto de cubrimientos de X por Ref(X).
Note que (Ref(X),≤) es un conjunto directo. En efecto, para que éste
sea un conjunto parcialmente ordenado sólo resta verificar la transitividad.





y U ′′ = {U ′′l }l∈L. Tenemos que (∀) l ∈ L (∃) j ∈ J tal que U ′′l ⊆ U ′j, pero
(∀) j ∈ J (∃) i ∈ I tal que U ′j ⊆ Ui. Por tanto U ′′l ⊆ Ui. Entonces, U ≤ U ′′.





j ∩ U ′′l |(j, l) ∈ J × L
}
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note que UJL es un cubrimiento abierto de X y, U ′ ≤ UJL y U ′′ ≤ UJL. Por
tanto (Ref(X),≤) es un conjunto directo.
Sea F un haz de grupos abelianos sobre X. Definamos una aplicación
Ȟp( ,F) : Ref(X)→ Ab
tal que
U 7→ Ȟp(U ,F)
y si U ′ es un refinamiento de U , entonces para cualquier función de refina-
miento, tenemos definido un homomorfismo de grupos abelianos Ȟp(U ,F)→
Ȟp(U ′,F).
Proposición 3.11. Ȟp( ,F) es un funtor covariante.
Demostración. Si U ≤ U tenemos el morfismo identidad id : Ȟp(U ,F)→ Ȟp(U ,F).
Ahora, si U ≤ U ′ ≤ U ′′, sean
µ : J → I µ′ : L→ J y µ′′ : L→ I
funciones de refinamiento y
θpµ : C
p(U ,F)→ Cp(U ′,F) θpµ′ : Cp(U ′,F)→ Cp(U ′′,F) y
θpµ′′ : C
p(U ,F)→ Cp(U ′′,F)
los homomorfismos inducidos por µ, µ′ y µ′′, respectivamente.
Entonces θpµ′ ◦ θpµ está dada por µ ◦ µ′ : L→ I la cual es una aplicación
de refinamiento. Dado que la aplicación inducida sobre los grupos de coho-
moloǵıa no depende de la función de refinamiento entonces tenemos que
Ȟp(θµ′) ◦ Ȟp(θµ) = Ȟp(θµ′′).




como el p-ésimo grupo de cohomoloǵıa de Čech de F .
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Observación 3.13. Dado que se define como el ĺımite directo, entonces
podemos restringirnos a subconjuntos cofinales de Ref(X) (ver proposición
[A.16]). Por ejemplo, si X es casi-compacto, el conjunto de cubrimientos
finitos forman un subconjunto cofinal de Ref(X). Y si X es una variedad
algebraica los cubrimientos por abiertos afines forman un subconjunto cofinal
de Ref(X).
Sea 0 // F ϕ // G ψ //H // 0 una sucesión exacta de haces sobre
X. Por la proposición [B.6] tenemos la sucesión exacta en las secciones glo-
bales sobre cada abierto no vaćıo y por la proposición [C.1] la sucesión
0 // Cp(U ,F) ϕ
p
// Cp(U ,G) ψ
p
// Cp(U ,H)
es exacta. Ahora, definimos Cp0 (U ,H) := Im(ψp), entonces
0 // Cp(U ,F) ϕ
p
// Cp(U ,G) ψ
p
// Cp0 (U ,H) // 0




p|Cp0 (U,H) : C
p
0 (U ,H)→ C
p+1
0 (U ,H)
la cual está bien definida, pues ψ es un morfismo de complejos. Entonces,
C•0(U ,H) := · · · // C
p
0 (U ,H)
d0p // Cp+10 (U ,H) // · · ·
es un complejo de cocadenas. Aśı, tenemos la sucesión exacta de complejos
0 // C•(U ,F) // C•(U ,G) // C•0(U ,H) // 0
por la proposición [D.8] induce una sucesión exacta larga en cohomoloǵıa
· · · // Ȟp(U ,G) // Ȟp0 (U ,H)
δ // Ȟp+1(U ,F) // Ȟp+1(U ,G) // · · ·
donde para todo p ∈ Z≥0 Ȟp0 (U ,H) es el p-ésimo grupo de cohomoloǵıa
inducido por el complejo C•0(U ,H). Aśı, por el teorema [A.17] la sucesión
· · · // Ȟp(X,G) // Ȟp0 (X,H)




Sea A un haz de anillos sobre un espacio topológico X. Un A-módulo F




// F|Ui // 0
es una sucesión exacta de A-módulos, donde pi, qi ≥ 1.
En este caṕıtulo, si X es una variedad y F un haz OX-coherente sobre
X, entonces decimos simplemente que F es un haz algebraico coherente (si
no existe confusión con el haz estructural de la variedad X).
3.2.1. Cohomoloǵıa de haces coherentes sobre varieda-
des algebraicas
Para n ∈ Z>0 y para cualquier subconjunto X de An(k), consideremos
aquellos polinomios, en el anillo de polinomios en n-variables k[X1, . . . , Xn],
que se anulan sobre X; el conjunto de estos polinomios forman un ideal de
k[X1, . . . , Xn], llamado el ideal de X y lo denotamos con I(X).
Ahora, para cualquier ideal J de k[X1, . . . , Xn], definimos
V (J) := {p ∈ An(k)|f(p) = 0(∀)f ∈ J}
y lo llamamos conjunto algebraico af́ın.
Análogamente, definimos el ideal definido por un subconjunto en el n-
espacio proyectivo Pn(k) y los conjuntos algebraicos proyectivos con la di-
ferencia de que J debe ser un ideal homogéneo; en este caso ambos son
denotados en la misma manera que en las definiciones anteriores.
En este caṕıtulo, utilizaremos algunas de las propiedades de los conjuntos
algebraicos y los ideales definidos por subconjuntos del espacio af́ın y pro-
yectivo, éstas pueden consultarse en el libro ((Algebraic Curves)) de William
Fulton [3].
La notación n >> 0 para n ∈ N, significa n suficientemente grande.
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Proposición 3.14. Sea X una variedad, f ∈ Γ(X,OX) f 6= 0 y g ∈
Γ(Xf ,OX). Entonces, fng ∈ Γ(X,OX) para n >> 0.
Demostración. Dado que X es casi-compacto y los abiertos af́ınes forman
una base para la topoloǵıa sobre X, entonces supongamos que X es una
subvariedad cerrada de kr. Sea A = Γ(X,OX), entonces Γ(Xf ,OX) = Af .
Por lo que existe un entero no negativo n y una función regular h sobre X
tal que g = h/fn.
Proposición 3.15. Sea X una variedad, F un haz OX-coherente sobre X,
f una función regular sobre X y g ∈ Γ(X,F) tal que g|
Xf
= 0. Entonces, la
sección fng = 0 ∈ Γ(X,F) para n >> 0.
Demostración. Sea {Uα}α∈A un cubrimiento abierto de X tal que F es cohe-
rente sobre cada uno de estos abiertos. Sin pérdida de generalidad suponga-
mos que cada Uα es un abierto af́ın de X. Por la condición i) en la definición
de haz, es suficiente demostrar que para n suficientemente grande fng|Uα = 0
para todo α ∈ A. Para cada Uα tenemos una sucesión exacta de haces
OX |pUα
φ // OX |qUα // F|Uα // 0
φ está dada por t1, . . . , tp ∈ Γ(Uα,OqX) tal que (ai) 7→
∑p
i=0 aiti. Entonces,
φx : OpX,x → O
q
X,x
tal que (aix) 7→
∑p
i=0 aixtix.
Sea R := Γ(Uα,OX) Tenemos la sucesión exacta
OpX,x




además, gx ∈ Fx, por tanto existe σ ∈ OqX,x tal que en el cociente
σ = gx.







donde fi ∈ OX,x = Rmx , mx = {f ∈ R|f(x) = 0} es un ideal maximal.














Puesto que para cada x ∈ Xf , Xf ⊆ XG(x) , entonces I(V (f)) ⊆ I(V (J)).
Por el teorema de los ceros de Hilbert (∃) n ∈ N tal que fn ∈ J . Por tanto
fn =
∑













Aśı, fnσ ∈ Im(φx) (∀) x ∈ Uα. Entonces,
fnσ = fnsx = 0
(∀) x ∈ Uα. Entonces, por el lema [1.11] fns = 0 sobre Uα.
Proposición 3.16. Sea X una variedad af́ın, {hi}i∈I una familia finita de
funciones regulares sobre X que no se anulan simultáneamente, entonces
U := {Ui := Xhi}i∈I
es un cubrimiento abierto de X. Si F es un sub-haz OX-coherente de OpX ,
p ∈ N, entonces Ȟq(U ,F) = 0 (∀) q > 0.
Demostración. Sin pérdida de generalidad podemos suponer Xhi 6= ∅. Pues
si no, consideramos el cubrimiento tal que Xhi 6= ∅ y éste es un refinamiento
equivalente a U (ver sección 3.1). Sea f = (fi0...iq) ∈ ker(dq) ⊆ Cq(U ,F)
donde
fi0...iq ∈ F(Ui0,...,iq) ⊆ O
p
X(Ui0...iq),
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por lo que podemos identificar cada fi0...iq con un sistema de p funciones re-
gulares sobre Ui0,...,iq = Xhi0 ...hiq .
Consideremos h = hi0 . . . hiq la cual es una función regular sobre X. Por
la proposición [3.14] tenemos que para n >> 0
gi0...iq = (hi0 . . . hiq)
nfi0...iq
es un sistema de p funciones regulares sobre X.
Elijamos un entero n para el que esto se cumple para todos los sistemas
{i0, . . . , iq} lo cual es posible porque existe un número finito de tales sistemas.
Consideremos la imagen de gi0...iq en el haz algebraico coherente O
p
X/F
(ver [12], n◦ 13, Teorema 1, Pág. 208), tenemos que F es un OX-módulo, por
tanto
(hi0 . . . hiq)
nfi0...iq ∈ F(Ui0,...,iq),
entonces gi0...iq ∈ O
p
X/F es cero sobre Ui0...iq . Por la proposición [3.15] para
m >> 0, el producto de esta sección con (hi0 . . . hiq)
m es cero en Γ(X,OpX/F).
Esto implica que
(hi0 . . . hiq)
mgi0...iq ∈ Γ(X,F)
para todo conjunto de ı́ndices i0, . . . , iq.
Sea N = m+ n. Hemos construido secciones
ti0...iq := (hi0 . . . hiq)
mgi0...iq ∈ Γ(X,F)
que coinciden con (hi0 . . . hiq)
Nfi0...iq en Γ(Ui0...iq ,F).























Ritij0...jq−1/(hj0 . . . hjq−1)
N
tiene sentido pues hj0 . . . hjq−1 no se anula sobre Uj0,...,jq−1 . Entonces, lj0...jq−1
es una sección en Γ(Uj0,...,jq−1 ,F).
Aśı, tenemos la cocadena l = (lj0...jq−1) ∈ Cq−1(U ,F).







Note que f = dq−1(l). Para demostrar esto, es suficiente verificar que
dq−1(l)(j0, . . . , jq) = fj0...jq .
En efecto,
−dq−1(l)(j0, . . . , jq) =
q∑
s=0














































i f (̂i, j0, . . . , jq)
como f es un cociclo, entonces





i f(j0, . . . , jq)
= f(j0, . . . , jq).
Entonces, f ∈ Im(dq−1). Por lo que Ȟq(U ,F) = 0 (∀) q > 0.
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Corolario 3.17. Sea X una variedad af́ın y F es un sub-haz OX-coherente
de OpX , p ∈ N. Entonces,
Ȟq(X,F) = 0 (∀) q > 0.
Demostración. Tenemos que los abiertos af́ınes {Xf |f ∈ Γ(X,OX)} forman
una base para la topoloǵıa sobre X y X es casi-compacto. Entonces, los
cubrimientos finitos de esta forma son un subconjunto cofinal de el conjunto
de refinamientos de X. Por tanto, se puede definir el ĺımite directo sobre este
tipo de cubrimientos (ver observación [3.13]). Aśı, por la proposición [3.16]
Ȟq(X,F) = 0 (∀) q > 0.





Demostración. Tenemos la sucesión exacta
0 // F // OpX // O
p
X/F // 0 .
por el corolario [D.11] la sucesión
0 // Ȟ0(X,F) // Ȟ0(X,OpX) // Ȟ0(X,O
p
X/F) //
// Ȟ1(X,F) // Ȟ1(X,OpX) // Ȟ1(X,O
p
X/F)
es exacta. Entonces, el resultado se sigue del corolario [3.17].
Observación: Sea F un haz algebraico coherente sobre una variedad af́ın
X. Entonces, existe un cubrimiento abierto {Ui}i∈I de X tal que la sucesión
OX |miUi // OX |
ni
Ui
ϕi // F|Ui // 0
es exacta. Sin pérdida de generalidad supongamos que para cada i ∈ I
Ui = Xfi para alguna función fi ∈ Γ(X,OX).
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Teorema 3.19. Con la notación de la observación anterior. Fijamos i = 0. Si




Demostración. Dado que cada Ui es abierto af́ın entonces, Ui∩U0 es variedad
af́ın (ver [8], Cap. I, Sección 6, Proposición 6, Pág. 39). Tenemos que ϕi es so-
breyectivo sobre Ui∩U0. Como F es coherente, entonces ker(ϕi) es coherente
(ver [1], A.10.16). Aśı, por el corolario [3.18] tenemos que el morfismo
Γ(Ui ∩ U0,OniX )→ Γ(Ui ∩ U0,F)
es sobreyectivo para cada i ∈ I. Por tanto existe σ0i ∈ O
ni
X (Ui ∩ U0) tal que
ϕiUi∩U0
(σ0i) = s0|Ui∩U0
Ahora, consideremos σ0i como un sistema de ni funciones regulares {gj}j=1,...,ni
sobre Ui ∩ U0. Dado que Ui ∩ U0 es un conjunto de puntos donde f0 no se anu-
la, aplicamos la proposición [3.14] a Ui tenemos que para n suficientemente
grande fn0 gj ∈ OX(Ui) (∀) j. Aśı,
σi := (f
n
0 gj)j=1,...,ni ∈ O
ni
X (Ui) y
σi|Ui∩U0 = fn0 σ0i
Sea s′i = ϕiUi
(σi) ∈ F(Ui), entonces




= fn0 s0|Ui∩U0 .
Note que s′i = s
′
j sobre Ui∩Uj ∩U0. Aplicamos la proposición [3.15] a Ui∩Uj
y a s′ = (s′i − s′j)|Ui∩Uj , entonces para m suficientemente grande
fm0 s









Dado que F es un haz, entonces el conjunto de funciones regulares fm0 s′i ∈
F(Ui) definen una única sección s ∈ Γ(X,F) tal que s|Ui = fm0 s′i. En parti-
cular, para i = 0, s|U0 = fm0 (fn0 s0), elijamos N = n+m.
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Corolario 3.20. El haz F , del teorema anterior, es isomorfo a un haz co-
ciente de OnX , para algún n ∈ Z≥1.
Demostración. Con la notación del teorema anterior la sucesión
OX |miUi // OX |
ni
Ui
ϕi // F|Ui // 0
es exacta. En particular, para i = 0 ϕ0 está definido por un conjunto de




∈ Γ(X,F) j0 = 1, . . . , n0 tal que t(0)j0 |U0 = f
N
0 sj. Puesto que



















Por la casi-compacidad de X, el cubrimiento {Ui} tiene una sub-cubierta
















ji el cual es sobreyectivo
por construcción.
Teorema 3.21. Sea X una variedad af́ın, {fi} una familia finita de funciones
regulares sobre X, que no se anulan simultáneamente y U = {Ui := Xfi}. Si
F es un haz algebraico coherente sobre X, entonces
Ȟq(U ,F) = 0 (∀) q > 0.
Demostración. Supongamos que X es una subvariedad cerrada de Ar(k) para
algún r ∈ Z>0. Entonces, por el corolario [3.20]
F ∼= OpX/R
por lo que tenemos la sucesión exacta de haces algebraicos coherentes
0 //R // OpX // F // 0 .





// Γ(Ui0,...,iq ,F) .
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es sobreyectiva. Por tanto induce una sucesión exacta de complejos de coca-
denas (ver notación en la sección 3.1)
0 // C•(U ,R) // C•(U ,OpX) // C•(U ,F) // 0
la cual induce una sucesión exacta larga en cohomoloǵıa (ver sucesión [1]).
· · · // Ȟq(U ,OpX) // Ȟq(U ,F) // Ȟq+1(U ,R) // · · ·
Ahora, por la proposición [3.16]
Ȟq(U ,OpX) = 0 = Ȟ
q+1(U ,R) (∀) q > 0.
Corolario 3.22. Sea X es una variedad af́ın y F un haz algebraico coherente
sobre X. Entonces
Ȟq(X,F) = 0 (∀) q > 0.
Demostración. Los cubrimientos finitos de abiertos af́ınes de la forma
{Xfi |fi ∈ Γ(X,OX)}
son un subconjunto cofinal de los cubrimientos de X. Por tanto, consideremos
el ĺımite directo sobre estos cubrimientos, entoces por el teorema anterior
tenemos la igualdad.
Corolario 3.23. Sea 0 // F // G //H // 0 una sucesión exacta de
haces sobre una variedad af́ın X. Si F es algebraico coherente, entonces el
homomorfismo sobre las secciones globales
Γ(X,G) // Γ(X,H)
es sobreyectivo.
Demostración. Tenemos la sucesión exacta
0 // Ȟ0(X,F) // Ȟ0(X,G) // Ȟ0(X,H) //
// Ȟ1(X,F) // Ȟ1(X,G) // · · ·
del corolario anterior Ȟ1(X,F) = 0.
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Teorema 3.24. Sea X una variedad algebraica y U = {Ui}i∈I un cubrimien-
to de X por abiertos af́ınes. Sea
0 // F ϕ // G ψ //H // 0
una sucesión exacta de haces de OX-módulos sobre X, donde F es algebraico
coherente. Entonces el homomorfismo canónico (ver Sección 3.1)
Ȟq0(U ,H)→ Ȟq(U ,H)
es biyectivo (∀) q ≥ 0.
Demostración. Tenemos la sucesión exacta
0 // C•(U ,F) // C•(U ,G) // C•(U ,H)
entonces la sucesión
0 // Cp(U ,F) ϕ
p
// Cp(U ,G) ψ
p
// Cp(U ,H)
es exacta. En la sección 3.1 definimos Cp0 (U ,H) := Im(ψp), entonces
0 // Cp(U ,F) ϕ
p
// Cp(U ,G) ψ
p
// Cp0 (U ,H) // 0
es una sucesión exacta corta. Consideramos d′′p los homomorfismos cofrontera
para C•(U ,H) y definimos
d0p := d
′′
p|Cp0 (U,H) : C
p




C•0(U ,H) := · · · // C
p
0 (U ,H)
d0p // Cp+10 (U ,H) // · · ·
es un complejo de cocadenas. Por tanto, tenemos la sucesión exacta de com-
plejos
0 // C•(U ,F) // C•(U ,G) // C•0(U ,H) // 0 .
Entonces, es suficiente demostrar que Cq0(U ,H) = Cq(U ,H) (∀) q ≥ 0 o
equivalentemente que toda sección de H(Ui0,...,iq) es imagen de una sección
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de G(Ui0,...,iq) (∀) (i0, . . . , iq) ∈ Iq+1 donde Ui0,...,iq := Ui0 ∩ . . . ∩ Uiq .
Dado que los abiertos del cubrimiento son af́ınes, entonces Ui0,...,iq es un
abierto af́ın (∀) q ≥ 0. Además, F es algebraico coherente sobre Ui0,...,iq , en-
tonces por [3.23]
Γ(Ui0,...,iq ,G) // Γ(Ui0,...,iq ,H) // 0 .
Corolario 3.25. Sea X una variedad algebraica y sea
0 // F // G //H // 0
una sucesión exacta de haces de OX-módulos sobre X, donde F es algebraico
coherente. Entonces
Ȟq0(X,H)→ Ȟq(X,H)
es biyectivo (∀) q ≥ 0.
Demostración. Consideremos el ĺımite directo sobre los cubrimientos finitos
de X por abiertos af́ınes, entoces por el teorema anterior tenemos el isomor-
fismo.
Corolario 3.26. Bajo las hipótesis del corolario anterior. Existe una sucesión
exacta larga en cohomoloǵıa
· · · // Ȟq(X,G) // Ȟq(X,H) // Ȟq+1(X,F) // Ȟq+1(X,G) // · · ·
Demostración. Este resultado se sigue del corolario [3.25].
3.2.2. Correspondencia entre haces coherentes y módu-
los finitamente generados sobre una variedad af́ın
En esta sección X denotará una variedad af́ın y OX su haz estructural.
Tenemos que el anillo A := Γ(X,OX) es una k-álgebra finitamente gene-
rada. Sea M un A-módulo. Además,
B := {Xf |f ∈ A}
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es una base para la topoloǵıa de Zariski sobre X. Sea f ∈ A f 6= 0, definamos




donde Mf es el localizado de M en el sistema multiplicativo {1, f, f 2, f 3, · · · }.
Si Xf ⊆ Xg, entonces I(V (f)) ⊆ I(V (g)), por el teorema de los ceros de
Hilbert (ver [3] Cap. 1. Sec. 1.7)
I(V (g)) = Rad(g)
donde Rad(g) es el radical del ideal de A generado por g. Por tanto existe
un entero n > 0 y h ∈ A tal que fn = hg. Por el principio del buen orden





















Demostración. Si Xh ⊆ Xg ⊆ Xf , entonces existen t, r ,s ∈ N y g1, h1,


































Ahora, hrt = ht1g
t = ht1g1f , como s es el mı́nimo tal que h
s ∈ 〈f〉, entonces
rt ≥ s.
Si rt = s, elegimos h2 = g1h
t
1, entonces (∗) = (∗∗). Por tanto, (∗ ∗ ∗) se
cumple.
Si rt > s, entonces existe l ≥ 1 tal que s+ l = rt, entonces
hl+s = hlh2f = h
rt = ht1g
t = ht1g1f







Aśı, (∗ ∗ ∗) se satisface.
Además, ρ
XfXf
= idAf . Por tanto, Ã es un B-prehaz.






Entonces, V (f) = V (I), I = 〈{fi}〉 ≤ A. Dado que A es Noetheriano,
entonces
I = 〈f1, . . . , fr〉 .
i) Sea s = a/fn ∈ Af tal que s|Xfi = 0. Por la definición de las restriccio-
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implica que a = 0 o h = 0 pues A es dominio. Pero si h = 0, entonces fi = 0
lo cual es una contradicción. Entonces s = 0.
ii) Sea si ∈ Afi , entonces si = ai/f
ni
i i = 1, . . . , r. Dado que es un número
finito de secciones si, entonces podemos elegir ni = n i = 1, . . . , r.
Supongamos que





i pues A es dominio. Ahora, tenemos que
V (f1, . . . , fr) = V (f
n
1 , . . . , f
n
r ),
entonces por el teorema de los ceros de Hilbert f ∈ Rad(f1, . . . , fr). Entonces,






j bj ∈ A.



































Note que B es una base cerrado bajo intersección para la topoloǵıa de
Zariski sobre X. Entonces, por la proposición [1.10] Ã se extiende de manera
única a un haz sobre X, el cual denotaremos con Ã, además Ã = OX .
De manera similar se demuestra que M̃ es un B-haz y denotamos a su
extensión también con M̃ .
Proposición 3.28. La correspondencia M 7−→ M̃ es funtorial, exacta y
conmuta con sumas directas y productos tensoriales.
Demostración. Funtorialidad. Sean M , N A-módulos y ϕ : M → N un
homomorfismo de A-módulos. Sea f ∈ A distinto de cero. Entonces, tenemos
un morfismo de B-haces dado por la colección
ϕf : Mf → Nf
tal que m/f l 7→ ϕ(m)/f l.
Exactitud. Sea 0 //M // N //M ′ // 0 una sucesión exacta de
A-módulos. Entonces,











donde mx = {f ∈ A|f(x) 6= 0}.
Definamos Mmx → lim−→f /∈mxMf enviando m/f
l 7→ m/f l donde m/f l sig-
nifica la clase de m/f l en el ĺımite directo. Claramente esta aplicación es
sobreyectiva. Ahora, por la construcción del ĺımite directo y la definición de
las restricciones sobre Mf , si
m/f l = 0
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entonces m/f l = 0 ∈Mf . Por tanto es inyectiva. Entonces, M̃x ∼= Mmx .
Por la exactitud del ĺımite directo (ver Apéndice C) y por el isomorfismo
anterior concluimos que
0 // M̃ // M̃ ′ // M̃ ′′ // 0
es una sucesión exacta de OX-módulos.
















































ii) Se sigue de la conmutatividad de la suma directa de módulos con el pro-
ducto tensorial que
(M ⊕M ′)f ∼= Mf ⊕M ′f
.
Lema 3.29. Sea M un A-módulo. Entonces, M es finitamente generado si
y sólo si M̃ es un haz coherente sobre X.
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Demostración. Supongamos que M = 〈m1, . . . ,mp〉. Dado que A es Noethe-
riano, entonces M es isomorfo al conúcleo de un homorfismo de A-módulos
ϕ : Aq → Ap
(ver corolario [C.3]). Entonces, tenemos la sucesión exacta
Aq // Ap //M // 0
por la proposición [3.28]
Ãq // Ãp // M̃ // 0
es exacta. Además, Ãp = OpX . Entonces, M̃ es coherente.





// M̃ // 0
dado que OpX es coherente. Entonces, por el corolario [3.23] la aplicación
Γ(X,OqX)→ Γ(X, M̃)
es sobreyectiva. Pero Γ(X, M̃) = M por tanto M es un A-módulo finitamente
generado.
Ahora, sea F un haz de OX-módulos sobre X, entonces Γ(X,F) es un
A-módulo. Consideremos
ϕ : F → G




es un homomorfismo de A-módulos.




// F // 0 .
Por el corolario [3.23] , la sucesión
Γ(X,OnX) // Γ(X,F) // 0
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es exacta. Pero Γ(X,OnX) = Γ(X,OX)n por definición de suma directa de
haces. Entonces, Γ(X,F) es un A-módulo finitamente generado.
Consideremos una sucesión exacta de haces coherentes sobre X
0 // F // G //H // 0
entonces, por el corolario [3.23] la sucesión
0 // Γ(X,F) // Γ(X,G) // Γ(X,H) // 0
es exacta.
Además, note que Γ(X,F ⊕G) = Γ(X,F)⊕Γ(X,G) por la definición del
haz suma directa.
Teorema 3.30. La aplicación
{A-módulos finitamente generados} → {Haces coherentes sobre X}
M 7→ M̃ es una equivalencia de categoŕıas.
Demostración. De la proposición [3.28], tenemos que esta aplicación es un
funtor entre ambas categoŕıas, pero sólo demostraremos la biyección entre
los objetos.
Sea M un A-módulo finitamente generado. Entonces, por construcción
Γ(X, M̃) = M.
Consideremos OX . Entonces,
˜Γ(X,OX) = Ã
= OX
En particular, ˜Γ(X,OpX) = O
p
X .




ψ // F // 0
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X // Γ(X,F) // 0
es exacta.
Consideremeos f ∈ A\ {0}. Tensorizamos la sucesión exacta anterior con Af .





















Af → Γ(Xf ,F)
tal que s⊗ r 7→ s|Xf r.

























Xf // Γ(Xf ,OqX)
ψ
Xf // Γ(Xf ,F) // 0
La conmutatividad del diagrama anterior, se sigue de la conmutatividad de ϕ
y ψ con las restricciones de los haces correspondientes. Entonces, por el lema
del quinto, tenemos que Γ(X,F)f ∼= Γ(Xf ,F). Por tanto ˜Γ(X,F) ∼= F .
Corolario 3.31. Sean F y G haces coherentes sobre X. Entonces F ∼= G si
y sólo si Γ(X,F) ∼= Γ(X,G) como A-módulos.
Proposición 3.32. Todo subhaz F de OX-módulos de un haz coherente G
es un haz coherente.
Demostración. Tenemos que Γ(X,F) ⊆ Γ(X,G) es un Γ(X,OX)-submódulo.
Ahora, Γ(X,OX) es Noetheriano y Γ(X,G) es finitamente generado, por tanto
Noetheriano. Entonces, Γ(X,F) es finitamente generado como Γ(X,OX)-
módulo. Por la correspondencia anterior ˜Γ(X,F) es un haz coherente. Pero
˜Γ(X,F) = F .
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Proposición 3.33. Sean F y G haces coherentes sobre X. Entonces
i) F
⊗
OX G es coherente sobre X.
ii) Γ(X,F
⊗
OX G) = Γ(X,F)
⊗
Γ(X,OX) Γ(X,G).
Demostración. i) Dado que F y G haces coherentes sobreX, entonces Γ(X,F)
y Γ(X,G) sonA-módulos finitamente generados, por lo tanto Γ(X,F)
⊗
A Γ(X,G)



















3.2.3. Haces coherentes sobre una variedad proyectiva
y módulos graduados finitamente generados
En esta sección X denotará una variedad proyectiva y OX su haz estruc-
tural.
Consideremos X ↪→ Pn(k) como una subvariedad cerrada. Sea A = Γh(X)
su anillo de coordenadas homogéneas (ver [3], Cap. 4, Pág. 46), puesto que
I(X) es un ideal homogéneo del anillo graduado k[X0, . . . , Xn], entonces A
es un anillo graduado (ver Apéndice C).
Ahora, sea M =
⊕
n∈ZMn un A-módulo graduado (Ver Apéndice C), y
f ∈ A homogéneo. Definamos
Xf := {p ∈ Pn(k)|f(p) 6= 0} ,
éstos son abiertos af́ınes y forman una base para la topoloǵıa de Zariski
definida sobre Pn(k). Sea B := {Xf |f ∈ A homogéneo y deg(f) > 0}. Para
cada Xf ∈ B, definamos
M̃(Xf ) := M(f)
donde M(f) denota el submódulo de M localizado en f (Mf ) que consiste de
los elementos de grado cero, (i.e.) elementos de la forma m/fn, donde m es
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homogéneo de grado ndeg(f) donde deg(f) es el grado de f en A.
Si Xf ⊆ Xg, entonces I(V (f)) ⊆ I(V (g)), por el teorema de los ceros de
Hilbert (ver [3] Cap. 4. Sec. 4.2)
I(V (g)) = Rad(g)
donde Rad(g) es el radical del ideal de A generado por g. Por tanto existe
un entero n > 0 y h ∈ A homogéneo, tal que fn = hg. Por el principio del


















|g, f ∈ A homogéneos
}
es un B-haz y que Ã = OX . Además, M̃ tiene una estructura natural de
OX-módulo, pues M(f) es un A(f)-módulo y A(f) = OX(Xf ).
Sobre una variedad af́ın Xf , M̃ |Xf = M̃(f) donde la segunda parte de la
igualdad denota el haz asociado al A(f)-módulo M(f) de la sección anterior.
Aśı, si M es finitamente generado y dado que A es un anillo Noetheriano,
enonces, M(f) es un A(f)-módulo finitamente generado. Por tanto M̃ es OX-
coherente sobre X.
Sean M y N A-módulos Z-graduados y ϕ : M → N un homomofismo de
A-módulos homogéneo de grado 0 (ver Apéndice C). Sea f ∈ A un elemento
no cero. Entonces, tenemos una aplicación de A(f)-módulos
ϕf : M(f) → N(f)
tal que m/f l 7→ ϕ(m)/f l (∀) l ∈ Z≥0. Y aśı, un morfismo de haces de OX-
módulos
ϕ̃ : M̃ → Ñ .
94 Cohomoloǵıa de Čech
Proposición 3.34. Sea 0 //M
ϕ // N
ψ //M ′ // 0 una sucesión exac-
ta de A-módulos graduados, ϕ y ψ homogéneos de grado 0. Supongamos que
ϕi : Mi → Ni y ψi : Ni →M ′i
son sobreyectivas (∀) i ∈ Z. Entonces
0 // M̃
ϕ̃ // Ñ
ψ̃ // M̃ ′ // 0
es una sucesión exacta de OX-módulos.
Demostración. Puesto que el ĺımite directo es exacto (ver teorema A.17), es
suficiente demostrar que la sucesión de A(f)-módulos
0 //M(f)
ϕf // N(f)
ψf //M ′(f) // 0
es exacta.
Sea m/f l ∈ ker(ϕf ), entonces ϕ(m)/f l = 0. Por tanto existe t ∈ Z≥0 tal
que f tϕ(m) = 0. Por la inyectividad de ϕ, f tm = 0. Entonces, m/f l = 0.
Dado que ψ◦ϕ = 0, entonces Im(ϕf ) ⊆ ker(ψf ). Ahora, sea n/f s ∈ ker(ψf ),
entonces existe t ∈ Z≥0 tal que f tψ(n) = 0. Aśı, f tn ∈ Im(ϕ), por la so-
breyectividad de ϕ
tdeg(f)+deg(n)
existe m ∈ Mtdeg(f)+deg(n) tal que ϕ(m) = f tn.
Aśı, m/f t+s ∈M(f) y ϕf (m/f t+s) = n/f s.
Sea m′/f s ∈M ′(f). Por la sobreyectividad de ψi existe n ∈ Nsdeg(f) tal que
ψ(n) = m′, entonces ψ(n/f s) = m′/f s.
Sea M A-módulo graduado, N y T sub-módulos graduados de M , defi-
namos
(Ñ + T̃ )(Xf ) := N(f) + T(f).
Éste es un A(f)-submódulo de M(f). Ahora, si Xg ⊆ Xf definamos una apli-
cación
N(f) + T(f) → N(g) + T(g)
tal que s+ s′ 7→ s|Xg + s′|Xg son las restricciones de los haces Ñ y T̃ , respec-
tivamente.
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Entonces, Ñ + T̃ junto con estas aplicaciones es un B-prehaz.
Ahora consideremos el sub-módulo N + T , entonces por la proposición
[C.11] N + T es un sub-módulo graduado de M y




Además, tenemos que (N + T )f ∼= Nf + Tf por tanto
Ñ + T (Xf ) = (Ñ + T̃ )(Xf ).
Aśı, Ñ + T = Ñ + T̃ .
Teorema 3.35. Sea M un A-módulo Z-graduado. Supongamos que M̃ es
coherente. Entonces,
M̃ = M̃ ′
donde M ′ es un A-módulo Z-graduado finitamente generado.
Demostración. Consideremos un cubrimiento abierto af́ın de X, digamos
B′ :=
{
Xf | tal que M̃ |Xf es OX |Xf -coherente
}
.
Sin pérdida de generalidad, podemos suponer que este cubrimiento es un
subconjunto cofinal de la base sobre X construida con los abiertos af́ınes de
X.
Sea






Podemos construir una cadena creciente de submódulos
N1 ⊆ N1 +N2 ⊆ N1 +N2 +N3 ⊆ · · ·
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Por la proposición [C.11] tenemos que cada una de estas sumas es un sub-
módulo graduado de M y además, cada uno de ellos es finitamente generado.
Ahora, si N ↪→ N ′ módulos graduados, entonces la aplicación inducida en
los haces es inyectiva Ñ ↪→ Ñ ′ (ver la demostración de la proposición [3.34]).
Por tanto tenemos la siguiente cadena de OX-módulos
Ñ1 ⊆ Ñ1 +N2 ⊆ ˜N1 +N2 +N3 ⊆ · · ·
Entonces, sobre cada Xf tenemos la cadena ascendente de A(f) sub-módulos
N1(f) ⊆ (N1 +N2)(f) ⊆ (N1 +N2 +N3)(f) ⊆ · · ·
Note que sobre los abiertos Xf ∈ B′ esta cadena se estaciona, pues M(f) es
A(f)- módulo finitamente generado y A es un anillo Noetheriano. Además,
como éste es un subconjunto cofinal de la base, entonces la aplicación sobre
los gérmenes, inducida por la inclusión de los submódulos, es un isomorfismo.
Aśı, la cadena de OX-módulos se estaciona.




i=1 Ni ∈ S i =
1, . . . , r.
Definición 3.36. Para cada d ∈ Z, definamos OX(d) := Ã(d) (para la
notación A(d) ver Apéndice C), el cual es un haz coherente sobre X, pues






Note que las secciones deOX(d) sobre un abierto af́ınXf son precisamente
los elementos de grado d en Af , y que si F es un haz coherente sobre X,
entonces por la proposición [3.33], F(d) es un haz coherente sobre X.
Proposición 3.37. Si M es un A-módulo graduado, entonces
M̃(d) = M̃(d)
(∀) d ∈ Z
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donde la segunda parte de la igualdad es isomorfa al A(f)-módulo que consiste
de los elementos de grado d en Mf . Y por otra parte
M̃(d) = M(d)(f).
Note que (A(d))(d′) = A(d + d′), entonces por la proposición anterior
tenemos que Ã(d)(d′) = Ã(d)(d′). Por tanto






























Por tanto, Γ∗(F) es un A-módulo graduado.
Sea S = k[X1, . . . Xn], entonces tenemos la graduación sobre S =
⊕
i∈Z Si
dada por el grado de los polinomios. Además, S es finitamente generado por
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S1 como S0-álgebra. Entonces, Γ̃∗(F) ∼= F , sólo definiré la aplicación ψ con
la cual son isomorfos. La demostración del isomorfismo se puede consultar
en el libro ((Algebraic Geometry)) de Robin Hartshorne [4], Cap. II, Sección
5, Proposición 5.15.
Tenemos la graduación sobre el anillo de coordenadas A = ⊕Ai induci-
da por la aplicación cociente. Sea f ∈ A1, es suficiente definir ψ sobre los
abiertos Xf con f ∈ A1, pues éstos forman un subconjunto cofinal de los
elementos de la base.
Sea m/fd ∈ Γ∗(F)(f), m ∈ Γ(X,F(d)) para algún d. Consideremos f−d ∈
Γ(Xf ,OX(−d)), entonces por la graduación de Γ∗(F), f−d ⊗m ∈ Γ(Xf ,F);
esto define la aplicación
Γ̃∗(F)(Xf )→ F(Xf ).
Entonces, si F es un haz coherente, por el teorema [3.35] F ∼= M̃ donde
M es un A-módulo graduado finitamente generado.
Caṕıtulo 4
Teoremas de anulamiento y
finitud
Para cada n ∈ Z≥0, PN(k) denota el n-espacio proyectivo, X0, . . . , Xn las
coordenadas homogéneas para Pn(k) y PnXi los abiertos af́ınes de Pn(k) de
la forma {Xi 6= 0} i = 0, . . . , n.
4.1. Teoremas de anulamiento
Sólo enunciaremos el primer Teorema de Anulamiento, el cual se define
sobre una variedad af́ın X, pues éste es precisamente el corolario [3.22].
Teorema 4.1. [de Anulamiento I] Sea X es una variedad af́ın y F un haz
algebraico coherente sobre X. Entonces
Ȟq(X,F) = 0 (∀) q > 0.
Lema 4.2. Sea X una variedad af́ın y U = {Ui}i∈I un cubrimiento abierto
finito de X, donde Ui es af́ın para cada i ∈ I. Si F es un haz algebraico
coherente sobre X, entonces Ȟq(U ,F) = 0 (∀)q > 0.




j∈J un refinamiento finito de U .
Definamos para cada p+ 1-tupla i0, . . . , ip de elementos de I
Ui0...ip := Ui0 ∩ . . . ∩ Uip .
99




Ui0...ip ∩Xfj |j ∈ J
}
puesto que Ui0...ip es una variedad af́ın, entonces por el teorema [3.21] tenemos
que
Hq(βi0...ip ,F|Ui0...ip ) = 0 (∀) q > 0.
Entonces, Ȟq(U ,F) ∼= Ȟq(β,F) (∀) q ≥ 0 (ver proposición [D.9]). Se sigue
del teorema [3.21] que Ȟq(β,F) = 0 (∀) q > 0.
Proposición 4.3. Sea X una variedad algebraica, F un haz algebraico cohe-
rente sobre X y U = {Ui}i∈I un cubrimiento finito de X, donde Ui es abierto
af́ın para cada i ∈ I. Entonces, el homomorfismo
Ȟq(U ,F)→ Ȟq(X,F)
es biyectivo (∀) q ≥ 0.
Demostración. Consideremos la familia B := {βα}α∈A de cubrimientos finitos
de X de abiertos af́ınes, donde
βα = {Bjα}j∈Jα ,
para cada p+ 1-tupla i0, . . . , ip de elementos de I y para cada α ∈ A
βαi0...ip :=
{
Ui0...ip ∩Bjα|j ∈ Jα
}
.
note que βαi0...ip ∈ B. Entonces, por el lema [4.2]
Ȟq(βi0...ip
α,F|Ui0...ip ) = 0 (∀) q > 0.
Puesto que B es un subconjunto cofinal de todos los cubrimientos de X,
entonces Ȟq(U ,F)→ Ȟq(X,F) es biyectivo (∀) n ≥ 0 (ver teorema [D.10]).
Lema 4.4. Sea X ⊂ PN(k) una subvariedad cerrada de dimensión n. Enton-
ces, existe una subvariedad lineal W ⊂ PN(k) tal que
codimPN (k)W = n+ 1
(donde codimPN (k)W = N − dim(W )) y X ∩W = ∅.
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Demostración. Por inducción sobre N .
N = 1. Entonces, X ⊂ P1(k). Por tanto dim(X) = 0, es decir X = {p},
p ∈ P1(k). Ahora, tenemos que
P1(k) = {[a : 1] |a ∈ k} ∪ {[1 : 0]}
Tenemos que X0 y X1 son coordenadas homogéneas. Si p = [a : 1] pa-
ra algún a ∈ k, consideremos W = V (X1) el punto al infinito, entonces
codimP1(k)W = 1 y W ∩ V = ∅. Si p = [1 : 0], consideremos W = V (X0),
entonces codimP1W = 1 y W ∩X = ∅.
Supongamos que el lema se cumple para N − 1.
Ahora, elijamos x = [x0 : · · · : xN ] ∈ X. Sea Ω el conjunto de hiperplanos
en PN(k) que no contienen a x. Note que Ω 6= ∅, en efecto, tenemos que
xi 6= 0 para algún i. Entonces, V (Xi) ∈ Ω. Además, Ω ⊆ PN es un abierto
pues está definido por
{∑N
i=0 aixi 6= 0|ai ∈ k
}
.
Sea H ∈ Ω. Tenemos dos casos:
i) H ∩X = ∅
ii) H ∩X 6= ∅
Ahora, dim(H) = N − 1 por tanto H ∼= PN−1(k).
i) Por hipótesis n ≤ N − 1, Entonces elijamos una subvariedad lineal
W ⊆ H de dimensión N − 1− n. En particular, W ⊆ PN . Por la elección de
W , tenemos que W ∩X = ∅ y codimPN (k)W = n+ 1.
ii) H ∩X ⊆ H. Primero note que H ∩X ⊂ H. En efecto, si H ∩X = H,
entonces H ⊆ X, pero dim(X) ≤ N − 1 por tanto H = X, lo cual es una
contradicción pues H ∈ Ω. Y además, dim(H ∩X) = r < n. En efecto, sino
H ∩X = X, entonces X ⊆ H, esto contradice la elección de H.
Ahora, aplicamos la hipótesis de inducción. Entonces existe una subva-
riedad lineal
W ⊆ H ∼= PN−1(k)
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tal que W ∩ (H ∩X) = W ∩X = ∅ y codimPN−1(k)W = r + 1. Por tanto
N − 1− n ≤ dim(W )
entonces, elijamos una subvariedad lineal W ′ ⊆ W ⊂ PN−1(k) ⊂ PN(k) de
dimensión N − 1− n. Entonces, W ′ satisface el lema.
Teorema 4.5. [de Anulamiento II] Sea X una variedad proyectiva de
dimensión n y F un haz algebraico coherente sobre X. Entonces,
Ȟ i(X,F) = 0 (∀) i > n.
Demostración. Supongamos que X es una subvariedad cerrada de PN(k).
Entonces, por el lema anterior existe W , salvo cambio de coordenadas pro-
yectivo supongamos que W = V (X0, . . . , Xn), tal que W ∩X = ∅. Entonces,
X ⊆ U0 ∪ . . . ∪ Un
donde Ui := PNXi . Aśı, X esta cubierto por los n+ 1 abiertos afines X ∩Ui,
entonces por corolario [3.7])
Ȟj({X ∩ Ui}i=0,...,n ,F) = 0 (∀) j > n.
entonces por la proposición [4.3] Ȟj(X,F) = 0 para j > n.
4.2. Teorema de finitud
Proposición 4.6. Sea Y una subvariedad cerrada de una variedad algebraica
X, i : Y ↪→ X la inclusión y F un haz OY -coherente sobre Y . Considere i∗F
la imagen directa de F sobre X. Entonces, i∗F es OX-coherente.
Demostración. Tenemos una sucesión exacta
OY |U∩Y p
ϕ // OY |U∩Y q
ψ // F|U∩Y // 0
sobre un conjunto abierto U ⊆ X y p, q ∈ N. Sin pérdida de generalidad,
podemos suponer que U es un abierto af́ın.
Ahora, por la proposición [1.46] y [1.45]
i∗OY |Up
ϕ∗ // i∗OY |Uq
ψ∗ // i∗F|U // 0
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es exacta.
Además, por la proposición [1.48] tenemos la sucesión exacta
OX |U // i∗OY |U // 0 .
Por tanto induce una sucesión exacta
OXq|U i
′
// i∗OY q|U // 0 .
Aśı, la composición ψ∗ ◦ i
′
es sobreyectiva. Por tanto, i∗F|U es isomorfo a un
haz cociente deOX |Uq. Ahora, dado que U es af́ın, entonces por la proposición
[3.32], i∗F|U es un haz coherente.
En particular, i∗OY es un OX-módulo coherente sobre X.
Proposición 4.7. Sea X una variedad algebraica, Y una subvariedad cerra-
da de X y F un haz OY -coherente sobre Y , entonces
Ȟp(Y,F) = Ȟp(X, i∗F) (∀) p ∈ Z≥0.
donde i : Y ↪→ X es la inclusión.
Demostración. Para todo cubrimiento abierto U = {Ui}i∈I y (∀) p ∈ N
tenemos que
Cp(U , i∗F) =
∏
i0,...,ip
i∗F(Ui0 ∩ . . . ∩ Uip)
= Πi0,...,ipF(Ui0 ∩ . . . ∩ Uip ∩ Y )
= Cp(U ∩ Y,F)
donde U ∩ Y = {Ui ∩ Y }i∈I es un cubrimiento abierto de Y , en particular,
para cualquier cubrimiento abierto af́ın. Además, por la casi-compacidad de
X, cada cubrimiento U se puede suponer finito. Entonces,
Ȟp(U ∩ Y,F)→ Ȟp(Y,F)
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es biyectivo (∀) p ≥ 0 (ver proposición [4.3]). Entonces,










Proposición 4.8. Sea X una variedad {Fj}j∈J una familia finita de haces
de OX-módulos y U = {Ui}i∈I un cubrimiento abierto finito. Entonces, para


































En lo sucesivo de este caṕıtulo X denotará una variedad proyectiva,
R = k[X0, . . . , Xn]







donde Rd son las componentes homogéneas de R, graduado por el grado de
los monomios. Por convención Rd = 0 si d < 0. Note que para cada d ∈ Z,




0 si d < 0
Rd si d ≥ 0.
En particular, Γ(Pn(k),OPn(k)) = k (ver definición [3.36]).
Demostración. Sea d ≥ 0 y f ∈ Γ(Pn(k),OPn(k)(d)), f 6= 0. Note que la
restricción de f a Ui está dada por un polinomio Pi(X0, . . . , Xn) de grado d
el cual es independiente de i. En efecto, tenemos que
f |Ui = Pi/X
ri
i
donde Pi es un polinomio de grado d + ri en las variables X0, . . . , Xn, sin
pérdida de generalidad podemos suponer que Xi no divide a Pi. Entonces,












pero Xi - Pi, entonces ri = 0, análogamente rj = 0. Por tanto Pi = Pj.
Teorema 4.10. Sea n ≥ 1 entero y considere d ∈ Z, entonces
H0(Pn(k),OPn(k)(d)) = Rd (∀) d.
H i(Pn(k),OPn(k)(d)) = 0 para 0 < i < n y (∀) d.
Hn(Pn(k),OPn(k)(d)) = H0(Pn(k),OPn(k)(−d− n− 1))∗ (∀) d.
Demostración. Ver [10], Cap. VII, Teorema 4.1, pág. 122.
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Teorema 4.11. [de Finitud] Sea F un haz coherente sobre X. Entonces,
(∀) i ≥ 0, Ȟ i(X,F) es un k-espacio vectorial de dimensión finita.
Demostración. Supongamos que i : X ↪→ Pn(k) es la inclusión canóni-
ca. Consideremos la imagen directa de F , i∗F el cual es un OPn(k)-módu-
lo coherente sobre Pn(k), pues X es una subvariedad cerrada. Dado que
Ȟq(X,F) = Ȟq(Pn(k), i∗F) (ver proposición 4.7) entonces, podemos supo-
ner X = Pn(k) y F = i∗F .
Tenemos que OPn(k)(d) es un haz coherente (ver definición [3.36]). Note







(ver [3] Cap. 2, Ejercicio 2.36, Pág 25). Y por el teorema [4.10]
Γ(Pn(k),OPn(k)(d)) = Rd.





es un R-módulo graduado finitamente generado. Sea {m1, . . . ,mt} un con-
junto de generadores. Sin pérdida de generalidad podemos suponer mr ho-
mogéneos de grado nr r = 1, . . . , t, respectivamente.
Entonces, existe un homomorfismo sobreyectivo de R-módulos








Rn−nr (ver ejemplo [C.6]).
Sea N = ker(p), tenemos que N es un R-módulo graduado (ver proposición
[C.8]). Dado que L es libre y R es Noetheriano, entonces N es finitamente
Caṕıtulo 4 107
generado (proposición [C.2]).
Entonces, la sucesión exacta de R-módulos
0 // N // L //M // 0
induce una sucesión exacta de haces coherentes
0 // Ñ // L̃ // M̃ // 0 .





Ahora, demostremos el teorema por inducción descendente sobre i. Dado que
la dimensión de Pn(k) es n, entonces por el Teorema de anulamiento tenemos
que para i ≥ n+ 1 Ȟ i(X,F) = 0 para cualquier haz coherente F . Suponga-
mos que el resultado se conoce para i+1 y cualquier haz coherente. Entonces,
sólo falta demostrarlo para i.
Puesto que Ñ es coherente, entonces por el corolario [3.26] tenemos su-
cesión exacta larga en cohomoloǵıa
· · · // Ȟ i(X, L̃) f // Ȟ i(X,F) g // Ȟ i+1(X, Ñ) // · · ·
entonces,
dimkȞ
i(X,F) = dimkIm(g) + dimkker(g)
= dimkIm(g) + dimkIm(f)
≤ dimkȞ i+1(X, Ñ) + dimkȞ i(X, L̃)
Por hipótesis de inducción tenemos que dimkȞ







el cual es finito por el teorema [4.10]. Por tanto dimkȞ
i(X,F) <∞.
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4.3. Una aplicación: Teorema de Riemann-
Roch sobre curvas proyectivas
Sea X una variedad algebraica. Definamos el conjunto
ς := {Y ⊆ X : Y es subvariedad cerrada de X y codimX(Y ) = 1}
donde codimX(Y ) := dim(X) − dim(Y ). Considere Z 〈ς〉, el Z-módulo libre
generado por ς. A un elemento D ∈ Z 〈ς〉 se le llama Divisor de Weil y a
Z 〈ς〉 el grupo de divisores de Weil, el cual denotaremos por Div(X).
Definición 4.12. Sea D =
∑






Definimos 0 como el divisor tal que nY = 0 (∀)Y ∈ ς y lo llamamos el
divisor cero de X.
Definición 4.13. Si en D, nY ≥ 0 (∀)Y ∈ ς se dice que D es un divisor de
Weil efectivo o positivo y se escribe D ≥ 0.
Para todo D ∈ Div(X), definimos D ≥ D′ si y sólo si D −D′ ≥ 0.










divisores de Weil. Puesto que D −D = 0 por lo que D ≥ D. Ahora, supon-
gamos que D ≥ D′ si y sólo si D−D′ ≥ 0, esto implica que nY −n′Y ≥ 0, por
tanto n′Y − nY ≤ 0 (∀)Y ∈ ς. Si D ≥ D′ y D′ ≥ D′′, entonces nY − n′Y ≥ 0 y
n′Y − n′′Y ≥ 0 (∀)Y ∈ ς por lo que
nY − n′′y = nY − n′Y + n′Y − n′′Y ≥ 0.
Aśı D ≥ D′′.
El soporte de D =
∑






A tales Y se le llama componentes de D y a nY la multiplicidad de Y . Las
componentes Y de D con multiplicidad nY > 0 (respectivamente nY < 0) se







es el divisor de ceros (respect. divisor de polos).
Si X es una curva, entonces los divisores primos de X son los conjuntos




Definición 4.14. Un anillo R es llamado un anillo de valuación discreta si
es un dominio de ideales principales y tiene un único ideal primo no cero.
Una función ν : k → Z ∪ {∞}, k-campo, se llama valuación discreta si
i) ν es sobreyectiva.
ii) ν(α) =∞ si y sólo si α = 0.
iii) ν(αβ) = ν(α) + ν(β).
iv) ν(α + β) ≥ min {ν(α), ν(β)}.
El anillo Rν = {α ∈ k : ν(α) ≥ 0} es un anillo de valuación discreta. Éste
es un anillo local con ideal maximal mν = {α ∈ k : ν(α) > 0}, en particular
Rν es un DIP. A un generador π de mν se le llama parámetro local y se
caracteriza por ν(π) = 1 o por ser π irreducible.
Inversamente, la valuación discreta ν se puede recuperar del anillo de va-
luación discreta Rν por la propiedad de la factorización única: para α ∈ k
y el parámetro local π, existe una única unidad u ∈ Rν tal que α = uπn,
n ∈ Z, entonces ν(α) = n.
Definición 4.15. Sea R un anillo local Noetheriano con ideal maximal m y
campo residual K = R/m. R es un anillo local regular si
dimK(m/m
2) = dim(R)
donde dim(R) es la dimensión de Krull del anillo R.
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Definición 4.16. Sea X una variedad algebraica. X es no singular o suave
en un punto p ∈ X si el anillo local OX,p es un anillo local regular. X es no
singular si ésta es no singular en cada uno de sus puntos. X es singular si es
no no-singular. Un punto p el cual no es suave es llamado punto singular o
singularidad.
Ahora, en el resto de esta sección X denotará una curva proyectiva suave.
Para cada p ∈ X, OX,p es un dominio local Noetheriano con ideal máxi-
mal mp y campo de cocientes k(X). Puesto que la curva es suave, entonces
dim(OX,p) = dim(X) = 1. Aśı, OX,p es un dominio de valuación discreta con
función de valuación discreta ordp (ver [1], Teorema A.8.5, Pág. 545).





Mostremos que esta suma es finita. Dado que f ∈ k(x), entonces f = h/g
tal que h, g ∈ OX,p; y además, por la definición de la función de valuación
ordp(h/g) = ordp(h)− ordp(g). Por tanto, es suficiente considerar f ∈ OX,p.
Tenemos que V ({f}) = p1 ∪ · · · ∪ pr, y f ∈ mp si y sólo si f(p) = 0.
Entonces ordY (f) = 0 (∀) p /∈ {p1, · · · , pr}. Por tanto div(f) es un divisor
de Weil.
Denotemos con (f)0 y (f)∞ el divisor de ceros y el divisor de polos de
div(f), respectivamente. Entonces,
div(f) = (f)0 − (f)∞.
Llamamos ordp(f) el orden de f en p y a div(f) divisor principal de Weil.
Sea D = [{Ui, fi}i∈I ] ∈ CaDiv(X) y p ∈ X. Tenemos que p ∈ Ui para
algún i ∈ I. Defina el orden de D a lo largo de p como
ordp(D) := ordp(fi).
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Note que está bien definida. En efecto, sea j ∈ I tal que p ∈ Uj. Tenemos
que
ordp(fi) = ordp(fj)⇔ ordp(fi)− ordp(fj) = 0
⇔ ordp(fif−1j ) = 0
⇔ fif−1j es una unidad en el anillo OX,p
⇔ fif−1j ∈ O∗X(Ui ∩ Uj).
Sea {Vj, gj} otro representante para D. Entonces, ordp(fi) = ordp(gj) pues
fig
−1










Veamos que estas sumas son finitas o equivalentemente que fi es una unidad
en el anillo OX,p para casi todo p ∈ X excepto una cantidad finita de puntos.
La finitud de la primera suma se deduce de que fi ∈ mp si y sólo si
p ∈ V (f) = {p1, · · · , pr}. Entonces ordp(fi) = 0 (∀)p /∈ {p1, · · · , pr}.
Ahora, p /∈ Ui si y sólo si p ∈ X\Ui = Z. Pero Z = {q1, · · · , qs}, entonces
p = qt para algún t ∈ {1, . . . , s}. Por tanto
∑
p ordp(D)p es un divisor de
Weil sobre X.
Entonces, tenemos una aplicación
ϕ : CaDiv(X)→ Div(X)
tal que D 7→
∑
p ordp(D)p.
Note que a cada divisor de Cartier efectivo, le corresponde un divisor de
Weil efectivo. Sea D = [{Ui, fi}i∈I ] efectivo. Sea p ∈ X. Tenemos que p ∈ Ui
para algún i ∈ I. Como fi ∈ OX(Ui), entonces fi ∈ OX,p. Aśı, ordp(fi) ≥ 0.
Por tanto
∑
p ordp(D)p es un divisor de Weil efectivo.
En este caso, para X una curva suave, tenemos que esta aplicación es un
isomorfismo de grupos y que los divisores de Cartier efectivos (resp. princi-
pales) se corresponden con los divisores de Weil efectivos (resp. principales)
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(ver [4], Cap. II, Proposición 6.11, Pág 141).
Definición 4.17. Sea X una variedad proyectiva de dimensión n y F un






Esta suma es finita por el teorema de anulamiento [4.5] y χ(F) <∞ por
el teorema de finitud [4.11].
Proposición 4.18. Sea X una variedad proyectiva de dimensión n y
0 // F // G //H // 0
una sucesión exacta de haces algebraicos coherentes sobre X. Entonces,
χ(G) = χ(F) + χ(H).
Demostración. Del corolario [3.26] tenemos que existe una sucesión exacta
larga en cohomoloǵıa
· · · // Hq(X,G) // Hq(X,H) // Hq+1(X,F) // Hq+1(X,G) // · · ·
y por el teorema [4.5] tenemos que
0 // H0(X,F) // H0(X,G) // H0(X,H) // · · ·
· · · // Hn(X,F) // Hn(X,G) // Hn(X,H) // 0
Ahora, sea F un campo, sabemos del álgebra lineal que si
0 // V1 // V2 // V3 // · · · // Vm // 0




Por tanto, χ(G) = χ(F) + χ(H).
Caṕıtulo 4 113
Teorema 4.19. [Riemann-Roch sobre curvas] Sea X una curva proyectiva
suave, D ∈ Div(X). Denotemos el haz invertible asociado al divisor D con
OX(D). Entonces,
χ(OX(D)) = deg(D) + χ(OX).
Demostración. Sea D cualquier divisor sobre X y p un punto de X. Demos-
traremos que la fórmula es cierta para D si y sólo si es cierta para D + p.
Esto es suficiente para demostrar el teorema pues cualquier divisor puede
obtenerse a partir del divisor cero 0 en un número finito de pasos por sumar
o restar un punto cada vez.
Sea p ∈ X. Consideremos la inclusión canónica i : {p} ↪→ X. Por tanto
tenemos la sucesión exacta fundamental asociada a {p} (ver sección 1.5)
0 // Jp // OX // i∗Op // 0
donde i∗Op es la imagen directa de Op bajo i. Note que OX(−p) = Jp. En
efecto, En la sub-sección 2.2.1 definimos que para cualquier abierto U ⊆ X
tal que p ∈ U
Γ(U,OX(−p)) := {f ∈ k∗(X)|div(f) ≥ p} .
lo cual implica que f(p) = 0. Entonces, f ∈ Γ(U,Jp).
Ahora, sea f ∈ Γ(U,Jp). Entonces, f(p) = 0, por lo que div(f) ≥ p. Aśı,
f ∈ Γ(U,OX(−p)).
Entonces, tenemos la sucesión exacta
0 // OX(−p) // OX // i∗Op // 0 (1)
Dado que OX(−p) es un haz invertible (ver sección 2.2.1), entonces es un
OX-módulo coherente. Aśı, por la proposición [4.18]
χ(OX) = χ(OX(−p)) + χ(i∗Op).
Como Ȟ i(X, i∗Op) = Ȟ i(X,Op) para toda i ≥ 0 (ver proposición [4.7]) y
por el teorema de anulamiento [4.5]
Ȟ i(Γ({p} ,Op) = 0
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para i ≥ 1. Entonces, sólo determinaremos dimkΓ(X,Op). De la definición
del haz Op (ver sección 1.5), tenemos que para cada abierto U ⊆ X
Op(U) =
{
k , si p ∈ U
0 , en otro caso
Por tanto, χ(Op) = 1. Aśı, χ(OX(−p)) = −1 + χ(OX) = deg(−p) + χ(OX).
Ahora, tensorizamos la sucesión exacta (1) con OX(D + p), como éste
es un haz invertible y OX(D)
⊗
OX OX(D
′) = OX(D +D′) (ver proposición
[2.39]), entonces tenemos la sucesión exacta
0 // OX(D) // OX(D + p) // i∗Op // 0
entonces,
χ(OX(D + p)) = χ(OX(D)) + χ(i∗Op) (2).
Ahora, supongamos que el resultado se cumple para OX(D), entonces
sustituimos en (2)
χ(OX(D + p)) = deg(D) + χ(OX) + 1
= deg(D + p) + χ(OX)
es decir el resultado se cumple para D + p.
Rećıprocamente, supongamos que el resultado se cumple para D + p,
entonces sustituimos en (2) y obtenemos que
χ(OX(D)) + χ(i∗Op) = χ(OX(D + p))
= deg(D + p) + χ(OX)
= deg(D) + 1 + χ(OX)
Entonces,
χ(OX(D)) = deg(D) + χ(OX).
Apéndice A
Categoŕıas y Funtores
A.1. Definición de categoŕıa
Una categoŕıa C consta de
i) Una clase de objetos Ob(C).
ii) Para cada par de objetos X, Y ∈ Ob(C), un conjunto HomC(X, Y )
cuyos elementos se llaman morfismos o flechas f de X en Y denotados
con f : X → Y , decimos que X es el dominio de la flecha f y Y su
codominio.
Definamos dom(f) := X y cod(f) := Y .
iii) Para cada terna de objetos X, Y , Z ∈ Ob(C) y para cada par de flechas
f : X → Y y g : Y → Z una operación llamada composición de f y g,
escrita como g ◦ f , es una flecha de X en Z.
Además, esta ley de composición satisface que: (∀) f : X → Y , g : Y → Z,
h : Z → W y h′ : Z → X
a) h ◦ (g ◦ f) = (h ◦ g) ◦ f .
b) Para todo objeto X ∈ Ob(C) existe un morfismo 1X : X → X tal
que f ◦ 1X = f y 1X ◦ h′ = h′.
Entonces escribimos
C = (Ob(C), Hom(C))
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donde Hom(C) := {HomC(X, Y )|X, Y ∈ Ob(C)}. Si no existe confusión con
respecto a la categoŕıa podemos escribir Hom(X, Y ) por HomC(X, Y ).
Cuando se conoce el tipo de flechas entre los objetos, nos referimos a la
categoŕıa simplemente como la colección de objetos que la conforma.
Proposición A.1. Para todo objetoX, existe un único morfismo 1X : X → X
tal que satisface la propiedad b). A este morfismo lo llamaremos morfismo
identidad sobre X.
Demostración. Supongamos que existe h : X → X tal que f ◦ h = f y
h ◦ g = g (∀)f, g ∈ Hom(X, Y ) y Hom(Z,X), respectivamente. Entonces,
en particular h = h ◦ 1X = 1X .
Un morfismo f : X → Y es invertible o isomorfismo si existe g : Y → X
tal que g ◦ f = 1X y f ◦ g = 1Y , entonces decimos que los objetos X e Y son
isomorfos y escribimos X ∼= Y .
Proposición A.2. Con la notación anterior, si f es un isomorfismo, entonces
g es único. Por tanto decimos que g es el inverso de f y viceversa, y escribimos
g = f−1.
Demostración. Supongamos que (∃)h ∈ Hom(Y,X) tal que h ◦ f = 1X y
f ◦ h = 1Y . Entonces
h = 1X ◦ h
= (g ◦ f) ◦ h
= g ◦ (f ◦ h)
= g ◦ 1Y
= g
A continuación enunciaremos algunos ejemplos de categoŕıas aśı como la
notación que en lo sucesivo de este apartado utilizaremos.
Ejemplo A.3. Set es la categoŕıa de conjuntos. Donde
Ob(Set) = {S| S es un conjunto} y
Hom(Set) = {aplicaciones de conjuntos}
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Ejemplo A.4. Gr es la categoŕıa de grupos. Donde
Ob(Gr) = {G| G es un grupo} y
Hom(Gr) = {homomorfismos de grupos}
Ejemplo A.5. Similarmente, denotaremos por An, Ab y ModA (A anillo)
las categoŕıas de anillos conmutativos y con 1, grupos abelianos y A-módulos
con los homomorfismos correspondientes, respectivamente.
Definición A.6. Un preorden es un conjunto S junto con una relación bi-
naria ≤ en S tal que (∀)s, t, r ∈ S
i) s ≤ s.
ii) si r ≤ s y s ≤ t, entonces r ≤ t.
Ejemplo A.7. Un preorden (S,≤) induce una categoŕıa. Consideremos los
elementos de S como los objetos y (∀)s, t ∈ S definamos
Hom(s, t) :=
{
{ist} si s ≤ t
∅ otro caso.
Por la propiedad ii), podemos definir una operación de composición
Hom(s, t)×Hom(r, s)→ Hom(r, t)
(ist, irs) 7→ ist ◦ irs := irt
Note que esta composición es asociativa. En efecto, si r ≤ s ≤ t ≤ u, en-
tonces
itu ◦ (ist ◦ irs) = itu ◦ irt = iru
(itu ◦ ist) ◦ irs = isu ◦ irs = iru
Sean s ≤ t y r ≤ s, aśı ist ◦ iss = ist e iss ◦ irs = irs. Por lo que iss es el
morfismo identidad sobre s.
Por tanto (S,Hom(S)) es una categoŕıa.
Definición A.8. Un objeto X en una categoŕıa C se dice terminal (resp.
inicial) si para cualquier objeto Y ∈ Ob(C) (∃) un único morfismo f : Y → X
(resp. g : X → Y ).
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Aśı, para X ∈ Ob(C) terminal o inicial, Hom(X,X) = {1X}.
Proposición A.9. Cualesquiera dos objetos iniciales (resp. terminales) en
una categoŕıa C son isomorfos.
Demostración. Sean X, X ′ ∈ Ob(C) ambos iniciales. Entonces, existen úni-
cos morfismos f : X → X ′ y g : X ′ → X. Además, g ◦ f = 1X y f ◦ g = 1X′ .
Por lo que X ∼= X ′.
Análogamente, si X y X ′ son objetos terminales en C.
Definición A.10. Un objeto cero en una categoŕıa C es un objeto que es
inicial y terminal en C.
De la proposición anterior deducimos que cualesquiera dos objetos cero
en una categoŕıa C son isomorfos.
Por lo tanto, si C posee objeto cero, lo denotamos con 0. Además para
cada par de objetos X, Y de C existe un único morfismo de X en Y que se
factoriza a través de 0, (i.e.) la composición de las flechas X → 0→ Y , y lo
llamamos morfismo cero.
Ejemplos:
• Ab posee objeto cero, el grupo trivial {0}. Y el morfismo cero entre dos
grupos abelianos G→ G′ es el que env́ıa a cada g ∈ G a 0 ∈ G′.
• An. El anillo trivial {0} es el objeto cero en esta categoŕıa.
• ModA (A anillo) posee objeto cero, el A-módulo trivial {0}.
En los sucesivo C y D denotan categoŕıas, a menos que se especifique
otra cosa.
A.2. Definición de Funtor
Decimos que F : C → D es un funtor contravariante (resp. covariante)
si:
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i) para cada X ∈ Ob(C), asigna un objeto F(X) ∈ Ob(D).
ii) a cada morfismo f ∈ HomC(X, Y ) le asocia un morfismo
F(f) ∈ HomD(F(Y ),F(X))
(resp. F(f) ∈ HomD(F(X),F(Y )))
iii) (∀) g ∈ HomC(Y, Z)
F(g ◦ f) = F(f) ◦ F(g)
(resp. F(g ◦ f) = F(g) ◦ F(f))
iv) F(1X) = 1F(X).
Ejemplo A.11. Sea Y ∈ Ob(D). Definamos ∆Y : C → D como ∆Y (X) := Y
(∀) X ∈ Ob(C) y (∀) f ∈ HomC(X,X ′) ∆Y (f) := idY . Entonces ∆Y satis-
face ambas definiciones, por tanto podemos considerarlo como un funtor co-
variante ó contravariante. Este funtor se conoce como funtor constante sobre
C con valor en Y .
Ejemplo A.12. Sea F : Ab→ Set tal que
(G,+) 7→ G
(G,+)→ (H,+) 7→ G→ H
este funtor recibe el nombre de Funtor de olvido.
A.3. Transformaciones naturales
Sean F , G : C → D dos funtores covariantes (resp. contravariantes). Una




uno para cada objeto X ∈ Ob(C) tal que para cualquier morfismo f : X → Y











Y // G(Y )
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Ahora, consideremos sólo funtores contravariantes de una categoŕıa fija C a
otra fija D.
Sean α : F → G y β : G → H transformaciones naturales.












es la composición definida en D.
Proposición A.13. α ◦ β es una transformación natural.
Demostración. Dado que α y β son transformaciones naturales, entonces
(∀) f : X → Y tenemos que α
X




◦ G(f) = H(f) ◦ β
Y
.












Sea F ′ : C → D otro funtor y γ : H → F ′ una transformación natural.
Entonces por la asociatividad de la composición en D tenemos que
γ ◦ (β ◦ α) = (γ ◦ β) ◦ α
Para cada funtor F , definamos
1F : F → F
como la colección
{
1FX := 1F(X)|X ∈ Ob(C)
}
. Por la propiedad del mor-
fismo identidad 1F(X) sobre cada objeto X de C, tenemos que 1F es una
transformación natural.
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Además, para todo funtor G ′ y (∀) γ′ : F → G ′ transformación natural,
1F ◦ γ′ = γ′. Análogamente α′ ◦ 1F = α′ para todo funtor H′ y para toda
transformación natural α′ : F → H′. Por tanto 1F es el morfismo identidad
sobre F .
Aśı, la colección de funtores contravariantes de C en D junto con las
transformaciones naturales definidas sobre ellos forman una categoŕıa.
Análogamente, la colección de funtores covariantes de C en D forman una
categoŕıa.
A.4. Conos y Ĺımites
Sean F : C → D un funtor covariante (resp. contravariante), un cono pa-
ra F es un par (Y, µ) donde Y ∈ Ob(D) y µ : ∆Y → F es una transformación
natural de funtores covariantes (resp. contravariantes) (ver ejemplo [A.11]).
Y es llamado el vértice del cono.
Consideremos conos para un funtor fijo F (covariante ó contravariante).
Definición A.14. Un morfismo de conos (Y, µ) → (Y ′, µ′) es un morfismo
g : Y → Y ′ tal que µ′X ◦ g = µX (∀)X ∈ Ob(C). Denotemos este morfismo
por ϕg indicando que está determinado por el morfismo g.
Usando la notación de la definición anterior, sea (Y ′′, µ′′) otro cono para
F y un morfismo de conos ϕg′ : (Y ′, µ′)→ (Y ′′, µ′′).
Consideremos g′ ◦ g : Y → Y ′′.
Note que ϕg′◦g : (Y, µ)→ (Y ′′, µ′′) es un morfismo de conos. En efecto,
tenemos que µ′X ◦ g = µX y µ′′X ◦ g′ = µ′X . Entonces
µ′′X ◦ (g′ ◦ g) = (µ′′X ◦ g′) ◦ g
= µ′X ◦ g
= µX
Definamos ϕg′ ◦ ϕg := ϕg′◦g.
Por la asociatividad de la composición en D, esta composición definida
sobre los morfismos de conos es asociativa.
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Además para cada cono (Y, µ) sobre F , tenemos el morfismo
ϕ1Y : (Y, µ)→ (Y, µ)
dado por el morfismo identidad sobre Y . Por la definición de la composición
en D, éste es el morfismo identidad sobre (Y, µ).
Por lo que el conjunto de conos para un funtor fijo F y los morfismos
definidos sobre ellos forman una categoŕıa. Denotaremos esta categoŕıa con
Cono(F).
Tenemos que los objetos terminales en una categoŕıa son únicos salvo
isomorfismo. Entonces, si Cono(F) tiene un objeto terminal, decimos que éste
es el cono ĺımite para F . En particular, por la definición de la composición en
Cono(F) los vértices de cualesquiera dos objetos terminales en esta categoŕıa
son isomorfos.
Definición A.15. Sea (S,≤) un conjunto parcialmente ordenado. Un dia-
grama en una categoŕıa C de tipo S es un funtor contravariante F : S → C
y el cono ĺımite para F , si existe, es llamado el ĺımite del diagrama F .
El par (S,F) recibe el nombre de sistema inverso y el vértice del ĺımite del
diagrama F , si éste existe, ĺımite inverso o ĺımite proyectivo de este sistema




o simplemente lim←−F (s) y a los morfismos que definen la transformación na-
tural en el ĺımite del diagrama los llamamos aplicaciones naturales del ĺımite
inverso.
Note que si S ′ ⊆ S, entonces S ′ es parcialmente ordenado con la res-
tricción del orden parcial definido sobre S. Sea F : S → C un funtor con-
travariante. Definamos una aplicación de S ′ → C de la siguiente manera:
s′ 7→ F(s′) y it′s′ 7→ F(it′s′). Dado que F es un funtor contravariante, enton-
ces esta aplicación también lo es. Por tanto decimos que F induce un funtor
contravariante sobre S ′ y lo denotamos con F |S′ . Aśı, podemos considerar el





Sean {µs}s∈S y {µ′s′}s′∈S′ las aplicaciones naturales de los ĺımites lim←−F (s)
y lim←−F(s
′), respectivamente. Dado que para toda s′, t′ ∈ S ′ tal que s′ ≤ t′








Aśı, lim←−F(s)s∈S junto con la colección de aplicaciones {µs|s ∈ S
′} es un cono
para F|S′ . Entonces, como (lim←−F(s
′), µ′) es un objeto terminal en Cono(F|S′)












A.5. Construcción del ĺımite inverso
Costruiremos el ĺımite inverso en la categoŕıa de conjuntos.
Sea I un conjunto parcialmente ordenado. Sea F : I → Set un funtor con-
travariante. Definamos Eα := F(α) y si α ≤ β fαβ := F(iαβ) : Eβ → Eα (ver
ejemplo [A.7]).
Sea Y el subconjunto del producto∏
α∈I
Eα
que consiste de los elementos x = (xα)α∈I , xα ∈ Eα tal que xα = fαβ(xβ)
(∀)α, β ∈ I con α ≤ β.
Consideremos las proyecciones del producto {πα} restringidas a Y , enton-
ces por la construcción de Y , tenemos que para α ≤ β el siguiente diagrama









Aśı la colección π := {πα|Y }α∈I es una transformación natural de ∆Y
a F . Por tanto (Y, π) ∈ Cono(F). Mostremos que este cono es un objeto
terminal en Cono(F). Sea (Y ′, µ) ∈ Cono(F). Para cada α ∈ I tenemos un
morfismo µα : Y
′ → Eα. Entonces, por la propiedad del producto, existe un









Note que Im(g) ⊆ Y
En efecto, sea y′ ∈ Y ′, entonces g(y′) = (xα)α∈I ∈ Im(g). Si α ≤ β
xα = (πα ◦ g)(y′)
= µα(y
′)
= (fαβ ◦ µβ)(y′)
= (fαβ ◦ (πβ ◦ g))(y′)
= fαβ(xβ)
Por lo que g(y′) ∈ Y . Ahora, por la conmutatividad del diagrama [2],
ϕg : (Y
′, µ)→ (Y, π) es un morfismo de conos. Además, por la unicidad de g,
ϕg es único. Por tanto (Y, π) es el cono ĺımite para F .
Aśı, Y = lim←−Eα y {πα|Y }α∈I sus aplicaciones naturales.
Note que esta construcción es válida para la categoŕıa de grupos abelianos,
anillos y módulos sobre un anillo fijo.
A.6. Ĺımite directo
Un conjunto directo es un conjunto parcialmente ordenado (D,≤) tal que
si λ, µ ∈ D, entonces (∃) ν ∈ D tal que λ ≤ ν y µ ≤ ν. Un subconjunto E
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de D se dice cofinal, si para cada λ ∈ D (∃) ν ∈ E con λ ≤ ν. En particular,
cualquier subconjuto cofinal es un conjunto directo.
Supongamos que para cada λ ∈ D tenemos un conjunto Mλ y si λ ≤ µ
tenemos aplicaciones
fµλ : Mλ →Mµ
tal que satisfacen las siguientes condiciones
1. fλλ = id
2. fνµ ◦ fµλ = fνλ para λ ≤ µ ≤ ν.
Entonces, llamamos a F := {Mλ, fλµ} un sistema directo. Note que esto es lo
mismo que definir un funtor covariante de la categoŕıa definida por el sistema
directo a la categoŕıa de conjuntos.
Decimos que un conjunto M junto con una colección de funciones
{gλ : Mλ →M}λ∈D
las cuales satisfacen que si λ ≤ µ, entonces gλ = gµ ◦ fµλ es el ĺımite
directo del sistema directo F , si para todo conjunto M ′ con aplicaciones
{g′λ : Mλ →M ′}λ∈D tal que g′λ = g′µ ◦ fµλ (∀) λ ≤ µ, tenemos que existe una












Consideremos la unión disjunta
∐
λ∈DMλ. Definamos una relación ∼ so-
bre esta unión disjunta, dada por x ∼ y si y sólo si x ∈ Mλ, y ∈ Mµ, y (∃)
ν ∈ D con λ ≤ ν, µ ≤ ν y fνλ(x) = fνµ(y).





(ver [7] Appendix A, Direct limits).
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Demostración. Es suficiente demostrar que en cada clase de equivalencia de
lim−→λ∈DMλ existe un conjunto indizado por un elemento de E.
Sea λ ∈ D y x ∈ Mλ, dado que E es cofinal existe µ ∈ E tal que λ ≤ µ,
entonces x ∼ fµλ(x).
Teorema A.17. Sean F = {Mλ : fµλ}, F ′ =
{




y F ′′ =
{




sistemas directos indizados por el mismo conjunto Λ y aplicaciones
{ϕλ} : F ′ → F y {ψλ} : F → F ′′













Demostración. Ver [7] Apéndice A, Teorema A.2.
Apéndice B
Geometŕıa algebraica
Para determinar si una aplicación entre variedades es un morfismo, usa-
remos el siguiente resultado de geometŕıa algebraica.
Proposición B.1. Sea f : X → Y una aplicación entre variedades. Sea {Vi}
una colección de abiertos af́ınes tal que Y =
⋃
Vi. Sea {Ui} un cubrimiento
abierto de X tal que:
i) f(Ui) ⊆ Vi
ii) Si f∗ env́ıa OY (Vi) en OX(Ui)
Entonces f es un morfismo de variedades.
Demostración. Ver [8] Cap. I, Proposición 6, pág 30.
Las condiciones i) y ii) en la proposición anterior, implican que si f |Ui es
un morfismo de variedades, entonces f es un morfismo.
Proposición B.2. Si f : X → Y es cualquier morfismo de variedades, sea
Z = f(X). Entonces Z es irreducible. Por tanto una subvariedad cerrada de
Y .
Demostración. Ver [8], Cap. 1, Secc. 8, Proposición 1.
Teorema B.3. Sea f : X → Y un isomorfismo de variedades y V ⊆ X
una subvariedad. Supongamos que f(V ) es una subvariedad de Y . Entonces,
f |V : V → f(V ) es un isomorfismo de variedades con inversa f−1|f(V ).
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Demostración. Tenemos que f |V es un morfismo de variedades, además es
inyectivo y sobreyectivo. Consideremos f−1|f(V ), es también un morfismo de
variedades. Además f−1|f(V ) ◦ f |V = idV y f |V ◦ f−1|f(V ) = idf(V ). Por tanto
es un isomorfismo de variedades.
Corolario B.4. Con la notación del teorema. Si V es abierto ó cerrado
irreducible en X, entonces f |V es un isomorfismo de variedades.
Demostración. Si V es abierto, entonces f(V ) es una subvariedad abierta de
Y .
Si V es cerrado irreducible, entonces f(V ) es cerrado y por la proposición
[B.2] es irreducible, por tanto una subvariedad cerrada de Y .
Proposición B.5. Sea (X, T ) un espacio topológico. U = {Ui}i∈I un cubri-
miento abierto de X, para cada i ∈ I un haz Fi sobre Ui y para cada i, j ∈ I
un isomorfismo de haces
ϕij : Fi|Ui∩Uj → Fj|Ui∩Uj
tal que
i) para cada i ϕii = idFi
ii) (∀) i, j, k ∈ I ϕik = ϕjk ◦ ϕij sobre Ui ∩ Uj ∩ Uk
Entonces, existe un único haz F sobre X, junto con isomorfismos
ψi : F|Ui → Fi
tal que para cada i, j ψj = ϕij ◦ ψi sobre Ui ∩ Uj.
Entonces, decimos que se obtiene de pegar los haces Fi via los isomorfis-
mos ϕij. [Ver [4] Ejercicio 1.22]
Proposición B.6. Sea 0 // F ϕ // G ψ //H // 0 una suceción exacta
de haces sobre X. Entonces
0 // Γ(U,F) // Γ(U,G) // Γ(U,H)














) ⊆ Imϕ(U) = ker(ψ
U
).




(s) = 0, por tanto ψp(sp) = 0 (∀) p ∈ U .
Aśı,
sp ∈ ker(ψp) = im(ϕp)






















Tenemos t(p) ∈ F(Wp) y ϕWp (t
(p)) = s|
Wp
























. Dado que F es un
haz, entonces (∃) t ∈ F(U) tal que t|
Wp













Proposición C.1. Sean {Ai}i∈I , {Bi}i∈I y {Ci}i∈I colecciones de grupos
abelianos y, {ϕi : Ai → Bi}i∈I y {ψi : Ai → Bi}i∈I colecciones de homomor-












es exacta para cada i ∈ I.





ϕi y ψi respectivamente, para cada i ∈ I y utilizar la propiedad universal del
producto.
Teorema C.2. Sea A un anillo Noetheriano, M un A-módulo finitamente
generado. Entonces, M es Noetheriano.
Demostración. Ver [7], Cap. 1, Secc. 3, Teorema 3.1.
Corolario C.3. SeanA yM como en el teorema anterior. SiM = 〈m1, . . . ,mp〉.
Entonces, existe un entero positivo q tal que M es isomorfo al conúcleo de
un homomorfismo
ϕ : Aq → Ap
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Demostración. Tenemos un homomorfismo de A-módulos sobreyectivo
f : Ap →M
Dado que A es Noetheriano, entonces por el teorema anterior Ap es noethe-
riano. Aśı, ker(f) es A-submódulo finitamente generado (i.e.) (∃) q ∈ N tal
que ker(f) es isomorfo a un cociente de Aq. Consideremos
Aq
π // ker(f) i // Ap
donde π es la proyección canónica e i la inclusión canónica.
Note que Im(i ◦ π) = ker(f), entonces
M ∼= Ap/Im(ϕ)
donde ϕ = i ◦ π.
Lema C.4. Sea A un anillo, S ⊆ A un conjunto multiplicativo. Sea AS la
localización de A con respecto a S. Si
0 //M //M ′ //M ′′ // 0
es exacta, entonces
0 // AS ⊗AM // AS ⊗AM ′ // AS ⊗AM ′′ // 0
es exacta.
Demostración. Ver [7], Cap. 2, Secc. 4, Teorema 4.5.
Sea G un semigrupo abeliano con elemento identidad 0.
Definición C.5. Un anillo graduado (o G-graduado) es un anillo A junto









i∈GRi un anillo graduado. Un R-módulo graduado es un R-





tal que RiMj ⊆Mi+j (∀) i, j ∈ G.
Un elemento m ∈ M es homogéneo si m ∈ Mi para algún i ∈ G e i es
llamado el grado de m, el cuál denotaremos como deg(m). Tenemos que todo





donde mi ∈ Mi y solamente un número finito de mi 6= 0; mi es llamado el
término homogéneo de m de grado i.
Ejemplo C.6. Sea M =
⊕





entonces, M(j) es un R-módulo graduado igual a M pero con distinta gra-
duación.
Definición C.7. Un submódulo N ⊆ M se dice submódulo homogéneo (o
submódulo graduado) si para cada n ∈ N implica que cada término ho-
mogéneo de n está en N o equivalentemente N =
⊕
i∈G(N ∩Mi).
Para un submódulo homogéneo N ⊆ M definamos Ni := N ∩Mi para





Sean M y N R-módulos graduados. Un homomorfismo de R-módulos
ϕ : M → N
se dice homogéneo de grado i si, (∀) j ∈ G, ϕj := ϕ|Mj : Mj → Nj+i.
Proposición C.8. Sea ϕ : M → N homogéneo de grado i. Entonces, ker(ϕ)
es un R-módulo graduado.
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Demostración. Sea m =
∑
mj ∈ ker(ϕ). Supongamos m 6= 0, entonces
(∃) j0 ∈ G tal que mj0 6= 0. Tenemos que ϕ(m) =
∑
























j∈GNj. Entonces, ϕ(mj0) = 0. Aśı, sucesivamente con cada
término homogéneo de m.
Definición C.9. Sea R un anillo graduado. Un ideal I de R se dice ho-
mogéneo si lo es como R-submódulo de R.
Proposición C.10. Sea R un anillo graduado e I un ideal homogéneo de
R. Sea S = R/I y p : R → S la proyección canónica. Entonces, S tiene una
graduación natural por Si = p(Ri).
Demostración. Sea s ∈ S, entonces s = r + I para algún r ∈ R. Tenemos
que r =
∑
i ri, ri ∈ Ri. Entonces,








p(Rj) = {0} .






por tanto p(ri −
∑
i 6=j rj) = 0 implica que ri −
∑
i 6=j rj ∈ I, puesto que I es
homogéneo, entonces ri, rj ∈ I. Aśı, p(ri) = 0. Ahora,
p(Ri)p(Rj) ⊆ p(RiRj) ⊆ p(Ri+j).
Proposición C.11. Sea R un anillo G-graduado, M =
⊕
i∈GMi R-módulo
graduado y N , T R sub-módulos graduados de M . Considere el sub-módulo
N +T . Entonces, N +T es un submódulo graduado de M y, con la notación
de la definición [C.7],




Demostración. Sea m =
∑
i∈Gmi ∈ M tal que m ∈ N + T . Entonces,










i∈G(mi−m′i) = t ∈ T , pero T es homogéneo, entonces
mi − m′i ∈ T para cada i. Y dado que N es homogéneo, entonces m′i ∈ N
para cada i. Aśı, mi ∈ N + T . Por lo que N + T es un sub-módulo graduado
de M . Por tanto,
N + T =
⊕
i∈G
(N + T ) ∩Mi.
Note que N∩Mi+T ∩Mi ⊆ (N+T )∩Mi. Ahora, como Mi∩
∑
j 6=iMj = {0},
entonces (N + T ) ∩Mi ⊆ N ∩Mi + T ∩Mi = Ni + Ti.
Apéndice D
Cohomoloǵıa
En esta sección se definirán algunos conceptos básicos de cohomoloǵıa
como complejo de cocadenas, cohomoloǵıa de un complejo, morfismos de
complejos y se mencionará la noción de homotoṕıa.
Definición D.1. Sea A un anillo y C := {Ci}i∈Z y d := {di : Ci → Ci+1}i∈Z
una familia de A-módulos y una familia de morfismos de A-módulos respec-
tivamente. Se dirá que estas colecciones son un complejo de cocadenas de
A-módulos si la sucesión
C• : · · ·di−1 // Ci di // Ci+1 di+1 // · · ·
es semiexacta, es decir, di ◦ di−1 = 0 (∀) i ∈ Z. Nos referiremos al complejo
formado por (C, d) como (C•, d) o simplemente C• si no existe confusión con
los morfismos.
Definición D.2. Se define el i-ésimo grupo de cohomoloǵıa asociado al com-
plejo C• como
H i(C•) := ker(di)/Im(di−1) (∀) i ∈ Z .
Ahora, consideremos sólo complejos de cocadenas de A-módulos.
Definición D.3. Sean (C•, d) y (D•, d′) dos complejos, sea r ∈ Z. Un mor-
fismo de complejos
ϕ : (C•, d)→ (D•, d′)
136
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de grado r es una sucesión de morfismos de A-módulos ϕi : Ci → Di+r tales





















. . . // Ci+r







// . . . // Di+r
d′i+r
// Di+1+r // . . .
donde la condición de conmutatividad del cuadrado anterior se traduce a
pedir conmutatividad en el rombo central.
En lo sucesivo consideraremos morfismos de complejos de grado 0.
Sea ϕ : (C•, d) → (D•, d′) un morfismo de complejos de cocadenas. Por
la conmutatividad del diagrama (∗) tenemos un morfismo de grupos definido
sobre los grupos de cohomoloǵıa
H i(ϕ) : H i(C•)→ H i(D•)
tal que z 7→ ϕi(z) para cada z ∈ ker(di) donde¯indica la clase del elemento
en el grupo cociente.




se dice exacta si ψi ◦ ϕi = 0 (∀) i ∈ Z. Si además, la sucesión
0 // C•
ϕ // D•
ψ // E• // 0
es exacta, entonces decimos que es una sucesión exacta corta.
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ψ // E• // 0 y 0 // C
• ϕ // D
• ψ // E
• // 0
consiste de morfismos de complejos ϕ : C• → C•, ψ : D• → D•y ς : E• → E•
tal que el siguiente diagrama es conmutativo









































Definición D.6. Dos morfismos de complejos
ϕ, ψ : (C•, d)→ (D•, d′)
se dicen homotópicos si existe una sucesión de morfismos de A-módulos
{hi}i∈Z donde hi : Ci → Di−1 tal que ϕi − ψi = d′i−1 ◦ hi + hi+1 ◦ di pa-
ra todo ı́ndice i.








































// . . .
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Proposición D.7. Sean ϕ, ψ : (C•, d)→ (D•, d′) dos morfismos de comple-
jos de cocadenas homotópicos. Entonces,
H i(ϕ) = H i(ψ) : H i(C•)→ H i(D•) (∀) i ∈ Z.
Demostración. Dado que ϕ, ψ son homotópicos, entonces existe una colección
de morfismos de A-módulos {hi}i∈Z donde hi : Ci → Di−1 tal que para todo
ı́ndice i y para todo z ∈ ker(di),
ϕi(z)− ψi(z) = (d′i−1 ◦ hi)(z).
Por lo que ϕi(z) = ψi(z).
Proposición D.8. Dada una sucesión exacta corta de complejos de cocade-
nas de módulos sobre un anillo A
0 // C• // D• // E• // 0
Existen homomorfismos δ tal que la sucesión
· · · // Hp−1(E•) δ // Hp(C•) // Hp(D•) //
// Hp(E•) δ // Hp+1(C•) // · · ·
es exacta, y tal que dado un homomorfismo de sucesiones exactas cortas de
complejos de cocadenas
























Demostración. Ver [16] Cap. 5, Proposición 5.17, Pág. 174 .
Sea X un espacio topológico y U = {Ui}i∈I un cubrimiento abierto de
X. Considere cualquier cubrimiento abierto B de X. Para cada n entero no
negativo y para todo s = (i0, . . . , in) ∈ In+1, definamos
Bs := {Us ∩B|B ∈ B}
donde Us := Ui0 ∩ Uin .
Proposición D.9. Supongamos que B es un refinamiento de U y que
Ȟq(Bs,F|Us) = 0
(∀) s ∈ In+1, n ≥ 0 y (∀) q > 0. Entonces,
Ȟq(U ,F)→ Ȟq(B,F)
es biyectivo (∀) q ≥ 0.
Demostración. [12], Proposición 5, pág. 222.
Teorema D.10. Sea F un haz sobre X. Con la notación anterior, suponga-
mos que existe una familia
{Bα}α∈A
de cubrimientos de X tal que
i) Para todo cubrimiento B de X, existe α ∈ A tal que B ≤ Bα (i.e.) Bα
es un refinamiento de B.




es biyectivo (∀) q ≥ 0.
Demostración. Las condiciones i) y ii) nos permiten utilizar la proposición
[D.9], entonces tenemos las biyecciones
Ȟq(U ,F)→ Ȟq(Bα,F)
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(∀) q ≥ 0, α ∈ A.
Ahora, de la condición i) deducimos que la familia
{Bα}α∈A






Proposición D.11. Sea X un espacio topológico. Sea
0 // F ′′ // F // F ′ // 0
una sucesión exacta de haces sobre X. Entonces, la sucesión
0 // F ′′(X) // F(X) // F ′(X) // H1(X,F ′′) //
// Ȟ1(X,F) // Ȟ1(X,F ′)
es exacta.
Demostración. Ver [11], Cap. 5, proposición 2.15.
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y K-Teoŕıa algebraica clásica. Sociedad Matemática Mexicana(2005).
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