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Introduction
The aim of this short series of lectures is to cover a few selected topics in the theory of
perturbation series and their summation. The issue of extracting sensible information
from a formal power series arises quite naturally in physics: it is often impossible, when
tackling a given (hard) problem, to obtain an exact answer to it and it is typically useful
to introduce some small parameter  in order to obtain successive approximations to the
correct solution order by order in , starting from an exact known solution to the problem
with  = 0. The result will be therefore given by the formal expression∞∑
n=0
an
n,
and one hopes to be able to give a meaning to such a series as  approaches 1, in order
to recover the correct answer to the original problem. This last step of the program is
especially difficult to carry out in many cases and one needs some nontrivial strategy in
order to extract relevant physical information from a perturbative series.
The first part of these lectures will be devoted to the description of strategies for acceler-
ating the rate of convergence of convergent series, namely Richardson’s extrapolation, and
the Shanks transformations, andwill also cover a few interesting techniques for employing
the Fourier series in a convenient way.
In the second part we will essentially focus on divergent series, and on the tools allow-
ing one to retrieve information from them, despite the fact that their sum is obviously
ill-defined. These techniques include Euler summation, Borel summation and generic
summation; however, as we shall discuss, the most powerful tool for summing a divergent
series is the method of continued functions, and in particular the Padé theory based on
continued fractions.
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1 A few examples
As a first example of a nontrivial problem, whose solution can be approximated with
asymptotic techniques, consider the following equation:
x5 + x− 1 = 0. (1.1)
Even though it is clear that this equation indeed has one real root, since p(x) = x5 + x− 1
goes from −∞ to +∞ with positive derivative, such a solution is not known in any
exact closed form; one can nevertheless try to approximate it in a perturbative way by
introducing a “small” parameter  in the following way
x5 + x− 1 = 0. (1.2)
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The unperturbed problem, defined by  = 0, is exactly solvable: the corresponding real
root is x = 1. Furthermore, one can try to obtain the solution as a formal power series in 
x() =
∞∑
n=0
anx
n, (1.3)
where a0 = 1. Substituting this into (1.2) and setting to zero the coefficient of n, order by
order in , yields the equations
5a1 + 1 = 0,
5a2 + 10a
2
1 + a1 = 0,
(1.4)
and so on, which can be solved recursively in order to obtain all the an. It is also possible
to obtain a closed form for them and to prove that the convergence radius of the series
(1.3) is
ρ =
(
5
4
)4/5
> 1. (1.5)
This shows that in principle the solution can be approximated with arbitrary accuracy by
computing more and more terms of the series after setting  = 1.
There is however another way of inserting a small parameter  into this problem, such
that the corresponding unperturbed problem  = 0 is exactly solvable, namely
x5 + x− 1 = 0. (1.6)
However, the perturbative series for the solution x(), in this case, only converges with
radius
ρ =
44
55
< 1 (1.7)
and hence the naive idea of just adding up the terms of such a series for  = 1 has no hope
of succeeding, since the series diverges for  = 1. Aswe shall see, divergent series also quite
often arise when tackling problems in physics, and their occurrence can be motivated by
physical considerations.
As an exercise, we can ask ourselves what would happen if we considered the problem
of finding the complex roots of the above polynomial of fifth degree:
z5 + z− 1 = 0. (1.8)
We can again insert  in two ways:
z5 + z− 1 = 0 (1.9)
corresponds for instance to the unperturbed problem
z5 − 1 = 0, (1.10)
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solved by z = 1, e±i2pi/5, e±i4pi/5, and higher orders in  will give us small corrections
around these five values; we can however consider
z5 + z− 1 = 0, (1.11)
which gives, for  = 0,
z = 1. (1.12)
The second kind of perturbative approach is called singular perturbation since the prob-
lem changes abruptly when we turn off the perturbation parameter: in this case, the
polynomial changes its degree and 4 of its 5 complex roots seem to have disappeared.
This is analogous to considering the semiclassical limit of quantum mechanics, where the
Schrödinger equation
−
 h
2m
∇2ψ(x) + V(x)ψ(x) = Eψ(x) (1.13)
becomes an algebraic equation as  h→ 0.
To see what happens to the complex roots of equation (1.11), we can make the following
observation. As  → 0, there are only two allowed behavior of z which can give rise to
cancellation between the terms of the equation: the first is “z ∼constant”, which leads us
to the result (1.12), but it could also happen that z becomes very large, and then the −1
term becomes negligible. In the latter case,
z5 + z = 0 =⇒ z ∼ −1/4 (1.14)
which indicates that, as  → ∞, the complex roots of the equation run off to infinity as
−1/4. Furthermore, letting now z() = −1/4s(), we can reduce this singular perturba-
tion problem to a non-singular one
s5 + s− 1/4 = 0 (1.15)
where δ = 1/4 is the natural perturbation parameter.
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2 Summing Convergent Series Efficiently
In this section, we shall describe a few tools and techniques for dealing with convergent
series in a convenient way.
2.1 Shanks transformation
Consider the series ∞∑
n=0
an. (2.1)
Such a series is said to be convergent if its partial sums
AN =
N∑
n=0
an (2.2)
have a well-defined and finite limit s, called the sum of the series:
lim
N→∞AN = s <∞. (2.3)
A series is said to diverge whenever it does not converge. Convergence can be absolute,
i.e. in absolute value ∞∑
n=0
|an| = s <∞, (2.4)
or only conditional, that is when, although the series series converges, the corresponding
series of absolute values diverges. A typical case of conditional convergence provided by
∞∑
n=1
(−1)n+1
1
n
= log 2, (2.5)
which is alternating in sign and oscillates around its sum.
To approximate the sum of the series, one can of course add up more and more of
its terms; however, this is not the best idea we can come up with! A numerically much
more efficient strategy allowing one to extract information from an oscillating series is the
following: since we know that the series displays smaller and smaller oscillations around
its sum, it is reasonable to assume that the partial sums approximate the actual sum s, for
example, with the following asymptotic behavior
An ∼ s+ kr
N, as N→∞, (2.6)
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where |r| < 1 (in fact, r < 0 since the series oscillates). In turn, this suggests a way of
approximating s itself:
AN−1 = s+ kr
N−1,
AN = s+ kr
N,
AN+1 = s+ kr
N+1.
(2.7)
Thus
AN − s
AN−1 − s
= R =
AN+1 − s
AN − s
(2.8)
and finally
s =
AN+1AN−1 −A
2
N
AN+1 − 2AN +AN−1
. (2.9)
This is the Shanks transformation. It is remarkable that, although the series (2.5) takes
quite lot to give a reasonable approximation to the correct answer, the Shanks transforma-
tion already provides a satisfactory result within the first few partial sums.
The intuitive idea behind this improvement in the rate of convergence is that, if we think
of  as a complex number, performing the Shanks transformation moves singularities
further away from the origin in the complex plane.
2.2 Richardson extrapolation
What if the (convergent) series we are trying to sum is not oscillating? An interesting case
of a converging series with all positive terms is given, for example, by the Riemann zeta
function ζ(s) computed for s = 2,
∞∑
n=1
1
n2
=
pi2
6
. (2.10)
Is there some strategy we can employ in order to improve the convergence of such a series
as well? Let us try to isolate the error term for the Nth partial sum: for large N we may
use the following approximation
s =
∞∑
n=0
1
n2
= AN +
∞∑
n=N+1
1
n2
∼ AN +
∫∞
N
dn
n2
∼ AN + O
(
1
N
)
.
(2.11)
This suggests that, for a generic series with positive terms, we could write
AN ∼ s+
a
N
+
b
N2
+
c
N3
+ . . . (2.12)
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and truncate this expansion after a few leading terms. Choosing to keep only a/N, and
writing down the approximation for N and N+ 1, leads to
AN = s+
a
N
,
AN+1 = s+
a
N+ 1
.
(2.13)
Thus
NAN = Ns+ a,
(N+ 1)AN+1 = (N+ 1)s+ a,
(2.14)
and we finally obtain, subtracting the first equation from the second one,
s = (N+ 1)AN+1 −NAN. (2.15)
This is called the first Richardson extrapolation, and again one can see by performing
simple numerical experiments that its properties of convergence aremuch better compared
direct addition of the an.
One can in fact keep more terms in the expansion (2.12), and obtain an even faster
convergence towards the sum of the series:
AN = s+
a
N
+
b
N2
,
AN+1 = s+
a
N+ 1
+
b
(N+ 1)2
,
AN+2 = s+
a
N+ 2
+
b
(N+ 2)2
.
(2.16)
Hence
N2AN = N
2s+Na+ b,
(N+ 1)2AN+1 = (N+ 1)
2s+ (N+ 1)a+ b,
(N+ 2)2AN+2 = (N+ 2)
2s+ (N+ 2)a+ b,
(2.17)
and finally, summing the first with the last equations and subtracting twice the second
equation, we get
s =
1
2
[
(N+ 2)2AN+2 − 2(N+ 1)
2AN+1 +N
2AN
]
(2.18)
which is the second Richardson extrapolation. One can in principle go on with this
procedure obtaining
s =
1
3!
[
(N+ 3)3AN+3 − 3(N+ 2)
3AN+2 + 3(N+ 1)
3AN+1 −N
3AN
]
(2.19)
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or for k ∈ N
s =
1
k!
k∑
l=0
(−1)k−l(N+ l)k
(
N
l
)
AN+l. (2.20)
We shall not deal with the rigorous results concerning this improved summationmethods,
but it should be noticed that their efficacy is well-established in most physically relevant
applications; furthermore, let us mention that the celebrated Simpson rule and Romberg’s
integration can be both seen as applications of the Richardson extrapolation.
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3 Fourier Series
Although the importance of Fourier series in physically relevant problems is well-known,
the power of such a tool is not always fully appreciated in elementary courses. The
purpose of this section is to provide an overview of techniques allowing to exploit the
Fourier series to its full potential when tackling physical problems; in particular, we shall
see how the Gibbs phenomenon, which is often regarded as a pathological feature of the
Fourier series, can be in fact used in order to solve Cauchy problems with nonstandard
boundary conditions.
3.1 Heat equation and Fourier series
Consider the Cauchy problem corresponding to the one-dimensional diffusion equation,
for x ∈ [0, pi] and t > 0,
ut(x, t) = uxx(x, t), (3.1)
with initial and boundary data given by
u(x, 0) = f(x),
u(0, t) = g(t),
u(pi, t) = h(t).
(3.2)
A first idea to tackle such a problem could be to expand u(x, t) as a power series in t
u(x, t) =
∞∑
n=0
an(x)t
n,
a0(x) = f(x),
(3.3)
but on physical grounds this approach is highly unlikely to give a sensible result: a Taylor
series can only converge in a symmetric interval, and this means that, if the series were
convergent, we would be able to diffuse backwards in time (that is, we could reconstruct
the initial conditions that would give the result in the present time under the diffusion
process). This is nonsensical since diffusion is an irreversible process.
A better idea is to proceed as follows. Let us assume for now that g(t) = h(t) = 0,
i.e. homogeneous boundary conditions in time, and let us look for a separated-variable
solution of the type u(x, t) = A(x)B(t). Substituting this into ut = uxx gives
B ′(t)
B(t)
=
A ′′(x)
A(x)
, (3.4)
but since the left-hand and the right-hand side depend on x and y separately, this can only
be satisfied when
B ′(t) = −cB(t), A ′′(x) + cA(x) = 0 (3.5)
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for some constant c, giving thus the general solutions
B(t) = e−ct, A(x) = a sin(
√
cx) + b cos(
√
cx), (3.6)
where the unphysical case c < 0, which would let B(t) diverge as t → +∞, has been
excluded; imposing now the boundary conditions u(0, t) = 0 = u(pi, t) selects the values√
c = n, for n ∈ N. Hence
Bn(t) = e
−n2t, An(x) = an sin(nx). (3.7)
Now, by linearity of the equation, one is led to consider the following general form of the
solution to the homogeneous problem, subject to u(x, 0) = f(x),
u(x, t) =
∞∑
n=1
ane
−n2t sin(nx), (3.8)
f(x) =
∞∑
n=1
an sin(nx), (3.9)
which is indeed the Fourier (sine) series of f(x). One is left with the task of computing an,
and this is usually done as follows: since {sin(nx), n ∈ N} is an orthogonal set of functions
over [0, pi], ∫pi
0
sin(nx) sin(mx)dx = pi
2
δnm, (3.10)
then, multiplying (3.9) by sin(mx) and integrating over x, one has
an =
2
pi
∫pi
0
f(x) sin(nx)dx. (3.11)
However, this strategy runs into difficulties if we are confronted with functions without
sufficient regularity conditions ensuring thatwe can indeed exchange orders of summation
and integrations in the last step!
One can prove that for functions f ∈ C1([0, pi])which vanish at the endpoints f(0) = 0 =
f(pi), this operation is well-defined and the Fourier series converges uniformly to f(x) on
[0, pi]. For instance, this is the case for the function f(x) = x(pi− x).
On the other hand, already for the constant function f(x) = 1 on [0, pi], this does not
hold anymore, andwe need to find a better strategy: near the endpoints, oscillations in the
partial sums of the Fourier series occur which grow bigger and bigger as one approaches
0 and pi. This is known as the Gibbs phenomenon.
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3.2 Convergence of a Fourier series
It is convenient, instead, to adopt a somewhat more constructive approach: let us simply
define an as
an =
2
pi
∫pi
0
f(x) sin(nx)dx (3.12)
for any continuous f on the interval [0, pi] (which need not vanish at the endpoints). This
integral clearly exists and we then inquire as to whether the corresponding Fourier series
∞∑
n=1
an sin(nx) (3.13)
is convergent or not. Indeed, such a series converges to f(x) at each point x ∈ (0, pi).
Consider for instance the constant function f(x) = 1 on [0, pi]. Then the corresponding
Fourier coefficients are
an =
2
pi
∫pi
0
sin(nx)dx =
0 for even n,4
npi
for odd n.
(3.14)
The Fourier series then reads ∞∑
l=0
4 sin [(2l+ 1)x]
pi(2l+ 1)
. (3.15)
Denoting by AN(x) the Nth partial sum, we can compute
A ′N(x) =
4
pi
N∑
l=0
cos [(2l+ 1)x] = 2
pi
e−(2N+1)x
N∑
l=0
(
ei2x
)l
=
2
pi
e−(2N+1)x
1− ei2(2N+2)x
1− ei2x
=
2 sin [2(N+ 1)x]
pi sin x ,
(3.16)
and hence
AN(x) =
2
pi
∫x
0
sin [2(N+ 1)s]
sin s ds. (3.17)
Let us rewrite this as
AN(x) =
2
pi
∫x
0
sin [2(N+ 1)s]
(
1
sin s −
1
s
)
ds+
2
pi
∫x
0
sin [2(N+ 1)s]
s
ds; (3.18)
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the first term now vanishes as N → ∞ due to the Riemann-Lebesgue lemma, since
1/ sin s− 1/s is continuous on [0, x], whereas the second term gives1
2
pi
∫2(N+1)x
0
sin s
s
ds −−−−→
N→∞ 2pi
∫∞
0
sin s
s
ds = 1. (3.19)
Such a proof can be in fact extended to any continuous f over [0, pi] by splitting the interval
[0, pi] into N sub-intervals: first, one applies this result to simple functions of the form
ϕ(x) =
∑
cnχn(x), where χn(x) is the characteristic function of the nth sub-interval
of [0, pi], and then one recalls that continuous functions can be always approximated by
simple functions with arbitrary accuracy.
Do we have any information concerning the rate convergence of the Fourier series?
Integrating a few times by parts the definition (3.12) of an we obtain:
an =
2
pi
[
−
1
n
f(x) cos(nx)
∣∣∣pi
0
+
1
n
∫pi
0
f ′(x) cos(nx)dx
]
=
2
pi
[
c
(n)
1
n
+
c
(n)
2
n3
+ . . .
]
,
(3.20)
where
c
(n)
1 = (−1)
n+1f(pi) + f(0), (3.21)
c
(n)
2 is a similar coefficient involving f ′′(x) computed at the endpoints, and further sub-
leading contributions in 1/n have been omitted. This argument allows us to estimate the
asymptotic behavior of the series coefficients: If the function f(x) does not vanish at the
endpoints, then
an ∼
2cn1
pin
, (3.22)
indicating slow, in fact only conditional, convergence, whereas if it does, the coefficients
behave as
an ∼
2cn2
pin3
, (3.23)
which shows that the series converges absolutely and rapidly. Notice that the converse
is also true: If the Fourier series converges rapidly, then the function must vanish at the
endpoints.
1 If instead one takes the double scaling limit N→∞ and x→ 0 with 2(N+ 1)x = α for fixed α in (3.19), one
sees that the series approaches the entire analytic function
2
pi
∫α
0
sin s
s
ds =
2
pi
Si(α).
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This suggests a way of accelerating the convergence of a given Fourier series. Consider
for instance the Fourier coefficients
an = e
1/n − 1 ∼
1
n
, as n→∞. (3.24)
The Fourier series corresponding to an is therefore slowly convergent and we are in
presence of the Gibbs phenomenon. To overcome this obstacle, we exploit the explicit
knowledge of the following Fourier series:
g(x) =
pi− x
2
=
∞∑
n=1
sin(nx)
n
; (3.25)
adding and subtracting g(x) then yields
f(x) = g(x) +
∞∑
n=1
(
an −
1
n
)
sin(nx). (3.26)
Now, the series on the right-hand side has coefficientsan−1/ndisplaying fast convergence;
furthermore, as a consequence, it must give vanishing contributions at the endpoints,
hence
f(0) = g(0) =
pi
2
, f(pi) = g(pi) = 0. (3.27)
3.3 Exploiting the Gibbs phenomenon
Let us go back the original problem of solving equation (3.1). Another tempting possibility
could be to expand u(x, t) as the following Fourier series
u(x, t) =
∞∑
n=1
an(t) sin(nx), (3.28)
which, as we saw, converges pointwise for each x in the interior of the desired interval.
Then carelessly substituting in the heat equation yields
∞∑
n=1
a˙n(t) sin(nx) = −
∞∑
n=1
an(t)n
2 sin(nx) (3.29)
hence
a˙n(t) = −n
2an(t) =⇒ an(t) = an(0)e−n2t, (3.30)
which gives again (3.8) and (3.9).
Note however that the right-hand side of (3.29) is ill-defined precisely when the bound-
ary conditions g(t) and h(t) are nontrivial, since then the an(t)will be slowly converging
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and n2an(t) will give rise do a divergent Fourier series. Therefore, this approach cannot
give any new answer with respect to the one we employed in Section 3.1.
More generally, what we can do is again differentiate the definition of an(t):
an(t) =
2
pi
∫pi
0
sin(nx)u(x, t)dx,
a˙n(t) =
2
pi
∫pi
0
sin(nx)ut(x, t)dx
=
2
pi
∫pi
0
sin(nx)uxx(x, t)dx,
(3.31)
where the heat equation has been used in the last step. Notice that the derivative can be
legitimately pulled under the integral sign, since this integral converges absolutely. Now
we integrate by parts twice:
a˙n(t) =
2
pi
[
sin(nx)ux(x, t)
∣∣pi
0
− n
∫pi
0
cos(nx)ux(x, t)dx
]
=
2
pi
[
−n cos(nx)u(x, t)
∣∣pi
0
− n2
∫pi
0
sin(nx)u(x, t)dx
]
=
2n
pi
[
(−1)n+1h(t) + g(t)
]
− n2an(t).
(3.32)
Notice how in this way the boundary conditions have now consistently appeared: this is
a consequence of the Gibbs phenomenon and it allows us to express in Fourier series even
solutions which do not vanish at the endpoints of the interval! Defining for simplicity
φ(t) ≡ (−1)n+1h(t) + g(t), we need to solve
a˙n(t) + n
2an(t) =
2n
pi
φ(t), (3.33)
i.e.
d
dt
[
an(t)e
n2t
]
=
2n
pi
en
2tφ(t) (3.34)
and finally
an(t) = e
−n2t
[
an(0) +
2n
pi
∫t
0
en
2sφ(s)ds
]
, (3.35)
where an(0) is given by the Fourier expansion of f(x).
Now, we know that this series converges for x ∈ (0, pi), and we also know that such
convergence cannot be but conditional, with an(t) falling off like 1/n as n→∞. This can
be indeed checked explicitly, again integrating by parts: considering only the second term
in (3.35) since the first one is exponentially suppressed as n→∞, we have
2n
pi
e−n
2t
∫t
0
en
2sφ(s)ds =
2n
pi
e−n
2t
[
1
n2
φ(s)en
2s
∣∣∣t
0
−
1
n2
∫t
0
en
2sφ˙(s)ds
]
=
2
pin
φ(t) + . . .
(3.36)
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where further subleading contributions in 1/n have been omitted. Thus,
an(t) ∼
2
pin
φ(t), as n→∞. (3.37)
Since we have extimated the asymptotic behavior of the Fourier coefficients, we may
exploit this knowledge to accelerate the convergence of the series, as we have done before:
consider
an(t) =
2
pin
φ(t) + bn(t); (3.38)
now, the first term has isolated the 1/n contribution to the series, whereas the bn(t) are
rapidly converging as 1/n3, for n→∞. As a matter of fact, we also know how to sum the
series corresponding to the first term,
2
pi
∞∑
n=1
sin(nx)
n
φ(t) =
pi− x
2
φ(t). (3.39)
Note also that this procedure can be repeated in principle as many times as one likes by
integrating by parts and using Fourier series identities to improve the convergence at each
step.
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4 Divergent Series
Let us now turn the study of divergent series. Is there any meaning we can assign to this
kind of series? The answer of course is highly non-unique: in principle we could just
define any divergent series to be equal to our favourite number. We shall see however
that one can motivate certain types of formal summation by requiring suitable underlying
mathematical properties. In fact, it will turn out that summing divergent series is often
much easier than summing the convergent ones!
Examples of divergent series are given for instance by the following ones:
1− 1+ 1− 1+ . . . ,
1+ 1+ 1+ 1+ . . . ,
1+ 0− 1+ 1+ 0− 1+ . . . ,
1+ 2+ 4+ 8+ . . . ,
1!− 2!+ 3!− 4!+ 5!− . . . .
(4.1)
A first observation while dealing with divergent series, and in fact evenwith conditionally
convergent ones, is that the usual properties of arithmetic do not admit a simple exten-
sion to operations with an infinite number of terms: For instance, carelessly enforcing
commutativity on the series
log 2 =
∞∑
n=1
(−1)n+1
1
n
(4.2)
allows us to obtain any chosen real number. Indeed, let us first rewrite the series as the
sum of its alternating positive and negative terms
∞∑
n=1
(−1)n+1
1
n
= p1 + n1 + p2 + n2 + . . . (4.3)
and take for instance the number 12. We can add up the p1+p2+ . . . until the partial sum
becomes greater than 12; then start adding n1 + n2 + . . . until the partial sum gets below
12. Repeating this procedure, the partial sums will oscillate around 12, with smaller and
smaller amplitude, indicating that the reordered series converges to 12. Similarly, also
associativity cannot be effortlessly extended to operations among series: we shall see that,
for example, the first and third series in (4.1) give different results.
Finally, we should remark that there is nothing refraining a divergent series from having
infinite sum, a notable example being the harmonic series:
∞∑
n=1
1
n
=∞. (4.4)
In fact, there are even physical situations in which the correct answer is infinity.
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Take for instance the problem of piling up bricks of equal length l = 2 in order to build a
staircase going as high as possible and with the greatest possible overhang. Take the first
brick, and place under it a second one in such a way that the first one has an overhang of
1: in this way, the center of mass falls at 3/2 from the tip of the lower brick, and the system
is stable since this value is lower than the brick’s length (l = 2). Now proceed by placing a
third brick under the first two, so that the second brick has an additional overhang of 1/2
with respect to the new brick: now the center of mass lies at 5/3. Poceeding this way, we
see that at the nth step the total overhang will be
1+
1
2
+
1
3
+ . . .+
1
n
, (4.5)
and the position of the center of mass will be (2n+ 1)/(n+ 1), still lower than 2.
4.1 Euler summation
Consider the divergent series ∞∑
n=0
an. (4.6)
The procedure suggested by Euler, in order to assign a meaning to it, is to replace at first
this series by the corresponding power series
∞∑
n=0
anx
n. (4.7)
If such series is convergent for |x| < 1 and if its limit x → 1− exists, then one defines the
Euler summation of the original series as
E
( ∞∑
n=0
an
)
= lim
x→1−
∞∑
n=0
anx
n. (4.8)
Applying for instance this method to the divergent series
∞∑
n=0
(−1)n = 1− 1+ 1− 1+ . . . (4.9)
one finds
E
( ∞∑
n=0
(−1)n
)
= lim
x→1−
∞∑
n=0
(−x)n = lim
x→1−
1
1+ x
=
1
2
. (4.10)
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In this case, such a procedure can be also thought of as taking an average: since the Nth
partial sum AN is 1 if N is even and 0 if N is odd, one has
lim
K→∞ 1K+ 1
K∑
N=0
AN =
1
2
. (4.11)
The more general case of the series
∞∑
n=1
(−1)n−1np = 1− 2p + 3p − 4p + . . . , (4.12)
where p is a positive integer, can be tackled as follows (absolute convergence for |t| < 1
allows us to interchange summation and differentiation):
∞∑
n=1
(−1)n−1nptn =
(
t
d
dt
)p ∞∑
n=1
(−1)n−1tn =
(
t
d
dt
)p
t
1+ t
, (4.13)
so that, letting t = ex,
E
( ∞∑
n=1
(−1)nnp
)
=
dp
dxp
1
1+ e−x
∣∣∣∣
x=1
= sp. (4.14)
This gives the sequence
{sp; p = 0, 1, . . .} =
{
1
2
,
1
4
, 0 , −
1
8
, 0 ,
1
4
, 0 , −
17
16
, 0 ,
31
4
, 0 , −
691
8
, . . .
}
, (4.15)
which is closely related to the Bernoulli numbers.
4.2 Borel summation
Borel’s proposal for regularizing a given divergent series, instead, takes inspiration from
the integral formula
n! =
∫∞
0
tne−tdt. (4.16)
Dividing and multiplying by n!, and formally interchanging the order of summation and
integration, one has
∞∑
n=0
an =
∞∑
n=0
∫∞
0
an
n! t
ne−tdt 7−→
∫∞
0
( ∞∑
n=0
an
n! t
n
)
e−tdt. (4.17)
We see that the series appearing now inside the integral has now much better chances of
converging, at least for small t. Indeed, one can generalize Borel’s approach by substituting
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the formulas for, say, (2n)! or (6n)! which improve convergence evenmore. This motivates
the following definition of Borel summation:
B
( ∞∑
n=0
an
)
=
∫+∞
0
g(t)e−tdt, where g(t) =
∞∑
n=0
an
n! t
n; (4.18)
here, it is assumed that the series defining g(t) converges at least in some open interval on
the positive real axis, and that the integral
∫∞
0 g(t)e
−tdt is finite.
As an example, consider again the series (4.9): the function g(t) is given by
g(t) =
∞∑
n=0
(−t)n
n! = e
−t, (4.19)
and hence
B
(
+∞∑
n=0
(−1)n
)
=
∫∞
0
e−2tdt =
1
2
. (4.20)
As a further example, let us consider
∞∑
n=1
(−1)n−1n = 1− 2+ 3− 4+ . . . . (4.21)
The corresponding g(t) is
g(t) =
∞∑
n=1
(−1)n−1
(n− 1)! t
n = te−t, (4.22)
and therefore
B
(
+∞∑
n=1
(−1)n−1n
)
=
∫∞
0
te−2tdt =
1
4
. (4.23)
What about the series
∞∑
n=1
(−1)n−1n2 = 1− 22 + 32 − 42 + . . . ? (4.24)
In this case, interchanging summation and differentiation by uniform convergence, we get
g(t) =
∞∑
n=1
(−1)n−1
(n− 1)! nt
n = t
d
dt
∞∑
n=1
(−1)n−1
(n− 1)! t
n = t
d
dt
(
te−t
)
. (4.25)
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Correspondingly,
B
(
+∞∑
n=1
(−1)n−1n2
)
=
∫∞
0
te−t
d
dt
(te−t)dt =
1
2
∫∞
0
d
dt
(t2e−2t)dt = 0. (4.26)
Thus, the Borel sum of 1− 22+ 32− 42+ . . . vanishes identically, in agreement with (4.14),
which is a rather amusing result. The generalization of these formulas to a given integer
power p > 0 is given by
B
( ∞∑
n=1
(−1)n−1np
)
=
∫∞
0
te−t
(
t
d
dt
)p−1(
te−t
) dt
t
= sp. (4.27)
We see therefore that the two different methods proposed by Euler and Borel in fact agree,
at least on these rather simple examples, and we can wonder if there is any underlying,
unifying mathematical framework linking the two procedures. This will be the subject of
the next section.
4.3 Generic summation
Now we will try to define a generic class of summation techniques by treating them as
“black boxes” and only imposing generic properties on their behavior. For this purpose,
consider a given summation method S and assume it does give some finite answer for the
series you are interested in. First, we want that, taking out a finite number of terms of the
series, the final result be consistent with such a subtraction:
(1) (Finite additivity)
S
( ∞∑
n=0
an
)
= a0 + S
( ∞∑
n=1
an
)
. (4.28)
Second, we impose the requirement that the distributive property should hold:
(2) (Linearity)
S
(
α
∞∑
n=0
an + β
∞∑
n=0
bn
)
= αS
( ∞∑
n=0
an
)
+ βS
( ∞∑
n=0
bn
)
, (4.29)
for α,β ∈ R.
Now, let us try to apply this generic summation to our favourite divergent series:
s ≡ S (1− 1+ 1− 1+ . . .)
= 1+ S (−1+ 1− 1+ 1− . . .)
= 1− S (1− 1+ 1− 1+ . . .)
= 1− s,
(4.30)
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where finite additivity and linearity have been used in the first and second step, respec-
tively. Again under the hypothesis that s is finite from the start, we deduce s = 1/2. At
this point we see that, since both Euler and Borel summations obey the axioms (1) and
(2), they necessarily agree on all the series for which they give finite answer. In particular,
they had no choice but to agree on 1− 2p + 3p − 4p + . . . as well!
Let us work out a couple more examples:
s ≡ S (1+ 2+ 4+ 8+ . . .)
= 1+ S (2+ 4+ 8+ . . .)
= 1+ 2S (1+ 2+ 4+ . . .)
= 1+ 2s.
(4.31)
Hence s = −1. Again, consider
s ≡ S (+1− 1+ 0+ 1− 1+ 0+ . . .) ,
s− 1 = S (−1+ 0+ 1− 1+ 0+ . . .) ,
s = S (+0+ 1− 1+ 0+ . . .) ,
(4.32)
now, adding up these three equations we find 3s− 1 = 0, hence s = 1/3.
We can try applying instead the Euler method to this series: the corresponding power
series, which is absolutely convergent for |x| < 1, can be legitimately rearranged as follows
1− x+ x3 − x4 + x6 − x7 + . . .
=
(
1+ x3 + x6 + . . .
)
− x
(
1+ x3 + x6 + . . .
)
=
1
1− x3
−
x
1− x3
=
1
1+ x+ x2
−−−−→
x→1−
1
3
,
(4.33)
again, in agreement with the generic summation method.
Consider now 1 + 0 − 1 + 0 + 0 + 1 + 0 − 1 + 0 + 0 + . . . and let us apply the generic
summation tool
s ≡ S (+1+ 0− 1+ 0+ 0+ 1+ 0− 1+ 0+ 0+ . . .) ,
s− 1 = S (+0− 1+ 0+ 0+ 1+ 0− 1+ 0+ 0+ . . .) ,
s− 1 = S (−1+ 0+ 0+ 1+ 0− 1+ 0+ 0+ . . .) ,
s = S (+0+ 0+ 1+ 0− 1+ 0+ 0+ . . .) ,
s = S (+0+ 1+ 0− 1+ 0+ 0+ . . .) ,
(4.34)
adding up all equations we find 5s−2 = 0, hence s = 2/5. As anticipated, this differs with
respect to the sum of 1− 1+ 1− 1− . . . indicating a failure of associativity.
We can now try to sum 0− 2!+ 4!− 6!+ 8!− . . . using, for instance, Borel summation:
B
( ∞∑
n=0
(−1)n(2n)!
)
=
∫∞
0
e−t
( ∞∑
n=0
(−1)n
(2n)!
n! t
n
)
dt, (4.35)
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however the series on the left-hand side does not converge for any positive value of t, since
n! ∼ nne−n
√
2pin for large n and therefore
(2n)!
n! ∼
√
2(4n)ne−n. (4.36)
What if we add some zeros here and there? For instance 0!+0−2!+0+4!+0−6!+0+ . . .
then the Borel sum is instead∫∞
0
e−t
(
1− t2 + t4 − t6 + t8 . . .
)
dt =
∫∞
0
e−tdt
1+ t2
, (4.37)
which is clearly convergent.
4.4 Analyticity
Despite being a more general approach, generic summation does not always work. Con-
sider for instance the following series
s ≡ S (1+ 1+ 1+ . . .) = 1+ S (1+ 1+ 1+ . . .) = 1+ s; (4.38)
we readily see that this is inconsistentwith any finite answer and hence that neither Euler’s
nor Borel’s strategy could be useful to tackle this problem. A common strategy allowing
to overcome this difficulty involves defining the Riemann zeta function:
ζ(s) =
∞∑
n=1
1
ns
for s ∈ C and <(s) > 1; (4.39)
this function admits an analytic continuation to all s ∈ C such that <(s) 6= 1, and in
particular
1+ 1+ 1+ . . . = ζ(−1) = −
1
2
. (4.40)
The zeta function regularization plays an important role in many areas of theoretical
physics: for instance, it allows to give a finite result to the computation of the Casimir
energy. Consider two conducting, parallel plates with distance L and surface A (or two
boats in the sea, for that matter), and let x be the axis perpendicular to the plates. The
electromagnetic field in the vacuum will achieve stationary wave configurations between
the plates, i.e. the ones with x-wavelength given by λx,n = 2L/n. The wave vector k
will be therefore given by two continuous components ky, kz and the discrete component
kx,n = pin/L. The total energy stored within the two plates is given by summing over all
stationary modes n = 1, 2, . . . and by integrating over ky, kz using the measure given by
the continuum limit
dny dnz =
A
(2pi)2
dky dkz, (4.41)
22
thus, using the dispersion relationω(k) = |k|,
E =
∞∑
n=1
∫
A
(2pi)2
dky dkz
√(pin
L
)2
+ k2y + k
2
z. (4.42)
Of course, the integral is UV-divergent but one one can analytically continue it in the
following way: consider first
E(s) =
∞∑
n=1
∫
A
(2pi)2
dky dkz
[(pin
L
)2
+ k2y + k
2
z
]s/2
(4.43)
for<(s) < −2, so that the integral is convergent, and then consider the limit s→ 1. Indeed
then we have
E(s) =
∞∑
n=1
∫
A
(2pi)2
(2pi)
∫∞
0
ρdρ
[(pin
L
)2
+ ρ2
]s/2
= −
A
2pi(s+ 2)
(pi
L
)s+2 ∞∑
n=0
ns+2.
(4.44)
Finally we regularize this as s→ 1 using the zeta function
E = −
Api2
6L3
ζ(−3) = −
Api2
720L3
. (4.45)
Differentiating −Ewith respect to the distance L tells us that there is an attractive force per
unit surface fC, between the parallel plates, given by
fC = −
pi2
240L4
. (4.46)
4.5 Asymptotic series
There is a very useful concept which allows one to give a precise meaning to divergent
power series, namely the notion of being asymptotic to some specific function. First, let us
recall that, given two real functions f(x) and g(x), which admit a limit as x → x0, we say
that f is asymptotic to g as x→ x0, denoted
f(x) ∼ g(x), as x→ x0, (4.47)
whenever
lim
x→x0
f(x)
g(x)
= 1. (4.48)
For instance, sin x ∼ x as x→ 0, whereas Γ(x+ 1) ∼ xxe−x√2pix, as x→ +∞.
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Now, consider a power series
∞∑
n=0
an(x− x0)
n. (4.49)
We say that such a series is convergent at a given x if for fixed x the sequence of partial
sums converges to a finite value:
lim
N→∞
N∑
n=0
an(x− x0)
n = f(x) <∞. (4.50)
This defines a function f(x)pointwise in theneighborhoodofx0where the series converges.
As we have seen, in many cases this requirement is too stringent a condition to impose,
andwe can look for a different concept allowing us to approximate a functionwith a power
series.
Consider now a specific function f(x), defined in a neighborhood of the point x0. We
say that the (not necessarily convergent) power series
∞∑
n=0
an(x− x0)
n (4.51)
is asymptotic to f(x) as x→ x0, i.e.
f(x) ∼
∞∑
n=0
an(x− x0)
n, as x→ x0, (4.52)
if for fixed N
f(x) −
N∑
n=0
an(x− x0)
n ∼ aN+1(x− x0)
N+1, as x→ x0, (4.53)
or, more explicitly,
lim
x→x0
1
aN+1(x− x0)N+1
[
f(x) −
N∑
n=0
an(x− x0)
n
]
= 1. (4.54)
Let us stress that we cannot ask if a given series is “asymptotic” without providing any
further information: we need to askwhether a series is asymptotic or not to a given function
(and in a given limit).
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A notable example of functions which can be approximated by asymptotic series is that
of infinitely differentiable ones. Consider a function f(x) admitting derivatives of arbitrary
order at x0 = 0; then, by repeated use of de l’Hôpital’s formula:
lim
x→0
1
xN+1
[
f(x) −
N∑
n=0
1
n!f
(n)(0)xn
]
=
1
(N+ 1)!f
(N+1)(0), (4.55)
so that
f(x) ∼
∞∑
n=0
1
n!f
(n)(0)xn, as x→ 0. (4.56)
This also shows that convergent power series, such as the Taylor series, are always asymp-
totic to the analytic functions they define within their convergence radius.
The relevance of asymptotic series in physical problems is hard to overestimate, since,
as we shall see, perturbation series for quantum mechanical systems are almost always
divergent, and define instead asymptotic series for the perturbed energy eigenvalues.
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5 Continued Functions
Aside from convergence issues, another very important practical problem we have to face
when dealing with perturbative series is the fact that we can only compute a finite number
of terms an. For instance, we can only compute a finite number of Feynman diagrams in
the perturbative series of quantum field theory. Furthermore, it is typically very hard to
guess the general form of the terms in the series expansion, taking inspiration from the
first few of them. A strategy to tackle this problem is by employing continued functions,
and in particular the theory of continued fraction, which is also at the basis of Padé’s
summation method.
As a first example showing the convenience of associating a continued function to a
given series, consider the continued exponential
a0e
a1ze
a2ze
...
. (5.1)
We can try tomatch the expansion of this continued exponential with a power series, order
by order in z by formally imposing
a0e
a1ze
a2ze
...
=
∞∑
n=0
cnz
n, (5.2)
which yields
c0 = a0,
c1 = a1a0,
c2 =
1
2
a0a
2
1 + a0a1a2,
(5.3)
and so on. The advantage of this procedure is that the continued function may well have
better convergence properties with respect to the corresponding series. To have a concrete
case at hand, one can prove that
eze
ze...
=
∞∑
n=0
(n+ 1)n−1
n! z
n, (5.4)
although the proof is rather hard. Applying the Stirling approximation n! ∼ nne−n
√
2pin
for large n, we obtain
(n+ 1)n−1
n! z
n ∼
(
1+
1
n
)n
1√
2pin(n+ 1)
(ez)n (5.5)
and hence that the series on the right-hand side of (5.4) converges for |z| < 1/e (in fact, it
also converges at |z| = 1/e). However, the continued function on the left-hand side of (5.4)
has a much bigger analyticity domain, which also encloses the disk |z| 6 1/e.
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5.1 Continued fractions
To see how continued fractions are indeed helpful when dealing with a series of which we
only know a finite number of terms, we will adopt the following approach. Consider the
sequence
a0, a1, a2, . . . (5.6)
and assume for simplicity that an = 1 and an > 0; we will define a procedure to convert
{an} into some {bn}, with the advantage that the sequence {bn}will be easier to guess from
a finite number of terms, compared to the sequence of the {an}!
First, imagine that each an could be written as the 2nth moment of a positive weight
functionW(x), i.e.
an =
∫+∞
−∞ x2nW(x)dx, (5.7)
where the integrals are assumed to converge. Second, imagine the {bn} were used to
construct polynomials Pn(x) according with the recurrence relation
P0(x) = 1,
P1(x) = x,
Pn+1(x) = xPn(x) − bnPn−1(x).
(5.8)
As an example, we can calculate the first few Pn(x):
P2(x) = x
2 − b1,
P3(x) = x
3 − x(b1 + b2),
P4(x) = x
4 − x2(b1 + b2 + b3) + b1b3,
(5.9)
and so on. Note that these are allmonic polynomials and thatPn(x) is even (odd)whenever
n is an even (odd) integer.
Third, we establish a link between the {an} and the {bn} by requiring that Pn(x) should
be orthogonal to Pm(x) with respect to the weight functionW(x), if n 6= m:
〈Pn, Pm〉 =
∫+∞
−∞ Pn(x)W(x)Pm(x)dx = Cnδnm, (5.10)
for some finite, positive Cn. Recalling (5.7), this leads to the following constraints:
〈P0, P2〉 = a1 − b1 = 0,
〈P1, P3〉 = a2 − a1(b1 + b2) = 0,
〈P2, P4〉 = a3 − a2(2b1 + b2 + b3) + a1(b1 + b2 + 2b3) − b21b3 = 0,
(5.11)
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which can be solved recursively to express an in terms of bn (and vice versa)
a1 = b1,
a2 = b1(b1 + b2),
a3 = b1
[
(b1 + b2)
2 + b2b3
] (5.12)
and so on. Onemight worry that the system (5.11) is overdetermined, because the number
of orthogonality relations grows like a square, but the number of unknowns grows linearly.
For example the orthogonality between P0 and P4 gives another relation involving b2,
which has already been determined in (5.12). Nevertheless, let us take a closer look:
〈P0, P4〉 = a2 − a1(b1 + b2 + b3) + b1b3 = a2 − a1(b1 + b2) = 0. (5.13)
Thanks to the cancellation a1b3 − b1b3 = 0, there is no contradiction with (5.12). This
illustrates a general phenomenon: The system (5.11) admits one and only one recursive
solution because all extra equations appearing are in fact redundant and do not give
additional independent conditions.
As we mentioned, given a few an it is typically convenient to convert them into the
corresponding bn, try to guess the general form of the bn and then convert back to the
starting sequence of an.
For instance, let us consider the sequence whose first three terms are
a0 = 1, a1 = 5, a2 = 61. (5.14)
It is not at all obvious what the following terms should be. However, converting this into
the sequence
b1 = 1, b2 = 4, b3 = 9 (5.15)
allows us to deduce that bn = n2, hence b4 = 16. Converting back, we find that a4 =
1385. This is not an obvious guess! We have redescovered the Euler numbers, which are
important numbers in discrete mathematics and combinatorics.
In general, one can say that if an grows like n!, then bn grows linearly in n and if an
grows like (2n)!, then bn grows quadratically in n and so on. Thus in the example above,
the Euler numbers grow like (2n)!. This strategy can also be applied to simplifying the
computation of the sequence of Bernoulli numbers.
Up tonow, the linkbetween this procedure and continued fractions is not clear. However,
let us consider the asymptotic series expansion of the function f(z)
f(z) ∼
∞∑
n=0
(−1)nanz
n, as z→ 0 (5.16)
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for z ∈ C, where we still assume a0 = 1 and an > 0. Consider also the continued fraction
1
1+
b1z
1+
b2z
1+
b3z
1+ . . .
(5.17)
for some bn. Then, the conditions on an and bn allowing one to match this continued
fraction with the series in (5.16) are exactly the same as the ones given in (5.11), i.e. those
which define the mapping given at the beginning of this section.
The astonishing property that justifies the importance of this method, is that, even if the
radius of convergence of the series in (5.16) is |z| = 0, the continued fraction defined by the
limit of the sequence
P00 = 1, P
0
1 =
1
1+ b1z
, P11 =
1
1+
b1z
1+ b2z
, P12 =
1
1+
b1z
1+
b2z
1+ b3z
, . . . , (5.18)
which is called the main sequence of Padé approximants, converges for any z ∈ C except
for those that lie on the negative real axis.
If the series is also a Stieltjes series, whichwe shall define anddiscuss below, the behavior
of these approximants is the following. The Pnn form a decreasing sequence, whereas the
Pnn+1 form an increasing one. Therefore, both sequences have a limit as n → ∞ and the
right answer to the problemwhose solution is represented by the original series is trapped
between the two limits. Furthermore, when these two limits coincide, and since we have
an alternating sequence, we can use the Shanks transformation to improve its convergence
further!
We can generalize the method of Padé approximants by allowing for more general Pnm.
Indeed, we see that P11 can be rewritten as the ratio between two polynomials of degree
one, and P12 as the ratio between a polynomial of degree one and one of degree two. In
general, we can match the starting series
∞∑
n=0
(−1)nanz
n (5.19)
with the Padé approximant given by the ratio of a polynomial of degree n with one of
degreem
Pnm(z) =
∑n
j=0 bjz
j∑m
k=0 ckz
k
(5.20)
by truncating the series at order n + m, multiplying by the denominator of Pnm and
comparing coefficients at each order in z.
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As a concluding remark for this section, let us mention that the method of continued
fractions can be used not only to sum (divergent) perturbation series, possibly even with
a finite number of known terms, but also to greatly improve the convergence of Taylor
(convergent) series: one can be convinced by looking for instance at the power series for
ez,
1
Γ(z)
or log(1+ z)
z
(5.21)
in a neighborhood of the origin. Indeed, the Padé sequence, being the ratio of polynomials,
has much more freedom in its behavior, so to speak, and hence manages to approximate
the value of these functions with greater accuracy and with a smaller number of terms.
As we shall see in the next section, the convergence properties of the Padé approximants
associated to a Stieltjes series are particularly well under control. This is the case for the
(asymptotic) series ∞∑
n=0
(−1)nn!zn (5.22)
and the Stieltjes property also allows us to sum the perturbation series for the ground-state
energy of the one-dimensional anharmonic oscillator, defined by the Hamiltonian
H =
p2
2
+
x2
2
+ x4, (5.23)
whose first few terms are
E0() =
1
2
+
3
4
−
21
8
2 +
333
16
3 − . . . . (5.24)
It is an instructive exercise to compute this perturbative expansion, since it corresponds
to that of a one-dimensional ϕ4 model. In the (Euclidean) path integral approach, the
zero-point energy is given by the expression
e−E0T =
∫
Dx exp
{
−
∫ (
x˙2
2
+
x2
2
+ x4
)
dt
}
. (5.25)
For such a theory, the free propagator is the solution to −G¨(t) +G(t) = δ(t), i.e.
ω2G˜(ω) + G˜(ω) = 1; (5.26)
in Fourier space, which gives
G(t) =
1
2pi
∫+∞
−∞
eiωt
1+ω2
dω =
e−|t|
2
. (5.27)
The interaction vertex is −4!.
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Now we can calculate
E0() = −
1
T
log (vacuum bubbles)
= −
1
T
(connected vacuum bubbles) .
(5.28)
To zeroth order (i.e. at the unperturbed level) we have
E
(0)
0 =
1
2
. (5.29)
The first-order correction is given by the diagram with only one interaction vertex:
E
(1)
0 = −
1
T
(−4!)1
8
∫T/2
−T/2
G(0)G(0)dt =
3
4
, (5.30)
where 1/8 takes into account the symmetries of the diagram (1/2 for each flipping of the
tadpole lines, and again 1/2 for the reflection symmetry around the horizontal axis).
To second order we have two connected diagrams, yielding respectively
−
1
T
(−4!)2 1
16
∫T/2
−T/2
∫T/2
−T/2
G(t1−t2)G(t2−t1)G(0)
2dt1dt2 = −
9
4
2,
and
−
1
T
(−4!)2 1
2
∫T/2
−T/2
∫T/2
−T/2
G(t1 − t2)
2G(t2 − t1)
2dt1dt2 = −
3
8
2.
Hence,
E
(2)
0 = −
21
8
2. (5.31)
To third order we have four diagrams:
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whose evaluation is given by
−
1
T
(−4!)3 1
32
∫ ∫ ∫
G(t1 − t2)G(t2 − t3)G(t3 − t2)G(t2 − t1)G(0)
2dt1dt2dt3,
−
1
T
(−4!)3 1
48
∫ ∫ ∫
G(t1 − t2)
2G(t2 − t3)
2G(t3 − t1)
2dt1dt2dt3,
−
1
T
(−4!)3 1
24
∫ ∫ ∫
G(t1 − t2)
3G(t2 − t3)G(t3 − t1)G(0)dt1dt2dt3,
−
1
T
(−4!)3 1
48
∫ ∫ ∫
G(t1 − t2)G(t2 − t3)G(t3 − t1)G(0)
3dt1dt2dt3,
(5.32)
giving
E
(3)
0 =
333
16
3. (5.33)
Remarkably enough, there exists a formula for the asymptotic behavior of the coefficients
in this expansion, namely
an ∼
(−1)n+1
√
6
pi3/2
3nΓ
(
n+
1
2
)
. (5.34)
In the next section we will sketch the idea of the proof of this formula.
As a final comment, let usmention that, for the x4 perturbation series, the numberN(n)
of all diagrams occurring at order n (counted with their multiplicity due to symmetry) is
given by a simple formula. Let us consider the set of all n vertices, which in total have 4n
legs, and let us first pretend that we are able to distinguish each vertex and leg; picking
one of these legs (it does not matter which one) we will have 4n− 1 possible other legs to
which it can be connected. After this choice, the next leg we choose to connect will have
4n − 3 possibilities and so on giving in total (4n − 1)(4n − 3) · · · 3 · 1 = (4n − 1)!! Now
we must recall that in fact vertices and legs are indistinguishable, and we can account for
this fact by dividing by the number of their permutations: (4!)n for the legs and n! for the
vertices. To sum up,
N(n) =
(4n− 1)!!
n!(4!)n . (5.35)
Another way of getting to the same result is using the functional integral representation
for the zero-dimensional ϕ4 model. The normalized coefficient of n in the integral
I ≡
∫+∞
−∞ e−x
2/2+x4/4!dx (5.36)
will give the desired number; this reduces to computing Gaussian integrals
I =
∞∑
n=0
n
n!(4!)n
∫+∞
−∞ x4ne−x
2/2dx =
∞∑
n=0
n
n!(4!)n (−2)
2n
(
d
dα
)2n ∫+∞
−∞ e−αx
2/2dx
∣∣∣∣
α=1
.
(5.37)
32
5.2 Herglotz functions
Before diving into the properties of physically relevant perturbation series, such as those
defining the energy levels for certain quantum mechanical systems, we need to recall the
definition of a Herglotz function.
A complex function f(z) is Herglotz if its imaginary part has the same sign as the
imaginary part of z: more precisely
Imf(z) > 0 (z > 0),
Imf(z) = 0 (z = 0),
Imf(z) < 0 (z < 0).
(5.38)
The Herglotz property arises naturally in quantum-mechanical perturbation problems:
consider the perturbed Hamiltonian
H() =
p2
2
+ V(x) + W(x) (5.39)
for a small complex parameter , where V(x) is a real potential andW(x) is a real pertur-
bation, which can be taken positive; the associated eigenvalue problem reads[
p2
2
+ V(x) + W(x)
]
|ψ〉 = E()|ψ〉; (5.40)
applying now 〈ψ| from the left, and taking the imaginary part of both sides,
ImE() = 〈ψ|W(x)|ψ〉 Im . (5.41)
This shows that, in perturbation theory, E() is Herglotz.
Another example of Herglotz functions is that of any function defined by
f(s) = −
∫∞
0
W(t)
1+ st
dt, (5.42)
whereW(t) is a positive weight function, for any non-negative s ∈ C: indeed, multiplying
and dividing by 1+ s¯t,
f(s) = −
∫∞
0
W(t)
|1+ st|2
dt− s¯
∫∞
0
W(t)t
|1+ st|2
dt, (5.43)
so clearly Imf(s) and Ims have the same sign.
A remarkable property of Herglotz functions is that any entire (i.e. everywhere-analytic)
Herglotz function f(z) is at most linear. To see this, consider such an f(z) and expand it
into its Taylor series around the origin
f(z) = a0 +
∞∑
n=1
anz
n. (5.44)
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First of all, by the Herglotz property, f(z) must be real when z is real, and hence all the
an must be real, for n = 0, 1, 2, . . . (indeed, they are given by the derivatives of a real
function). Now, let us expand z = ρ eiθ in polar form
f(z) = a0 +
∞∑
n=1
anρ
neinθ (5.45)
and take the imaginary part of the previous equation:
Imf(z) =
∞∑
n=1
anρ
n sinnθ. (5.46)
Now, notice thatm sin θ± sinmθ, form integer and greater than one, has the same sign2
as sin θ: therefore, by the Herglotz property
(m sin θ± sinmθ) Imf(z) and sin θ Im z (5.49)
also have the same sign. By the expansion (5.46), the first quantity in (5.49), integrated
from 0 to pi in dθ, reads∫pi
0
∞∑
n=1
anρ
n (m sin θ± sinmθ) sinnθdθ = pi
2
(a1ρ± amρm) , (5.50)
whereas the second quantity in (5.49) gives just
ρ
∫pi
0
sin2 θdθ = ρpi
2
, (5.51)
that is, a positive quantity. This clearly leads to a contradiction, since the ±amρm can
attain arbitrarily large positive or negative values, unless am = 0 form greater than one.
This observation enables us to give an interpretation to the occurrence of singularities in
quantum-mechanical perturbation theory. Considering theHamiltonian in (5.39), we have
2 To prove this fact, it suffices to show that
(m sin θ± sinmθ) sin θ = m sin2 θ
(
1± sinmθ
m sin θ
)
(5.47)
is always positive (or zero); but indeed, using the Euler formulas,∣∣∣∣ sinmθm sin θ
∣∣∣∣ = 1m
∣∣∣∣1− e−i2mθ1− e−i2θ
∣∣∣∣ = 1m
∣∣∣∣∣
m−1∑
k=0
e−i2kθ
∣∣∣∣∣ 6 1m ·m = 1. (5.48)
34
shown that the energy levels E() are Herglotz functions of the perturbation parameter .
Now, in perturbation theory, we usually expand E as
E() =
∞∑
n=0
an
n, (5.52)
and assuming that this series converges for all  is equivalent to requiring E() to be an
entire analytic function. By our simple theorem on the properties of Herglotz functions,
we know that this situation can only occur in the trivial case where E() is linear!
Therefore, we typically expect our quantum mechanical perturbation series to diverge,
at least for some ; in fact, such singularities frequently occur at the origin, and the series
(5.52) is only asymptotic to the function E() as → 0.
5.3 Singularities in perturbation theory
Another useful example allowing us to look at the issue of singularities in the perturba-
tion series from a different perspective is the following: consider the two-dimensional
Hamiltonian
H =
(
a c
c b
)
(5.53)
where a, b and c are real numbers, and  is a complex perturbation parameter. The energy
eigenvalues associated to this are given by the associated secular equation:
det
(
a− E c
c b− E
)
= 0 (5.54)
i.e.
E±() =
a+ b±
√
(a− b)2 + 42c2
2
. (5.55)
As we expected, this expression has branch-point singularities in  at
± ia− b
2c
, (5.56)
whose branch cuts can be deformed to a single cut in the complex plane, joining these two
points.
Now, since these branch cuts originate form the presence of a square root, an alternative
picture of this expression can be given replacing the complex plane with a two-sheeted
Riemann surface: crossing the cut once will correspond to moving to a new C-sheet,
whereas crossing it twice means going back to the original one. Thus, we can write
E() =
a+ b+
√
(a− b)2 + 42c2
2
, (5.57)
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where E±() in (5.55) are obtained by evaluating the expression in (5.57) on the first or
second sheet. In particular, the unperturbed eigenvalues, a and b, are given by E±(0)
so that the quantization of the original system can be interpreted as a consequence of the
existence of multiple Riemann sheets.
This phenomenon is quite general, and indeed this reasoning can be extended to n× n
matrix Hamiltonians or harmonic oscillators. In the latter case, for instance, i.e. for the
Hamiltonian
H =
p2
2
+
x2
2
+ x4, (5.58)
one can show that there exist countably many branch cut singularities: crossing them
again leads from one sheet to another and hence from the nth to themth energy level.
5.4 Stieltjes series and functions
A series is a Stieltjes series if it has the form
∞∑
n=0
(−1)nanx
n, (5.59)
where an (assumed to be finite) is the nth moment of a positive weight functionW(t)
an =
∫∞
0
W(t)tndt. (5.60)
Examples of this kind of series are, for instance,
∞∑
n=0
(−1)nn!xn, (5.61)
since
n! =
∫∞
0
e−ttndt, (5.62)
or also
log(1+ x)
x
=
∞∑
n=0
(−1)n
xn
n
, (5.63)
where
1
n
=
∫∞
0
χ[0,1](t)t
ndt (5.64)
and χ[0,1](t) is the characteristic function of [0, 1].
As we have mentioned, a Stieltjes series has the property that the associated main
sequence of Padé approximants splits into a decreasing and an increasing sequence. Fur-
thermore, these two subsequences converge to the same limit when an grows no faster
than (2n)! cn, where c is a constant. This property is known as Carleman’s condition.
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We say that f(z) is a Stieltjes function if it has the form
f(z) =
∫∞
0
W(t)
1+ zt
dt, (5.65)
where again W(t) is a positive weight function with finite moments. Stieltjes functions
f(z) exhibit the following four properties in the complex plane, except on the negative real
axis (that is, in the cut plane):
1. f(z) is analytic;
2. f(z)→ 0 as z→∞;3
3. f(z) has an asymptotic series expansion
f(z) ∼
∞∑
n=0
(−1)nanz
n, as z→ 0, (5.66)
where an > 0;
4. −f(z) is Herglotz.
Note that property 1 follows from direct computation of the derivatives of (5.65), for
instance
f ′(z) = −
∫∞
0
W(t)t
(1+ zt)2
dt, (5.67)
property 3 follows from the existence of such derivatives (and the fact that their sign is
alternating), property 2 is clear from (5.65) itself and property 4 follows by multiplying
and dividing the integrand by 1+ z¯t.
The converse is also true: any function F(z) satisfying conditions 1— 4 above is a Stieltjes
function. To see this, first, by property 1, we can use Cauchy’s integral representation to
rewrite F(z) as
F(z) =
1
i2pi
∮
Γ
F(ζ)
ζ− z
dζ, (5.68)
for any z in the cut plane and any contour enclosing z which does not cross the negative
real axis.
In particular, we can choose Γ to be a keyhole contour whose inner circle Cr and outer
circle CR have radii r and R respectively, and with separation η from the negative real axis
(see Fig. 1). By property 2, this gives
F(z) =
1
i2pi
∫0
−∞
F(t+ iη) − F(t− iη)
t− z
dt, (5.69)
3This requirement can be relaxed to the condition that f(z) grows like za as z → ∞, but then it is the
subtracted function that is a Stieltjes function. For instance if 0 < a < 1, then [f(z) − f(0)]/z is a function
of Stieltjes.
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η<(ζ)
=(ζ)
Cr
CR
Figure 1: The keyhole contour Γ in the cut plane C \ {z < 0}.
as R→∞ and r→ 0. Letting η→ 0 we have
F(z) =
1
pi
∫0
−∞
D(t)
t− z
dt, (5.70)
where
D(t) ≡ 1
2i
lim
η→0+
[F(t+ iη) − F(t− iη)] . (5.71)
Now, let us rewrite F(z) as
F(z) =
1
pi
∫0
−∞
D(t)
t
1
1− z/t
dt =
∞∑
n=0
∫0
−∞
D(t)
pitn+1
dt zn. (5.72)
Notice that all integrals appearing in this equation are convergent, since they give the
asymptotic expansion coefficients of property 3, and that D(t) is positive by the Herglotz
property 4.
These considerations have very interesting physical applications: indeed, consider for
instance the perturbation series for the ground-state energy of the anharmonic oscillator
E0() =
1
2
+
3
4
−
21
8
2 +
333
16
3 − . . . (5.73)
and define
F() =
E0() − E0(0)

=
3
4
−
21
8
+
333
16
2 − . . . . (5.74)
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P01 0.66667 P11 0.95600
P12 0.73385 P22 0.87411
P23 0.76506 P33 0.84110
P34 0.78102 P44 0.82529
Table 1: Padé approximants for the ground-state energy of the anharmonic oscillator.
One can show that F() satisfies all properties 1— 4 (this subtraction trick is needed in
particular to ensureproperty 3) andhenceoneobtains the following integral representation
for the expansion coefficients:
an =
∫0
−∞
D(t)
pitn+1
dt, (5.75)
which can be interpreted as a dispersion relation.
A good approximation for D(t) can be obtained via Wentzel-Kramers-Brillouin (WKB)
methods for the tunneling effect (recall that t < 0means negative coupling), which yields
(5.34). The important fact to notice is that an behaves like
n! 3n (n→∞), (5.76)
which satisfies Carleman’s condition. Hence, we can conclude that the perturbation series
of the anharmonic oscillator has a convergent associated Padé sequence as illustrated by
Table 1.
This result on the large-order behavior of one-dimensional perturbation theory can be
also obtained by studying Feynman diagrams with many vertices in terms of a suitable
continuum limit (viz. C. M. Bender and T. T. Wu, Phys. Rev. Lett. 37, 117 (1976)).
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