In the spirit of making high-order discontinuous Galerkin (DG) methods more competitive, researchers have developed the hybridized DG methods, a class of discontinuous Galerkin methods that generalizes the Hybridizable DG (HDG), the Embedded DG (EDG) and the Interior Embedded DG (IEDG) methods. These methods are amenable to hybridization (static condensation) and thus to more computationally efficient implementations. Like other high-order DG methods, however, they may suffer from numerical stability issues in under-resolved fluid flow simulations. In this spirit, we introduce the hybridized DG methods for the compressible Euler and Navier-Stokes equations in entropy variables. Under a suitable choice of the numerical flux, the scheme can be shown to be entropy stable and satisfy the Second Law of Thermodynamics in an integral sense. The performance and robustness of the proposed family of schemes are illustrated through a series of steady and unsteady flow problems in subsonic, transonic, and supersonic regimes. The hybridized DG methods in entropy variables show the optimal accuracy order given by the polynomial approximation space, and are significantly superior to their counterparts in conservation variables in terms of stability and robustness, particularly for under-resolved and shock flows.
Introduction
Over the past few years, discontinuous Galerkin (DG) methods have emerged as a promising approach for fluid flow simulations. First, they allow for high-order discretizations on complex geometries and unstructured meshes; which is a critical feature to simulate transitional and turbulent flows over the complex three-dimensional geometries commonly encountered in industrial applications. Second, DG methods are well suited to emerging computing architectures, including graphics processing units (GPUs) and other many-core architectures, due to their high flop-to-communication ratio. The use of DG methods for largeeddy simulation (LES) of transitional and turbulent flows is being further encouraged by successful numerical predictions [6, 18, 27, 28, 44, 51, 55, 60] .
However, high-order DG methods remain computationally expensive and may suffer from numerical stability issues in under-resolved computations. In order to address the first limitation, researchers have recently developed the hybridized DG methods [18, 47] , a class of discontinuous Galerkin methods that generalizes the Hybridizable DG (HDG) [12, 24, 46, 49, 62] , the Embedded DG (EDG) [12, 13, 50] and the Interior Embedded DG (IEDG) [17] methods. In order to address the second issue, entropy-stable DG schemes have been proposed for the compressible Euler [3, 34, 35, 38] and Navier-Stokes equations [9, 29, 42, 61, 63] . From a physical perspective, entropy stability implies the numerical solution satisfies the integral version of the Second Law of Thermodynamics in the computational domain, and this in turn allows for improved robustness in under-resolved computations [7, 16, 25, 26] .
In this paper, we devise entropy-stable hybridized DG methods for the compressible Euler and Navier-Stokes equations. To this end, we use entropy variables for the hybridized DG discretization; which allows us to derive an identity governing the evolution of total entropy in the numerical solution. The entropy stability of the scheme is then ensured by a proper choice of the numerical flux. The performance of the entropy-variable hybridized DG methods is illustrated through a series of steady and unsteady flows in subsonic, transonic, and supersonic regimes. Numerical results indicate the entropy-variable hybridized DG methods display optimal accuracy order, and are superior to their conservation-variable counterparts in terms of stability and robustness.
The remainder of the paper is organized as follows. In Section 2, we present the compressible Euler and Navier-Stokes equations, as well as a discussion on entropy pairs and symmetrization. The entropy-variable hybridized DG methods are introduced in Section 3. Theoretical entropy stability results are discussed in Section 4. Numerical examples for steady and unsteady flows are then presented in Section 5. We conclude with some remarks in Section 6.
Governing equations

The compressible Euler equations
Let
> 0 be a final time and let Ω ⊂ R , 1 ≤ ≤ 3 be an open, connected and bounded physical domain with Lipschitz boundary Ω. The unsteady compressible Euler equations in strong, conservation form are given by
( ) = 0, on Ω ⊗ (0, ),
Here, = ( , , ) ∈ , = 1, ..., is the -dimensional ( = + 2) vector of conservation variables, 0 ∈ is an initial condition, ⊂ R is the set of physical states (i.e. positive density and pressure), ( ) is a boundary operator, and ( ) are the inviscid fluxes of dimension × ,
where denotes the thermodynamic pressure and is the Kronecker delta. For a calorically perfect gas in thermodynamic equilibrium, = ( − 1) (︀ − || || 2 /2 )︀ , where = / > 1 is the ratio of specific heats and in particular ≈ 1.4 for air. and are the specific heats at constant pressure and volume, respectively. The steady-state compressible Euler equations are obtained by dropping Eq. (1c) and the first term in Eq. (1a).
The compressible Navier-Stokes equations
The unsteady compressible Navier-Stokes equations in strong, conservation form are given by
( , ∇ ) = 0, on Ω ⊗ (0, ),
where ( , ∇ ) are the viscous fluxes of dimension × ,
For a Newtonian fluid with the Fourier's law of heat conduction, the viscous stress tensor and heat flux are given by
respectively, where summation over repeated indices is implied, and where denotes temperature, the dynamic (shear) viscosity, the bulk viscosity, = / the thermal conductivity, and the Prandtl number. In particular, ≈ 0.71 for air, and additionally = 0 under the Stokes' hypothesis.
Under these assumptions, the viscous fluxes are linear in ∇ and can be written as
where ( ) ∈ R × are symmetric positive semi-definite matrices [37] . The steady-state compressible Navier-Stokes equations are obtained by dropping Eq. (3c) and the first term in Eq. (3a).
Entropy pairs and symmetrization of the governing equations
Nonlinear hyperbolic systems of conservation laws arising from physical systems, such as the compressible Euler equations, commonly admit a generalized entropy pair ( ( ), ℱ ( )) consisting of a convex generalized entropy function ( ) : R → R and an entropy flux ℱ ( ) : R → R that satisfies
Entropy pairs exist if and only if the hyperbolic system is symmetrized via the change of variables ( ) = / [30, 43] , where are referred to as the entropy variables. Such entropy pairs exist, among others, for the Euler equations and the magnetohydrodynamic (MHD) equations. An important property of entropysymmetrized hyperbolic systems emerges when the inner product of the conservation law is taken with respect to the entropy variables, namely, the following identities hold for smooth solutions [2] 
These identities will be used for some of the proofs in Appendix A. The following family of generalized entropy pairs for the Euler equations
was proposed by Harten [31] , where denotes the velocity vector, = log( / ) − 0 is a non-dimensional thermodynamic entropy, 0 is a baseline entropy level, and : R → R is any smooth function such that ′ > 0 and ′′ < ′ / . Among the entropy pairs in this family, only the subset of affine functions ( ) = 0 + 1 , 1 > 0 further symmetrizes the Navier-Stokes equations [37] . For this reason, we consider the following entropy pair in this paper
which leads to the mapping
We shall denote the set of physical states in space by , i.e. = ( ). The expressions for the inverse mapping = ( ) and the Jacobian matrices / and / are presented in [37] . We finally note that entropy-satisfying solutions of the Euler and Navier-Stokes equations satisfy
in the sense of distributions, where equality holds pointwise for smooth (classical) solutions of the Euler equations. Equation (12) follows from the entropy transport inequality (Second Law of Thermodynamics), and vice versa.
The entropy-variable hybridized DG methods
Preliminaries and notation
Finite element mesh
We denote by ℎ a collection of stationary, disjoint, non-singular, -th degree curved elements that partition Ω 1 , and set ℎ := { : ∈ ℎ } to be the collection of the boundaries of the elements in ℎ . For an element of the collection ℎ , = ∩ Ω is a boundary face if its − 1 Lebesgue measure is nonzero. For two elements + and − of ℎ , = + ∩ − is the interior face between + and − if its − 1 Lebesgue measure is nonzero. We denote by ℰ ℎ and ℰ ℎ the set of interior and boundary faces, respectively, and we define ℰ ℎ := ℰ ℎ ∪ ℰ ℎ as the union of interior and boundary faces. Note that, by definition, ℎ and ℰ ℎ are different. More precisely, an interior face is counted twice in ℎ but only once in ℰ ℎ , whereas a boundary face is counted once both in ℎ and ℰ ℎ .
Finite element spaces
Let ( ) denote the space of polynomials of degree at most on a domain ⊂ R , let 2 ( ) be the space of Lebesgue square-integrable functions on , and 0 ( ) the space of continuous functions on . Also, let denote the -th degree parametric mapping from the reference element to an element ∈ ℎ in the physical domain, and be the -th degree parametric mapping from the reference face to a face ∈ ℰ ℎ in the physical domain. We then introduce the following discontinuous finite element spaces in ℎ ,
and the following finite element spaces on the mesh skeleton ℰ ℎ ,︁
Note that̂︁ ℳ ℎ consists of functions which are discontinuous at the boundaries of the faces, whereas̃︁ ℳ ℎ consists of functions that are continuous at the boundaries of the faces. We also denote by ℳ ℎ a finite element space on ℰ ℎ that satisfies̃︁ ℳ ℎ ⊆ ℳ ℎ ⊆̂︁ ℳ ℎ . In particular, we define
ℎ will lead to different discretization methods within the hybridized DG family. It remains to define inner products associated with these finite element spaces. For functions and in
, where tr (·) is the trace operator of a square matrix. We finally introduce the following inner products
The entropy-variable hybridized DG methods for the compressible Euler equations
The entropy-variable hybridized DG discretization of the unsteady compressible Euler equations reads as follows:
for all ( , ) ∈ ℎ ⊗ ℳ ℎ and all ∈ (0, ), as well as
for all ∈ ℎ . Here, ℎ and̂︀ ℎ are the numerical approximations to and | ℰ ℎ , ( ℎ ) = ( ( ℎ )) denotes the inviscid flux in entropy variables,̂︀ ℎ is the inviscid numerical flux defined aŝ︀
where denotes the unit normal vector pointing outwards from the elements, and ∈ R × is the socalled stabilization matrix. As discussed in Section 4, the stabilization matrix plays an important role in the stability of the scheme. Also,̂︀ ℎ is the boundary condition term, whose precise definition depends on the type of boundary condition, and Ω is a boundary state with support on Ω. The development of entropy-stable boundary conditions for hybridized DG methods is beyond the scope of this paper. Equation (16a) weakly imposes the Euler equations, Eq. (16b) weakly enforces the boundary conditions and the flux conservation across elements, and Eq. (16c) weakly imposes the initial condition. The entropy-variable hybridized DG discretization of the steady-state compressible Euler equations is obtained by dropping Eq. (16c) and the first term in Eq. (16a). We note that, due to the discontinuous nature of ℎ , Eq. (16a) can be used to locally (i.e. in an element-by-element fashion) eliminate ℎ to obtain a weak formulation in terms of̂︀ ℎ only, and thus only the degrees of freedom of̂︀ ℎ are globally coupled [47] . We finally note that, although conservation variables are not used as working variables in the discretization, the entropy-variable hybridized DG methods are -conservative; which follows by setting and to be constant functions in Equations (16a)−(16b).
The entropy-variable hybridized DG methods for the compressible Navier-Stokes equations
The entropy-variable hybridized DG discretization of the unsteady compressible Navier-Stokes equations reads as follows:
for all ( , , ) ∈ ℎ ⊗ ℎ ⊗ ℳ ℎ and all ∈ (0, ), as well as
for all ∈ ℎ . In addition to the nomenclature previously introduced, ℎ is the numerical approximation to the gradient of the solution ∇ ,
is the viscous flux in entropy variables, and̂︀ ℎ is the viscous numerical flux. Inspired by the common choices in the context of conservation-variable hybridized DG methods [18, 45] , two options for̂︀ ℎ arê︀
Note again that the scheme is -conservative, and that Equations (18b)−(18c) can be used to locally eliminate both ℎ and ℎ to obtain a weak formulation in terms of̂︀ ℎ only. Hence, only the degrees of freedom of̂︀ ℎ are globally coupled. The entropy-variable hybridized DG discretization of the steady-state compressible Navier-Stokes equations is obtained by dropping Eq. (18d) and the first term in Eq. (18b).
Examples of schemes within the hybridized DG family
Different choices of ℰ E ℎ in the definition of the space ℳ ℎ lead to different schemes within the hybridized DG family. We present three interesting choices in this section. The first one is ℰ E ℎ = ∅ and yields ℳ ℎ =︁ ℳ ℎ . This corresponds to the entropy-variable Hybridizable Discontinuous Galerkin (HDG) method. The second choice is ℰ E ℎ = ℰ ℎ and implies ℳ ℎ =̃︁ ℳ ℎ . This corresponds to the entropy-variable Embedded Discontinuous Galerkin (EDG) method and makes the approximation space ℳ ℎ continuous over ℰ ℎ . Sincẽ︁ ℳ ℎ ⊂̂︁ ℳ ℎ , the EDG method has fewer globally coupled degrees of freedom that the HDG method. The third one is ℰ E ℎ = ℰ ℎ and thus̃︁ ℳ ℎ ⊂ ℳ ℎ ⊂̂︁ ℳ ℎ . The resulting approximation space consists of functions that are continuous everywhere but at the borders of the boundary faces. Therefore, the resulting method has an HDG flavor on the boundary faces and an EDG flavor on the interior faces, and is referred to as the entropy-variable Interior Embedded DG (IEDG) method. Figure 1 illustrates the degrees of freedom for the HDG, IEDG and EDG methods in a four-element mesh. The three schemes differ from each other only in the degrees of freedom of the approximate tracê︀ ℎ . We note that the IEDG method enjoys advantages of both the HDG and the EDG methods. First, IEDG inherits the reduced number of global degrees of freedom and thus the computational efficiency of EDG, as discussed in Section 3.5. In fact, the degrees of freedom of the approximate trace on ℰ ℎ can be locally eliminated without affecting the sparsity pattern of the Jacobian matrix of the discretization, thus yielding an even smaller number of global degrees of freedom than in the EDG method. Second, the IEDG scheme enforces the boundary conditions as strongly as the HDG method, thus retaining the boundary condition robustness of HDG. These features make the IEDG method an excellent alternative to the HDG and EDG methods.
Comparison with other DG methods
We compare hybridized DG methods to "standard" DG methods, such as the Local DG (LDG) method [11] , the Compact DG (CDG) method [48] or the BR2 method of Bassi and Rebay [5] , in terms of the number of globally coupled degrees of freedom and the number of nonzero elements in the Jacobian matrix of the discretization. For polynomials of degree up to about five, the number of nonzero entries in the Jacobian matrix provides an indication of the computational cost of the scheme and, for many implicit time-integration implementations, also of the memory requirements. This is no longer a good cost metric for higher polynomial degrees since other operations, that are not accounted for by the number of nonzeros, start to dominate. The cases of triangular (2D) and tetrahedral (3D) meshes with polynomials of degree = 1, . . . , 5 are considered. We assume that if is the number of mesh vertices, the number of triangles in 2D is about 2 and the number of tetrahedra in 3D is about 6 . These assumptions are reasonable for large and well shaped meshes, and are consistent with those in [36] . As will be discussed later, the accuracy order of the scheme is + 1.
For a hyperbolic system of conservation laws with components (e.g. = + 2 for the Euler equations), the number of global degrees of freedom is given by
whereas the number of nonzero entries in the Jacobian matrix is given by
The coefficients DOF and NNZ are collected in Tables 1 and 2 , respectively. We note the coefficients DOF and NNZ for the IEDG method are bounded above by those of the EDG method, but cannot be determined (22) to determine the number of nonzero entries in the Jacobian matrix.
exactly since they depend on the ratio of interior faces and boundary faces in the mesh. For second-order systems in space, such as the Navier-Stokes equations, the numbers in Tables 1 and 2 remain the same for hybridized DG methods but they increase for some instances of standard DG methods.
In all cases, EDG and IEDG provide a dramatic reduction in global degrees of freedom and number of nonzeros in the Jacobian matrix with respect to standard DG methods. For meshes in which the number of interior faces is much larger than the number of boundary faces, the coefficients for the IEDG method are only slightly smaller than those for the EDG method. For meshes in which the number of interior faces is about the number of boundary faces, the coefficients for the IEDG method are significantly smaller than those for the EDG method. Hence, for moderately high polynomial orders, hybridized DG methods are significantly superior to standard DG methods in terms of computational cost and memory requirements.
Stability properties
Preliminaries and notation
· denote the Jacobian of the inviscid flux along the direction with respect to the conservation variables, let˜0 = / be the (symmetric positive definite) Riemannian metric tensor of the change of variable = ( ), and let˜(
Since is an open connected subset of R , infinitely many such paths exist provided
The results hereinafter hold for any choice of path. Also, let us define˜=˜0, and let
⃒ ≡ | |˜0 be the generalized absolute value operator with respect to the metric tensor˜0. We finally introduce the following definitions: Definition 1 (Mean-value stabilization matrix).
Definition 2 (Symmetric variable stabilization matrix).
where * is some state that depends on 1 and 2 . Definition 3 (Symmetric Lax-Friedrichs stabilization matrix).
where denotes the maximum-magnitude eigenvalue of , and * is some state that depends on 1 and 2 . Definition 4 (Entropy-stable stabilization matrix). A stabilization matrix satisfying
for all 1 , 2 ∈ and all || || = 1, is said to be entropy stable, where
Remark 1: The last two equalities in Eq. (27) follow from the change of variable ′ = 1 − applied to the second and first terms in the integrand, respectively.
Remark 2: Examples of entropy-stable stabilization matrices include the mean-value stabilization matrix (23) , as well as the symmetric variable (24) and symmetric Lax-Friedrichs (25) matrices with * such that
where ∈ , ∈ ℎ , and Π ℎ is the projection operator onto ℎ .
Remark 3:̂︀
Π ℎ is not a local operator in the sense that̂︀ Π ℎ ( ) does not depend only on ( ℎ ( ), ℎ ( ),̂︀ ℎ ( )) but on the solution over the entire element. Definition 6 (Entropy-stable viscous numerical flux). A viscous numerical flux satisfying
for all ( ℎ , ℎ ,̂︀ ℎ ) ∈ ℎ ⊗ ℎ ⊗ ℳ ℎ and all ∈ ∀ ∈ ℎ , is said to be entropy stable.
Time evolution of total entropy for the compressible Euler equations
In this section, as well as in Sections 4.3, 4.4 and 4.5, the numerical solution at time is assumed to be physical in the sense that the density and pressure are pointwise positive. Proposition 1. The time evolution of total generalized entropy in the entropy-variable hybridized DG discretization of the compressible Euler equations (16) is given by
where Σ(̂︀ ℎ , ℎ ; ) is defined in Eq. (27) , and
is a boundary term.
Proof. The proof is given in Appendix A.
Corollary 1. The time evolution of total generalized entropy for the compressible Euler equations with the mean-value stabilization matrix (23) is given by
where
Proof. The desired result follows by combining Equations (23), (27) and (31), and noting that 1 2
Entropy stability for the compressible Euler equations
Theorem 1 (Semi-discrete entropy stability for the compressible Euler equations). The entropy-variable hybridized DG discretization of the compressible Euler equations (16) on a periodic domain with stabilization matrix as in (26) is entropy stable, that is, the total generalized entropy is non-increasing in time,
and the following entropy bounds are satisfied
where * is called the minimum total entropy state and is defined as
and (Ω) denotes the Lebesgue measure of Ω.
Proof. The proof is given in Appendix A. From a mathematical perspective, Theorem 1 implies the scheme is unconditionally entropy stable in the sense that entropy stability holds for any polynomial order ≥ 0 and any non-singular finite element mesh ℎ . From a physical perspective, Theorem 1 implies the numerical solution satisfies the integral version of the Second Law of Thermodynamics in the problem domain Ω. Also, Theorem 1 provides sufficient, but not necessary, conditions for entropy stability. Finally, we note that periodic boundary conditions are an adequate choice of boundary conditions to characterize the entropy stability of the scheme, and we recall that the development of entropy-stable boundary conditions is beyond the scope of this paper.
Time evolution of total entropy for the compressible Navier-Stokes equations
Proposition 2. The time evolution of total generalized entropy in the entropy-variable hybridized DG discretization of the compressible Navier-Stokes equations (18) on a non-curved (i.e. = 1) mesh is given by
. . , are symmetric positive semi-definite, and
Corollary 3. The time evolution of total generalized entropy for the compressible Navier-Stokes equations on a non-curved mesh with the mean-value stabilization matrix (23) and the projection viscous numerical flux (29) is given by
and − ,˜0
are defined in Eq. (34).
Proof. The desired result follows by combining Equations (23), (27) , (29), (35) and (39).
Entropy stability for the compressible Navier-Stokes equations
Theorem 2 (Semi-discrete entropy stability for the compressible Navier-Stokes equations). The entropyvariable hybridized DG discretization of the compressible Navier-Stokes equations (18) on a non-curved (i.e. = 1) mesh with periodic boundaries, stabilization matrix as in (26) and viscous numerical flux as in (30) is entropy stable, that is, the total generalized entropy is non-increasing in time,
where * is the minimum total entropy state defined in Eq. (38).
Corollary 4. The entropy-variable hybridized DG discretization of the compressible Navier-Stokes equations on a non-curved mesh with periodic boundaries, the projection viscous numerical flux (29), and with either (i) the mean-value stabilization matrix (23), (ii) the symmetric variable stabilization matrix (24) with * as in Eq. (28), or (iii) the symmetric Lax-Friedrichs stabilization matrix (25) with * as in Eq. (28), is entropy stable.
We note again that Theorem 2 implies the numerical solution satisfies the integral version of the Second Law of Thermodynamics in Ω, and that it provides sufficient, but not necessary, conditions for entropy stability. Also, entropy stability holds for any approximating polynomial order ≥ 0 and any non-singular, noncurved mesh. The need for the projection viscous numerical flux to ensure entropy stability suggests that if︀ ℎ is as in Eq. (20a), it is wheñ︀ ( ℎ ) significantly changes inside an element, and consequently ( ℎ , ℎ ) is not well represented in ℎ , that the viscous terms may lead or contribute to numerical instability. A similar logic applies to other definitions of̂︀ ℎ .
4.6.
2 stability
We conclude this section with a quick note on the 2 stability of the scheme.
Proposition 3.
If the scheme is entropy stable and˜0 remains uniformly bounded in the sense that there exist positive constants ≥ > 0 such that
for all ∈ R and all ∈ ℋ (︀{︀ ℎ ( , ),
, where ℋ( · ) denotes convex hull, then the scheme is 2 stable in the sense that
This result applies both to the compressible Euler and Navier-Stokes equations.
Proof. For any 0 ≤ ≤ , it holds that
where¯(·, ) and¯0(·) are in the convex hull of ( ℎ (·, )) and ( ℎ,0 (·)), respectively. The equalities in (46) follow from the Taylor series with remainder in Lagrange form 2 and the definition of * ; the second inequality follows from entropy stability; and the first and third inequalities from (44). Equation (45) then trivially follows.
Numerical examples
We present a series of numerical examples to illustrate the convergence rate and stability of the proposed family of schemes. Steady and unsteady flows in subsonic, transonic, and supersonic regimes are considered. For some of the test problems, the performance and robustness is compared to the conservation-variable hybridized DG methods [18, 47] . In all the examples, the Lax-Friedrichs stabilization matrix in [19] is used for the conservation-variable schemes, and the symmetric Lax-Friedrichs stabilization matrix in Eq. (25) with * =̂︀ ℎ is used for the entropy-variable schemes. Equation (20b) is used for the viscous numerical flux. Characteristics-based, non-reflecting boundary conditions are prescribed on the inflow/outflow boundaries, slip wall boundary conditions are used on the solid surfaces for the inviscid problems, and no-slip, adiabatic boundary conditions are used on the solid surfaces for the viscous problems. For the unsteady examples, the semi-discrete system (16) is integrated in time using the third-order, three-stage -stable diagonally implicit Runge-Kutta DIRK(3,3) method [1] . For the steady-state examples, the backward Euler method is used for pseudo-time marching towards the steady state. Finally, = 0.71, = 1.4 and = 0 are assumed in all the test problems.
We note that entropy stability is not necessarily preserved upon DIRK(3,3) time discretization. Also, the symmetric Lax-Friedrichs stabilization matrix with * =̂︀ ℎ may not satisfy Eq. (26) choices of the numerical solution ( ℎ ,̂︀ ℎ ), and similarly the viscous numerical flux (20b) may not satisfy (30) . This stabilization matrix and viscous numerical flux are considered since they lead to more computationally efficient implementations. In addition, the numerical scheme remains entropy stable in practice, as illustrated in the numerical examples in this section.
Ringleb flow
This example is aimed at verifying the optimal accuracy order of the entropy-variable hybridized DG methods for smooth solutions of the Euler equations. To that end, we consider the Ringleb flow, an exact smooth solution of the two-dimensional steady-state Euler equations obtained using the hodograph method [10] .
The radial velocity at ( , ) is given by the following nonlinear equation
The exact solution is then computed as
All quantities in Equations (47)−(50) are given in non-dimensional form. Note the rightmost equation in (49) assumes the reference density 0 , velocity 0 and total energy 0 for non-dimensionalization are related through 0 = 0 2 0 . For other choices of non-dimensionalization, the expression for needs to be adapted accordingly.
In particular, we consider the Ringleb flow on the domain Ω = (−5, −1) ⊗ (1, 5) and prescribe the exact solution as boundary condition on Ω. The computational domain is partitioned into triangular meshes that are obtained by splitting a uniform × Cartesian grid into 2 2 triangles. We perform grid convergence studies for polynomial orders = 1, 2, 3, 4 using mesh resolutions 1/ℎ = 2, 4, 8, 16, where ℎ = 4/ is the characteristic element size. Tables 3, 4 and 5 present the errors and convergence rates, measured in the [ 2 (Ω)] norm of non-dimensional conservation variables, for the entropy-variable HDG, IEDG and EDG schemes, respectively. The numerical solution converges to the exact solution with accuracy order of + 1 for the three schemes; which is the optimal accuracy order given by the polynomial approximation space. Table 5 : History of convergence of the entropy-variable EDG method for the Ringleb flow.
Mesh
Couette flow
The goal of this test problem is to verify the convergence rates for the Navier-Stokes equations. We consider a two-dimensional steady-state compressible Couette flow with a source term on a square domain Ω = (0, ) 2 . The exact solution is given by
where 0 , 0 , and are positive constants
)︀ is the temperature such that 0 corresponds to a Mach number 0 , and¯= / is a non-dimensional distance along the wall-normal direction. The density is given by the ideal gas law = / (︀ ( − 1) )︀ . The source term, appearing in the right-hand side of the Navier-Stokes equations (3a), is determined from the exact solution and reads as
In particular, we take = 0. Table 6 shows the errors and convergence rates for the entropy-variable HDG scheme. All the quantities converge with the optimal accuracy order of + 1. The fact that HDG yields optimal accuracy both for the Degree Mesh approximate solution and the approximate gradients is a very important advantage since most DG methods provide suboptimal convergence of order for the approximate gradients. All other schemes within the entropy-variable hybridized DG family, including IEDG and EDG, converge at the more common rates of + 1 for the approximate solution and for the approximate gradients (not shown).
Inviscid supersonic flow past a circular duct
This test case involves the steady supersonic flow in a two-dimensional channel with a 4% thick circular bump on the bottom side. The length-to-height ratio of the channel is 3:1, the flow is inviscid, goes from left to right, and the inlet Mach number is ∞ = 1.4. We use a finite element mesh with 2,400 isoparametric triangular elements and polynomials of degree 4 to represent both the solution and the geometry.
Numerical results for entropy-variable IEDG without a shock capturing method are presented on the top images in Figure 2 . No visual differences are observed in the numerical solution with the entropy-variable HDG and EDG schemes (not shown). Despite the severe Gibbs oscillations near the shock wave, the entropyvariable hybridized DG schemes are stable in all cases. Conservation-variable HDG, IEDG and EDG failed to converge for this problem without shock capturing. The solution with the entropy-variable IEDG scheme and the shock capturing method in [20, 21] is shown at the bottom of Figure 2 . The shock is well resolved and non-oscillatory in this case. We note that entropy stability can be shown to be preserved with this shock capturing method [23] .
Shu vortex
Case description and numerical discretization
The goal of this test problem is to investigate the stability of the scheme for the long time integration of vortex transport phenomena. To this end, we consider the two-dimensional inviscid vortex problem proposed by Shu 3 [52] . The vortex is homentropic, initially located at ( , ) = (0, 0) and advected downstream by the freestream velocity ∞ . The exact solution is given by
where Figure 3 shows the time evolution of the 2 norm of the error in non-dimensional conservation variables and non-dimensional entropy variables, where ∞ , ∞ ∞ and ∞ 2 ∞ are used as reference density, momentum and total energy for the non-dimensionalization. The evolution of total thermodynamic entropy in the computational domain is shown at the bottom of the figure. Conservation-variable HDG breaks down at time = 74.9 −1 ∞ , whereas entropy-variable HDG remains stable throughout the simulation. The total thermodynamic entropy is non-decreasing in entropy-variable HDG and non-increasing in conservationvariable HDG (i.e. the total generalized entropy is non-increasing and non-decreasing, respectively). That is, under-resolution in this problem makes the discretized system evolve through entropy-satisfying and entropy-violating paths for entropy and conservation variables, respectively; which provides critical insights on the mechanisms responsible for numerical instability in the latter case. Induced by the entropy-violating evolution, the error in the conservation-variable solution is much larger when measured in the -norm than in the -norm.
Numerical results
Inviscid compressible Taylor-Green vortex
Case description and numerical discretization
The goal of this test case is to examine the stability of the scheme for severely under-resolved compressible flow simulations. To this end, we perform implicit large-eddy simulation (ILES) of the inviscid compressible Taylor-Green vortex (TGV) [54] . The TGV problem describes the evolution of the flow in a cubic domain
3 with triple periodic boundaries, starting from the smooth initial condition
where 0 , 0 and 0 are positive constants. The large-scale eddy in the initial condition leads to smaller and smaller structures through vortex stretching, until the vortical structures eventually break down and the flow transitions to turbulence at ≈ 8 / 0 . Due to the lack of viscous dissipation, the smallest turbulent length and time scales become arbitrarily small as time evolves. In particular, we consider the inviscid TGV at reference Mach number 0 = 0 / 0 = 0.8, where 0 is the speed of sound at temperature
0 . This completes the non-dimensional description of the problem. For this problem, we consider conservation-variable and entropy-variable EDG schemes. In both cases, the computational domain is partitioned into a uniform 32 × 32 × 32 Cartesian grid, and polynomials of degree = 2 are used to approximate the solution. The time-step size is set to ∆ = 5.71 · 10
and the numerical solution is computed from 0 = 0 to = 40
0 . Three different phases can be distinguished in the simulation. Before ≈ 3.5 / 0 , the flow is laminar and with no subgrid scales. This is followed by an under-resolved laminar phase (i.e. subgrid scales appear in the flow) that lasts until ≈ 8 / 0 . From then on, the flow is turbulent and under-resolved. Figure 4 shows the temporal evolution of the mean thermodynamic entropy, mean-square vorticity, variance of temperature, and variance of dilatation from = 0 to = 10 −1 0 . The vorticity and dilatation are defined as = ∇ × and = ∇ · , respectively, and ⟨ · ⟩ is used to denote spatial averaging. While ⟨ ⟩ = 0 in the exact solution due to periodicity in all directions, we note this does not hold exactly, and thus variance of dilatation and mean-square dilatation are different ⟨ ′ ′ ⟩ ̸ = ⟨ ⟩, in the discrete solution. The conservation-variable EDG scheme is unstable and breaks down at ≈ 7.12 −1 0 , whereas entropy-variable EDG is stable throughout the simulation (from = 10
Numerical results
onwards not shown here). From the results in Figure 4 , we emphasize that:
1. When the exact solution does not contain subgrid scales and the simulation is well resolved, that is, before ≈ 3.5 / 0 , the conservation-variable and entropy-variable solutions agree well with each other. As subgrid scales appear in the flow and the simulation becomes under-resolved, both numerical solutions start to differ from each other. 2. Before ≈ 3.5 / 0 , the total entropy remains approximately constant in both simulations. The conservation-variable and entropy-variable schemes therefore succeed to detect there are no subgrid scales and do not numerically affect entropy under those conditions. 3. The entropy production is non-negligible when there are subgrid scales in the flow. In the entropyvariable scheme, under-resolution leads to an increase in total thermodynamic entropy (decrease in total generalized entropy), and in particular the entropy production is an increasing function of the energy contained in the subgrid scales, that we recall increases over time. In the conservation-variable scheme, however, under-resolution does not lead to an increase entropy. In particular, the numerical oscillations due to under-resolution, which are present in both schemes, are less physical (in the sense of being less consistent with the Second Law of Thermodynamics) with conservation variables than with entropy variables, and this eventually leads to the breakdown of the simulation. These three observations are justified as follows: On the one hand, if the exact solution does not contain subgrid scales, it is well represented in the approximation space and the scheme is in the asymptotic convergence regime. This implies the inter-element jumps in the numerical solution are small and in particular of order || ℎ || = (ℎ +1 ), where ℎ denotes the element size and ℎ = + ℎ − − ℎ is the interelement jump. Since the amount of entropy introduced by entropy-variable schemes is of order (|| ℎ || 2 ) (see Proposition 1), it is therefore negligible when the simulation is well resolved. This result applies also to conservation-variable schemes (see footnote 4 ). On the other hand, if the exact solution contains subgrid scales (i.e. if the simulation is under-resolved), the inter-element jumps grow [19, 22] and entropy-stable schemes lead to an increase in thermodynamic entropy, as given by Eq. (31) . Since the amount of entropy introduced by conservation-variable schemes cannot be shown to be positive, this property is not necessarily preserved with conservation variables. In fact, since arbitrary oscillations in density and pressure usually reduce the total thermodynamic entropy, it is not completely surprising that DG schemes that are not entropy stable decrease entropy in under-resolved simulations of compressible flows, in which density and pressure oscillate inside the elements.
Finally, we note that the numerical scheme increasing entropy in under-resolved computations is not only important for stability purposes, but also provides with a built-in (implicit) "subgrid-scale model" for largeeddy simulation of compressible flows.
5.6. Decay of compressible, homogeneous, isotropic turbulence 5.6.1. Case description and numerical discretization
We perform implicit large-eddy simulation of the decay of compressible, homogeneous, isotropic turbulence with eddy shocklets [40] . The goal of this test problem is to investigate the stability and accuracy of the scheme for under-resolved simulations of compressible turbulence. The problem domain consists of a cube Ω = (− , ) 3 with triple periodic boundaries. The initial density, pressure and temperature fields are constant, and the initial velocity is solenoidal and with kinetic energy spectrum satisfying ( )
, where corresponds to the most energetic wavenumber and is set to = 4/ . The details of the procedure to generate the initial velocity field are described in [39] . The initial turbulent Mach number and Taylor-scale Reynolds number are
where the zero subscript denotes the initial value, ⟨ · ⟩ denotes spatial averaging, and
are the root mean square velocity and the Taylor microscale, respectively. Also, the dynamic viscosity is assumed to follow a power-law of the form
This completes the non-dimensional description of the problem. Due to the imbalance in the initial condition, strong vortical, entropy and acoustic modes (i.e. all the compressible modes) develop and persist throughout the simulation. Weak shock waves (eddy shocklets) appear spontaneously from the turbulent motions as well.
The computational domain is discretized into a uniform 32×32×32 Cartesian grid and polynomials of degree = 2 are used to approximate the solution; which leads to severe spatial under-resolution for this problem [33, 39] . The simulation is performed from 0 = 0 to = 4 0 with time-step size ∆ = 1.183 · 10
0 , where 0 = 0 / ,0 denotes the initial eddy turn-over time. This corresponds to a CFL number based on the initial mean-square velocity of ,0 ∆ /ℎ = 0.02. Conservation-variable and entropy-variable EDG schemes are considered. Figure 5 shows the temporal evolution of the mean-square velocity, mean-square vorticity, temperature variance, and dilatation variance for conservation-variable EDG, entropy-variable EDG, and the direct numerical simulation (DNS) data from Hillewaert et al. [33] . The conservation-variable EDG scheme is unstable and breaks down at ≈ 0.450 0 , whereas entropy-variable EDG is stable throughout the simulation. In addition, the entropy-variable scheme shows very good agreement with the DNS data, particularly when compared to the LES results obtained with other numerical schemes [33, 39] and despite a slightly higher resolution was used in the simulations therein. The main discrepancy with DNS is observed for the time evolution of dilatation variance. We note, however, that the grid resolution in DNS was such that the cell Péclet number ,0 := ⟨ 0 ⟩ ,0 /⟨ 0 ⟩ is approximately 3.3. While this suffices to stabilize the shock waves, it may not suffice to accurately resolve them and it is therefore unclear whether the DNS results are grid converged. Some differences between unfiltered DNS solutions computed with a finite-volume code and a DG code are indeed reported in [33] . In short, Figure 5 shows the use of entropy variables stabilizes the scheme while having a small impact on the propagation of vortical, entropy and acoustic modes; which is critical for large-eddy simulation of compressible flows. Figure 6 shows the time evolution of total thermodynamic entropy in the computational domain as well as of the quantity
where Φ = ∇ : is the viscous dissipation of kinetic energy and : is the Frobenius inner product of two matrices. The second term in the right-hand side of Eq. (56) corresponds to the generation of thermodynamic entropy due to physical mechanisms and is non-positive provided , , ≥ 0. Π is therefore the contribution to the entropy production due to the numerical scheme, and is referred to as the numerical generation of entropy (if positive) or numerical destruction of entropy (if negative). We note that Φ and ∇ can be computed using either ( ℎ , ∇ ℎ ) or ( ℎ , ℎ ). Since ∇ ℎ converges suboptimally, whereas ℎ converges optimally for some schemes within the hybridized DG family, as discussed in Section 5.2, the latter approach is adopted here. From this figure, the total thermodynamic entropy in the domain increases over time (total generalized entropy decreases) both with conservation and entropy variables. Conservation variables, however, lead to very large numerical entropy destruction and this is in turn responsible for the simulation breakdown. This behavior is not observed with entropy variables.
Remark: For the Euler equations, Π vanishes and entropy stability implies Π is non-negative. For the Navier-Stokes equations, however, entropy stability is not a sufficient condition for Π ≥ 0. In particular, it follows from the entropy stability proof for the Navier-Stokes equations in Appendix A that non-negativity of Π requires both entropy stability and
While
holds pointwise as an identity for any physical and differentiable field, Eq. (57) cannot be ensured regardless of whether ( ℎ , ∇ ℎ ) or ( ℎ , ℎ ) are used to compute Φ and ∇ (see footnote 5 for further discussion).
5 For non-curved elements (i.e. = 1), it can be shown [23] 
with = 1, . . . , and = 1, . . . , . The existence and uniqueness of ℛ ℎ is given by the Riesz representation theorem. Using this result and Eq. (58), it follows that
This equality holds true and is to be compared to the desired inequality in Eq. (57). For curved elements (i.e. ≥ 2), a similar result applies. The mean initial entropy is used as baseline entropy 0. We recall is already in non-dimensional form.
Conclusions
We presented the entropy-variable hybridized DG methods for the compressible Euler and Navier-Stokes equations. The proposed schemes display optimal accuracy order and have important advantages over existing DG methods. First, as hybridized DG methods, they result in significantly fewer globally coupled degrees of freedom and number of nonzero entries in the Jacobian matrix than in standard DG methods; which allows for more computationally efficient implementations, both in terms of flop count and memory requirements. Second, as entropy-stable schemes, they lead to improved robustness and improved accuracy in under-resolved simulations of compressible flows with respect to their conservation-variable counterparts, as illustrated through a number of steady and unsteady flow problems in subsonic, transonic, and supersonic regimes.
We recall that Σ( 1 , 2 ; ) was defined in Eq. 
Proof. Equation (A.1) is a trivial generalization of Lemma 11 in [2] . The last two equalities in Eq. (27) follow from the change of variable ′ = 1− applied to the second and first terms in the integrand, respectively.
Corollary 5 (Pointwise entropy production due to face jumps). Let ∈ ℎ be a face, ∈ R be the unit normal vector to pointing outwards from the element, and̂︀ ℎ ( ), ℎ ( ) ∈ be physical states for all in . The following identity holds pointwise on :
Appendix A.2. Proof of Proposition 1
Let ( ℎ ( ),̂︀ ℎ ( )) denote the numerical solution at time > 0, and let ℎ ( ℎ ,̂︀ ℎ , ℎ / ; ) and ℎ ( ℎ ,̂︀ ℎ ; ) be shorthand notations for the left-hand sides in Equations (16a) and (16b), respectively. Note we have omitted, and will omit hereinafter, the time dependency of the solution to simplify the notation. Integrating the inviscid flux term in ℎ by parts 6 , these maps can be rewritten as
Since (i) Equations (16a) and (16b) hold for all ( , ) ∈ ℎ ⊗ ℳ ℎ , and (ii) the approximation and test spaces are the same, it follows that ℎ ( ℎ ,̂︀ ℎ , ℎ / ; ℎ ) − ℎ ( ℎ ,̂︀ ℎ ;̂︀ ℎ ) = 0, that is,
where we have used the identities in Eq. (8), the definition of the inviscid numerical flux (17) , and the fact that the mesh ℎ is stationary. Applying the divergence theorem and noting that 
(A.6)
The desired result then readily follows by applying Corollary 5.
Appendix A.3. Proof of Theorem 1
Equation (36) is a corollary of Proposition 1. The upper bound in Eq. (37) then trivially follows from the Newton-Leibniz formula and positivity of integration. For the lower bound, let us consider the Taylor series with integral remainder of the entropy function between the states * ( ℎ ) and ( ℎ ), namely,
Note that, for physical solutions, is sufficiently regular for Eq. (A.7) to hold everywhere in ℎ . Integrating (A.7) over ℎ , the second term in the right-hand side vanishes by definition of * . It then follows from convexity of that ∫︁
The lower bound is finally established by noting that * ( ) is constant in time, and in particular equal to * ( ℎ,0 ), since the entropy-variable hybridized DG methods are -conservative by construction, as discussed in Section 3.2.
