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ABSTRACT
Tight bounds on the minimum mean square error for the additive
Gaussian noise channel are derived, when the input distribution is
constrained to be ε-close to a Gaussian reference distribution in
terms of the Kullback–Leibler divergence. The distributions that
attain the bounds are shown be Gaussian whose means are identical
to that of the reference distribution and whose covariance matrices
are defined implicitly via systems of matrix equations. The estima-
tor that attains the upper bound is identified as a minimax optimal
estimator that is robust against deviations from the assumed prior.
The lower bound is shown to provide a potentially tighter alterna-
tive to the Crame´r–Rao bound. Both properties are illustrated with
numerical examples.
Index Terms— MMSE bounds, robust estimation, minimax op-
timization, Crame´r–Rao bound
1. INTRODUCTION AND PROBLEM FORMULATION
The mean square error (MSE) is a natural and commonly used mea-
sure for the accuracy of an estimator. The minimum MSE (MMSE)
plays a central role in statistics [1, 2], information theory [3, 4], and
signal processing [5, 6, 7] and has been shown to have close connec-
tions to entropy and mutual information [8, 9].
In this paper, lower and upper bounds on the MMSE are derived
when the random variable of interest is contaminated by additive
Gaussian noise and its distribution is constrained to be ε-close to
a Gaussian reference distribution in terms of the Kullback–Leibler
(KL) divergence. This problem is of interest in both information
theory as well as robust statistics. More precisely, it is shown that
the estimator that attains the upper bound is minimax robust in the
sense that it minimizes the maximum MMSE over the set of feasi-
ble distributions. That is, within the specified KL divergence ball, it
is robust against arbitrary deviations of the prior from the nominal
Gaussian case. In addition, the lower bound provides a fundamental
limit on the estimation accuracy and provides an alternative to the
well-known Bayesian Crame´r–Rao bound. However, since it uses
additional information about the KL divergence, it can be signifi-
cantly tighter in some cases.
More formally, let (RK ,BK) denote the K-dimensional Borel
space. Consider an additive-noise channel
Y = X +N,
where X and N are independent (RK ,BK)-valued random vari-
ables. Without loss of generality, N is assumed to be zero-mean.
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For the purpose of this paper, it is useful to define the MSE as a
function of an estimator f and an input distribution PX , i.e.,
mseX|Y (f, PX) := EPY |XPX
[
‖f(Y )−X‖2
]
.
The MMSE is accordingly defined as
mmseX|Y (PX) := inf
f∈F
mseX|Y (f, PX),
whereF denotes the set of all all feasible estimators, i.e.,
F =
{
f : (RK ,BK)→ (RK ,BK)
}
.
The problems investigated in this paper are
sup
PX
mmseX|Y (PX) s.t. PX ∈ Pε, (1)
inf
PX
mmseX|Y (PX) s.t. PX ∈ Pε. (2)
where the set of all feasible distribution is defined as
Pε :=
{
PX | DKL
(
PX ‖P0
) ≤ ε}.
Note that Pε is a KL ball centered at P0 of radius . It is further
assumed that
P0 = N(µ0,Σ0),
where N(µ,Σ) denotes the Gaussian distribution with mean µ and
covariance Σ. All covariance matrices are assumed to be positive
definite.
The paper is organized as follows: the main result is stated in
Section 2, followed by a brief discussion in Section 3. A proof is
detailed in Section 4 and two illustrative numerical examples are
presented in Section 5.
A remark on notation: In what follows, ΣX and ΣN denote the
covariance matrices ofX andN , respectively. Moreover, in order to
keep the notation compact, the following matrices are introduced
WX := ΣX(ΣX + ΣN )
−1,
DX := ΣNW
T
XWX ,
WN := ΣN (ΣX + ΣN )
−1,
DN := ΣXW
T
NWN ,
where W T denotes the transpose of W . Note that WX +WN = I .
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2. RESULT
If (α∗,Σ∗X), with Σ
∗
X positive definite and α
∗ ≥ 0, solve
ΣX = (I + αDN )Σ0, (3)
α tr
(
DN
)− log det(I + αDN) = 2ε, (4)
then
P ∗X = N
(
µ0,Σ
∗
X
)
(5)
solves (1). Analogously, if (α†,Σ†X), with Σ
† positive definite and
α† ≤ 0, solve (3) and (4), then
P †X = N
(
µ0,Σ
†
X
)
(6)
solves (2).
Since the optimal distributions are Gaussians of the form PX =
N
(
µ0,ΣX
)
, the MMSE estimators are in both cases given by
f(y) = WXy +WNµ0, (7)
where y ∈ RK denotes the observed realization of Y . The corre-
sponding MMSE calculates to
mmseX|Y (PX) = tr
(
DX
)
+ tr
(
DN
)
. (8)
The lower and upper bound can be obtained by evaluating (8) at Σ∗X
and Σ†X , respectively.
3. DISCUSSION
Before proceeding with the proof of the presented bounds, some
clarifying remarks are in order.
1) The result does not make a statement about the existence
or the uniqueness of Σ∗X and Σ
†
X . However, considering that the
MMSE is a concave functional of the input distribution [10, Corol-
lary 1] and that the KL divergence is strictly convex in both argu-
ments [11, Theorem 2.7.2], we conjecture that the solution is guaran-
teed to exist. But, considering that the MMSE is not strictly concave
[10, Corollary 2], it is likely not to be unique.
2) Solving (3) and (4) for ΣX andα is non-trivial and, in general,
requires the use of numerical solvers. For this purpose, it can be
useful to rewrite (3) as
(I + Σ−1N ΣX)
T(I + Σ−1N ΣX)(I − Σ−10 ΣX) + αΣX = 0 (9)
in order to avoid numerical instabilities that might arise from invert-
ing ΣX . A detailed derivation of (9) is omitted due to space con-
straints. Our limited experimental results suggest that both (3) and
(9) can usually be solved using off-the-shelf algorithms. However, a
detailed discussion is beyond the scope of this work.
3) A special case for which an analytical solution of (3) and (4)
can be given is a white signal in white noise, i.e., Σ0 = σ20I and
ΣN = σ
2
NI . In this case it holds that
P ∗X = N
(
µ0, s
∗I
)
and P †X = N
(
µ0, s
†I
)
,
where the variances s∗ and s† are unique and given by
s∗ = −W0
(
−e−(1+ 2K ε)
)
σ20 , (10)
s† = −W−1
(
−e−(1+ 2K ε)
)
σ20 . (11)
Here Wk denotes the kth branch of the Lambert W function [12].
The corresponding MMSE bounds calculate to
s†σ2N
s† + σ2N
≤ mmseX|Y (PX)
K
≤ s
∗σ2N
s∗ + σ2N
∀PX ∈ Pε.
The proof of these results is straightforward and omitted for brevity.
4) The signal model can be extended to conditionally indepen-
dent and identically distributed random variables Y1|X, . . . , Yn|X
by letting
ΣN ← 1
n
ΣN and y ← 1
n
n∑
i=1
yi,
where yi denotes an observation of Yi|X , i = 1, . . . , n.
4. PROOF
The idea underlying the proof is to reformulate (1) and (2) as nested
optimizations over the estimator f and the distribution PX . Only the
solution of (1) is presented in detail since the solution of (2) can be
given analogously.
Before detailing the proof of the main result, a result on the op-
timization of expected values under f -divergence constraints is de-
rived. It simplifies the subsequent steps, but also constitutes a useful
result in its own right.
4.1. Bounding expectations under f-divergence constraints
Consider the auxiliary problems
sup
PX
EPX
[
h(X)
]
s.t. Df
(
PX ‖P0
) ≤ ε, (12)
inf
PX
EPX
[
h(X)
]
s.t. Df
(
PX ‖P0
) ≤ ε, (13)
where h : (RK ,BK) → (R,B) is a measurable function. Assum-
ing PX and P0 to be absolutely continuous with respect to a refer-
ence measure η, (12) and (13) can be reformulated in terms of the
densities of PX and P0 w.r.t. η, namely,
{sup
pX
, inf
pX
}
∫
h(x)pX(x) η(dx) (14)
s.t.
∫
RK
f
(
pX(x)
p0(x)
)
p0(x) η(dx) ≤ ε (15)∫
RK
pX(x) η(dx) = 1 (16)
pX(x) ≥ 0. (17)
The equivalent unconstrained optimization problems are given by
{sup
pX
, inf
pX
} L(pX ;λ, ν), (18)
with
L(pX ;λ, ν) :=∫
R
h(x) + λ f
(
pX(x)
p0(x)
)
p0(x) + ν pX(x) η(dx), (19)
and ν, λ ∈ R. Note that λ ≤ 0 for (12) and λ ≥ 0 for (13) and that
the constraint (17) is neglected since it turns out to be redundant.
The Fre´chet derivative [13] of (19) w.r.t. pX is given by
L′pX (pX ;λ, ν) = h(x) + λf
′
(
pX(x)
q(x)
)
+ ν,
where f ′ denotes the subderivative [14, p. 36] of f . A sufficient
condition for p∗X to solve (18) is that L
′
pX (pX ;λ, ν) = 0, which
yields
p∗X(x) = q(x)g
(
−h(x) + ν
λ
)
= q(x)g
(
αh(x) + β
)
, (20)
where α = −1/λ, β = −ν/λ, and g : R → R is the generalized
inverse [15] of f ′, i.e.,
g(c) := inf{x ∈ R | f ′(x) ≥ c}.
Note that α ≥ 0 for (12) and α ≤ 0 for (13). Finally, in order for
p∗X(x) to solve the constrained problem (12) or (13), α and β need
to be chosen such that p∗X(x) is a valid density and the f -divergence
constraint is fulfilled with equality. The latter follows directly from
the fact that the complementary slackness constraint of the Karush–
Kuhn–Tucker conditions [16] requires the f -divergence constraint to
be satisfied with equality for all λ 6= 0 and hence for all α ∈ R.
4.2. Proof of the main result
Consider the maximization in (1) which can be written as the mini-
max problem
sup
PX∈Pε
inf
f∈F
mseX|Y (f, PX). (21)
A sufficient condition for P ∗X and f
∗ to solve (21), and hence (1), is
that they satisfy the saddle point conditions [17, Exercise 3.14]
mseX|Y (f
∗, P ∗X) ≤ mseX|Y (f, P ∗X) ∀f ∈ F, (22)
mseX|Y (f
∗, P ∗X) ≥ mseX|Y (f∗, PX) ∀PX ∈ Pε. (23)
The fact that f in (7) minimizes the right hand side of (22) follows
directly from the definition of the MMSE [18, Chapter 10.4]. In the
remainder of the proof, it is shown that P ∗X in (5) satisfies (23).
First, the right hand side of (23) is written as
mseX|Y (f
∗, PX) = EPX
[
h(X)
]
,
where h : RK → R is independent of PX and given by
h(x) = EPY |X=x
[
‖WXY +WNµ0 − x‖22
]
= EN(x,ΣN )
[
‖WXY +WNµ0 − x‖22
]
= tr
(
ΣNW
T
XWX
)
+ ‖WXx+WNµ0 − x‖22
= tr
(
DX
)
+ (x− µ0)TW TNWN (x− µ0).
In order for DKL
(
PX ‖P0
)
to be finite, PX needs to be absolutely
continuous w.r.t. P0. Therefore, the problem
sup
PX∈Pε
mseX|Y (f
∗, PX) = sup
PX∈Pε
EPX
[
h(X)
]
(24)
is of the form (12), with f(x) = x log x. Since the latter is strictly
convex, the inverse function of its derivative is unique and is given
by g(c) = ec−1. Inserting g(c) into (20) yields
p∗X(x) = q(x)e
αh(x)+β−1
∝ q(x)eα(x−µ0)TW TNWN (x−µ0)
( I )∝ e− 12 (x−µ0)T(Σ−10 −αW TNWN )(x−µ0)
∝ e− 12 (x−µ0)TΣ−1X (x−µ0),
where α ≥ 0 and
Σ−1X = Σ
−1
0 − αW TNWN . (25)
Note that, without loss of generality, α has been scaled by 1/2 in
(I). Multiplying (25) by ΣX from the left, by Σ0 from the right, and
rearranging the terms yields the optimality condition in (3).
Knowing that PX and P0 are Gaussians with identical means,
the KL divergence DKL
(
PX ‖P0
)
is given by
DKL
(
PX ‖P0
)
=
1
2
(
tr
(
ΣXΣ
−1
0
)−K − log det ΣXΣ−10 )
(3)
=
1
2
(
α tr
(
DN
)
+ log det
(
I + αDN
))
. (26)
Equating (26) with ε yields the optimality condition (4). This con-
cludes the proof.
The proof for the optimality of P †X follows analogously, the only
difference being that in (24) the supremum is replaced by the infi-
mum and, consequently, the sign of α is reversed.
5. NUMERICAL EXAMPLES
In order to illustrate the usefulness of the bounds in Section 2, two
examples are presented; the first in the context of robust MMSE es-
timation, the second in the context of estimation accuracy bounds.
5.1. Robust MMSE estimation
In this example, the nominal MMSE estimator f0 with ΣX = Σ0
and the robust MMSE estimator f∗ with ΣX = Σ∗X are compared
in terms of their performance under P0 and under their respective
least favorable distribution in the feasible setPε. By definition, the
least favorable distribution for the robust MMSE estimator f∗ is P ∗X .
From (25) it follows that the least favorable distribution for f0 is
given by a Gaussian with mean µ0 and covariance
Σ−1X = Σ
−1
0 − α(Σ0 + ΣN )−1Σ2N (Σ0 + ΣN )−1,
where α ≥ 0 needs to be chosen such that the KL divergence con-
straint is fulfilled with equality. In a slight abuse of notation, the
MMSE of f0 under the corresponding least favorable distribution is
denoted by mmseX|Y (f0, P ∗X).
For the example, the matrix Σ0 is assumed to be of sizeK = 10
and to admit a Toeplitz structure with entries
[Σ0]ij = e
−0.9|i−j|, i, j = 1, . . . , 10.
This implies tr(Σ0) = K. The noise is assumed to be white with
variance σ2N = 1/γ so that γ = tr(Σ0)/ tr(ΣN ) denotes the signal-
to-noise ratio (SNR) under P0.
In Fig. 1, the MSE of the estimators f0 and f∗ under the nominal
distribution P0 and their respective least favorable distributions is
plotted versus the SNR. The KL divergence tolerance is set to ε = 2.
Especially in the low SNR regime, the robust estimator f∗ yields a
gain of 1-3 dB in terms of the worst case MSE. The price for this
improvement is a loss of comparable magnitude in terms of nominal
performance.
The increased robustness of f∗ in comparison to f0 becomes
more apparent in Fig. 2, where the MSE is plotted versus the KL
divergence tolerance ε at an SNR of 0 dB. It can clearly be seen
how the worst case MSE scales differently for f∗ and f0, which
highlights the advantage of the robust estimator under large prior
uncertainties. At the same time, the MSE of f∗ under the nominal
distribution P0 deteriorates with increasing ε. However, in this ex-
ample, the gain in worst case MSE is significantly larger than the
loss in nominal performance.
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bust MMSE estimator f∗ under P0 and the respective least favorable
distribution P ∗X at SNR = 0 dB.
5.2. Comparison to the Crame´r–Rao bound
In this example, the usefulness of the lower bound in Section 2 is
illustrated by showing that it can provide a tighter alternative to the
Crame´r–Rao lower bound. Let K = 1 and consider the zero-mean
generalized Gaussian distributionG(a, p) with density function
g(x | a, p) = p
2aΓ(1/p)
e
−
( |x|
a
)p
,
where Γ denotes the gamma function [19], a > 0 is a scale pa-
rameter, and p > 0 determines the type of decay of the tails [20].
Note that the generalized Gaussian reduces to a regular Gaussian for
p = 2 and to a Laplace distribution for p = 1. It is not difficult to
verify that choosing a =
√
Γ(1/p)
Γ(3/p)
b implies that E[X2] = b2.
Calculating the exact MMSE for X ∼ G(a, p) is non-trivial in
general so that lower bounds are of interest that are either analytical
or can be calculated with a low computational effort. A commonly
used bound on the MMSE is the Baysian Crame´r–Rao bound [21],
which for the transformation Y =
√
γX +N with N ∼N(0, 1) is
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Fig. 3. MMSE bounds vs. the shape parameter p of the generalized
Gaussian distribution at SNR = 5 dB.
given by
mmseX|Y
(
G(a, p)
) ≥ 1
γ + I
(
G(a, p)
) ,
where
I
(
G(a, p)
)
=
{
p2
a2
Γ(2−1/p)
Γ(1/p)
, p > 1
2
∞, p ≤ 1
2
(27)
denotes the Fisher Information of the zero-mean generalized normal
distribution [22, Chapter 3.2.1].
Using the result in Section 2, an alternative lower bound can be
obtained via a detour over the KL divergence between a Gaussian
and a generalized Gaussian. The latter is given by [23, eq. (17)]
DKL
(
G(a, p) ‖G(a0, 2)
)
= log
pa0
2a
Γ(1/2)
Γ(1/p)
+
a2
a20
Γ(3/p)
Γ(1/p)
− 1
p
.
In order to find the best Gaussian reference distribution, this distance
needs to be minimized w.r.t. a0. It is not hard to show that this is
accomplished by choosing a0 =
√
2Γ(3/p)
Γ(1/p)
a (i.e., the KL divergence
is minimized if the second moments agree), so that the following
divergence can be defined:
DKL
(
G(a, p) ‖N) := min
a0>0
DKL
(
G(a, p) ‖G(a0, 2)
)
= log
p√
2
√
Γ(3/p)
Γ(1/p)
Γ(1/2)
Γ(1/p)
+
1
2
− 1
p
=: dKL(p),
where dKL : R>0 → R>0 is defined implicitly and only depends on
p. Using this relation, bounds on the MMSE for any X ∼ G(a, p)
can be obtained by evaluating (10) and (11) at ε = dKL(p).
An example of bounds on mmseX|Y (G(a, p)) that were ob-
tained via the KL divergence approach is shown in Fig. 3. The SNR
was set to 5 dB and the Crame´r–Rao bound is plotted for compari-
son. Interestingly, neither of the bounds is uniformly tighter than the
other. While the Crame´r–Rao bound is more accurate on the interval
≈ [1.1, 4.7], the bound in Section 2 is tighter for all p outside this
interval. In particular for very large and very small values of p, the
proposed bound is a significant improvement. Moreover, it can also
be calculated for values p ≤ 0.5, for which the Fisher Information
in (27) is infinite so that the Crame´r–Rao bound becomes trivial.
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