We show improved a priori convergence results in the L 2 norm on interfaces for the approximation of the normal component of the flux in mixed finite element methods. Compared with standard estimates for this problem class, additional factors of √ h| log h| for the lowest-order case and of √ h in the higherorder case in the a priori bound for the flux variable are obtained. An important role in the analysis play new error estimates in strips of width O(h) and the use of anisotropic and weighted norms. Numerical examples including an application to the Stokes-Darcy coupling illustrate our theoretical results.
Introduction
An important goal of many simulations in applications is to obtain accurate and reliable values for the normal flux across certain interfaces or the boundary of the domain. As an example, we mention that the treatment of complex problems in physics or engineering quite often requires the use of a variety of models in different parts of the computational domain, which in turn are coupled through the normal flux across common interfaces. On the level of numerical methods, this entails a need to understand and quantify the discretization error in the normal flux at interfaces. In the present paper, we study this question, taking the Poisson problem in mixed form as our model problem. Our setting is motivated by more complex problems in porous media applications such as the well-known Stokes-Darcy coupling problem. There, discretizations that are (locally) conservative are of a particular interest, and one such class is mixed finite element methods (FEMs). An attractive feature of mixed FEM is that, in contrast to the popular, well-established finite volume schemes, methods of arbitrary order are available.
In numerical methods that are based on a primal-dual formulation, the normal flux at an interface can be extracted directly from the flux variable. The errors in the primal and dual variables are linked to each other, and the standard saddle point theory as described, for example, in Nicolaides (1982) or Brezzi & Fortin (1991) leads to a priori estimates for the flux variable in the L 2 norm on an interface which are at most of order l − However, the best approximation error for the normal flux in mixed FEMs is typically better by a factor √ h. It is this gap in the a priori analysis that the present paper removes (up to a logarithmic factor in the lowest-order case). We mention at this point that this improved estimate is fairly easily achievable if optimal-order estimates in L ∞ are available; however, this requires significantly more regularity than the present analysis.
In view of the technical nature of the paper, in Section 2 we formulate our model problem and state the main result which yields quasi-optimal a priori error estimates for the normal flux. The remainder of the paper is devoted to the proofs of the a priori bound and to numerical results. In Section 3, we introduce a suitable anisotropic norm and a dual problem with right-hand sides that are supported in a strip of width O(h) near the interface. Section 3 also discusses the regularity properties of the solutions of these dual problems. Section 4 quantifies the approximation properties of the Fortin operator in these anisotropic norms. In Section 5, the convergence analysis for the dual problems is given, and the proof of the main result, Theorem 2.3, is presented. Finally, in Section 6, we provide numerical results including the application to a Stokes-Darcy coupling.
Problem formulation and main results
Let Ω ⊂ R d , d = 2, 3 be a convex and bounded polyhedral domain and let f ∈ L 2 (Ω). We consider the model problem −Δu = f in Ω, u = 0 on ∂Ω in its saddle point formulation based on H(div; Ω) and L 2 (Ω), where
We state the saddle point formulation: 1b) where the bilinear forms a(·, ·) and b(·, ·) are given, for τ ,τ ∈ H(div; Ω) and v ∈ L 2 (Ω), by
The saddle point formulation is well posed (Brezzi & Fortin, 1991, Section IV.1.2) . We note that in contrast to the primal weak formulation, the homogeneous Dirichlet boundary conditions do not enter into the definition of the spaces. For integer k ∈ N 0 , Sobolev norms on Ω are denoted by · k ; the seminorm k 1 is denoted by | · | k . For s ∈ N 0 the Aronstein-Slobodeckij characterization for norms and seminorms is employed. A second, lower index, for example, · s;ω or | · | s;ω , indicates that the norm or seminorm is not considered on Ω but on ω, which will typically be an element or an edge or a face. We will also work with the Besov spaces B s 2,q (Ω), which are defined as interpolation spaces using the 'real method' (see Tartar, 2007, Chapter 22 and Triebel, 1995, Section 1.3,4.4 
Discretization
For simplicity of notation, we restrict ourselves to a family of quasi-uniform simplicial meshes T h and use standard mixed finite elements. We write E h for the set of edges in two dimensions and for the set of faces in three dimensions. We consider uniformly inf-sup-stable pairings
h is either a Raviart-Thomas (RT) or a Brezzi-Douglas-Marini (BDM) finite element space. For details, we refer the reader to Brezzi (1989 Brezzi ( , 2003 , Brezzi & Fortin (1991) and Wriggers & Carstensen (2009) and the references therein and to the original contributions Raviart & Thomas (1977) , Nédélec (1980) , Arnold & Brezzi (1985) and Brezzi et al. (1985 Brezzi et al. ( , 1986 . More precisely, we set
where k ∈ N 0 in the case of RT elements and k ∈ N for BDM elements. The local spaces on the element
Quite often, lowest-order finite element spaces are used. The popular choice RT 0 h has exactly one degree of freedom per edge/face e ∈ E h , whereas BDM 1 h has two/three degrees of freedom per edge/face. For the approximation in L 2 (Ω), we use piecewise polynomials (Brezzi & Fortin, 1991, Section IV.1.2) . As can be easily seen, mixed finite elements satisfy the inverse estimate
It is well known that the pairings (V
We note that all our constants 0 < c, C < ∞ are generic constants and do not depend on the mesh size but possibly depend on the order k. Of crucial importance for our analysis will be the so-called Fortin operator I k h (see, for example, Brezzi & Fortin, 1991, Section III.3.3) , which maps a dense subset of H(div; Ω) onto V k h . Analogously to the nodal Lagrange interpolation operator for standard conforming elements, For simplicity of notation, we abbreviate
To each e ∈ E h , we associate a unit normal n. If e ⊂ ∂Ω, then n is given by the outer unit normal, otherwise the orientation is arbitrary but fixed. Moreover, the Fortin operator has the following local best approximation properties (Brezzi & Fortin, 1991, Proposition 3.6, Section III.3.3) :
It is obvious that (2.6b) results directly from (2.5). We remark that (2.6) holds for both choices of V k h , whereas for estimates in the L 2 norm of the divergence, we have to consider the two families separately; due to (2.3), we have 
h is uniquely characterized by the following Galerkin orthogonalities:
With Π * h defined in (2.4), we remark that (2.7b) implies the relationship
Main result
We start with a result from Li et al. (2010, Lemma 2 .1) that will be an important ingredient for our recovering an additional factor √ h for the L 2 error of the flux on Γ when compared with standard estimates. This result allows us to control the L 2 norm of a function in a small tubular neighbourhood of a (d − 1)-dimensional manifold. For sufficiently smooth functions, this L 2 norm scales with the volume of this tubular neighbourhood.
Lemma 2.1 Let γ be a finite union of (d − 1)-dimensional manifolds such that Ω is decomposed into a finite number of Lipschitz domains. For α max α 1 and h > 0, define tubular neighbourhoods of γ by
Then there exists a constant C > 0, independent of h and α but depending on the Lipschitz character of γ and α max , such that
10) Let Γ be a finite union of (d − 1)-dimensional manifolds such that Ω is decomposed into finitely many Lipschitz domains by Γ . We stress that, while Ω is assumed to be convex, the subdomains need not be convex. We assume, furthermore, that the mesh T h resolves Γ . Hence, Γ can be written as the union of O(h 1−d ) edges/faces in E h , i.e.,Γ := e∈E Γ ⊂E hē . Using the definition (2.9), we set
d , then the L 2 -norm error of the flux on the interface Γ can be bounded by 
Proof. Starting with the triangle inequality and using (2.2) and (2.5), we obtain the upper bound
The first two terms on the right-hand side yield, due to the best approximation property of π k h and the local character of I k h , order h k+1 estimates, provided that the solution is sufficiently smooth. More precisely, for the second term, we can apply (2.6a) in combination with (2.10).
The first term can be bounded using (2.6b) with s = k and the fact that the trace operator is a bounded linear operator B k+3/2 2,1 (Triebel, 1995, Theorem 2.9.3) . Here, the norm of H k+1 (Γ ) is understood to be taken edge/facewise. Lemma 2.2 shows that there is some hope to recover an extra factor of √ h in the a priori estimates for the normal flux at the interface. We point out that this factor can be trivially found if the regularity permits optimal-order L ∞ estimates. We refer to Wang (1989) for L ∞ estimates for mixed finite elements and note that these estimates require rather strong regularity assumptions. In the following theorem, which is the principal result of the paper, this assumption is considerably relaxed. Here, the lowest-order case is k = 0 for RT elements and k = 1 for BDM elements.
Dual problems and their regularity
The analysis of the L 2 error on the strip S h , defined by (2.12), is based on a dual problem and closely related to the Aubin-Nitsche trick. However, we have to use suitable anisotropic norms and study the dual problem with right-hand sides supported by S h . 1b) where 0 χ 1 is a smooth cut-off function that is equal to 1 in S h and vanishes on Ω \ S κh with κ sufficiently large but independent of the mesh size. We will also assume
Dual problem formulation
The mixed finite element approximation to (3.1) is denoted by
It is well known that a higher-order a priori estimate can be obtained for the pressure; namely, using the convexity of Ω, one can show (see, for example, Brezzi & Fortin, 1991 , outset of Section V.3)
For further developments, it will be useful to note that for sufficiently regular w, we have
and correspondingly λ = χ(σ − σ h ) + ∇w. 
Proof. Statement (i) follows from the well-posedness of the saddle point problem (3.6). To see (ii), let
and setλ g := g+∇ŵ g . Then, we find divλ g = 0 and thus
) satisfies (3.6a) and (3.6b). Since the solution of (3.6) is unique, we conclude w g =ŵ g ; thus (ii) is valid.
For g ∈ H(div; Ω), an integration by parts shows that w g not only solves (3.7) but also
The standard shift theorem for convex domains then gives w g ∈ H 2 (Ω), and thus (iii) holds. Finally, we show (iv). The proof exploits an equivalence of the weak and the very weak formulation of Poisson problems in convex domains. We consider the variational problem: find y ∈ L 2 (Ω) such that
. By the convexity of Ω, the bilinear form B satisfies an inf-sup condition, and thus the solution operator T
given by g → y is bounded and linear. Selecting
) and integrating by parts shows that w g also solves (3.8). By uniqueness, we thus get that the solution
is bounded and linear, we can apply an interpolation argument to find that
is bounded. Finally, we recall that
and note that (see, for example (Triebel, 1995, Theorem 1.11 .2), or (Tartar, 2007, Lemma 41. 3)), we have
Remark 3.2 The assumption of the convexity of Ω in Lemma 3.1(iv) can be weakened: it suffices that Ω admits a shift theorem by more than 1/2; see Lemma A3, for details.
Next, we provide stability results in weighted Sobolev norms. As weight, we introduce the regularized distance δ from Γ , namely
(3.9)
Proof. The upper bound (3.10b) is given by Melenk & Wohlmuth (2012, proof of Lemma 5.4 , Equation (5.4)), and the proof of (3.10a) follows by the same type of arguments. The estimate (3.10c) expresses interior regularity for harmonic functions and is also taken from Melenk & Wohlmuth (2012, Lemma 5.4 ).
We are now in a position to apply Lemmas 3.1 and 3.3 to the dual problem (3.1), i.e., we set g = χ(σ − σ h ) in (3.6).
Proof. We note that the support properties of χ imply that w is harmonic in Ω \ S κh , and thus we are in the setting of Lemma 3.3 with c 0 equal to κ, where the constant κ is the constant appearing in the definition of χ . We start with the bound (3.11a) and decompose the domain Ω into Ω \ S c 2 h and S c 2 h . 9 Then Lemma 3.1(iv) in combination with (3.10a) and (2.11) yields
Recalling that δ is bounded by Ch on S c 2 h , we have the trivial bound
To prove (3.11b), we proceed as in the proof of (3.11a). Starting with the L 2 norm on S c 2 h , we get, in view of Lemma 3.1(iii),
We note that Melenk & Wohlmuth (2012, Lemma 5 .2) states
To bound the weighted norm on Ω \ S c 2 h , we use (3.10b), (3.12) and (2.11) to obtain
Approximation in anisotropic norms
In this section, we introduce anisotropic norms and reconsider the approximation properties of the Fortin operator I k h and the L 2 projection Π * h with respect to these norms.
Anisotropic norms
The definition of our anisotropic norms is based on the idea of viewing a d-dimensional domain as the product of a one-dimensional interval and a (d − 1)-dimensional manifold. The anisotropic norm arises from treating these two directions differently. As will become clear below, this point of view is closely related to certain weighted Sobolev spaces with weight given by the distance from Γ . For τ 0, let us introduce
We set D := diam Ω and note that, for τ D, we have γ τ = ∅. We place ourselves in the setting of the Fubini-Tonelli formula for integration over Ω and assume the existence of a measure dμ τ such that
Next, we introduce our anisotropic norms, 1b) and observe that, for p = 2, we recover by Fubini-Tonelli the standard L 2 (Ω) norm. As a consequence of the one-dimensional Hölder inequality, we find
Approximation in anisotropic norms
In this section, we reconsider the Fortin operator and its approximation properties with respect to our newly defined anisotropic norms. The definition (4.1b) of the L(∞; 2) norm shows that we have to consider the L 2 (γ τ ) norm in more detail. As a preliminary step, we introduce the set
and observe that T∈T τT ⊂ S h,γ τ .
Proof. Recalling (4.1b), we see that we have to bound the L 2 (γ τ ) norm. A scaling argument allows us to bound the L 2 (γ τ ∩T) norm in terms of a combination of weighted L 2 (T) and H 1 (T) norms. Owing to (2.6a), we then obtain
The definition (4.3) guarantees that an additional factor of h can be recovered using Lemma 2.1; that is, |σ | Now, we focus on (4.4b) and proceed as before:
Remark 4.2 We note that Lemma 4.1 is not sharp in the case where
Then k on the righthand side of (4.4b) can be replaced by k + 1, provided that the solution is regular enough. However, this sharper result does not significantly improve the global estimate for the normal flux on the interface and is thus not stated.
Proof of the main result, Theorem 2.3
In this section, we provide the proof of Theorem 2.3. To start with, in Section 5.1 we consider a local L 2 estimate for the error σ − σ h . In Section 5.3, we focus on a priori bounds for the error in the flux of the dual problem. Finally in Section 5.4, the main result (2.13) is established.
Local L 2 estimates
The Aubin-Nitsche trick in combination with the Hölder-type inequality (4.2) allows us to bound
be the solution of the dual problem (3.1) and
Proof. A crucial observation for the proof is that div λ h = 0. This follows from the fact that div V k h = M k h and (3.1b), (3.3b). Moreover, we recall that, by (2.1b), we have
Using the definition of the dual solution and exploiting the Galerkin orthogonality (2.7a), we find
Now, using the Galerkin orthogonality (3.3a), we can replace the finite element solution σ h by the Fortin interpolation of σ and w h by the L 2 projection of w: The Hölder-type inequality (4.2) for our anisotropic norms yields
To obtain a bound for First, we relate our anisotropic L(1; 2) norm, defined by (4.1a), to a weighted L 2 norm: it can easily be shown by decomposing the interval (0, D) into the two subintervals (0, αh) and
Similarly, for arbitrary ε > 0, one can show that
We will use the bound (5.2) to handle the lowest-order case and (5.3) for higher-order elements. With these observations in hand, we formulate the following result.
Lemma 5.2 (i) For the lowest-order cases (i.e., k = 0 for RT elements and k = 1 for BDM elements) there holds
(ii) For higher-order elements, there holds
Proof. The case of lowest-order elements is proved by combining (5.2) with (3.11a) to obtain
Ch ∇w
The case of higher-order elements relies on (5.3). Let c 1 be such that w is harmonic on Ω \ S ch . For ε > 0 sufficiently small but fixed, we get from (5. In the last step, we have exploited that w is harmonic on Ω \ S ch and thus, in view of (3.10c), we obtain δ 1/2+ε ∇ 2 w 0;Ω\S (2c−1)h C δ −1/2+ε ∇w 0 . Then, the stability assertion of Lemma 3.1 (ii) allows us to conclude the argument.
A priori bounds on the error in the dual flux
The estimate for σ − σ h in Lemma 5.1 involves anisotropic norms of the FEM error λ − λ h and the approximation error w − Π * h w for the solution (λ, w) of the dual problem (3.1). In this subsection, we focus on the error in the flux variable λ and use the regularity assertions for w given in Lemma 3.4.
We start with some preliminary technical results which play an important role in the bound for the flux error. As is standard for localized estimates in finite element approximation, we have to use a 'superapproximation' property formulated in Lemma 5.3. We refer to, for example, Wahlbin (1995, Chapter 2.3) for its use in a Poisson-type problem and to Gastaldi & Nochetto (1989) for its application in mixed FEMs.
Then there exists a constant C > 0 depending only on the shape regularity of T and k such that
Proof. We start with the stability bound (5.5b). Since the Fortin operator is not H(div; T) stable, we use the triangle inequality, the approximation property (2.6a) and an inverse estimate for polynomials to find The proof of the following Lemma 5.4 requires the introduction of some notation. Recall the definition of δ in (3.9). For x ∈ Ω we select two ballsB i δ;x , i ∈ {1, 2}, centred at x with radii κ i δ(x), where 0 < κ 1 < κ 2 are suitably chosen independent of the mesh size so that certain covering arguments can be carried out below. We set Then we obtain, with the aid of the local superapproximation property (5.5a) and the bound on the gradient of χ x , the estimate
Equation (5.5a) can easily be shown using (5.5b). Recalling that Π 0 h z| T τ h ∈ V k (T) and that the definition of I k h (zτ h ) only involves values of zτ h restricted to T, we obtain
h be its finite element approximation. Then, we have the bounds
Proof. We start with the proof of (5.7a). For c 1 sufficiently large, we use (5.2) to write
and note that we have to bound the two terms on the right-hand side separately. Recalling div λ = div λ h = 0, we easily get, from (3.1) and (3.3), the stability estimate
hence, we have a stronger estimate for the first term on the right-hand side of (5.8) than required. For the treatment of √ δ(λ − λ h ) 0;Ω\S 2ch , we assume that c 1 is so large that w is harmonic on Ω \ S ch . We fix x ∈ Ω. We start by considering the L 2 norm of λ − λ h restricted to B 1 δ;x . Using the superapproximation property (5.6), the Galerkin orthogonality (3.3a), and the fact that δ(x) h, we find
To estimate the contribution from the bilinear form b(·, ·), we use the properties (2.3a), (2.3b), the bound for ∇χ x , the product rule, and the fact that I k h λ and λ h are divergence-free, to obtain , we have the equivalence of δ(y) and δ(x i ). Applying Young's inequality for > 0, using (5.9-5.11), we get, by summation and the fact that the coverings are locally finite,
Selecting ε > 0 sufficiently small, but fixed, to absorb the term ε
of the right-hand side in the left-hand side, we obtain from (2.6a) with s = 0 and the observation λ = −∇w for some suitable c < c,
In the last step, we have first used the superapproximation property (3.4) which bounds w h − Π * h w 0;Ω , and second (5.9). To bound √ δ∇ 2 w 0 , we use (3.11b) and note that this term introduces another log factor in the upper bound.
The proof of (5.7b) is quite similar. The main difference is that we do not use the weighted L 2 norm of ∇ 2 w given by (3.11a) but the standard L 2 estimate given in Lemma 3.1(iii). For small α > 0 we compute, similarly as in (5.12),
The constant C > 0 is independent of c, and ε > 0. Selecting now ε sufficiently small and fixing c 1 sufficiently large so as to make sup x∈Ω\S ch h/δ(x) sufficiently small, we arrive at
Selecting ε > 0 sufficiently small, we get, from (2.6a) with s = 0 and the observation λ = −∇w for some c < c,
Since we assume k 1 and have λ = −∇w, we get, with the approximation properties of I k h , (5.13) and (3.10c),
Recalling (3.5) gives ∇ 2 w 0 C div(χ (σ − σ h )) 0 . Then (3.4), (5.9) yield the desired estimate.
Remark 5.5 We note that in Lemma 5.4, the log factor appears only for RT 0 h elements, whereas, in Lemma 5.2, the log factor arises for both RT 0 h and BDM 1 h elements.
Proof of the main result, Theorem 2.3
Theorem 2.3 is obtained by combining Lemmas 2.2, 5.1, 5.2 and 5.4. Since the case of higher-order elements is proved very similarly to the case of lowest-order elements, we restrict the presentation to that case and leave the other one to the reader.
Inserting the result of Lemma 5.4 and the bound (5.4) into Lemma 5.1, we find
we get, in view of (3.2), (2.8) and (2.10), 
. Now, our main result, the a priori bound (2.13), follows from Lemma 2.2.
Numerical results
In this section, we present two examples to confirm the theoretical convergence rates for the Laplace operator and one example with an application to the Stokes-Darcy coupling. In all three examples, we consider problem settings with a given solution on Ω ⊂ R 2 . In addition to the finite elements on triangles, which we introduced in Section 2.1, we also consider finite elements on quadrilaterals such as RT [k] h , BDM [k] h and define Brezzi-Douglas-Fortin-Marini (BDFM) [k] h , k ∈ N 0 (Fig. 1) . Following the notation of Brezzi & Fortin (1991, Chapter V. 2), the superscript [·] indicates the association to quadrilateral elements. Note that, unlike the triangular case where we have that RT
h , this relationship does not hold any more for the quadrilateral case, since div(RT
). Figure 1 illustrates the elements employed and shows the number of degrees of freedom associated with the edges and elements.
Two-dimensional model problems
We set Ω = (0, 1) × (0, 1). The exact solution u is prescribed in terms of polar coordinates (r, φ) as
here, the origin of the coordinate system is taken to be the point (0.75, 0.5) and the angular variable φ measures the angle from the line y = 0.5. The interface Γ is placed at y = 0.5 and is resolved by the mesh. The initial mesh, however, is such that (0.75, 0.5) is not a mesh point. 5.03e−2 0.904 2.48e−2 0.964 1.07e−2 1.040 8.76e−3 1.000 3 2.70e−2 0.896 1.24e−2 1.003 5.36e−3 1.003 4.37e−3 1.002 4 1.44e−2 0.905 6.19e−3 1.001 2.68e−3 1.001 2.19e−3 1.001 5 7.65e−3 0.916 3.09e−3 1.000 1.34e−3 1.001 1.09e−3 1.001 6 4.03e−3 0.925 1.55e−3 1.000 6.64e−4 1.000 5.45e−4 1.002 We focus on the choices α = 1.5 and α = 1.75. We note that, for As expected from the theory, the asymptotic convergence rates are determined by the low regularity of the problem. We point out that the singularity is not placed at a vertex of the initial mesh.
In Figs 2 and 3 , the normal flux of the numerical solutions is plotted against that of the exact solution u for both choices of α. We point out that, only for RT 0 h , the flux is approximated by a piecewise constant, whereas for the cases RT Tables 3 and 4 show the same type of results but for mixed finite elements on a quadrilateral mesh, in particular for RT [0] h , RT [1] h , BDM [1] h , BDM [2] h and BDFM [3] h elements. In Table 3 , the case α = 1.5 is displayed. Here, we cannot expect a higher convergence rate than 1 independently of the choice of the finite element order. We recall that BDM [1] h and RT [1] h have the same degrees of freedom per edge but RT [1] h has additional interior degrees of freedom, and thus has a significantly 9.28e−2 0.348 5.97e−2 0.589 1.81e−2 2.218 3.40e−2 0.955 1.88e−2 1.486 2 5.14e−2 0.852 3.07e−2 0.956 8.73e−3 1.051 1.65e−2 1.038 9.45e−3 0.996 3 2.77e−2 0.890 1.54e−2 0.998 4.37e−3 0.999 8.28e−3 1.000 4.72e−3 1.000 4 1.48e−2 0.902 7.68e−3 1.004 2.18e−3 1.000 4.14e−3 1.000 2.36e−3 1.000 5 7.88e−3 0.913 3.84e−3 1.001 1.09e−3 1.000 2.07e−3 1.000 1.18e−3 1.000 6 4.16e−3 0.923 1.92e−3 1.000 5.46e−4 1.000 1.03e−3 1.000 5.91e−4 1.000
smaller error on all levels. Although BDM [2] h and BDFM [3] h have more degrees of freedom per edge than RT [1] h , the quantitative errors are sensitive to the number of degrees of freedom per element. Compared with α = 1.5, the solution for α = 1.75 is more regular, and thus we only expect for the lowest-order RT [0] h /RT 0 h discretization an asymptotic rate of 1. In all other cases, we observe asymptotically a rate of ∼ 1.25. There is no qualitative difference between an unstructured simplicial mesh and a regular quadrilateral mesh. on Ω = (0, 1) × (0, 1). The interface Γ is placed at y = 0.5 and resolved by the mesh. Since the exact solution is sufficiently smooth, we expect full convergence rates. Tables 5 and 6 show the numerical results for a uniform quadrilateral and a simplicial mesh, respectively. The observed convergence rates confirm our theoretical result. Note that the absolute errors for BDM [2] h are larger than for RT [1] on the first four refinement levels although it has an additional degree of freedom per edge. 
Stokes-Darcy coupling
In this subsection, we consider a more general problem setting that is not covered by our theoretical results. The coupling of the Stokes problem with the Laplace equation plays an important role in many applications. Of special interest are porous media applications where the Darcy velocity can be used to describe a single-phase single-component transport. On the pore scale, the pore structure is resolved and the Navier-Stokes equations model the flow in the free-flow region and within the pores. On the 'representative elementary volume' scale, however, the mathematical model can be considerably simplified by applying the potential theory resulting in Darcy's law in the porous media. Two-domain models exploit this observation and use suitable transfer conditions at the interface to couple the simple Darcy model for porous media with, for example, the simplified Stokes equation in the free-flow domain. 
where f D stands for a source term and K is a positive-definite tensor that characterizes the intrinsic permeability of the porous medium. In Ω S , we consider the second-order velocity system
where f S stands for a source term, D(u S ) := (∇u S + ∇u T S )/2 denotes the deformation tensor and μ is the fluid viscosity. To close the system, we have to specify boundary and coupling conditions. In theory, the coupling conditions can be derived by applying volume-averaging techniques as described by Gray et al. (1993) and Whitaker (1999) . In practice, however, simplified coupling conditions are often used. Here, we apply in a tangential direction the Beavers-Joseph velocity-jump condition due to Beavers & Joseph (1967) in combination with the modification by Saffman (1971) (see also Jäger & Mikelic, 2000 . This condition can be written as
The unit normal vector n points from Ω S to Ω D , and τ τ τ stands for the tangential vector on the interface. For a parameter μ > 0 the value k := τ τ τ · μK · τ τ τ describes the dynamic viscosity. The parameter γ > 0 is a dimensionless constant that has to be determined experimentally. In the normal direction, the continuity of normal forces and mass conservation across the interface is assumed:
see also Layton et al. (2002 Kanschat & Rivière (2010) . Here, we consider the coupled Stokes-Darcy system on the unit square Ω := (0, 1) × (0, 1) which is subdivided into two subdomains,
with the exact solution
where μ := 1.0 , K := 1.0 , γ := 2.0 , G := √ Kμ/γ , ω := 1/2G and ξ := 0.5 − G. The solution is chosen to fulfil the coupling conditions (6.1-6.3) on the interface Γ =Ω S ∩Ω D , and we assume that K = diag(K). Note that the velocity has a continuous normal component on Γ but is discontinuous in the tangential direction. The domain is discretized by a sequence of uniformly refined quadrilateral meshes, where the numerical solution in Ω S is computed by the symmetric interior penalty Galerkin method using BDM
[k+1] h elements, and in Ω D we apply a mixed FEM using RT [k] h elements. We mention that the choice of the pairing is motivated by the idea of having the same order of convergence for the two subdomains. In Tables 7 and 8 h /BDM [1] h coupling (left) and the RT [1] h /BDM [2] h coupling (right). levels for k = 0, 1. In Fig. 4 , the normal velocities of the numerical solutions are plotted against the exact solution on two consecutive grid levels. Table 9 shows the H 1 (Ω S ) and the L 2 (Ω D ) errors for the velocities since these norms are natural, given that the Stokes system is (essentially) a second-order equation, whereas the Darcy equation is a first-order system. The results show full convergence rates for both choices of k.
Appendix A. Regularity
In Lemma 3.1, we showed assertion (iv) under the assumption of the convexity of Ω, i.e., under the assumption of full regularity. This assumption can be weakened: it suffices that Ω admits a shift theorem by more than 1/2 as we now show.
For simplicity of exposition, we formulate this shift theorem as an assumption but point out that, for example, for d = 2 it is valid for polygonal Lipschitz domains Ω. In fact, we will show the stronger statement
To 
