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In this dissertation, I investigate the applicability of some asset-pricing models by 
exploiting the predictive power of structural variables and accommodate the 
characteristic of predictability of stock returns in a theoretical conditional asset-pricing 
framework.  
 
In the first chapter of the dissertation, I briefly review the relevant literature on the 
predictability of stock returns, and discuss the motivations for my research, and finally 
present my contributions to the existing literature while providing some discussions for 
future research. Chapter 2 examines the ability of the Fama-French three-factor model 
and the CAPM in estimating portfolios’ returns. Instead of using historical average of risk 
premiums as a proxy for the estimated risk premiums, I propose that the estimation of 
risk premiums is conditioned on structural variables. The out-of-sample results from a 
simple trading strategy show that at least in the short-run, the structural variables generate 
better estimates of risk premiums than the historical averages of risk premiums, and the 
Fama-French three-factor model outperforms the CAPM in estimating portfolios’ returns. 
Chapter 3 of the dissertation investigates the common and country-specific components 
in national stock price indices. The proposed general dynamic state-space model not only 
incorporates the feature of predictability of stock returns by modeling the price index as 
the combination of a permanent component and a transitory component, but also allows 
distinguishing the common shocks shared by each country from the country-specific 
shocks. It is found that for the G7 countries, there exist country-specific permanent and 
transitory components, which implies that the price indices of these countries are not only 
predictable, but also they are not cointegrated around one stochastic trend. Therefore, 
there exist potential long-run international diversification benefits. In light of the 
predictability of stock returns, Chapter 4 proposes a conditional two-beta intertemporal 
asset pricing model to investigate how the permanent shock and the transitory shock to 
market return are priced. Two decomposition methods are employed: the Hodrick-
Prescott approach and the unobserved component method with Markov-Switching 
disturbances. The traditional two-pass evaluation indicates that this two-beta model 
outperforms the CAPM, but it is not as good as the Fama-French three-factor model in 
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A large literature has documented the predictability of stock returns. Substantial 
evidence supports the positive autocorrelation of stock returns in the short-run and the 
negative autocorrelation in the long-run. Poterba and Summers (1988) and Fama and 
French (1988) find evidence of mean reversion by assuming stock price as the sum of a 
trend component and a cyclical component. The work of DeBondt and Thaler (1985, 
1987), Chopra, Lakonishok, and Ritter (1992), Richards (1997) among others finds that a 
contrarian strategy of holding portfolios with the lowest previous returns and shorting 
those with the highest previous returns generates positive excess returns. On the other 
hand, the work of Jegadeesh and Titman (1993, 2001), Chan, Jegadeesh, and Lakonishok 
(1996), Rouwenhorst (1998), Chan, Hameed and Tong (2000), Grundy and Martin 
(2001), and others discovers that a momentum strategy of holding portfolios with the 
highest previous returns and shorting those with the lowest previous returns generates 
positive excess returns. These two strategies are not contradicting each other since the 
contrarian strategies work for a sorting period ranging from 3 to 5 years prior and a 
similar 3 to 5 years holding period, whereas momentum strategies work for a shorter 
period from 1 month (or more commonly 3 months) to 12 month. In additional to the 
findings that the predictability of stock returns is implied in the patterns of the 
autocorrelation of stock returns, some studies also find that stock returns can be predicted 
by other variables. Campbell (1987), Fama and French (1989), Ferson and Harvey, and 
Cooper, Gulen and Vassalou, among many others, find that macrovariables such as the 
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dividend yield, the default premium, the term premium, and the short-term interest rate 
forecast excess stock market returns. The mean reversion and the momentum in stock 
returns defy a simple explanation. Balvers and Wu (2003) formulate a parametric 
approach which combines mean reversion and momentum. They find that standard risk 
factors do not account for any of the profitability of the combination strategies: even the 
Fama-French three factor model can not explain the excess returns. However, their 
findings support a behavior overreaction perspective. Few studies find theoretical 
explanations for the non-randomness in stock returns in a general equilibrium framework, 
except Campbell and Vuolteenaho (2003)’s two-factor intertemporal model, they 
interpret the two components (cash flow news and discount rate news) as permanent and 
transitory shocks to wealth.  
In this dissertation, I attempt to accommodate the characteristic of predictability of 
stock returns in a theoretical conditional asset-pricing framework by directly modeling 
the permanent and transitory shocks to stock returns and I also investigate the 
applicability of some asset-pricing models by exploiting the predictive power of 
structural variables.  
 In the model-based estimation of the cost of equity capital, the common practice uses 
the average historical factor premiums as a proxy for the estimated factor premiums. But 
evidence shows that the common practice generates very inaccurate estimates. Therefore, 
in the second chapter of this dissertation, I propose an alternative way to estimate factor 
premiums by using structural variables that have been shown to be important predictors 
of future asset returns. Therefore, the estimation of future risk premiums is conditioned 
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on the historical value of some structural variables. Based on the out-of-sample results 
from a simple trading strategy, my estimation procedure beats the common practice for 
both the Fama- French three-factor model and the CAPM. Also, the Fama and French 
three-factor model performs better than the CAPM, at least in the short run. Moreover, a 
conditional mean dominance (CMD) criterion confirms the better performance of the 
Fama and French three-factor model under all market situations. However, in the long 
run, neither asset-pricing model, using either estimation procedure, has good 
performance.  As a result, at least in the short run, the Fama and French three-factor 
model with factor premiums estimated from structural variables should be recommended 
for calculating the cost of equity capital. For further studies, the robustness of the trading 
strategies can be examined to different sets of portfolios, and instead of fixed in-sample 
model method, the selection of the in-sample model can be endogenized based on some 
methods like adjusted 2R or terminal wealth. 
Previous studies on the cointegration among national stock markets give inconsistent 
implications on the international diversification benefits. Chapter 3 of this dissertation 
designs a general dynamic state space model which investigates the importance of 
common world-wide components and country specific components in national stock 
market indices. It is found that for the G7 countries, there exist country-specific 
permanent and transitory components. Based on a variance decomposition analysis, 
Germany, Italy and Japan’s country-specific permanent shock accounts for about half of 
their total permanent shock. Most of France, Germany and the United Kingdom’s 
transitory shocks are found to be country-specific. Therefore, the G7 countries seem not 
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to cointegrate around one common stochastic trend, and potential long-run international 
diversification benefits exist. A potential extension of this study is to look at other 
countries and I expect that for developing countries or less open-economic countries, they 
probably share less common shocks and their stock markets is more likely affected by 
their own country-specific shocks.  
     Chapter 4 makes an attempt to propose a conditional two-beta intertemporal asset 
pricing model to investigate how the two betas – permanent and transitory will be priced 
by risk-averse investors. The Hodrick-Prescott (HP) approach and the unobserved 
components method with Markov-switching disturbances are applied to decompose the 
real returns for the U.S. stock market. Empirically, we find that small-firm stocks and 
value stocks have higher permanent betas than large-firm stocks and growth stocks. 
However, our model in a traditional two-pass evaluation framework only outperforms the 
CAPM with an inconsiderable margin. The Fama and French three-factor model performs 
best among all the models involved. The problem could lie in the fact that so far there is 
no perfect decomposition method. A more sophisticated model would probably only 
sacrifice the precision in estimation and the computation time. A feasible further trial can 
consider switching regimes in the drift (the unconditional expected market return) in the 
permanent component. Besides, the whole sample can be divided into different periods. 
As Campbell and Vuolteenaho (2003) suggests, the sample can be split at 1963:07, 
because that is when COMPUSTAT data become reliable and because most of the 
evidence on the book-to-market anomaly is obtained from the post-1963:07 period. 
Another possible break point is 1952:01, since Campbell (1991) and Hodrick (1992) 
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found a structural change in the dividend process after this date. In this chapter we also 
derive a six-beta model based on a stochastic discount factor. The Fama-MacBeth 
evaluation method shows that the six-beta model performs as well as the Fama-French 
three-factor model in explaining the returns of the 25 book-to-market and size portfolios. 
In conclusion, this dissertation contributes to the predictability of asset returns and the 
conditional asset pricing literatures. It is found that in the application of an asset-pricing 
model in estimating portfolio returns, the historical average of a risk premium is not a 
good estimate for its future value, and using structural variables instead might be a better 
alternative. It is also found that the market return seems to contain two different kinds of 
information – permanent and transitory - which are both priced in a conditional asset 
pricing framework. What is so significant is that the conditional asset pricing model is 
intended to provide a risk-based explanation for the predictability of portfolio returns. 
This is the first attempt in theoretically incorporating the predictability of portfolio 
returns in an equilibrium asset pricing model. Further efforts would be made to improve 
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To evaluate the profitability of a project, most practitioners rely on an asset-pricing 
model to estimate the cost of capital1. As is well known, project managers in project 
valuation have employed the Capital Asset Pricing Model (CAPM) since its origination in 
the 1960s2. In practice, to obtain an estimate of the cost of equity capital, practitioners first 
estimate the risk loadings by regressing historical asset returns (usually the most recent five 
years) on risk factors and then estimate risk premiums by averaging the long term historical 
risk premiums. However, there is clear evidence3 that the historical average market excess 
return is much higher than the actual market risk premium so that the estimate of equity 
returns substantially overstates what rational investors would have expected to earn. The 
poor performance of this common practice has made asset-pricing models untrustworthy.  
Furthermore, the fact that a particular asset-pricing model can perform well in 
explaining asset returns does not mean it has the same power for forecasting asset returns. 
As Fama and French (1997) demonstrate, the imprecision in estimating equity returns 
comes from two sources: one is the estimation error of the risk loadings (risk sensitivity or 
                                                 
1 In the financial literature, Net Present Value (NPV) is one of the evaluation criteria of a project’s 
profitability. A key input to computing the NPV is the project’s cost of capital, which serves as a discount 
rate for estimated future cash flows. 
2 Some surveys about how prevalent the application of CAPM in the industry can be found in Gitman and 
Mercurio (1982), Bruner, Eades, Harris and Higgins (1998), Graham and Harvey (2001). 
3 For references, see Blanchard (1993), Wadhwani (1999), Jagannathan, McGrattan and Scherbina (2001), 
and Fama and French (2001). 
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exposure) and the other is the estimation error of the risk premiums (price of risk); and 
between these two, the uncertainty about risk premiums is responsible for a larger part of 
the problem in estimating the cost of capital. Ferson and Locke (1998), analyzing the 
sources of errors in CAPM-based estimates of expected returns on industry portfolios, 
reach a similar conclusion that errors in estimating betas (factor loadings) probably do not 
matter as much as errors in estimating market premium. Pastor and Stambaugh (1999) 
examine the estimation of costs of equity for individual firms by using a Bayesian approach 
and comparing estimates of three factor-based pricing models. They find that model 
uncertainty is less important than parameter uncertainty within any given model; and 
without mispricing uncertainty, estimation errors of factor premiums are likely to account 
for more of the uncertainty about the cost of capital.  
Merton (1980) investigates the problem of estimating market excess return and presents 
three models, all of which explicitly relate excess return to its variance; and performance of 
those models mostly depends on how accurate the variance of market excess returns can be 
estimated. In this chapter, I do not intend to invent a model to estimate the variance-
covariance in returns4, but out of the concern about the prevailing discredit on the popular 
use of the CAPM in practice, I attempt to assess the usefulness of standard asset pricing 
models in predicting future returns. Following the spirit of Elton (1999)5, I design an 
alternative way to estimate factor premiums. Then I examine empirically the ability of the 
F&F three-factor model and the CAPM in forecasting asset returns. The approach 
                                                 
4 Although fundamentally different in approach, my results are analogous to Chan, Karceski and 
Lakonishok’s (1999). They also find that factor-based models generate some improvement in their ability 
to predict future covariances compared with forecasts based on historical covariances. 
5 While arguing that the average realized returns are poor proxies for expected returns, Elton (1999) 
proposes some alternative ways to estimate expected returns. 
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employed in this chapter is a simple trading strategy6, by which I can examine relatively 
clearly the economic significance of the predictability of excess returns so as to assess the 
forecasting ability of a particular asset-pricing model.  As has been widely accepted7, ‘the 
major determinant of price movements on the stock exchange is the business cycle’ [Angas 
(1936)]. Therefore, I first estimates the three factor premiums by using their own lags and 
some standard structural variables (such as term premium, default risk premium, dividend 
yield, industrial production growth rate and short interest rate) and then risk loadings are 
estimated by regressing historical returns of 17 U.S. industries8 on historical factor returns. 
Accordingly, the estimated next-period excess returns for the 17 industry portfolios can be 
calculated. It is noteworthy that the methodology applied in this chapter is fundamentally 
different from what previous studies used. For instances, Ferson and Harvey (1999) allow 
factor loadings to be conditional on some predetermined variables to test the Fama-French 
three-factor model for the cross section of stock returns; and Cooper, Gulen and 
Vassalou(2001) directly use business cycle variables and macroeconomic variables to 
predict asset future returns and find some evidence to support that the size factor and book-
to-market factor are representative of fundamental economic risks. However, those studies 
have not looked at the applicability of any particular asset pricing model. 
     After expected returns are calculated, a trading strategy is applied to hold the 
portfolio(s) with the highest expected excess return and (short) sell the one(s) with the 
                                                 
6 The trading strategy adopted in this chapter follows the spirit in Fama and Schwert (1977), Jegadeesh 
(1990), Pesaran and Timmermann (1995, 2000), and Balvers, Wu, and Gilliland (2000), among others. 
7 See, for instance, the articles by Campbell (1987), Balvers, Cosimano, and McDonald (1990), Cochrane 
(1991), Ferson and Harvey (1993), Pesaran and Timmermann (1995), Cooper, Gulen and Vassalou (2001). 
8 See the industry definition on Kenneth French’s website: 
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/ 
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lowest expected excess return. Finally, I can calculate the realized excess returns for long 
and short positions and the excess profits for a zero-investment strategy (combining long 
and short positions). Based on the empirical results, it is impressive to see that, for the 
forecasting horizons from 1 month ahead to 2 years ahead, the estimation procedure 
adopted in this chapter gets the better of the common practice and the conditional mean 
dominance (CMD) also confirms this result; however, for a longer period forecast (3 years 
up to 4 years), the F&F three-factor model loses its power in forecasting asset excess 
returns no matter which estimation procedure is applied. Moreover, the F&F three-factor 
model evidently outperforms the CAPM for 1 month up to 2 years ahead forecasting. For 3 
years up to 4 years ahead forecasting, both F&F three-factor model and CAPM seem 
unable to predict excess returns. Therefore, consistent with previous studies, some evidence 
is provided here against the common practice of estimating the cost of capital, but at the 
same time provides some support for the application of an alternative estimation procedure 
in capital budgeting decisions. Meanwhile, the difference in out-of-sample performance 
between the F&F three-factor model and the CAPM implies support for the risk-based 
explanation of the size factor (SMB) and the book-to-market factor (HML). The next 
section briefly lays out the F&F three-factor model. Section 2.3 gives the details of data 
and methodology. Section 2.4 reports the in-sample estimation of factor risk premiums and 
risk loadings. Out-of-sample performance of trading strategies is presented in Section 2.5. 
Section 2.6 provides a conditional mean dominance test for the out-of-sample performance 
of four different zero-investment strategies. Section 2.7 concludes the chapter.  
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2.2 The Fama and French three-factor model 
Fama and French (1992) find that besides beta two additional factors - firm size and 
book-to-market ratio play an important role in explaining the cross section of expected 
stock returns and overcoming the inability of the CAPM in explaining size effect, value 
effect, and other apparent anomalies. Their findings have ever since been challenged as 
the subject of a series of chapters. The arguments around the Fama and French three-
factor model could be classified as follows: 1. its explanatory power is an illusion arising 
from survivorship bias in the data [Lo and MacKinlay (1990b), Black (1993), Breen and 
Korajczyk (1995), Kothari, Shanken and Sloan (1995), Forster, Smith, and Whaley 
(1997)]; 2. data mining is the reason and the size effect is simply a sample period effect; 
3. the model is a particular form of APT or ICAPM, and size and book-to-market factors 
represent fundamental risks [Fama and French (1993,1995,1996), Liew and Vassalou 
(2000), Vassalou (2001)]. While the debate on its validation is on-going, the strong 
performance of this model in describing asset returns – not only for U.S. data, but also for 
international data [Fama and French (1998)] brings about more and more application of it 
in the real world. The F&F three-factor model is as follows: 
( ) itthmlitsmbiftmtiftit erhrsrrbrr +++−=− ,,  (2.1)     
itr : return on stock  at time t  i
ftr : return on the risk-free asset at time t  
tsmbr , : return on the size factor at time t   
: return on the book-to-market factor at time thmlr , t  
 12
ite : mean-zero regre n disturbance 
The size factor, tsmbr , is the return on a zero-investment portfolio that is long on small 
size stocks (size is measured by multiplying market price with total num er of 
outstanding stocks) and short on big size stocks; the book-to-market (B/M) factor, thmlr , is 




9. b , s and h  are factor loadings. Fama and French (1992) generate 25 
portfolios sorted by size and book-to-market factors. For each of the 25 regressions in the 
form of equation (2.1), the typical 2
i i i
R is above 0.9. The same regression is used by Fama 
2and French (1997) on 48 industries and the average R  (0.68) is slightly higher than that 
(0.63) of the CAPM.  The above evidence, among others, is supportive of the power of 
the F&F three-factor model in explaining asset returns. However, in order to investigate 
its forecasting ability, equation (2.2) needs to be rewritten in a conditional form: 
( ) ( ) ( ) itthmltitsmbtiftmttiftit rEhrEsrrEbrr ε+++−=−  (2.2) −−− ,1,11
As equation (2.2) indicates, all the three factor premiums at time t need to be 
estimated by means of historical available information up to time 1−t . And the factor 
loadings can be estimated from the time-series regression (2.2).  
 
2.3 Data and Methodology 
All the variables are measured at monthly frequencies over the period from 1953:04 
to 2001:1010. 17 equal-weighted industry portfolios defined by Fama and French are 
                                                 
9 Details about how to construct the SMB and HML factors are available on Kenneth French’s Website. 
10 The starting and ending points are determined by the data availability. 
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examined in the test. The data are availabl  on Kenneth French’s website. They form the 
17 industry portfolios by assigning each NYSE, AMEX, and NASDAQ stock to an 
industry group at the end of June of year t  based on its four-digit SIC code at that time 
and then compute returns from July of year t  to June of year 1
e
+t . Since in the F&F 
three-factor model, excess returns are used as dependent variables, a risk free rate should 
be subtracted from actual returns. The one-month Treasury bill rate is used as the risk 
free rate. The Fama and French three factors -- the market excess return (mktexrt), the 
size factor (SMB) and the book-to-market (B/M) factor (HML) are obtained from 
Kenneth French’s website. SMB is the excess return from a zero-investment strategy of 
buying small size portfolios and selling large size portfolios. HML is the excess return 
from a zero-investment strategy of buying value portfolios (high B/M ratio) and selling 
growth portfolios (low B/M ratio). To predict the three factor premiums, the following 
variables are used in the test: dividend yield (DIV, the difference between market return 
with dividend and market return without dividend), the nominal one-month T-bill rate 
(TB), the industrial production growth rate (IP), the term premium (TERM, the difference 
between 10-year and 3-month Treasury yields) and the default risk premium (DEFP, the 
spread between Moody’s Bbb and Aaa corporate bond yields). DIV is obtained from the 
Center for Research in Security Prices (CRSP). TB is obtained from Ibbotson and 
Associates. IP, TERM and DEFP are all acquired from the Federal Reserve Bank of 
St.Louis. However, since I am looking at the forecasting ability of the F&F three-factor 
model, what is different from previous studies is that these predictive variables are not 
used to directly predict stock returns11, but to predict the Fama and French factors (in the 
                                                 
11 In Section V, part C, when all these predictive variables are directly used to predict the returns of 
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test, the independent variables also include the lags of these three factors)12. Then, the 
predicted (conditional) factor premiums are plugged into equation (2.2) to estimate the 
excess returns of the industry portfolios. 
Table 2.1 reports the summary statistics of the 17 industry portfolios and the 
predictive variables. As shown, no obvious patterns can be detected across the means and 
the standard deviations of the 17 industries, because unlike the portfolios formed on size 
or B/M ratio, the 17 industries were formed according to the characteristics and activities 
(indicated by  SIC code) of individual firms. Therefore, the advantage of examining 17 
industries instead of the commonly used size or B/M decile portfolios is to avoid the 
suspicious inherent relationship between the two factors (SMB and HML) and the size or 
B/M decile portfolios.  
Significant positive first-order autocorrelation exists over the 17 industries with all P-
values less than 0.05. This is not surprising based on the finding that a strong and 
prevalent momentum exists in industries13.  Autocorrelations of market excess returns 
(MKTEXRT) are very weak. In contrast, SMB and HML both exhibit stronger first order 
autocorrelation with P-values of 0.065 and 0.001 respectively.  So, it is advisable to use 
lags of SMB and HML as predictors for next period SMB and HML. As for the other 
explanatory variables--TB, IP, TERM, DEFP and DIV-- they exhibit strikingly 
significant autocorrelations over almost all the time intervals (from 1 month to 36 
                                                                                                                                                 
industry portfolios, the out-of-sample performance is similar to the one by using the F&F three-factor 
model with risk premiums estimated by these predictive variables. 
12 Liew and Vassalou (2000) show that HML and SMB can also predict future economic growth. And 
Cooper, Gulen and Vassalou (2001) treat market excess return, HML and SMB as business cycle variables. 
  
13 See Moskowitz and Grinblatt (1999): ‘Do industries explain momentum?’. 
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months) and the magnitude of autocorrelations tends to get less as the time interval gets 
longer.  
As for the methodology, a recursive trading strategy starting from the first ten-year 
period 1953:04 to 1963:03 is formulated. First, in-sample estimation is conducted to 
predict the three factor premiums - MKTEXRT, SMB, and HML over all the historical 




eXLF ++= ∑ = βφα 1   (2.3)                             
where tF (the factor) can be ft mt rr − , or tsmbr , th lr , .  , or m α  is the interc pt, te  is the error 
rm, )k
e
te L(φ  is a thk  lag operator, kβ  is a vector of regression coefficients for lag k , and 
tX  is a vector of predetermined variables, which include frrm − , smbr , thmlr , , TB, IP, 
TERM, DEFP and DIV. Then the coefficients' estimates from (2.3) are used to predict 
one-month forward factor premiums (referring to 1963:04), that is:
portfolios. The third step is that, based on the sorted expected excess returns, a simple 
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Secondly, besides the estimates of factor premiums, the estimates of factor loadings need 
to be obtained before calculating the expected excess returns of industry portfolios. 
Applying equation (2.1), we regress all the historical excess returns on the historical 
factor premiums to obtain the estimates of factor loadings , ,  and then by way of 
equation (2.2), we multiply the estimates of factor loadings with their corresponding 




excess return and to short-sell the industry with the lowest expected return, and then to 
record the realized returns of the long position, short position and a zero-investment 
strategy (the difference between the long position and the short position) for the period 
1963:04. Moving one month forward, I repeat the same steps 463 times until reaching the 
end of the entire period, 2001:10 and finally calculate the average realized excess returns 
and compare those with the average expected excess returns. As for 3-month up to 4-year 
ahead forecasts, a similar estimation procedure and trading strategy will be applied with 
the only difference that I use overlapping data14, because if I use non-overlapping 
cumulated returns for longer horizons, I will end up with a small number of observations 
and this will render the statistic inference unconvincing. One thing which is noteworthy is 
that even though overlapping data introduce serial correlation which renders the 
estimated standard errors inaccurate, as long as the ordinary least squares (OLS) 
estimators of coefficients are consistent, the in-sample estimation of factor premiums 
would be still valid since I only need the estimates of the coefficients to do out-of-sample 
estimation [Hansen and Hodrick (1980)].  
2.4 In-Sample Estimation 
This chapter follows the spirit of the F&F three-factor model that if the three factors 
are indeed the representatives of fundamental economic risks faced by all the firms, then 
the conditional form of this model can be used to predict asset returns, as specified by 
equation (2.2).  Table 2.2 presents the monthly in-sample estimation of the Fama and 
French three factors over the full time period 1953:04 to 2001:10. As indicated by the P 
                                                 
14 Overlapping data are created based on monthly returns.  
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values, among all the predictive variables, twelve-month lagged value of TERM, both the 
one-month and twelve-month lagged values of DEFP, the twelve-month lagged value of 
DIV and the one-month lagged value of TB seem important in predicting market excess 
returns. In contrast, only the one-month lagged value of MKTEXRT and the twelve-
month lagged value of TERM play a significant role in predicting the size factor, SMB.  
As for predicting the future value of HML, the important variables include the one-month 
lagged values of MKTEXRT, HML, TERM and DEFP and the twelve-month lagged 
values of DEFP and DIV. It is interesting to note that the adjusted R-squares for the three 
regressions are about the same value of 0.04, which indicates that over the entire period, 
the overall predictabilities of the three factors are about the same by way of all the 
explanatory variables used in the test. What is worthwhile to check is to compare the 
overall adjusted R-squares with the in-sample rolling regressions’ average adjusted R-
squares, which includes 463 results from 463 regressions. The average in-sample 
adjusted R-square for MKTEXRT is 0.036 with σ (standard deviation) of 0.015; for 
SMB, it is 0.08 with σ of 0.025; for HMB, it is 0.07 with σ of 0.016, which indicates that 
sometimes the monthly in-sample estimation is twice as much as the overall estimation. It 
is also interesting to check how the predicted values of the three factor premiums change 
over time. As for MKTEXRT, the average monthly predicted value is 0.26% with σ of 
1.28%; for SMB, it is 0.23% with σ of 1.14%; for HML, it is 0.31% with σ of 0.84%. 




The second part of the in-sample estimation is designed to obtain the factor 
loadings , i i . Specifically, it is to regress the excess returns of industry portfolios on 
the historical factor premiums. Table 2.3 reports the results for the 17 industries. Based 
on equation (2.1):  
ib̂ ŝ , ĥ
( ) itthmlitsmbiftmtiftit erhrsrrbrr +++−=− ,, , monthly excess returns for each of the 
equally-weighted 17 industry portfolios are regressed on the historical values of the three 
factors: MKTEXRT, SMB, HML. Presented in Table 2.3 are the estimates of the factor 
loadings and the adjusted R-squares for the 17 industries over the whole sample period 
1953:04-2001:10. As shown, the explicability of excess returns is fairly similar over the 
17 industries with average adjusted R-squares over 70%. The least explainable are Mines, 
Oil and Utility industries with average adjusted R-squares about 52%. This result 
confirms that the F&F three-factor model has significant power in explaining the 17 
industries’ excess returns.  
 
2.5 Out of sample performance of a simple trading strategy 
2.5.1 One month ahead forecast 
In the financial literature, a commonly used approach to evaluate the predictability of 
asset returns is to formulate an investment strategy and to see whether an economically 
significant profit can be generated. A simple trading strategy10 adopted in this chapter is 
described as follows: for the starting in-sample period 1953:04 to 1963:03, the estimates 
                                                 
10 The trading strategy implemented here is similar in spirit to approaches employed previously by Fama 
and Schwert (1977), Breen, Glosten, and Jagannathan (1989), Pesaran and Timmerman (1995), and 
Balvers, Wu and Gilliland (2000), among others. 
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of factor premiums and factor loadings for next month 1963:04 (out of sample) can be 
obtained from the estimation procedures in section 2.4, then the expected excess returns 
for the 17 industry portfolios can be calculated by equation (2.2); next, hold (long) the 
portfolio with the highest expected excess return and sell (short) the portfolio with the 
lowest expected excess return – referred to as ‘Max1-Min1’ ( or hold the three portfolios 
with the highest expected excess returns and sell three portfolios with the lowest expected 
excess returns, which is referred to as ‘Max3-Min3’); after that, record the realized 
excess returns for the long and short positions and the difference between them (the zero-
investment strategy) for 1963:04; then expand the sample period one month forward and 
repeat the steps until the last period, i.e. 2001:09; finally, compare the average realized 
excess returns with the average expected excess returns.   
As pointed out in the introduction, estimation of the cost of capital from common 
practice has proven very inaccurate. Therefore, it is necessary to check the trading 
strategy performance of the F&F three-factor model based on common practice. Table 
2.4 shows that the out of sample performance of the common practice is poor indeed: for 
Max1-Min1, the difference (l_s_ac=0.195%) between the average realized monthly 
return (0.704%) of the long position (long_ac) and the average realized return (0.509%) 
of the short position (short_ac) is insignificantly different from 0 with a t-statistic of 
0.767, which contravenes the spirit of the trading strategy where long_ac is expected to 
be significantly greater than short_ac. Moreover, if the market excess return 
(MKTEXRT) is treated as a benchmark, it is also expected that long_ac is significantly 
greater than MKTEXRT and short_ac is significantly lower than MKTEXRT. However, 
 20
for the common practice, not only are long_ac and short_ac similar but they are not 
statistically different from MKTEXRT (0.459%). A similar result stands for Max3-Min3, 
where the profit (l_s_ac) from the zero-investment portfolio turns out to be insignificant. 
In conclusion, this simple trading strategy provides evidence against the application of 
the common practice.  
In contrast, Table 2.5 presents a strikingly different result for the performance of the 
F&F three-factor model based on the estimation procedures described in section IV.  In 
the case of Max1-Min1, the average long_ac is 1.037%, which is not only significantly 
different from zero (with a t-statistic of 3.827) but is also significantly different from the 
benchmark (with average long-mkt of 0.578 and t-statistic of 3.179); as for the short 
position, the average short_ac is 0.086%, which is not statistically different from zero 
(with t-statistic of 0.303) and compared with the benchmark, the average return from the 
short position is significantly lower than average market excess return (with average 
short-mkt of –0.373 and t-statistic of –1.769). Consequently, the realized profit 0.951% 
from zero-investment portfolio is also economically significant (with t_statistic of 3.479). 
This outcome indicates that, at least, the relative directions of excess returns can be 
correctly forecasted by the estimation procedure adopted in this chapter. Meanwhile, it is 
not surprising to see that actual excess returns are much more volatile than expected 
excess returns. Finally, a similar conclusion is reached for the case Max3-Min3. 
It is worthwhile to compare the performance of the F&F three-factor model with the 
performance of the CAPM in order to investigate whether the other two factors – SMB 
and HML reveal any more information about the future excess returns. Table 2.6 presents 
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the out of sample trading strategy performance of the CAPM based on the estimation 
procedures described in section 2.4. As shown in the case Max1-Min1, the realized return 
of the long position is not significantly higher than market excess return and the realized 
return of the short position is not significantly lower than the market excess return. In 
fact, the discrepancy between the long and short position (l_s_ac) is only 0.289% and is 
not significantly different from zero. Comparing Tables 5 and 6, long_ac for the F&F 
three-factor model is actually significantly higher than that for the CAPM, with a 
difference of 0.338% and t-statistic of 1.68; and short_ac for the F&F three-factor model 
is significantly lower than that for the CAPM, with a difference of –0.324% and 
t_statistic of -1.608; consequently, the return of the zero-investment portfolio (l_s_ac) for 
the F&F three-factor model is statistically and economically greater than that for the 
CAPM, with a difference of 0.662% and t-statistic of 1.897. The same analyses can be 
conducted for the case Max3-Min3 and the conclusion can only be drawn that the out of 
sample performance of the F&F three-factor model is better than that of the CAPM. As a 
result, this finding provides indirect evidence in support of the view that after controlling 
for the market factor, the size factor SMB and the book-to-market factor HML contain 
some exclusive information about asset returns. This evidence also suggestes the 
application of the F&F three-factor model in capital budget decisions over that of the 
CAPM. 
2.5.2 3 months ahead up to 4 years ahead forecasts 
Usually, in capital budgeting, project managers are more concerned about the long-
run expected cost of capital since a project’s economic life normally lasts for years. In 
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light of this fact, in this section, I implement the same trading strategy to evaluate the 
predictability of excess returns for 3-month up to 4- year horizons. As is shown in section 
A, the most manifest appraisal of the performance of a trading strategy is to look at the 
return from a zero-investment portfolio. Table 2.7 reports the out-of-sample results for 
time horizons of 1 month, 3 months, 6 months, 1 year, 2 years, 3 years and 4 years for 
five different methods of in-sample portfolio selection: the F&F three-factor model with 
factor premiums estimated from business cycle variables; the F&F three-factor model 
with factor premiums estimated by common practice; the CAPM with market excess 
return estimated from business cycle variables; the CAPM with market excess returns 
estimated by common practice; a naïve estimation15 of 17 industries’ excess returns by 
averaging their historical returns. Also, Figure 2.1 depicts the comparison of the actual 
returns of the zero-investment strategy for these five different methods of portfolio 
selection over seven different time horizons. It is plain to see that among the five 
different methods of in-sample selection, the common practice, no matter whether it is 
applied to the F&F three-factor model or the CAPM, has worst performance. Meanwhile, 
in the short run, from 1 month to 2 years, the F&F three-factor model with factor 
premiums estimated from business cycle variables dominates the other four methods as 
its out-of-sample returns of the zero-investment strategy are statistically higher than those 
from the other four methods. However, for time horizons over 3 years, none of the five 
methods seems useful in estimating excess returns. Moreover, from Figure 2.1, a clear 
trend in the returns of zero-investment strategy is revealed that as time horizon expands 
                                                 
15 The naïve in-sample portfolio selection is based on the average historical returns for the 17 industry 
portfolios: simply sort the in-sample average returns over the 17 industry portfolios, then hold the one with 
the highest average historical return and sell the one with the lowest average historical return. 
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the magnitude of returns decreases, which implies that the economic significance of the 
predictability of excess returns becomes worse with the length of the forecast period. 
2.5.3 Two more comparable cases 
If the F&F three factors truly represent fundamental economic risks, they should 
contain all the information implied in the business cycle variables and then are supposed 
to at least possess the same forecasting ability as do the business cycle variables16. 
Therefore, it is worthwhile to find out the out-of-sample performance when the business 
cycle variables are used directly to estimate portfolios’ returns. As is shown in Table 2.8 
and Figure 2.2, the F&F three-factor model with factor premiums estimated from 
business cycle variables has statistically similar out-of-sample performance as the 
business cycle variables by themselves. For instance, the annualized return for the zero-
investment strategy is 14% for the case of Max1-Min1 when estimation is conducted by 
using business cycle variables directly, which is not significantly different from the 12% 
annualized return from the F&F three-factor model17. So, this result provides direct 
support for the risk-based explanation of the F&F three factors. 
Another case is to compare the out-of-sample performance of the F&F three-factor 
model with risk premiums estimated by business cycle variables to the one with risk 
premiums assumed as already known, i.e. with risk premiums ‘perfectly’ estimated. From 
Table 2.8 and Figure 2.2, it is not surprising to see that the return of a zero-investment 
                                                 
16 Since the number of business cycle variables is larger than the number of Fama and French factors, the 
in-sample performance of business cycle variables is expected to perform better than Fama and French 
three factors. However, as for out-of-sample performance, if Fama and French three factors are the only 
risk factors, their estimates should be more efficient in predicting asset returns and should perform better 
than the business cycle variables do, given that the risk loadings are correctly estimated. 
17 When the two series of out-of-sample returns of the zero-investment strategy are treated as paired 
samples, the t-statistic for the null hypothesis that they have the same mean is 0.368. 
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portfolio when risk premiums are presupposed as known is much higher than when risk 
premiums are partially estimated. For instance, an annualized return of 57.7% for the case 
Max1-Min118 can be generated when market excess return, HML and SMB are 
‘perfectly’ estimated, compared with the 12% when the three factor premiums are 
estimated by the business cycle variables. As for the one-factor model, CAPM, a similar 
result can be obtained. Moreover, if we compare F&F three-factor model and CAPM, the 
three-factor model still earns higher returns. Consequently, HML and SMB do contain 
some useful economic information about the variation in portfolio returns.  
2.5.4 A further evaluation on the correctness of test models 
So far, the null hypothesis in the out-of-sample test is that the actual excess return 
from the zero-trading strategy is zero. Our argument for this test is that if our in-sample 
selection is correct, the out-of-sample performance of the zero-trading strategy should 
provide some evidence to show the success in distinguishing portfolios with high return 
from portfolios with low return. However, the fact that the actual excess return is 
significantly different from zero is not sufficient to judge which model is correct. 
Therefore, a further evaluation can be a test on how different the actual excess return is 
from the expected excess return. In other words, we test how much of the expected risk-






                                                
− ββ can be realized. Table 2.10 reports the test result. 
Not surprisingly, the mean difference between actual excess return and expected excess 
return is negative for all the in-sample selections. For the time horizons over 1 year, the 
mean difference is significantly negative for all the cases. However, for the 1-month case, 
 
18 Similar results are obtained for the case Max3-Min3 
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the mean difference is statistically significantly negative only for the FF 3-factor model 
(BC). Hence, this test result seems to show that even though a model can predict the 
difference among the portfolios with different mean returns, it might be wrong on the 





 Testing for stochastic dominance 
In the previous section, I compare the out-of-sample performance for different in-
sample selection methods and I look at the difference in the unconditional means (i.e. the 
overall average means of the returns of a zero-investment trading strategy). However, as 
argued in Chow and Hu (2003), unconditional mean dominance is necessary but 
insufficient to ensure -averse investors prefer the same portfolio reallocation, 
i.e. unconditionally, 0≥− jk µµ  is not sufficient to make sure that all the risk-averse 
investors prefer portfolio k  to portfolio j in a sense that by holding more of portfolio k  
and less of portfolio j , all investors expect to increase their utility. Therefore, the 
conditional mean dominance (CMD) criterion can be applied in this case where I can 
check whether, under any market situation, all investors prefer the F&F three-factor 
model to the CAPM in capital budgeting or whether they prefer using business cycle 
var
u  that investors prefer 
to increase holding portfolio  and decreasing holding portfolio
iables to estimate the risk premiums to using the historical averages.  
From conventional portfolio theory, Chow and Hu (2003) formally identify a criterion 
to ensure that an asset re-allocation increases expected utility of any risk-averse investor. 
Given the existing market portfolio, the following condition ens res
k j :  
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Chow and Hu (2003) demonstrate that conditional mean dominance (CMD) is the 
necessary and sufficient condition for the marginal increase in expected utility as shown 
in (2.4). For all risk-averse investors, the inequality (2.4) holds if and only if 












or ( ) 0| ≥≤− mpmjk rrrE τ , for all p , where 10 ≤≤ p  (2.6) 
E is the expectation operator, and ( )pFmmp 1−=τ . pFm = is the cumulative density 
function of .  
To apply the CMD rule to the returns from the zero-investment trading strategy, I 
select a set of finite target returns, 
mr
{ }10,...,2,1| =ttτ  corresponding to a set of quantiles of 







tmr τ≤ , and, = 0 otherwise. TtmI
τ hen, the CMD rule of inequality (2.5) can be written as  
( ) ( ){ }tmjk IrrE −= , for all ttm jk ττµ − τ  (2.7) 
tjk τµ −  can be characterized as the conditional expected p ium between for all 
corresponding market returns below the target t
 
m rem( )
τ . And here, jk rr − is just the return of the 
zero-investment trading strategy. Therefore, if all risk-averse investors prefer portfolio
to
 k  
j , ( ) 0≥− tm jk τµ  should stand for all tτ , with at least one strong inequality19. 
                                                 
19 See Chow and Hu (2003) for the statistical inference for CMD. 
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I test conditional mean dominance (CMD) for four different methods of in-sample 
selection: the Fama & French three-factor model with factor premiums estimated by 
business cycle variables, the CAPM with factor premiums estimated by business cycle 
variables, the Fama & French three-factor model with factor premiums estimated by 
averaging the historical factor premiums, and CAPM with factor premiums estimated by 
averaging the historical factor premiums.  And I use the one-month holding period as an 
illustration. Table 2.9 reports the CMD ordinates and the corresponding statistics20. As 
shown, the Fama & French three-factor model with factor premiums estimated by 
business cycle variables stands the CMD test, which means that all the risk-averse 
investors, under any market situation, would agree on this method of in-sample selection 
in deciding what portfolios to hold out of sample. As for the CAPM with factor premiums 
estimated by business cycle variables, there is evidently no dominance under any 
circumstance, which means that this method has no power in estimating the portfolio 
returns. As for the last two methods, no matter which asset pricing model is used and no 
matter how the factor premiums are estimated, the negative Z-Scores show that they 
consistently and statistically significantly yield incorrect forecasts, especially when the 
arket return is below average. Hence, the CMD test strongly confirms the results 
e previous section. 
 




Motivated by the serious problems caused by the common practice in the estimation of 
the equity cost of capital, I propose an alternative set of estimation procedures and 
 
20 See Chow (2001) for reference. 
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implement a simple trading strategy to evaluate the forecasting ability of the F&F three-
factor model and the CAPM. Based on the empirical results, it is impressive to see that, for 
either factor-based model, the estimation procedures applied in this chapter are preferred to 
the common practice in the sense that the out-of-sample performance is significantly better 
with the alternative estimation procedures using structural variables. Furthermore, with the 
proposed estimation procedure, the out-of-sample performance of the F&F three-factor 
model is superior to that of the CAPM. Specifically, in the short run from 1 month to 2 
years, the F&F three-factor model with factor premiums estimated from structural variables 
significantly outperforms the other methods of in-sample portfolio selection, to which the 
conditional mean dominance (CMD) test gives a strong support, while in the longer run 
over 3 years, all the methods have very poor performance. Moreover, a test also shows that 
a model which can predict the difference between portfolios in their returns might not have 
the same ability to predict the magnitude of the difference. As a result, I conclude that at 
ast in the short run, the F&F three-factor model with factor premiums estimated from 











Table 2.1: Summary statistics of 17 equal-weighted industry portfolios and other 
predictive variables: monthly data from 1953:04 to 2001:10 
Data and definitions of 17 industries are available on French’s website. MKTEXRT stands for the excess 
return of market portfolio over the risk free rate. SMB is the excess return from a zero-investment strategy 
of buying small size portfolios and selling large size portfolios. HML is the excess return from a zero-
investment strategy of buying value portfolios (high B/M ratio) and selling growth portfolios (low B/M 
ratio). TB refers to the nominal one-month T-bill rate. Industrial production growth rate is denoted by IP, 
TERM represents term premium defined as the difference between 10-year and 3-month Treasury yields. 
he spread between Moody’s Bbb and Aaa corporate bond yields, i.e. default risk premium, is referred to 
as DEFP, DIV represents dividend yield, the difference between market return with dividend and market 
return without dividend, TB, IP, TERM and DEFP are all obtained from Federal Reserve Bank of St.Louis. 
DIV is obtained from the Center for Research in Security Prices (CRSP) tapes.
T
iρ represents the 




Portfolio Mean Stdev ρ1 ρ3 ρ6 ρ12 ρ36 
Food 1.14 4.40 0.198 (0.000) -0.017 (0.677) -0.027 (0.512) 0.116 (0.006) 0.070 (0.104) 
Mines 1.22 6.58 0.128 (0.002) 0.002 (0.970) 0.012 (0.777) 0.080 (0.062) 0.181 (0.000) 
Oil 1.32 6.60 0.142 (0.001) 0.061 (0.145) 0.022 (0.596) 0.091 (0.032) 0.076 (0.091) 
Clths 1.00 6.03 0.245 (0.000) -0.008 (0.840) 0.014 (0.747) 0.126 (0.003) 0.106 (0.016) 
Durbl 1.14 6.17 0.218 (0.000) -0.019 (0.645) -0.038 (0.361) 0.112 (0.009) 0.065 (0.143) 
Chems 1.23 5.27 0.152 (0.000) -0.034 (0.416) -0.040 (0.341) 0.076 (0.072) 0.085 (0.051) 
Cnsum 1.57 6.57 0.181 (0.000) -0.051 (0.219) -0.016 (0.702) 0.024 (0.585) 0.047 (0.345) 
Cnstr 1.21 5.91 0.224 (0.000) -0.035 (0.403) -0.025 (0.553) 0.127 0.003) 0.089 (0.042) 
Steel 1.08 6.16 0.142 (0.001) -0.041 (0.327) -0.013 (0.759) 0.035 (0.409) 0.075 (0.091) 
FabPr 1.21 5.62 0.187 (0.000) -0.053 (0.204) -0.006 (0.894) 0.117 (0.006) 0.088 (0.043) 
Machn 1.39 6.91 0.206 (0.000) -0.035 (0.410) -0.004 (0.930) 0.045 (0.303) 0.071 (0.133) 
Cars 1.15 6.06 0.206  (0.000) 0.003 (0.938) 0.018 (0.666) 0.101 (0.018) 0.074 (0.090) 
Trans 1.16 5.80 0.195 (0.000) -0.029 (0.487) 0.040 (0.342) 0.100 (0.019) 0.074 (0.089) 
Utils 1.07 3.36 0.085 (0.040) 0.018 (0.662) -0.015 (0.719) 0.042 (0.322) 0.044 (0.320) 
Rtail 1.09 5.71 0.254 (0.000) -0.019 (0.645) -0.014 (0.740) 0.087 (0.044) 0.080 (0.074) 
Finan 1.25 4.87 0.247 (0.000) 0.015 (0.711) 0.036 (0.389) 0.129 (0.002) 0.050 (0.239) 
Other 1.31 6.43 0.205 (0.000) -0.030 (0.477) -0.013 (0.755) 0.056 (0.205) 0.074 (0.119) 
Explanatory 
  Variables        
MKTEXRT 0.57 4.31 0.061 (0.140) 0.012 (0.771) -0.028 (0.503) 0.027 (0.525) -0.014 (0.749) 
SMB 0.13 3.02 0.077 (0.065) -0.099 (0.018) 0.062 (0.146) 0.145 (0.001) 0.075 (0.136) 
HML 0.38 2.80 0.139 (0.001) 0.042 (0.314) 0.078 (0.063) 0.040 (0.372) 0.038 (0.450) 
TB 0.44 0.23 0.955 (0.000) 0.908 (0.000) 0.855 (0.000) 0.762 (0.000) 0.457 (0.000) 
IP 0.25 0.92 0.419 (0.000) 0.193 (0.000) 0.026 (0.536) -0.150 (0.000) -0.044 (0.282) 
TERM 0.11 0.10 0.949 (0.000) 0.811 (0.000) 0.648 (0.000) 0.433 (0.000) -0.093 (0.032) 
DEFP 0.08 0.04 0.972 (0.000) 0.905 (0.000) 0.829 (0.000) 0.686 (0.000) 0.353 (0.000) 
DIV 0.29 0.18 -0.133 (0.001) 0.939 (0.000) 0.923 (0.000) 0.919 (0.000) 0.843 (0.000) 
 30
Table 2.2: In-sample estimation of Fama and French three factors 
Over the entire period 1953:04 to 2001:10, monthly returns of Fama and French three factors are regressed on the following explanatory variables: one-
month lags of three factors themselves: market excess return (MKTEXRT), size factor (SMB), and book-to-market factor (HML);one-month lags of the 
business cycle related variables: growth rate of industrial production (IP), the difference between 10-year and 3-month Treasury yields (TERM), the 
spread between Moody’s Bbb and Aaa corporate bond yields (DEFP), dividend yield - the difference between market return with dividend and market 
return without dividend (DIV), and the nominal one-month T-bill rate (TB); and 12-month lags of IP, TERM, DEFP, and DIV. Enclosed in parentheses 






Factor           Intercept MKTEXRT(-1) HML(-1) SMB(-1) IP(-1) IP(-12) TERM(-1) TERM(-12) DEFP(-1) DEFP(-12) DIV(-1) DIV(-12) TB(-1) R2  
MKTEXRT -0.2024              -0.0225 -0.0552 0.0651 0.0304 -0.2190 1.7546 5.1958 37.0074 -28.2458 0.1341 1.6765 -2.5567 0.038
               
               
               
               
               
               
                 
(0.7530) (0.6313) (0.4397) (0.2955) (0.8864) (0.2876) (0.5423) (0.0356) (0.0003) (0.0022) (0.9000) (0.1061) (0.0578)
SMB -0.0008 0.1594 0.0776 0.0265 -0.0262 0.0297 0.4391 -3.1706 4.1025 2.5082 0.0297 -0.0826 -0.4189 0.040
(0.9986) (0.0000) (0.1222) (0.5448) (0.8611) (0.8374) (0.8282) (0.0678) (0.5631) (0.6979) (0.9684) (0.9096) (0.6577)
HML 0.5798 0.0513 0.1494 -0.0022 -0.0075 -0.0554 -3.2575 0.5243 -10.8785 20.3555 -0.5354 -1.7064 -0.1068 0.039











Table 2.3: In-sample estimation of factor loadings 
Based on equation (1): rit-rft=bi(rmt-rft)+si(rsmb,t)+hi(rhml,t)+εit , monthly excess returns for each of the equally-weighted 17 industry portfolios are regressed 
on the historical values of the three factors: MKTEXRT, SMB, HML. This table presents the estimates of the factor loadings and the adjusted R-squares 
for the 17 industries overall the time horizon from 1953:04 to 2001:10. Enclosed in parentheses are P_values. Definitions for the 17 industry portfolios are 






Industry  ib̂  iĥ  iŝ  
Adjusted 
R2 Industry ib̂  iĥ  iŝ  
Adjusted 
R2
Food          0.803 0.408 0.618 0.824 FabPr 0.996 0.488 0.848 0.833
 
          
          
  
          
 
          
 
          
 
          
          
 
      
(<0.0001) (<0.0001) (<0.0001) (<0.0001)  (<0.0001) (<0.0001) (<0.0001) (<0.0001)
Mines
 
0.851 0.411 0.808 0.478 Machn
 
1.089 0.037 1.193 0.895
(<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001)
Oil 1.023 0.407 0.452 0.485 Cars 1.042 0.566 0.919 0.799
(<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001)
Clths 0.956 0.588 1.043 0.793 Trans
 
1.062 0.546 0.832 0.846
(<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001)
Durbl
 
1.013 0.399 1.06 0.851 Utils 0.644 0.473 0.015 0.598
(<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (0.63) (<0.0001)
Chems
 
1.024 0.376 0.621 0.856 Rtail 0.943 0.334 0.874 0.792
(<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001)
Cnsum
 
0.922 -0.196 1.039 0.792 Finan
 
0.929 0.632 0.638 0.832
(<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001) (<0.0001)
Cnstr
 
1.056 0.569 0.940 0.865 Other
 









(<0.0001) (0.75) (<0.0001) (<0.0001)
Steel 1.118 0.596 0.753 0.768












Table 2.4: Out of sample trading strategy performance of F&F three-factor model based 
on common practice 
In common practice, the factor premiums are estimated by averaging historical factor returns and the factor 
loadings are estimated by regressing historical asset excess returns on historical factor returns. Conducted 
on the 17 equally weighted industry portfolios, the simple trading strategy is to hold (long) the portfolio 
with the highest expected excess return and to sell (short) the portfolio with the lowest expected excess 
return, which is referred to as ‘ Max1-Min1’ (‘Max3-Min3’ refers to holding and selling three portfolios 
with highest and lowest excess returns respectively). The denotations are explained as follows: long_ac --- 
realized return from long position, long_ex --- expected return from long position, short_ac --- realized 
return from short position, short_ex --- expected return from short position, l_s_ac --- realized return from 
the zero-investment portfolio (difference between long and short positions), l_s_ex --- expected return from 
the zero-investment portfolio, long-mkt --- excess return of long position over market excess return,  
short-mkt --- excess return of short position over market excess return, l_s_mkt ---excess return of zero 
investment portfolio over market excess return, mktexrt --- market excess return (served as a benchmark ). 
 
FF3factor---Max_Min 
  mean(%) std(%) t-statistic Annualized return 
long_ac 0.704 6.299 2.406 0.088 
long_ex 1.070 0.189 121.478 0.136 
short_ac 0.509 3.472 3.156 0.063 
short_ex 0.517 0.046 244.692 0.064 
l_s_ac 0.195 5.467 0.767 0.024 
l_s_ex 0.552 0.167 71.228 0.068 
long-mkt 0.246 4.065 1.299 0.030 
short-mkt 0.051 3.403 0.319 0.006 
ls-mkt -0.264 5.202 -1.091 -0.031 
mktrt 0.459 4.456 2.216 0.056 
     
     
FF3factor---Max3_Min3 
  mean(%) std(%) t-statistic Annualized return 
long_ac 0.610 5.895 2.228 0.076 
long_ex 1.023 0.155 141.630 0.130 
short_ac 0.676 4.517 3.220 0.084 
short_ex 0.633 0.075 181.630 0.079 
l_s_ac -0.065 3.088 -0.456 -0.008 
l_s_ex 0.389 0.090 92.874 0.048 
long-mkt 0.152 3.457 0.943 0.018 
short-mkt 0.217 2.584 1.807 0.026 
ls-mkt -0.524 4.508 -2.503 -0.061 







Table 2.5: Out of sample trading strategy performance of the F&F three-factor model 
based on the estimation procedures described in section IV 
As for the estimation procedures adopted in this chapter, three factor premiums are estimated by means of 
their own lags and some business cycle variables (such as term premium, default risk premium, dividend 
yield, industrial production growth rate and short interest rate) and factor loadings are estimated by 





  mean(%) std(%) t-statistic Annualized return 
long_ac 1.037 5.833 3.827 0.132 
long_ex 1.401 1.754 17.183 0.182 
short_ac 0.086 6.116 0.303 0.010 
short_ex -0.396 1.533 -5.561 -0.047 
l_s_ac 0.951 5.883 3.479 0.120 
l_s_ex 1.797 1.231 31.414 0.238 
long-mkt 0.578 3.916 3.179 0.072 
short-mkt -0.373 4.536 -1.769 -0.044 
ls-mkt 0.492 7.253 1.461 0.061 
mktrt 0.459 4.456 2.216 0.056 
 
                                   Max3_Min3 
  mean(%) std(%) t-statistic Annualized return 
long_ac 1.018 5.781 3.791 0.129 
long_ex 1.161 1.830 13.645 0.149 
short_ac 0.211 5.720 0.795 0.026 
short_ex -0.083 1.666 -1.078 -0.010 
l_s_ac 0.807 3.793 4.580 0.101 
l_s_ex 1.244 0.822 32.572 0.160 
long-mkt 0.560 3.469 3.470 0.069 
short-mkt -0.248 3.572 -1.492 -0.029 
ls-mkt 0.348 5.729 1.308 0.043 













Table 2.6: Out of sample trading strategy performance of CAPM 
based on the estimation procedures described in section IV 
In this case, only one factor premium (market excess return) and its risk loading need to be estimated.  
 
 Max1_Min1 
  mean(%) std(%) t-statistic Annualized return 
long_ac 0.699 5.635 2.670 0.087 
long_ex 0.610 1.495 8.783 0.076 
short_ac 0.410 5.753 1.535 0.050 
short_ex -0.069 1.317 -1.120 -0.008 
l_s_ac 0.289 6.503 0.955 0.035 
l_s_ex 0.679 0.591 24.701 0.085 
long-mkt 0.240 4.129 1.252 0.029 
short-mkt -0.049 4.214 -0.248 -0.006 
ls-mkt -0.170 7.924 -0.462 -0.020 
mktrt 0.459 4.456 2.216 0.056 
     
 Max3_Min3 
  mean(%) std(%) t-statistic Annualized return 
long_ac 0.890 5.688 3.366 0.112 
long_ex 0.544 1.523 7.683 0.067 
short_ac 0.496 5.575 1.914 0.061 
short_ex 0.034 1.381 0.529 0.004 
l_s_ac 0.394 4.064 2.086 0.048 
l_s_ex 0.510 0.448 24.475 0.063 
long-mkt 0.431 3.517 2.636 0.053 
short-mkt 0.037 3.427 0.231 0.004 
ls-mkt -0.065 5.977 -0.234 -0.008 






























Table 2.7: Out-of-sample performance for five different means of in-sample selection over seven different horizons 
The evaluation criteria is based on the out-of-sample average annualized return of zero-investment strategy (l_s_ac). BC means that factor 









   L_s_ac  Mean t-statistic Mean t-statistic Mean t-statistic   Mean t-statistic Mean t-statistic
Max1-Min1           0.120 3.479 0.024 0.767 0.035 0.955 0.047 1.263 0.037 0.962
1 month Max3-Min3           
           
           
           
           
           
           
           
           
           
0.101 4.580 -0.008 -0.456 0.048 2.086 0.020 0.806 0.011 0.445
Max1-Min1 0.039 2.265 -0.005 -0.338 0.021 1.082 0.005 0.281 0.026 0.580
3 month Max3-Min3 0.017 1.548 -0.007 -0.726 0.020 1.623 -0.002 -0.189 0.012 0.437 
Max1-Min1 -0.006 -0.363 -0.005 -0.427 0.027 1.696 0.002 0.149 0.030 0.532
6 month Max3-Min3 -0.003 -0.292 -0.015 -1.775 0.018 1.802 -0.007 -0.679 0.007 0.189 
Max1-Min1 0.059 5.655 -0.006 -0.584 0.013 1.238 -0.010 -1.028 -0.017 -1.205
1 year Max3-Min3 0.026 3.380 -0.016 -2.192 0.012 1.525 -0.028 -3.749 -0.027 -3.415 
Max1-Min1 0.031 3.883 -0.055 -5.007 0.011 1.800 -0.020 -3.182 -0.013 -1.069
2 years Max3-Min3 0.021 3.862 -0.025 -4.264 -0.014 -3.174 -0.007 -1.670 -0.015 -2.362
Max1-Min1 -0.024 -4.077 -0.056 -5.944 0.008 1.633 -0.010 -1.976 -0.018 -1.735
3 years Max3-Min3 -0.020 -4.849 -0.032 -5.560 -0.003 -0.791 0.002 0.537 -0.013 -2.419
Max1-Min1 0.003 0.595 -0.052 -5.588 0.001 0.223 0.012 2.472 -0.024 -2.572




Figure 2.1: Out-of-sample performance (Max1-Min1) for five different means of in-
sample selection over seven different horizons 
A represents F&F three-factor model with factor premiums estimated by business cycle 
variables; B represents F&F three-factor model with factor premiums estimated by 
common practice; C represents CAPM with market excess return estimated by business 
cycle variables; D represents CAPM with market excess returns estimated by common 
practice; E represents a naïve estimation of 17 industries’ returns by averaging their 









































Table 2.8: Out-of-sample performance for more comparable cases 
 The evaluation criteria is based on the out-of-sample average return of zero-investment strategy (l_s_ac) 
                        BC means that factor premiums are estimated from business cycle variables. 
 
 
  F&F three-factor model(BC) 
 
Business Cycle Variables 
direct Estimation 
 
Assuming factor premiums 
are known(F&F) 
 
Assuming factor premiums are 
known(CAPM) 
       mean t_statistic mean t_statistic mean t_statistic mean t_statistic
Max1-Min1         0.120 3.479 0.140 3.674 0.577 14.924 0.405 10.560
1 month Max3-Min3         
         
         
         
         
         
         
         
         
         
         
         
         
0.101 4.580 0.112 4.656 0.394 16.057 0.223 9.174
Max1-Min1 0.039 2.265 0.027 1.653 0.274 16.262 0.190 10.151
3 month Max3-Min3 0.017 1.548 0.035 3.481 0.173 15.164 0.111 9.682
Max1-Min1 -0.006 -0.363 -0.018 -1.246 0.197 13.981 0.144 9.908
6 month Max3-Min3 -0.003 -0.292 0.016 1.816 0.128 13.276 0.086 8.998
Max1-Min1 0.059 5.655 -0.020 -1.673 0.094 8.797 0.075 7.927
1 year Max3-Min3 0.026 3.380 -0.015 -2.274 0.064 7.706 0.042 5.820
Max1-Min1 0.031 3.883 0.042 4.657 -0.005 -0.521 0.023 3.752
2 years Max3-Min3 0.021 3.862 0.033 5.853 0.008 1.227 0.010 2.257
Max1-Min1 -0.024 -4.077 0.006 1.065 0.015 1.728 -0.003 -0.548
3 years Max3-Min3 -0.020 -4.849 0.007 1.872 0.016 3.201 0.011 3.277
Max1-Min1 0.003 0.595 0.025 5.059 0.018 2.295 0.016 3.347





Figure 2.2: Out-of-sample performance (Max1-Min1) for four different comparable cases 
F&F represents F&F three-factor model with factor premiums estimated by business 
cycle variables; BC represents the case where portfolios’ returns are estimated directly by 
the business cycle variables; 3RP represents F&F three-factor model with factor 
premiums assumed as known beforehand; MKT represents CAPM with market excess 







































Table 2.9: Test for the difference between actual excess return and expected excess return 
The test null hypothesis is the mean difference between actual excess return and expected excess return is zero. The mean difference is annualized return. 
 
 
  F&F three-factor model(BC) 
  







       Lsac-lsex mean t_statistic mean t_statistic mean t_statistic mean t_statistic mean t_statistic
Max1-Min1           -0.097 -3.110 -0.042 -1.408 -0.046 -1.294 -0.004 -0.123 -0.027 -0.725
1 month Max3-Min3           
           
       
           
      
           
      
           
      
           
      
           
            
-0.051 -2.478 -0.053 -3.172 -0.014 -0.617 -0.013 -0.524 -0.033 -1.433
Max1-Min1 -0.002 -3.333 -0.001 -3.219 -0.001 -1.728 -0.001 -1.689 -0.001 -0.960
3 month Max3-Min3 -0.001 -4.327 -0.001 -3.827 0.000 -1.104 -0.001 -2.100 -0.001 -1.281
Max1-Min1 -0.007 -7.618 -0.004 -4.587 -0.002 -2.491 -0.003 -2.731 -0.002 -0.732
6 month Max3-Min3 -0.005 -7.922 -0.003 -6.066 -0.001 -2.182 -0.002 -3.365 -0.002 -1.033
Max1-Min1 -0.016 -10.189 -0.007 -6.043 -0.007 -5.426 -0.006 -5.156 -0.008 -4.739
1 year Max3-Min3 -0.013 -11.256 -0.007 -7.853 -0.004 -4.441 -0.007 -7.482 -0.007 -7.971
Max1-Min1 -0.052 -18.897 -0.027 -10.437 -0.012 -7.563 -0.013 -8.924 -0.016 -5.348
2 years Max3-Min3 -0.038 -20.842 -0.016 -11.407 -0.014 -12.403 -0.008 -7.686 -0.013 -8.271
Max1-Min1 -0.087 -24.944 -0.038 -12.233 -0.020 -10.169 -0.015 -8.135 -0.026 -6.777
3 years Max3-Min3 -0.065 -30.016 -0.025 -12.546 -0.020 -13.588 -0.008 -6.677 -0.019 -9.942
Max1-Min1 -0.121 -25.164 -0.048 -11.668 -0.033 -14.063 -0.011 -4.640 -0.037 -8.221






Table 2.10: Conditional Mean Dominance for the out-of-sample performance for four 
different methods of in-sample selection 
One-month holding period is considered. The four methods of in-sample selection are Fama & French three-factor 
model with factor premiums estimated by business cycle variables (F&F_BC), CAPM with factor premiums estimated 
by business cycle variables (CAPM_BC), Fama & French three-factor model with factor premiums estimated by 
averaging the historical factor premiums (F&F_CP), and CAPM with factor premiums estimated by averaging the 
historical factor premiums (CAPM_CP).  CMD ordinates are calculated for the four methods. The corresponding CMD 
ordinates are statistically different from zero at the 5 percent level when their Z-scores are compared with the SMM 
critical value of 2.81. The CMD ordinate at 1 is equivalent to the unconditional mean return. 
 p
 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
1963/04-2001/10           
( )pFm 1ˆ −=τ  -0.042 -0.0236 -0.0104 0.0009 0.0115 0.0201 0.0313 0.0445 0.0571 0.1656 
           
F&F_BC(Max1-Min1)           
CMD Ordinates 0.0005 0.0007 0.0009 0.0018 0.0032 0.0041 0.0049 0.0058 0.0074 0.0095 
(Z-Score) (0.42) (0.49) (0.60) (1.07) (1.81) (2.19) (2.29) (2.46) (3.02)* (3.48)* 
           
F&F_BC(Max3-Min3)           
CMD Ordinates 0.0010 0.0012 0.0013 0.0017 0.0027 0.0038 0.0050 0.0053 0.0065 0.0081 
(Z-Score) (1.30) (1.46) (1.40) (1.74) (2.45) (3.09)* (3.58)* (3.51)* (4.03)* (4.58)* 
           
CAPM_BC(Max1-Min1)           
CMD Ordinates 0.0019 0.0014 0.0013 0.0007 0.0003 0.0010 0.0011 0.0031 0.0024 0.0029 
(Z-Score) (1.08) (0.69) (0.58) (0.28) (0.10) (0.36) (0.33) (0.87) (0.65) (0.74) 
           
CAPM_CP(Max3-Min3)           
CMD Ordinates 0.0013 0.0013 0.0014 0.0013 0.0009 0.0014 0.0014 0.0024 0.0027 0.0039 
(Z-Score) (1.24) (1.02) (1.04) (0.88) (0.55) (0.83) (0.76) (1.12) (1.19) (1.61) 
           
F&F_CP(Max1-Min1)           
CMD Ordinates -0.0049 -0.0071 -0.0085 -0.0095 -0.0091 -0.0084 -0.0061 -0.0031 -0.0015 0.0019 
(Z-Score) (-4.59)* (-5.79)* (-6.25)* (-6.47)* (-5.64)* (-4.78)* (-3.20)* (-1.38) (-0.63) (0.77) 
           
F&F_CP(Max3-Min3) 
 
          
CMD Ordinates -0.0022 -0.0036 -0.0044 -0.0047 -0.0044 -0.0037 -0.0031 -0.0020 -0.0015 -0.0007 
(Z-Score) (-4.17)* (-5.49)* (-5.71)* (-5.78)* (-4.85)* (-3.74)* (-2.80) (-1.65) (-1.15) (-0.46) 
           
CAPM_CP(Max1-Min1)           
CMD Ordinates -0.0071 -0.0096 -0.0110 -0.0124 -0.0123 -0.0117 -0.0073 -0.0036 -0.0015 0.0038 
(Z-Score) (-5.33)* (-6.46)* (-6.96)* (-7.17)* (-6.69)* (-5.78)* (-3.09)* (-1.36) (-0.54) (1.26) 
           
CAPM_CP(Max3-Min3)           
CMD Ordinates -0.0045 -0.0060 -0.0068 -0.0076 -0.0076 -0.0074 -0.0050 -0.0026 -0.0013 0.0016 












































Ample attention has been paid to the predictability of equity returns and some trading 
rules have been developed to exploit the predictable portion in equity returns. DeBondt 
and Thaler (1985, 1987 and 1990) claim that by holding ‘losers’ (i.e. securities that have 
underperformed the market index for 3 to 5 years) and shorting ‘winners’ (i.e. securities 
that have outperformed the market index for 3 to 5 years), one can profit on average. By 
investigating the New York Stock Exchange in the period 1962-1985, Lo and MacKinlay 
(1988) reject the null hypothesis that stock prices follow a random walk process and 
provide significant evidence that there is positive serial correlation in security indices. 
Jegadeesh (1990) puts forward a VAR model in order to exploit the mean reversion in 
securities and finds that large profits exist for trading period which is over 12 month. 
Lakonishok, Shleifer and Vishny (1994) take advantage of the mean reversion in earnings 
to price ratio, dividends to price ratio and book to market value ratio and devise a variety 
of trading strategies which uncover large profits. Employing cross-sectional variation in 
national equity indices, Balvers, Wu and Gilliland (2000) formulate parametric contrarian 
trading strategies, which exploit mean reversion across national indices and outperform 
the standard contrarian strategy, a buy-and-hold strategy, and a random-walk-based 
strategy.  
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Specifically, following Poterba and Summer (1988), Balvers et al. (2000) assume that 
all 18 countries in their sample share a single permanent component based on the 
observation that real per capita GDP across OECD countries converges to the same 
steady state, and so all country-specific shocks are expected to be stationary. What is 
noteworthy is that in their model, they set the cointegrating vector between the price of 
each country and the world price as [1,1]. A similar argument can be found in the work of 
Kasa (1992), who examines the equity indices for the United States, Canada, Germany, 
Japan, and the United Kingdom by applying Johansen tests for common trends, and 
suggests that stock prices in all these countries share one single common stochastic trend 
and also finds that the factor loadings on the common trend are different over those 
countries, which means the cointegration vector between each country and the common 
trend is different from [1,1]. However, Richards (1995) examines the predictability of 
relative returns, which are defined as the difference between an individual country’s 
return and the return on the capitalization-weighted rest-of-world index. He argues that if 
there is a single common trend among all the involved countries’ indices, the relative 
price should follow a stationary process. So by means of the regression technique of 
Fama and French (1988), the slope coefficient estimates should be close to zero in the 
short run and approach –0.5 in the long run. However, according to his results, the 
coefficient estimates exhibit a U-shaped pattern, i.e. coefficient estimates being close to 
zero in the short run, and then gradually moving toward –0.5, and finally returning to 
zero in the long run. He interprets this U-shaped pattern in autocorrelation coefficients of 
relative returns as indicating that the stock price indices of different countries comprise of 
 44
a common world price index and two country-specific components, one permanent and 
the other transitory. However, even if all the countries involved share one common trend, 
the difference between an individual country’s log return index and the log capitalization 
weighted rest-of-world index does not necessarily remove the common trend completely, 
therefore in general, the relative returns as constructed by Richards could also take on a 
U-shaped pattern in the autocorrelation coefficients even if there is no country-specific 
permanent component. As a result, the U-shaped pattern itself could not serve as 
convincing evidence for the existence of a country-specific trend component unless we 
control for the actual cointegrating relationship between each country and the common 
permanent component.  
In this chapter, I first investigate the mean reversion in the 18 OECD national stock 
price indices as Balvers et al. (2000) does, but the difference is that I allow the 
cointegrating vector to change over all countries. Not only the factor loadings on the 
world price are significantly different from 1 for all 18 countries, but also the zero-
investment trading strategy generates higher excess returns when the cointegration vector 
is allowed to change than when it is arbitrarily set at [1,1]. Secondly, I set up a general 
state space model to investigate whether there exist country-specific components – 
permanent or transitory among the G7 countries. Using a Kalman filter recursive 
procedure and maximum likelihood estimation, I find that not only do the G7 countries 
have different sensitivities to the world permanent and transitory components, but they 
also have their own country-specific permanent and transitory components. This result 
somehow supports the findings of Richards (1995) that these countries are not 
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cointegrated around one stochastic common trend and therefore implies that there is a 
potential long-run international diversification benefit. 
The remainder of the chapter proceeds as follows. Section 3.2 briefly reviews 
previous studies on national stock prices. Section 3.3 investigates the mean reversion in 
national stock prices controlling for cointegrating vectors. A general state space model is 
designed in section 3.4 to examine the common and country-specific components in 
national stock prices. Section 3.5 concludes the chapter and discusses the implications. 
 
3.2 Review of previous studies 
Balvers et al. (2000) adapt the model of Fama and French (1988) and Summers 
(1986) and applies it in a global context. They examine 18 OECD countries and argue 
that since real per capita GDP in these countries converges to the same steady state, 
values of representative firms in these countries should converge as well. So, they assume 
that all permanent shocks are global and any country-specific shocks are transitory. In 
empirical tests, they use the world price index as the permanent component for all the 
countries’ prices. Specifically, in their model, country equity prices are expressed as = 
+ i , where represents the permanent price component and in their case, is 
represented by the world price index which is assumed to follow a random walk;  
represents the temporary component for a particular country and is assumed to follow a 
AR(1) process. As we can see, they explicitly set the cointegration vector between the 
i
tP






price of each country and the world price as [1,1]. And that is why in their empirical 
model: 
- = - r iitR 1+ tR 1+ α λ (






tP - tP  can be backed out by accumulating the return differential∑ = −s ss RR0 . 
However, if the cointegration vector is not [1, 1] or
tP - ) + jtj RR −+−+ −∑ 11φ  + , 
t ri
 if there exists a country-specific 
per
tP jt t 1+ω
i r ( )
manent component, then itP 1+ - 
r
tP 1+ is no longer stationary so that the estimate of λ  
would be expected to be insignificantly different from zero.  
A similar problem can be foun o applies the regression 
technique of Fama and French (1988) to the 16 OECD national relative returns. The 
relative return is defined as tititi ROWXRRI ,,, loglog
d in Richards (1995), wh
index −= , i.e. the log difference 
between the return index ( tiX , ) for a particular country and the capitalization-we t d 
t, ) for the rest-of-world. He sumes that the relative return index 





tiz , : += ; 
tiititi qq ,1,, ηµ ++= − , where iµ is a drift term and ti,η is a white noise innovation. Then, 
the k-period relative return ( )kttrri +,  is defined as ( ) tiRRI ,1 −tii RRIkttrr ,, =+ +  
of the
. By way
 regression technique of Fama and French (1988), the k-period return is regressed 
on the lagged k-period return: 
( ) ) ( )( ( ) ( )ktttktrrkkkttrr iiiii ++−+=+ ,,*, εβα . So, if there were no stationary 
component in the relative return index, the expected value of ( )ktβ would be zero for all 
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k; if there were no permanent component, the expected value of ( )ktβ would be close to 
zero for low k and approach –0.5 for high k; and if both parts existed, the expected value 
of ( )ktβ  would take on a U-shaped pattern - close to zero for low k, reaching –0.5 for 
higher k when the transitory component is relatively more important, then climbing up to 
zero again when the permanent part dominates. In light of the fact that his empirical 
results exhibit a U-shaped pattern in the estimates of ( )ktβ , he suggests that the national 
return indices are not cointegrated around a single common trend because if they were, 
the relative return index would only contain a stationary component. However, the same 
logic would apply in this case that since no theory indicates that the difference between 
each country’s log return index and the log capitalization-weighted rest-of-world series 
pletely cancel out their permanent component, the relative return index could 
still be non-stationary even if all the countries involve manent 
component. Therefore, the U-shaped pattern it
cointegration among the national return indices. 
 
3.3 Mean reversion in control of cointegration vector 
In this section, I examine the mean revers
consideration of the actual cointegratiing vectors. Following Balvers et al. (2000), I 
would com
d share one common per
self is not sufficient evidence against the 
ion in the national stock price indices in 
assume that the 18 OECD countries share a common trend---the world price index and all 
the country-specific components are stationary. The only difference is that I do not 
impose the cointegrating relationship. So, the log price index of each country can be 
expressed as itP = 
w
t
i P*ϕ  + itx . Since 
iϕ is unknown and itx  is unobservable, it is natural to 
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employ the Kalman filter procedure to estimate the unknown parameters. But before a 
state-space model is set up, it is interesting to check first whether or not the difference 
between a country’s price index and the world price index ( itP -
w
tP ) follows a stationary 
process. The test is the traditional augmented Dickey-Fuller unit root test. As for the data, 
monthly stock market price indices are obtained from Morgan Stanley Capital 
International (MSCI) for 18 OECD countries21 and the world22. The sample period is 
December 1969 to M  2003. The price indices for each country include reinvested gross 
dividends and are denominated in U.S. dollar. Table 3.1 reports the test results. It is 
demonstrated that the null hypothesis of a unit root ( iβ =0) cannot be rejected for 12 out 
of the 18 counties at conventional significance levels. Therefor
ay
r most countries, the 
rela  can not be assume ollo  stationary process. The 
reas he cointegrating vector between a country’s price index and 




index at time t;  represents the unobservable tem ponent for country 
                              
e, fo
tive price index itP -
w
tP d to f w a
on could simply be t t tha
world rice index is not [1, 1]. In order to cont l or the actual cointegrating 
relationshi , I use the following state-space model to deal with the problem: 




Transition equation: it =
i
tx 1− + 
i
tv  
Where itP  is the log price index at time t for country i ; 
w






tx porary price com
                   
21 These countries are: Australia, Austria, Belgium, Canada, Denmark, France, Germany, Hong Kong, Italy, 
Japan, Netherlands, Nor Singapore, Spain, Sweden, Switzerland, United Kingdom, and the United 
States. 
22 The MSCI World Index sists of the following 23 developed market country indices: Australia, 
Austria, Belgium, Canada, nmark, Finland, France, Germany, Greece, Hong Kong, Ireland, Italy, Japan, 
Netherlands, New Zealan rway, Portugal, Singapore, Spain, Sweden, Switzerland, the United 






i at time t and is assumed to follow an AR (1) process; iα is the intercept in the 
measurement equation for country i ; iθ  provides information about the actual 
in
for the speed measurement of m δ  conforms to the assumption that its 
p
life is simply calculated as ln(0.5)/ln( ). Based on the  for these countries, the half-
 10 months to 99 months, but for most countries, the half-life is about 3-5 
years, which is consistent with previous studies.24 Therefore, to some extent, the simple 
state-space model detects mean reversion for the national stock indices. A reasonable 
                                                
co tegration relationship between country i ’s log price index and the world log price 
index; iδ is the AR(1) coefficient, and for stationarity, it is close to but less than 1; iv is a 
mean-zero normal term; there is no error term in the measurement equation.  
Once a state space model is set up, the Kalman filter recursive procedure and 
maximum likelihood estimation method can be used to estimate the parameters.
t
23 From 
Table 3.2, it is observed that, for most countries, iθ̂ is significantly different from zero, 
which means that the cointegrating vectors between these countries’ price indices and the 
world price index are not [1,1]. This result implies that imposing a cointegrating vector 
[1,1] might have caused the problems discussed in the previous section. Meanwhile, as 
iˆ
value is close to but less than 1. Exce t for Japan, the Netherlands, Switzerland, and the 
United States, the null hypothesis that iδ ≥ 1 can be rejected for the other 14 countries at 






23 Details about the specific Kalman filter procedure are described in the Appendix. 
24 See Balvers et al. (2000),  
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follow-up is to find out whether the predictability of national stock indices due to mean 
reversion has any economic significance. 
This chapter closely follows the parametric trading strategy approach of Balvers et al. 
(2000). To compare with their results, I first examine the sample period from December 
1969 to December 199625. The actual strategy is formulated as follows: starting at 1/2 of 
the total sample, the state-space model is estimated for the 18 countries; then the 
parameter estimates are used to calculate the expected returns for the upcoming month; 
next, to hold the portfolio(s) with the highest expected returns and to short sell the 
portfolio(s) with the lowest expected returns (so far, all the prior data points are used to 
sort out the portfolios); with the holding period set as 12,24,36,48,and 60 months, the 
actual returns on this trading strategies can be calculated. The strategy of only holding the 
country portfolio with the highest expected return is denoted as the ‘Max1’; the strategy 
of only selling the country portfolio with the lowest expected return is denoted as the 
‘Min1’; the zero-investment strategy of buying Max1 and shorting is referred to as 
‘Max1-Min1’; and in the same way ‘Max3’ and ‘Min3’ refer to the strategies of holding 
the three country indexes with, respectively, the highest and lowest expected returns; so, 
‘Max3-Min3’ means the zero-investment strategy of holding Max3 and selling Min3. 
Then, the same strategies are repeated until the end of the sample period. Table 3 presents 
the average returns from these strategies for two different state-space models: the first 
model is the one I used above to obtain the actual cointegrating relationship between 
countries’ price indices and the world price index; the second one is similar to the model 
                                                 
25 The difference is that I use monthly data in the test instead of annual data. 
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in Balvers et al. (2000), which presumes that the difference between a country’s price 
index and the world price index is purely stationary. Also in Table 3.4, for robustness, I 
report the results for the full sample period: December 1969 to May 2003. As we can see 
in Table 3.3, the average annualized return from strategy Max1-Min1 is about 9 percent 
for Model 1 and about 3.5 percent for Model 2. The average annualized return from 
strategy Max3-Min3 from Model 1 is also higher than that for Model 2. And what is 
consistent with previous studies is that as the holding period (K) increases, the average 
return from the zero-investment strategies also increases just as the mean reversion in 
prices implies. However, from Table 3.4 where the full sample period is examined, 
neither of the two models is superior to the other. Their annualized returns are about the 
same, although the zero-investment profit exhibits a tendency to increase as the holding 
period increases. Could the reason be that the structures of the national stock price 
indices changed after 1996 or that the assumptions about the models and world price 
index brought about the results? The answer to this question is not the focus of this 
chapter. Based on the results from Table 3.3 and Table 3.4, a proper conclusion could be 
reached that controlling the actual cointegrating relationship between each individual 
country’s price index and the world price index will at least perform as well as ignoring 
. Nevertheless, it is worthwhile to relax the assumptions to get a better idea of the time 
ries features of the national stock price indices because, theoretically speaking, the 






common trend is not observable and the co
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3.4 A general dynamic factor model in consideration of common and country-
 
In this section, a general dynamic factor model is set up to decompose the national 
stock price indices into a trend component and a cyclical component26. A state space 
27: 
                                        
Transition equations --- 
specific components in national stock prices 






t ppp +=  Measurement equation --- 





( )21 ,0...~, εσεεµ Ndiipp ttwttwtt ++= −  
( )21 ,0...~, ησηηϕ Ndiipp ttwstwst += −                                        
( )2                                      1 ,0...~, vitttt Ndiivvpp σµ ++= −  
                                     
iiitiit
( )21 ,0...~, wittt Ndiiwwpp σϕ += −  
 
In this model, tp represents the stock price index fo  cou try and it is decomposed 
into a stochastic trend ittp which follows a random walk with a drift and a transitory 
component istp which follows an AR(1) process. The permanent and transitory 
innovations for the world index and for the index of each country ( t
iiisiis
t
r ni  i





are assumed to be uncorrelated with one another at all lags. To analyze the difference of 
each country in their magnitude of sharing the world components (common components) 
                                                 
26 Since the real prices are obtained by using seasonally adjusted CPI, I do not need to include the seasonal 
component in this model. 
 
27 G7 countries include the United States, the United Kingdom, France, Germany, Italy, Canada and Japan. 
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and the existence and importance of country-specific components, not only do I allow 
correlations between all the permanent novations and correlatio s between all the 
transitory innovations, but I also assume linearity in these correlations. To be specific , I 
ttt ttt




assume that ii uv += ελ  and ii sw += ηθ , where is the share of country ’s total 
t shock; is the share of country ’s total transitory shock in the world 
tran
and 
fic com orthogonal to the world component. 
o ariance between the world shock and th
i i iλ i
i
 iθ i
sitory shock and its is country i ’s specific transitory component. As shown below, 
iθ can be easily derived:  iλ
(1) Take the variance on both sides: 2222 ii uiv σσλσ ε += , and 
2222
ii siw σσθσ η += Note that 
the country-speci ponent is 
(2) Calculate the c v e country total shock of 
the same sort: ( ) ( ) 2,, εσλεελε itittitit uCovvCov =+=  
                             ( ) ( ) 2,, ησθηηθη itittitit sCovwCov =  
Since the covariances and t  varia ces can be estimated from the state-space model, 
iλ and iθ can be obtained by (2). Plugging iλ and iθ into (1), I get the estimates for the 
country-specific components: 2iuσ  and
2
isσ . The setup of the general state-space model 
and the assumption of linearity facilitate the anatomy of the national stock market indices 
in such a quantitative level that not only can we compare for each country the magnitudes 
between the permanent shock and the transitory shock, but we can also distinguish the 
=+
he n
                                                 
28 Though the components of the same sort (permanent or transitory) between countries are surely 
correlated, I only focus on the correlation between the world and each country since it is the key interest of 
this chapter. 
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common shocks shared by each country from the country-specific shocks. The main 
interest of this chapter is to find out whether there is a country-specific component and if 
so, how big it is. The significance of this model lies in the implication for international 
portfolio investment. That is, if there is no country-specific permanent component, then 
all the countries of interest share the same stochastic trend and there are no long-run 
inte
price index are obtained from the 
MS
xplaining the total variation in the time series and also provide information on the size 
f the non-stationary (permanent) and the stationary (transitory) component in the series.  
 
 
                                                
rnational diversification benefits; however, if there is, the risk-averse international 
investors should benefit from putting their eggs in different baskets.   
In this state-space model, there are 8 measurement equations29 and 16 transition 
equations. For each country, there are two state variables. In total we have 16 state 
variables and 88 parameters to estimate. The price index data – quarterly frequency from 
1969.4 to 2003.2 for the G7 countries and the world 
CI website, and they are all denominated in US dollars and discounted by the 
seasonally-adjusted CPI30 to convert to the real terms. 
The Kalman filter procedure and the Maximum likelihood method (Harvey, 1989) is 
used to estimate the state space parameters. The estimated variance parameters indicate 




29 One is for the world price index and the other 7 equations are for the G7 countries. 
 
30 The seasonally-adjusted CPI is obtained from the Federal Reserve Bank at St.Louis. 
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Table 3.5: Drifts icient e sta e mo
 /( ) 
 and AR(1) coeff s estimates for th te spac del 
country 














0.0316) 85.62 25.24 0.23 
United 
Kingdom  1.5462 (0.6943) 0.8375 (0.059) 62.13 37.01 0.37 
United
St 0.
Note: the standard errors are in the parentheses. 
0.8153 (0.5817) 0.9107 (0.0587) 38.94 29.39 0.43 













Japan  1.3012 (0.7559) 0.9779 (
µ ϕ
 
ates  1.3536 (0.5817) 0.4914 (0.1447) 43.42 5.80 12 
 
 Table 3.5 shows the estimates for the drift µ  and the AR(1) coefficient ϕ  for the 
world and each country’s stock market index. Judging from the driftµ , except Canada 
and Italy, the countries exhibit significant growth in their stock market during this period 
1969.4 – 2003.2. The growth rates of France, Germany, Japan, United Kingdom and 
United States are close to that of the world index. The AR(1) coefficient ϕ  measures the 
speed ) ( ϕ−1  of mean reversion ( predictability ) of the transitory component. As shown, 
Canada, Italy, and Japan’s stock markets do not seem to have a transitory component 
with ϕ  estimates statistically close to 1. So, these stock markets are expected to have 
very little predictability. On the contrary, the stock markets of France, Germany, the 
United Kingdom and the United States do seem to have a transitory component. To see 
how predictable returns in these countries are, we also need to compare the importance of 
the permanent shock with that of the transitory shock for each country. Table 3.5 also 




wσ ) shows the 
percentage of the transitory shock in the total variation of conditional market return at 
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time t . Since Canada, Italy and Japan’s stock market do not seem to have a cyclical 
component, the significance of this ratio should be discounted. For the other countries, 
France, Germany and United Kingdom’s stock markets seem to have a significant 
transitory component with ratios of 51%, 42% and 37% respectively. It implies that these 
three markets are high  predi table i h a ratio of 12%, the stock market of United 
States has much less predictability. And it
ly c . W t
 is interesting to notice, though expected, that 
e strikingly similar estimates ofwith th µ ,ϕ  and  / ( + ), the stock index of 
United
 







 States could be regarded as representing the world index.  
Ta at f cion of the share o
2
on trend and count pecific t d  
country iwσ  ( )ivCov ,ε  iλ  
2
iu
σ   2iu / wσσ  
2
i
World Index  40.065 (5.5074) na na na 
Canada  
France  
38.9391 (11.8831) 34.6074 (7.1504) 0.8638 9.046 0.23 
49.6263 (11.32) 42.6534 (7.0797) 1.0646 4.2173 0.08 
Germany  47.6237 (10.1796) 32.0974 (6.3717) 0.8011 21.9094 0.46 
Italy  101.1013 (19.6269) 40.8147 (7.4321) 1.0187 59.5227 0.59 
Japan  85.6152 ( 9599) 43.7745 ( .4366) 1.0 6 37. 78 0.44 
United 43 0.14 
tates  43.4164 (6. 5) 37.1727 (5 539) 0.92  8.92  0 1
dard errors a  
13. 7 92 78
 Kingdom  62.1297 (13.2616) 46.2053 (7.3218) 1.1533 8.8
United S
Note: the
247 .5 78 72 .2  
 stan re in parentheses.   
      
Table 3.7: Estimat ommo ry-s yc   ion o  cf the share of n cycle and count p cecific le  
country 
2
iwσ  ( )iwCov ,η  iθ  
2





world index      4.5083 (2.6599) na na na na 
Canada  
France  
29.3874 (9.9388) 7.0813 (4.3756) 1.5707 18.265 0.62 
52.4306 (9.733) 5.9376 (3.7191) 1.317 44.6106 0.85 
Germany  35.0086 (8.789) 6.7109 (3.9205)) 1.4886 25.0191 0.71 
Italy  18.2304 (13.8551) 2.2967 (3.0419) 0.5094 17.0605 0.94 
Jap
United Kingdom  37.0137 (10.3199) 2.6596 (4.4159) 0.5899 35.4447 0.96 
48
Note: the standard errors are in the parentheses.   
an  25.2434 (7.6316) 6.997 (3.4934)) 1.552 14.3842 0.57 
United States  5.8029 (3.2887) 4.6898 (2.77 ) 1.0402 0.9244 0.16 
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Table 3.6 reports the estimates of the shares of world (common) trend, and the 
country-specific trend. The variation in the value of iλ  among the 7 countries indicates 
that the world permanent shock affects these countries differently. Some countries are 
more sensitive to the world permanent shock, such as Japan and United Kingdom; e 
countries are less sensitive, like Canada and Germany; and the other countries have a 
sensitivity of about one unit to the world permanent shock. Moreover, if we look at the 
ratio of the country-specific permanent shock over the total permanent shock --- 2iuσ /
2
vσ , 
Germany, Italy and Japan’s stock markets face a significant country-specific permanent 
shock with the ratio of 46%, 59% and 44% respectively. The other countries’ markets 
have much smaller specific permanent shocks. And for France, the ratio is the smallest – 
8%. This result is in accordance with Richards (1995)’s conclusion t
 som
hat national stock 
markets are not cointegrated around a common stochastic trend and there do seem to exist 
country-specific stochastic trends. Consequently, in the long-run, international risk-
averse investors would probably be better off through diversification.  
Furthermore, Table 3.7 presents the estimates of the shares of the world cycle and the 
country-specific cyclical component. The values31 of iθ show that the world transitory 
shock has evidently different effects on each country. However, compared with the 
overall cyclical shock of each country, the world shock is so much smaller that it does not 
make a big difference for each country, except for United States. In fact, the ratio of the 
country-specific transitory shock over the total transitory shock shows that most of the 
                                                 
31 For the same reason stated above, the value of iθ doesn’t apply to the stock markets of Canada, Italy and 
Japan. 
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cyclical shock is country-specific, 85% for France, 71% for Germany and 96% for the 
. This result implies that the predictability of these stock markets mostly 
com
clusion 
country-specific permanent shocks account for about half of their total permanent shock. 
United Kingdom
es from their country-specific transitory shocks. 
 
3.5 Con
Two questions are explored in this chapter: Does every country’s stock market price 
have a one-on-one relationship with the world price? Do country-specific components 
exist?  
By setting up a state space model which does not restrict the cointegrating vector 
between each country and the world price to be [1, 1], I find that the factor loadings on 
the world price are significantly different from 1 for almost all the 18 OECD countries. In 
addition, a simple zero-investment trading strategy generates higher out of sample excess 
returns when the cointegrating vector is allowed to change than when it is arbitrarily set 
at [1,1]. As a result, the answer to the first question is no: each country has a different 
degree of sensitivity to the world price. For the second question, I propose a general state 
space model to decompose the national stock prices for the G7 countries into permanent 
and transitory components. With the assumption that a country’s permanent shock and 
transitory shock are linearly correlated with the world’s permanent shock and transitory 
shock, the inference from the variance-covariance matrix of disturbances indicates that 
the G7 countries seem to have their own country-specific permanent and transitory 
components. Based on the variance decomposition analysis, Germany, Italy and Japan’s 
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And most of France, Germany and United Kingdom’s transitory shock is found to be 
country-specific. This result confirms the findings of Richards (1995) that the national 
ock market prices are not cointegrated around one stochastic common trend and 








































Table 3.1: Augmented Dickey-Fuller unit root test for the difference between a country’s 
price index and the world index ( itP - P ) 
The econometric test model is specified as: 
w
t







j PP 11φ  + 
i




e null hypothesis is H0: =0 and the alternative hypothesis is H1: < 0. The lag truncation k 
is chosen based on the Akaike Information criterion (AIC). The sample period is from December 
969 to May 2003. The table reports the ADF t-statistic and the critical values which are obtained 

































United Kingdom -2.358 
United States -0.699 
  
Critical values  
10 percent -2.571 
5  percent -2.869 


























Table 3.2: Mean reversion in control of the cointegration relationship between national stock price indices and the world price index 
A Kalman filter recursive procedure and Maximum likelihood estimation method are applied to the following state space model: 







ii xP ++ *θα itx = *
iδ itx 1− + 
i
tv . The sample period 
is from December 1969 to May 2003. 
 
Country iθ  iδ    Country iθ  iδ  
 H0:  = 0 iθ H0: i = 0δ H0:  1 iδ ≥   H0:  = 0iθ H0: i = 0δ H0:  1 iδ ≥
Australia
 
       
   
     
   
     
   
    
   
    
   
    
    

























































(-1.261) (73.810) (-3.000) (-2.457) (145.890) (-1.147)
Hong Kong 
 










 Italy -0.144** 0.972**  United States -0.075** 0.997






















                * and ** denote statistical significance at 10 and 5 percent levels, respectively. 
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Table 3.3: Out-of-sample performance of a parametric contrarian trading strategy  
Parameters are estimated for two different state space models 
Model 1: Measurement equation: - wt = 
i









ii xP ++ *θα : = 




Model 2: Measurement equation: it
w = it






The sample period is from December 1969 to December 1996. The first in-sample estimation includes half of the total 
data points: December 1969 to September 1985. K denotes the holding period ( in months). Only ‘Max1-Min1’ and 
‘Max3-Min3’ are marked with significance level. And the average annualized world index return  over the full sample 
period is 0.149. 
* and ** denote statistical significance at 10 and 5 percent levels, respectively. 
  Model1 Model2 
Holding period Strategy Annualized mean return Annualized mean return 
 Max1 0.199 0.213 
 Min1 0.151 0.176 
Max1-Min1 0.048* 0.027 
K=12 Max3 0.193 0.191 
Min3 0.142 0.153 
 Max3-Min3 0.050** 0.039** 
 Max1 0.222 0.201 
 Min1 0.127 0.167 
Max1-Min1 0.093** 0.034* 
K=24 Max3 0.196 0.197 
 Min3 0.136 0.153 
 Max3-Min3 0.059** 0.045** 
 Max1 0.232 0.199 
 Min1 0.121 0.167 
Max1-Min1 0.106** 0.036** 
K=36 Max3 0.197 0.202 
 Min3 0.142 0.160 
 Max3-Min3 0.054** 0.044** 
 Max1 0.236 0.193 
 Min1 0.116 0.157 
Max1-Min1 0.111** 0.036** 
K=48 Max3 0.193 0.198 
 Min3 0.157 0.158 
 Max3-Min3 0.036** 0.040** 
 Max1 0.234 0.190 
 Min1 0.098 0.151 
Max1-Min1 0.116** 0.040** 
K=60 Max3 0.202 0.192 
 Min3 0.140 0.157 





Table 3.4: Out-of-sample performance of a parametric contrarian trading strategy  
Parameters are estimated for two different state space models 
Model 1: Measurement equation: - wt = 
i









ii xP ++ *θα : = 




Model 2: Measurement equation: it
w = it






The full sample period is from December 1969 to May 2003. The first in-sample estimation includes half of the total 
data points: December 1969 to September 1985. K denotes the holding period ( in months). Only ‘Max1-Min1’ and 
‘Max3-Min3’ are marked with significance level. And the average annualized world index return  over the full sample 
period is 0. 07. 
  Model1 Model2 
Holding period Strategy Annualized mean return Annualized mean return 
 Max1 0.074 0.106 
 Min1 0.036 0.041 
Max1-Min1 0.038* 0.065** 
K=12 Max3 0.087 0.091 
Min3 0.061 0.057 
 Max3-Min3 0.026 0.034** 
 Max1 0.092 0.120 
 Min1 0.033 0.044 
Max1-Min1 0.063** 0.074** 
K=24 Max3 0.090 0.102 
 Min3 0.053 0.063 
 Max3-Min3 0.035** 0.039** 
 Max1 0.102 0.113 
 Min1 0.019 0.044 
Max1-Min1 0.075** 0.066** 
K=36 Max3 0.089 0.094 
 Min3 0.055 0.065 
 Max3-Min3 0.034** 0.028** 
 Max1 0.100 0.102 
 Min1 0.016 0.040 
Max1-Min1 0.073** 0.057** 
K=48 Max3 0.085 0.085 
 Min3 0.056 0.064 
 Max3-Min3 0.028** 0.021** 
 Max1 0.087 0.088 
 Min1 0.014 0.038 
Max1-Min1 0.060** 0.044** 
K=60 Max3 0.074 0.076 
 Min3 0.056 0.065 
 Max3-Min3 0.018** 0.010** 
 






















































Siegel (1999) argues that stocks are relatively safer for long-term investors, but this 
cannot be true if asset returns are IID, because then the means and variances of all asset 
returns increase in proportion with the investment horizon. Poterba and Summers (1988) 
and Campbell (1991) present direct and indirect evidence, respectively, for the existence 
of negative univariate autocorrelations of stock returns, mean reversion. Campbell (2000) 
states that, if stock returns are mean reverting, this implies that investment opportunities 
are time-varying. As demonstrated in Poterba and Summers (1988) and Fama and French 
(1988), the stock price level can be generally described as the sum of two components – a 
trend component and a cyclical component. The fact that the predictability of stock 
returns comes from the cyclical component relates the transitory shocks to the time-
varying investment opportunities. Moreover, Merton (1969, 1971, and 1973) shows that 
if investment opportunities are varying over time, then long-term investors generally care 
about shocks to investment opportunities, as well as shocks to wealth itself, because 
investment opportunities affect the conditional distribution of future returns. Then, it 
seems natural to ask, comparing these two different shocks, which shock is more volatile; 
and, more intriguingly, how the investors would price these two different shocks. 
Campbell and Vuolteenaho (2003, NBER) derive a two-factor intertemporal asset-pricing 
model where one factor reflects news about the market’s future cash flows and the other 
reflects news about the market’s discount rates; the discount rate news is much more 
volatile than the cash-flow news.  Based on Campbell (1993)’s discrete-time 
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intertemporal asset pricing model, they also derive that the cash-flow beta has a higher 
price of risk than the discount-rate beta, and the ratio of the two risk prices equals the risk 
aversion coefficient of a representative investor. They show that their two-factor model 
can explain the value and size effects and is substantially better than the static CAPM in 
explaining the cross-section of asset returns. Furthermore, compared with unrestricted 
factor models such as the Fama and French (1993) model, Campbell and Vuolteenaho 
(2003)’s two-factor intertemporal asset pricing model provides a theoretical explanation 
for the higher average returns on value stocks and small stocks as necessary 
compensation for risk.  
In their chapter, they also state that the two components (cash flow news and discount 
rate news) in market returns can be interpreted as permanent and transitory shocks to 
wealth. The shock to cash-flow is regarded as permanent since the returns generated by 
cash-flow news are never reversed subsequently, and the shock to the discount rate is 
considered transitory since returns generated by discount rate news are offset by lower 
returns in the future. Accordingly, it is reasonable to argue that long-term investors are 
more averse to permanent shocks than to transitory shocks, which is suggested 
theoretically and empirically in their paper when they find that the price of cash-flow risk 
is higher than the price of discount rate risk.  In a similar spirit of Campbell and 
Vuolteenaho (2003) but from a different perspective, in this chapter, we directly 
decompose the market returns into permanent and transitory components and investigate 
how these two components are priced. Instead of using a VAR model to decompose 
market return, we apply some commonly used decomposition methods: the Hodrick-
Prescott approach and an unobserved component approach (or the state-space model).  
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There is a large literature that has proposed various methods of decomposing a 
univariate series into permanent and transitory components. Beveridge and Nelson (1981) 
apply ARIMA methods to decompose a non-stationary time-series into a permanent and a 
temporary component. Making the trend component of real GDP or GNP a random walk 
with drift rather than a deterministic function of time, Nelson and Plosser (1982) match a 
model consisting of permanent and temporary components to an autocorrelation function 
to infer the relative size of each component. Watson (1986) and Clark (1987) use 
unobserved-components models to decompose GNP series into two components. Harvey 
(1989, 2000) suggests a local linear trend model which allows the drift term to change 
over time to accommodate the persistent fluctuations in the mean growth rates. Hodrick 
and Prescott (1997) (H-P) propose an approach to compute the permanent component of 
a non-stationary series by minimizing the variance of the series around its permanent 
component, subject to a penalty that constrains the second difference of the permanent 
component. Rotemberg (1999) suggests a heuristic method of time series decomposition 
to ensure that the estimated trend minimizes the autocorrelation of the cyclical 
component and the cross-correlation of the trend and cycle components over a certain 
period of time. Baxter and King (1999) propose a band-pass filter that isolates the 
components of the time series with fluctuations between 6 and 32 quarters and removes 
the components of higher and lower frequencies as “noncyclical”. Developed by Boschan 
and Ebanks (1978) and restudied by Zarnowitz and Ozyildirim (2001), the Phase Average 
Trend (PAT) approach was explicitly intended to measure growth cycles and the results  
from this approach seem similar to the results obtained with the H-P and band-pass 
filtering methods.  
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Most of the economic literature on decomposition has been targeted to 
macroeconomic variables, such as real GDP or real GNP, consumption, investment, the 
unemployment rate, the current account, etc. Summers (1986) and Poterba and Summers 
(1988) propose to model the stock market price as a combination of a permanent 
component (fundamental component) and a stationary component. Based on this so-
called “fad” model, some empirical methodologies were developed to analyze mean 
reversion in stock prices, such as the variance ratio test by Cochrane (1988) and the 
autoregression test by Fama and French (1988). This chapter employs the “fad” model 
proposed by Kim and Kim (1996) which considers switching regimes in the disturbances. 
This “fad” model – unobserved components model with Markov-switching variances 
(UC-MS) --- can be represented as a state-space model and estimated by the Kalman 
Filter procedure. For comparison, the H-P filter is applied since it has been the most 
popular decomposition method and, based on the fit to the actual data, it performs at least 
as well as any other method mentioned above. The decomposition results show that for 
the H-P approach most of the variation in market return is attributable to the cyclical 
component, whereas for the UC-MS approach, the low-volatility state of the cyclical 
component dominates, which confirms the characteristic of the cyclical component as 
‘short-lived’; moreover, for the high-volatility state, the variance of the cyclical shock is 
only about twice as much as that of the permanent component.    
In the context of Merton’s (1973) intertemporal asset pricing model, we formally 
derive a two-beta model which has two risk factors: one is perfectly correlated with the 
permanent shock and the other is perfectly correlated with the transitory shock. We 
calculate the permanent beta and the transitory beta for the Fama and French 25 size and 
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book-to-market portfolios. Differences in the values of both betas show a pattern among 
the portfolios: small-firm stocks generally have larger permanent betas than large-firm 
stocks; value stocks, in most cases, also have larger permanent betas than growth stocks. 
Motivated by this regularity in the betas, we evaluate our two-beta model in a traditional 
two-pass regression framework. However, the results do not provide enough evidence to 
claim that our two-beta asset pricing model performs significantly better than the CAPM. 
Nevertheless, derived from an embedded stochastic discount factor, a conditional six-beta 
model and its alternative four-beta model perform as well as the Fama and French three-
factor model does. 
The next section uses the H-P approach and the UC-MS approach to decompose the 
market returns into permanent and transitory components. Section 4.3 proposes the two-
beta intertemporal asset pricing model, which is assessed and compared with the CAPM 
and the Fama and French three-factor model in section 4.4. Section 4.5 presents the 
derivation and the evaluation of a six-beta pricing model. Section 4.6 concludes and 
makes some suggestions for future research. 
4.2 Decomposition of market returns 
 
This section is contributed to an analysis of the decomposition of the real stock 
market price. Two decomposition methods are under discussion. The unobserved 
component (UC) approach, also called state space model, explicitly anatomizes the 
market price series as a combination of a permanent and a transitory components and 
specifies the dynamics of both components for the permanent one to follow a random 
walk with drift and the transitory one to follow a stationary autoregressive process. In 
contrast, the Hodrick and Prescott decomposition does not utilize standard time series 
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analysis, but is based on prior knowledge, implied by neoclassical growth theory32 that 
the growth component of aggregate economic time series varies smoothly over time.  
4.2.1 Hodrick-Prescott decomposition (H-P) 
Based on the prior knowledge that the growth (trend) component varies smoothly 
over time, the H-P approach, as does the UC approach, attributes much of the variation to 
a cyclical component. As shown in their model33, an observed time series is the sum of 
a growth component t  and a cyclical component t t gy
ty




















t tg tt 1 3
where λ  is the smoothing parameter which penalizes variability in the growth 
component series. The larger the value ofλ , the smoother is the growth component. 
Mostly in practice, the value ofλ  is suggested to be 100 for annual data, 1600 for 
quarterly data, and 14400 for monthly data. The subject for decomposition in this section 
is the value-weighted real market price for the U.S. stock market. The value-weighted 
real price index is backed out from the value-weighted real market return. The nominal 
market return over NYSE, AMEX, and NASDAQ stocks from July 1926 to December 
2003 is obtained from the CRSP database, and the seasonally adjusted Consumer Price 
Index is obtained from the Bureau of Labor Statistics. Besides monthly price, the 
quarterly and annual prices are also created from quarterly returns and annual returns, 
respectively. Table 4.1 shows the descriptive statistics for the real stock market returns 
for monthly, quarterly and annual cases. The po itive autocorrelation 1s ρ for the monthly 
return and the negative autocorrelation 4ρ to 16ρ  for the quarterly return suggest the 
                                                 
32 See Lucas (1980) and Mitchell (1913) for interpretation. 
33 Hodrick and Prescott (1997) 
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possibility of momentum and mean reversion. Figures 1 through 6 show the trend and the 
cycle of the value-weighted real stock market price decomposed by the H-P method. 
Figure 4.1 and figure 4.2 are for the monthly price, figure 4.3 and figure 4.4 are for the 
quarterly price, and figure 4.5 and figure 4.6 are for the annual price. From figures 4.2, 
4.4 and 4.6, the cyclical component seems to reveal the great bull markets during the 
1900s: 1949 to 1966 and 1982 to 2000 and also the important bear markets, the Great 
Depression of 1929-1933, the oil crisis of 1973-74 and t et crash in October 1987. 
Since the price is in logarithm , the change in pri 1−
he mark
s ce, − ty , corresponds to the real 
stock market return; and since ttt cgy
ty
+= , 1−− tt yy = ( ) ( )11 −− −+− tttt ccgg . So, 1−− tt gg  
is the permanent component of the total real market return and 1−− tt cc is the transitory 
real market return. Table 4.2 summarizes the behavior of the derived permanent and 
transitory components of the real market return from the H-P decomposition. All of the 
monthly, quarterly, annual data show that the variance of the transitory component is 
much larger than that of the permanent component ( 2cycleσ /
2
trendσ = 43, 52 and 20 for 
monthly, quarterly and annual data respectively). This result is consistent with the finding 
of Campbell (1991) and Campbell and Vuolteenaho (2003) that discount-rate news is the 
dominant component of the market return when discount-rate news is associated with the 
transitory component of the market return. It is also shown in Table 4.2 that the trend and 
the cycle are almost uncorrelated with one another. If the trend and the cycle contain 
different information about market return, and if they represent different kind of risks to 
investors, how would the investors price these two different shocks to market price? The 
exploration of an answer to this question w  sections.            ill be presented in the following
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4.2
In this approach, log real market price c
                                                              (4.1)  
                                                                       
q
.2 The unobserved component (UC) approach 
tp  an be modeled in the following form: 
 
ttt zqp +=  
  
ttt q ηα +−1 , tη ~ ( )2,0... ησNdii                    (4.2) +=
 
( ) ttzL εφ + , = ε ~ ( )2,0... εσdii  z N                       (4.3) t
 
( )L  is the lag operator. ( )φ ηεσεη =±kttCov ,  for k = 0; 0 otherwise. 
 
q  is the stochastic trend (permanent component) with a drift (i.e. growth rate)t α ,which is 
assumed to evolve slowly over time; z is the cycle (persistent but transitory com onent) t p
which is assumed to have an autoregressive process. Then, the difference of  is the 
corresponding return; 
tp
( ) tttttt zzppr ηα +−+=−= −− 11                              (4.4) 
tη  is the innovation (shock) to the trend and tε is the innovation to the cycle. tη  and 
tε are normally and independently distributed with zero means and variances  and , 





respectively.  In decomposing real GDP, Harvey (1985) and Clark (1987), and Harvey 
and Jaeger (1993) suggest an AR(2) process of tz which allows the cycle process to be 
periodic in the sense of having a peak in its spectral density function and implies that 
positive autocorrelation of returns at lag one is accompanied by negative autocorrelation 
at longer lags. As it is studied with a vast amount of evidence --- the behavior of stock 
returns exhibits positive short-run autocorrelation, which is called momentum and 
negative long-run autocorrelation, which is identified as mean reversion --- an AR(2) 
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implies that innovations in the unobserved trend and cycle are uncorrelated: ηεσ = 0, 
which also implies a very smooth trend and a highly persistent cycle component. This 
set-up remains the standard treatment of trend-cycle decomposition in the state space 
framework as in Proietti (2002), although Koopman (1997) considers the possibility of 
non-zero correlation.  For an AR(2) specification of the transitory component , the 
representation of stock m  the model in (4.1 ) can be rewritten in 
the following st
tz
arket returns from ) – (4.4
ate-space form: 






, measurement equation ttt eHy


























−1 tt , transition equation  ⎥ ttt vF += −1ββ                      (4.6) 
Once a state space model is set up, the Kalman filter can be employed to estimate the 
unobserved components. There are five parameters in this case: ησ , εσ ,α , 1φ  and 2φ . 
Table 4.3 reports the estimation results. The first two columns are the estimates for the 
permanent and transitory shocks. As is shown, the transitory shock εσ  is precisely 
estimated and statistically accounts for all the variation in real market returns, since the 
estimate of ησ  is statistically not different from zero. However, this result is not 
consistent with previous findings, for instance, the one by Fama and French (1988). If 
there were no permanent shock, as derived by Fama and French (1988), the coefficient 
estimate of the first order autoregression of stock returns would approach -0.5 in the long 
run. However, what they found is that the coefficient estimate bears a U-shaped pattern 
which indicates that stock returns contain permanent shock as well as transitory shock. A 
similar demonstration of the existence of a permanent shock can be found in the variance-
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ratio test34. The reason that our estimation attributes all the variation to the transitory 
component might lie in the assumption that the distributions of the permanent and 
transitory components are identical over time. In other words, lack of consideration of 
model instability might have caused such a result. To incorporate possible regime-





η σσσ t +−=
2 σσ >
22 2
screte values: 0 or 1, and are unobserved first-order Markov-




( ) 21,0, 1 ηηηη tt SS  , 01 ηη                             (4.7) 
 
1,0,, 1 εεεεε σσσ ttt SS +−=  , 01 εε σσ >                              (4.8) 
 
and tS ,η and tS ,ε take di
2
( ) 2 2
wing 
{ } { } 11,,01,, 0|0Pr,0|0 ηηηηηη pSSpSS ttttPr ====== −−  (4.9) 
 
{ } { } 11,,01,, 0|0Pr,0|0Pr εεεεεε pSSpSS tttt ====== −−  (4.10) 
 
Table 4.4 reports the maximum likelihood estimates of the state space model with 
Markov-switching disturbances given in (4.5) – (4.8).  For all data frequencies, the 
standard error of the transitory shock εσ  is not significantly different from zero for the 
lo volatility state ( 0=Sε ), but it is significant for the high-volatility state ( 1=Sε ). On 
the other hand, since the estimates of the transition probability for the low-volatility state 
( p̂ ) are larger than those for the high-volatility state ( p̂ ), it implies that the high-
volatility state for the transitory shock will not happen as often or as long as the low-
w-
ε ε
volatility state. In light of this result, it might be tempting to speculate that the high-




34 See Poterba and Summers (1988), Lo and MacKinlay (1988) and Kim, Nelson, and Startz (1991). 
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volatility state happens only in some rare and severe events, such as the Great 
Depression, or the OPEC oil shock. Figures 4.7 through 4.12 illustrate the permanent and 
the transitory components of the real stock market price decomposed by the unobserved 
components model. Compared with the H-P trend, the UC-MS trend is more volatile; on 
the other hand, the UC-MS cycle is less volatile than the H-P cycle. The transitory shock 
for the high-volatility state 1ˆεσ  is twice to thrice as much as the permanent shock 1ˆησ . In 
fact, as analyzed above, the ratio of the H-P transitory variance and the H-P permanent 
variance ( 2cycleσ /
2
trendσ ) is 43, 52 and 20 for monthly, quarterly and annual data 
respectively, but the corresponding UC-MS ratio is 2.8, 7.8 and 3.1(for the high-volatility 
state). Furthermore, it is clear to see that the high-volatility state of the transitory shock 
only shows up in the ‘big’ events: the Great Depression, the oil crisis, and the 1987 
ma
two shocks and how significant the roles 
layed by  are in explain ng asset returns. But, before empirically testing th
ricing ability o  two shocks, we are interested in formally building a two-factor 
sset pricing model in a theoretical framework. 
 
 
rket crash. Also, those high-volatility shocks are not as persistent as the H-P transitory 
shocks. Moreover, as indicated in Table 4.5, the permanent and the transitory shocks 
from the UC-MS approach are barely correlated.  
So far, from the two different decomposition approaches, we find that the real stock 
market return contains two distinct shocks: a permanent one and a transitory one. Now, it 
is intriguing to check how investors view these 








4.3 Model shocks to market return in a dynamic asset-pricing model. 
In this section, a two-factor model is derived based on Merton’s (1973) intertemporal 
sset pricing model. 
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111 +++ += ttt zqp   (4.13) 
 
11 ++tq ηα   (4.14) 
 
z 11211 +−+ ++= tttt zz εφφ  (4.15) 
 
 
Given that price is in log term, taking the f
fo
irst difference on , we have an expression35 1+tp
r market return from (4.13), (4.14), (4.15):  
 
( ) 112111 1 +−++ ++−++= ttttt zzr εφφηα  (4.16) 
The first order conditions are: 
 
 
( ) ( ) ( )[ ]tttwtttc zzwVrEcu ,,1 111 ++++= β  (4.17) 
 
( ) ( ){ } ,0,, 1111 =− ++++ tttwftitt zzwVrrE for all  (4.18) 





( ) ( )[ ]tttwtftitt zzwVErrE ,, !111 ++++ − = ( ){ }tttwitt zzwVrCov ,,, !11 +++−  (4.19) 
                                                 
35 In this setup, there is no presupposed structure on individual returns other than the assumption of 
normality. Therefore it is not against Roth (1976)’s portfolio separation theorem. 
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  Assuming normality and applying Stein’s generalized lemma36, we have:         
( ){ }tttwitt zzwVrCov ,,, 111 +++−  
 
    = ( ) ( )  11, ++⋅− ti wrCovVE ttwwt ( ) ( ) ( ) ( )tii zrCovVEzrCovVE ⋅−⋅−  ttwttttwzt ,, 111 +++
 
    = ( ) ( )11, ++⋅− tittwwt wrCovVE ( ) ( )11, ++⋅− tittwzt zrCovVE , where ( ) ( )ttt zzw ,, 11 ++=⋅    
 
     since is considered a constant under the conditional setup,  tz ( )titt zrCov ,1+ =0. 




( ) ( )11, ++⋅ ( ) ( )11, ++⋅− tittwzt zrCovVE− E tttwwt wrCovV i  =  
 
                               ( ) ( ) ( )11, ++⋅−− tittwwttt rrCovVEcw ( ) ( )11, ++⋅− tittwzt zrCovVE    
 
( ) ( ) ( ) ( ) ( ) ( )1111 ,, ++++ ⋅−−⋅−− tittwwttttittwwttt rCovVEcwrCovVEcw εη                     = 
 
 ( ) ( )11, ++⋅− tittwzt rCovVE ε                             
     
( ) ( )111111 ,, +=− iif rCovBrCovAr εη  (4. 0) 
 
















wztwwttt VEVEcwB  
 
t VE
Note that the value function is a concave function of wealth, so the sign of is 
positive. However, there is no definite sign f
                                  
tA
or tB since we are not certain about the sign 
of ( )⋅wzV . 
               
36 Balvers (2004) 
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Next, suppose there are two assets whose returns are p
permanent shock 
erfectly correlated with 
η and transitory shockε respectively. Since tη and tε  are not 
l we have: corre ated, 
( ) ( )111111 ,, ++++++t +=− ttttttttft rCovBrCovAr εηµ ηηη  (4.21) 
                ( )1+= ttVarA η  
( ) ( )111111 ,, ++++++ +=− ttttttttftt rCovBrCovAr εηµ εεε  (4.22) 
                ( )1+= ttVarB ε  
Then, solving andA B , we derive a two-factor asset-pricing model: 
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( ) ( )fttitfttit rr 11111 +++++ −+− εεη µβµµ   (4.24) 
where the two factors – the permanent shock and the transitory shock can be obtained 
based on the previous section. In fact, as follows, there is a simple linear relationship 






( ) ( )( ) ( ) ( )1121111 +−+++ tttttttt 1 1,, + ++−++= imti zzrCovrrCov εφφηα 1111 ++++ tttttt
After dividing 
,, += ii rCovrCov εη  













































( )ditionally, ( ) ( ) ( )111 +++ += ttttmtt VarVarrVar εη , then ( )
( )
( ) 1




rVarrVar 11 ++ tttt
VarVar εη . 
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Let ( )( )mtt
ttVar 1+=
rVar 1+
ηρ , we have ( )η ρρββ iim −+= . According to this equation, market εβ ittt 1
beta is a weighted sum of the permanent beta and the transitory beta. And the weight for 
each beta is the ratio of the conditional variance of its corresponding shock over the 
conditional variance of market return. If there is no transitory shock to market return, 
i.e. ( ) 01 =+ttVar ε , then 1=ρ , therefore , which means that our two-beta model 
is simply reduced to the CAPM. 
4.4
From the theoretical derivation, the betas for permanent and transitory shocks are 
time-varying. We assume, however, in empirical analysis, that the betas are constant over 
37




                                                                  
 Evaluation of an asset-pricing model: 
time. Now, it is interesting to calculate ηβ  and εβ , and see how sensitive the different 
assets are to the permanent shock and the transitory shock. The assets examined are the 
Fama and French 25 size and book-to-market portfolios over the period 1926:07 – 














rCov ii ,=  
Or simply regressing the asset returns on each shock will give the sam  results, 
since )( 0, =
Var
e
εηCov .  
                                                 
37 The data are available from Kenneth French’s website:  
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html 
and quarterly and annual cases are also considered. 
 80
Table 4.6 shows the estimates of the permanent-shock betas (
ηβ̂ ) and the transitory-
shock betas ( εβ̂ ) for the Fama and French 25 size and book-to-market portfolios and the 
two shocks derived from the Hodrick-Prescott decomposition. The portfolios are 
organized with the growth portfolio at the left, the value portfolio at the upper right, the 
small-firm portfolio at the top and the large- m portfolio at the bottom. In all the three 
Panels, controlling for the book-to-market ratio, 
ηβ̂ and εβ̂ tend to decrease from small 
stocks to large stocks except for β̂ in Panel C which tends to increase from small to 
large stocks and for the big value portfolios in Panel A and Panel B. When controlling 
fir
for size, anent beta does not seem to have a clear pattern from the growth 
stocks to the value stocks fo  the three Pa  the transitory beta β̂ , there 
s the estimates of the permanent betas and the transitory betas 
based on the shocks obtained from the UC-MS approach. The test assets are the same 25 
os. Similar to
tend to have higher permanent beta  than big stocks except for the value stocks for 
mo
cks to va e stocks, again similar to Table 4.5, neither 
nor evinces any pattern, but value stocks seem to have higher and lower 





r any of nels; as for  ε
is no pronounced pattern, but the value stocks tend to have higher εβ̂ than the growth 
stocks.  
Table 4.7 also show
portfoli  Table 4.6, when controlling for book-to-market ratio, small stocks 
ηβ̂
nthly data. However, the transitory beta εβ̂ becomes negative and the absolute value 
of εβ̂ tends to decrease from small to big stocks.  Besides, the value of εβ̂  becomes less 
significantly different from zero for quarterly and annual data, especially for big stocks.  




Now that we have the permanent beta and the transitory beta for the test assets, it 
seems natural to examine how these two betas are priced. The evaluation of the two-beta 




i eR +++= εη βγβγγ ,2,10 ˆˆ     
where rfi





For comparison purposes, we also examine the Capital Asset Pricing Model (CAPM) 
and the Fama-French three-factor model. The Fama-French three factors – market excess 
returns, the size factor (SMB) and the book-to-market (HML) factor are also available 
from Kenneth French’s website .  
Table 4.8 shows the estimated risk premiums for four different asset pricing models: 
the CAPM, the Fama and French’s three-factor model, the two-beta intertemporal model 
based on the Hodrick-Prescott decomposition and the two-beta intertemporal model 
based on the unobserved components approach with Markov-switching variances. Panel 
A (monthly data) shows that the CAPM and the two-beta model with the UC-MS 
approach have the worst performance, for their adjusted R s are negative. So, the market 
beta does not explain the cross-sectional vari erage excess returns, 
neither does the permanent beta nor the transitory beta f m the UC-MS approach. In 
contrast, the two-beta model with the HP approach perf s the best with an adjusted 
ation in portfolios’ av
ro
orm
2R (52.77%) even higher than that of the Fama and French three-factor model (49.67%). 
                                                 
38 See Black, Jensen, and Scholes(1972) and Fama and MacBeth (1973). 
39 The data, as well as the details about the portfolio construction can be obtained from 
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/ 
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As for the estimated price of risk, the Fama and French three-factor model produces a 
negative market risk premium, and significantly positive size and book-to-market risk 
premiums. However, the significant value of the constant term implies that there might be 
some other risk factors which contain information that Fama and French’s three factors 
can not explain, since the constant in the cross-sectional regressions acts as a 
misspecification test. On the contrary, the constant term in the two-beta model with the 
H-P approach is only significant at the 10% level. Besides, the price of permanent risk 
(HP-trend) is significantly negative and the price of transitory risk (HP-cycle) is 
significantly positive. For quarterly and annual data, the CAPM still performs poorly. 
And the Fama-French three-factor model performs the best with adjusted 2R  more than 
76%. Comparing the other two-beta models, the one with the HP approach performs 
worse than the one with the UC-MS approach. Moreover, the price of permanent and 
transitory risks for the UC-MS approach are both negative. Since from Table 4.6, the 
estimated transitory betas are negative, the portfolio with smaller transitory beta (larger 
absolute value, such as small stocks) will have higher expected exces s than the 
one
s return
 with larger transitory beta (smaller absolute value; such as big stocks). However, 
since the estimated permanent betas are positive, the negative price of permanent risk 
does not seem to explain the spread in expected excess returns between small stocks and 
big stocks or between growth stocks and value stocks. Note that small stocks have larger 
permanent betas than big stocks, and value stocks have larger permanent betas than 
growth stocks.   
We also apply the Fama-Macbeth (FM) (1973) two-stage procedure to test these asset 
pricing models, since it has been widely used in asset pricing tests. By performing such 
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tests, we can compare our results with those of previous studies40. The FM procedure is 
conducted in a rolling regression manner. Since the annual data only have 77 
observations, we only examine the monthly and quarterly data. For illustration of the 
actu
mated risk 
g models. Again, the 
CA M performs worst, and its adjusted 
al procedure conducted in the chapter, we take monthly data as an example; the same 
procedure is applied to quarterly data.   
For monthly data, in the first stage, betas are estimated from time-series regressions 
of the returns of test assets on risk factors. We choose a 60-month time window to run the 
time-series regressions. In the second stage, at the 61st month, we run a cross-sectional 
regression (CSR) of the excess returns of test assets on the estimated betas and save the 
estimated risk premiums. The same procedure is repeated with the 60-month time 
window moving one-month forward until the end of the sample period. Finally, from the 
CSR results, we perform hypothesis tests on the significance of the esti
premiums. However, as is well known, the estimated betas are measured with errors in 
the first stage. So, when they serve as independent variables in the CSR, they are subject 
to an errors-in-variables problem. To correct the problem, we adjust the standard errors 
from the second-stage regressions as proposed in Shanken (1992).   
Table 4.9 reports the risk premium estimates for the competin
2RP is 19.8% and 24.5% for monthly data and 
h three-factor model has the best 
per
quarterly data respectively. Evidently, the Fama-Frenc
formance for both monthly data and quarterly data and its adjusted 2R is 40% for 
monthly data and 46.8% for quarterly data. As for the two two-beta intertemporal models, 
the estimated risk premiums for the permanent beta and the transitory beta are not 
                                                 
 See for instance, Fama and French (1992), and Jagannathan and Wang (1996).                                                                                40
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2Rsignificant and t e h adjusted s are only slightly higher than those of the CAPM for both 
arterly cases. Since a model with mor regressors genmonthly and qu e erally has higher 
2R  than a model with fewer regressors, the difference in the adjusted adjusted 
2R between the CAPM and the two-beta models is not considerable enough to argue that 
odels perform better than the CAPM. Although the two-beta
aining the simple average excess returns of the 
assets, the inconsistency evinced in Table 4.8 seems to leave some questions to be 
e  intertemporal asset pricing model. 
 
ection III, from the der tion of the conditional two-beta asset pricing model, we 
find that there exists a stochastic discount factor. Specifically, from equation (4.20): 
the two-beta m  models 
perform impressively in Table 4.9 in expl
test 
further investigated about the two-b ta
4.5 A conditional multivariable asset-pricing model 
In s iva
( ) ( )111111 ,, ++++++ +=− tittttitttft rCovBrCovAr εηµ  it
 
Since ( )1111 1, ++++ −−− ttttftitt BArrCov εη  
                         
 
( ) ( ) ( )11111111 ,,1, ++++++++ −−−−−= ttftittttftittftit BrrCovArCovrrCo εη  
                         
t rv
 
( ) ( )1111 ,, ++++ −= tittttittt rCovBrCovA εη                   (4.25) 
also,  
 
( )1111 1, +++ −−− tttftitt BArrCov εη  




( )( ){ } ( ) ( )11111111 11 ++++++ −−−−−−= tttftittttttftitt AErrEBArrE ηεη ++− ttB ε  
                           
                         ( )( ){ } ( )ftittttttftitr    (4.26) t rrEBArE 111111 1 ++++++ −−−−−= εη  
 
then combine (4.25) and (4.26), we have: 
 
( )( ){ } ( ) ( )1111111111 ,,1 ++++++++++ −−−=−−− tittttitttftitttttftitt rCovBrCovArBArrE εηµεη  
                                                         0=  
 
 85
( )( ){ } 01 1111 =−−− ++++ ttttftitt BArrE εη ntation of stochastic discount 
factor equation
 is a typical represe
can be priced by the same 
disc ttttt
41, where every asset’s excess return ft
i
t rr 11 ++ −
ount factor 1 ++ −−= BAm 11 εη .  
In addition, since 
  
( ) ( )







= tttwwttt 11 ++ , it can be represented in an implicit function as 




( )1,, −= tttt zzwfA  r
rsion, tw can be cancelled out from tA . As a result, tA becomes a function of two state 
variables: ( )1, −= ttt zzfA . Similarly, tB can be repres ntede s ( )1−,= tt gB . N
m,
       (4.27)        
t zbzbbB            (4.28) 
t zz ow, we 
need to find out the inherent factors in the stochastic discount factor. Since tA and tB are 
both implicit functions of z and z , to simply the proble  we propose a first-order 
linear approximation of A and B : 
t 1−t
t t
1210 −++= ttt zazaaA  
1110 −tt
Substitute (4.27) and (4.28) into 111 ++
++=
−−= ttttt BAm εη , we obtain a linear stochastic 
discount factor: 101 +−+++ − 112111011211 +−+ −−−−−= ttttttt zbzbam tttt bzaza ηη εεεη . 
As it is known42, a stochastic discount factor representation is equivalent to a beta-
l as f s
pricing representation, i.e. the factors in a stochastic discount factor are the same as the 
risk factors in a beta-pricing model. Therefore, we just derive an alternative multi-beta 
asset pricing mode ollow : 
                                                 
41 See Balvers (2004) 




































t r ++++++++ +++++=−  
In this model, besides the permanent shock 
β
1+tη and transitory shock 1+tε  as those in 
1111 ,, ++−+ tttttt zzz εηη and 11 +− ttz εthe two-beta model, there are four additional factors: . 
1+ttzη and 11 +− ttz η are the correlations between permanent shock  and previous 1+tη
transitory component of market price, while 1+ttz ε and 11 +− ttz ε  are the correlations 
between 1+tε  and previous transitory component of market price. So, this six-factor 
model claims that not only are the assets priced by current permanent and transitory 
shocks, but also priced by the correlations between those shocks and previous transitory 
rket price. component of ma
To evaluate this model, we apply the Fama and MacBeth procedure on the quarterly 
























t r ++++++ +++=−  
This model is a parsimonious version of the six-beta model. The decision to ignore the 
other two factors is based on the concern that there is a potential multicollinearity 
problem between 1+ttzη and 11 +− ttz η , and 1+ttz ε and 11 +− ttz ε . As Table 4.10 shows, both the 
six-beta model and the four-beta model outperform the two-beta model, and their 
adjusted 2R s (45.9% and 41.2% respectively) are comparable with the adjusted 
2R (46.8%) for the Fama and French three-factor model. Moreover, although neither the 
six-beta model nor the four-beta model have statistically significant risk premiums, the 
constant terms for both models are insignificant different from zero after Shanken’s 
adjustment. In contrast, the constant term for the Fama and French three-factor model is 
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significantly different from zero. Since the constant term indicates the information which 
can not be explained by the risk factors, our six-beta model and four-beta model get the 
better of the Fama and French three-factor model in this aspect. 
 
4.6 Conclusion 
Motivated by the findings that stock prices have a mean-reverting component as well 
as a fundamental growth component, this chapter derives a two-beta intertemporal asset 
pricing model to investigate how the two betas – permanent and transitory will be priced.  
To acquire the permanent and transitory shocks, this chapter adopts two 
decomposition methodologies: the Hodrick-Prescott (HP) decomposition and the 
unobserved components approach with Markov-switching disturbances (UC-MS). The 
cyclical components derived from both decomposition approaches reflect the historical 
movement of the overall U.S. stock market. Based on Merton’s (1973) intertemporal 
asset pricing model, a two-beta model is derived. In this model, one risk factor is 
perfectly correlated with the permanent shock and the other is perfectly correlated with 
the transitory shock. We examine the Fama and French 25 size and book-to-market 
portfolios and calculate the permanent beta and transitory beta for each test portfolio. We 
find
                                                
 that a regularity of some extent is exhibited in the value of the two betas among the 
portfolios: the small-firm stocks have larger permanent betas and also larger absolute 
values of transitory betas43 than the large-firm stocks; and though the tendency is not so 
distinct when controlling for size, the value stocks, in most cases, have larger permanent 
betas and also larger absolute values of transitory betas than the growth stocks. Next, in a 
 
43 The transitory beta is negative for the UC-MS approach. 
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traditional two-pass framework, we evaluate the performance of our two-beta asset 
pricing model and compare it with those of the CAPM and the Fama and French three-
factor model. When only one cross-sectional regression is conducted, our two-factor 
model displays a significant improvement in performance over the CAPM. Therefore, our 
mo on 
which are viewed differently by d in how the investors price 
the assets. However, the good performance is clouded when the classic rolling beta 
method of Fama and MacBeth (FM) (1973) is also applied. With the FM method, our 
two-beta model performs only slightly better than the CAPM and the Fama and French 
three-factor model still has the best performance. Finally, we derive a six-beta model 
from an embedded stochastic discount factor, and the Fama and MacBeth approach 
shows that this six-beta model and its alternative parsimonious four-beta model both 
perform comparatively with the Fama and French three-factor model.  
The poor performance of the two-beta model could lie in the fact that so far there is 
no perfect decomposition method. The UC-MS approach already considers the switching 
regimes in the disturbances and the estim ed components fit the data well. A more 
isticated model would probably only sacrifice the precision in estimation and 
putation time. A feasible further trial can divide the whole sample into different 
mpbell and Vuolteenaho (2003) split their sample at 1963:07, because that 
hen COMPUSTAT data become reliable and because most of the evidence on the 
book-to-market anomaly is obtained from the post-1963:07 period. Another possible 
k point is 1952:01, since Campbell (1991) and Hodrick (1992) found a structural 
ge in the dividend process after this date. 
del seems to show that the market return does contain different pieces of informati









Figure 4.1: U.S. real stock market price and the Hodrick-Prescott trend 
Monthly, 1926:07-2003:12 
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Figure 4.3: U.S. real stock market price and the Hodrick-Prescott trend 
Quarterly, 1926: III-2003: IV 
 
F gure 4.4: The Hodrick-P S. real stock market price  
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Table 4.1: Descriptive statistics for real stock market returns 
This table shows the descriptive statistics for real stock market retrurns.The nominal market return over 
YSE, AMEX, and NASDAQ stocks from July 1926 to December 2003 is obtained from the CRSP 
database, and the seasonally adjusted Consumer Price ndex is obtained from the Bureau of Labor 
Statistics. 




  tocorrela s 
 mean td.Dev. Min. MS ax. 1ρ  6ρ  12  36ρ  ρ  24ρ
Monthly 0   0.020  .70 5.53 -28.32 38.27 0.110 -0.020 -0.003 0.030 
   (0.001 .000)  (0.000) 
        
    Autocorrelations 
 m
  ) (0 (0.000) (0.000) 
  
 
ean Std.Dev. Min. Max. 1ρ  4ρ  8ρ  12ρ  16ρ  
Quar 2.26 .60 -0.08 .166 0.003 terly 11 -32.80 89.21 1 -0 -0.009 -0.008 -
   (0.151 .000)  (0.004) 
          
     Autocorrelations 
 mean Std.Dev. Min. Max. 
  ) (0 (0.000) (0.001) 
1ρ  2ρ  3ρ  4ρ  5ρ  
Annual 8.87 21.08 -40.28 56.96 0.000 -0.180 -0.092 -0.064 -0.012 
     (0.999) (0.270) (0.346) (0.454) (0.598) 
Note: the P-values are in the parentheses. 
from H-P decomposition 
ghted real price x is ba ed real market retur data is 
from July 1926 to December 2003. 
 Shock covariance Trend Cycle Shock correlation Trend Cycle 
 
 
Table 4.2: The correlation of permanent and transitory shocks for the market price  
The value-wei  inde cked out from the value-weight n. The 
 
 
Mont y Trend 0.6838 0.2969 Trend  hl  1.0000 0.0664
 Cycle 0.2969 .2593 Cycle  
  
 29 0.0664 1.0000
     
 Shock covar y ck n Trend Cycle iance Trend C cle Sho  correlatio
Quarterly Trend 49 1.46 T 1. 0815 2. 86 37 rend 0000 0.
 Cyc
 
le .4 9.0 0. 0000 







 S ariance Trend Cycle ock Thock cov Sh  correlation rend Cycle 
Ann ly d .9 98 1.0000 0.0896 ual Tren 19 348 7. 89 Trend  








Table 4.3: E of the st e space real stock market r
This tabl ents the estimation results for the following state space model with innovations following 
Gaussian processe ata f k m rket  fro 6 to ece 03 (
errors are n parent  
                  
stimates at model of eturns  
e pres
s. The d or real stoc a returns is m July 192  D mber 20 standard 
 i heses).
[ ]11 −+=αtr  tη+⎥⎢ , m asur qu H
tz ⎦⎣ −1
tz ⎤⎡ e ement e ation y ttt e++= βµ         

































  ησ  εσ  α 1φ  2φ  Log lik alueelihood v  (%) 
Monthl  0.0165 5.4678 0.6784 1.101 -0.1156 2900.6508 y
 (0.1 (0.12   
 
Quarterly 0.0 11.4 64 11  
 (0. (0.45   
   
Annua 0. 9.9 7 3
  (0.6167) (1.6059) (0.483) (0.1148) (0.1147)   
302) 68) (0.0381) (0.0326) (0.0326)  
















l 0139 1 162 8.73 3 0.9064 -0.0852 40.7188 
 
 
Table 4.4: Estim eal stock market retu
state space m th Markov-switching inn s. The 
 1926 to ember 2003. 
Parame
ates of the state space model of r
odel wi
rns 
ovationThis table presents the estimation results for a





 Monthly  Annual  Quarterly 
1ˆηp  0.9602 (0.0225)  0.9215 (0.0568)  1.0000 (0.0002) 
0ˆηp  0.9883 (0.0091)  0.9351 (0.0433)  0.1743 (2514) 
0.8779 (0.0746)  0.9224 (0.0834)  0.9568 (0.0682) 
0.9922 (0.0052)  0.9937 (0.0062)  0.9836 (0.0222) 
1ˆεp  
0ˆεp  
0ˆησ  0.0364 (0.0025)  0.0567 (0.0050)  0.0480 (497) 
0ˆεσ  0.0000 ---  0.0000 ---  0.1010 (0.1149) 
1ˆησ  0.0692 (0.0130)  0.1168 (0.0106)  0.1368 (0.0933) 
1ˆεσ  0.1147 (0.0205)  0.3259 (0.0774)  0.2427 (0.0848) 
1.0899 (0.1846)  0.7585 (0.1276)  0.7215 (0.2794) 
-0.2970 (0.1006)  0.1700 (0.0990)  -0.1302 (0.1008) 
1̂φ  
2̂φ  
α̂  0.0088 (0.0015)  0  (0.0045)  0.0835 (0.0159) 
         
Log 
likelihood 1529  302.15  14.31 
.0285
Note: standard errors are in the parentheses. 
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44 US-MS means unobserved components model with arkov-switching variances.  M
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Figure 4.9: U.S. real stock market price and the UC-MS trend 




Figure 4.10: The UC-MS cycle for the U.S. real stock market price  
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Table 4.5: The correlation of permanent and transitory shocks for the market price  
from
The value-weighted real price index i ted real market return. The data is 




 the UC-MS decomposition 
s backed out from the value-weigh
 J 6 to Dece
 Shock T d Cycle 
Mo r 0  nthly T end 1.0 00 0.0513
 Cy 5  
   
cle 0.0 13 1.0000
 
 Shock correlati Trend Cycle on 
Quarterly Trend 1.0000 -0.0274 
 Cy 02  
 
cle -0. 74 1.0000
   
 Shock correlation renT d Cycle 
An r 00  nually T end 1. 00 -0.0655





Table 4.6: Permanent and transitory β s for the 25 ME and BE/ME portfolios 
The table shows the estimates of th ermanent betas ) and the tran ory betas ( e Fama and 
F 5 d -m p . ta lcu s u  a ith 
shocks est  fr o ro n  lo E tio e est 
B ME ra a w E ig g . T n r  es. 
 
: 00
owth 2 3 4 Value 
e p  (
ηβ̂ sit ε ) for thβ̂
rench 2  size an  book-to arket ortfolios The be s are ca lated u ing form lae (a) nd (b) w
imated om the H-P appr ach. ‘G wth’ de otes the west B /ME ra , ‘Valu ’ the high
E/ tio, ‘Sm ll’ the lo est M , and ‘B ’ the hi hest ME he sta dard erro s are in the parenthes
Panel A: 1926 07 – 2 3:12 
ηβ̂  Gr  
Small 2.00 (0.50) 1.83 ) 1.73 ) 1.76 (0.35) 1.7 8) (0.42 (0.37 0 (0.3
2 1.63 (0.32) 1.57 (0.31) 1.47 (0.29) 1.52 (0.30) 1.53 (0.34) 
3 1.69 (0.30) 1.48 (0.26) 1.41 (0.27) 1.35 (0.27) 1.47 (0.34) 
4 1.41 (0.25) 1.42 (0.25) 1.41 (0.25) 1.31 (0.28) 1.45 (0.36) 
Big 1.49 (0.22) 1.30 (0.21) 1.40 (0.23) 1.42 (0.27) 5.69 (0.53) 
           
εβ̂  Growth 2 4 Value 3 























4 1.08 (0.01) 1.10 (0.01) 1.09 (0.02) 1.18 (0.02) 1.46 (0.03) 







Panel B: 1926: III – 2003: IV 
 w 2 3 4 lb1 Gro th Va ue 
Small 1.82 (0.89) 2.15 (1.00) 2.08 (0.86) 2.21 (0.87) 1.82 (0.86) 
2 1.47 (0.62) 1.76 (0.64) 1.78 (0.69) 1.78 (0.70) 1.60 (0.72) 
3 1.94 (0.66) 1.45 (0.51) 1.61 (0.57) 1.40 (0.57) 1.61 (0.78) 
4 1.35 (0.46) 1.56 (0.50) 1.51 (0.50) 1.36 (0.60) 1.60 (0.80) 
 1.63 (0.40) 1.32 (0.37) 1.49 (0.44) 1.62 (0.57) 2.65 (0.86) 
          
Big
 
b2 Growth 2 3 4 Value 
Small 1.87 (0.07) 2.06 (0.08) 1.82 (0.06) 1.80 (0.07) 1.77 (0.06) 
2 
3 
1.34 (0.04) 1.44 (0.04) 1.51 (0.04) 1.50 (0.05) 1.55 (0.05) 
1.49 (0.04) 1.18 (0.03) 1.30 (0.03) 1.27 (0.03) 1.68 (0.05) 
1.06 (0.02) 1.16 (0.02) 1.16 (0.02) 1.33 (0.04) 1.72 (0.05) 




Panel C: 1927 - 2003 
owth 2 3 4 Value b1 Gr
Small 0.58 (0.99) 0.95 (0.98) 0.86 (0.92) 0.77 (1.13) 0.60 (0.99) 
2 0.87 (0.84) 0.95 (0.79) 0.96 (0.79) 0.79 (0.85) 1.03 (0.85) 
1.23 (0.79) 0.88 (0.72) 1.00 (0.69) 0.99 (0.71) 1.14 (0.84) 
1.23 (0.60) 1.29 (0.64) 1.25 (0.66) 0.71 (0.70) 1.11 (0.88) 





          
b2 Growth 2 3 4 alue V
Small 1.46 (0.14) 1.58 (0.12) 1.50 (0.11) 1.66 (0.17) 1.57 (0.13) 
2 1.36 (0.10) 1.33 (0.09) 1.32 (0.09) 1.41 (0.10) 1.36 (0.11) 
3 1.35 (0.09) 1.25 (0.07) 1.19 (0.07) 1.19 (0.08) 1.29 (0.12) 
4 1.07 (0.06) 1.10 (0.08) 1.14 (0.07) 1.19 (0.08) 1.38 (0.12) 




















Table 4.7: Per n trans ymane t and itor  β s for t d B oli
The table shows i f th tas  a ran b ) d 
Fre 5 size an k ket l be  ed u o (a) )
sho stimated t S . h’ d est Val
BE/ME ratio, ‘Sm e lowest ME, and ‘Bi he highest ME he stan ard erro  are in the parentheses. 
 
 
a 9  2
w 2 3 4 lu
he 25 ME an E/ME portf os 


















 rat o, ‘
and (b
u ’ the 
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P nel A: 1 26:07 - 003:12 
ηβ̂  Gro th   Va e 
Small (0.05) 1.39 (0.04) 1.49 (0.05) 1.81 (0.07) 1.63 (0.06) 1.52 
2 1.43 (0.03) 1.37 (0.03) 1.29 (0.03) 1.32 (0.03) 1.46 (0.04) 
3 1.42 (0.03) 1.28 (0.02) 1.25 (0.03) 1.22 (0.03) 1.49 (0.04) 
4 1.25 (0.02) 1.21 (0.02) 1.2 (0.02) 1.28 (0.03) 1.55 (0.04) 
Big 1.11 (0.02) 1.05 (0.02) 1.06 (0.02) 1.21 (0.03) 1.49 (0.09) 
           
εβ̂  Growth 2 3 4 Value 
Small -0.44 (0.10) -0.31 (0.08) -0.29 (0.07) -0.24 (0.07) -0.36 (0.07) 
2 -0.12 (0.06) -0.24 (0.06) -0.25 (0.06) -0.27 (0.06) -0.3 (0.07) 
3 -0.21 (0.06) -0.15 (0.05) -0.21 (0.05) -0.26 (0.05) -0.37 (0.07) 
4 -0.13 (0.05) -0.19 (0.05) -0.18 (0.05) -0.34 (0.05) -0.37 (0.07) 
Big -0.12 (0.04) -0.09 (0.04) -0.14 (0.05) -0.23 (0.05) -0.38 (0.11) 
 
Panel B: 1926: III - 2003: IV 
b1 Growth 2 3 4 Value 
Small 1.74 (0.11) 1.66 (0.13) 1.57 (0.11) 1.48 (0.11) 1.53 (0.11) 
2 1.35 (0.06) 1.3 (0.07) 1.29 (0.08) 1.27 (0.09) 1.39 (0.09) 
3 1.33 (0.08) 1.14 (0.05) 1.13 (0.07) 1.11 (0.07) 1.39 (0.10) 
4 1.07 (0.04) 1.06 (0.05) 1.04 (0.06) 1.18 (0.07) 1.4 (0.10) 
Big 0.92 (0.04) 0.84 (0.04) 0.85 (0.50) 1.03 (0.07) 1.38 (0.12) 
           
b2 Growth 2 3 4 Value 
Small -0.23 (0.16) -0.45 (0.18) -0.34 (0.15) -0.43 (0.15) -0.35 (0.15) 
2 -0.07 (0.11) -0.07 (0.11) -0.29 (0.12) -0.29 (0.12) -0.17 (0.13) 
3 -0.26 (0.12) -0.10 (0.09) -0.15 (0.10) -0.12 (0.10) -0.20 (0.14) 
4 -0.07 (0.08) -0.13 (0.09) -0.07 (0.09) -0.14 (0.11) -0.26 (0.14) 














Panel C: 1927 - 2003 
b1 Growth 2 3 4 Value 
Small 2.17 (0.22) 2.26 (0.20) 2.08 (0.20) 2.15 (0.29) 2.16 (0.22) 
2 2.01 (0.16) 1.88 (0.15) 1.82 (0.16) 1.90 (0.18) 1.94 (0.18) 
3 1.94 (0.15) 1.75 (0.13) 1.69 (0.13) 1.69 (0.14) 1.83 (0.19) 
4 1.60 (0.09) 1.57 (0.13) 1.63 (0.13) 1.63 (0.14) 1.94 (0.20) 
Big 1.49 (0.07) 1.34 (0.07) 1.42 (0.10) 1.55 (0.13) 1.70 (0.22) 
           
b2 Growth 2 3 4 Value 
Small -0.69 (0.41) -1.18 (0.39) -1.22 (0.36) -2.13 (0.41) -1.56 (0.37) 
2 -1.04 (0.34) -1.16 (0.31) -1.11 (0.31) -1.28 (0.32) -1.13 (0.34) 
3 -1.17 (0.31) -0.96 (0.28) -0.88 (0.27) -0.93 (0.29) -0.96 (0.34) 
4 -0.54 (0.25) -0.90 (0.26) -0.85 (0.27) -0.85 (0.28) -0.94 (0.36) 



































Table 4.8: Asset pricing tests with a cross-sectional regression on mean return 
This table shows the estimated risk premiums for four different asset pricing models: CAPM, Fama and 
French’s three-factor model, two-beta intertemporal model based on Hodrick-Prescott decomposition and 
two-beta intertemporal model based on unobserved components approach with Markov-switching 






i eR ++= ∑
=1
,0 β̂γγ  
where rfi
e
i RRR −= , the average excess returns of the 25 size and book-to-market portfolios. is the 
estimated coefficient from the time-series regression of each of the 25 portfolios on the risk factors which 
vary with different asset pricing models. The t-statistics, corrected for heteroskedasticity and serial 

















Monthly: 1926:07 - 2003:12 
ji,β̂
 Constant Exmkt   
2
adjR  
Risk Premium 0.5955 0.2096   -0.0303 
t-value 1.2626 0.5064    
      
  Constant Exmkt HML SMB 
2
adjR  
Risk Premium 2.6860 -1.9971 0.2871 0.3149 0.4967 
t-value 3.7670 -2.7475 1.8945 2.5002  
      
  Constant HP-trend HP-cycle  
2
adjR  
Risk Premium 0.5862 -0.2765 0.4844  0.5277 
t-value 1.1475 -20.3970 1.1161   
      
  Constant UC-MS-trend UC-MS-cycle  
2
adjR  
Risk Premium 1.0499 -0.3726 -0.9697  -0.0567 






Quarterly: 1926:III - 2003:IV 
 Constant Exmkt   
2
adjR  
Risk Premium 0.7742 1.6251   0.2941 
t-value 0.8679 2.2908    
      
  Constant Exmkt HML SMB 
2
adjR  
Risk Premium 5.4066 -3.2257 1.6470 0.8450 0.7643 
t-value 5.1128 -2.9644 5.3735 5.4994  
      
  Constant HP-trend HP-cycle  
2
adjR  
Risk Premium 1.3396 -0.6914 1.6555  0.3100 
t-value 1.4898 -1.5343 2.2393   
      
  Constant UC-MS-trend UC-MS-cycle  
2
adjR  
Risk Premium 2.9068 -0.4625 -5.4439  0.4607 
t-value 2.4695 -0.4292 -3.9945   
 
Annual: 1927 - 2003 
 Constant Exmkt   
2
adjR  
Risk Premium -0.6335 10.0164   0.2528 
t-value -0.1419 2.5222      
      
  Constant Exmkt HML SMB  
2
adjR  
Risk Premium 15.8721 -7.9566 5.8207 3.4317 0.7660 
t-value 2.7194 -1.2867 4.5927 4.0176  
      
  Constant HP-trend HP-cycle   
2
adjR  
Risk Premium -0.0061 0.1528 9.3260  0.2396 
t-value -0.0009 0.0429 2.4416    
      
  Constant UC-MS-trend UC-MS-cycle   
2
adjR  
Risk Premium 12.1661 -4.4871 -9.3347  0.6195 








Table 4.9: Asset pricing tests with Fama-MacBeth procedure 
This table shows the estimated risk premiums by way of Fama-MacBeth two-stage procedure. Assessed are 
four different asset pricing models: CAPM, Fama and French’s three-factor model, two-beta intertemporal 
model based on Hodrick-Prescott decomposition and two-beta intertemporal model based on unobserved 
components approach with Markov-switching variances. 
 
Monthly: 1926:07 - 2003:12 
 Constant Exmkt   
2
adjR  
Risk Premium 0.736 0.162   0.198 
t-value 2.746 0.509    
Shanken -adj t-value 2.744 0.508       
      
  Constant Exmkt HML SMB    
Risk Premium 1.167 -0.418 0.413 0.195 0.400 
t-value 4.732 -1.615 3.457 1.711  
Shanken -adj t-value 4.660 -1.603 3.460 1.711   
      
  Constant HP-trend HP-cycle     
Risk Premium 0.697 -0.015 0.136  0.256 
t-value 2.681 -0.318 0.463   
Shanken -adj t-value 2.679 -0.318 0.463     
      
  Constant UC-MS-trend UC-MS-cycle     
Risk Premium 0.874 0.018 0.334  0.263 
t-value 3.538 0.068 1.238   
Shanken -adj t-value 3.527 0.067 1.236     
      
Quarterly: 1926: III - 2003:IV 
  Constant Exmkt     
2
adjR  
Risk Premium 2.379 0.339   0.245 
t-value 3.224 0.398    
Shanken -adj t-value 3.221 0.398       
      
  Constant Exmkt HML SMB    
Risk Premium 3.596 -1.418 1.427 0.496 0.468 
t-value 4.425 -1.797 3.853 1.480  
Shanken -adj t-value 4.205 -1.744 3.829 1.480   
      
  Constant HP-trend HP-cycle     
Risk Premium 2.858 0.220 -0.479  0.308 
t-value 3.523 1.013 -0.560   
Shanken -adj t-value 3.480 1.003 -0.556     
      
  Constant UC-MS-trend UC-MS-cycle     
Risk Premium 1.732 0.789 -0.181  0.338 
t-value 2.218 0.920 -0.601   
Shanken -adj t-value 2.144 0.900 -0.582     
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Table 4.10: Evaluation of a six-beta asset-pricing model 
This table shows the estimated risk premiums by way of Fama-MacBeth two-stage procedure. Assessed are 
six different asset pricing models: CAPM, Fama and French’s three-factor model, two-beta intertemporal 
model based on Hodrick-Prescott (H-P) decomposition, two-beta intertemporal model based on unobserved 
components approach with Markov-switching variances (UC-MS), six-beta model based on UC-MS and 









Quarterly: 1926: III - 2003:IV 
  Constant Exmkt        
2
adjR  
Risk Premium 2.379 0.339   0.245    
t-value 3.224 0.398       
Shanken -adj t-value 3.221 0.398          
         
  Constant Exmkt HML SMB      
2
adjR  
Risk Premium 3.596 -1.418 1.427 0.496 0.468    
t-value 4.425 -1.797 3.853 1.480     
Shanken -adj t-value 4.205 -1.744 3.829 1.480      
         
  Constant HP-trend HP-cycle       
2
adjR  
Risk Premium 2.858 0.220 -0.479  0.308    
t-value 3.523 1.013 -0.560      
Shanken -adj t-value 3.480 1.003 -0.556        
         
         
  Constant UC-MS-trend UC-MS-cycle       
2
adjR  
Risk Premium 1.732 0.789 -0.181  0.338    
t-value 2.218 0.920 -0.601      
Shanken -adj t-value 2.144 0.900 -0.582        
                 
  Constant UC-MS-trend UC-MS-cycle tr_zlag1 tr_zlag2 cy_zlag1 cy_zlag2
2
adjR  
Risk Premium 2.449 -0.020 -0.110 4.058 -2.432 -0.496 -13.600 0.459 
t-value 3.579 -0.025 -0.266 0.936 -0.536 -1.114 -0.493  
Shanken -adj t-value 0.486 -0.004 -0.036 0.128 -0.074 -0.152 -0.067   
               
  Constant UC-MS-trend UC-MS-cycle tr_zlag1 cy_zlag1   
2
adjR  
Risk Premium 1.866 0.537 -0.548 3.798 -0.864  0.412  
t-value 2.558 0.613 -1.263 0.811 -1.719    
















































State-space model and Kalman Filter estimation procedure: 
A state-space model consists of two equations (or two equation systems): a measurement 
equation and a transition equation. Measurement equation describes the relation between 
observed variables and unobserved state variables, while transition equation describes the 
dynamics of the state variables. A general form for state-space model can be written as 
follows: 
Measurement equation: tttt eHAzy ++= ξ , ( )RNdiiet ,0...~  
ttt vF ++= −1ξµξ , ( )QNdiivt ,0...~  Transition equation: 
Where and are uncorrelated at any lags, i.e.te tv ( ) 0' =τveE t , for all andt τ . 
Once a state-space model is set up, the Kalman filter is readily available for inferences on 
the unobserved state vector tξ . Basically, Kalman filter algorithm consists of prediction 
and updating equations. Let τξ |t  be the estimate of tξ based on the information up to time 
τ  and be the MSE of the estimate and defined asτ|tP ( )( )[ ]'||| τττ ξξξξ ttttt EP −−= . So, the 
prediction equations are:  
1|11| −−− += tttt Fξµξ , 
QFFPP tttt += −−−
'
1|11| , 
ttttttttt AzHyyy −−=−= −−− 1|1|1| ξη , 
, 
 
Updating equations are: 
RHHPf tttt += −−
'
1|1|
1|1|| −− += ttttttt K ηξξ , 
, 
where is called the Kalman gain. 
And the associated Gaussian log likelihood function is represented by: 































As stated in Kim and Nelson (1999), for nonstationary tξ , the log likelihood function is 
evaluated from observation ( )11 >>+ ττ  to minimize the effect of the arbitrary initial 
value of 0|0ξ on the log likelihood value. 
For example, in section III, to control the actual cointegration relationship, I use this 
state-space model:  
Measurement equation: =




















tt PPy −= ; [ ]iiA θα ,= ; [ ]',1 wtt Pz = ; 1=H ; 0=µ ; ; iF δ= 0=R ; 
2
viQ σ= , and the state variable is .  
 
As for the general dynamic factor model in section IV:
Measurement equation --- 
                                        









t ppp +=  





( )21 ,0...~, εσεεµ Ndiipp ttwttwtt ++= −  
( )21 ,0...~,* ησηηϕ Ndiipp ttwstwst += −                                        
( )21 ,0...~, viititittiitt Ndiivvpp σµ ++= −                                        
( )21 ,0...~,* wiititistiist Ndiiwwpp σϕ += −                                       
[ ]′= 7654321 tttttttwtt ppppppppy , and state variables are: 
, and , 














































, 0=R , 
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