Introduction and background
Words, like all other aspects of language, vary in their distribution across different dialects and social groups. For example, someone exposed to both American and English dialects will have heard words like senator, filibuster, and quarterback predominantly from the former group, and words like barrister, parliament, and flanker predominantly from the latter. In New Zealand at least ( based on the data we present here and data from our own follow-up study), a speaker will have heard the word frightened more from older speakers than younger speakers, and the word husband more from females than males.
Does the fact that the distributions of some words are dominated by certain speaker groups have any consequences for the representation and processing of these words? If we adopt the core assumptions of Exemplar Theory, then we should predict that the answer will be yes. Exemplar models of language posit that experienced instances of words are stored as detailed memory traces, rich with detailed phonetic, speaker, and contextual information (Johnson 1997; Goldinger 1998; Pierrehumbert 2001 Pierrehumbert , 2002 Mendoza-Denton et al. 2003; Foulkes and Docherty 2006; Hay, Nolan, and Drager 2006) . The cognitive representation of a word in such models is not simply a specification of abstract underlying phoneme strings. Rather, "each word can be associated with an empirically determined frequency distribution over phonetic outcomes" (Pierrehumbert 2002: 103) . In production, a subset of exemplars in the word's distribution is accessed and averaged over to create a production target (Pierrehumbert 2001) . In perception, incoming stimuli are matched to stored memories, based on phonetic similarity (Johnson 1997) . A dditionally, the relevant and therefore activated distributions for production and perception can shift based on the speaker and context, accounting for the fact that speakers style-and topic-shift (see Giles and Coupland 1991, for a review) , and that listeners shift phonemic boundaries based on the perceived identity of the speaker (Strand and Johnson 1996; Johnson et al. 1999; Strand 1999; Hay, Warren, and Drager 2006) . The existence of these detailed word-based distributions is not necessarily incompatible with abstract generalizations across words. Indeed, hybrid models posit both detailed episodic memories and abstract phonemic generalizations built on top of these memories (Pierrehumbert 2002) .
In exemplar-based models, the lexical representation of a word is uniquely shaped by its typical phonetic form and contextual usage. From this assumption a falsifiable prediction follows: Words that have been encountered in consistently different environments should have different representations reflecting those environments. For example, senator, encountered predominately in America and from American speakers, will have a distribution of predominately American-accented exemplars, and will look qualitatively different from a word predominately encountered in English accents, like barrister. In production such words may be pronounced in ways that reflect their distribution, assuming a shared, or at least connected, exemplar space for production and perception. So in this example, senator might be more likely to be produced with a final rhotic /r/, expected in Standard American English, while barrister might not, reflecting Standard British English. In perception, "[m]ore prototypical or central exemplars will be easiest to access, because of their central status in the distribution" (Mendoza-Denton et al. 2003: 134) . Therefore, lexical access should be aided by tokens that better match the predominant exemplars in a word's distribution. So we might expect senator to be accessed faster if said in an American accent than in an English one.
Specificity (or voice) effects already suggest that subphonemic, speaker-specific detail facilitates lexical access, at least within the course of an experiment. Researchers have shown that if the same speaker is used in both the study and test stimuli, participants will be better at correctly recognizing words they have already heard (see, e.g., Craik and Kirsner 1974; Goldinger et al. 1991; Bradlow et al. 1999 ). This is taken as evidence that "indexical information, particularly talker identity, is retained in memory and has a number of consequences for subsequent processing" (McLennan and Luce 2005: 307) .
However, while some research has shown that a match between study and test voice also improves speed and accuracy in auditory lexical decision tasks (Luce et al. 1999) , other studies have shown a null effect (Luce and Lyons 1998) . McLennan and Luce (2005) argue that this variation in voice effects is related to task difficulty, and is proof that voice effects "occur relatively late in the perceptual processing of spoken words" (308). In other words, they believe that there must be a sufficient amount of processing time involved in a task to observe voice effects. For example, the Luce and Lyons (1998) participants had the easy, quick task of recognizing high frequency, monosyllabic words, while the Luce et al. (1999) participants had the harder, slower task of recognizing lower frequency bisyllabic words. Similarly, McLennan and Luce (2005) did not find voice effects in an easy lexical decision task where non-words were unwordlike (i.e., thushthudge), but did when the words were very word-like (i.e., bacov).
The type of specificity encoded in the target words in these studies is highly specific (a particular speaker), and short term (within an experimental session). But what happens when words are consistently encountered from a specific group of speakers, who will share only fairly general phonetic characteristics, and encountered from them fairly consistently (though not absolutely) over a lifetime? Can we see the predicted effects of long-term, speaker group biases on lexical representation?
A growing number of studies have provided potentially supporting evidence that this may in fact be the case; words that are encountered more in one environment or more from one group are perceived and produced differently than other words. However, in existing studies this explanation is only one of a number of competing explanations. Nygaard and Lunders (2002) showed that listeners can use tone of voice to disambiguate affective homophones. Homophone pairs containing a neutral and an affective word meaning (e.g., neutral blew and sad blue) were produced in affective and neutral tones of voice, and played throughout the course of the experiment to participants, who were asked to transcribe what they heard. Participants were more inclined to write down the affective homophone when the word was produced with the matching affective tone (here, with a sad tone of voice). This work would support experience-based lexical representations if it were the case that the affective homophones were encountered predominately in the affective tones of voice, and thus the emotional tone of voice was "preserved, along with linguistic content, in some kind of integrated lexical representation" ( Nygaard and Lunders 2002: 590) . However, the authors do not have the empirical production data to support this claim. An alternative explanation is that the tones of voice "act as a kind of semantic context" (591), and are not necessarily stored in the lexical representation, but still aid lexical access through semantic priming. Some studies documenting sound changes have found that when talking about "old-time" phenomena, speakers use older linguistic variants than when talking about more modern things. For example, in their examination of the lowering of mid low lengthened vowels in Montreal French, Yaeger-Dror and Kemp (1992) and Yaeger-Dror (1996) found that words of a certain semantic class, namely one that had an "old-time" association (i.e., glacière 'ice-box') maintained the most conservative pronunciations. Similarly, Gordon et al. (2004) , looking at the derhoticization of New Zealand English over time, found that words to do with farming and mining, occupations associated with early settlement in New Zealand, maintained rhotic /r/ the longest. Presumably these words were encountered more in the past and more by older speakers, so these effects could reflect lexical representations that are generally more conservative. However, these word samples were taken from interviews where the use of these old words often coincided with old topics, still leaving open the question of whether the conservative realizations are based on lexical representations, or on a systemic shift to more conservative variants when talking about the past. Such topic switching certainly occurs, and has been discussed in a number of studies (Blom and Gumperz 1972; Rickford and McNair-Knox 1994; Mendoza-Denton et al. 2003; Love and Walker 2010) .
Here we further pursue "old-time" words, and attempt to specifically look for effects at the representational level by taking the words out of context. We used an auditory lexical decision task (see Goldinger 1996) to measure whether older words are accessed faster when said in an older voice. The most central exemplars in older words will be those said by older speakers. Thus we expect lexical access to be facilitated when the phonetic detail of the input best matches the generalized phonetic detail of the exemplars.
Methodology

Stimuli
Stimuli were sourced by comparing the relative frequency of words in two corpora in the Origins of New Zealand English Project (ONZE): the Intermediate Archives (IA), and the Canterbury Corpus (CC) (Gordon et al. 2007) . Table 1 shows the vital statistics of each corpus. Critically for this study, interviewees in the Intermediate Archives were born earlier than those in the Canterbury Corpus. Additionally, interviewees in the IA were generally older at the time of recording than those in the CC. The frequencies of all the words in each corpus were calculated relative to the total number of words in that corpus. A ratio of these ratios was then calculated, giving us a ranking of words that were overrepresented in one corpus compared to the other. We also made sure, by hand-checking, that any observed differences were not due to the lexical or topic peculiarities of any particular speaker within a corpus. Because this study was done in conjunction with a production study, we limited our selection of words to ones that had primary stress on one of three v owels: those in the kit, dress, or price sets (Wells 1982) . These vowels have all been involved in vowel shifts in NZE over the last 40 years (Langstrof 2006 ), so we would expect a difference in the vocalic quality of the exemplar distribution for older and younger words. As an additional provision, function words and expletives were excluded.
For each of the three vowels, we chose 20 words that were more common in the IA than the CC (henceforth old words) and 20 words that were more common in the CC than the IA (henceforth young words). The stimuli are listed in Appendix A. Old words ranged from being around 7 to 30 times more common in the IA than the CC, and had a frequency range of 9.6 -449.9 ppm ( parts per million) in the IA. Young words ranged from being around 3 to 22 times more common in the CC than the IA, and had a frequency range of 8.5-272.6 ppm in the CC. It should be noted that both sets of words contained members that did not show up at all in the corpus in which they were less frequent. For calculation of ratios for these words, we substituted '1' for '0' in our analysis (as it is impossible to create a ratio involving zero). This provides a conservative estimate. The range of IA:CC ratios for all words was not lower than 7:1 for old words, and 1:3 for young words. There was no significant difference in a Wilcoxon rank sum test between the frequencies of the collective old words within the IA and the young words in the CC; the old words were as frequent in the past as the young words were frequent in the present.
In addition to this cross corpus comparison, we also included in our study a comparison of words that differed in frequency between our older and younger CC speakers. Older speakers are those aged 40 -65 at the time of recording, and younger speakers are those aged 18-30. The CC splits fairly evenly between them (around 416,000 words from younger speakers; 401,000 from older). We only chose 10 words for each vowel for each of these CC speaker groups. The CC-older words ranged from being 5 to 16 times more common from the older CC speakers than the younger ones, and had a frequency range of 12.5-39.9 ppm for older CC speakers. The CC-younger words ranged from being 8 to 20 times more common for younger than older CC speakers, and had a frequency range of 12-60 ppm for younger CC speakers. In a Wilcoxon rank sum test, there was a significant difference in the frequency of CC-old words amongst older speakers and CC-young words amongst younger speakers ( p < 0.001): CC-old words were less frequent for older speakers than CC-young words were for younger speakers.
An additional 10 neutral words were selected for each vowel. These words did not differ substantially in ratios across both the CC and the IA (IA:CC = 0.85 to 1.13), and the CC-older and CC-younger speakers (CCo:CCy = 0.85 to 1.15). Neutral words had a frequency range of 7.3 to 4117 ppm in the CC, spanning a much broader and higher frequency range than the age-biased words.
There were 210 non-words created to accompany the 210 target words. Each non-word was built on a corresponding target word and contained the same syllable and stress pattern, and legal NZE phonotactics. The resulting stimuli were quite word-like (see Appendix B), and therefore we would expect the lexical decision task to be harder. According to Luce, McLennan, and Charles-Luce (2003) , the resulting increase in processing time should increase the chance of observing indexical/social effects in lexical access.
Two female native speakers of NZE were recorded reading the stimuli in a quiet room using Sonic Foundry SoundForge 6.0 on a Toshiba laptop linked via a USB port to a USB Pre 1.5 interface and a head-mounted AKG C520 microphone, at a 44K sampling rate. Recordings were down-sampled to 22K and words were segmented. The speakers were approximately matched in social class and regional background, but differed in age (22 vs. 50).
The older speaker recorded the words first and the younger speaker was r ecorded shadowing her recordings, so that pace, pronunciation, and intonation would be optimally matched between the two speakers. Undoubtedly the younger speaker accommodated to the older speaker on other dimensions (e.g., vocalic quality), so our results are potentially more conservative than we might otherwise expect them to be if the voices were maximally different. It should be noted that overall, words produced by the older and younger speaker do not significantly differ in duration (i.e., the older speaker was not slower than the younger speaker), and overall, neither do old and young words (i.e., old words are not consistently longer than young words), though there is high variability in duration at the individual word level due to differences in word length (see Appendix A).
An auditory lexical decision task experiment was created in Direct RT (Jarvis 2007) . Stimuli were blocked by speaker, so that participants would hear all the words from the older speaker, then all the words from the younger speaker (or in the alternate order for half the participants). Words were randomized within each block.
Procedure
Twenty-five participants (13 F, 12 M) took part in the experiment. They were all native speakers of NZE and aged between 18 and 48, with a median age of 21. We considered participant age and gender as factors in our statistical models and they were not significant.
Immediately before doing the lexical decision task, participants did a production task, where they were recorded saying the kit and dress target words once, and neutral words twice through. price words were not said in the production task, as a control for any recency effects we might observe between the production and lexical decision task.
In the lexical decision task, participants were played a word and asked to indicate whether it was a real word using their dominant hand, or a non-word using their other hand. One second before a word was played, a dot would appear at the center of the screen, followed by the recording. If participants took longer than 1,500 ms to respond, a warning message appeared asking them to go faster. At the end of each block, participants were asked to indicate the age, gender, and social class of the person they had been listening to. While class and gender ratings did not differ between the two speakers, participants consistently rated the older speaker as older (mean around 40 -45 years old) than the younger speaker (mean around 15-20 years old). The order of presentation of blocks was counter-balanced between participants, and there was a brief break between blocks.
In addition to the data collected in this experiment, we have post hoc ratings of the words used in the experiment. Nineteen native speakers of NZE (13 F, 6 M, aged 20 -37) participating in a different study were presented with each word in written form, and were asked to rate, on a five-point scale, whether the word was more likely to be said by older speakers (5), younger speakers (1), or equally by both groups (3). Definitions of older and younger speakers were not given. Neutral words had a mean rating of 2.92, a median of 2.875, and ranged from 2.375 ( kid) to 3.4375 (emphasis). Old words had a mean rating of 3.69 and a median of 3.625 and ranged from 2.562 ( pressures) to 4.9357 (shilling ). Young words had a mean rating of 2.88, a median of 2.9375, and a range of 1.562 (guys) to 4.3125 ( bibles).
Results
Eight hundred and forty tokens total were collected from each participant. Two hundred and eighty-three responses to real words were removed from analysis for having response times (taken from the start of the word) 2stddev above the real word mean, and 94 responses to non-words were removed for having response times 2stddev above the non-word mean. We also removed the neutral words buy, high; the old words idle, miners, sights; and the young word dye from analysis because they were homophonic (their original selection was based on the production task). This left 20,375 tokens for analysis (9,969 real words and 10,406 non-words).
Error rates
Error rates were very low. For real words, participants had a mean error rate of 4.09%, and for non-words, it was 8.17%. This difference in error rates between real and non-words was significant in a Chi-square test (χ 2 = 146.1167, df = 1, p < 0.001), suggesting either that our non-words were quite word-like, or that participants had a real word response bias. For non-words, participants were significantly more accurate with the younger voice (7.44%) than they were with the older voice (8.9%) (χ 2 = 7.2692, df = 1, p = 0.007). Table 2 shows the error rates for real words based on speaker voice and the comparison. For the within-CC comparison, participants made more mistakes with the younger voice for both the older and younger words. For the IA-CC comparison, participants made fewer mistakes in the congruent conditions (e.g., young word-young voice) than in the incongruent conditions (e.g., young word-old voice). For neutral words, participants made twice as many mistakes in the younger voice (6.86%) as they did in the older voice (3.22%).
To model the interaction of voice age and word age, we hand-fit a binomial mixed effects model to the data (Baayen et al. 2008) , with speaker and word as random effects. The dependent factor was the binary correct or incorrect response. Word age and voice age were included as fixed effects (we also tried including participant age, gender, vowel, word duration, and whether the token was in the first or second block, but these effects were not significant). When we pooled words from both comparisons in our model, an interaction between voice age and word age approached, but did not reach, significance ( p = 0.062). However, when we examined words only in the IA-CC comparison, the interaction was significant, such that accuracy increased when word age and voice age matched (see Table 3 ). If we substitute categorical word age in this model with the IA:CC ratio of each word, the interaction is still significant ( p = 0.0132). However, if we substitute word age with the speaker-age-bias ratings given to the words by an independent set of participants, the interaction is not significant. This suggests that our interaction of word age and voice age is not due to conscious associations of the words and certain speaker groups, but is based on experience.
Response times
In our analysis of response times we included only correct responses. This left us with 9,556 real word and 9,562 non-word tokens for analysis. Because individual words varied in their duration, and following Goldinger (1996) , we measured reaction times from two different locations, the beginning and the end of the word (henceforth RTstart and RTend). In Wilcoxon rank sum tests, participants were significantly faster at responding to real words than non-words, for both RTstart ( p < 0.001) and RTend ( p < 0.001). For non-words, there was no significant difference between RTend for the old and young voice. However, for the RTstart measure, participants were significantly faster at responding correctly to the young voice than the old voice ( p < 0.001). In combination with the fact that participants also made fewer errors on non-words when they were said by the younger speaker, this could suggest that our predominantly young participants are more unsure about the legitimacy of words coming from older speakers.
Mean RTstart for real words are shown in Table 4 , and mean RTend in Table 5 . In these raw means for RTstart, participants are quicker to respond to the younger voice, regardless of word age. Again, this perhaps indicates greater familiarity with younger voices, as our participants tended to be closer to the age of the younger speaker. It may also account for the higher error rates on real words reported for the younger speaker, which may be the products of a speed/accuracy trade off (or, in combination with the non-word results, our participants may have had a nonword bias for the younger speaker). In the mean RTend, we begin to see a word and speaker age interaction; participants were faster in the congruent conditions than the incongruent ones. We fit a linear mixed effects model to our data, with RTend as the dependent factor (see Table 6 ). The dependent variable was the RT as measured from the end of the word. This was not transformed in any way as visual inspection of the distribution revealed it was approximately normal. We included word duration (ms), word age, and block (was it the first or second time they heard the word?) as fixed effects, and participant and word as random effects. In addition to the effect of duration, there is a significant effect of block ( people were unsurprisingly faster when they were hearing the word for the second time), and a significant interaction of word and voice age: People were faster when conditions were congruent. The significance of this interaction is even stronger in a model which is restricted to words from the IA-CC comparison ( p < .005). Models fit to RTstart rather than RTend give the same results for all but the effect of word duration, which is significantly positive in the RTstart model and significantly negative in the RTend model.
We also ran two additional models where we substituted binary word age in the model first with the IA:CC frequency ratio and secondly with the post hoc ratings of a word's speaker bias that we had gathered from a different set of participants. Not surprisingly given the previous model, there was a highly robust interaction ( p < 0.001) between the IA:CC ratio of a word and the voice in which it was spoken: The higher the IA:CC (and thus the more the word was overrepresented in the IA than the CC), the longer participants took to respond to the young voice. Interestingly, there was no significant interaction of the word's rating and the voice it was spoken in ( p = 0.1422). This suggests that the observed effect is being driven by experience and not by a conscious awareness of word frequencies/social a ssociations.
In our final analysis of the RT data, we created an alternative dependent variable, RTdiff, to explicitly measure the difference in the response times each participant gave to the same word when said by the two different voices. For each word, the response time of each participant responding to a word in the young voice was subtracted from their response time to the same word in the old voice. A positive value for RTdiff means that the participant took longer to respond to the word when it was said in the older voice than in the younger voice, a negative value means the opposite, and a value of 0 would mean that there was no difference in RT to the two voices.
In Figure 1 we present the RTdiff effect for the strongest subpocket of the data: RTdiff(end) for the IA-CC comparison. The figure shows the RTdiff(end) values for old, young, and neutral words. Young and neutral words have a positive RTdiff, meaning that correct responses were faster when these words were said in the young voice. Older words have a negative RTdiff, so participants were faster with the older voice. In this comparison, Wilcoxon ranked sum tests showed a significant difference between the old and young words ( p < 0.001) and the old and neutral words ( p = 0.026), though not the young and neutral words.
If we examine RTdiff(start) instead of RTdiff(end) for the IA-CC comparison, the difference between old and young words is still significant ( p < 0.004), though the difference between both sets of aged-words and neutral words is not. Similarly, if we broaden the comparison to include words from the within-CC comparison, we find a significant difference in RTdiff(end) between old and young words ( p < 0.001), and the old and neutral words ( p < 0.02), but not the young and neutral words. There is no significant difference between the word types if we compare RTdiff(start) with both comparisons included. We assume that RTdiff(start) is a weaker measure of this effect than RTdiff(end) because this measure does not control for the variable word lengths in the same way that the regression model did.
As mentioned earlier, a small subset of the data (the price words) had not been previously presented to participants in a production study. We might expect the patterns of response to these words, uncontaminated by recent activation, to be different to the other words which had been read aloud in the preceding production study. However, we found no difference between the word groups. This may be due to lack of numbers, or it may reflect the robustness of the congruency effect, which could be overriding recency effects.
Discussion
Both accuracy and response times in a lexical decision task were improved by a better match between word age and voice age. We assume, following MendozaDenton et al. (2003) , that words are more easily accessed when stimuli contain characteristics that most resemble the listener's accumulated experience with those words, and interpret our results as showing that lexical representations are shaped by the unique history of phonetic encounters a person has had with that word.
This effect is significant when our 'old' words include both those pulled from the Intermediate Archive (as compared to the Canterbury Corpus), and also from the older speakers of the Canterbury corpus (as opposed to the younger speakers). However, it is most robust when we restrict our analysis to the comparison between the Intermediate Archive and the Canterbury Corpus. This is the comparison for which there is most data in the experiment (i.e., this comparison had more tokens associated with it). It is also the comparison associated with most time-depth, and so the speaker-biases associated with each set may be the most robust.
Our words were presented to participants in context-free, single word forms, with the intention of minimizing contextual priming, and targeting the overall distribution of a word's exemplars. However, one could still argue that these effects are driven by semantic context and not by representation, because, for example, the older voice may act as context for the older words (much like the happy voice could have acted as a happy context in Nygaard and Lunder's 2002 study). The effect, then, would not be due to a better acoustic or indexical match between input and representation, but rather due to semantic priming. One argument against this hypothesis is that while both categorical word age and the actual IA:CC ratios of words interacted with the voice of the speaker in our response time and error data, post hoc speaker ratings given to the words did not. That is, conscious ratings of which age group was more likely to use a word could not account for our effect, while the purely probabilistic data from the corpus could.
Our results complement findings about specificity (see, e.g., Craik and Kirsner 1974; Goldinger et al. 1991; Bradlow et al. 1999; Luce et al. 1999) , but show how the representation of a word can be influenced by a lifetime of exposure, not just an experimental session. This is more than just a recency effect. Furthermore, indexical specificity can be much less specific than previously shown; our participants had not heard these words repeatedly from our particular speakers, but from other speakers who shared more general characteristics with them.
It is also worth noting that we get significant results despite the fact that participants had encountered the kit and dress words both 10 minutes earlier in their own voices, and also in the voice of the other speaker. Furthermore, we found no difference between these words and price words, which had not been used in the p revious production task. The work on specificity (and other work on recency) suggests that recent exemplars have a strong effect on lexical access (and our own results show that participants are faster when hearing the word for the second time). It is possible that our results may have been stronger if we had not already exposed participants to other episodes of the words in the recent course of the experiment.
There remain other interesting questions that replication and expansion could address. For example, in this first exploration of the hypothesis, we blocked our task by speaker, meaning that participants were listening to the young voice for 400 trials, and then the old voice for 400 trials (or vice versa). It is possible, then, that participants activated aged exemplars for the entire block, and our effects were stronger for it. Mixing up older and younger voices in the lexical decision task would provide stronger evidence for a purely representational effect. As our reviewers note, it would also be promising to look into participant differences based on different exposure to speaker groups. For example, a geriatric nurse might have heard more tokens from older speakers than a high school teacher. Additionally, we have made no attempt to isolate what it was about our older and younger speakers' voices that caused the effect. It could have been their voice quality or conservative/ innovative/age-graded pronunciations of vowels and consonants, and in reality, was probably a combination of different cues. In future work, synthesis could be used to separate out some of these factors, and how they might contribute differently to the observed effect.
Finally, this study highlights an additional methodological concern for studies using auditory lexical decision tasks. Unless the words are relatively neutral in terms of the various speaker populations that use them, we might expect lexical access to be inhibited or abetted by how likely the stimuli speaker is to say the target word.
Conclusion
The study reported here shows that lexical access is facilitated when the voice of input and the distributed voices of encountered exemplars ( based on corpus data) are well-aligned. This finding provides support for a core underlying assumption of exemplar models: that lexical representations will be uniquely shaped by the environments in which they were encountered. 
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