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RESUMEN
DESARROLLO DE SISTEMA EMBEBIDO EN TIEMPO REAL
por
DAVID ENRIQUE PUENTES VALENCIA
Maestrı´a en Ingenierı´a - Automatizacio´n Industrial
UNIVERSIDAD NACIONAL DE COLOMBIA
Director: JORGE IVAN SOFRONY ESMERAL PH.D.
El objetivo general de esta tesis es desarrollar una metodologı´a de prototipado ra´pido de control para sis-
temas electromeca´nicos, de esta forma se estudiara´n e implementara´n diversas aplicaciones con la motivacio´n
de encontrar y estudiar una ruta de desarrollo para sistemas de este tipo. Se pretende que los sistemas embebidos
usados sean totalmente funcionales y no dependan de librerı´as y controladores que no sean libres. A pesar de
esto se evalu´a la alta capacidad que proveen sistemas operativos en tiempo real tales como xPC Target y QNX.
Los sistemas embebidos de los que se hara´ uso en esta tesis son la TS-5600 de Technologic Systems y la PCM-
4153 - Diamond y un nuevo modelo de servo-controlador de tipo libre llamado OpenServo que servira´ como
sistema de control distribuido.
En la tesis inicialmente se hace una introduccio´n y descripcio´n de las tecnologı´as en microprocesadores,
la descripcio´n de las arquitecturas ARM y x86, sus ventajas y desventajas, adema´s se describira´n las tarjetas
TS-5600 y PCM-4153 que sera´n usadas en la tesis, sus mo´dulos de comunicacio´n, procesamiento y adquisicio´n
de datos. A continuacio´n se definira´ ma´s a fondo el te´rmino tiempo real y lo que significa en los sistemas de
control. Tambie´n se introducira´ al lector sobre los sistemas operativos soportados por esta arquitectura, adema´s
se describira´ el proceso seguido para la programacio´n de las librerı´as.
El capı´tulo cuatro se enfoca en los sistemas de actuacio´n ma´s usados en la actualidad, ası´ como sus aplica-
ciones y usos, adema´s algunas de ellas sera´n usadas en el desarrollo de la tesis, tambie´n se explican las modi-
ficaciones realizadas en OpenServo y posibles usos del mismo. Una de las aplicaciones del sistema OpenServo
sera´ parte del capı´tulo cinco, en el cual se explica como se uso´ OpenServo para controlar la posicio´n de la
plataforma de arquitectura paralela Stewart-Gough.
En el capı´tulo seis se comenta la forma en la que se realizara´ el control de un motor con encoder, esto
con el fin de comprobar la capacidad de las etapas de potencia y el sistema de control embebido PCM-4153 y
Diamond.
En el siguiente capı´tulo se tiene el disen˜o y fabricacio´n de la plataforma de 2 grados de libertad, se hara´ un
ana´lisis de posiciones (cinema´tica inversa y directa) y se programara´ una aplicacio´n en QT para el control de
la misma. Tambie´n se usara´ el servocontrolador OpenServo para el control de la plataforma. Se hara´n com-
paraciones sobre su funcionamiento en diferentes condiciones y una seccio´n de ana´lisis estadı´stico sobre su
comportamiento. Finalmente se discutira´n los problemas encontrados y sus posibles soluciones.
En el capitulo ocho se tienen las conclusiones de la tesis, recomendaciones y trabajos futuros.
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Capı´tulo 1
Introduccio´n
Los sistemas de control han sido implementados usualmente con componentes ana´logos, pero a medida
que los sistemas de control han incrementado la complejidad, se vuelve ma´s difı´cil aplicar componentes ana´lo-
gos para su implementacio´n [64], por ejemplo, en un sistema ana´logo se pueden tener problemas debidos a
impedancias para´sitas y otras limitantes, que hacen que e´stas implementaciones este´n lejos de ser adecuadas
para sistemas complejos, tales como robots. Para esto se utiliza la capacidad de co´mputo que poseen actual-
mente los microcontroladores y microprocesadores que permiten modelar con ma´s exactitud los componentes
necesarios para el control automatizado. La estructura de un sistema de control junto con la planta y actuadores
se puede observar en la figura 1.1.
A pesar de que la mayorı´a de las funciones de control pueden ser logradas con componentes electro´nicos
ana´logos, existen ventajas en cuanto a procesamiento de altas cantidades de datos que hacen al control digital
una buena alternativa. Desde el surgimiento del microprocesador en los 70s hasta estos momentos los costos de
implementar un control digital a disminuido increı´blemente, a pesar de esto existı´an problemas en el desarrollo
del software que debı´a implementar las rutinas de control, para remediar este problema se uso´ lenguaje de alto
nivel para la programacio´n como Pascal y C.
Algunas de las ventajas que presentan los sistemas de control digitales son [88]:
Son imperturbables ante ruido, especialmente cuando el nivel de potencia es bajo.
Permiten programacio´n flexible e implementacio´n de leyes de control complicadas.
Inalterables ante el paso del tiempo y cambios del ambiente.
Son controladores de bajo peso y compactos.
Costos de implementacio´n menores.
1.1. Sistemas Embebidos
Un sistema embebido es una combinacio´n de hardware y software computacional disen˜ado para enfocarse
en la realizacio´n de una funcio´n especı´fica , existen definiciones diferentes aunque el principio es el mismo:
enfocarse en pocas tareas. Un sistema puede estar compuesto de varios sistemas embebidos, un ejemplo claro
de esto son los automo´viles modernos, los cuales contienen dispositivos enfocados en funciones especı´ficas tales
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Figura 1.1: Estructura General de un Sistema de Control.
como ABS, sensores de aceleracio´n o velocidad, en donde algunas de ellas pueden o no presentar restricciones
en el tiempo de procesamiento [43].
La gama de sistemas embebidos es tan amplia que es imposible nombrarlos todos ya que en la actualidad
este tipo de tecnologı´a se presenta donde quiera se mire, desde MP3, PDA, ca´maras, consolas de videojuegos,
hasta computadores pueden ser vistos como sistemas embebidos, estos u´ltimos segu´n el uso que se les de´.
Originalmente los sistemas embebidos no tenı´an interfaz para el usuario, ya que la informacio´n y software ya
estaban incorporados y no se suponı´a que hubiera intervencio´n humana, sin embargo actualmente este tipo de
sistemas esta´ provisto de diversos dispositivos de entrada, que permiten ingresar informacio´n para su posterior
procesamiento.
El manejo de pocas o una tarea no es sino´nimo de simpleza, por el contrario, esto se refiere ma´s bien a
que el sistema se desarrolla para el manejo de pocas tareas y propo´sitos especı´ficos tan complejos como su
procesamiento de datos lo permita.
Ası´, se hace clara la direccio´n tomada por las nuevas tecnologı´as, el avance de los microcontroladores en
el mundo actual, en donde diariamente en promedio tomamos contacto con casi 100 de ellos [87], renueva la
necesidad de acceder a nuevas posibilidades de educacio´n y desarrollo en este campo. Aproximadamente el 99 %
de todos los sistemas basados en microcontroladores esta´n hechos como sistemas embebidos para propo´sitos
especiales, esto comparado con apenas el 1 % para computadores de propo´sito general[82].
Existen dos grandes categorı´as de procesamiento en los sistemas embebidos, la primera es la relacionada
con los microprocesadores y la segunda son los microcontroladores.
Un microprocesador es un circuito integrado, algunas veces llamado CPU, encargado del procesamiento y
realizacio´n de operaciones matema´ticas. La tendencia de los u´ltimos an˜os ha sido la de integrar ma´s nu´cleos
dentro de un mismo empaque, adema´s de componentes como memorias cache y controladores de memoria,
elementos que antes estaban montados sobre la placa base como dispositivos individuales.
Los microprocesadores pueden ser clasificados segu´n el conjunto de instrucciones que utilicen y el tipo de
interconexio´n entre la CPU y la memoria. Segu´n el conjunto de instrucciones se tienen la CISC y la RISC [52].
CISC (Complex Instruction Set Computer), se refiere a la cantidad de instrucciones usadas en la programacio´n
del microprocesador, fue la primera en ser ampliamente utilizada debido a su buen desempen˜o, a medida que
paso´ el tiempo se fueron an˜adiendo nuevas instrucciones, estas se ejecutaban eficientemente en lenguajes de
programacio´n de alto nivel. Todo este llevo´ a que las instrucciones fueran cada vez ma´s complejas, usando ciclos
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del reloj y operaciones extra que no eran bien soportadas por el hardware del momento. Los microprocesadores
que usan CISC se enfocan en el hardware, tienen taman˜o de co´digo pequen˜o, y contiene tipos de datos complejos
en hardware.
RISC (Reduced Instruction Set Computer) se enfoca en una pequen˜a cantidad de instrucciones simples que
hagan menos operaciones pero que se ejecuten con mayor rapidez. En los an˜os setentas se pudo comprobar que
la ortogonalidad del enfoque CISC no era ampliamente usada por los programas generados por los compiladores
de la e´poca, adema´s de esto descubrieron que el tiempo de ejecucio´n de una instruccio´n compleja era mayor
que el tiempo que tomaba ejecutar varias simples que cumplieran con el mismo objetivo.
De acuerdo con la conexio´n entre la CPU y la memoria se tienen dos arquitecturas, la arquitectura Von-
Neumann, en la cual la unidad central de proceso esta´ conectada a una memoria u´nica donde se guardan las
instrucciones del programa y los datos, y por otro lado la arquitectura la Harvard que tiene la unidad central de
proceso (CPU) conectada a dos memorias una con las instrucciones y otra con los datos, por medio de dos buses
diferentes. Algunas de las caracterı´sticas de esta arquitectura es que tiene modos de direccionamiento simples,
cuenta con un formato de instrucciones uniforme, se enfoca en el software, aunque posee un taman˜o de co´digo
mayor.
Existe una lista de microprocesadores de propo´sito general de 32 bits ampliamente usados, como el Motorola
680x0, Intel x86, PowerPC, MIPS, SuperH, ARM1, entre otros.
Los microcontroladores son pequen˜os computadores en un circuito integrado y poseen cantidades de dis-
positivos extra (memoria RAM y ROM, conversores A/D, D/A, PWM, SPI, I2C, RS-232), lo que reduce el
taman˜o y el costo relacionado con la compra de componentes. Los microcontroladores son usados en aplica-
ciones pequen˜as, y productos o dispositivos automatizados, con menores costos compara´ndolos con disen˜os
donde se utilizan microprocesadores. En la actualidad la tendencia de esta clase de dispositivos es clara, y las
ventas de microcontroladores superan la venta de microprocesadores de propo´sito general [71].
Existen diversas empresas que construyen microcontroladores entre las que encontramos a Intel, Microchip,
National Semiconductor, Atmel y Motorola, y su capacidad suele variar de 8 a 32 bits. Actualmente es extendido
el uso de microcontroladores de 8 y 16, los cuales siguen siendo ma´s usados que los de 32 bits, estos u´ltimos
usados en tareas complejas de telecomunicaciones y automatizacio´n.
En la mayorı´a de los microcontroladores se usa la arquitectura Harvard, a pesar de que presenta desventajas
debido al consumo de lı´neas de entrada y salida del procesador, se suelen evitar problemas en los microcontro-
ladores en donde el procesador esta´ ubicado en su propio encapsulado. Los microcontroladores son usados en
toda clase de aplicaciones embebidas, y algunos de ellos deben tener respuestas en tiempos crı´ticos, o responder
en tiempo real a operaciones cruciales, para esto la mayorı´a cuenta con servicios de interrupcio´n (Interrupt Ser-
vice Routines), los cuales ayudan a que eventualmente se corra un programa especı´fico que cumpla con ciertos
requerimientos de tiempo [58].
Un sistema en tiempo real es aquel en el cual, el correcto comportamiento del sistema no so´lo depende de
los resultados lo´gicos de sus ca´lculos, si no tambie´n del instante en el que esos resultados se producen [81],
tambie´n debe reaccionar a los estı´mulos del objeto controlado o del operador dentro de los intervalos de tiempo
requeridos por el ambiente. Ese instante en el cual se debe haber producido una respuesta es llamado ‘deadline’,
si el resultado tiene utilidad incluso despue´s de haber pasado el deadline es clasificada como ‘soft deadline’,
de otro modo como ‘firm deadline’, si en cambio un problema grave ocurre al perder un firm deadline esta se
clasifica como ‘hard deadline’, por lo tanto, si un sistema debe que cumplir por lo menos con un hard deadline
es llamado hard real-time system.
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1.2. Identificacio´n del Problema
El desarrollo de sistemas auto´nomos es indispensable para aplicaciones en robo´tica, sistemas de supervisio´n
y senso´rica distribuida, ma´s si se quiere proveer al sistema de cierta independencia humana, es por esto que
los sistemas de control embebidos han tomado gran fuerza en los desarrollos actuales. Es claro que la comu-
nicacio´n entre los sistemas esclavo-maestro debe contar con un protocolo de comunicacio´n establecido para
poder intercambiar informacio´n entre los mismos. Existen opciones tales como el bus de campo CAN, pero su
costo es elevado debido a que necesitan hardware y software especializado, y esta´n destinados para trabajar en
ambientes con condiciones extremas, en este caso se exploran buses menos robustos, ya que no se necesita de
manejo de grandes cantidades de informacio´n, ni comunicacio´n entre puntos distantes.
El objetivo general de esta tesis es desarrollar una metodologı´a de prototipado ra´pido de control para sis-
temas electromeca´nicos, de esta forma se estudiara´n e implementara´n diversas aplicaciones, con la motivacio´n
de encontrar y estudiar una ruta de desarrollo para sistemas de este tipo. Se pretende que los sistemas que se han
adquirido sean totalmente funcionales y no dependan de librerı´as ni controladores que no sean libres. A pesar de
esto se evalu´a la alta capacidad que proveen sistemas operativos en tiempo real tales como xPC Target y QNX.
Debido al requerimiento de las actuales aplicaciones, es necesario el uso de herramientas que provean alta
capacidad de co´mputo y de manejo de informacio´n, todo esto enfocado en el control electro´nico. Los sistemas
embebidos de los que se hara´ uso en esta tesis, son la TS-5600 de Technologic Systems y la PCM-4153 de
Advantech y un nuevo modelo de servo-controlador de tipo libre llamado OpenServo que servira´ como sistema
de control distribuido.
Se plantearon como objetivos especı´ficos los siguientes:
Control de posicio´n de un motor a partir de un encoder
Control de un mecanismo de dos grados de libertad
Programacio´n de librerı´as para el manejo de los mo´dulos del sistema embebido
Desarrollo de mo´dulos de potencia
Desarrollo de un documento de procedimiento para el uso e implementacio´n de controladores en el sis-
tema de control embebido
Evaluar la posibilidad de desarrollar los controladores a partir de software en tiempo real
El uso de arquitecturas como el OpenServo en conjunto con sistemas de mayor capacidad de computo per-
miten desarrollos en diversos campos, en el campo acade´mico, generando conocimiento y conciencia sobre la
posibilidad de usar sistemas libres, adema´s en el mercado colombiano es posible utilizarlos en diferentes ambi-
entes, por ejemplo en sistemas SCADA (Supervisio´n, Control y Adquisicio´n de Datos) y senso´rica distribuida
en donde se necesita tener control sobre algunas variables y tener un monitoreo continuo en un computador
central. Se pretende aplicar en la automatizacio´n de procesos y en la reconversio´n de maquinaria con un menor
costo, teniendo en cuenta que controladores de similares caracterı´sticas tienen precios de 200$, mientras que esta
versio´n de OpenServo cuesta alrededor de 70$, generando nuevas expectativas en el a´rea de la automatizacio´n.
1.3. Estructura del Documento
Este documento esta´ organizado de la siguiente manera: en el segundo capı´tulo, se hace una introduccio´n
y descripcio´n de las tecnologı´as en cuanto a microprocesadores, la descripcio´n de las arquitecturas ARM y
x86, sus ventajas y desventajas, y de acuerdo con esto se tomara´ una decisio´n en cuanto a cual de ellas usar.
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Se describira´n las tarjetas TS-5600 y PCM-4153 que sera´n usadas en la tesis, sus mo´dulos de comunicacio´n,
procesamiento y adquisicio´n de datos.
En el siguiente capı´tulo se definira´ ma´s a fondo el te´rmino tiempo real y lo que significa en los sistemas de
control. Tambie´n se introducira´ al lector sobre los sistemas operativos soportados por esta´ arquitectura, estos
sera´n categorizados principalmente en sistemas operativos en tiempo real duro ‘Hard Real Time Systems’ y
sistemas operativos de propo´sito general. Adema´s se describira´ el proceso seguido para la programacio´n de las
librerı´as, las cuales esta´n encargadas del manejo de los mo´dulos de los sistemas embebidos, todo esto con la
finalidad de contar con sistemas totalmente operativos, ya que a pesar de la posibilidad de usar las librerı´as
del fabricante, no se cuenta con el co´digo fuente de las mismas. Para concluir se realiza una aplicacio´n que
tiene como objetivo usar las librerı´as desarrolladas, se explicara´ el concepto de hilos, y su implementacio´n en
sistemas operativos de propo´sito general como forma de emular tiempo real en sistemas de este tipo.
El capı´tulo cuatro se enfoca en los sistemas de actuacio´n ma´s usados en la actualidad, ası´ como sus aplica-
ciones y usos, adema´s algunas de ellas sera´n usadas en el desarrollo de la tesis, tambie´n se explican las modi-
ficaciones realizadas en OpenServo y posibles usos del mismo. Una de las aplicaciones del sistema OpenServo
sera´ parte del capı´tulo cinco, en el cual se explica como se uso´ OpenServo para controlar la posicio´n de la
plataforma de arquitectura paralela Stewart-Gough.
En el capı´tulo seis se comenta la forma en la que se realiza el control de un motor con encoder, esto con el fin
de comprobar la capacidad de las etapas de potencia y el sistema de control embebido PCM-4153 y Diamond.
En el siguiente capı´tulo se tiene el disen˜o y fabricacio´n de la plataforma de 2 grados de libertad, se hara´ un
ana´lisis de posiciones (cinema´tica inversa y directa) y se programara´ una aplicacio´n en QT para el control de
la misma. Tambie´n se usara´ el servocontrolador OpenServo para el control de la plataforma. Se hara´n com-
paraciones sobre su funcionamiento en diferentes condiciones y una seccio´n de ana´lisis estadı´stico sobre su
comportamiento. Finalmente se discutira´n los problemas encontrados y sus posibles soluciones.
En el capitulo ocho se tienen las conclusiones de la tesis, recomendaciones y trabajos futuros.
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Capı´tulo 2
Descripcio´n y Seleccio´n del Sistema
Embebido
Es importante conocer las diferencias entre las arquitecturas, el software y hardware usado actualmente, esto
con el objetivo de tomar decisiones acertadas al momento de escoger la mejor opcio´n. Se hara´ una descripcio´n
de cada uno de los sistemas usados, TS-5600 y PCM-4153, para saber sus alcances y capacidades de co´mputo.
Ası´ sera´ posible orientar al lector sobre el uso de los diferentes mo´dulos, sistemas de adquisicio´n de datos y
posibilidades de implementacio´n.
2.1. ARM y x86
En esta´ seccio´n se hara´ una breve descripcio´n de los tipos de microprocesadores ma´s usados, sus ventajas y
desventajas, no se describira´n detalles muy especı´ficos de las arquitecturas, si se desea informacio´n ma´s com-
pleja sobre el tema, es posible encontrarla en las referencias [65] [69] [70]. Actualmente se usan principalmente
dos tipos de microprocesadores, el ARM con arquitectura RISC y el x86 con arquitectura CISC. Desafortu-
nadamente aunque se tenga especial cuidado en la seleccio´n del correcto, es muy difı´cil adelantarse al futuro, y
pensar en cual de estos sera´ discontinuado o incompatible ma´s adelante.
El disen˜o del ARM empezo´ en 1983 como un proyecto de desarrollo en la compan˜ı´a Acorn Computers Ltd,
que buscaba construir una CPU con arquitectura RISC. El objetivo primordial del proyecto era obtener una baja
latencia de entrada/salida basa´ndose en la tecnologı´a MOS 6502, que era usada en computadores de Acorn. El
acceso a la memoria del 6502 permitı´a producir ma´quinas ra´pidas sin tener que usar costoso hardware de acceso
a memoria. Al terminar, el proyecto se llamo´ ARM1 y el primero en salir al mercado en 1986 fue el ARM2.
El ARM2 contaba con un bus de datos de 32 bits, 64 Mb de espacio de direcciones y registros de 32 bits, el
co´digo del programa debı´a estar en los primeros 64 Mb de la memoria, ya que el contador de programa estaba
limitado a 26 bits debido a que los otros 6 bits estaban reservados para ser usados como banderas.
A finales de los 80s Apple empezo´ a trabajar con Acorn en el desarrollo de nuevas versiones del ARM,
eventualmente Apple y ARM lanzaron el ARM610 que fue la base de la PDA Apple Newton. Al ver los buenos
resultados del ARM6 Intel an˜ade a su lı´nea a este procesador pero con el nombre de StrongARM. Reciente-
mente se ha licenciado gran cantidad de nu´cleos ARM, principalmente para ser usados en tele´fonos celulares y
dispositivos similares [38].
La arquitectura del ARM ha variado a medida que surgieron nuevas tecnologı´as, por ejemplo el procesador
ARM7 tiene un procesador RISC de 32 bits, estructura del bus tipo Von-Neumann, tipos de datos de 8/16/32
6
bits, y otros detalles destacados como el ‘Thumb-extention’ que permite el ahorro de espacio en memoria,
reduciendo el taman˜o de los datos de 32 a 16 bits, adema´s tiene 7 modos de operacio´n:
Usuario (usr): Estado de ejecucio´n normal.
FIQ (fiq): Estado de transferencia de datos (‘fast irq’, DMA)
IRQ (irq): Estado de servicio de interrupciones
Supervisor (svc): Modo protegido para soporte del sistema operativo
Modo cancelacio´n (abt): Seleccionado cuando una dato o una instruccio´n es cancelada
Sistema (sys): Modo con privilegios para el usuario
Indefinido (und): Seleccionado cuando una instruccio´n es indefinida
Para tener en cuenta del ARM:
1. Pueden trabajar en ‘little-endian’ y en ‘big-endian’, son llamados ‘bi-endian’.
2. Es una arquitectura con bases so´lidas en su ingenierı´a, la gran cantidad de ventas hace que el ARM sea
una inversio´n segura.
3. Los microprocesadores son pequen˜os y tienen buen desempen˜o y bajo consumo,
4. Existen grandes cantidades de partes en el mercado que pueden ser adaptadas fa´cilmente a las necesidades
5. Hay extensos desarrollos con esta plataforma, lo que permite gran adaptabilidad.
Por el otro lado la arquitectura x86 aparecio´ con el microprocesador Intel 8086 en 1978, era un disen˜o de
16 bits basado en su predecesor 8085. Fue disen˜ado para ser compatible con programas escritos en assembler
para el 8085 y era traducido meca´nicamente al co´digo equivalente del 8086, lo que abono´ el camino para que
los primeros compradores modernizaran sus antiguas ma´quinas [86].
Adema´s es una versio´n extendida y ortogonalizada (tipos de datos diferentes pueden usar cualquier modo de
direccionamiento) de los procesadores de ocho bits 8080/8085. Las palabras son almacenadas en orden ‘little-
endian’ ( el byte de menor peso se almacena en la direccio´n ma´s baja de memoria y el byte de mayor peso en la
ma´s alta).
La arquitectura x86 tiene 8 registros de propo´sito general (GPR), 6 registros de segmento, 1 registro de
banderas y 1 apuntador para instrucciones. Dentro de los GPRs tenemos registros como el acumulador (EAX),
de datos(EDX), de destino (EDI), de origen (ESI), entre otros. Cada uno de estos registros tiene un taman˜o de 32
bits, compuestos por 16 bits menos significativos (LSBs) y 16 bits ma´s significativos (MSBs). Las 32 banderas
existentes, cumplen una tarea importante en el control de operaciones y estado del procesador, mientras que el
registro de apuntador guarda la siguiente instruccio´n a ser ejecutada en el procesador [52].
Todos los procesadores x86 ofrecen soporte para trabajar con datos de 8 y 16 bits hacia o desde la memoria
con una sola operacio´n y dependiendo de la generacio´n es posible trabajar con 32, 64 o 128 bits al mismo
tiempo.
Adema´s cabe resaltar que:
1. Es posible usar cualquier aplicacio´n para sistemas operativos PC-compatibles, adema´s de herramientas
de desarrollo libres.
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2. La instalacio´n de sistemas operativos es relativamente simple, esto comparado con algunas algunos sis-
temas embebidos en el que se debe trabajar con la configuracio´n del hardware.
3. Si surgen problemas se puede contar con ayuda y amplio soporte para los drivers.
4. Existen boards altamente integradas que proveen la mayorı´a de perife´ricos necesitados, adema´s de una
amplia gama de taman˜os y buses.
5. Migrar a sistemas con hardware ligeramente diferentes no debe presentar problemas de compatibilidad.
6. La familia x86 con algunas excepciones, emplean las mismas caracterı´sticas para proveer compatibilidad,
con el hardware usado en los PCs, estos procesadores tienen un consumo alto de energı´a y debido a esto
la mayorı´a necesita un enfriamiento activo (coolers).
7. La mayorı´a soportan chips de alta velocidad por lo que construir dispositivos compatibles no es una tarea
simple y barata.
En la arquitectura x86 es posible escoger entre gran cantidad factores de forma (form factors) [5], esto
permite tener sistemas con taman˜os esta´ndar para tener compatibilidad en las estructuras, en la tabla 2.1 se
presentan algunos factores de forma con sus taman˜os respectivos:
Tipo Taman˜o
AT 350x305 mm
Baby-AT 330x216 mm
MicroATX 244x244 mm
EPIC (Express) 165x115 mm
ESM 149x71 mm
ESMexpress 125x95 mm
ETX / XTX 114x95 mm
PC/104 (-Plus) 96x90 mm
Mobile-ITX 75x45 mm
Tabla 2.1: Factores de forma (form factors) en x86
2.2. Comunicaciones y Dispositivos
En los sistemas embebidos se cuenta con mo´dulos que permiten el intercambio de informacio´n con el exte-
rior, esto se puede lograr a trave´s de entradas y salidas digitales o ana´logas, protocolos de comunicacio´n tales
como CAN, RS-232, RS-485, USB, SMBus,I2C , entre muchos otros.
El protocolo CAN (Controller Area Network) es un protocolo serial que soporta control en tiempo real
distribuido con un alto nivel de seguridad. Fue desarrollado en 1983 por Robert Bosch para su aplicacio´n en la
industria automotriz. Las aplicaciones del CAN se ven en unidades de control de motor, sensores, ventanas, entre
muchas otras aplicaciones en la industria, buscando con esto la integracio´n de mu´ltiples microcontroladores en
una sola red de trabajo. Se caracteriza por el uso de tres cables: CAN-High, CAN-Low y Tierra. Este protocolo
define tres capas principales, la primera llamada capa fı´sica, la cual define los niveles de las sen˜ales, la segunda
es la capa de transferencia que se encarga de la recepcio´n, sincronizacio´n y deteccio´n de errores en general, y
una tercera capa llamada capa de objeto encargada del filtrado de mensajes, ası´ como de su manejo [57].
El RS-232 es un protocolo serial desarrollado en los sesentas por la Asociacio´n de Industrias Electro´nicas
(EIA) y la Asociacio´n de Industrias de Telecomunicaciones (TIA), como un esta´ndar para comunicaciones,
8
debido a su amplio uso sus especificaciones han seguido variando. Generalmente son usados tres cables uno
para transmisio´n, otro para recepcio´n y otro como referencia, esto debido a que no son usadas todas las car-
acterı´sticas del bus, tal y como lo estipula el esta´ndar EIA-232, en donde la mayorı´a de pines son usados. Las
velocidades usuales de este protocolo se acercan a los 115 kbps, aunque es posible encontrar velocidades hasta
de 460 kbps [31]. El RS-485 al igual que el RS-232 fue desarrollado por la EIA/TIA, este esta´ndar especifica
una transmisio´n de datos half-duplex y bidireccional [32] , por otro lado el esta´ndar RS-422 especifica una
comunicacio´n bidireccional. Estos protocolos pueden alcanzar velocidades de hasta 10Mbps dependiendo la
longitud del cable.
El Bus Serial Universal (USB) fue creado en 1996, cuenta con 2 hilos de datos llamados D- y D+, y otros
dos el VCC y GND. Se desarrollo´ con el fin de mejorar las capacidades plug-and-play permitiendo a los dis-
positivos ser conectados o desconectados al sistema sin necesidad de reiniciarlo. Sin embargo, en aplicaciones
donde se necesita capacidad de transmisio´n alta, los USB no son los ma´s aventajados, esto debido a que la ve-
locidad del USB versio´n 1.0 es de 1,5 Mbps, por esto se implementaron nuevos esta´ndares como el USB de alta
velocidad 2.0, que cuenta con una tasa de transferencia de hasta 480 Mbps, pero por lo general con velocidades
de hasta 125Mbps. Actualmente se trabaja en la versio´n 3.0 de super alta velocidad, que cuenta con una tasa de
transferencia de hasta 4.8 Gbps [28].
El SMBus es un bus de dos lı´neas, desarrollado por Intel Corporation en 1995, es usado en computadores
para la comunicacio´n entre dispositivos internos, que no requieran altas velocidades de comunicacio´n, se usa
principalmente para informar sobre eventos, errores y peticiones. El propo´sito original del SMBus era definir un
canal de comunicaciones entre una baterı´a inteligente, un cargador y un microcontrolador que se comunicarı´a
con el resto del sistema, sin embargo el SMBus se usa actualmente para conectar dispositivos relacionados con
energı´a, sensores de sistema y memorias, entre otros. El SMBus esta´ basado en el protocolo I2C .
A continuacio´n se hara´ una descripcio´n detallada del protocolo I2C , adema´s se discutira´n las diferencias
con el SMBus.
2.2.1. Comunicacio´n I2C
Se profundizara´ en este tipo de comunicacio´n debido a que sera´ muy usado en esta tesis. Este protocolo
fue disen˜ado por Philips con la intencio´n de intercambiar informacio´n entre varios dispositivos, con una buena
velocidad de transmisio´n. Algunas de las caracterı´sticas ma´s importantes del bus I2C son:
Solo son necesarias dos lı´neas de comunicacio´n para el bus: SDA (system data), lı´nea de datos seriales y
SCL (system clock), lı´nea de reloj.
Cada dispositivo conectado al bus es direccionable por software con una u´nica direccio´n.
Se pueden establecer diferentes relaciones maestro/esclavo.
Es un bus multi-maestro, incluye deteccio´n y manejo de colisiones encaso de que dos o ma´s maestros
inicien transferencias simulta´neamente.
Serial, disen˜o de 8 bits, transferencias bidireccionales pueden lograr 100 Kbits/s en modo esta´ndar, 400
kbits/s en Fast-mode, 1 Mbit/s en Fast-mode Plus o 3.4 Mbit/s en High-speed mode [40].
Debido a que el software contara´ con la capacidad de comunicacio´n de tipo Single-master, no sera´ necesario
implementar todas las caracterı´sticas del bus. Las lı´neas SDA y SCL son bidireccionales y esta´n conectadas en
pull-up a trave´s de una resistencia generalmente mayor a 5K ohmios, de este modo se cuando el bus esta´ li-
bre ambas lı´neas se encuentran en HIGH. Adema´s los dispositivos conectados deben tener caracterı´sticas de
colector-abierto (Open-Collector) o drenador-abierto (Open-Drain). La conexio´n puede ser vista en la figura
2.1.
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Figura 2.1: Conexio´n Pull-Up entre dispositivos I2C .
La validez de los datos enviados a trave´s de la lı´nea SDA esta´n sujetos al estado HIGH de la lı´nea SCL, esta
caracterı´stica permite sincronı´a en la informacio´n, esta caracterı´stica se puede ver en la figura 2.2.
Figura 2.2: Validez de los datos en I2C .
A continuacio´n se describen las etapas y funcionamiento del protocolo I2C .
Condiciones de Start y Stop: Al comenzar una comunicacio´n es necesario establecer valores en las lı´neas
con cierto orden, esta´n sera´n reconocidas por los dispositivos que se encuentren conectados al bus. La condicio´n
Start se define como una transicio´n de la lı´nea SDA de HIGH a LOW mientras SCL esta´ en HIGH, de forma
similar se define la condicio´n Stop, esta es una transicio´n de la lı´nea SDA de LOW a HIGH mientras SCL esta´ en
HIGH. Esto se puede ver en la figura 2.3. Una vez se haya establecido una comunicacio´n entre dos dispositivos
solo es posible establecer una nueva comunicacio´n hasta que la condicio´n de Stop haya sido puesta de nuevo en
el bus. Cuando existen problemas en establecer la comunicacio´n o se quiere establecer comunicacio´n con otro
dispositivo es posible realizar una sen˜al de Start repetida, esto con el fin de que no se vaya a tomar el control
del bus por parte de otros dispositivos [40].
Figura 2.3: Condiciones de Start y Stop en I2C .
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Transferencia de Datos en el Bus: En el inicio de la comunicacio´n se genera la condicio´n de START o
START repetido, el dispositivo con el que se va a establecer la comunicacio´n, debe tener una direccio´n o address
u´nica y de ma´ximo 7 bits, esto debido a que el u´ltimo bit de ese byte debe contener informacio´n acerca de si el
maestro quiere leer o escribir datos, en estos casos el u´ltimo bit debe tener un valor de 1 o 0 respectivamente.
La transmisio´n de los bits se hace empezando por el bit ma´s significativo hasta llegar al menos significativo,
que es el que contiene la instruccio´n de lectura/escritura. Una vez el dispositivo que ha sido llamado, este envı´a
un bit de reconocimiento (SDA - LOW) para corroborar que se ha hecho el direccionamiento. La informacio´n
enviada a continuacio´n se hace de a paquetes de 8 bits, y un u´ltimo de reconocimiento, enviado por quien recibe
la informacio´n. De este modo es posible mantener conocimiento de si el esclavo o el maestro esta´ recibiendo la
informacio´n de manera adecuada [40]. La figura 2.4 muestra algunos de estos conceptos.
Figura 2.4: Direccionamiento y Transferencia de Datos I2C .
Existen algunas direcciones reservadas para comunicaciones especiales, entre estas se encuentra la llama-
da general (0x0) en donde todos los dispositivos estara´n atentos a la comunicacio´n, es una forma de enviar
informacio´n a todos los que este´n en la lı´nea [40].
Cabe destacar que el SMBus esta´ basado en el protocolo I2C , aunque presenta algunos cambios, sus prin-
cipales diferencias han sido discutidas en mu´ltiples documentos [51] [20] [83], un resumen de estas diferencias
pueden ser vistas en la tabla 2.2.
SMBus I2C
Vel. Max. 100 kHz Vel. Max 400 kHz
Vel. Min. 10 kHz No tiene Vel. Min de reloj
Time-out 35ms No time-out
Niveles lo´gicos fijos Niveles lo´gicos dependen de VDD
Chequeo de paquete de error (PEC) No tiene chequeo de paquetes de error
Corriente de Pull-up entre 100 y 350 µA No especifica corriente de Pull-up
Tabla 2.2: Diferencias entre SMBus e I2C
Estas diferencias sera´n de gran ayuda debido a que uno de los sistemas embebidos cuenta con un bus de este
tipo, se realizara´n pruebas sobre si existe o no la posibilidad de usarlo como un bus de campo. En esta seccio´n
se describieron algunas tecnologı´as de comunicacio´n, esto con el fin de evidenciar la gran cantidad de opciones
con las que se cuenta actualmente, la decisio´n final sera´ del usuario y de los requerimiento de aplicacio´n.
Decisio´n
La decisio´n del tipo de arquitectura a usar es a favor de la x86, se destacan la amplia oferta de recursos de
software en la actualidad, adema´s de su extendido uso como sistema embebido. Adema´s cuenta con caracterı´sti-
cas y capacidad de co´mputo suficientes para el desarrollo de las aplicaciones en tiempo real.
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Figura 2.5: Robot Humanoide [46].
Dentro de la arquitectura x86 cabe destacar el factor de forma PC/104, esta´ndar para sistemas embebidos,
que adema´s de definir el taman˜o, da nombre al bus del sistema, el PC/104 esta´ hecho para enfocarse en ambientes
de co´mputo embebido. Generalmente los sistemas son de alta eficiencia y fiabilidad en ambientes hostiles. A
diferencia del bus PCI que necesita tener un panel en donde ser apoyado, el PC/104 se apila, y es posible an˜adir
una tarjeta encima de la otra. El bus PC/104 utiliza 104 pines, estos incluyen todas las lı´neas usadas en el bus
ISA, con pines de tierra adicionales para asegurar la integridad del bus, los tiempos de la sen˜ales y los voltajes
son los mismos del bus ISA pero con menores requerimientos de corriente. Una nueva versio´n de PC/104 es la
PC/104-Plus que es una versio´n compacta del bus PCI [34] [35].
Figura 2.6: Visio´n de ma´quina en tiempo real para reabastecimiento ae´reo [54].
Un sistema compuesto por mo´dulos PC/104, PC/104-Plus, or PCI-104 es llamado ‘pila’ (stack), aunque
las pilas generalmente tienen el mismo factor de forma, es comu´n encontrar mo´dulos PC/104 y PC/104-Plus
juntos. Cada pila debe tener por lo menos una tarjeta madre (motherboard), que actu´a como controladora de
los componentes, a esta se le llama SBC (Single Board Computer), adema´s tiene las interfaces para todos los
componentes esta´ndar en los PCs como teclado, mouse, etc.
A pesar de que no existe un nu´mero lı´mite para la cantidad de mo´dulos PC/104 que pueden apilados , pueden
surgir problemas debido a los requerimientos de manejo de sen˜ales, sin embargo el ma´ximo nu´mero de mo´dulos
tipo PC/104-Plus no debe exceder a cuatro, esto debido a la especificacio´n del bus PCI.
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Figura 2.7: Robot para manejo de bombas [59].
Figura 2.8: Manipulacio´n auto´noma bajo el agua [67].
Los sistemas embebidos tipo PC/104 son bastante usados, debido a su flexibilidad, al contar con un bus
de expansio´n de alta velocidad hace posible la utilizacio´n de mo´dulos especializados, las aplicaciones esta´n en
pra´cticamente cualquier campo, algunos de ellos son: Robot Humanoide [46] ver figura 2.5, robots para manejo
de bombas [59] ver figura 2.7, sistemas de deteccio´n de fallas [56], dispositivo de control de presio´n de aire
[64], exploracio´n ele´ctrica de alta precisio´n [77], sistemas de control de vuelo [55], sistemas de sensado para
reabastecimiento ae´reo [54] ver figura 2.6, manipulacio´n auto´noma bajo el agua [67] ver figura 2.8 , entre otros,
en cada uno varia la capacidad de procesamiento, sistemas de adquisicio´n de sen˜ales y dispositivos de salida,
pero se destacan las posibilidades del factor de forma PC/104, esto debido a que inicialmente puede ser un
sistema de propo´sito general pero ajustable a la medida de las necesidades del proyecto. En la siguiente seccio´n
se describira´n los sistemas embebidos usados a trave´s de esta tesis.
2.3. TS-5600 de Technologic Systems
Es necesario descubrir las ventajas y desventajas que presenta trabajar con la TS-5600 (ver figura 2.9),
esto debido a que se cuenta fı´sicamente con ella pero no se ha hecho un uso de acuerdo a sus capacidades de
procesamiento, para esto se indaga sobre la instalacio´n, programacio´n y uso de la tarjeta TS-5600 de Technologic
Systems [24]. La idea principal de este capı´tulo es investigar sobre el manejo de los mo´dulos de la tarjeta y evitar
que sea desaprovechada o subutilizada, adema´s se estudian posibles soluciones para usar un sistema operativo
compatible con sus caracterı´sticas.
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Figura 2.9: TS-5600 de Technologic Systems.
Ya que se cuenta con mı´nimos detalles para su inicial y la tarjeta no se cuenta con buen soporte, ni informa-
cio´n, se hace difı´cil entrar en contacto por primera vez con el sistema. A continuacio´n se describe la estructura
del sistema y se detalla la instalacio´n explorada para montar el sistema operativo Linux, adema´s se desarrollara´n
las librerı´as de los mo´dulos y se programara´n algunas aplicaciones simples, esto para el uso de los mo´dulos de
la tarjeta, tales como el ADC y DAC, y uso de los puertos digitales I/O.
La tarjeta TS-5600 es una SBC (Single Board Computer) con puerto PC/104 desarrollada por Technologic
Systems, esta´ basada en un procesador AMD Elan520 de 32 bits (x86), trabajando a 133 MHz. Este sistema
fue concebido como un sistema embebido sin perife´ricos por lo cual no requiere de teclado, mouse, video o
unidades de disco duro. Adicionalmente se puede usar nuevo hardware si es requerido con el uso del puerto
PC/104.
Para agilizar el proceso de desarrollo de los programas, es posible utilizar la te´cnica de cross-compiling,
que consiste en compilar en un equipo diferente, llamado host, pero teniendo en cuenta las caracterı´sticas del
sistema de destino llamado target, esto debido a que generalmente los sistemas embebidos no cuentan con los
recursos suficientes para correr aplicaciones del proceso de desarrollo (editores de texto, compiladores, entre
otros)[37]. Debido a que el procesador esta basado en x86 las aplicaciones pueden ser escritas y compiladas
en otra plataforma teniendo en cuenta caracterı´sticas de procesador y kernel del sistema operativo TS-Linux.
Adema´s del SO (sistema operativo) TS-Linux es posible usar otros SO tales como DOS, TNT, UCos II, por com-
patibilidad y funcionalidad se decidio´ usar una distribucio´n de linux (TS-Linux) desarrollada por Technologic
Systems que consta de las herramientas mı´nimas para el uso y funcionalidad del sistema.
Las caracterı´sticas del sistema se resumen a continuacio´n:
Memoria SDRAM: La TS-5600 cuenta con una memoria total SDRAM de 32 MegaBytes de los cuales
640 Kilobytes son de memoria base, 31 MB son de memoria expandida y 128 KB para la BIOS. Estas
caracterı´sticas son usuales al mapa de la memoria de un PC estandar. Para hacer al sistema ma´s robusto a
vibraciones no se usa el socket SIMM, sino que la memoria esta´ soldada a la placa.
Memoria Flash: Hay un total de 2 MB de memoria flash en la TS-5600 con 128 KB reservada para la
BIOS. Durante el encendido de la tarjeta se copia esta a´rea de 128 KB desde la flash hacia la SDRAM
en las direcciones de registro E0000h hasta FFFFFh para mejorar el desempen˜o (BIOS Shadowing). El
espacio restante de la memoria flash se configura como un disco de estado so´lido y aparece con el nombre
de unidad A.
Memorias Compact Flash: Debido al taman˜o de algunas aplicaciones se hace necesario tener memoria
adicional para guardar algunos datos, es posible an˜adirlo usando como dispositivo de almacenamiento
una tarjeta Compact Flash. En este caso debido a que es insuficiente el espacio en la memoria RAM del
sistema es necesario usar una tarjeta Compact Flash para la instalacio´n del SO Linux.
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Puertos Seriales: La TS-5600 consta de dos puertos seriales ası´ncronos compatibles, lo cual provee un
medio para comunicarse con dispositivos seriales tales como computadores, microcontroladres, impreso-
ras etc. En este caso se usa el serial COM2 para hacer una interfaz visual con el PC de desarrollo.
I/O Digitales: La TS-5600 cuenta con 23 pines digitales para entrada/salida (E/S) , estos puertos esta´n
distribuidos en dos puertos etiquetados como DIO y LCD, adema´s cada uno de estos puertos cuenta con
pines de 5V(power) y tierra (GND) en caso de ser necesario. Adema´s el puerto DIO cuenta con un Reset
Externo en el pin 12 y con la posibilidad de usar el pin 13 (IRQ6) para interrupciones. El puerto LCD
puede ser usado como 11 E/S digitales o como interfaz para uso de un Panel LCD. Los pines pueden ser
configurados como entradas o salidas en grupos de 4 bits. Para el manejo de los valores de corrientes y
voltajes soportados referirse al TS-5600 User’s Manual.
Salidas y Entradas Ana´logas: La TS-5600 cuenta con 8 canales para el uso del conversor A/D (ADC)
y con 2 canales para el uso del conversor D/A (DAC), todos estos esta´n situados en el puerto Analog.
La tarjeta cuenta con resoluciones de 12 bits para ambos conversores lo cual entrega una precisicio´n del
0.2 % para cada valor.
Puerto de Ethernet y PCMCIA: La tarjeta tiene dos puertos para comunicaciones por red, entre estos
esta´n el puerto de red Ethernet 10/100 Base-T y el puerto PCMCIA al cual se le puede adaptar una tarjeta
Wireless (incluida) para conexiones inhala´mbricas. [26]
2.3.1. Instalacio´n de Sistemas Operativos
La instalacio´n de la distribucio´n de Linux para la TS-5600 no es una tarea sencilla, se requieren algunos
conocimientos de Linux para comprender los comandos, los cuales pueden provocar pe´rdida de informacio´n
en el computador en el que se realice la tarea. Por lo tanto se solicita discrecio´n y seguridad al momento de
usar los comandos descritos ya que la configuracio´n cambia de computador a computador. Estos pasos para la
instalacio´n del sistema operativo se encuentran en el ape´ndice A.1
De este modo se obtiene un SO con las mı´nimas utilidades requeridas para la ejecucio´n de programas en la
TS-5600 . Las versio´n del kernel es la 2.4.23-2.5-ts y de gcc es la 2.95.4, estos detalles son muy importantes
para el posterior desarrollo de las aplicaciones de la TS-5600 . Para la compilacio´n de los programas se uso´ la
distribucio´n SUSE 7.2, el cual tiene kernel 2.6.8-24 y gcc 3.3.4, lo cual difiere ligeramente de la versio´n de
compilador y kernel de la TS-5600 , pero sirve para compilar y ejecutar con e´xito los programas desarrollados.
2.3.2. Puesta en Marcha
Para iniciar el sistema es necesario configurar los jumpers de la manera adecuada, la configuracio´n usada es
la siguiente:
Jumper Corto Abierto
JP1 X
JP2 X
JP3 X
JP4 X
JP5 X
JP6 X
JP1 Automatic CMOS - La memoria se resetea cada vez que el sistema reinicia, IDE0 y IDE2 son detec-
tadas automa´ticamente.
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JP2 Habilita Consola por serial. COM2 por defecto.
JP3 Habilita la escritura del drive A. Para proteger la flash se deshabilita.
JP4 Consola ra´pida. La consola se habilita para velocidad de 115 baudios. (9600 por defecto)
JP5 Jumper de usuario. Leer usando las llamadas de la BIOS o directamente en el espacio E/S.
JP6 Consola en COM1. (Requiere que JP2 este instalado habilitando consola)
A continuacio´n se hace necesario usar una terminal en un PC, tal como Hyperterminal en Windows, ZTerm o
Minicom en Mac y Linux respectivamente, esta terminal debe ser configurada con las siguientes caracterı´sticas:
velocidad de 9600 baudios, 8 bits de datos, sin paridad, 1 bit de parada.
Al iniciar la tarjeta se puede observar como se hace las pruebas de hardware y se cargan los archivos, una
vez se ha completado el proceso se pregunta por el password de root el cual es ‘redhat’ sin comillas, de este
modo se entra en consola como root.
La forma de compilar los programas es sencilla y se debe seguir algunos pasos, se realizara´ el proceso con
un ejemplo simple llamado ‘hello.c’. El programa es el siguiente:
1 # inc lude<s t d l i b . h>
2 # inc lude<s t d i o . h>
3 # inc lude<math . h>
4
5 i n t main ( ){
6 p r i n t f ("Hello: \n" ) ;
7 f l o a t a ;
8 a=pow ( 3 . 0 , 2 ) ;
9 p r i n t f ("El cuadrado de 3 es %16.7f \n" , a ) ;
10 re turn 0 ;
11 }
Para compilar el archivo simplemente se abre la consola en SUSE 7.2 y se ejecuta el comando:
\# gcc -o hello hello.c
Es posible que existan problemas de linking con la librerı´a matema´tica, si esto ocurre se agrega el comando
-lm:
\# gcc -o hello hello.c -lm
Una vez se halla compilado la aplicacio´n se cambian los permisos del archivo creado ‘hello’ con el comando:
\# chmod 777 hello
Esto para no tener problemas con la ejecucio´n de los programas por motivos de permisos en la TS-5600 , se
ejecuta el archivo con el comando ./hello. Para transferir los archivos desde el PC a la tarjeta sin contar con
una red, es necesario conectar la Compact Flash al computador y acceder a los archivos.
La primera vez que se realice esta operacio´n es necesario cambiar los permisos de la carpeta contenedora
de los programas en este caso sera´ ‘home’, para esto se abren los archivos de la Compact Flash y se utiliza
el comando chmod 777 home que va a ser la u´nica carpeta en donde se modificara´n archivos, esto para
evitar problemas de dan˜o de archivos accidentalmente. Una vez se ha copiado el archivo a la carpeta ‘home’
se desconecta el dispositivo de una forma segura y se inserta en la TS-5600 , se inicia el sistema, se busca el
archivo y se corre del mismo modo.
Como se pudo comprobar la instalacio´n del sistema operativo no es una tarea sencilla, aunque los usuarios
con experiencia seguramente no pensara´n lo mismo, au´n ası´ el sistema tiene un desempen˜o promedio y puede
ser parte de la solucio´n de problemas de complejidad media, debido a que tiene buenas especificaciones en
cuanto a procesador y memoria.
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2.4. PCM-4153 de Advantech y Diamond MM-16-AT
El sistema de control embebido Advantech PCM-4153F (figura 2.10) y la tarjeta de adquisicio´n de datos
PC/104 Diamond MM-16-AT (figura 2.11). De una forma ma´s concisa que en la seccio´n anterior con la TS-
5600 , se describira´n las caracterı´sticas del sistema Advantech PCM-4153F:
Procesador AMD LX800 de 500 Mhz.
2 Tarjetas Ethernet 10/100 Base-T.
4 Puertos USB 2.0.
Buses PC/104 y PC/104 plus.
SMBus para comunicacio´n entre dispositivos.
Puerto paralelo.
4 Puertos seriales RS-232y un puerto RS422/485.
8 Puertos digitales (General Purpose Input Output).
Perife´ricos como audio, teclado, mouse, vga, entre otros.
Figura 2.10: Advantech PCM-4153F [39].
La tarjeta Diamond por su parte cuenta con las siguientes caracterı´sticas [33]:
8 Entradas y 8 salidas digitales
Conversor A/D de 16 bits con taza de muestreo de 100KHz.
Capacidad de manejar 8 entradas ana´logas diferenciales o 16 simples.
Conversor D/A de 12 bits con un rango de voltaje entre 10 y -10 voltios.
Corriente de salida de ±10mA a ±15V
Operacio´n en temperaturas en el rango de -40o a 85o C
Los componentes del sistema embebido y de la tarjeta de adquisicio´n son alto desempen˜o y proveen herramien-
tas para el desarrollo de aplicaciones electro´nicas avanzadas.
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Figura 2.11: Diamond MM-16-AT [33].
2.4.1. Instalacio´n de Sistemas Operativos
La instalacio´n de algunos sistemas operativos nos permite conocer la capacidad de procesamiento del sis-
tema, adema´s se hacen uso de algunas herramientas provistas por el fabricante para probar los mo´dulos del
equipo. A pesar de tener un pequen˜o taman˜o, la tarjeta tiene los componentes usuales de un computador de
escritorio, por esto la instalacio´n de los sistemas operativos se hace de forma similar a los PCs. Inicialmente
tenemos la PCM-4153 sin ningu´n aditamento tal y como se ve en la figura 2.12, para el uso del sistema se hace
necesario como plataforma de desarrollo, se debe contar con perife´ricos, para esto se agregan la pantalla, mouse,
teclado y disco duro.
(a) PCM-4153 (b) PCM-4153 con Disco Duro
Figura 2.12: Sistema Embebido
Ya que los puertos IDE de la tarjeta son de 44 pines es necesario adquirir un disco duro de porta´til que
tiene la misma conexio´n, a pesar de esto no se cuenta con una unidad de CD con conexio´n de 44 pines, por
lo que es necesario contar con un adaptador IDE-USB, que es necesario para hacer uso del CD o DVD del
sistema operativo. En este caso inicialmente y con motivo de hacer las pruebas del caso, se deseaba instalar una
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versio´n de Windows XP SP2 con la cual es compatible. Para hacer uso del adaptador y configurarlo como una
unidad IDE comu´n, se debe entrar a la BIOS y configurar en ‘Advanced BIOS Features’, ‘First Boot Device’,
‘USB-CDROM’.
La instalacio´n de Windows XP no es problema, una vez se halla reconocido el disco duro y la unidad de
CD, se procede con la instalacio´n del sistema operativo, es bastante simple y por lo tanto no se necesita explicar
su procedimiento. El proveedor entrega con el producto un CD con drivers y librerı´as que son compatibles con
Windows XP, entre ellos se encuentran: drivers de las tarjetas de red, gra´ficos, audio, PCI bridge, ‘AES Crypto
Driver’ y el ‘ITE 8888 PCI to ISA bridge’. Lo u´nico que no es primordial instalar es el driver de audio, a menos
que se desee [39].
Una vez se ha terminado de instalar el sistema operativo, se instala la Advantech Library, la cual contiene
los drivers y ejemplos de uso de los puertos y otras caracterı´sticas ba´sicas de la PCM-4153, entre las cuales se
encuentran los puertos digitales y el smbus. Como es de suponer, el co´digo fuente de los drivers no puede ser
visto, ni modificado por lo que no es u´til para el desarrollo de aplicaciones libres.
Linux - Ubuntu 8.04
Una vez comprobado el funcionamiento del sistema se procede con la instalacio´n de un SO libre, que permita
modificaciones y sea ma´s flexible. Ya que se esta´ en una fase de desarrollo y la capacidad del sistema permite
desarrollar las aplicaciones sin necesidad de un equipo host, se toma la decisio´n de instalar ‘Ubuntu 8.04’, que
debido a su licencia, permite cambio y uso del mismo sin necesidad de retribucio´n monetaria, esto sin contar
con la versatilidad y uso simple.
Aunque la instalacio´n de Ubuntu es intuitiva, se pueden presentar algunos problemas, el proceso de insta-
lacio´n se detalla en el ape´ndice A.2.
2.4.2. Puesta en Marcha de Diamond-MM-16-AT
Es claro que hasta ahora, en el proceso de instalacio´n todavı´a no se ha ensamblado fı´sicamente la tarjeta de
adquisicio´n de datos Diamond-MM-16-AT, esto debido a que los sistemas operativos (Windows XP, Ubuntu),
no la reconocı´an au´n habiendo instalado el driver del IT8888G (ver esquema de la PCM-4153 en la figura 2.14),
incluso corriendo las aplicaciones provistas por el fabricante no era posible encontrar el problema, luego de
usar la tarjeta en la TS-5600 , se descarto´ que la Diamond estuviera dan˜ada. La tarjeta Diamond es an˜adida en
la parte superior de la tarjeta madre PCM-4153 a trave´s del puerto PC/104. El sistema se puede observar en la
figura 2.13.
A pesar de cambiar la Base Address de la tarjeta a todas las posibles combinaciones, luego de un tiempo y
despue´s de pedir soporte te´cnico a Advantech y no obtener respuestas acertadas, se descubrio´ la solucio´n, que
aunque simple, en ningu´n lado se menciona. El problema del reconocimiento de las tarjetas PC/104 instaladas
se debe a que el ‘PCI-ISA Bridge IT8888G’ encargado de hacer la conversio´n entre el puerto PC/104 y el puerto
PCI, no habilitaba los registros de la Diamond para su uso y por lo tanto era como si no existieran, para habili-
tarlos es necesario configurar en la BIOS la opcio´n ‘Integrated Peripherals’, luego ‘ITE8888 Configure’, luego
‘Positively Decode I/O’, ya que en este momento se tiene solo una tarjeta instalada, se selecciona ‘Positively
Decode I/O 0’ en ‘Enable’, como la Diamond usa 20 registros o bytes, se selecciona la opcio´n mas cercana en
‘IO Space address 0’ con 32 bytes, y debido a que se selecciono´ como Base Address el registro 0x300 (la cual
puede ser modificada instalando jumpers en diferente posicio´n) se escribe ‘0300’.
En esta seccio´n se describieron las principales caracterı´sticas de los sistemas embebidos, de esta forma se
pueden conocer las capacidades de operacio´n de los mismos. Adema´s se detalla la forma en que se debe entrar
en contacto por primera vez con las tarjetas, ası´ como la instalacio´n de los sistemas operativos y algunos otros
detalles que son de gran ayuda al momento de usarlos.
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Figura 2.13: Sistema con PCM-4153 y Diamond
Figura 2.14: Esquema PCM-4153 [39].
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Capı´tulo 3
Sistemas Operativos
Un sistema operativo es un programa que maneja el hardware del computador, adema´s provee una base
para los programas de aplicacio´n y actu´a como intermediario entre el usuario y los dispositivos. Un computador
puede ser dividido en 4 componentes: hardware o parte fı´sica, sistema operativo, programas o aplicaciones, y
los usuarios [80]. El hardware incluye elementos como la CPU, la memoria y dispositivos de entrada y salida.
Las aplicaciones, tales como compiladores, editores de texto, entre otros, definen la forma en que esos recursos
son usados, con el fin de solucionar algu´n problema de co´mputo. El sistema operativo controla y coordina la
forma en que se usa el hardware por parte de las aplicaciones.
El objetivo de los sistemas operativos es ser lo ma´s conveniente para el usuario, se supone que los sistemas
operativos existen para facilitar el co´mputo. Facilitar la operacio´n eficiente del sistema y la conveniencia del
sistema deben ser los primeros objetivos de un sistema operativo. Algunas veces estos dos objetivos pueden
llegar a ser contradictorios entre si, en el pasado la eficiencia era ma´s importante que la conveniencia, en este
caso se concentraban esfuerzos en el uso o´ptimo de los recursos, un ejemplo de esto puede ser UNIX, el cual
empezo´ con un teclado y una impresora como interface, limitando la conveniencia para el usuario, con el tiempo
este sistema operativo evoluciono´ hacia un sistema ma´s amigable.
Existen diversos enfoques de sistemas operativos encargados del manejo de sus recursos, dentro de estos
podemos encontrar: mainframes, sistemas de escritorio, sistemas multiprocesador, sistemas distribuidos, sis-
temas cliente-servidor, sistemas peer-to-peer, sistemas tipo clu´ster y sistemas en tiempo real, entre otros[80].
Debido al alcance de la tesis, nos enfocaremos en los sistemas de escritorio y los sistemas en tiempo real.
3.1. Sistemas Operativos de Escritorio
Los computadores personales aparecieron en los setentas, durante esa de´cada los sistemas operativos no
fueron ni multiusuario, ni multitarea. Sin embargo en esa e´poca el enfoque no era hacia maximizar la utilizacio´n
del hardware, si no hacia la conveniencia y respuesta del sistema. Con el paso del tiempo se hizo necesario el
desarrollo de sistemas operativos que permitieran un uso ma´s o´ptimo de los recursos del sistema, de esta forma
el enfoque de multitarea se hizo fuerte y contribuyo´ con una nueva generacio´n de sistemas operativos. El te´rmino
multitarea se refiere a la capacidad de ejecutar programas mu´ltiples e independientes en el mismo computador,
dando la apariencia de que se ejecutan en al mismo tiempo, esto se hace principalmente compartiendo tiempo
de CPU. El sistema operativo cuenta con un calendario o ‘scheduler’, el cual determina el tiempo que cada
programa utilizara´ y el orden en que se ejecutara´n los mismos en la CPU. La filosofı´a de este enfoque es
asegurar que todos los programas obtengan un tiempo regular en la CPU. Esto implica que todos los programas
deben estar limitados por el tiempo que se les esta´ permitido usar la CPU sin ser interrumpidos.
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Actualmente existen diversos sistemas operativos de escritorio, tambie´n llamados sistemas de propo´sito gen-
eral. Entre los ma´s usados esta´n Windows y Linux, cada uno con diversas versiones y distribuciones enfocadas
a diferentes tareas, servicios y ma´quinas. Es claro que el software libre gana terreno a medida que las personas
buscan economı´a y calidad. Linux se ha posicionado entre los usuarios por ser un sistema operativo con buenas
prestaciones y bajo precio. Este sistema operativo au´n no se ha masificado de la manera que se esperaba, a pesar
de que diversas distribuciones han trabajado en el usuario principiante, el cual presenta como principal queja la
dificultad al entrar en contacto por primera vez con el sistema.
Ubuntu es una distribucio´n GNU/Linux basada en Debian GNU/Linux, proporciona un sistema operativo
para el usuario promedio, se enfoca en la facilidad de uso y de instalacio´n de componentes en el sistema. Al
igual que otras distribuciones se compone de mu´ltiples paquetes de software normalmente distribuidos bajo una
licencia libre o de co´digo abierto. Existen cuatro derivaciones de Ubuntu: Kubuntu, Xubuntu Edubuntu y la
versio´n de Ubuntu orientada a servidores (‘Ubuntu Server Edition’) [27]. En esta tesis se usara´ como sistema
operativo de desarrollo la distribucio´n de Linux, Xubuntu para el desarrollo de las aplicaciones y librerı´as.
3.2. Sistemas en Tiempo Real
Los sistemas de tiempo real tienen ciertos requerimientos funcionales, entre estos se encuentran la recolec-
cio´n de datos, la aplicacio´n de control y la interaccio´n hombre-ma´quina [61], adema´s existen otros de tipo
temporal, donde las restricciones de tiempo subyacen en el proceso fı´sico que se desea controlar, por ejemplo,
en procesamiento de ima´genes, para obtener una percepcio´n de movimiento continuo, los tiempos entre frames
deben ser menores a 30 milisegundos [48], a diferencia de algunos procesos te´rmicos en donde el cambio de
las variables de proceso es lento y el procesamiento de los datos puede ser realizado sin mayor premura en el
tiempo. Todo esto reside en el hecho de que cada aplicacio´n define su propio tiempo o´ptimo y por lo tanto su
propio tiempo real.
Caracterı´stica Hard-Real Time Soft-Real Time
Tiempo de respuesta Requerido Deseado
Desempen˜o con carga ma´xima Predecible Degradado
Control del paso(ritmo) Ambiente Computador
Seguridad Crı´tica en ocasiones Nunca crı´tica
Taman˜o de los datos Pequen˜o/mediano Grande
Tipo de Redundancia Activa Punto de recuperacio´n
Integridad de los datos Te´rmino corto Te´rmino largo
Deteccio´n de errores Auto´nomo Asistido por el usuario
Tabla 3.1: Hard Real-Time Systems vs Soft Real-Time Systems
Diferentes caracterı´sticas son comparadas entre los Hard Real-Time Systems y los Soft Real-Time Systems,
segu´n Kopetz [61] se tienen (ver Tabla 3.1):
Tiempo de respuesta: la demanda de tiempos menores a milisegundos por parte de los Hard Real-Time
Systems no contempla intervencio´n humana en condiciones normales ni situaciones crı´ticas.
Desempen˜o con carga ma´xima: este escenario debe estar bien definido en Hard Real-Time Systems,
en contraste con los Soft Real-Time Systems donde un buen desempen˜o promedio es deseado y son
aceptables algunas bajas en desempen˜o.
Control del paso: los Hard Real-Time Systems deben estar sincronizados con el ambiente y sus cambios
para mantener un buen desempen˜o, a diferencia de los Soft Real-Time Systems donde la capacidad del
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computador es quien rige.
Seguridad: en muchos Hard Real-Time Systems se programan rutinas destinadas a la recuperacio´n en
escenarios de fallo dentro de tiempos establecidos.
Taman˜o de los datos: los Hard Real-Time Systems tienen taman˜os de datos pequen˜os debido a que la
integridad y uso de los datos esta destinada para un te´rmino corto.
Tipo de redundancia: despue´s de detectar un error en los Soft Real-Time Systems se puede volver a un
punto anterior para establecer una rutina de recuperacio´n, en los Hard Real-Time Systems no es posible,
debido a que es difı´cil garantizar deadlines ya que la recuperacio´n del sistema puede llevar un tiempo
indeterminado, segundo, se puede haber causado un dan˜o irreparable en el ambiente a controlar.
Existen algunos tipos de sistemas operativos enfocados en la realizacio´n de tareas en tiempo real, entre ellos
se encuentran Windows Embedded, RTLinux, RTAI, xPC Target , eCos y QNX, a continuacio´n se presentara´n
algunos de ellos.
3.2.1. Matlab - xPC Target
xPC Target es un sistema operativo tipo ‘host-target’, desarrollado por MathWorks, disen˜ado para crear,
probar y utilizar sistemas en tiempo real[30]. Con xPC Target se disen˜an los modelos en un ‘host-pc’, se genera
un co´digo a trave´s del Real-Time Workshop y se descarga el co´digo a un ‘target-pc’, el cual corre el kernel de
tiempo real. Este sistema permite la operacio´n en tiempo real de diversas arquitecturas PC, PC/104, PC/104+,
CompactPCI, entre otras. xPC Target inicializa el target-PC con un Kernel altamente optimizado. A pesar de
esto el xPC Target requiere de DOS en el momento del arranque[10].
Requisitos
Para usar xPC Target se debe contar con algunas herramientas ba´sicas, entre compiladores, toolboxes y otros
requisitos, estos son:
Contar con un host-PC (donde se desarrolla la aplicacio´n), target-PC y para operaciones de I/O una tarjeta
que sea soportada por xPC Target , en este caso la Diamond-MM-16-AT.
Compilador C/C++, existen dos opciones Microsoft Visual C/C++ o Watcom C/C++, se ha seleccionado
Watcom debido a que es de tipo Open Source [12]. La versio´n utilizada es la 1.3, y puede ser descargada
desde http://openwatcom.mirrors.pair.com/. Adema´s de Matlab (usando 2007a), Simulink
y Real-Time Workshop.
Adema´s se necesita del xPC Target Embedded Option, que es un producto que se adquiere con una
licencia adicional y que permite el uso de aplicaciones en tiempo real.
Configuracio´n del host-PC
Para hacer uso de xPC Target es necesario seguir un procedimiento, el cual busca configurar el host-PC, a
continuacio´n se describen los pasos:
Configurar el ambiente de xPC Target , esto se hace desde Matlab en el command-window a trave´s del
comando xpcexplr (ver figura 3.1).
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En Host PC Root / Compilers Configuration: se debe seleccionar el compilador y el directorio en el que
se encuentra Watcom, en este caso C:\WATCOM
En Target PC1 / Configuration / Communication: se selecciona el tipo de comunicacio´n como TCP/IP y
los datos correspondientes a la red.
Driver: se selecciona el tipo de driver soportado por el target-PC, en este caso I82559.
Bus: se selecciona PCI.
En Target PC1 / Configuration / Settings: en target RAM size se selecciona Auto.
En Maximum model size: se selecciona 4MB.
En Enable secondary IDE: activar casilla.
En Target PC1 / Configuration / Appearance: en Enable target scope activar casilla.
En Target mouse seleccionar PS2.
Figura 3.1: xPC Target Explorer.
Adema´s se debe seleccionar el compilador para interfaces externas de archivos MEX. Para esto se ejecuta
la instruccio´n mex -setup a continuacio´n:
Debe aparecer el siguiente dialogo, Would you like mex to locate installed compilers [y]/n? al cual se
responde [y]
Aparecen los compiladores instalados, en este caso se selecciona [3] Open WATCOM C++ 1.3 in C:\WATCOM
el nu´mero [3]
Se confirmara´ la versio´n y ruta del compilador:
Please verify your choices:
Compiler: Open WATCOM C++ 1.3
Location: C:\WATCOM
Si coinciden se selecciona la opcio´n [y], de lo contrario se escribe la ruta correcta del compilador.
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Una vez se han hecho los ajustes anteriores, se deben hacer otros en Simulink, se siguen los siguientes pasos
en una nueva ventana de un archivo .mdl:
En la pestan˜a Simulation / Configuration parameters o de forma abreviada Ctrl+e, en Solver / type se-
leccionar fixed-step, en solver seleccionar discrete (no continuous states), en Periodic sample seleccionar
Unconstrained, para Fixed-step size digitar el tiempo de muestreo.
En Data Import/Export deselecionar Limit data points to last.
En Real-time Workshop en system target file seleccionar xpctarget.tlc.
Existen algunos ajustes extra si se requiere utilizar otra opcio´n en vez de disco duro, en este caso se usa una
compact flash para evitar uso de espacio innecesario, las instrucciones para su uso se pueden ver en el ape´ndice
A.3.
De este modo se ha configurado Simulink con las opciones necesarias para su funcionamiento en el target-
PC, este entorno nos permite mu´ltiples posibilidades de desarrollar sistemas complejos de control. Cabe resaltar
que xPC Target es usado ampliamente en la investigacio´n debido a las posibilidades de desarrollo que conlleva
el uso de Simulink en los sistemas de control, muchas aplicaciones de tiempo real se han desarrollado usando
xPC Target , sistemas de control digital en tiempo real para un dispositivo de levitacio´n [79] , sistemas de
teleoperacio´n [60], sistemas de control para brazos robo´ticos [85], entre muchos otros. Las limitantes en la
aplicacio´n dependen principalmente de la capacidad de co´mputo del target y del tipo de aplicacio´n y deadlines
que se necesiten.
3.2.2. QNX
QNX es un sistema operativo en tiempo real [18], se destaca por ser el sistema operativo ma´s usado en su
tipo, por su eficiencia, en cuanto a uso de recursos fı´sicos y estabilidad. Proporciona multitarea, planificacio´n
por prioridades con desalojo, y ra´pido cambio de contexto. QNX logra modularidad y simplicidad a trave´s de
dos principios fundamentales [17] :
* La arquitectura del Microkernel
* La comunicacio´n entre procesos basada en mensajes.
Para la instalacio´n del sistema operativo, es posible obtener una copia de evaluacio´n por 60 dı´as a trave´s de
su pa´gina en Internet www.qnx.com. El proceso es similar al de instalar cualquier sistema operativo comu´n,
los pasos son los siguientes:
Instalar QNX en una nueva particio´n.
Introducir el nu´mero de la licencia.
Confirmar la particio´n en la que se quiere instalar el sistema operativo.
Mantener la particio´n de QNX debajo de 8.4 GB.
Escoger el tipo de particio´n 77.
Digitar el taman˜o deseado para la particio´n de QNX.
Instalar QNX Bootloader.
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De este modo terminara la primera parte, a continuacio´n se presentara´n algunas opciones sobre la insta-
lacio´n:
Desea instalar en el directorio por defecto usr/qnx632?, la cua´l se respondera´ afirmativamente.
Desea instalar el paquete de utilidades GNU?, ya que se desea que este sea un sistema de desarrollo es
necesario contar con algunas librerı´as y compiladores.
Ası´ se completa la instalacio´n del sistema operativo, inicialmente se preguntara´ por nombre de usuario
y contrasen˜a, estos son root y admin respectivamente. Una vez se ha hecho la identificacio´n se puede ver
la apariencia del entorno QNX Photon microGUI (ver figura 3.2). Al igual que en Linux, es opcional usar un
sistema gra´fico, pero como inicialmente es un sistema de desarrollo se necesitan algunos editores y herramientas
para desarrollo.
Figura 3.2: QNX Photon microGUI
QNX tambie´n esta´ enfocado para desarrollo Host y Target, de este modo se puede instalar una herramienta
de desarrollo llamada QNX Momentics Development Suite, esta permite el desarrollo de las aplicaciones en
el Host y una vez terminada esta etapa, se descarga la aplicacio´n en el equipo Target a trave´s de la red con
protocolo TCP/IP.
3.3. Tiempo Real Suave en Sistemas Operativos de Escritorio
A pesar de que los sistemas operativos de escritorio esta´n enfocados en tareas sin requerimientos de tiempo,
es posible lograr que estos sistemas tengan un desempen˜o que se acomode a las necesidades de cada aplicacio´n.
Esto se puede lograr a trave´s del concepto de hilos, los hilos permiten que los sistemas operativos tengan
herramientas para la ejecucio´n de aplicaciones con requerimientos medios de tiempo. Su definicio´n y forma de
uso sera´ descrita en la seccio´n 3.3.1.
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3.3.1. Hilos
Un hilo es una secuencia de instrucciones ejecutadas dentro del contexto de un proceso [41]. Algunas veces
un hilo es definido como un proceso ligero, este hilo comparte todas las variables globales del proceso padre,
lo que permite separar las tareas dentro de un proceso. Otra ventaja del uso de hilos es el uso automa´tico de
mu´ltiples procesadores cuando la configuracio´n de la maquina lo permite. [68]
Para la creacio´n de hilos es posible que cada hilo cree uno nuevo y no existen restricciones al respecto, la
forma ma´s comu´n de hacerlo es:
#include <pthread.h>
int pthread_create (pthread_t *hilo1,const pthread_attr_t *attr,void *(*start_routine) (void *),void *arg);
La funcio´n pthread create() toma cuatro argumentos:
thread, es un apuntador a pthread t donde la identificacio´n del hilo es guardada.
attr, es una estructura de atributos.
start routine, una rutina que define donde empieza el hilo.
arg, un argumento que es pasado a la start routine del hilo.
Adema´s cabe notar que los atributos “attr” son opcionales y pueden ser pasados como NULL. Es posible
definir cada uno de los atributos para esto se tienen ma´s de 18 funciones, y debido a su extensio´n no sera´n
descritas.
La forma mas simple de crear un hilo es la siguiente:
pthread_create (NULL, NULL, new_thread, NULL);
Algoritmos de Control de Uso
Las reglas que usa el kernel para decidir cuando cambiar el procesamiento del hilo actual por otro, se
describira´n a continuacio´n, esta´ discusio´n se plantea solo para hilos con igual prioridad a la del actual, ya que
con uno de mayor prioridad se obtendrı´a el uso de la CPU de inmediato. Dos de los algoritmos de control de
uso ma´s usados son el “Round Robin” o RR y el “First-In First-Out” o FIFO [19].
En el algoritmo FIFO al hilo se le permite consumir CPU tanto como este necesite, esto significa que si
un hilo esta haciendo ca´lculos muy extensos y ningu´n otro hilo de mayor prioridad se presenta, este podrı´a
ejecutarse por siempre incluso si los otros hilos tienen la misma prioridad. Si el hilo actual entrega (se bloquea
un sema´foro o se suspende) el kernel revisa por otros hilos con la misma prioridad que necesitan el uso de CPU,
si no hay, revisa hilos con menor prioridad.
Existe la posibilidad de entregar el uso de la CPU a un hilo de igual prioridad a la del actual, por medio de
la llamada sched yield(), de este modo se da la posibilidad de ejecutar hilos con igual o mayor prioridad al que
actualmente se esta´ ejecutando, este comando en muy importante en el control en tiempo real, ya que permite
destinar los recursos a hilos que tambie´n sean parte importante de las aplicaciones.
El algoritmo RR es igual al FIFO excepto en que el hilo no correra´ tanto tiempo como quiera, si existe un
hilo con la misma prioridad este sera´ ejecutado por un tiempo fijo y puede ser conocido por medio de la funcio´n
sched rr get interval(), es decir que si un hilo se ha ejecutado este tiempo, el kernel busca otro hilo con la misma
prioridad, si lo encuentra lo corre, de lo contrario continuara´ ejecutando el hilo actual [41].
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Las reglas ma´s importantes son resumidas a continuacio´n:
So´lo un hilo puede ser procesado en un mismo tiempo.
Si hay un hilo con mayor prioridad sera´ ejecutado.
Un hilo correra´ hasta que se bloquee o termine.
Un hilo RR correra´ por un tiempo, y dependiendo de si existen o no otros hilos sera´ ejecutado.
Como se puede suponer el kernel tiene tres estados principales:
Corriendo, significa que el hilo actual esta´ consumiendo CPU.
Listo, quiere decir que el hilo puede correr pero no lo esta haciendo debido a que otro hilo (de igual
prioridad o mayor) lo esta haciendo.
Bloqueado, existen distintas formas de bloquear un hilo, entre ellas se encuentran esperar por un mutex o
un sema´foro.
La forma de crear un hilo con me´todo RR y con prioridad 15 se muestra en el ape´ndice B.1
El manejo de hilos provee cierta capacidad de trabajo en paralelo, de esta manera es posible crear varias
funciones con objetivos u´nicos que faciliten el desarrollo de las aplicaciones.
Para concluir con esta descripcio´n de hilos se mostrara´ un ejemplo ma´s completo que implementa el con-
cepto de barreras o ‘barriers’, que tienen como fin determinar el momento en que se produce la terminacio´n de
los hilos, asegurando ası´ la sincronizacio´n entre tareas. Este ejemplo se puede observar en el ape´ndice B.2
3.3.2. Aplicacio´n con Hilos
La idea es realizar una aplicacio´n que emule por software la generacio´n de PWM en dos canales distintos.
En la generacio´n de estas sen˜ales PWM se necesita que el manejo de las sen˜ales se lleve a cabo por medio de
los puertos digitales, haciendo conmutar un par de estas salidas para la generacio´n de la sen˜al se logra el PWM.
Dependiendo del tiempo que las salidas se encuentren estado ON y OFF se generara´ la sen˜al de la frecuencia y
ciclo u´til requerido.
Desarrollo PWM - 1 Canal
Para obtener una aplicacio´n de este tipo es conveniente empezar por manejar solo un canal para PWM,
una vez se obtenga el resultado esperado se continua con el desarrollo de los dos canales PWM. Adema´s de
generar las sen˜ales de PWM, se desea montar un esquema simple en el que se puedan leer las velocidades de
los motores, para esto sera´ necesario que la aplicacio´n permita la lectura del ADC (Conversor ana´logo-digital).
Para la generacio´n de una sen˜al PWM es necesario conocer su forma y significado, la teorı´a se basa en el
valor promedio del voltaje de la sen˜al, esta variacio´n se logra por medio del cambio del ciclo u´til de la sen˜al, o
sea, la relacio´n entre el tiempo que la sen˜al permanece en estado alto y estado bajo [9]. De este modo se puede
variar el voltaje promedio de la sen˜al y por lo tanto la velocidad de los motores, la sen˜al PWM sera´ descrita con
mayor profundidad en la seccio´n 4.2.2.
Para esta primera aplicacio´n se hace necesario desarrollar un co´digo en C++, y a partir de un valor de ciclo
u´til se deben obtener los tiempos de conmutacio´n de la sen˜al digital. El modelo general del co´digo debe cumplir
con el esquema mostrado en la figura 3.3, allı´ se muestran los dos hilos que deben ser ejecutados.
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Hilo1 Hilo2
Definir Frecuencia Abrir Canal ADC 1
Definir Tiempos ON-OFF Configurar Canal
Bit en ON Escribir en ADC 1
Tiempo>T on Leer ADC 1
Bit en OFF
Tiempo>T off
si
si
no
no
si
Figura 3.3: Aplicacio´n PWM- 1 Canal. Diagramas de flujo
La implementacio´n de los hilos se basa en la librerı´a pthread.h de C++. Cabe notar que al ser esta una librerı´a
esta´ndar en los compiladores gcc, su implementacio´n no depende en mayor medida del sistema operativo usado,
ası´, su uso es extendido debido a su fa´cil portabilidad.
Desarrollo del Co´digo PWM-1 Canal
Usando las capacidades que los hilos proveen en cuanto a procesamiento se desarrollo´ el co´digo que permite
obtener la sen˜al PWM de un puerto digital. El pseudoco´digo que representa el diagrama de flujo de la figura 3.3
se presenta en el ape´ndice B.3.
Vale la pena resaltar que la compilacio´n del programa se hace por medio del comando:
gcc -o programa programa.c -lpthread -lm -Wall
Adema´s se puede observar que el uso de sema´foros, mutex y estructuras similares no han sido usadas debido
a que la CPU, tiene tiempo suficiente para realizar las tareas sin entorpecer su funcionamiento. El co´digo en su
versio´n C++ se puede encontrar en el archivo tsPWM1.c en la ruta /hilos.
Resultados PWM-1 canal
Los resultados de las pruebas para el co´digo, usando ciclos u´tiles desde 0 % hasta 100 % se pueden ver en
la figura 3.4, en ellas se puede apreciar la sen˜al generada (canal 1).
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(a) Sen˜al PWM con duty 0 % (b) Sen˜al PWM con duty 20 %
(c) Sen˜al PWM con duty 40 % (d) Sen˜al PWM con duty 60 %
(e) Sen˜al PWM con duty 80 % (f) Sen˜al PWM con duty 100 %
Figura 3.4: Sen˜ales PWM - 1 Canal
3.4. Desarrollo PWM - 2 Canales
Al momento de desarrollar la aplicacio´n para la generacio´n de 2 sen˜ales PWM se puede pensar que una
vez se obtiene el co´digo para un solo canal, bastarı´a con ejecutar esa misma funcio´n en un hilo diferente, y
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permitir la conmutacio´n de los dos canales en ‘paralelo’. Al ejecutar estos dos hilos en paralelo y sin cambios,
se observan problemas debido a que ambos hilos presentan prioridades bajas y por lo tanto el kernel no los toma
como una tarea de alta prioridad, adema´s no se puede ejecutar uno solo y esperar que termine para ejecutar el
siguiente ya que se supone que los ciclos no tienen tiempo limite de ejecucio´n.
Aunque el concepto de paralelismo se aplica a los hilos, en realidad en sistemas con un solo procesador nun-
ca se conseguira´ que las aplicaciones se ejecuten al mismo tiempo. En la figura 3.5 se observan los diagramas
de los 2 hilos que hacen referencia a las dos tareas de PWM, aunque es necesario un tercer hilo (obtencio´n valor
del ADC) no se muestra, ya que es el mismo de la figura 3.3.
Hilo1 Hilo2
Definir Frecuencia Canal 1 Definir Frecuencia Canal 2
Definir Tiempos ON-OFF Definir Tiempos ON-OFF
Bit 1 en ON Bit 2 en ON
Tiempo> T1 on Tiempo> T2 on
Bit 1 en OFF Bit 2 en OFF
Tiempo> T1 off Tiempo> T2 off
si
si
si
si
no
no
si
no
no
si
Figura 3.5: Aplicacio´n PWM - 2 Canales. Diagramas de flujo
El resultado del experimento arroja un uso temporizado del procesador por parte de cada hilo, quedando uno
de los dos bloqueado momenta´neamente, los resultados se pueden ver en la figura 3.6. Estas intermitencias se
producen debido a que la CPU se ocupa de cada hilo por aparte cada 60ms, de esta forma es imposible conseguir
una sen˜al que se ajuste a las necesidades, para lidiar con este problema se hace necesario el uso de caracterı´sticas
ma´s complejas de los hilos y conseguir que la aplicacio´n funcione de forma correcta.
3.4.1. Desarrollo del co´digo PWM-2 canales
La solucio´n para el problema de intermitencias, surge del hecho de que, aunque los hilos de los PWM
necesitan todo el tiempo estar corriendo, los ca´lculos y la carga del procesador son simples, ya que solo se
necesita conmutar un par de variables cada 5 ms y comparar otras, esto da suficiente tiempo como para entregar
la CPU a otros procesos con una mayor o igual carga de procesamiento.
Para esto se utiliza la llamada sched_yield() , la cual detiene el hilo actual en el momento deseado y le
entrega la CPU a otro hilo con igual prioridad al actual. Esta llamada se hace justo despue´s de que el bit ha sido
puesto en ON o en OFF y se ha guardado el tiempo en el que se hace el llamado. Ası´ se deja de cargar la CPU
con ciclos ineficientes y se ejecutan otros hilos con operaciones pendientes.
Adema´s, para asegurar que el tiempo tomado por los hilos no va a ser mucho mayor del tiempo de con-
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(a) (b)
Figura 3.6: Sen˜ales PWM de cada canal con intermitencias.
mutacio´n se crean dos tipos de atributos, los primeros son de alta prioridad (90) attr_high y los de baja prioridad
(10) attr_low , adema´s se definen como procesos de sistema y comunes respectivamente. El pseudoco´digo se
muestra en el ape´ndice B.4.
El archivo que contiene el co´digo en C++ tiene el nombre de tsPWM2.c y se encuentra dentro de los archivos
adjuntos.
3.4.2. Resultados PWM - 2 canales
Los resultados fueron los esperados, el manejo de prioridades permite que los hilos se turnen la ocupacio´n
de la CPU y eviten intermitencias e interrupciones en las sen˜ales. La figura 3.7 muestra el tiempo en que se
esta´ manteniendo la sen˜al en alto para dos diferentes sen˜ales de PWM. La figura 3.8 muestra diversas sen˜ales y
los tiempos de conmutacio´n de cada una.
3.5. Librerı´as
Una librerı´a es una coleccio´n de objetos similares, estos objetos incluyen rutinas, datos, plantillas y defini-
ciones de registros del sistema. Las rutinas desarrolladas pueden ser llamadas desde nuevos programas para
agilizar el proceso de programacio´n. En este caso nos enfocaremos en las librerı´as que tienen como objeti-
vo manejar los dispositivos del equipo, tambie´n son llamados drivers y facilitan el proceso de manejo de los
dispositivos, y usualmente se encuentran compilados para ser enlazados con otros programas.
Para desarrollar de una forma libre y completa las aplicaciones con el sistema embebido PCM-4153, se
desarrollara´n las librerı´as de tal manera que se puedan usar sus caracterı´sticas, entre ellas los puertos digitales,
es fa´cil comprobar el funcionamiento de los puertos haciendo uso de las librerı´as y programas de ejemplo
(SUSI), como es de esperarse el uso de las librerı´as de la PCM-4153 esta´ restringido, por lo que el co´digo
fuente no es visible ni modificable. Debido a esto se desarrollaron las funciones para controlar estos puertos en
lenguaje C++.
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(a) Medicio´n de tiempo en alto para PWM con duty 40 % (b) Medicio´n de tiempo en alto para PWM con duty 20 %
Figura 3.7: Tiempos en alto de las sen˜ales. PWM - 2 Canales
3.5.1. Librerı´a del GPIO y SMBus
La PCM-4153 cuenta con el chip PCA9554 que tiene 8 entradas/salidas digitales programables, y esta´ conec-
tado con el procesador a trave´s de un SMBus System Management Bus, estas I/O digitales pueden ser de mucha
ayuda en las aplicaciones desarrolladas. Para el uso de las entradas/salidas digitales en se tiene que programar la
librerı´a encargada del SMBus, los registros encargados de manejo del bus en el microprocesador AMD Geode
LX esta´n a partir del 0x6000, la figura 3.9 muestra los registros y sus respectivos bits [15] [14].
A pesar de las diferencias entre los protocolos SMBus e I2C , es posible obtener compatibilidad entre ellos,
haciendo algunos acoples en los voltajes para evitar problemas con los ma´ximos soportados por los disposi-
tivos, se logra establecer comunicacio´n exitosa, alcanzado velocidades de 100 kHz. Esto reduce la carga para
el procesador debido a que manejar el protocolo I2C por software tiene una alta carga para el procesador, el
uso del SMBus despeja el manejo de errores en el programa principal y por lo tanto el control de flujo de datos
es ma´s confiable, esto adema´s de que la velocidad de transferencia de datos hace ma´s o´ptima la comunicacio´n
entre dispositivos.
El desarrollo de esta librerı´a permite aduen˜arse de las capacidades que tiene el SMBus como bus de co-
municacio´n y de los dispositivos que esta´n interconectados entre si por medio del mismo, como los puertos
digitales, an˜adiendo de esta forma nuevas capacidades al sistema embebido. En el ape´ndice C.1 se muestra el
pseudoco´digo que representa las funciones de la librerı´a smbuslib.h, la cual se encuentra junto con smbuslib.c
entre los archivos adjuntos en smbus\.
3.5.2. Librerı´as Diamond-MM-16-AT
Una vez instalada la tarjeta se procede a probar las aplicaciones del proveedor, de nuevo el co´digo fuente no
es libre, por lo tanto se procede a usar el manual de la Diamond [33] como referencia para el desarrollo de las
mismas. Las librerı´a para el control de la Diamond-MM-16-AT fue desarrollado en co´digo C++ y bajo Linux,
para mantener su cara´cter de co´digo libre. La librerı´a desarrollada provee funciones para controlar los puertos
digitales, de entrada A/D y de salida D/A, los nombres de cada una de las funciones es bastante auto-explicativo,
entre ellas esta´n:
1. int read_dio_byte() Esta funcio´n lee el byte de la entrada del puerto digital.
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(a) Sen˜ales PWM. Duty 20 % y 40 % (b) Sen˜ales PWM. Duty 60 % y 80 %
(c) Sen˜ales PWM. Duty 5 % y 95 % (d) Sen˜ales PWM. Duty 4 % y 96 %
(e) Sen˜ales PWM. Duty 20 % y 60 % (f) Sen˜ales PWM. Duty 0 % y 100 %
Figura 3.8: Sen˜ales PWM - 2 Canales
2. int read_dio_bit(unsigned int bit) Lee un bit especifico del puerto digital.
3. int write_dio_byte(unsigned int byte) Escribe un byte en la salida del puerto digital.
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Figura 3.9: Registros del SMBus en el AMD GEODE.
4. int write_dio_bit(unsigned int bit,unsigned int bitValue) Escribe el valor de
un bit especifico sin alterar el valor de los otros.
5. int ad_sample(int canal, int mode) Toma una muestra de uno de los canales ana´logos y
lo convierte en valor digital.
6. int da_sample(int canal, int DATA) Convierte un valor digital y lo escribe en un canal
ana´logo.
El pseudoco´digo para cada funcio´n desarrollada, se encuentra en el ape´ndice C.2, el archivo en C++ y el
.h se encuentran con los nombres dialib.c y dialib.h en la carpeta diamond entre los archivos adjuntos. Ya que
las librerı´as esta´n desarrolladas en C++, su portabilidad permite que sea usada en QNX con unos pequen˜os
cambios, principalmente en la asignacio´n de permisos de escritura, para Linux es IOPL o IOPERM, mientras
que en QNX se debe usar una funcio´n equivalente llamada ThreadCtl( NTO TCTL IO,0).
A continuacio´n se presenta un ejemplo sencillo, para comprender el uso de algunas de las funciones desar-
rolladas, la aplicacio´n hace uso de los puertos digitales para prender un display de 7 segmentos. Anteriormente
se planteo´ este mismo ejercicio, con ello se quiere que se vean las diferencias entre el uso de la TS-5600 y la
PCM-4153.
1 I n c l u i r l i b r e r ı´ a s
2 MAIN
3 Guardar v a l o r e s que r e p r e s e n t a n cada d ı´ g i t o en un VECTOR
4 PARA i =1 HASTA 9 HACER
5 WRITE DIO BYTE (VECTOR[ I ] )
6 FIN PARA
7 FIN MAIN
El co´digo en C++ del anterior pseudoco´digo se encuentra con el nombre pcmDIO.c en los archivos adjuntos
en la ruta diamond \.
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3.5.3. Modificaciones a Librerı´as xPC Target
Las librerı´as de Simulink para el uso con xPC Target son de gran importancia ya que permitira´n el uso de
este con el sistema embebido, inicialmente se prueban las salidas y entradas digitales de la tarjeta en xPC Target
, una vez comprobado su buen funcionamiento, se paso´ a revisar el funcionamiento de los bloques encargados
de la conversio´n A/D y D/A, sin embargo existen ciertos problemas con las librerı´as provistas por Matlab en la
versio´n R2007a, las cuales no funcionan adecuadamente, los dos problemas principales obtenidos fueron:
1. Aparicio´n del error Diamond MM-16-AT at base 0x300 does not respond, con el uso del bloque Analog
Input, correspondiente al conversor A/D de la tarjeta.
2. Error en la salida real del bloque Analog Output, correspondiente al voltaje en las salidas del conversor
D/A de la tarjeta.
Aunque existe la posibilidad de generar una librerı´a a partir de cero[29], esto llevarı´a mucho ma´s tiempo
[78], pero serı´a lo ideal, ya que es posible desarrollar las librerı´as para cada cualquier dispositivo conectado a
un bus compatible con xPC Target . Para definir y solucionar el primer problema, se buscaron posibles parches
o actualizaciones por parte del desarrollador de las librerı´as para la tarjeta Diamond-MM-16-AT, en la pa´gina
de soporte de Matlab se encontro´ entre los problemas uno muy parecido, el cua´l solucionaba la pregunta Why
does the xPC driver Analog Input from the Diamond MM-16-AT fail in xPC Target 2.5? [23], al probar la nueva
librerı´a que se adjuntaba y seguir los pasos no hubo cambio alguno en el mal funcionamiento del xPC Target .
Debido a la imposibilidad de usar las salidas ana´logas de la tarjeta, se decide depurar la librerı´a y ver de
donde provenı´an los fallos. Luego de inspeccionar el co´digo de la librerı´a addsmm16at.c que se encuentra en la
ruta de Matlab (C:\MATLAB\R2007a\toolbox\rtw\targets\xpc\target\build\xpcblocks) y que corresponde al
bloque Analog Input de la Diamond, se pudo comprobar que se genera un error en la lı´nea 171 que corresponde
a:
1 i f ( i >= maxLoops ) {
2 s p r i n t f ( msg , ” Diamond MM−16−AT a t ba se %03x does n o t r e s p o n d ” , ba se ) ;
3 s s S e t E r r o r S t a t u s ( S , msg ) ;
4 r e t u r n ;
5 }
Especı´ficamente, el error se genera debido a que la variable maxLoops toma un valor negativo de -60, esto
ya que una de las variables de las que este a su vez depende SECS PER CHAN toma un valor negativo, por lo
tanto esto hace que el programa entre a la estructura if siempre y se genere la interrupcio´n. La solucio´n para este
problema fue asignar un valor positivo de 60 a la variable maxLoops. Una vez modificado el archivo y guardado,
se ejecuta el comando rehash toolboxcache que se encarga de reca´lcular la hash table de los contenidos de los
directorios de Matlab.
Para el segundo problema o falencia enumerada, se encontro´ una incoherencia en cuanto a los valores de
salida del conversor D/A, a pesar de que en Matlab las variables mostraban tener los valores adecuados. Esta
incoherencia de valores se debe principalmente a que se esta´ utilizando un rango de salida para el conversor de
-10V hasta 10V, esto se convierte en un problema para Simulink, ya que el bloque solo presenta la posibilidad
de 0-5V o -5V hasta 5V, lo cual deformaba los valores del voltaje a la salida. Este comportamiento se corrigio´ en
el archivo dadsmm16at.c, en la lı´nea 151 que corresponde a:
1 c a s e 2 : / / −5V t o 5V
2 RWork [ GAIN R IND ] = RESOLUTION / 1 0 . 0 ;
3 RWork [ OFFSET R IND ] = RESOLUTION / 2 ;
4 b r e a k ;
Ya que no existe la posibilidad de an˜adir nuevas opciones en el bloque de Matlab, es necesario usar el
rango -5V a 5V como si fuera de -10V a 10V, por lo cual la variable debe tomar el valor de RWork[GAIN_R_IND]
=RESOLUTION/20.0;, este cambio y la posterior ejecucio´n del comando rehash toolboxcache, corrigio´ el problema.
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Esta librerı´a al igual que las otras aumenta la capacidad de usar el sistema, en este caso con xPC Target para
aplicaciones complejas, dejando el camino libre para concentrarse en el desarrollo de la aplicacio´n como tal
y no del manejo del hardware subyacente. Los nuevos archivos addsmm16at.c y dadsmm16at.c, junto con un
modelo de ejemplo con nombre ejemploadda.mdl se encuentran entre los archivos adjuntos en xpctarget\.
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Capı´tulo 4
Sistemas de Actuacio´n
En este capı´tulo se describira´n los elementos que componen la etapa de actuacio´n de un sistema, esto incluye
a los actuadores y la etapa de potencia, y se concluye con la descripcio´n del sistema OpenServo, un servocon-
trolador de amplio espectro de aplicacio´n. Para el desarrollo de un sistema de control es necesario contar con
una etapa de potencia o driver de potencia, encargado de desacoplar la parte de control y la parte del manejo
de alta potencia, esta u´ltima encargada de brindar la potencia necesaria para que el dispositivo de control pueda
actuar sobre el sistema. Un sistema puede ser definido como un arreglo de elementos dentro de una frontera, los
cuales trabajan juntos para proveer algu´n tipo de salida a partir de una entrada. Esta frontera divide al sistema
y al ambiente, el sistema interactu´a con el ambiente a trave´s de las sen˜ales que cruzan esta frontera [44]. A
continuacio´n se presentara´ una breve descripcio´n de los actuadores ma´s comunes que pueden llegar a ser parte
fundamental de un sistema de mayor magnitud.
4.1. Actuadores
Los actuadores son el elemento final en un sistema de control. Estos reciben una sen˜al o entrada de en-
ergı´a y se encargan de producir una salida, puede ser una salida de tipo te´rmica, de vibracio´n, de movimiento,
entre otras. Los actuadores se pueden clasificar en tres categorı´as principales: neuma´ticos, hidra´ulicos, electro-
meca´nicos .
Actuadores Neuma´ticos
Los actuadores neuma´ticos son ma´quinas que convierten la energı´a potencial en forma de aire comprimido
en trabajo meca´nico, esta conversio´n produce movimiento lineal o rotacional, el movimiento lineal se produce a
trave´s de pistones y el rotacional por medio el empuje ejercido por el aire en las aspas de una turbina. Este tipo
de actuadores ha tenido alto impacto en la industria de las herramientas, y su uso se da en taladros, grapadoras,
remachadoras, entre otras.
A pesar de que la eficiencia energe´tica de las herramientas neuma´ticas es baja y que requieren una fuente de
aire comprimido, hay varias ventajas sobre las herramientas ele´ctricas. Ofrecen una mayor densidad de potencia,
pueden ser usados sin reductores de velocidad, el torque del motor puede ser modificado regulando la presio´n,
generan menos calor y pueden ser utilizados en atmo´sferas vola´tiles ya que no requieren de energı´a ele´ctrica.
Existen aplicaciones con motores neuma´ticos en la industria del transporte, a pesar de esto la eficiencia de los
motores sigue siendo su mayor debilidad, motivo por el cual no se ha logrado su expansio´n [7] .
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Actuadores Hidra´ulicos
Un motor hidra´ulico es un actuador que convierte la presio´n hidra´ulica y el flujo en desplazamiento angular
o lineal. Conceptualmente, un motor hidra´ulico es la contraparte de una bomba hidra´ulica ya que realiza la
funcio´n opuesta, de la misma forma en que el concepto del motor de corriente ele´ctrica es intercambiable con
un generador de corriente ele´ctrica. Sin embargo, la mayorı´a de las bombas hidra´ulicas no se pueden utilizar
como motores hidra´ulicos ya que no se pueden ser manejados de forma inversa. Adema´s, un motor hidra´ulico
se disen˜a generalmente para la presio´n de trabajo a ambos lados del motor.
(a) Esquema´tico (b) Motor real
Figura 4.1: Motores hidra´ulicos de aspa.
Existen diversos tipos de motores hidra´ulicos, entre ellos los de engranajes (ver figura 4.2) y los de aspas
(ver figura 4.1), los cuales presentan ventajas que incluyen bajo costo inicial y altas revoluciones. Un motor de
engranajes consiste en dos engranajes, el engranaje de salida y el pin˜o´n. El aceite de alta presio´n se transporta
desde un lado de los engranajes donde fluye alrededor de la periferia, entre las puntas de los engranajes y las
paredes de la carcasa hasta la salida. Un motor de aspas consiste en una caja con un agujero exce´ntrico , el
diferencial de la fuerza creado por el fluido sobre las aspas del rotor hace que gire en una direccio´n.
(a) Esquema´tico (b) Motor real
Figura 4.2: Motores hidra´ulicos de engranaje [16].
Existen otros tipos de motores hidra´ulicos con pistones axiales y radiales, siendo los axiales los ma´s usados
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en sistemas hidra´ulicos [3] [8].
Debido a la similitud entre el funcionamiento de los actuadores hidra´ulicos y neuma´ticos, se puede describir
las formas de controlar el flujo de los fluidos en ambos sistemas, para esto se cuenta con va´lvulas, que son
dispositivos que constan de un cuerpo y una parte mo´vil que permite el control del flujo, presio´n o direccio´n del
fluido [62].
Existen un tipo de va´lvulas especial que usa la te´cnica proporcional, esta´ basada en el uso de va´lvulas
proporcionales, bien sean e´stas de caudal o de presio´n. Se entiende por va´lvula proporcional aque´lla en la que
una magnitud fı´sica del fluido (caudal o presio´n) a la salida de la va´lvula es proporcional a una sen˜al ele´ctrica
analo´gica de entrada x = k ∗ v Donde x es presio´n o caudal; k una constante de proporcionalidad y v es la
sen˜al analo´gica de tensio´n continua que se introduce en la va´lvula. No se alimentan las va´lvulas con 0 V o´ 24 V,
como en las va´lvulas convencionales, sino que se hace con una sen˜al que puede variar en un rango determinado
(por ejemplo de 0 a 10 V). De esta forma se obtienen valores intermedios de presio´n o caudal, a diferencia de
las va´lvulas convencionales.
Figura 4.3: Va´lvula proporcional [22].
En la figura 4.3 se puede observar la forma ba´sica de una va´lvula proporcional, y sus partes, la 1 corresponde
a la bobina, la 2 al resorte, 3 al e´mbolo, la 4 campo magne´tico. La clave de la operacio´n esta´ en el balance de
la fuerzas en el e´mbolo, estas fuerzas son la fuerza meca´nica de un resorte y la fuerza magne´tica creada por la
corriente a trave´s de la bobina [22].
Actuadores Electro-meca´nicos
Existen muchos tipos de actuadores electromeca´nicos, entre estos tenemos solenoides, rele´s, contactores,
entre otros, nos enfocaremos en los motores ele´ctricos, estos son ampliamente usados debido a que son fa´ciles
de integrar con los sistemas de control, adema´s su fuerte de energı´a es de fa´cil acceso a diferencia de la energı´a
hidra´ulica o neuma´tica, que requieren las bombas y compresores.
Los sistemas ele´ctricos presentan ciertas ventajas como:
La electricidad es fa´cilmente dirigida a los actuadores, los cables son ma´s simples que las tuberı´as
La electricidad es fa´cil de controlar
La electricidad es limpia
40
Los defectos ele´ctricos suelen ser ma´s fa´ciles de diagnosticar
Algunas de las desventajas de los actuadores electro-meca´nicos son:
El equipo ele´ctrico es ma´s propenso a incendios que otros sistemas
Los actuadores ele´ctricos tienen bajo torque
Los actuadores ele´ctricos son ba´sicamente un movimiento rotativo, se necesita mecanismos extras para
convertir la rotacio´n en otras formas de movimiento
La relacio´n entre potencia y peso es inferior a los motores hidra´ulicos
Hay tres tipos de motores utilizados en aplicaciones de control: motores AC, motores DC y DC sincro´nicos.
Los motores de corriente alterna son manejados por corriente alterna o AC, consisten de dos partes princi-
pales, el estator que se encarga de producir un campo magne´tico y un rotor unido al eje de salida que entrega
un torque debido al campo magne´tico. Hay dos tipos de motores AC dependiendo del tipo de rotor usado, el
primero es el motor sincro´nico que rota a la frecuencia, o a un submu´ltiplo de la frecuencia a la que es alimen-
tado, el campo magne´tico es generado por la corriente a trave´s de las escobillas o por un ima´n permanente. El
segundo tipo es el motor de induccio´n, el cual es un poco ma´s lento que la frecuencia de alimentacio´n y donde
el campo magne´tico en el rotor es creado a partir de una corriente inducida.
Los motores DC generan torque directamente de la alimentacio´n usando conmutacio´n interna, imanes per-
manentes fijos y electroimanes rotacionales. Funcionan con el principio de la fuerza de Lorentz, la cual dice
que cualquier portador conductor de corriente puesto dentro de un campo magne´tico, experimenta un torque
conocido como la fuerza de Lorentz. Las ventajas de los motores D.C. con escobillas son su bajo costo, alta
fiabilidad y fa´cil control de velocidad. Las desventajas son alto costo de mantenimiento y corta vida u´til en
condiciones de trabajo muy intensas.
Dentro de los motores DC sincro´nicos podemos clasificar a los motores a paso y a los motores DC sin
escobillas o brushless, estos requieren conmutacio´n externa para generar torque.
(a) Motor AC (b) Motor sin escobillas (c) Motor Paso a Paso
Figura 4.4: Motores Ele´ctricos [11].
Los motores sin escobillas usan un ima´n permanente en el rotor e imanes permanentes en la carcasa del
motor. El controlador del motor se encarga de convertir DC a AC. Este disen˜o es ma´s simple que los motores
con escobillas ya que eliminan el problemas de transferir potencia desde afuera del motor hacia el rotor. Las
ventajas de este tipo de motores incluyen larga vida u´til, poco o ningu´n mantenimiento y alta eficiencia. Las
desventajas incluyen su alto costo y controladores de velocidad ma´s complicados.
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Los motores a paso operan diferente de los DC, estos motores tienen un arreglo de electroimanes alrededor
de la pieza central de hierro, los electroimanes son energizados por un circuito externo de control, tal como un
microcontrolador. Para hacer que el eje gire se deben alinear los electroimanes, cada una de estas rotaciones son
llamadas pasos, de esta forma se puede girar el motor un a´ngulo preciso. En los motores a paso a medida que la
velocidad se incrementa el torque disminuye, a ciertas velocidades la vibracio´n se hace muy evidente debido al
movimiento discreto pero los motores con alto nu´mero de fases pueden mostrar una operacio´n ma´s suave.
4.2. Esquemas de Potencia para Motores Ele´ctricos
Ya que se busca gobernar el sistema con precisio´n, se requiere que los actuadores o sistemas, tengan un
comportamiento dentro de unos lı´mites de desempen˜o relacionados con la aplicacio´n. Existen diversas posibili-
dades y elementos usados para el control de motores ele´ctricos, desde amplificadores de potencia y transistores,
hasta rele´s.
4.2.1. Amplificadores de Potencia
Es un dispositivo que tiene como propo´sito incrementar la potencia de una sen˜al, esto se hace tomando
la energı´a de una fuente de energı´a y controlando la salida para que coincida en forma pero con una mayor
amplitud. Los amplificadores de potencia se pueden clasificar segu´n su clase en: clase A, clase B, clase AB,
clase C, clase D [45]. La clase del amplificador depende de cuanto varı´a la sen˜al de salida en un ciclo de
operacio´n, compara´ndolo con la sen˜al de entrada. En los clase A la sen˜al de salida varı´a los 360◦ del ciclo. Los
clase B entregan una sen˜al de salida que varia 180◦ del ciclo, debido a esto la sen˜al de salida no es una buena
reproduccio´n de la de entrada, au´n ası´ es posible usar dos amplificadores clase B, uno para el ciclo negativo
y otra para el positivo, la combinacio´n de los dos, entrega una operacion de 360◦. En los clase AB la sen˜al
de salida varia entre 180◦ y 360◦, esta operacio´n no es ni clase A ni clase B. Su rango de aplicacio´n puede
extenderse desde baja distorsio´n y baja eficiencia por un lado, y alta distorsio´n y alta eficiencia por el otro.
En los clase C la salida es menor de 180◦ del ciclo y operara´ durante todo el ciclo solo con una frecuencia
resonante. Los clase D son un tipo de amplificador para sen˜ales de tipo digital, que esta´n en un nivel alto por un
corto intervalo de tiempo y apagadas por un largo tiempo, es posible obtener sen˜ales que varı´an durante todo el
ciclo usando circuitos digitales retenedores.
Amplificador Clase AB
Para controlar el robot es necesario contar con una etapa de potencia que provea la corriente necesaria para
los motores. Para esto se utilizo´ una configuracio´n clase AB con amplificadores operacionales y transistores
Darlington NPN (TIP122, TIP127) que permiten el manejo de voltajes tanto positivos como negativos. Esta
etapa de potencia es un amplificador realimentado y compensado que corrige las desviaciones y no linealidades
que puedan surgir, adema´s es un amplificador de potencia con ganancia de voltaje Av = 1, y una alta ganancia
de corriente Ai. La corriente manejada por los motores es de 400 mA como ma´ximo. Los transistores soportan
una corriente de hasta 5 amperios [25], lo cual es suficiente para esta aplicacio´n. Adema´s se an˜adieron seguidores
para acoplar impedancia de cada uno de los sensores.
La figura 4.5 presenta el esquema usado para la etapa de potencia, se agregan algunos conectores y regu-
ladores para fa´cil conexio´n y alimentacio´n de los potencio´metros.
Esta etapa de potencia sera´ usada en el control del robot de dos grados de libertad y en el control de posi-
cio´n del motor con encoder, esto en conjunto con la tarjeta Diamond MM-16-AT sera´n ba´sicas para las uso
aplicaciones desarrolladas con el sistema embebido.
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Figura 4.5: Etapa potencia para control con PC/104
4.2.2. Puente H
El disen˜o del puente en H se basa en el funcionamiento de cuatro interruptores controlados, estos se en-
cargan de controlar la circulacio´n de la corriente de armadura. Los interruptores o transistores son usados en
parejas, puede ser el inferior derecho y el superior izquierdo o el inferior izquierdo y el superior derecho, si en
algu´n momento se llegan a accionar los dos transistores del mismo lado se crearı´a un corto circuito. Una vez
encendidos los transistores opuestos, la corriente fluye a trave´s de ellos generando movimiento en el motor.
La excitacio´n del puente en H se puede realizar mediante modulacio´n por ancho de pulso y existen dos
estrategias:
Mantener una diagonal bloqueada y actuar en los dos transistores opuestos superior e inferior. Para invertir
el sentido de giro habra´ que realizar la situacio´n contraria.
Mantener una diagonal bloqueada y actuar con el PWM en el transistor superior y dejando el inferior de
la otra diagonal activado. Para invertir el sentido de giro se intercambian los papeles de las diagonales.
Dependiendo de la activacio´n de cada transistor se puede obtener un comportamiento diferente para el motor,
estos movimientos pueden ser vistos en la tabla 4.1.
El puente H es un disen˜o ampliamente usado en el control de motores de corriente continua, actualmente
existen diversidad de integrados con capacidad de manejar diferentes cantidades de corriente, destinados al uso
con motores de baja y alta potencia. Existe la posibilidad de variar la velocidad a la que giran los motores en el
puente H usando la te´cnica de PWM, usada en sistemas digitales para la obtencio´n de sen˜ales ana´logas, en la
siguiente seccio´n de hara´ una descripcio´n del principio de esta te´cnica y sus ventajas de implementacio´n.
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Figura 4.6: Puente H
Uno Dos Tres Cuatro Accio´n
On Off Off On Giro en direccio´n manecillas del reloj
Off On On Off Giro en contra de las manecillas del reloj
On On Off Off El motor frena
Off Off On On El motor frena
Off Off Off Off El motor esta´ libre
Tabla 4.1: Accio´n dependiendo del estado de los transistores
Sen˜ales de Control PWM
PWM (Pulse Width Modulation) es una te´cnica ampliamente usada en la actualidad, esto debido a que su uso
es ideal para aplicaciones con electro´nica digital. La implementacio´n del control digital ha sido parte importante
en la reduccio´n del consumo de energı´a y costo de los sistemas, muchos microcontroladores y DSPs incluyen
mo´dulos PWM, lo cual hace que la implementacio´n de esta te´cnica sea sencilla. La modulacio´n por ancho de
pulso o PWM es una forma eficiente de entregar cantidades limitadas de energı´a ele´ctrica. Un interruptor tı´pico
encendido o en estado ON provee energı´a completa, por otro lado el PWM se basa en el valor medio de una
sen˜al perio´dica, segu´n la siguiente expresio´n:
Vmed =
∫ t
0
f(t)
T
dt
Si se tiene una sen˜al digital y se considera que el periodo es constante, se puede decir que la funcio´n no es
continua sino definida a trozos. Entonces, el valor medio de la sen˜al durante un periodo fijo es igual al producto
del valor de la sen˜al en estado alto y su tiempo ma´s el producto del valor y tiempo en estado bajo, y esto divido
entre el periodo [9].
Vmed =
VH ∗ tH
T
+
VL ∗ tL
T
El ancho de la parte positiva respecto el periodo T se conoce como ciclo u´til o duty, este te´rmino describe la
proporcio´n del tiempo que la sen˜al esta´ en su valor ma´ximo con respecto al periodo T. El ciclo u´til se expresa
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generalmente en porcentaje:
Duty =
TON
T
∗ 100
Si se desea modificar el valor la velocidad, se debe hacer mediante el cambio en la tensio´n de armadura,
que adema´s es modulada por amplitud de pulsos (PWM) (ver Figura4.7 ). Si se tiene una sola fuente de tensio´n
con valor constante y con un interruptor controlado se puede modificar esta tensio´n, hasta conseguir el valor
necesario en cada momento.
Ciclo u´til 100 %
Ciclo u´til 75 %
Ciclo u´til 50 %
Ciclo u´til 25 %
Ciclo u´til 0 %
0 1 2 3 4
0
1
2
3
4
5
6
7
Figura 4.7: Sen˜ales PWM con diferente ciclo u´til
Si el interruptor esta´ en ON un 10 % de su ciclo y el resto en OFF, la tensio´n media resultante sera´ un 10 %
de la tensio´n ma´xima de entrada. Por otra lado, si el interruptor queda en ON todo el ciclo, el valor medio de
salida sera´ igual a la totalidad del valor ma´ximo de entrada.
Dentro de las ventajas del PWM esta´ el hecho de que la sen˜al permanece digital en todo el sistema, por esto
no hay necesidad de usar conversores digitales-ana´logos en el camino. Manteniendo la sen˜al digital los efectos
del ruido sobre la sen˜al son mı´nimos, ya que el ruido solo afectarı´a a la sen˜al si este fuera lo suficientemente
fuerte como para cambiar de estado lo´gico a la sen˜al. Esta inmunidad al ruido es otro beneficio al escoger la sen˜al
PWM sobre el las sen˜ales ana´logas, y es la principal razo´n por la cual el PWM es usado para comunicaciones,
al convertir una sen˜al ana´loga a PWM se incrementa la longitud del canal de comunicaciones, al final del canal
se implementa un filtro para retornar de nuevo a la sen˜al a su estado inicial. Existen otras te´cnicas similares,
tales como modulacio´n delta, modulacio´n delta-sigma, modulacio´n por vector de espacio, modulacio´n PCM,
modulacio´n PDM, entre otras.
4.3. OpenServo
Un servomecontrolador es un dispositivo automa´tico, el cual realimenta la diferencia entre la posicio´n de-
seada y la obtenida, este error se usa para corregir la posicio´n actual y obtener una ma´s precisa por parte
del mecanismo. Los servocontroladores ma´s comunes son aquellos que proveen control de posicio´n y veloci-
dad, generalmente se usan en el control de motores, pero tambie´n existen servocontroladores para actuadores
hidra´ulicos o neuma´ticos. Los servomecanismos fueron usados inicialmente en la industria militar y en equipo
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de navegacio´n. Actualmente los servomecanismos son ampliamente usados en la industria del automo´vil, her-
ramientas, navegacio´n, aviacio´n, computacio´n, entre muchas otras.
Para extender la aplicacio´n, desarrollo y uso de los sistemas de control embebidos, se ha optado por repro-
ducir y mejorar el sistema OpenServo [13], un servocontrolador disen˜ado bajo licencia GPL[6]. Este proyecto
‘Open source’ esta´ enfocado a permitir el manejo de mu´ltiples actuadores de corriente continua con alta pre-
cisio´n y repetibilidad. Esta tarjeta cuenta con los componentes ba´sicos para el control, consiste principalmente
de un microcontrolador ATmega168, que es la parte principal del sistema y sirve como controlador esclavo para
la comunicacio´n mediante el protocolo I2C, adema´s se encarga de coordinar todas las funciones del servo, entre
ellas esta´n: ca´lculos, medicio´n y comunicacio´n.
En la tarjeta se tiene un puente H encargado de manejar la corriente que va hacia el motor, otro componente
importante es el regulador, el cual aı´sla el posible ruido generado por el motor, y que puede interferir con el
funcionamiento del microcontrolador. Los valores recomendados de corriente y voltaje para el uso del servo son
de 6 voltios y 500 miliamperios por servo, estos valores restringen el tipo de aplicaciones a pequen˜os motores,
lo que lo hace inconveniente para uso con motores de ma´s potencia.
Los esquema´ticos que proveen en su sitio de Internet [21], se pueden ver en las figuras D.2 y D.1 en el
ape´ndice D.
En cuanto al software, el proyecto consiste de tres componentes principales: Bootloader, co´digo de apli-
cacio´n y software de control. El bootloader es el primer componente que se inicia una vez se alimenta el micro-
controlador y permite que las aplicaciones sean cargadas[1]. Una vez se ha terminado el tiempo del bootloader,
el co´digo de aplicacio´n es cargado, este contiene la principal parte del control del servo (controlador PID, control
de trayectorias, etc.). Cuando ha terminado esta carga es posible utilizar el software de control para comunicarse
con el dispositivo a trave´s del protocolo I2C .
4.3.1. Disen˜o de Nueva Versio´n de OpenServo
De acuerdo con la informacio´n suministrada en OpenServo y debido a que se necesita un controlador robusto
y con capacidad de manejar altas corrientes, se llevo´ a cabo el disen˜o y construccio´n de una nueva versio´n del
dispositivo, esta debe tener la capacidad de manejar voltajes de hasta 40 voltios y corrientes de hasta 5 amperios.
Para el desarrollo de esta fase del proyecto se conto´ con la ayuda del profesor adscrito al departamento de
Ingenierı´a Ele´ctrica y Electro´nica, Ingeniero Carlos Camargo y el alumno de Ingenierı´a Electro´nica Carlos
Gavila´n. El disen˜o inicial no cambio´ sustancialmente, pero las mejoras proveen mayores herramientas para el
manejo de motores de mayor potencia.
Uno de los cambios se produjo en el regulador LM3480 por uno de referencia LM25575, el cual provee un
mayor rango de alimentacio´n (hasta 42 Voltios) y mejor desempen˜o y robustez.
Otro cambio importante se encuentra en el uso del puente H tipo MOSFET de referencia MC33887, este
integrado permite manejar cargas de corriente continua de hasta 5 Amperios y corrientes pico entre 5.2 y 7.8
Amperios. Adema´s tiene una salida que permite el monitoreo constante de la corriente, para el control de torque
o velocidad, y otro pin que reporta problemas de bajo voltaje, corto circuito y/o condiciones de temperatura
extrema [36]. Algunas otras caracterı´sticas importantes son:
Entradas compatibles TTL/CMOS
Frecuencias de PWM hasta 10 kHz
Operacio´n hasta 40 Voltios
Limitacio´n activa de corriente
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En la figura 4.8 se encuentra el nuevo esquema´tico para la parte del microcontrolador, en la figura 4.9 el
puente H y en la figura 4.10 la parte del regulador.
Figura 4.8: Esquema´tico OpenServo - Nuevo Disen˜o. Microcontrolador.
Una vez disen˜ado, ruteado y ensamblado, se cuenta con la nueva versio´n de OpenServo, a partir de esta
versio´n se hizo una nueva, en la figura 4.11 y 4.12 se puede ver la ma´s reciente versio´n con vistas diferentes de
la misma, tiene la caracterı´stica especial que es posible separar la parte de potencia de la del microcontrolador,
de esta forma se puede usar cada mo´dulo por aparte, la potencia se puede usar con sen˜al PWM para controlar
motores con requerimientos de corriente altos, y la parte del microcontrolador como uno de propo´sito general.
Por otro lado en la figura 4.13 se encuentra la versio´n original del proyecto OpenServo, de esta forma se puede
apreciar la diferencia fı´sica entre las dos versiones.
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Figura 4.9: Esquema´tico OpenServo - Nuevo Disen˜o. Puente H.
Figura 4.10: Esquema´tico OpenServo - Nuevo Disen˜o. Regulador.
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(a) Ensamble completo (b) Puente H
Figura 4.11: Nueva versio´n OpenServo
(a) Microcontrolador - Lado A (b) Microcontrolador - Lado B
Figura 4.12: Nueva versio´n OpenServo
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En cuanto al software se refiere, se realizaron pequen˜os cambios debidos al nuevo hardware utilizado en
la tarjeta. Estos cambios son principalmente en la generacio´n del PWM y el sentido de giro del motor. Para
esto es necesario negar las asignaciones de EN_A en el archivo pwm.c del proyecto AVR OpenServo V3.
Por ejemplo, una asignacio´n del tipo EN_A debe ser cambiada por ˜EN_A , en total el archivo contiene 6
asignaciones de este tipo. La programacio´n del microcontrolador es realizada en lenguaje C++ con ‘avr-gcc
tools’, y la descarga del archivo .hex puede ser realizada desde el PC por medio del puerto serial o el paralelo
utilizando la herramienta de programacio´n UISP para Linux. Para la utilizacio´n de OpenServo se ha desarrollado
un manual de procedimiento donde se explica la forma de instalar las herramientas y poner a punto el servo para
su uso, este manual se encuentra en el ape´ndice D.1.
Figura 4.13: Versio´n 3 - OpenServo. Lado superior
El desarrollo de este servocontrolador abre las puertas para su uso en diversas aplicaciones, debido al bajo
costo y a su cara´cter de aplicacio´n libre, permite su estudio y mejoramiento continuo, como en este caso, el
rango de aplicaciones fue ampliado debido a las modificaciones para manejo de actuadores de mayor potencia.
Es posible usar el OpenServo en sectores como la senso´rica distribuida o sistemas SCADA (Supervisory Control
and Data Acquisition), segu´n sus siglas en ingle´s supervisio´n, control y adquisicio´n de datos. En este tipo de
sistemas se usan controladores auto´nomos dirigidos a trave´s de un computador central, este es el encargado
de supervisar el comportamiento de las diferentes variables del sistema, comunicar y ejecutar cambios en los
controladores (ver figura 4.14).
Figura 4.14: Sistema distribuido
Se puede aprovechar el OpenServo en la automatizacio´n de procesos y reconversio´n de maquinaria antigua,
debido a costos se hace una opcio´n tentadora, ya que OpenServo tiene un costo aproximado de 70$, se puede
comparar con precios de controladores de tecnologı´a similar como los controladores de QuickSilver Controls
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para servo-motores, con un precio de 260$ [49], obviamente OpenServo esta´ lejos en cuanto a robustez y po-
tencia pero afortunadamente su precio tambie´n, esto debido a que controladores de alta tecnologı´a como los
Siemens, ABB o Yaskawa que pueden llegar a costar ma´s de 1500$.
Otra posible aplicacio´n se presenta en el control de varios actuadores o arreglos de actuadores de un sistema
complejo, este es el caso de estudio del capitulo llamado Control de la Stewart-Gough, esta plataforma de arqui-
tectura paralela consta de 6 actuadores lineales cada uno de ellos adaptado a un servocontrolador OpenServo,
la posicio´n de cada motor sera´ controlada desde el sistema embebido a trave´s de comunicacio´n I2C pero inter-
namente cada uno de los servocontroladores se encargara´ de realizar el control en lazo cerrado del motor. En
este caso el sistema embebido es un supervisor y quien ejecuta realmente la tarea de control es cada uno de los
OpenServo.
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Capı´tulo 5
Control de la Stewart-Gough
En este capı´tulo se busca usar el sistema embebido OpenServo para realizar el control de posicio´n de un sis-
tema complejo a trave´s del bus I2C , en este caso se usara´ la plataforma de arquitectura paralela Stewart-Gough,
esta plataforma consta de seis actuadores lineales y dos bases, una fija y otra mo´vil la cual sera´ posicionada en
el espacio. Esta plataforma fue disen˜ada y construida por el Ingeniero Daniel Ramirez como parte de su tesis
de maestrı´a ‘Disen˜o de una Plataforma Robo´tica Paralela de 6DOF para Asistente Quiru´rjico en Cirugı´as de
Reconstruccio´n Cra´neo-Facial’. Las caracterı´sticas principales de los mecanismos de arquitectura paralela se
discuten en el capı´tulo 7. En particular esta plataforma usa actuadores lineales de marca Firgelli Automation,
sus caracterı´sticas se pueden ver en la tabla 5.1. Se comprobara´ con esta aplicacio´n el uso de OpenServo en
tareas de control con motores de este tipo.
Marca Firgelli Automation
Modelo FA-PO-100-12-12
Voltaje de alimentacio´n 12VDC, 4A carga ma´xima
Capacidad de carga 100lbs
Carga esta´tica 200lbs
Carrera 12in
Velocidad sin carga 12mm/seg
Realimentacio´n Potencio´metro lineal de 10K
Agujeros de fijacio´n 6.3mm de dia´metro
Tornillo rosca ACME
Relacio´n de transmisio´n 20:1
Grado IP IP 54
Tabla 5.1: Caracterı´sticas de los motores [4]
Para hacer el control de la plataforma se debe contar con el ca´lculo de la cinema´tica inversa, esto para poder
conocer la longitud de los actuadores y alcanzar la posicio´n deseada del punto de referencia.
5.1. Cinema´tica Inversa
Para analizar esta plataforma es necesario disponer dos sistemas coordenados A(x, y, z) y B(u, v, w) como
se muestra en la Fig 5.1, los cuales esta´n sobre la plataforma fija y la mo´vil respectivamente. La trasformacio´n
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de coordenadas de la plataforma mo´vil con respecto a la plataforma fija se describe por medio del vector de
posicio´n p y la matriz de rotacio´n ARB de la plataforma mo´vil, la matriz de rotacio´n es la matriz que representa
una rotacio´n en el espacio euclı´deo, la notacio´n ARB significa que la matriz de rotacio´n representa la rotacio´n
del marco B con respecto al marco A. Se definen los vectores unitarios u, v, w a lo largo de los ejes u, v, w de
la plataforma mo´vil, por lo tanto la matriz de rotacio´n puede ser escrita como se ve en la ecuacio´n 5.1.
Figura 5.1: Posicio´n de sistemas coordenados en Stewart-Gough [84]
ARB =

 ux vx wxuy vy wy
uz vz wz

 (5.1)
Debido a su cara´cter de matriz de rotacio´n, los elementos de 5.1 deben cumplir ciertas condiciones de
ortogonalidad, estas son [84]:
ux
2 + uy
2 + uz
2 = 1
ux
2 + uy
2 + uz
2 = 1
wx
2 + wy
2 + wz
2 = 1
uxvx + uyvy + uzvz = 0
vxwx + vywy + vzwz = 0
uxwx + uywy + uzwz = 0
Se definen los vectores ai = [aix + aiy + aiz]T y Bbi = [biu + aiv + aiw]T como los vectores de posicio´n
de los puntos Ai y Bi en los marcos coordenados A y B respectivamente. De este modo se puede escribir una
ecuacio´n para describir la posicio´n de cada extremidad del manipulador, donde el vector AiBi es:
AiBi = p+
ARB
Bbi − ai (5.2)
La longitud de la extremidad o actuador i, con i de 1 a 6, es obtenida por medio del producto punto por si
mismo:
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di
2 =
[
p+ ARB
Bbi − ai
]T [
p+ ARB
Bbi − ai
] (5.3)
La ecuacio´n 5.3 puede ser expandida de la siguiente forma:
di
2 = pT p+
[
Bbi
]T [Bbi]+ aiTai + 2pT [ ARB Bbi]− 2pTai − 2 [ ARB Bbi]T ai (5.4)
De la ecuacio´n 5.4 se puede despejar la longitud de cada actuador, en la ecuacio´n 5.5 se puede observar la
longitud despejada:
di = ±
√
pT p+ [Bbi]
T
[Bbi] + aiTai + 2pT [ ARB Bbi]− 2pTai − 2 [ ARB Bbi]T ai (5.5)
De este modo teniendo las coordenadas del punto que se quiere alcanzar, es posible determinar cada una de
las longitudes de los seis actuadores que conforman la plataforma Stewart-Gough. Una vez se tiene la cinema´tica
inversa se procede a realizar el control de la plataforma usando los OpenServo.
Figura 5.2: Plataforma Stewart-Gough [76]
5.2. Control de la Stewart-Gough
Aprovechando las caracterı´sticas de la OpenServo se lleva cabo el disen˜o de un sistema con mu´ltiples ac-
tuadores, el control de la posicio´n de la plataforma se realizara´ a trave´s de cada OpenServo teniendo como
supervisor del proceso al sistema embebido, quien es el encargado de enviar las posiciones en las que deberı´an
estar los actuadores en cada momento, la comunicacio´n entre los dispositivos se hace a trave´s del protocolo
I2C . Se puede observar el prototipo de la plataforma Stewart-Gough en la figura 5.2.
Primero es necesario acoplar los OpenServo con los motores y la alimentacio´n independiente para la parte
de potencia de los motores y la de los microcontroladores. En la figura 5.3 se puede observar el arreglo y la
configuracio´n de los OpenServo. Adema´s cabe destacar que se adquirio´ una fuente de poder de marca Kepco,
Inc. de 600 Watts que entrega 27 amperios a 24v [42], la cual cumple con los requisitos de potencia de los seis
actuadores, cada uno de los cuales puede consumir hasta 4 amperios.
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Figura 5.3: Arreglo de OpenServos
Cada uno de los buses provenientes de los OpenServo es conectado a trave´s de una tarjeta que adema´s de
interconectar los buses I2C , entregan el voltaje necesario para la alimentacio´n de los microcontroladores, esta
tarjeta se puede ver en la figura 5.4.
Figura 5.4: Tarjeta de interconexio´n de buses
De acuerdo con la longitud de los actuadores es posible alcanzar diversas posiciones y a´ngulos en la platafor-
ma, en la figura 5.5 se pueden observar las diferentes posiciones alcanzadas por la Stewart-Gough.
Para la generacio´n de las trayectorias y utilizando la cinema´tica inversa como base se desarrollo´ un co´digo
en Matlab encargado de exportar a un archivo de texto la posicio´n de cada actuador a trave´s del tiempo. Se
representa la longitud de los actuadores con valores entre 0 y 1023, siendo 0 el actuador comprimido y 1023
el actuador totalmente extendido. Este archivo de texto es leı´do a trave´s un programa encargado de enviar cada
referencia al respectivo OpenServo.
Se debe tener especial cuidado con las trayectorias debido a que se pueden presentar singularidades, son
llamadas de esta forma debido a que una vez alcanzado un punto con esta caracterı´stica se puede perder el
control sobre los grados de libertad del robot. Para obtener ma´s informacio´n acerca de este tema referirse a [76].
En este caso se genero´ una trayectoria con los puntos y a´ngulos que se muestran en la tabla 5.2, esta misma
trayectoria se observa en la figura 5.6. En la figura 5.6 tambie´n se muestra la posicio´n en x, y y z del efector
final.
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Figura 5.5: Algunas posiciones de la Stewart-Gough
Posicio´n en x Posicio´n en y Posicio´n en z Yaw Pitch Roll
0.1 0.1 0.6 0 0 0
0.1 -0.1 0.6 0 0 0
-0.1 -0.1 0.6 0 0 0
-0.1 0.1 0.6 0 0 0
0.1 0.1 0.6 0 0 0
Tabla 5.2: Puntos y a´ngulos de la trayectoria para Stewart-Gough
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Figura 5.6: Caracterı´sticas de la trayectoria en Stewart-Gough
Las pruebas demostraron que a pesar de seguir la trayectoria, la plataforma presenta problemas en cuanto a
la calidad del movimiento y se nota falta de fluidez en el mismo. Algunas ima´genes intermedias del movimiento
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se muestran en la figura 5.7, adema´s en esta misma figura se encuentra una aproximacio´n a la trayectoria ideal,
debido a posicionamiento de la ca´mara se notan algunas diferencias entre las dos.
Debido a que el ensamble no es el o´ptimo existe juego meca´nico, lo cual produce vibraciones en los
movimientos de la plataforma, estos problemas sera´n discutidos ma´s a fondo en el capı´tulo 7 donde se pre-
sentan problemas similares. En el capı´tulo 8 de esta tesis se presentan las conclusiones y trabajos sugeridos con
el objetivo de obtener un mejor comportamiento de la plataforma. El video de la anterior trayectoria se puede
ver en los archivos adjuntos en la ruta stewart\.
Figura 5.7: Ima´genes de la trayectoria y trayectoria aproximada
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Capı´tulo 6
Control de un Motor con Encoder
En este capı´tulo se describe la forma de realizar el control de posicio´n de un motor, el sensor de posicio´n
sera´ un encoder acoplado al eje del motor. Para esto se cuenta con un motor DC Faulhaber y un encoder con
referencia TDR-S1024VD con 1024 pulsos por vuelta. La idea sera´ aprovechar la capacidad de co´mputo del
sistema embebido (PCM-4154 y Diamond MM16-AT) y usar los puertos digitales para muestrear las sen˜ales
provenientes del encoder y las salidas ana´logas para enviar la sen˜al de control al motor a trave´s de la fase de
potencia descrita en la seccio´n 4.2.1. A continuacio´n se describira´n las etapas llevadas a cabo para realizar el
control exitoso del motor.
6.1. Identificacio´n
Para la identificacio´n del motor se debe tener en cuenta que la funcio´n de transferencia del motor para
posicio´n es inestable, por otro lado, a pesar de que el modelo para posicio´n es inestable, el modelo para la planta
en velocidad es estable, por lo tanto el modelo para posicio´n puede ser identificado a partir del modelo para
velocidad y se an˜adira´ un integrador para conocer en el modelo para posicio´n.
Segu´n Ljung [66] la construccio´n de un modelo a partir de datos requiere de tres conceptos importantes, el
primero son los datos, es importante que estos brinden la mayor informacio´n posible sobre el comportamiento
del sistema. El segundo es el conjunto de posibles modelos, se debe escoger cada modelo que entra a este grupo
basado en las probabilidades de que sea mejor que otro, basa´ndose en modelos fı´sicos ya conocidos y que
han sido modelados con anterioridad. Por u´ltimo se debe determinar el mejor modelo, siguiendo un me´todo de
identificacio´n o validacio´n de datos, para comprobar si el modelo predice con acierto las salidas a partir de las
entradas al sistema.
Para identificar al motor en velocidad es necesario contar con un conversor frecuencia-voltaje, se usara´ el
conversor con referencia LM2907, este conversor tomara´ los pulsos provenientes del encoder y los convertira´ en
un voltaje proporcional, es decir que es posible obtener voltajes desde 0 voltios con una sen˜al de 0 Hertz, este
voltaje variara´ de forma proporcional de acuerdo a la frecuencia de la entrada. Se debe calcular la ganancia del
conversor usando la siguiente ecuacio´n:
Vout = C1 ∗R1 ∗ Vcc ∗ fin
En donde C1 y R1 sera´n los valores del capacitor y resistencia que se muestran en la figura 6.1, Vcc sera´ el
voltaje de alimentacio´n del circuito que es de 12 voltios, adema´s se debe tener en cuenta que el valor del
capacitor C2 varı´a el ‘ripple’ de la sen˜al filtra´ndola pero an˜adiendo un retardo, que para intereses pra´cticos y
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Figura 6.1: Esquema de cableado para el conversor frecuencia-voltaje.
enfocados en la identificacio´n del modelo no son u´tiles ya que distorsionara´n los para´metros del modelo, es por
esto que se recomienda un capacitor de poca capacitancia, o encontrar equilibrio entre el ruido y el retardo. Se
debe calcular el voltaje Voff como la mitad del valor que arroja cada pulso, en este caso los pulsos del encoder
tienen un valor entre 0 y 5 voltios, por lo tanto Voff = 2,5v. Se usaron capacitores de polie´ster y resistencias
con los valores presentados en la tabla 6.1.
Elemento Valor
C1 1nF
C2 33nF
R1 0.5MΩ
R2 10KΩ
Tabla 6.1: Valores de capacitores y resistencias.
Con los valores anteriores podemos obtener una ganancia del conversor:
Vout = 1 ∗ 10−9 ∗ 0,5 ∗ 106 ∗ 12 ∗ fin = 0,0060 ∗ fin
Ası´ se puede concluir que la ganancia del conversor Kc = 0,0060. Adema´s de usar el encoder y el motor, se
usara´ la fase de potencia descrita en la seccio´n 4.2.1 que permitira´ el uso de una sen˜al ana´loga para el movimiento
del motor. La identificacio´n del sistema se hara´ con el toolbox de Matlab llamado System Identification Tool el
cual proporciona amplia variedad de herramientas para la obtencio´n de modelos. Para la identificacio´n del
modelo se debe contar con sen˜ales de entrada de la planta y sen˜ales obtenidas a la salida de la misma, esto para
encontrar un modelo que se ajuste a la dina´mica del sistema y que lo describa de la mejor forma posible.
Se debe definir una frecuencia de muestreo que permita obtener muestras significativas de las sen˜ales, para
esto de puede usar el hecho de que la constante de tiempo del sistema τ es aproximadamente igual al tiempo de
subida del sistema [73], o sea el tiempo en que la sen˜al llega al 90 % del valor de estado estable, haciendo la
medicio´n a partir de los datos se tiene que ts = 0,046 seg, por lo tanto:
τ = 0,046 seg
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El tiempo de muestreo mı´nimo debe ser por lo menos la de´cima parte de la constante de tiempo:
tm =
0,046
10
= 0,0046 seg
Esto quiere decir que se debe muestrear mı´nimo cada 4 milisegundos, en este caso para alejarse de ese lı´mite
se muestreara´ a una frecuencia de 1 kHz. Tambie´n es posible hallar el ancho de banda del sistema ωB , este se
calcula con:
ωB =
1
τ
=
1
0,046
= 21,73 Hz
Para continuar con la identificacio´n del modelo se hara´n varias pruebas con sen˜ales tipo RBS (Random
Binary Signals) que son sen˜ales tipo escalo´n pero que pueden variar su frecuencia, es aconsejable identificar
con RBS debido a que brindan buena cantidad de informacio´n sobre la dina´mica de este sistema, una muestra
de las sen˜ales de usadas como entrada al sistema y las salidas obtenidas, pueden ser vistas en la figura 6.2.
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Figura 6.2: Muestra de la sen˜al RBS usada para identificar.
Una vez se han obtenido las sen˜ales de entrada y salida del sistema se puede proceder con la identificacio´n
en el toolbox, se usara´ la primera pareja de datos (entrada-salida) sen˜al como datos de entrada para el toolbox,
mientras que otra pareja se datos sera´ usada para validar los modelos obtenidos con la primera pareja.
Para obtener modelos con menos error es aconsejable realizar un preprocesamiento de las sen˜ales, esto
incluye remover medias (remove means), remover tendencias (remove trends) y filtrar el ruido producido por
el conversor frecuencia-voltaje, una vez cumplido con este paso, se procede con la obtencio´n de los modelos,
recordemos que estos modelos son modelos para velocidad de la planta. Se obtiene un modelo de primer orden
para el motor y un porcentaje de ajuste para cada uno de los modelos, esto se puede ver en la figura 6.3.
Los modelos son presentan un porcentaje de ajuste muy similar, se escoje el Box Jenkins que es uno de los
modelos con mayor porcentaje de ajuste, a continuacio´n se presenta el modelo discreto y continuo:
Es claro que se tiene un modelo estable del motor para velocidad, pero ya que se necesita el modelo de
posicio´n, se pasara´ primero este modelo de tiempo discreto a tiempo continuo teniendo en cuenta el tiempo de
muestreo de 0.001 segundos. El modelo BJ se presenta a continuacio´n en tiempo discreto y continuo:
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Figura 6.3: Prediccio´n de los modelos comparados con salida real del sistema.
Modelo Porcentaje de Ajuste
ARX 94.15
ARMAX 94.26
Box Jenkins. BJ 94.42
Output-Error. OE 94.42
Tabla 6.2: Porcentaje de ajuste de los Modelos.
Gv(z) =
0,03401
z − 0,9646 , Gv(s) =
34,62
s+ 36,08
Una vez se tiene el modelo en tiempo continuo se an˜ade el integrador para obtener el modelo para posicio´n
y se pasa de continuo a discreto con un tiempo de muestreo de 0.001 segundos, el modelo de la planta para
posicio´n en tiempo continuo y discreto se presenta a continuacio´n.
Gp(s) =
34,62
s2 + 36,08s
, Gp(z) =
1,711 ∗ 10−5z + 1,69 ∗ 10−5
z2 − 1,965z + 0,9646
A pesar que se obtuvo el modelo, este no es completamente correcto debido a que para el control de posicio´n
se ha quitado el conversor frecuencia-voltaje de nuestra planta, lo que varı´a la ganancia de la misma. Es decir,
el modelo para velocidad tiene una ganancia Kt, la cual sera´ la ganancia del conversor Kc por la ganancia de
la planta Kp que hasta el momento es desconocida, ya que la ganancia del conversor ha sido removida se debe
calcular la ganancia de la planta. Si se calcula la ganancia del modelo en velocidad encontraremos que el valor
es Kt = 0,9598, anteriormente se habı´a calculado la ganancia del conversor Kc = 0,0060, lo que nos lleva a:
Kt = Kc ∗Kp ⇒ Kp = Kt
Kc
=
0,97
0,0060
= 159,9612 ≈ 160
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6.2. Control de Posicio´n
Para el control de posicio´n se han usado los puertos digitales para el conteo de los pulsos generados por
el encoder, existen algunas precauciones en cuanto a la posibilidad de contar correctamente los pulsos, princi-
palmente basa´ndose en la frecuencia de muestreo del dispositivo. La Diamond MM-16-AT, tiene la capacidad
de muestrear por sus puertos digitales a una frecuencia de muestreo ma´xima de 25 KHz, es decir que segu´n el
teorema de muestreo de Nyquist-Shannon el cual dice que la frecuencia de muestreo debe ser mayor al doble de
la ma´xima frecuencia de la sen˜al a muestrear [66], la ma´xima frecuencia ma´xima de una sen˜al que se quisiera
muestrear con esta tarjeta deberı´a ser de 12.5 KHz. De este modo se debe comprobar que el motor con el en-
coder acoplado generara´ una sen˜al con una frecuencia mayor a 12.5 KHz. Ya que el encoder es de 1024 pulsos
por vuelta se tiene que cumplir que:
12,5 ∗ 103 ≥ Npulsos ∗ Revmotor
seg
12,5 ∗ 103 ≥ 1024 ∗ Revmotor
seg
12,5 ∗ 103
1024
≥ Revmotor
seg
12,2 ≥ Revmotor
seg
Por lo tanto el numero ma´ximo de revoluciones por minuto que puede girar el motor para que la posicio´n sea
correctamente medida sera´n 12.2 rev/s. Para comprobar esta primera condicio´n se alimentara´ al motor con el
voltaje ma´ximo al que puede llegar la sen˜al de control, en este caso la tarjeta tiene una sen˜al de control ma´xima
de 8 voltios.
Figura 6.4: Frecuencia del encoder para una sen˜al de 8 voltios.
En la figura 6.4 se puede comprobar que la sen˜al de 8 voltios produce una sen˜al con un periodo de 740µs
o sea 1351Hz, por lo que automa´ticamente se sabe que la frecuencia de muestreo sera´ ma´s que suficiente,
comprobando el numero de vueltas por segundo se tiene que:
1351Hz
1024 pulsos
= 1,31
Lo que nos dice que el motor alimentado con el voltaje ma´ximo, alcanzara´ aproximadamente 1,31 revoluciones
por segundo. Lo anterior indica que se debe muestrear al doble de esta frecuencia, es decir aproximadamente
3000Hz, obviamente se muestreara´ la sen˜al a una frecuencia un poco mayor para evitar problemas.
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Ya que la idea es hacer el control con el xPC Target , se debe encontrar la forma de contar los pulsos
provenientes del encoder, se probaron diferentes posibilidades pero la que se presenta a continuacio´n fue la ma´s
eficiente en cuanto a consumo de recursos de co´mputo. Ya que se debe saber en que direccio´n se esta´ moviendo
el motor es necesario usar los dos canales del encoder, y analizando sus posiciones relativas se puede definir en
que sentido esta´ girando el motor, se pueden apreciar las diferencias presenta al girar en un sentido o en el otro,
por un lado si gira en un sentido el flanco de subida de un canal coincidira´ con una sen˜al en alto del otro canal,
por el contrario, si gira hacia el otro sentido ese mismo flanco positivo encontrara´ una sen˜al en bajo del otro
canal, de esta forma sera´ posible distinguir en cual sentido se mueve el motor.
Figura 6.5: Esquema del Flip-Flop D [2].
Para implementar este razonamiento se uso´ un Flip-Flop D, con referencia 74LS74 (ver figura 6.5), se
utilizaron los dos canales del encoder como entradas del Flip-Flop, una como reloj o clock y otra como entrada
D, la tabla de funcionamiento del Flip-Flop se presenta en la figura 6.6.
Figura 6.6: Tabla de funcionamiento del Flip-Flop D [2].
La idea es sumar pulso a una cuenta si el motor gira en un sentido y restarlos si gira en el sentido contrario,
la Diamond se encargara´ de leer esta sen˜al de sentido para saber si sumar o restar pulsos de la cuenta, los cuales
sera´n contados con contador de flancos, en la figura 6.7 se muestra el esquema en Simulink.
La cuenta del anterior sistema sera´ la salida del sistema, esta sera´ realimentada y se sumara´ con la sen˜al
referencia para cerrar el lazo de control, la resta de las dos sen˜ales sera´ compensada por una ganancia que
inicialmente se tomo´ con un valor de C = 1/40, en este caso el contador esta´ en un bloque subsistema para
guardar espacio. Usando la herramienta sisotool de Matlab para disen˜o de controladores, se usa el modelo
continuo, y una vez disen˜ado se pasa a tiempo discreto, en la figura 6.8 se obtiene la respuesta al paso y la sen˜al
de control con este controlador.
Para comprobar que el modelo obtenido de la identificacio´n se ajuste al real, se debe incluir dentro de este
esquema la funcio´n de transferencia obtenida para el modelo de posicio´n de la planta, adema´s de la ganancia
de 160 debida a la remocio´n del conversor frecuencia-voltaje, el esquema de control puede ser visto en la figura
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Figura 6.7: Esquema del contador de pulsos.
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Figura 6.8: Respuesta al paso y sen˜al de control con C = 1/40 .
6.9. Tambie´n se debe tener en cuenta que se ha agregado un bloque de saturacio´n, debido a que la sen˜al de
control ma´xima del la etapa de potencia esta´ entre 8 y -8 voltios.
La simulacio´n nos entrega el comportamiento del modelo real y el simulado, a pesar de que no son ide´nticos
el modelo identificado representa muy bien la dina´mica del sistema real. La figura 6.10 muestra el compor-
tamiento de las sen˜ales de salida de los dos sistemas, en la figura 6.11 se pueden ver las sen˜ales de control para
los dos sistemas.
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Figura 6.9: Esquema de control para motor con encoder y modelo simulado.
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Figura 6.10: Comparacio´n sen˜ales de salida.
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Figura 6.11: Comparacio´n sen˜ales de control.
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Se desea implementar un controlador que tenga un mejor tiempo de subida y que no sature la sen˜al de control
para una de referencia de 256 pulsos, para esto se usa el sisotool, para el disen˜o del controlador se agrega un
polo en -25, y se varia la ganancia, a continuacio´n se presentan el controlador obtenido en tiempo continuo y el
discreto:
C1(s) =
0,925
s+ 25
C1(z) =
0,00091353
z − 0,9753
La respuesta para una sen˜al paso se muestra en la figura 6.12, se puede observar que el tiempo de subida
a cambiado de 0.593 a 0.398 segundos, representando una mejora del 32 %. Adema´s las figuras 6.13 y 6.14
muestran el comportamiento de las sen˜ales de salida y de control de cada uno de los sistemas.
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Figura 6.12: Respuesta al paso con C1.
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Figura 6.13: Comparacio´n sen˜ales de salida con C1.
Para una sen˜al tipo rampa los modelos presentan un error en velocidad con el controlador C1, las sen˜ales de
salida y de control de esta prueba, se pueden ver en las figuras 6.15 y 6.16 respectivamente.
Para corregir el error en velocidad se puede aprovechar el hecho de que la planta tiene un integrador por si
66
0 1 2 3 4 5 6 7 8 9 10
−8
−6
−4
−2
0
2
4
6
8
 
 
Real
Simulada
Figura 6.14: Comparacio´n sen˜ales de control con C1.
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Figura 6.15: Rampa. Sen˜ales de salida con C1.
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Figura 6.16: Rampa. Sen˜ales de control con C1.
mismo, bastara´ con agregar un integrador en el nuevo controlador [47] [74], es necesario controlar la saturacio´n
de la sen˜al de control y evitar que llegue al lı´mite al momento de disen˜ar el controlador. Para seguir una sen˜al
tipo rampa se disen˜o un primer controlador, de nuevo, primero en tiempo continuo y despue´s en discreto, el
controlador es:
C2(s) =
0,034036(s+ 4,816)
s
C2(z) =
0,034036(z − 0,9952)
z − 1
El comportamiento de la planta con el nuevo controlador se puede apreciar en las figuras 6.17 y 6.18, con
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las sen˜ales de salida y control respectivamente.
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Figura 6.17: Rampa. Sen˜ales de salida con C2.
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Figura 6.18: Rampa. Sen˜ales de control con C2.
Se simula con una sen˜al referencia de tipo seno, para observar su comportamiento antes entradas de este
tipo y utilizando el controlador C2 se obtienen las sen˜ales de salida y control, estas se presentan en las figuras
6.19 y 6.20.
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Figura 6.19: Seno. Sen˜ales de salida con C2.
El controlador presenta un buen comportamiento ante sen˜ales tipo seno, adema´s la sen˜al de control presenta
valores dentro de los rangos permitidos, esto con el fin de evitar la saturacio´n de la misma.
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Figura 6.20: Seno. Sen˜ales de control con C2.
En este capı´tulo se presento´ el control de un motor con encoder, para esto se tienen que seguir ciertos pasos,
desde la identificacio´n se debe tener cuidado con los detalles, esto con el fin de obtener modelos con muy
buena aproximacio´n del sistema. En este caso el modelo obtenido del sistema no fue perfecto, pero cumple a
cabalidad con las expectativas, sobre todo describe con mucha certeza la dina´mica del sistema ante diferentes
tipos de sen˜ales. Se demostro´ que la tarjeta Diamond tiene buenas capacidades de procesamiento y que puede
ser usada para aplicaciones en tiempo real, junto con el xPC Target se deja el camino abonado y se generan
muchas expectativas para aplicaciones en el campo de los sistemas en tiempo real con este tipo de sistemas.
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Capı´tulo 7
Construccio´n y Control de Plataforma
Robo´tica de 2 Grados de Libertad
En la actualidad se conocen las ventajas que conlleva el uso de los robots en la industria y en la vida
diaria, son bien conocidas la superioridad en desempen˜o, que se obtiene al utilizar estas herramientas en tareas
repetitivas, trabajos peligrosos y au´n en labores que por su precisio´n son imposibles de realizar por los humanos.
La manufactura continu´a siendo el principal mercado donde los robots son utilizados, en particular, robots
articulados (similares en capacidad de movimiento a un brazo humano) son los ma´s usados comu´nmente. Las
aplicaciones incluyen soldadura, pintura y carga de maquinaria [50].
Figura 7.1: Robot Planar 3-RRR. [90]
Aunque los robots son algo comunes en la actualidad, el tipo de robot predominante en el mercado es de los
llamados robots seriales, los cuales esta´n conectados secuencialmente, empezando por la base y terminando en
alguna herramienta o efector final. Las uniones entre los eslabones que comprenden esta cadena cinema´tica, se
realizan a trave´s de articulaciones rotacionales (solo permiten rotacio´n relativa entre eslabones) y articulaciones
prisma´ticas (solo permiten traslacio´n relativa entre eslabones).
Existe otra categorı´a de robots llamada robots paralelos, la cual se caracteriza por tener al efector final unido
con la base por ma´s de una cadena cinema´tica, estos robots presentan ciertas ventajas sobre los seriales, debido
a que su disen˜o ma´s compacto, permite una mejor utilizacio´n de la energı´a por parte de los actuadores. Podemos
decir que las ventajas de los robots paralelos sobre los seriales se encuentran en su rigidez, precisio´n en su
buena relacio´n carga admisible / peso propio, adema´s los actuadores o efectores se conectan directamente desde
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la base hasta el efector final lo que aumenta el coeficiente carga/potencia y disminuye peso al robot, ya que los
efectores actu´an al mismo tiempo como elementos estructurales [53].
Aunque los robots paralelos presentan superioridad en algunas caracterı´sticas comparados con los seriales,
tambie´n presenta puntos en contra, uno de ellos radica en la dificultad de las soluciones para su cinema´tica
directa, lo que obliga usar me´todos nume´ricos (Newton-Raphson), los cuales son computacionalmente costosos
y puede que no lleven a todas las soluciones posibles [72]. En la figura 7.1 se presenta la imagen de un robot
paralelo planar desarrollado en Nanyang Technological University[90].
7.1. Construccio´n
La plataforma robo´tica es un mecanismo de 5 eslabones, el cual tiene 2 grados de libertad, el movimiento
se presenta en un solo plano (xy), por lo que suele llama´rsele robot planar. Como se puede observar en la figura
7.2 esta´ constituido por 4 eslabones, cada uno de ellos con movimiento rotacional relativo al eslabo´n anterior y
al siguiente, se le llama de 5 eslabones, debido a que en teorı´a de mecanismos, la tierra es tomada siempre como
un eslabo´n ma´s [75].
Figura 7.2: Mecanismo de 5 eslabones
Los planos de las piezas con sus medidas y detalles se presentan en el ape´ndice E.1. La figura 7.3 corre-
sponde al ensamble de las piezas en Solid Edge y algunas de las diferentes posiciones que se pueden alcanzar
con este tipo de configuracio´n.
En la figura 7.4 se aprecian las piezas, adema´s se muestra la configuracio´n final del robot planar (fı´sicamente)
de 2 grados de libertad (sin incluir los motores). Algunas de las posiciones alcanzadas por el robot se muestran
en la figura 7.4. Otra importante parte del robot esta en su mecanismo de transmisio´n, esta se muestra en la
figura 7.5
7.2. Ana´lisis de posiciones
El ana´lisis de posiciones se centra en la obtencio´n de la cinema´tica directa e inversa del robot. La cinema´tica
directa entrega la posicio´n del efector final cuando se tiene la posicio´n los actuadores. La cinema´tica inversa por
el contrario plantea la posibilidad de encontrar la posicio´n de los actuadores a partir de una posicio´n del efector
final. Nos concentraremos en el caso de la cinema´tica inversa del robot planar de dos grados de libertad.
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Figura 7.3: Partes y ensamble del robot
Figura 7.4: Partes y ensamble del robot
7.2.1. Cinema´tica Inversa
El robot puede alcanzar diferentes posiciones como se puede ver en la figura 7.6. Para saber que configu-
racio´n deben tener los actuadores en ese momento para alcanzar un posicio´n determinada, se necesita conocer
la cinema´tica inversa del robot.
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(a) Motores. Vista inferior (b) Transmisio´n. Vista superior
Figura 7.5: Mecanismo de transmisio´n de movimiento
Figura 7.6: Diferentes posiciones alcanzadas por el robot
Cinema´tica Inversa en Punto W
Se puede empezar haciendo ana´lisis separando cada pareja de eslabones, dividie´ndolos como se aprecia en
la figura 7.7, el punto W para el robot se ubica en el lugar donde se unen las dos parejas en la parte superior,
haciendo el ana´lisis de cada pareja se tiene:
xp = l1cos(θ1) + l2cos(θ2)
yp = l1sin(θ1) + l2sin(θ2)
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Por lo tanto:
xp − l1cos(θ1) = l2cos(θ2)
yp − l1sin(θ1) = l2sin(θ2)
Elevando al cuadrado y sumando:
xp
2 − 2l1cos(θ1)xp + l12cos2(θ1) + yp2 − 2l1sin(θ1)yp + l22sin2(θ1) = l22cos2(θ2) + l22sin2(θ2)
xp
2 − 2l1cos(θ1)xp + yp2 − 2l1sin(θ1)yp + l12 = l22
(−2l1xp)cos(θ1) + (−2l1yp)sin(θ1) + xp2 + yp2 + l12 − l22 = 0
Haciendo:
P = −2l1xp
Q = −2l1yp
R = xp
2 + yp
2 + l1
2 − l22
Por lo tanto se tiene:
Pcos(θ1) +Qsin(θ1) +R = 0
Hallando r y θ1:
r = atan2(
Q√
P 2 +Q2
,
P√
P 2 +Q2
)
θ1 = r + σcos
−1
[
−(xp2 + yp2 + l12 − l22)
2l1
√
xp2 + yp2
]
(7.1)
Donde dependiendo de:
σ =
{
1 Solucio´n codo arriba
−1 Solucio´n codo abajo
θ2 = atan2
[
yp − l1sin(θ1)
l2
,
xp − l1cos(θ1)
l2
]
(7.2)
De manera similar tenemos para la segunda pareja:
xp = l3cos(θ3) + l4cos(θ4)
yp = l3sin(θ3) + l4sin(θ4)
x′p = xp − L0
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Figura 7.7: Robot planar, pares de eslabones
Donde L0 es la distancia del eslabo´n ‘tierra’, es decir la distancia que hay entre el vertice del primer eslabo´n
y el tercero, en el caso de este robot la distacia L0 = 0, a pesar de esto, se mantendra´ la convencio´n para el caso
generalizado x′p, por lo tanto:
x′p − l3cos(θ3) = l4cos(θ4)
yp − l3sin(θ3) = l4sin(θ4)
Elevando al cuadrado y sumando:
x′p
2 − 2l3cos(θ3)x′p + l32cos2(θ3) + yp2 − 2l3sin(θ3)yp + l42sin2(θ3) = l42cos2(θ4) + l42sin2(θ4)
x′p
2 − 2l3cos(θ3)x′p + yp2 − 2l3sin(θ3)yp + l32 = l42
(−2l3x′p)cos(θ3) + (−2l3yp)sin(θ3) + x′p2 + yp2 + l32 − l42 = 0
Haciendo:
M = −2l3x′p
N = −2l3yp
T = xp
2 + yp
2 + l3
2 − l42
Por lo tanto se tiene:
Mcos(θ3) +Nsin(θ3) + T = 0
Hallando θ3:
r2 = atan2(
N√
M2 +N2
,
M√
M2 +N2
)
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θ3 = r2 + σcos
−1

−(x′p2 + yp2 + l32 − l42)
2l3
√
x′p
2 + yp2

 (7.3)
Donde dependiendo de:
σ =
{
1 Solucio´n codo arriba
−1 Solucio´n codo abajo
θ4 = atan2
[
yp − l3sin(θ3)
l4
,
x′p − l3cos(θ3)
l4
]
(7.4)
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Figura 7.8: Robot planar, pares de eslabones
Cinema´tica Inversa en Punto P
Para hacer la cinema´tica inversa del punto P, teniendo en cuenta la estructura real del robot (ver figura 7.3)
este punto se ubica en la parte final del eslabo´n 4, ver figura 7.8, haciendo el ana´lisis geome´trico se tiene:
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Figura 7.9: Tria´ngulo BCP . Hallando β
Tomando los eslabones de longitud c y d se obtiene un tria´ngulo (ver figura 7.9) , del cual se pueden hallar
sus a´ngulos por medio del teorema del coseno:
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d2 = c2 + L2
1
− 2cL2
1
− 2cL1cos(β)
Despejando β se tiene:
β = cos−1
(
d2 − c2 − L2
1
−2cL1
)
Este nos arroja dos posibles soluciones. Por otro lado se puede obtener el a´ngulo complementario φ, ver
figura 7.10:
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Figura 7.10: Hallando φ
tan(φ) =
y
x
φ = tan−1(
y
x
)
Por lo tanto podemos hallar θ3:
θ3 = β + φ
Para θ1, se tiene que encontrar el punto D, ver figura 7.8, para esto es necesario conocer el punto C, este
tiene coordenadas:
cx = c ∗ cos(θ3)
cy = c ∗ sin(θ3)
Para hallar D se debe hallar la direccio´n del vector CD, o vector unitario:
u1 =
C −D
‖C −D‖
Por lo tanto D es:
D = C + u1 ∗ e
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Donde e es la distancia del eslabo´n. De esta forma, un nuevo tria´ngulo es observado, ver figura7.11, apli-
cando de nuevo ley de cosenos se obtiene:
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Figura 7.11: Tria´ngulo BAD. Hallando λ
a2 = L2
2
+ b2 − 2bL2cos(λ)
λ = cos−1
(
a2 − L2
2
− b2
−2bL2
)
De la figura 7.11 tambie´n se puede establecer:
tan(µ) =
Dy
Dx
µ = tan−1
(
Dy
Dx
)
Hallando θ1 se tiene:
θ2 = µ+ λ
De este modo se ha hallado la cinema´tica inversa para dos puntos diferentes del manipulador planar de cinco
eslabones, ası´ es posible definir trayectorias a lo largo de estos dos puntos como referencia.
7.2.2. Cinema´tica Directa
La cinema´tica directa del manipulador tiene como fin encontrar la posicio´n final del actuador teniendo
los a´ngulos o desplazamientos de los eslabones que componen al robot [50]. Hallar la cinema´tica directa del
manipulador planar es muy relativamente sencillo, se usa el hecho de que las dos parejas de eslabones deben
estar conectadas en un mismo punto. De nuevo, remitie´ndose a la figura 7.7 se encuentra la configuracio´n
simplificada del robot y bastara´ con aplicar trigonometrı´a para hallar la posicio´n del punto W dependiendo de
los a´ngulos de cada eslabo´n. Ası´ se tendra´ para las coordenadas x y y:
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x = l1 cos θ3 + l2 cos(180
◦ − θ1)
y = l1 sin θ3 + l2 sin(180
◦ − θ1)
Dado que el robot tiene una configuracio´n paralela, la cinema´tica directa de este manipulador es fa´cil de
encontrar comparado con otras configuraciones de la misma arquitectura [89], [72] , para las cuales la cinema´tica
directa presenta problemas en cuanto a que podrı´an existir mu´ltiples soluciones para cada combinacio´n de
a´ngulos y longitudes.
7.3. Desarrollo de Aplicacio´n
Esta aplicacio´n busca controlar desde un PC o desde la misma PC/104 las trayectorias del manipulador
planar, una vez se envı´a la informacio´n, los trayectorias deben ser reproducidas por el sistema PC/104. El
sistema debe tener las siguientes caracterı´sticas:
El tipo de lenguaje usado para la programacio´n de las aplicaciones, debe ser compatible con el uso de
la tecnologı´a TCP/IP, esto con el fin de aprovechar las capacidades de interconexio´n que brinda este
protocolo, por ejemplo el control a distancia.
Se debe procurar el uso de hilos, ya que sera´ necesario para el manejo de la tarjeta de adquisicio´n DIA-
MOND .
La aplicacio´n Servidor debe usar una baja cantidad de recursos, para asegurar un buen desempen˜o del
sistema.
El manejo de estos conceptos y requerimientos se puede lograr a trave´s de diferentes programas, entre ellos
Java, visual C#, C++, entre muchos otros, debido a que el lenguaje de programacio´n a trave´s de toda esta tesis
ha sido C++, la decisio´n es en su favor, ma´s au´n porque la incorporacio´n de las librerı´as desarrolladas para el
manejo de los puertos de la DIAMOND es ma´s simple.
Teniendo en cuenta, que se necesita algu´n tipo de manejo de interfaces gra´ficas, se opta por el manejo de
la librerı´a QT 4, que esta´ basado en C++, ya que adema´s de ser libre es multiplataforma, por lo que es posible
usar el mismo software desde otros sistemas operativos diferentes a Linux. La librerı´a QT versio´n 4 y sus
herramientas de desarrollo esta´n disponibles en los repositorios de Ubuntu y pueden ser instalados desde el
Gestor de paquetes del Sistema Operativo o con apt-get desde consola.
Para el programa que correra´ en el PC, se deben tener en cuenta las siguientes caracterı´sticas:
1. Correr interfaz gra´fica
2. Calcular cinema´tica inversa
3. Mostrar trayectoria a seguir por la plataforma
4. Enviar puntos inicial y final a la aplicacio´n en la PC/104 (Sockets)
A diferencia de la aplicacio´n del PC, la PC/104 debe realizar la siguientes tareas:
1. Recibir puntos inicial y final de la trayectoria (Sockets)
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2. Generar la trayectoria mostrada por la aplicacio´n gra´fica del PC
3. Calcular cinema´tica inversa para cada punto de la trayectoria
4. Controlar posicio´n para cada uno de los puntos de la trayectoria
7.3.1. Interfaz gra´fica
Con el objetivo de describir la trayectoria que debe seguir la plataforma, se hace necesaria la utilizacio´n de
herramientas gra´ficas, para esto se disen˜a una interfaz gra´fica (figura 7.12) que permite la insercio´n de puntos y
la visualizacio´n de la trayectoria, ası´ como otras informaciones relevantes sobre la cinema´tica inversa de cada
punto. El desarrollo de esta interfaz se realiza a trave´s del QT 4 Designer provisto entre las herramientas de
desarrollo de la librerı´a.
Figura 7.12: Interfaz gra´fica
La interfaz se caracteriza por permitir la inclusio´n de los puntos inicial y final (ver figura 7.13 b.), una casilla
para seleccio´n de tipo de trayectoria (a.), y tambie´n tiene una regio´n de texto(c.), la cual entrega informacio´n
relacionada con cada uno de los puntos pertenecientes a la trayectoria, tales como cinema´tica inversa (a´ngulos
de eslabo´n) en grados y radianes. Por u´ltimo se tiene el bosquejo de la plataforma, esta se actualiza a medida
que pasa el tiempo, generando la trayectoria que debe seguir la plataforma real. El boto´n Borrar Texto(e.), como
su nombre lo indica limpia la regio´n del texto(c.).
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El diagrama de flujo de la figura 7.14, describe las caracterı´sticas principales de los procesos llevados a cabo
por la aplicacio´n. El diagrama de flujo describe el proceso realizado a partir de la ejecucio´n del boto´n ‘correr’.
Inicialmente se toman las coordenadas (x,y) del punto inicial y final de las casillas correspondientes, paso segui-
do se trata de establecer la conexio´n con el socket. Un socket es una interfaz que permite la comunicacio´n entre
procesos, adema´s proporciona acceso a los protocolos de transporte. Estos procesos pueden estar ejecuta´ndose
en el mismo o en distintos sistemas, unidos mediante una red.
Si se produce la conexio´n con el socket se continua con la ejecucio´n de la aplicacio´n, si no, se sigue inten-
tando. Una vez la conexio´n es exitosa se procede a enviar los puntos inicial y final que describira´n la trayectoria.
Ahora se inicializa un timer que servira´ para ejecutar ciertas instrucciones una vez este se halla desbordado,
esto con el fin de dibujar los eslabones de la plataforma cada 300 mS aproximadamente, ası´, una vez se desborda
el timer se generan dos procesos pseudoparalelos, el primero se encarga de dibujar a partir de la informacio´n del
proceso de ca´lculo, el cual esta´ encargado de calcular el vector unitario de la trayectoria. Este vector representa
la direccio´n de la trayectoria, y con e´l es posible definir la cantidad de puntos que describira´n la lı´nea recta. Una
vez se ha calculado el vector unitario se procede con el ca´lculo de los puntos de la trayectoria, esto se realiza
sumando el vector unitario (escalado) al punto anterior, en el caso del primer punto, este sera´ el punto inicial de
la trayectoria. Por ejemplo, el vector unitario del vector −→v = 3i+ 4j se define de la siguiente forma:
−→u = 3√
32 + 42
i+
4√
32 + 42
j =
3
5
i+
4
5
j
Cada vez que el timer se desborde se calculara´ un nuevo punto y se realizara´ la cinema´tica inversa del
mismo, el co´digo para el ca´lculo de la cinema´tica inversa para el punto W se presenta en el ape´ndice en E.3,
mientras que para el punto P se encuentra en E.2.
Figura 7.13: Funciones de la interfaz gra´fica
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Figura 7.14: Diagrama de flujo de la interfaz gra´fica
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Las funciones anteriores calculan la cinema´tica inversa de un punto y devuelven los a´ngulos respectivos
a trave´s de una estructura, con estos resultados se dibujara´n los eslabones en la interfaz gra´fica, apreciando
el movimiento de los eslabones. El co´digo correspondiente a la interfaz gra´fica se encuentra en los archivos
adjuntos en la ruta Interfaz\.
7.3.2. Control
Esta aplicacio´n sera´ la encargada de realizar el control de la plataforma, adema´s de realizar el acceso a
puertos a trave´s de la tarjeta de adquisicio´n de datos DIAMOND-MM-16-AT. El diagrama de flujo de la figura
7.15 muestra las caracterı´sticas ma´s importantes sobre la ejecucio´n de la aplicacio´n. Para empezar es necesario
recibir las coordenadas inicial y final, para esto es necesario establecer conexio´n con el programa de interfaz
gra´fica a trave´s del socket. Una vez se han recibido las coordenadas de la trayectoria se inicializa un timer, el
tiempo de desborde del timer resultara´ de la cantidad de puntos.
El timer actu´a independientemente por lo que servira´ para actualizar el punto actual de la trayectoria. Una
vez se produce el desborde del timer se procede a crear los hilos A y B, los cuales se encargara´n del control
de cada motor, al igual que en la aplicacio´n de la interfaz es necesario determinar la trayectoria y la cinema´tica
inversa de cada punto, una vez se ha hecho este proceso se procede a lanzar los hilos, que se ejecutara´n mientras
el error de posicio´n este por encima de cierto valor de precisio´n.
Al entrar en cada hilo de control es necesario leer los puertos del conversor ana´logo digital ADC, para
establecer la posicio´n actual de los actuadores, una vez se obtiene esta informacio´n y se hacen las conversiones
de unidades correspondientes se pasa esta informacio´n al controlador, que sera´ el encargado de establecer la
sen˜al de control. Una vez realizados los ca´lculos del controlador se envı´a la informacio´n a los motores a trave´s
del conversor digital ana´logo DAC, el cual enviara´ esta sen˜al hacia el driver de potencia que maneja cada motor.
Las pruebas realizadas al sistema con un controlador PID, se observan en las figuras 7.16, se pueden ver los
resultados iniciales, para una trayectoria en lı´nea recta desde el punto (13,13) hasta el punto (9,9) sin conectar
los eslabones, es decir manteniendo los motores solo con la carga del peso de cada par de eslabones, cabe
destacar que las sen˜ales han sido tomadas directamente del sensor, por lo que no hay acondicionamiento alguno
para estas. En cada figura, el eje X representa el tiempo en segundos, mientras que el eje Y el valor en voltios del
potencio´metro lineal, por otro lado la gra´fica de color rojo representa la trayectoria que debe seguir idealmente
cada uno de los motores, los puntos marcados en esta, significan las posiciones en el tiempo calculadas para
esta trayectoria, la gra´fica de color azul es la salida medida desde los sensores.
Para obtener la trayectoria deseada es necesario convertir los a´ngulos provenientes de la cinema´tica inversa
en voltajes, hallando la relacio´n entre los a´ngulos y los voltajes se puede hallar una ecuacio´n de primer orden
que representa la correspondencia entre a´ngulos y voltios. Estas ecuaciones son:
1. Motor 1:
y =
2,834− 6,1
90
x+ 6,1 =
−3,266
90
x+ 6,1
2. Motor 2:
y =
2,9− 6,2
90
x+ 6,2 =
−3,3
90
x+ 6,2
En donde x esta´ en grados y y en voltios.
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Figura 7.15: Diagrama de flujo aplicacio´n en PC/104
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Figura 7.16: Trayectoria de prueba sin carga. PC/104.
Como se puede observar en la figura el robot presenta un comportamiento bueno, pero debido a que los
pares de eslabones no se han conectado, no es posible ver el comportamiento real, para esto se conectan cada
par de eslabones y se realiza de nuevo la prueba con una trayectoria recta entre los puntos (13,13) y (9,9), los
resultados se pueden ver en las figuras 7.17
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Figura 7.17: Trayectoria de prueba con pares de eslabones conectados. PC/104.
En esta prueba se puede ver que la precisio´n del control baja considerablemente, esto debido a la friccio´n
y al efecto que produce el movimiento de un eslabo´n en la medicio´n del otro, esto debido principalmente al
acople entre los mismos.
7.4. Uso OpenServo para Control
Tambie´n existe la posibilidad de controlar la plataforma haciendo uso del sistema de control embebido Open
Servo, aunque no esta´ directamente relacionado con el desarrollo de la interfaz gra´fica y el control con la PC/104,
es posible controlar las trayectorias que debe seguir la plataforma haciendo uso de las librerı´as desarrolladas
para la comunicacio´n SMBus / I2C , ası´ es posible enviar los puntos de la trayectoria para cada motor en un
tiempo determinado. La trayectoria se calcula a partir de la cinema´tica inversa para cada uno de los puntos,
adema´s se debe hacer la conversio´n correspondiente entre el voltaje de referencia y los registros de posicio´n,
esto se hace de la siguiente forma:
1. Determinar trayectoria y los puntos respectivos de ese trayecto.
2. Calcular cinema´tica inversa de los puntos de la trayectoria determinada anteriormente.
3. Computar el voltaje de referencia para los registros del Open Servo, estos esta´n entre 0 y 1023, donde
el voltaje mı´nimo de referencia 0 en el registro corresponde a 0 voltios en el potencio´metro, y el ma´xi-
mo esta´ determinado por el voltaje de alimentacio´n del microcontrolador que es de aproximadamente 5
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voltios. Analizando los valores del potencio´metro con respecto a la lectura de la posicio´n del Open Servo,
y debido a la linealidad del potencio´metro es posible relacionar por medio de una ecuacio´n de primer
orden los voltajes y la posicio´n:
Para θ3 VrefOS3 =
338 ∗ t3
90
+ 382
Para θ1 VrefOS1 =
330 ∗ t1
90
+ 400
4. Guardar los puntos calculados en un archivo de texto.
5. Se ha programado un co´digo encargado de enviar las referencias de voltaje al OpenServo para la trayec-
toria correspondiente, este se comunica con el microcontrolador a trave´s del SMBus, internamente Open
Servo se encargara´ de controlar la posicio´n de los motores. Estos co´digos se pueden encontrar en la ruta
OpenServo\trayectoria.
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Figura 7.18: Trayectoria de prueba sin carga. OpenServo.
En las figuras 7.18 y 7.19 se presentan los resultados de las trayectorias entre los puntos (13-13) y (9,9)
sin eslabones conectados y para la trayectoria entre (12,13) y (10,9) con los eslabones conectados, esto para
comparar las dos trayectorias, el eje x de las gra´ficas esta en segundos y el y tiene las unidades de referencia
para el microcontrolador con conversor A/D de 10 bits (0-1023)
0 10 20 30 40 50 60
0
0.5
1
1.5
2
2.5
 
 
Referencia
Salida
(a) Comparacio´n entre Referencia y Salida. Motor 1
0 10 20 30 40 50 60
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
 
 
Referencia
Salida
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Figura 7.19: Trayectoria de prueba con pares de eslabones conectados. OpenServo.
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7.5. Ana´lisis de Resultados y Conclusiones
Al realizar diferentes pruebas, cambiando las constantes del controlador PID, se observa que el mecanismo
sigue las referencias ele´ctricamente bien, es decir que de acuerdo con la referencia y la salida del voltaje en los
sensores no existen grandes diferencias, la sintonizacio´n del controlador entregara´ au´n mejores resultados que
los obtenidos hasta el momento.
Las diferentes pruebas y las gra´ficas de los resultados pueden ser vistos en la figura 7.20, todas estas pruebas
fueron hechas en la interfaz QT, en general el control en xPCTarget y QT solo varı´an en cuanto a la velocidad
de procesamiento de los sistemas operativos, ya que el manejo del mecanismo se hace a trave´s de la tarjeta
Diamond y las librerı´as desarrolladas. Debido a que el control y ca´lculo de la cinema´tica inversa del manipulador
no presenta alta complejidad en el ca´lculo, se obtiene un comportamiento similar en ambas aplicaciones.
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Figura 7.20: Pruebas de control. PC/104. Repetibilidad de trayectorias
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7.5.1. Ana´lisis Estadı´stico
El proceso de experimentacio´n juega un papel importante en el desarrollo y la investigacio´n, el objetivo de
la experimentacio´n es obtener informacio´n de buena calidad, para comprender, mejorar y desarrollar procesos,
comprender modelos y generar nuevos, adema´s de la posibilidad de mejorarlos y optimizarlos. En el resulta-
do obtenido de los experimentos se obtiene una incertidumbre, una contribucio´n aleatoria que varı´a cada vez
que se repite el experimento, en estos casos la estadı´stica proporciona las herramientas para trabajar con esta
incertidumbre y juega un papel muy importante en la evaluacio´n de los resultados experimentales.
El ana´lisis de los resultados experimentales permitira´ sacar conclusiones sobre el comportamiento del sis-
tema, su precisio´n, repetibilidad y robustez. Se suele buscar cuales son los factores que ma´s afectan al proceso
y evitar que estos se repitan. En este caso se hara´ un ana´lisis estadı´stico del error en la trayectoria (Salida Real
vs Referencia), para tener un estimado del funcionamiento de los sistemas PC/104 y OpenServo. Se realizara´n
experimentos con los dos sistemas, con cada uno se evaluara´ su desempen˜o con los eslabones conectados o con
carga y con los eslabones desconectados o sin carga. Para cada uno de los experimentos se realizan 20 repeti-
ciones, es decir 40 muestras debido a que son 2 sen˜ales, lo que nos da un total de 160 muestras que se deben
analizar.
Se usara´ el estimador RMSE que es la raı´z cuadrada del MSE, el primero Root Mean Square Error o Raı´z
del Error Cuadra´tico Medio y el segundo Mean Square Error o Error Cuadra´tico Medio. Como su nombre lo
indica el MSE es una funcio´n de riesgo que se relaciona con el error, el MSE corresponde al error cuadra´tico
mientras que el RMSE corresponde a la raı´z del anterior. Este error se produce porque el estimador difiere de
la cantidad a ser estimada, esta diferencia se produce debido a la aleatoriedad en las pruebas o si el estimador
no tiene en cuenta informacio´n que podrı´a producir resultados ma´s exactos [63]. El RMSE y MSE de definen
como:
RMSE =
√√√√ 1
N
N∑
i=1
(Yi −Xi)2 MSE = 1
N
N∑
i=1
(Yi −Xi)2
Donde N es el nu´mero de datos de las series, X es la medida e Y la simulada. En las tablas 7.1 y 7.2
se presentan los valores obtenidos del RMSE para cada una de las pruebas hechas sin conectar los eslabones
y conectando los eslabones del robot con la aplicacio´n en QT. Se presentan dos columnas para cada sen˜al, la
primera es la resultante de comparar las dos sen˜ales directamente, la segunda entrega el estimador pero teniendo
en cuenta las caracterı´sticas de estado estable de la trayectoria, es decir, debido a que la diferencia inicial entre
la referencia y la trayectoria es muy distante se presenta un sobrepico muy alto que puede distorsionar de cierta
forma los datos. La figura 7.21 muestra cuales son los datos comparados para la obtencio´n de los estimadores,
como se puede apreciar en la primera figura se compara el error desde el comienzo de la trayectoria, por el otro
lado la comparacio´n de las sen˜ales se hace una vez ha bajado la sen˜al a un nivel relativamente estable.
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Figura 7.21: Obtencio´n del RMSE.
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Prueba Sen˜al 1 Sen˜al 1 Mod. Sen˜al 2 Sen˜al 2 Mod.
1 0.1923 0.1093 0.0443 0.0289
2 0.2128 0.1394 0.0461 0.0328
3 0.2104 0.1154 0.0438 0.0280
4 0.2232 0.1312 0.0538 0.0377
5 0.2126 0.1274 0.0511 0.0375
6 0.2149 0.1303 0.0504 0.0359
7 0.2061 0.1476 0.0470 0.0321
8 0.2044 0.1421 0.0472 0.0310
9 0.2168 0.1191 0.0487 0.0331
10 0.2044 0.1257 0.0532 0.0410
11 0.2034 0.1109 0.0492 0.0345
12 0.2097 0.1042 0.0431 0.0275
13 0.2157 0.1101 0.0465 0.0313
14 0.2197 0.1437 0.0442 0.0314
15 0.2027 0.1074 0.0450 0.0292
16 0.2080 0.1218 0.0446 0.0291
17 0.2130 0.1585 0.0468 0.0340
18 0.2104 0.1230 0.0458 0.0313
19 0.2116 0.1557 0.0437 0.0321
20 0.2091 0.1325 0.0438 0.0293
Tabla 7.1: Aplicacio´n QT. Trayectorias sin carga. RMSE para las dos sen˜ales
Las figuras 7.22 y 7.23 muestran de forma gra´fica los valores RMSE calculados para las dos pruebas usando
la aplicacio´n en QT con la PC/104.
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Figura 7.22: Aplicacio´n QT. RMSE para pruebas con eslabones sin conectar
Para el ana´lisis del seguimiento de la trayectoria con el OpenServo se tomaron igual nu´mero de muestras.
Para poder comparar los dos sistemas se ha tenido en cuenta que las dimensiones de las sen˜ales son diferentes,
esto debido a que OpenServo alimenta los potencio´metros a 5 voltios, mientras que con la PC/104 se hace
con 10v, simplemente los datos del OpenServo son la mitad de las de la aplicacio´n en QT, por lo que sera´n
multiplicadas por 2 antes de hallar el RMSE. Del mismo modo que se procedio´ anteriormente se calcularon los
dos estimadores para cada sen˜al, la tablas 7.3 y 7.4 muestran los valores RMSE para las pruebas sin conectar
los eslabones y conectando los eslabones respectivamente.
Las figuras 7.24 y 7.25 muestran de forma gra´fica los valores RMSE calculados para las dos pruebas usando
OpenServo.
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Prueba Sen˜al 1 Sen˜al 1 Mod. Sen˜al 2 Sen˜al 2 Mod.
1 0.2159 0.1556 0.0763 0.0642
2 0.2950 0.1587 0.0681 0.0467
3 0.2984 0.1242 0.0579 0.0384
4 0.2121 0.1333 0.0561 0.0411
5 0.2337 0.1245 0.0472 0.0332
6 0.2187 0.1093 0.0450 0.0319
7 0.2270 0.1447 0.0541 0.0412
8 0.2427 0.1192 0.0459 0.0318
9 0.2037 0.1425 0.0477 0.0410
10 0.1899 0.1402 0.0390 0.0285
11 0.1995 0.1343 0.0415 0.0321
12 0.1943 0.1477 0.0487 0.0379
13 0.1987 0.1477 0.0493 0.0379
14 0.1869 0.1258 0.0431 0.0273
15 0.1943 0.1311 0.0410 0.0298
16 0.1917 0.1386 0.0399 0.0319
17 0.1921 0.1487 0.0397 0.0338
18 0.1936 0.1245 0.0466 0.0316
19 0.2203 0.1390 0.0412 0.0332
20 0.2093 0.1377 0.0472 0.0371
Tabla 7.2: Aplicacio´n QT. Trayectorias con carga. RMSE para las dos sen˜ales
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Figura 7.23: Aplicacio´n QT. RMSE para pruebas con eslabones conectados
A partir de los experimentos podemos concluir que el OpenServo tiene un muy buen seguimiento de la
sen˜al de referencia y presenta un comportamiento ma´s constante, por otro lado encontramos que la aplicacio´n
en QT presenta prblemas con respecto al sobrepico inicial pero despue´s de su estabilizacio´n es incluso mejor
que el OpenServo, este problema se puede solucionar si se implementa un mejor controlador. Los problemas
identificados de la plataforma se centran en los sensores, en su posicio´n fı´sica y su rango de alimentacio´n y
movimiento, por otra parte se encuentran problemas referentes a los motores y su holgura (juego), adema´s de la
friccio´n entre los eslabones, esto a pesar de contar con rodamientos correspondientes en cada eje.
Las pruebas en Open Servo llevadas a cabo se muestran en el las figuras 7.26 para diversas trayectorias, al
igual que en las sen˜ales tomadas para el control con la PC/104 estas fueron hechas directamente en los sensores.
Se puede observar que existe un problema en el seguimiento de las trayectorias debido a la resolucio´n de los
sensores y probablemente tambie´n al ruido del mismo, en las trayectorias se probaron diversos controladores
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Prueba Sen˜al 1 Sen˜al 1 Mod. Sen˜al 2 Sen˜al 2 Mod.
1 0,1735 0,1708 0,0592 0,0495
2 0,1756 0,1675 0,0531 0,0425
3 0,1789 0,1669 0,0565 0,0463
4 0,1773 0,1627 0,0543 0,0439
5 0,1754 0,1638 0,0561 0,0478
6 0,1745 0,1636 0,0538 0,043
7 0,1805 0,1717 0,0638 0,0527
8 0,1769 0,1628 0,0611 0,0525
9 0,1783 0,1665 0,0537 0,0471
10 0,1781 0,1587 0,0538 0,0443
11 0,1758 0,1702 0,0542 0,0464
12 0,1742 0,1677 0,055 0,0442
13 0,1797 0,1708 0,0546 0,0441
14 0,1783 0,1677 0,0568 0,049
15 0,171 0,1632 0,0532 0,0475
16 0,1753 0,1717 0,0604 0,0509
17 0,176 0,1676 0,057 0,0471
18 0,1782 0,1568 0,0572 0,046
19 0,1766 0,1627 0,0587 0,0481
20 0,1744 0,1603 0,0632 0,056
Tabla 7.3: OpenServo. Trayectorias sin carga. RMSE para las dos sen˜ales
Prueba Sen˜al 1 Sen˜al 1 Mod. Sen˜al 2 Sen˜al 2 Mod.
1 0,1653 0,1472 0,0621 0,0463
2 0,1629 0,1453 0,0602 0,0488
3 0,1558 0,1321 0,0589 0,0509
4 0,1614 0,1384 0,0769 0,0574
5 0,1624 0,1487 0,0751 0,0601
6 0,1594 0,1422 0,0662 0,0522
7 0,1576 0,1402 0,0731 0,0602
8 0,1635 0,1343 0,0649 0,0508
9 0,1654 0,1477 0,0667 0,0639
10 0,1626 0,1439 0,0643 0,0488
11 0,1612 0,139 0,0953 0,0832
12 0,1583 0,1373 0,0587 0,0528
13 0,1592 0,1456 0,0583 0,0475
14 0,1631 0,1487 0,0605 0,0511
15 0,1643 0,1442 0,0677 0,0569
16 0,1605 0,1333 0,0683 0,0569
17 0,164 0,1348 0,0621 0,0463
18 0,1634 0,1483 0,0656 0,0506
19 0,1612 0,1441 0,0871 0,0657
20 0,1583 0,1492 0,0662 0,0561
Tabla 7.4: OpenServo. Trayectorias con carga. RMSE para las dos sen˜ales
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Figura 7.24: OpenServo. RMSE para pruebas con eslabones sin conectar
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Figura 7.25: OpenServo. RMSE para pruebas con eslabones conectados
ajustando las ganancias del controlador PID de OpenServo, en las dos primeras trayectorias se ve que subiendo
la constante proporcional existe un mejor ajuste de la salida, por otro lado en las segundas dos trayectorias, se
tiene una mejora en el ajuste para el primer motor, sin embargo la trayectoria para el segundo motor se mantiene
pra´cticamente igual. Se puede ver que el OpenServo es eficiente si la referencia cambia en valores grandes pero
no tiene un buen seguimiento si se tienen cambios pequen˜os en ella. Este comportamiento escalonado se podrı´a
evitar realizando un mejor disen˜o en cuanto a posicionamiento y alimentacio´n de los sensores y transmisio´n del
motor. En general los problemas fı´sicos afectan ambas arquitecturas, lo interesante es ver a cual afecta menos,
hasta el momento las gra´ficas resuelven un mejor desempen˜o del PC/104 frente a OpenServo.
En la tabla 7.5 se enumeran los problemas presentados en el control con la interfaz en QT y OpenServo
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Figura 7.26: Pruebas de control. OpenServo.
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Parte Problemas Descripcio´n
Sensores Rango de alimentacio´n Inicialmente se realizaron pruebas de control del
mecanismo usando una alimentacio´n del potencio´metro
de 0-5 voltios, al notar que este rango era afectado
fa´cilmente por ruido ele´ctrico, se prueba con
alimentacio´n entre 0-10 voltios y se obtienen
buenos resultados en las trayectorias realizadas.
Rango de movimiento Adema´s de contar con un adecuado rango de alimentacio´n
se observa, que si los sensores usaran todo el rango
movimiento y este correspondiera completamente el rango
de voltaje o alimentacio´n se obtendrı´an mejores
resultados en cuanto a la resolucio´n de la posicio´n.
Eslabones Friccio´n Aunque es difı´cil evitar la accio´n de la friccio´n
en sistemas dina´micos es posible disminuirla al
ma´ximo, como parte de esta idea se disen˜aron eslabones
que pudieran alojar rodamientos en sus ejes de rotacio´n
y ası´ disminuir el efecto de la friccio´n.
Holgura Existe en el mecanismo de transmisio´n entre el motor
y los eslabones, cierta holgura adema´s de los eslabones
entre si, lo que produce deterioro de las trayectorias
fı´sicas o vistas en la realidad, esto produce saltos y
efectos indeseados, a pesar de que se obtiene un buen
seguimiento para las referencias de voltaje de cada motor
generadas a partir de la cinema´tica inversa del manipulador.
OpenServo Resolucio´n Pequen˜os cambios en la sen˜al de referencia produce errores
en el seguimiento de la misma por parte de OpenServo, y por
este motivo ante cambios grandes en los valores de referencia
se puede observar que se produce un seguimiento escalonado.
Tabla 7.5: Problemas en la plataforma y posibles soluciones
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Capı´tulo 8
Conclusiones
En esta tesis se estudio´ la arquitectura x86 con bus PC/104 y se implemento´ el servocontrolador OpenServo,
se dio uso de estas tecnologı´as para el control de actuadores electromeca´nicos, aunque su uso se puede extender
a cualquier actuador al acoplar sen˜ales de entrada y salida. De acuerdo con los objetivos de esta tesis se puede
concluir:
El trabajo desarrollado con la arquitectura x86-PC/104 asiste futuros estudios y aplicaciones con la tarjeta
PCM-4153 y la Diamond MM-16-AT, ya que se encontro´ solucio´n a inconvenientes relacionados con su
uso, esto debido a que no se tenı´an conocimientos sobre el uso de las tarjetas. Tambie´n se dio uso de la
tarjeta TS-5600 , la cual no tenia uso debido a las dificultades en la comprensio´n de su funcionamiento y
programacio´n.
Se desarrollaron librerı´as o drivers para el manejo de los mo´dulos de los sistemas embebidos PCM -
Diamond y TS-5600 , con esto se impulsa el desarrollo de aplicaciones para control con estos sistemas,
debido a su fa´cil uso, implementacio´n e integracio´n. Esto deja el camino libre para nuevos desarrol-
ladores, quienes no tendra´n que preocuparse por programacio´n de bajo nivel, optimizando el proceso de
investigacio´n y experimentacio´n.
Uso de tecnologı´as de control PC/104 y OpenServo para el desarrollo de aplicaciones enfocadas en el
control en tiempo real, teniendo en cuenta que se puede hacer uso de los mismos en conjunto como sistema
de supervisio´n y control multipunto. Adema´s el escalamiento y expansio´n de este tipo de arquitecturas se
hace evidente y permite hacer uso de las mismas en diversos campos.
Se potencia el uso de OpenServo como tecnologı´a de control debido al mejoramiento de sus caracterı´sti-
cas para manejo de corriente y voltaje, esto significa una gran ventaja con respecto al modelo original
que permitı´a el manejo de motores de baja potencia. Estas mejoras permiten el uso de motores de alta po-
tencia, manejando corrientes de 5 Amperios. Cabe destacar que el nuevo disen˜o de OpenServo se puede
aplicar directamente para la reconversio´n de maquinaria antigua y automatizacio´n de procesos a un bajo
costo, ya que comparado con servocontroladores del mercado de similares caracterı´sticas su precio es ma´s
accesible.
El estudio de diversos sistemas operativos enfocados a requerimientos de tiempo diferentes, permite cono-
cer cuales las ventajas de hacer uso de los mismos y que tipo de aplicaciones se pueden ejecutar con e´xito
en cada uno. Como parte del trabajo llevado a cabo se exploro´ y uso´ software en tiempo real como QNX
y xPC Target , siendo este u´ltimo usado con muy buenos resultados en varias de las aplicaciones desar-
rolladas en el trascurso de la tesis. El uso xPC Target permitio´ encontrar grandes ventajas en el desarrollo
e implementacio´n de estructuras de control al trabajar en conjunto con una herramienta de gran potencia
como Simulink.
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Se encuentran grandes beneficios al trabajar con herramientas de software libre como QT y C++, adema´s
se descubren posibilidades para su uso en aplicaciones embebidas y control en tiempo real, tambie´n se
estudia la implementacio´n de hilos como concepto fundamental para encontrar paralelismo entre las tareas
y funciones de un mismo sistema.
Se construye y estudia un manipulador planar de 2 grados de libertad para su uso como plataforma de
evaluacio´n e investigacio´n, esto provee una plataforma de aplicacio´n para el campo acade´mico y como
herramienta de ensen˜anza. El estudio de la robo´tica para el desarrollo de las aplicaciones brinda aportes
extra para el modelado del mecanismos y sistemas.
Se disen˜aron etapas de potencia para realizar el acople entre baja y alta potencia, con buena relacio´n de
ganancias en voltaje y en corriente, la adicio´n de conectores permite un uso sencillo de este dispositivo,
para manejo de actuadores de potencia media interfazados con dispositivos digitales.
Se realiza el control de posicio´n de un motor acoplado a un encoder exitosamente, a pesar de que esta
aplicacio´n se podrı´a hacer con interrupciones en un microcontrolador, se quiere realizar el control en la
Diamond a pesar de no contar con las mismas. Se concluye que es posible hacer el control del motor si se
tienen en cuenta las variables involucradas y la capacidad de computo del sistema. En esta aplicacio´n se
demostro´ que abordar la identificacio´n del sistema secuencialmente y por etapas lo´gicas produce buenos
resultados en la obtencio´n del modelo del sistema.
Se comprueba la capacidad del sistema embebido OpenServo para el manejo de actuadores con altos re-
querimientos de potencia haciendo uso de la plataforma Stewart-Gough, a pesar de esto se tienen algunos
problemas relacionados con la fluidez del movimiento de la plataforma, se propone hacer la identificacio´n
del modelo de los actuadores lineales, con la finalidad de encontrar el mejor controlador posible, adema´s
del uso de algunas caracterı´sticas especiales del OpenServo como lo son el seguimiento de trayectorias,
que por motivos de tiempo no se estudiaron a profundidad en esta tesis. Au´n ası´ existen problemas de
base como el ensamble de las piezas y el juego en las mismas, lo cual no permite un posicionamiento con
alta precisio´n de la plataforma.
El robot de 2 grados de libertad presenta ciertos problemas en cuanto a los ajustes meca´nicos y debido
a este problema su movimiento no es tan preciso como se esperarı´a, estos problemas se describen ma´s
a fondo en los resultados del capı´tulo 6 (Construccio´n y Control de la Plataforma de Dos Grados de
Libertad), se propone como trabajo futuro ahondar en la parte del ensamble, haciendo ma´s precisa la
sujecio´n y transmisio´n de movimiento del prototipo.
Se propone realizar mejoras al sistema OpenServo y PCM-Diamond en cuanto a la adquisicio´n de sen˜ales,
se requiere un manejo especial de filtros para evitar que el ruido afecte el desempen˜o los sistemas y por
lo tanto se tenga baja precisio´n en las tareas ejecutadas.
Es necesario usar las capacidades del sistema PCM-Diamond al ma´ximo y con herramientas libres, se
sugiere encontrar nuevas formas de usar el co´digo compilado en Simulink o co´digo .m para su uso
directo con librerı´as C++, sin depender en lo absoluto del kernel del xPC Target , en cambio se podrı´an
usar sistemas operativos en tiempo real libres para su uso en aplicaciones de ma´s alto nivel. Este tipo
de conversio´n de co´digo matlab - C++ puede ser logrado con Embedded MATLAB y otras herramientas
similares pero se debe evaluar su capacidad, fiabilidad y costos.
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Ape´ndice A
Instalacio´n de Sistemas Operativos
A.1. Linux en la TS-5600
Despue´s de descifrar la mejor forma de instalar el sistema operativo, se ha hecho una lista con los pasos
a seguir. A continuacio´n se describen los pasos usados para instalar TS-Linux en la Compact-Flash,
que sera´ la encargada de alojar el sistema operativo, la tarea se realizo´ en un PC de escritorio x86 con
Ubuntu 8.04 instalado. Para empezar la instalacio´n del sistema operativo es necesario entrar en modo
super usuario y contar con los siguientes archivos:
TS-base-64.cf.bz2, Imagen de Compact Flash para 64 MB
TS-3.07a.tar.gz, Sistema de archivos ext2 del TS-Linux 3.07a
TS-FAT-3.07a.tgz, Sistema de archivos fat del TS-Linux 3.07a
kernel-486-2.4.23-2.5.tgz, Kernel 2.4.23 precompilado
modules-kernel-486-2.4.23-2.5.tgz, Mo´dulos del kernel precompilados
Estos pueden ser descargados del sitio ftp://ftp.embeddedarm.com/ts-x86-sbc/old-downloads/Linux/
Conectar la Compact Flash al computador por medio de un USB Card Reader. Esta debe estar formateada
o por lo menos con una sola particio´n disponible.
Comprobar las unidades reconocidas por el sistema y dar formato a la Compact Flash , para comprobar los
dispositivos reconocidos se puede usar la instruccio´n ‘df’. En este caso la Compact Flash fue reconocida
en /dev/sdc. Una vez se cuenta con esta informacio´n se procede a descomprimir y particionar la Compact
Flash :
# bunzip2 -k TS-base-64.cf.bz2
# dd if=TS-base-64.cf of=/dev/sdc bs=1M
Una vez se ha completado la tarea anterior es posible montar las particiones, para esto es necesario crear
las carpetas,
# mkdir /mnt/cfp1
# mkdir /mnt/cfp2
en este caso fueron nombradas cfp1 y cfp2, para montarlas:
# mount -t msdos /dev/sdc1 /mnt/cfp1
# mount -t ext2 /dev/sdc2 /mnt/cfp2
Es posible tener problemas al montar la particion sdc2, si esto ocurre se formatea la particio´n con:
# mkfs -t ext2 /dev/sdc2
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Una vez completado el paso anterior se continua con la descompresio´n del archivo TS-3.07a.tar.gz en la
particio´n cfp2.
# tar -C /mnt/cfp2 -xvzf TS-3.07a.tar.gz
El siguiente paso es descomprimir el sistema de archivos fat a la nueva particio´n fat de la Compact Flash
que en este caso esta montada en la carpeta /mnt/cfp1
# tar xvzf TS-FAT-3.07a.tgz
# cd TSLinuxFAT
# cp -dp * /mnt/cfp1 Es posible que este u´ltimo comando genere algunos warnings.
Para continuar se descomprimen y se copian los archivos del kernel a la Compact Flash :
# tar -xvzf kernel-486-2.4.23-2.5.tgz
# cp -dp ./kernel-486-2.4.23-2.5/bzImage /mnt/cfp1
El siguiente paso el copiar el a´rbol de mo´dulos a la particio´n ext2 (mnt/cfp2)
# tar xvzf modules-kernel-486-2.4.23-2.5.tgz
# cp -dpR ./2.4.23-2.5-ts /mnt/cfp2/lib/module
Se debe asegurar que todos los archivos pertenezcan al usuario root.
# cd /mnt/cfp2
# chown -R root ./*
# chgrp -R root ./*
Una vez completado el proceso es necesario editar el archivo syslinux.cf en la Compact Flash y cambiar
las velocidades de transmisio´n de datos por puertos COM de 115200 a 9600 baudios.
Para terminar se desmontan las unidades y se desconecta el dispositivo
# umount /mnt/cfp1
# umount /mnt/cfp2
A.2. Ubuntu 8.04 en PCM-4153
Una vez se bootea el cd, se selecciona, instalar el SO
Selecciona el idioma con el que se instalara´ el SO
Seleccionar zona horaria
Distribucio´n del teclado - opcio´n sugerida(Espan˜a)
Particiones: Si el disco duro esta vacı´o y se desea dejar espacio para otros SO, se selecciona: Tabla de
Particiones Nueva
Se selecciona Particio´n nueva, de tipo Primaria, se le dara´n 15000 Mb, a nuestra particio´n raı´z (/), de tipo
EXT3
A continuacio´n se selecciona Particio´n nueva, de tipo Primaria, para a´rea de intercambio con 1000 Mb
(swap)
¿Quie´n es usted?: En este paso se selecciona su nombre, sesio´n, contrasen˜a, nombre del equipo
Listo para instalar: Aquı´ es donde generalmente se presentan los problemas, en este equipo seleccionamos
Avanzado, Cargador de Arranque y la opcio´n dev/sda. Oprimimos Instalar y empieza el proceso.
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Cuando se halla completado la instalacio´n de Ubuntu, se deben instalar las herramientas ba´sicas de desarrollo,
ya que se trabajara´ con C++, se instala el compiladores y librerı´as. Para esto se entra en el Terminal y se escriben
las siguientes instrucciones:
sudo apt-get update
sudo apt-get install build-essential
A.3. xPC Target - Ajustes
Debido a que el xPC Target no requiere de gran espacio en disco duro, y el uso de uno serı´a bastante
ineficiente, se usa una Compact Flash con el fin de reemplazarlo, para esto se debe contar con un adaptador
IDE-Compact Flash que nos permita la conexio´n con el Bus IDE de 44 pines del Advantech PCM-4153. Para
arrancar desde la compact flash o hacerla ‘booteable’ es necesario seguir algunos pasos en el host-PC:
Se debe contar con los archivos de arranque de DOS, en este caso se tienen los de Windows 98.
El primer paso es formatear la Compact Flash . Existen diversas aplicaciones que cumplen con este
objetivo pero existe una desarrollada por HP, llamada HP USB Disk Storage Format Tool, que permite el
formateo y montaje de particio´n arranque.
Al abrir la aplicacio´n de HP se debe tener conectada la Compact Flash a trave´s de un lector de memorias,
se debe seleccionar en Device la unidad asignada para la Compact Flash , en File System seleccionar
FAT, en Voume Label el nombre que se le quiera dar, se selecciona la opcio´n Create a DOS Startup disk,
seleccionar using DOS system files located at: y se especifica la ruta de los archivos de arranque de DOS.
De este modo se tiene una Compact Flash que puede ser arrancada por el target-PC.
Ahora para hacer que xPC Target arranque en el target-PC, se siguen los siguientes pasos:
Es necesario generar un Bootdisk en un diskette de 1.44MB desde Matlab, esto en el xPC Target explorer
en TargetPC1 / configuration se selecciona BootFloppy y create Bootdisk.
Una vez se vea el contenido del diskette se deben copiar los archivos: xpcboot.com, xpctgo1.rtb y autoex-
ec.bat en la Compact Flash .
Figura A.1: Modelo en Simulink.
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De este modo se solo faltarı´an algunos pasos para correr exitosamente una aplicacio´n en xPC Target . Ahora
se debe crear un archivo .mdl en Simulink a teniendo en cuenta las caracterı´sticas de la tarjeta Diamond. Se ha
creado una aplicacio´n sencilla para probar el funcionamiento del xPC Target y la Diamond, este se puede ver en
la figura A.1.
Una vez se tiene el modelo que llamaremos modelo1.mdl , se compila haciendo CTRL+b y a menos que
aparezca una ventana de error, significa que la compilacio´n ha sido exitosa. Ahora en la carpeta contenedora del
modelo se debe haber generado dos carpetas con nombre modelo1 xpc emb y modelo1 xpc rtw. En la carpeta
modelo1 xpc emb hay un archivo con nombre modelo1.rtb que debe ser copiado a la Compact Flash , este
archivo contiene el modelo que va a ser ejecutado por el target-PC.
En la Compact Flash se debe editar el archivo autoexec.bat cambiando su extension a .txt y cambiando
la lı´nea de co´digo por xpcboot modelo1.rtb, despue´s se debe cambiar de nuevo la extensio´n a .bat. En este
momento estamos listos para insertar la Compact Flash en el target-PC e iniciarlo, teniendo en cuenta que la
unidad a la que se le haya asignado la Compact Flash es la primera que debe ‘bootear’.
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Ape´ndice B
Creacio´n de Hilos
B.1. Hilo con me´todo RR y con prioridad 15
1 / / i n i c i a l i z a l a e s t r u c t u r a de a t r i b u t o s
2 / / p t h r e a d a t t r i n i t (& a t t r ) ;
3 p t h r e a d a t t r t a t t r ;
4
5 / / cambia e l e s t a d o a ” d e s a c o p l a d o ”
6 p t h r e a d a t t r s e t d e t a c h s t a t e (& a t t r , PTHREAD CREATE DETACHED ) ;
7
8 / / s o b r e e s c r i b e e l INHERIT SCHED por d e f e c t o
9 p t h r e a d a t t r s e t i n h e r i t s c h e d (& a t t r , PTHREAD EXPLICIT SCHED ) ;
10 p t h r e a d a t t r s e t s c h e d p o l i c y (& a t t r , SCHED RR ) ;
11
12 / / e s t a b l e c e l a p r i o r i d a d d e l h i l o en 15
13 a t t r . param . s c h e d p r i o r i t y = 1 5 ;
14
15 / / f i n a l m e n t e se c re a e l h i l o
16 p t h r e a d c r e a t e (NULL, &a t t r , new th read , NULL ) ;
B.2. Ejemplo que implementa el concepto de barreras o ‘barriers’:
1 b a r r i e r t b a r r e r a ; / / o b j e t o de s i n c r o n i z a c i o´ n b a r r e r a
2
3 main ( )
4 {
5 long t ;
6 s t r u c t t i m e v a l t iempo1 , t i empo2 ;
7 / / c r e a un o b j e t o b a r r e r a para s i n c r o n i z a r 3 h i l o s
8 b a r r i e r i n i t (& b a r r e r a , NULL, 3 ) ;
9
10 / / I n i c i a l o s h i l o s 1 y 2
11 p t h r e a d c r e a t e (NULL, NULL, h i l o 1 , NULL ) ;
12 p t h r e a d c r e a t e (NULL, NULL, h i l o 2 , NULL ) ;
13
14 / / en e s t e momento e l h i l o 1 y e l h i l o 2 e s t a´ n c o r r i e n d o
15 g e t t i m e o f d a y (& tiempo1 , NULL ) ;
16 / / ahora se e s p e r a para t e r m i n a r
17 p r i n t f ("main() esperando a barrera en %s" , c t i m e (& t iempo ) ) ;
18 b a r r i e r w a i t (& b a r r e r a ) ;
19
20 / / d e s p u e s de e s t e momento ya se deben haber e j e c u t a d o
21 / / l o s 2 h i l o s .
22 g e t t i m e o f d a y (& tiempo2 , NULL ) ;
23 t = ( t i empo1 . t v s e c − t i empo2 . t v s e c )∗1000000 + t iempo1 . t v u s e c − t i empo2 . t v u s e c ;
24 p r i n t f ("barrera en main() hecho en %i microsegundos" , t ) ;
25 }
26
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27 / / s e d e f i n e n l a s t a r e a s de l o s h i l o s
28
29 void ∗
30 h i l o 1 ( void ∗ n o t u s e d )
31 {
32 long t ;
33 s t r u c t t i m e v a l t iempo1 , t i empo2 ;
34 g e t t i m e o f d a y (& tiempo1 , NULL ) ;
35 / / s e hace una i n s t r u c c i o n de s l e e p
36 s l e e p ( 2 0 ) ;
37 b a r r i e r w a i t (& b a r r e r a ) ;
38 / / d e s p u e s de e s t e momento ya se deben haber e j e c u t a d o
39 / / l o s 2 h i l o s .
40 t = ( t i empo1 . t v s e c − t i empo2 . t v s e c )∗1000000 + t iempo1 . t v u s e c − t i empo2 . t v u s e c ;
41 p r i n t f ("barrera en hilo1() completada en %i microsegundos" , t ) ) ;
42 }
43
44 void ∗
45 h i l o 2 ( void ∗ n o t u s e d )
46 {
47 long t ;
48 s t r u c t t i m e v a l t iempo1 , t i empo2 ;
49 g e t t i m e o f d a y (& tiempo1 , NULL ) ;
50 / / s e hace una i n s t r u c c i o n de s l e e p
51 s l e e p ( 2 0 ) ;
52 b a r r i e r w a i t (& b a r r e r a ) ;
53 / / d e s p u e s de e s t e momento ya se deben haber e j e c u t a d o
54 / / l o s 2 h i l o s .
55 t = ( t i empo1 . t v s e c − t i empo2 . t v s e c )∗1000000 + t iempo1 . t v u s e c − t i empo2 . t v u s e c ;
56 p r i n t f ("barrera en hilo2() completada en %i microsegundos" , t ) ) ;
57 }
B.3. Desarrollo PWM 1 Canal
1 I n c l u i r l i b r e r ı´ a s
2 D e f i n i r e s t r u c t u r a s p a r a e n v i a r p a r a´ m e t r o s a l h i l o (PARA PWM, PARA ADC)
3 VOID HILO PWM (PARAMETROS)
4 DUTY=PARAMETROS−>VAR1
5 D e f i n i r e s t r u c t u r a s de t i empo ( T INI , T MIL , T SEG , T FIN )
6 C o n f i g u r a r p i n e s d e l 3−7 como s a l i d a s
7 I n i c i a l i z a r t i e m p o s ( T INI , T MIL , T SEG , T FIN )
8 D e f i n i r p a r a´ m e t r o s d e l PWM ( F r e c u e n c i a , T INI , T HI , T LO )
9 Poner b i t de s a l i d a en HIGH
10 A c t u a l i z a r T FIN
11 D e f i n i r Bandera =1
12 MIENTRAS ( T FIN−T INI ) < Tiempo del PWM HACER
13 SI ( T FIN−T SEG ) > 1 segundo HACER
14 IMPRIMIR ( pas o´ un segundo )
15 A c t u a l i z a r T SEG
16 FIN SI
17 SI ( T FIN−T MIL ) > T HI && Bandera =1 HACER
18 Poner b i t en LOW
19 Bandera =0
20 A c t u a l i z a r T MIL
21 FIN SI
22 SI ( T FIN−T MIL ) > T LO && Bandera =0 HACER
23 Poner b i t en HIGH
24 Bandera =1
25 A c t u a l i z a r T MIL
26 FIN SI
27 FIN MIENTRAS
28 PTHREAD EXIT ( ) ;
29 FIN HILO
30
31 VOID HILO LEER ADC
32 C r e a r d i s p o s i t i v o ( / dev / SBC / TS5600 /A2D / 1 ) con p e r m i s o s L e c t u r a / E s c r i t u r a
33 C o n f i g u r a r t i p o de l e c t u r a d e l ADC
34 PARA i =1 HASTA 2 HACER
35 Hacer p r i m e r a c o n v e r s i o´ n ( e s c r i b i r e l t r i g g e r en b u f f e r )
36 Leer l a c o n v e r s i o´ n d e l d i s p o s i t i v o
37 FIN PARA
38 C e r r a r d i s p o s i t i v o
39 PTHREAD EXIT ( ) ;
40 FIN HILO
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42 ENTERO FUNCION CONV HEX2DEC (HEXADECIMAL)
43 Guarda cada d ı´ g i t o de HEXADECIMAL en a r r e g l o
44 PARA i =1 HASTA ( nu´mero de d ı´ g i t o s d e l HEXADECIMAL)
45 Compara d ı´ g i t o con cada v a l o r h e x a d e c i m a l ( 1 , 2 . . . , e , f ) y a s i g n a r e l v a l o r a NUM[ i ]
46 FIN PARA
47 PARA i =1 HASTA ( nu´mero de d ı´ g i t o s d e l HEXADECIMAL)
48 Decimal=Decimal+NUM[ i ] ˆ 1 6
49 FIN PARA
50 RETORNAR Decimal
51 FIN FUNCION
52
53 MAIN(DUTY PWM)
54 C r e a r HILO PWM
55 C r e a r HILO LEER ADC
56 Lanzar HILOS c r e a d o s a n t e r i o r m e n t e
57 Decimal= FUNCION CONV HEX2DEC(HEXADECIMAL)
58 ( En e s t e pun to es p o s i b l e h a c e r e l manejo de l o s v a l o r e s o b t e n i d o s en l o s h i l o s )
59 FIN MAIN
B.4. Co´digo PWM 2 Canales
1 I n c l u i r l i b r e r ı´ a s
2 D e f i n i r e s t r u c t u r a s p a r a e n v i a r p a r a´ m e t r o s a l h i l o (PARA PWM1, PARA PWM2, PARA ADC)
3 I n i c i a l i z a r MUTEX
4 VOID HILO PWM (PARAMETROS)
5 Dependiendo d e l PWM que se e j e c u t e e s c r i b i r b i t en d i f e r e n t e p o s i c i o´ n
6 DUTY=PARAMETROS−>VAR1
7 D e f i n i r e s t r u c t u r a s de t i empo ( T INI , T MIL , T SEG , T FIN )
8 C o n f i g u r a r p i n e s d e l 3−7 como s a l i d a s
9 I n i c i a l i z a r t i e m p o s ( T INI , T MIL , T SEG , T FIN )
10 D e f i n i r p a r a´ m e t r o s d e l PWM ( F r e c u e n c i a , T INI , T HI , T LO )
11 Poner b i t de s a l i d a en HIGH
12 A c t u a l i z a r T FIN
13 D e f i n i r Bandera =1
14 MIENTRAS ( T FIN−T INI ) < Tiempo del PWM HACER
15 SI ( T FIN−T SEG ) > 1 segundo HACER
16 IMPRIMIR ( pas o´ un segundo )
17 A c t u a l i z a r T SEG
18 FIN SI
19 SI ( T FIN−T MIL ) > T HI && Bandera =1 HACER
20 Poner b i t en LOW
21 Bandera =0
22 A c t u a l i z a r T MIL
23 SCHED YIELD ( ) ;
24 FIN SI
25 SI ( T FIN−T MIL ) > T LO && Bandera =0 HACER
26 Poner b i t en HIGH
27 Bandera =1
28 A c t u a l i z a r T MIL
29 SCHED YIELD ( ) ;
30 FIN SI
31 FIN MIENTRAS
32 PTHREAD EXIT ( ) ;
33 FIN HILO
34
35 VOID HILO LEER ADC
36 C r e a r d i s p o s i t i v o ( / dev / SBC / TS5600 /A2D / 1 ) con p e r m i s o s L e c t u r a / E s c r i t u r a
37 C o n f i g u r a r t i p o de l e c t u r a d e l ADC
38 PARA i =1 HASTA 2 HACER
39 Hacer p r i m e r a c o n v e r s i o´ n ( e s c r i b i r e l t r i g g e r en b u f f e r )
40 Leer l a c o n v e r s i o´ n d e l d i s p o s i t i v o
41 FIN PARA
42 C e r r a r d i s p o s i t i v o
43 PTHREAD EXIT ( ) ;
44 FIN HILO
45
46 ENTERO FUNCION CONV HEX2DEC (HEXADECIMAL)
47 Guarda cada d ı´ g i t o de HEXADECIMAL en a r r e g l o
48 PARA i =1 HASTA ( nu´mero de d ı´ g i t o s d e l HEXADECIMAL)
49 Compara d ı´ g i t o con cada v a l o r h e x a d e c i m a l ( 1 , 2 . . . , e , f ) y a s i g n a r e l v a l o r a NUM[ i ]
50 FIN PARA
51 PARA i =1 HASTA ( nu´mero de d ı´ g i t o s d e l HEXADECIMAL)
52 Decimal=Decimal+NUM[ i ] ˆ 1 6
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53 FIN PARA
54 RETORNAR Decimal
55 FIN FUNCION
56
57 MAIN(DUTY PWM1, DUTY PWM2)
58 D e f i n i r e s t r u c t u r a s p a r a l o s a t r i b u t o s de l o s h i l o s
59 I n i c i a l i z a r t i p o s de a t r i b u t o s ( A l t a o Baja p r i o r i d a d )
60 D e f i n i r p r i o r i d a d p a r a h i l o s con p r i o r i d a d a l t a ( p r i o r i d a d =90)
61 D e f i n i r a l g o r i t m o de c o n t r o l de uso (RR−Round Robin )
62 D e f i n i r de a l t a p r i o r i d a d p a r a e l s i s t e m a
63 D e f i n i r p r i o r i d a d p a r a h i l o s con p r i o r i d a d b a j a ( p r i o r i d a d =10)
64 D e f i n i r a l g o r i t m o de c o n t r o l de uso (RR−Round Robin )
65 D e f i n i r de p r i o r i d a d normal p a r a e l s i s t e m a
66 C r e a r HILO PWM1
67 C r e a r HILO PWM2
68 C r e a r HILO LEER ADC
69 Lanzar HILOS c r e a d o s a n t e r i o r m e n t e
70 Decimal= FUNCION CONV HEX2DEC(HEXADECIMAL)
71 ( En e s t e pun to es p o s i b l e h a c e r e l manejo de l o s v a l o r e s o b t e n i d o s en cada h i l o )
72 FIN MAIN
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Ape´ndice C
Desarrollo de Librerias
C.1. SMBus
1 I n c l u i r l i b r e r ı´ a s
2 D e f i n i r SMBUS BASE 0 x6000
3 P e r m i t i r p e r m i s o s de e s c r i t u r a ( IOPERM , IOPL )
4
5
6 FUNCION START SMBUS ( )
7 Poner b i t START CTRL1 en 1
8 / / R e v i s a r s i e x i s t e a l g u´ n c o n f l i c t o en e l Bus
9 SI BER STS==1
10 ERROR
11 SI NO
12 WAIT SMBUS ( ) ;
13 FIN SI
14 FIN FUNCION
15
16
17 FUNCION STOP SMBUS ( )
18 Poner b i t STOP CTRL1 en 1
19 FIN FUNCION
20
21
22 FUNCION ACK SMBUS (VALOR)
23 SI VALOR==1
24 Pone b i t ACK CTRL1 en 1
25 SI NO
26 Pone b i t ACK CTRL1 en 0
27 FIN SI
28 FIN FUNCION
29
30
31 FUNCION SEND ADDRESS SMBUS (ADDRESS)
32 E s c r i b i r ADDRESS en SDA
33 / / R e v i s a r s i e x i s t e a l g u´ n c o n f l i c t o en e l Bus o con NACK
34 SI BER STS==1 | | NEGACK STS==1
35 ERROR
36 SI NO
37 WAIT SMBUS ( ) ;
38 FIN SI
39 FIN FUNCION
40
41
42 FUNCION COMMAND SMBUS (COMMAND)
43 E s c r i b i r COMMAND en SDA
44 / / R e v i s a r s i e x i s t e a l g u´ n c o n f l i c t o en e l Bus o con NACK
45 SI BER STS==1 | | NEGACK STS==1
46 ERROR
47 SI NO
48 WAIT SMBUS ( ) ;
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49 FIN SI
50 FIN FUNCION
51
52
53 FUNCION READ SMBUS (ADDRESS, REGISTER , DATOS,NUM DATOS)
54 CHECK STOP SMBUS ( ) ;
55 START SMBUS ( ) ;
56 SEND ADDRESS SMBUS(ADDRESS+W) ;
57 SEND COMMAND SMBUS( REGISTER ) ;
58 START SMBUS ( ) ;
59 SI s o l o se r e c i b i r a´ un d a t o ?
60 ACK=1;
61 SI NO
62 ACK=0;
63 FIN SI
64 ACK SMBUS(ACK) ;
65 SEND ADDRESS(ADDRESS+R ) ;
66 MIENTRAS ( Datos R e c i b i d o s < NUM DATOS)
67 SI e s t a´ r e c i b i e n d o p e n u´ l t i m o d a t o ?
68 ACK=1;
69 SI NO
70 ACK=0;
71 FIN SI
72 SI e s t a´ r e c i b i e n d o u´ l t i m o d a t o ?
73 STOP SMBUS ( ) ;
74 FIN SI
75 Leer b y t e d e l r e g i s t r o SDA
76 Guardar b y t e en DATOS
77 SI quedan d a t o s por r e c i b i r ?
78 WAIT SMBUS ( ) ;
79 FIN SI
80 FIN MIENTRAS
81 FIN FUNCION
82
83
84 FUNCION WRITE SMBUS (ADDRESS, REGISTER , DATOS,NUM DATOS)
85 CHECK STOP SMBUS(BASE ) ;
86 START SMBUS ( ) ;
87 SEND ADDRESS SMBUS(ADDRESS+W) ;
88 MIENTRAS (NUM DATOS > Datos e n v i a d o s )
89 SEND COMMAND(DATO) ; / / S i g u i e n t e Dato
90 FIN MIENTRAS
91 STOP SMBUS ( ) ;
92 FIN FUNCION
C.2. Dialib
1 I n c l u i r l i b r e r ı´ a s
2 D e f i n i r BASE=0 x300 ;
3 D e f i n i r v a r i a b l e g l o b a l ULTIMO BYTE
4 P e r m i t i r p e r m i s o s de e s c r i t u r a ( IOPERM , IOPL )
5 ENTERO FUNCION READ DIO BYTE
6 Leer b y t e en p o s i c i o´ n BASE+3
7 RETORNAR BASE+3
8 FIN FUNCION
9
10 FUNCION READ DIO BIT ( BIT )
11 Leer b y t e en p o s i c i o´ n BASE+3
12 BIT LEIDO =(0X01 & (BYTE>>BIT ) )
13 RETORNA BIT
14 FIN FUNCION
15
16 FUNCION WRITE DIO BYTE
17 ULTIMO BYTE=BYTE
18 E s c r i b e BYTE en p o s i c i o´ n BASE+3
19 FIN FUNCION
20
21 FUNCION WRITE DIO BIT ( BIT , VALORBIT)
22 SI VALORBIT==1 HACER
23 BYTE A ESCRIBIR =(ULTIMO BYTE | (1<<BIT ) )
24 ULTIMO BYTE=BYTE A ESCRIBIR
25 E s c r i b i r BYTE A ESCRIBIR en BASE+3
26 SI NO
27 BYTE A ESCRIBIR=ULTIMO BYTE& ˜(1<<BIT )
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28 ULTIMO BYTE=BYTE A ESCRIBIR
29 E s c r i b i r BYTE A ESCRIBIR en BASE+3
30 FIN SI
31 FIN FUNCION
32
33 ENTERO FUNCION AD SAMPLE(CANAL,MODE)
34 R e s e t e a r FIFO ( e s c r i b i r 1 en FIFORST de BASE+10)
35 S e l e c c i o n a r c a n a l o c a n a l e s a s e r l e ı´ d o s
36 H a b i l i t a r i n t e r r u p c i o´ n por s o f t w a r e
37 A s i g n a r MODE a r e g i s t r o BASE+11
38 S e l e c c i o n a r como d i s p a r a r c o n v e r s i o´ n
39 ESPERAR MIENTRAS c o n v e r s o r l i s t o ( b i t WAIT de BASE+10)
40 Comenzar c o n v e r s i o´ n e s c r i b i e n d o c u a l q u i e r v a l o r en BASE+0
41 ESPERAR MIENTRAS l a t e r m i n a c i o´ n de l a c o n v e r s i o´ n ( b i t STS=1 de BASE+8)
42 Leer b i t s menos s i g n i f i c a t i v o s ( LSB ) en BASE+0
43 Leer b i t s menos s i g n i f i c a t i v o s (MSB) en BASE+1
44 C o n c a t e n a r LSB y MSB en DATA, (DATA=(MSB<<8|LSB ) )
45 FIN FUNCION
46
47 FUNCION DA SAMPLE(CANAL,MODE)
48 E s c r i b i r b i t s menos s i g n i f i c a t i v o s en BASE+1
49 E s c r i b i r b i t s ma´s s i g n i f i c a t i v o s en BASE+4+CANAL
50 Leer BASE+4 p a r a a c t u a l i z a r e l c a n a l
51 FIN FUNCION
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Ape´ndice D
Manual de Instalacio´n y Uso de
OpenServo
D.1. Esquema´tico OpenServo
Figura D.1: Esquema´tico OpenServo. Puente H.
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Figura D.2: Esquema´tico OpenServo. Regulador, microcontrolador
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D.2. Compilando y Descargando OpenServo
Para la compilacio´n y uso de OpenServo, es necesario contar con algunas herramientas, para compilar
los programas hechos en c se usa el avr-gcc, el cual contiene las librerı´as y definiciones de los registros de los
diferentes microcontroladores de Atmel. A continuacio´n se presenta el procedimiento seguido para la instalacio´n
del avr-gcc y la libreria avr-libc en un PC con Ubuntu 8.04.
Es necesario abrir una terminal y escribir los siguientes comandos uno por uno:
sudo apt-get update
sudo apt-get install avr-libc
sudo apt-get install gcc-avr
Si se presentan problemas, es posible instalar los programas por medio del gestor de paquetes synaptic. De este
modo se ha instalado la primera parte, falta por instalar el UISP que es el programa que descarga el .HEX al
microcontrolador, para esto, primero tenemos que instalar la versio´n de g++-4.1 ya que UISP es incompatible
con otras versiones:
sudo apt-get install g++-4.1
Previamente se debe descargar UISP de http://www.nongnu.org/uisp/download.html en este
momento el nombre del archivo descargado es uisp-20050207.tar.gz, para su instalacio´n se procede de la sigu-
iente forma:
tar -xzvf uisp-20050207.tar.gz
cd uisp-20050207/
./configure CXX=g++-4.1
make
sudo make install
De este modo queda instalado el UISP, pero au´n no esta´ listo para descargar co´digo, ya que el ATMEGA168
no esta´ disponible dentro de sus librerı´as, por lo que es necesario aplicar un patch, para esto es necesario dirigirse
a la carpeta de instalacio´n de UISP y buscar el archivo avr.c, dentro de la carpeta src, en este se deben agregar
algunas lı´neas entre los microcontroladores ATmega162 y ATmega169:
{ "ATmega162", 0x94, 0x04, 16384, 128, 512, 4500, 9000, AVR_M128 },
+ { "ATmega168", 0x94, 0x06, 16384, 128, 512, 4500, 4000, AVR_M163 },
{ "ATmega169", 0x94, 0x05, 16384, 128, 512, 4500, 9000, AVR_M128 },
Es claro que hay que agregar la lı´nea marcada con ‘+’, sin el ‘+’, ahora se guarda y cierra el archivo. A
continuacio´n se abre el archivo stk500.c, el cua´l contiene algunas definiciones del microcontrolador, antes de
las definiciones del ATmega169 se agregan las lı´neas:
{0x42, 0x83, 0x00, 0x00, 0x01, 0x01, 0x01, 0x01, 0x03, 0xff, 0xff, 0xff,
0xff, {0x00, 0x80}, {0x02, 0x00}, {0x00, 0x00, 0x40, 0x00}, 0x20}
},
+ {"ATmega168",
+ {0x04, 0xD7, 0xA0, 0x01},
+ {0x42, 0x86, 0x00, 0x00, 0x01, 0x01, 0x01, 0x01, 0x03, 0xff, 0xff, 0xff,
+ 0xff, {0x00, 0x80}, {0x02, 0x00}, {0x00, 0x00, 0x40, 0x00}, 0x20}
+ },
{"ATmega169",
{0x04, 0xD7, 0xA0, 0x01},
Una vez listo, se guarda el archivo y se procede a instalar el UISP, para esto se escriben los siguientes
comandos:
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make
sudo make install
De este modo ya esta instalado el UISP con los nuevos cambio para el ATmega168 y es posible descargar
cualquier co´digo al microcontrolador, en nuestro caso el OpenServo. Para compilar el co´digo de OpenServo
(recordar los cambios hechos en el co´digo fuente del archivo pwm.c), nos ubicamos en el directorio donde se
encuentra el co´digo y se ejecutan las siguientes lı´neas:
make clean
make all
Ahora, para descargar el co´digo en el microcontrolador, ejecutamos el siguiente comando, en donde OpenSer-
vo.hex tendra´ el nombre del archivo que generamos anteriormente, nos cercioramos que el nombre corresponda
con el archivo, y ası´:
sudo uisp -dprog=dapa --erase --upload if=ATmega168_OpenServo.hex -v
D.3. Descripcio´n y Uso Registros en OpenServo
En la tabla D.1 se presentan los registros ma´s importantes, con su nu´mero, nombre, si es o no de lectura/e-
scritura, o esta´ protegido, adema´s una pequen˜a descripcio´n. Los datos de los registros son guardados en la
EEPROM del microcontrolador, para intercambiar informacio´n con el maestro, generalmente tienen dos posi-
ciones (HI, LO) para representar nu´meros de 4 bytes de longitud. Se definen 48 registros con la informacio´n
necesaria para tener control del servo.
Adema´s de los registros, existen algunos comandos definidos, estos sirven para darle instrucciones al OpenSer-
vo y este realice la operacio´n correspondiente. Los comandos pueden ser vistos en la tabla D.2.
Se puede observar que el nu´mero de los registros y los comandos tienen el bit ma´s significativo con
0 y 1 respectivamente, lo que ayuda a diferenciarlos, por ejemplo, TWI ADDRESS (0X20=00100000b) y
PWM ENABLE (0x83=10000011b)
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Direccio´n Nombre Descripcio´n
0x04 FLAGS HI Read Only Se ven las banderas activas en el momento
0x05 FLAGS LO Read Only
0x06 TIMER HI Read Only Timer, se incrementa cada muestra del ADC
0x07 TIMER LO Read Only
0x08 POSITION HI Read Only Posicio´n actual del servo
0x09 POSITION LO Read Only
0x0A VELOCITY HI Read Only Velocidad actual del servo
0x0B VELOCITY LO Read Only
0x0E PWM CW Read Only Contador en sentido horario del PWM
0x0F PWM CCW Read Only Contador en sentido anti-horario del PWM
0x10 SEEK HI Read/Write Posicio´n deseada del servo
0x11 SEEK LO Read/Write
0x12 SEEK VELOCITY HI Read/Write Velocidad deseada del servo
0x13 SEEK VELOCITY LO Read/Write
0x20 TWI ADDRESS Read/Write Protected Direccio´n TWI del servo
0x21 PID DEADBAND Read/Write Protected Banda muerta del servo
0x22 PID PGAIN HI Read/Write Protected PID Ganacia proporcional
0x23 PID PGAIN LO Read/Write Protected
0x24 PID DGAIN HI Read/Write Protected PID Ganancia derivativa
0x25 PID DGAIN LO Read/Write Protected
0x26 PID IGAIN HI Read/Write Protected PID Ganancia integral
0x27 PID IGAIN LO Read/Write Protected
0x28 PWM FREQ DIVIDER HI Read/Write Protected Divisor de Frecuencia del PWM
0x29 PWM FREQ DIVIDER LO Read/Write Protected
0x2A MIN SEEK HI Read/Write Protected Posicio´n mı´nima que puede alcanzar el servo
0x2B MIN SEEK LO Read/Write Protected
0x2C MAX SEEK HI Read/Write Protected Posicio´n ma´xima que puede alcanzar el servo
0x2D MAX SEEK LO Read/Write Protected
Tabla D.1: Registros OpenServo
D.3.1. Envı´o y recepcio´n de datos
Para enviar comandos, leer o escribir registros, es necesario seguir un protocolo establecido y que tiene
como fin, hacer ma´s simple la escritura y lectura de la informacio´n guardada en el microcontrolador.
Ciclo de Comandos: Para enviar comandos al servo, se debe tener en cuenta el orden que se muestra en la
figura D.3, en este ciclo se describe como:
1. Inicialmente enviar la condicio´n de Start + Direccio´n , con el bit R/W = 0, debido a que se hara´ escritura
de datos
2. Enviar el comando correspondiente
3. Esperar Acknowledge o bit de reconocimiento del esclavo
4. Es posible terminar la comunicacio´n con Stop o continuar con el envı´o de comandos
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Comando Nombre Descripcio´n
0x00...0x7F reservado Reservado para direcciones de datos (msb = 0)
0x80 RESET Resetear el microcontrolador
0x81 CHECKED TXN Chequear los registros con un CHECKSUM
0x82 PWM ENABLE Habilitar PWM al motor
0x83 PWM DISABLE Deshabilitar PWM al motor
0x84 WRITE ENABLE Permitir lectura/escritura de los registros protegidos
0x85 WRITE DISABLE Deshabilitar lectura/escritura de los registros protegidos
0x86 REGISTERS SAVE Guardar los registros protegidos en la EEPROM
0x87 REGISTERS RESTORE Restaurar valores de los registros protegidos de la EEPROM
0x88 REGISTERS DEFAULT Restaurar valores por defecto de los registros protegidos
0x89 EEPROM ERASE Borrar la EEPROM
0x90 VOLTAGE READ Obtener una muestra del voltaje
0x91 CURVE MOTION ENABLE Habilitar movimiento basado en curvas
0x92 CURVE MOTION DISABLE Deshabilitar movimiento basado en curvas
0x93 CURVE MOTION RESET Borrar el buffer de la curva
0x94 CURVE MOTION APPEND An˜adir nueva curva
Tabla D.2: Comandos OpenServo
Figura D.3: Ciclo de comandos en OpenServo.
Ciclo de Escritura de Datos: Para la escritura de datos, se sigue una estructura similar a la anterior (figura
D.4), solo que teniendo en cuenta:
1. Inicialmente enviar la condicio´n de Start + Direccio´n , con el bit R/W = 0, debido a que se hara´ escritura
de datos
2. Direccio´n del registro que se va a sobrescribir
3. Dato que se escribira´ en el registro
4. Una vez escrito el dato automa´ticamente la direccio´n del registro a escribir aumenta una posicio´n, por lo
que es posible continuar con la escritura de datos en registros continuos
5. Se puede continuar con la escritura de datos, o si se quiere escribir en otro registro se reinicia el ciclo
6. Se detiene la comunicacio´n con Stop
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Figura D.4: Ciclo de Escritura de Datos en OpenServo.
Ciclo de Lectura de Datos: Para la lectura de datos, tenemos que seguir la estructura observada en la figura
D.5, se puede describir como:
1. Inicialmente enviar la condicio´n de Start + Direccio´n, con el bit R/W = 0, debido a que se escribira´ el
registro que se desea leer
2. Enviar la direccio´n del registro que se quiere leer
3. Enviar la condicio´n Start + Direccio´n, con el bit R/W = 1, para empezar con la recepcio´n de datos
4. Una vez recibido el dato, se debe enviar bit de Acknowledge si se quiere seguir leyendo, o Non acknowl-
edge si no se quiere continuar con el proceso
5. La posicio´n leı´da aumenta en una posicio´n una vez terminada la primera transmisio´n, por lo que es posible
seguir leyendo los siguientes o´n, una vez se llegue al final de los registros en 0x2F continu´a con la lectura
del registro en 0x00
6. Al final se debe enviar la condicio´n de Stop o Start repetido
Figura D.5: Ciclo de Lectura de Datos en OpenServo.
Teniendo en cuenta las secuencias anteriores, es posible realizar cualquiera de las operaciones de lectura/e-
scritura y envı´o de comandos cuando se desee. A continuacio´n se presenta la forma de configurar el OpenServo
para controlar la posicio´n de un motor DC. Inicialmente se deben hacer las conexiones de forma correcta,
para esto con la ayuda de la figura D.6 parte a, se pueden reconocer los conectores, de izquierda a derecha se
presentan:
1. Salida 1 PWM al motor
115
2. Salida 2 PWM al motor
3. Referencia tierra Potencio´metro
4. Referencia posicio´n Potencio´metro
5. Referencia Vcc Potencio´metro
(a) Conectores desde y hacia el motor (b) Conectores I2C , voltaje, reset
Figura D.6: Conexio´nes del OpenServo
Una vez hecha esta conexio´n es necesario cablear el bus I2C y los cables de voltaje, para energizar la
tarjeta es necesario una fuente de poder mayor a 8 voltios. La disposicio´n de los pines en el conector se puede
ver desde arriba en la parte b de la figura D.6, en esta, se describen los pines de voltaje, bus I2C y reset del
microcontrolador.
Una vez cableado el motor y el bus se empieza el proceso de configuracio´n del microcontrolador escribi-
endo algunos de los registros, el pseudoco´digo de como configurar estos registros del OpenServo se muestra a
continuacio´n:
1 E n v i a r Address +0 , R e c i b i r ACK
2 E n v i a r comando PWM DISABLE (0 x83 ) , R e c i b i r ACK
3 E n v i a r Address +0 , R e c i b i r ACK
4 / /∗∗∗∗∗ C o n f i g u r a c i o´ n d e l s e r v o ∗∗∗∗∗ / /
5 E n v i a r comando WRITE ENABLE (0 X84 ) , R e c i b i r ACK
6 E n v i a r Address +0 , R e c i b i r ACK
7 E n v i a r d i r e c c i o´ n PID DEADBAND (0 X21 ) , R e c i b i r ACK
8 E n v i a r d a t o (0 x3 ) que se e s c r i b i r a´ en 0x21 , R e c i b i r ACK
9 −−−a u t o m a´ t i c a m e n t e l a p o s i c i o´ n aumenta en 1−−−−
10 E n v i a r d a t o (0 x0 ) p a r a r e g i s t r o PID PGAIN HI (0 x22 ) , R e c i b i r ACK
11 E n v i a r d a t o (0 x66 ) p a r a r e g i s t r o PID PGAIN LO (0 x23 ) , R e c i b i r ACK
12 E n v i a r d a t o (0 x0 ) p a r a r e g i s t r o PID DGAIN HI (0 x24 ) , R e c i b i r ACK
13 E n v i a r d a t o (0 x0 ) p a r a r e g i s t r o PID DGAIN LO (0 x25 ) , R e c i b i r ACK
14 E n v i a r d a t o (0 x0 ) p a r a r e g i s t r o PID PGAIN HI (0 x26 ) , R e c i b i r ACK
15 E n v i a r d a t o (0 x10 ) p a r a r e g i s t r o PID PGAIN LO (0 x27 ) , R e c i b i r ACK
16 E n v i a r d a t o (0 x00 ) p a r a r e g i s t r o PWM FREQ DIVIDER HI (0 x28 ) , R e c i b i r ACK
17 E n v i a r d a t o (0 x07 ) p a r a r e g i s t r o PWM FREQ DIVIDER LO (0 x29 ) , R e c i b i r ACK
18 E n v i a r d a t o (0 x0 ) p a r a r e g i s t r o MIN SEEK HI (0 x2A ) , R e c i b i r ACK
19 E n v i a r d a t o (0 x0A ) p a r a r e g i s t r o MIN SEEK LO (0 x2B ) , R e c i b i r ACK
20 E n v i a r d a t o (0 x03 ) p a r a r e g i s t r o MAX SEEK HI (0 x2C ) , R e c i b i r ACK
21 E n v i a r d a t o (0 xA0 ) p a r a r e g i s t r o MAX SEEK LO (0 x2D ) , R e c i b i r ACK
22 E n v i a r Address +0 , R e c i b i r ACK
23 E n v i a r comando WRITE DISABLE (0 X85 ) , R e c i b i r ACK
24 / /∗∗∗ Termina c o n f i g u r a c i o´ n d e l s e r v o ∗∗∗ / /
25 E n v i a r Address +0 , R e c i b i r ACK
26 E n v i a r d i r e c c i o´ n SEEK HI (0 X10 ) , R e c i b i r ACK
27 E n v i a r d a t o (0 x1 ) que se e s c r i b i r a´ en 0x10 , R e c i b i r ACK
28 E n v i a r d a t o (0 x0 ) p a r a r e g i s t r o SEEK LO (0 x11 ) , R e c i b i r ACK
29 E n v i a r Address +0 , R e c i b i r ACK
30 E n v i a r comando PWM ENABLE (0 X82 ) , R e c i b i r ACK
116
Una vez ejecutadas las instrucciones anteriores el motor ubicara´ la posicio´n que corresponda a 0x100 dentro
del rango establecido (0xA-0X3A0), el comportamiento de la salida depende de la sintonizacio´n del controlador
PID, y este cambia con el modelo de la planta, por lo que sera´ necesario utilizar te´cnicas como Ziegler-Nichols
o Astrom para un correcto funcionamiento.
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Ape´ndice E
Manipulador Planar de 2GDL
E.1. Planos de las piezas del robot de 2 grados de libertad
Estos planos corresponden a las dimensiones de los partes del robot, la figura E.1 muestra el disen˜o de la
base, la figura E.2 el eslabo´n 1, en la figura E.3 se encuentra el eslabo´n 2, en la figura E.4 el eslabo´n 3 y en la
figura E.5 el eslabo´n 4.
Figura E.1: Plano de la Base
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Figura E.2: Plano del eslabo´n 1
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Figura E.3: Plano del eslabo´n 2
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Figura E.4: Plano del eslabo´n 3
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Figura E.5: Plano del eslabo´n 4
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E.2. Cinema´tica Inversa Punto P
Para hallar la cinema´tica inversa del punto P tenemos el siguiente co´digo:
1 s t r u c t E s t r u c t u r a c i n i n v P ( f l o a t xp1 , f l o a t yp1 ){
2
3 f l o a t L1 , num , den , be t a , phi , t1 , Cx , Cy , ncp , u1y , u1x , Dx , Dy , L2 ;
4 f l o a t lambda , mu , t3 , Ax , Ay ;
5 i n t a =140; i n t b =45; i n t c =140; i n t e =45; i n t d =110;
6 L1= s q r t ( pow ( xp1 , 2 ) + pow ( yp1 , 2 ) ) ;
7 num=pow ( d ,2)−pow ( c ,2)−pow ( L1 , 2 ) ;
8 den=−2∗c∗L1 ;
9 b e t a = a c os ( num / den ) ;
10 p h i = a t a n 2 ( yp1 , xp1 ) ;
11 t 1 = b e t a + p h i ;
12 Cx=c∗cos ( t 1 ) ;
13 Cy=c∗ s i n ( t 1 ) ;
14 ncp= s q r t ( pow ( Cx−xp1 , 2 ) + pow ( Cy−yp1 , 2 ) ) ;
15 u1x= ( ( Cx−xp1 ) / ncp ) ;
16 u1y= ( ( Cy−yp1 ) / ncp ) ;
17 Dx= Cx+e∗u1x ;
18 Dy= Cy+e∗u1y ;
19 L2= s q r t ( pow ( Dx , 2 ) + pow ( Dy , 2 ) ) ;
20 num=pow ( a ,2)−pow ( L2,2)−pow ( b , 2 ) ;
21 den=−2∗b∗L2 ;
22 lambda= a c os ( num / den ) ;
23 mu= a t a n 2 ( Dy , Dx ) ;
24 t 3 =lambda+mu ;
25 Ax=b∗cos ( t 3 ) ;
26 Ay=b∗ s i n ( t 3 ) ;
27 s t r u c t E s t r u c t u r a ang ;
28 ang . a r r a y [ 0 ] = t 1 ;
29 ang . a r r a y [ 1 ] = t 3 ; / / t 3=t 2
30 ang . a r r a y [ 2 ] = t 3 ;
31 ang . a r r a y [ 3 ] = t 1 ; / / t 1=t 4
32 re turn ang ; }
E.3. Cinema´tica Inversa Punto W
Para hallar la cinema´tica inversa del punto W tenemos el siguiente co´digo:
1 s t r u c t E s t r u c t u r a cininvW ( f l o a t xp1 , f l o a t yp1 ){
2
3 f l o a t P , Q, R ,M, N, T , t1 , t2 , t3 , t4 , r1 , r2 ;
4 i n t codo ;
5 l 1 =45; l 2 =140; l 3 =140; l 4 =45; / / l o n g i t u d de l o s e s l a b o n e s
6 P=−2∗ l 1∗xp1 ;
7 Q=−2∗ l 1∗yp1 ;
8 R=pow ( xp1 , 2 ) + pow ( yp1 , 2 ) + pow ( l1 ,2)−pow ( l2 , 2 ) ;
9 r1 = a t a n 2 ( (Q / ( s q r t ( pow ( P , 2 ) + pow (Q, 2 ) ) ) ) , ( P / ( s q r t ( pow ( P , 2 ) + pow (Q , 2 ) ) ) ) ) ;
10 codo=−1; / / 1 codo a r r i b a , −1 codo aba jo
11 t 1 = r1 +codo∗a c os ( −(R ) / ( 2∗ l 1∗ s q r t ( pow ( xp1 , 2 ) + pow ( yp1 , 2 ) ) ) ) ;
12 t 2 = a t a n 2 ( ( ( yp1−l 1∗ s i n ( t 1 ) ) / l 2 ) , ( ( xp1−l 1∗cos ( t 1 ) ) / l 2 ) ) ;
13 M=−2∗ l 3∗xp1 ;
14 N=−2∗ l 3∗yp1 ;
15 T=pow ( xp1 , 2 ) + pow ( yp1 , 2 ) + pow ( l3 ,2)−pow ( l4 , 2 ) ;
16 r2 = a t a n 2 ( (N / ( s q r t ( pow (M, 2 ) + pow (N , 2 ) ) ) ) , (M/ ( s q r t ( pow (M, 2 ) + pow (N , 2 ) ) ) ) ) ;
17 codo =1; / / 1 codo a r r i b a , −1 codo aba jo
18 t 3 = r2 +codo∗a c os ( −(T ) / ( 2∗ l 3∗ s q r t ( pow ( xp1 , 2 ) + pow ( yp1 , 2 ) ) ) ) ;
19 t 4 = a t a n 2 ( ( ( yp1−l 3∗ s i n ( t 3 ) ) / l 4 ) , ( ( xp1−l 3∗cos ( t 3 ) ) / l 4 ) ) ;
20 s t r u c t E s t r u c t u r a ang ;
21 ang . a r r a y [ 0 ] = t 1 ;
22 ang . a r r a y [ 1 ] = t 2 ;
23 ang . a r r a y [ 2 ] = t 3 ;
24 ang . a r r a y [ 3 ] = t 4 ;
25 re turn ang ; }
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