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Recently, several deep learning methods are proposed for the gravitational wave data analysis.
One is conditional variational auto encoder (CVAE), proposed by Gabbard et al. [1]. We study the
accuracy of a CVAE in the context of the estimation of the QNM frequency of the ringdown. We
show that the accuracy of the estimation by the CVAE is better than the matched filtering. The
areas of confidence regions are also compared and it is shown that the CVAE can return smaller
confidence regions. Also, we assess the reliability of the confidence regions estimated by the CVAE.
Our work confirms that the deep learning method has ability to compete with or overcome the
matched filtering.
I. INTRODUCTION
In 2015, Laser Interferometer Gravitational-Wave Ob-
servatory (LIGO) detected gravitational waves from a bi-
nary black hole (BBH) merger [2]. In Observation run 1
and 2, ten BBH merger events were confirmed [3]. Cur-
rently, advanced LIGO and advanced Virgo are operating
and KAGRA will join this detector network in 2020 [4].
Besides the improvement of detectors, the improvement
of data analysis methods can contribute to accelerate the
gravitational wave physics and astronomy.
Recently, the use of deep learning methods is proposed
for various purposes, e.g., the detection of gravitational
waves [5, 6], the parameter estimation [1, 7, 8]. the noise
subtraction [9, 10], and the classification of glitch noises
[11]. Our work is devoted to investigating the accuracy of
the parameter estimation. Our question is how accurately
deep learning methods can estimate physical parameters,
or whether deep learning methods can estimate parame-
ters more accurately than the standard method.
In this paper, we focus on the analysis of ringdown
gravitational waves. The ringdown is the last stage of
a BBH merger. The remnant black hole is largely per-
turbed just after the merger and the perturbation de-
cays as gravitational waves are emitted. Late time per-
turbations of the black hole is dominated by the black
hole quasi-normal modes (QNMs). The ringdown gravi-
tational waves can be modeled by the damped sinusoidal
waveforms having the complex-valued QNM frequencies
predicted by the black hole perturbation theory [12–14].
In general relativeity (GR), the QNM frequencies are de-
termined by the black hole mass and spin. Because of this
property, the ringdown gravitational waves are useful for
the test of GR [15, 16]. One way to estimate the QNM
frequencies is the matched filtering using the inspiral-
merger-ringdown gravitational waves [17, 18]. The pos-
terior distribution of the binary masses and the spins is
estimated and it can be converted into the mass and the
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spin of the remnant black hole by the fitting formula ob-
tained from numerical relativity simulations [19]. This
method relies on GR and the inference of these parame-
ters is mainly governed by the inspiral part. If the effects
caused by exotic theories (e.g. modified theories of grav-
ity, black hole mimickers) modify the merger-ringdown
part without changing the inspiral part, bias would be
introduced in the posterior in this method. Thus, we
need a method to estimate QNM frequencies using only
the merger-ringdown part.
There are two possible directions of investigation: im-
proving the matched filtering and implementing alterna-
tive methods. In Ref. [20], comparison of various meth-
ods for the analysis of ringdown was done using test mock
data. The result shows that the deep learning method is
competitive with the matched filtering. The deep learn-
ing method used in this challenge was the one constructed
for the point estimation, that is, the neural network re-
turns only a single estimated value for each parameter
that we want to estimate. Despite of this shortcoming,
deep learning methods are still expected to be a useful
method complementary to the matched filtering.
Recently, the authors of Ref. [1] proposed the use of the
conditional variational auto encoder (CVAE) for gravi-
tational data analysis. In addition to that the compu-
tational speed of the CVAE is much faster than that of
the matched filtering, the CVAE can estimate the pos-
terior probability distributions of parameters. Although
the purpose of Ref. [1] was the rapid inference, we apply
the CVAE for the off-line analysis and assess the accuracy
of the inference of the CVAE.
This paper is organized as follows. In Sec. II, we
present the construction of the waveforms. In Sec. III,
we briefly review the matched filtering. In Sec. IV, the
idea and the implementation of CVAE are explained.
In Sec. V, we introduce convolutional neural networks
(CNNs) as another competitors to the CVAE. In Sec. VI,
the results obtained by the CVAE are compared with the
matched filtering and the CNN. We focus on the accu-
racy of the maximum posterior estimations and the area
of the confidence regions. We also confirm that the confi-
dence regions obtained by the CVAE have the frequentist
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2meaning by making the P-P plot, with evaluation of the
magnitude of the error. We summarize our results and
future works in Sec. VII. Throughout this paper, we set
G = c = 1.
II. PREPARING MOCK TEMPLATES
As explained in Introduction, the situation we consider
is that only the merger-ringdown part is modified from
that of GR, and we compare deep learning methods and
the matched filtering in such a situation. For this pur-
pose, we need to generate a test dataset by modifying
only the merger-ringdown part of the waveform. In some
modified theories of gravity, gravitational waves from in-
spiraling BBHs can be calculated in the post-Newtonian
approximation. But consistent simulations throughout
the inspiral-merger-ringdown phases have not been done
so far. In addition, it is a highly speculative assump-
tion that only the merger-ringdown part might be mod-
ified. Therefore, what we can do for generating modi-
fied templates is to modify the merger-ringdown phase of
GR templates in a phenomenological manner. Using the
modified templates, we prepare a mock test data for com-
parison of the deep learning methods and the matched
filtering. These templates are used not only for prepar-
ing a test dataset, but also for training neural networks
and for constructing the template bank of the matched
filtering.
The precise modeling of the transition from the inspiral
phase to the post-merger phase is difficult, but we would
be able to roughly assume that the gravitational waves of
the merger-ringdown phase have the following properties,
• The amplitude after the peak monotonically de-
creases. At a later time, the amplitude decays ex-
ponentially.
• The frequency monotonically increases and con-
verges to a certain QNM frequency at a later time.
We focus on the case where the waveforms are modified
only after the time tGRp , at which the amplitude of GR
template reaches its peak. Therefore, the inspiral part of
the modified waveform coincides with GR one. In this
work, we focus only on l = m = 2 mode and ignore
overtones as they are much weaker especially for nearly
equal-mass binaries. The importance of the multi-modes
and overtones has been studied in Refs. [21–23].
We denote the QNM frequencies for GR templates and
for modified templates by ωGRR,I and ωR,I, respectively.
The modified templates are constructed by modifying the
complex-velued templates in GR, hGR(t). First, we de-
compose the strain hGR(t) into the amplitude AGR(t)
and the frequency ωGR(t) as
hGR(t) = AGR(t)eiφ
GR(t), φGR(t) =
∫ t
dt′ωGR(t′).
(2.1)
From AGR(t) and ωGR(t), the modified amplitude and
frequency, A(t) and ω(t), are generated. Our modified
templates are characterized by two parameters, δωR and
δωI. The real and imaginary parts of the QNM frequency,
ωR and ωI, are specified by the fractional deviation from
the GR values as
ωR,I = ω
GR
R,I (1 + δR,I). (2.2)
In our work, the modifications of the frequencies are
assumed to be small. The deviations of the real part
and the imaginary part of QNM frequencies are as-
sumed to be less than 30% and 50%, respectively (i.e.
|δR| < 0.30, |δI| < 0.50).
Modified amplitudes are constructed from two parts,
before and after the peak. After the peak, the amplitudes
are modified from GR as
A′(t) =
AGR(t)
1 + e4Mω
GR
I x
+
ARD(t)
1 + e−4MωGRI x
, (2.3)
with
ARD(t) =
1.18
1 + e−MωGRI x + eMωIx
. (2.4)
where M is the total mass of the binary, x is the normal-
ized time defined as x := (t − tGRp )/M , and tGRp is the
time when the GR amplitude AGR(t) reaches its peak.
The time when the modified amplitude A′(t) reaches its
maximum is denoted by t′p and can differ from t
GR
p . We
connect the GR amplitude before tGRp and the modified
amplitude after t′p with an appropriate normalization.
Namely, the modified amplitude A(t) is obtained as
A(t) =
{
AGR(t) (t ≤ tGRp ),
αA′(t+ t′p − tGRp ) (t > tGRp ),
(2.5)
with α := AGR(tGRp )/A
′(t′p).
The GW frequency ω(t) of the modified waveform is
specified as
ω(t) =
ωGR(t)
1 + e4Mω
GR
I x
+
ωRD(t)
1 + e−4MωGRI x
, (2.6)
with
ωRD(t) = ωGRp + (ωR − ωGRp ) tanh(0.85MωGRI x), (2.7)
and ωGRp := ω
GR(tGRp ).
Finally, we generate the gravitational wave strain, h(t),
by
h(t) = A(t)eiφ(t), φ(t) =
∫ t
dt′ω(t′). (2.8)
The waveform of the modified model having δR = δI = 0
coincide with that of GR.
As a seed for modified templates, we use the wave-
form SXS:0305 [24] and the total mass is fixed to M =
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FIG. 1. The amplitudes (top) and the frequencies (bottom)
of the modified templates having various QNM frequencies.
The frequency fR is defined as fR = ωR/2pi. When δR = δI =
0, they coincide with those of GR. The black vertical line
indicates the time at which the amplitude reaches its peak.
72.158M. The GR values of QNM frequency is calcu-
lated from the fitting formula in Ref. [15]. Examples of
the modified templates are shown in Fig. 1.
In the following analysis, the frequency f is used rather
than ω. They are related with each other by ωR,I =
2pifR,I. The sampling rate is 4096Hz.
III. MATCHED FILTERING
When the waveforms can be theoretically modeled and
generated rapidly, the matched filtering is a powerful
method for the parameter estimation (see [25] as a stan-
dard textbook). The detection statistic is the signal-to-
noise ratio (SNR) and it can be calculated by the noise-
weighted inner product between the observational data
s(t) and a template h(t),
SNR = 4Re
∫ fmax
fmin
df
s˜(f)h˜∗(f)
Sn(f)
, (3.1)
where Sn(f) is the noise power spectral density, s˜(f) and
h˜(f) are the Fourier transforms of s(t) and h(t), respec-
tively. We use the LIGO O1 noise power spectral density,
Sn(f) =10
−44 ×
(
18.0
0.1 + f
)4
+ 0.49× 10−46
+
(
f
2000.0
)2
× 16.0× 10−46[strain2/Hz],
(3.2)
given in Ref. [26].
We do not optimize the coalescence time in the present
matched filtering analysis. Instead, we fix it to the value
of the injected templates, assuming that it can be easily
guessed from the inspiral part of the gravitational wave
data. Therefore, our templates are parameterized by the
deviation of the QNM frequency, {δR, δI}, and the initial
phase, φ0. Since the initial phase can be marginalized an-
alytically, the parameter search is done on the parameter
space of {δR, δI}. With the uniform prior, the posterior
distribution of the real and imaginary parts of the QNM
frequency {fR, fI} can be obtained by
p(fR, fI|s) ∝ exp
[
SNR2(δR, δI)
2
]
. (3.3)
For the post-merger analysis, we set the boundaries of
the integration range of frequency to fmin = 160Hz and
fmax = 512Hz. The lower cutoff frequency, fmin, is the
frequency at which the amplitude of the template reaches
the maximum.
In our work, the template bank is constructed to form
a uniform grid in the (δR, δI) plane. The parameter δR
is varied in the range [0.7, 1.3] with the step of 0.006,
while δI in the range [0.5, 1.5] with the step of 0.01. The
template bank consists of 10,201 templates.
IV. CONDITIONAL VARIATIONAL AUTO
ENCODER
A. Idea of CVAE
In this subsection, we explain the idea of CVAE [1].
In Bayesian inference, the existence of the true posterior
pˆ(y|x), the distribution of the physical parameters y un-
der the assumption that a signal x is given, is assumed.
Here, the parameterized distributions pθ(y|x) are used
as an approximation of pˆ(y|x). The parameter θ depends
on the input signal x. The neural network is trained to
estimate the relation between x and θ using a training
dataset, that is, a lot of pairs of input data and the true
values of the physical parameters, {(xi, yi)}i=1...N . The
Kullback-Leibler (KL) divergence,
KL[pˆ(y|x)|pθ(y|x)] :=
∫
dy pˆ(y|x) log pˆ(y|x)
pθ(y|x) , (4.1)
is one of the natural choices for quantifying the mismatch
between two probability distributions. Here, we consider
4the minimization of the expected value of the KL diver-
gence,
Epˆ(x) [KL[pˆ(y|x)||pθ(y|x)]] . (4.2)
Because only the terms including pθ(y|x) are essential for
optimization, the minimization of (4.2) is equivalent to
the maximization of the average of the cross entropy:
Epˆ(x) [H[pˆ(y|x)||pθ(y|x)]]
:=
∫
dxdy pˆ(x)pˆ(y|x) log pθ(y|x)
=
∫
dxdy pˆ(x, y) log pθ(y|x). (4.3)
This can be approximated by the sample mean,
Epˆ(x) [H[pˆ(y|x)||pθ(y|x)]] ' 1
N
N∑
i=1
log pθ(yi|xi). (4.4)
For example, Gaussian distribution can be used as
pθ(y|x). However, it would be too simple to approxi-
mate the posterior. In order to enhance the flexibility
of the approximant, the hidden variable model is often
employed. The approximated distributions are given as
a superposition of simple distributions,
pθ(y|x) =
∫
dz pθD(y|x, z)pθE(z|x). (4.5)
The additional variables z, so-called hidden variables, in-
herit compressed information of the data x. With the
hidden variable model, log pθ(y|x) appeared in R.H.S
of Eq. (4.4) is bounded by the evidence lower bound
(ELBO),
log pθ(y|x) ≥ LELBO
:= Eqφ(z|x,y) [log pθD(y|x, z)]
−KL [qφ(z|x, y)|pθE(z|x)] (4.6)
for an arbitrary distribution qφ(z|x, y). The negative
ELBO, −LELBO, is employed as the loss function to be
minimized.
A CVAE estimates the relation between the parame-
ters of distributions and the conditioning variables. As
an example, the distribution pθE(z|x) presents the prob-
ability of z conditioned by x. The neural network cor-
responding to pθE(z|x) takes x as an input and predicts
the plausible value of θE. In Eq. (4.6), three distribu-
tions, pθD , pθE and qφ, appear. Therefore, we need three
networks for emulating these distributions.
Further simplification of Eq. (4.6) can be done as fol-
lows. First, the first term of the R.H.S of Eq. (4.6) can
be approximated by the sample average,
Eqφ(z|x,y) log pθD(y|x, z) '
1
Nz
Nz∑
j=1
log pθD(y|x, zj), (4.7)
where zj is the j-th sample of z following qφ(z|y, x). In
this work, we set Nz = 1. Second, we adopt multivariate
Gaussian distributions with diagonal covariance matrices
as pθD , pθE and qφ. We denote the mean and covariance
matrix of pθE(z|x) by
~µE = (µE,1, µE,2, . . . , µE,Dz), (4.8a)
ΣE = diag(σ
2
E,1, σ
2
E,2, . . . , σ
2
E,Dz), (4.8b)
those of pθD(y|x, z) by
~µD = (µD,1, µD,2, . . . , µD,Dy), (4.8c)
ΣD = diag(σ
2
D,1, σ
2
D,2, . . . , σ
2
D,Dy), (4.8d)
and those of qφ(z|x, y) by
~µ = (µ1, µ2, . . . , µDz), (4.8e)
Σ = diag(σ21 , σ
2
2 , . . . , σ
2
Dz), (4.8f)
where Dz and Dy are the dimensions of the hidden vari-
able z and the physical parameters y, respectively. Thus,
the parameters θE, θD and φ denoted abstractly so far are
θE = {~µE,ΣE}, θD = {~µD,ΣD} and φ = {~µ,Σ}. Then,
the loss function for one training data is obtained as
Loss =
Dy
2
log 2pi +
Dy∑
l=1
log σD,l +
1
2
Dy∑
l=1
(yl − µD,l)2
σ2D,l
+
Dz
2
− 1
2
Dz∑
k=1
{
log
σ2E,k
σ2k
+
(µk − µE,k)2
σ2E,k
+
σ2k
σ2E,k
}
. (4.9)
Figure 2 shows the schematic picture of the CVAE we
use in this work. The neural networks corresponding
to pθE(z|x), qφ(z|x, y) and pθD(y|x, z) are called as En-
coder1, Encoder2 and Decoder, respectively. Each neu-
ral network returns the mean and the diagonal elements
of the covariance matrices of each distribution. At the
training (the left figure of Fig. 2), all networks are simul-
taneously trained with the loss function (4.9). When the
trained the CVAE is applied to a test data (the right fig-
ure of Fig. 2), we use the networks corresponding to pθD
and pθE for estimating a posterior. Estimating the pos-
terior for a test event is based on the following sampling
method. First we sample one value of z from the distri-
bution pθE(z|x). Next, with the sampled z, a sample of
5FIG. 2. The schematic picture of the CVAE. Encoder1, Encoder2 and Decoder represent neural networks corresponding to the
probability distributions pθE(z|x), qφ(z|x, y) and pθD(y|x, z), respectively. Here, we adopt multivariate Gaussian distributions
for all three distributions. The parameters characterizing these distributions are θD = {µD,ΣD}, θE = {µE,ΣE} and φ = {µ,Σ}.
At the training (left), three networks are optimized so that the loss function is minimized. The Kulback-Leibller divergence are
calculated with the output of the Encoder1 and the Encoder 2. The output of the Decoder is used for assessing the negative
log posterior term. For test events (right), the Encoder 1 and the Decoder are employed for sampling predicted values.
the parameter y is obtained from pθD(y|z, x). Repeating
these sampling processes, we finally obtain many samples
of predicted values y that follow the estimated posterior
pθ(y|x).
B. Implementation
In this subsection, the implementation of the CVAE
that we use is described. We use PyTorch [27] for the
implementation.
1. Structure
As explained in the subsection IV A, the CVAE con-
sists of three neural networks, that is, two encoders and
one decoder. Each of them has six layers and each in-
ternal layer has 512 units. We put a ReLU layer after
each fully-connected layer except for the last layer of each
neural network. Encoder1 and Encoder2 will output the
mean and the diagonal elements of the covariance ma-
trix of the hidden variables. We set the dimension of
the hidden variables as Dz = 16. The input of Decoder
is the sampled variables from the multi-variate Gaussian
distribution having the mean and covariance matrix es-
timated by the encoder. Decoder returns the mean and
the covariance matrix of the distribution pθD (y|z, x). The
entire structure of the CVAE we use in this work is shown
in Table I.
2. Dataset for training
For the training, we use the same templates contained
in the template bank for the matched filtering. Each tem-
plate is labeled by {δR, δI}. The input signals as training
data are generated as
x(t) = Ahwhitened(t) + n(t) (4.10)
TABLE I. The structure of the CAVE that we use in this
work. All layers of Encoder1, Encoder2 and Decoder are fully
connected layers. Each network consists of six fully connected
layers. The input of Encoder1 is the segment of the signal.
The inputs of Encoder2 are a segment of the signal and the
injected values of δR and δI. Decoder takes the signal and the
hidden variables as input.
Network # of units of respective layers
Encoder1 [128, 512, 512, 512, 512, 512, 32]
Encoder2 [130, 512, 512, 512, 512, 512, 32]
Decoder [144, 512, 512, 512, 512, 512, 4]
6TABLE II. The training schedule for the CVAE. In the last
stage of training, input signals have SNR varying from 8 to
30. After 45000 epochs, the training is terminated when de-
creasing of training loss saturates.
epoch the range of A learning rate
1 - 10000 [8.0, 10.0] 1.0× 10−5
10001 - 15000 [6.0, 10.0] 1.0× 10−5
15001 - 20000 [4.0, 10.0] 1.0× 10−5
20001 - 25000 [3.0, 10.0] 1.0× 10−5
25001 - 45000 [2.0, 10.0] 1.0× 10−5
45001 - [2.0, 10.0] 1.0× 10−6
where hwhitened is a template whitened with Eq. (3.2),
the noise n(t) is generated from the standard normal
distribution, and the amplitude A is chosen to realize
a specified SNR. To prevent overfitting to a specific noise
pattern, the noise realizations are generated and the
whitened templates are injected into them for each it-
eration. From these simulated signals, we pick up 128
points starting from the amplitude peak, which is used
as the input data of the CVAE.
3. Training and inference scheme
The Adam procedure [28] is used for the optimization
algorithm. The learning rate is set to 10−5 initially and
decreased to 10−6 on the later stage of the training. The
scheduled training is employed, i.e., the amplitude of the
signal is gradually decreased from a large initial ampli-
tude. The training schedule is shown in Table II. The
batch size is 256.
When the trained CVAE is applied to a test data, the
sampling process to estimate the distribution is repeated
until 4× 106 samples are collected.
V. CONVOLUTIONAL NEURAL NETWORK
In this work, an ordinary neural network, which re-
turns a single value for each parameter that we want to
estimate, is also implemented as one of competitors to
the CVAE. Convolutional neural networks (CNNs) are
used for various research of the gravitational wave data
analysis (e.g. [5]). Our CNN has three convolutional and
four fully-connected layers. Each of them, except for the
last layer, is followed by a ReLU layer. The output of the
last layer is the estimated values of {δR, δI}. For respec-
tive convolutional layers, the numbers of filters are 128,
256 and 512, and the sizes of filters are 32, 8 and 8. All
of fully connected layers have 512 units. We use mean
square loss for the loss function. Also for the training of
the CNN, scheduled training is employed. The training
schedule is shown in Table III. The CNN is also imple-
mented by PyTorch. The training dataset is the same as
TABLE III. The training schedule for the CNN. We set the
learning rate as 10−4 for the whole epoch of training. After
the 4001st epoch, the training is terminated once the decrease
of training loss saturates.
epoch the range of A
1 - 1000 [8.0, 10.0]
1001 - 2000 [6.0, 10.0]
2001 - 3000 [4.0, 10.0]
3001 - 4000 [3.0, 10.0]
4001 - [2.0, 10.0]
the CVAE.
VI. RESULTS
A. Dataset for comparison
We prepare the mock test data in the same way as the
training data. The real-valued template hinj is generated
from a complex-valued modified template h = h+ + ih×
with the randomly sampled phase φ0, i.e.,
hinj = h+ cosφ0 + h× sinφ0. (6.1)
We use the noise curve of LIGO O1 for generating the
Gaussian noise (Eq. (3.2)). Three datasets with SNR of
the merger-ringdown part 30.0, 15.0 and 8.0 are prepared
(the definition of the merger-ringdown SNR is Eq. (3.1)).
Each dataset consists of 500 simulated data whose δR and
δI are randomly sampled from the region satisfying our
assumptions, i.e., |δR| < 0.3 and |δI| < 0.5.
B. Comparison of the point estimation
To quantify the accuracy of the estimates, we define
the following two quantities,
∆Q :=
1
Ndata
Ndata∑
i=1
(Qesti −Qtruei ) , (6.2)
σ(Q) :=
1
Ndata
[
Ndata∑
i=1
(Qesti −Qtruei )2
]1/2
. (6.3)
Here, Qest is given by the estimated value that maximizes
the posterior distribution for the matched filtering and
the CVAE, while it is given by the output value for the
CNN. The comparison of the errors is shown in Table IV.
From this table, we can conclude that
• For both fR and fI, the means of the errors ∆Q are
much smaller than the standard deviations σ(Q).
Therefore, the estimates of both fR and fI are not
significantly biased in all methods.
7TABLE IV. The comparison of the estimation errors. The
quantities ∆Q and σ(Q) are defined in Eqs. (6.2) and (6.3).
The estimation by the CVAE has no significant bias for both
of fR and fI and for any values of SNR. The matched filtering
and the CNN also estimate QNM frequency with small bias
for most cases. Comparing the values of σ(fR,I), we find that
the CVAE takes the smallest values for all cases, except for
imaginary part of the dataset having SNR=8. For this case,
the CNN has a smaller value of σ(fI) than the CVAE. How-
ever, the CNN derives a slightly larger value of ∆fI than the
CVAE. This means that the estimation by the CNN is more
biased.
SNRRD method ∆fR [Hz] σ(fR) [Hz] ∆fI [Hz] σ(fI) [Hz]
MF -0.1607 3.5243 -0.1865 2.7237
30.0 CNN 0.9732 8.2192 -1.1812 3.0875
CVAE 0.0267 3.1180 -0.2528 2.4311
MF -0.4015 7.4448 -0.5448 5.4256
15.0 CNN -0.0432 9.5206 -0.6411 4.9630
CVAE -0.4253 6.2759 -0.2109 4.8657
MF -0.1755 15.2181 -1.7824 9.6581
8.0 CNN 0.9783 14.2067 1.7371 7.7085
CVAE -0.2350 12.4485 0.4289 8.9368
• Because the standard deviations of the CVAE are
smaller than those of the matched filtering and the
CNN, we can say that the CVAE estimates the
QNM frequencies more accurately than the other
two methods.
C. Reliability of the confidence regions
An example of the predictions of posterior distribu-
tions by the CVAE and the matched filtering is shown
in Fig. 3. Before comparing the posterior estimations by
the CVAE and the matched filtering, we assess the re-
liability of the posterior distributions estimated by the
CVAE. If the estimation of posterior distribution is reli-
able, the fraction of events whose true values are located
within the x-% confidence region should be x-%. For vi-
sualization, a P-P plot is useful. In a P-P plot, we take
the confidence level as horizontal axis and the fraction of
events as vertical axis. If the posterior distribution is re-
liable, the P-P plot reduces to the diagonal line. We show
the P-P plots obtained by the CVAE and the matched
filtering in Fig. 4. It is found that the error estimation by
the matched filtering includes no significant bias. On the
other hand, the P-P plot for the CVAE seems to deviate
from the 45◦ line only slightly. In order to quantify the
systematic error, we generate additional 9,500 test events
for each SNR. Figure 5 shows the deviation from 45◦ line
for SNR=8.0 events. It is found that the estimation by
the CVAE contains the systematic error less than 2%. A
similar feature can be seen for the events having SNR
15.0 and 30.0.
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FIG. 3. An example of posterior estimations for a test data
whose SNR is 8.0. Blue and orange contours are confidence
regions estimated by the CVAE and the matched filtering,
respectively. The contours show (50, 90, 99)% confidence re-
gions. Blue circle and orange square are the predicted val-
ues of the QNM frequency obtained by the CVAE and the
matched filtering, respectively. Black cross shows the injected
value of the QNM frequency.
TABLE V. The comparison of the areas of confidence re-
gions. The quantity ∆S(x) is defined in Eq. (6.5). For all
datasets having different SNRs, the CVAE gives tighter con-
straint than the matched filtering.
SNRRD ∆S(99)[Hz
2] ∆S(90)[Hz2] ∆S(50)[Hz2]
30.0 -10.8893 -6.6020 -2.3531
15.0 -119.521 -64.5984 -20.1443
8.0 -415.235 -185.065 -46.8837
D. Comparison of areas of confidence regions
Taking into account the existence of bias at a few per-
cent level, we compare the confidence regions obtained by
the CVAE and the matched filtering. To compare them
quantitatively, we define
∆Si(x) = S
CVAE
i (x)− SMFi (x), (6.4)
∆S(x) =
1
Ndata
Ndata∑
i=1
∆Si(x), (6.5)
where S
CVAE/MF
i (x) is the area of the x-% confidence re-
gion estimated by the CVAE/the matched filtering for
the i-th test event. When ∆Si(x) is negative, the con-
straint of the CVAE is tighter than that of the matched
filtering. The comparison of the area of the confidence
region is shown in Table V. For all datasets, the CVAE
leads to more stringent constraint than the matched fil-
tering.
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FIG. 4. The P-P plots of the matched filtering (left) and of the CVAE (right). The SNR of the test dataset is 8.0. The
horizontal axis shows percentages of the confidence regions. The vertical axis shows the fraction of events whose true values
are located within the confidence regions. If estimated confidence region has the frequentist meaning, the plot (blue line) is
consistent with the diagonal line (black dotted line). The orange region is 1-σ error of the binomial distribution. The error
estimation by the CVAE seems to be slightly biased. A similar feature can be seen for the datasets having SNR 15.0 and 30.0.
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FIG. 5. The deviation of the P-P plot from the diagonal line.
The SNR of the dataset is 8.0. Blue circles and orange squares
are obtained with 500 and 10,000 test events, respectively.
The CVAE estimates the posterior distributions with < 2%
systematic error.
VII. CONCLUSION
In this paper, we investigated how accurately a CVAE
can estimate the QNM frequencies using only merger-
ringdown waveforms. To do this, we generated modified
waveforms by changing the merger-ringdown part of the
GR template and constructed a test dataset by injecting
the waveforms into simulated Gaussian noise data. We
compared the accuracies of the CVAE and the matched
filtering, and showed the CVAE can predict the QNM fre-
quencies with a higher accuracy than the matched filter-
ing. Next, we evaluated the reliability of the confidence
regions estimated by the CVAE, making a P-P plot. The
estimated confidence levels have the systematic error less
than 2%. The areas of 50%, 90% and 99 % confidence
regions obtained by the CVAE and the matched filtering
were compared and it was found that the CVAE can give
more stringent constraint to the QNM frequencies than
the matched filtering.
In this work, we only focused on the case of the Gaus-
sian noise. To make the deep learning method applicable
to the real event analysis, the case with the noise hav-
ing non-Gaussianity need to be investigated. The higher
modes of the ringdown signal were also neglected. The
importance of the multi-mode analysis is indicated by
several authors [21, 22]. Application to the black hole
spectroscopy is remaining for future work.
CVAE is not the only method for estimating posteriors
(e.g. Bayesian neural network [7], NN with reduced order
modeling [8]). Comparison (or integration) with these
methods would be insightful.
In this work, the merger-ringdown waveforms modified
from those of GR were employed for training the CVAE.
In this sense, our method is model-dependent. Although
the post-merger templates based on the specific theory
of modified gravity are not obtained so far, the result of
our work is insightful when they can be constructed. On
9the other hand, exploring model independent methods
is a possible direction of future work. Even in non-GR
theories, the ringdown gravitational waves would be ex-
pected to have the properties that the frequency is con-
stant and the amplitude decays exponentially. Neural
networks would be useful to detect these features from
noisy signals and estimate the QNM frequencies inde-
pendently of the way of modification.
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