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ABSTRACT. We introduce a d-dimensional system of charged harmonic oscillators in a magnetic
field perturbed by a stochastic dynamics which conserves energy but not momentum. We study
the thermal conductivity via the Green–Kubo formula, focusing on the asymptotic behavior of the
Green–Kubo integral up to time t (i.e., the integral of the correlation function of the total energy
current). We employ the microcanonical measure to calculate the Green–Kubo formula in general
dimension d for uniformly charged oscillators. We also develop a method to calculate the Green–
Kubo formula with the canonical measure for uniformly and alternately charged oscillators in
dimension 1. We prove that the thermal conductivity diverges in dimension 1 and 2 while it
remains finite in dimension 3. The Green–Kubo integral calculated with the microcanonical
ensemble diverges as t1/4 for uniformly charged oscillators in dimension 1, while it is known to
diverge as t1/2 without magnetic field. This is the first rigorous example of the new exponent
1/4 in the asymptotic behavior for the Green–Kubo integral. We also demonstrate that our result
provides the first rigorous example of a diverging thermal conductivity with vanishing sound
speed. In addition, employing the canonical measure in the Green–Kubo formula, we prove that
the Green–Kubo integral for uniformly and alternately charged oscillators respectively diverges
as t1/4 and t1/2. This means that the exponent depends not only on a non-zero magnetic field but
also on the charge structure of oscillators.
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THERMAL CONDUCTIVITY IN A MAGNETIC FIELD 3
1. INTRODUCTION
1.1. Background and summary. In low dimensions, the thermal conductivity generally di-
verges in the thermodynamic limit. This phenomenon is called anomalous heat transport or
superdiffusion of energy, a research area of which has now become an interdisciplinary field
from physics to mathematics [2, 6, 10, 11, 16].
Diverging thermal conductivity and superdiffusion of energy have been studied for prototypi-
cal interacting systems with several conservation laws [3–5,13,17]. Among them, the system of
oscillators is one of the most studied models. Using these models, the mechanism of diverging
thermal conductivity has been studied mainly through the Green–Kubo formula. Considering
the 1-dimensional periodic chain of N oscillators, we define the local energy Ex of the oscillator
labeled by x ∈ TN , where TN = Z/NZ is the discrete torus. From the conservation of total en-
ergy, the local energy current is defined through the continuity equation with respect to energy
as ∂tEx(t) = Jx−1,x(t)−Jx,x+1(t), where Jx,x+1 is the energy current between the sites x and x+1.
Then, up to a conventional normalization, the Green–Kubo formula for thermal conductivity κ
is written as
κ = lim
t→∞κGK(t) ,
κGK(t) = lim
N→∞ ∑x∈TN
∫ t
0
ds〈Jx,x+1(s)J0,1(0)〉 ,
where the thermal conductivity κ is obtained by taking the infinite time limit in the Green–Kubo
integral κGK(t). The symbol 〈...〉 implies the average over the microcanonical or canonical
ensemble. Note that the Green–Kubo integral κGK(t) contains the correlation function of the
instantaneous total energy current. In general low-dimensional systems, the correlation function
shows a power-law decay in the long-time regime, and this leads to the divergence of the Green–
Kubo integral.
So far, there have been many discussions on the divergence of the Green–Kubo formula in
terms of the asymptotic behavior of the Green–Kubo integral and the current correlation function
with numerical and analytical approaches [10]. Recently, many theoretical advances have been
achieved. The key-ingredient of the theories is to focus on the conserved quantities. In any non-
linear chain of oscillators connected with spring forces depending only on the distance between
particles, the momentum and energy are conserved. In addition, the so-called stretch is also
conserved. Renormalization type arguments for the hydrodynamic equations of the conserved
quantities are performed and they predict a t1/3 asymptotic behavior of the Green–Kubo integral
in 1-dimensional systems [12]. More recently, nonlinear fluctuating hydrodynamics argues for
a remarkable connection between the dynamics of the sound modes in heat conduction and the
Kardar–Parisi–Zhang equation [16]. The asymptotic divergent behavior of the Green–Kubo in-
tegral is classified into t1/3 or t1/2 depending on the symmetry of the potential function and the
pressure [16]. The nonlinear fluctuating hydrodynamics also classifies the possible universality
class of the dynamical exponent in general diffusive dynamics with several conservation laws,
and a Fibonacci sequence of exponents, including the golden mean, is found [13].
Another important approach to understand the diverging thermal conductivity relies on an
exactly soluble models, among of them the momentum exchange model [1]. This model shows a
hybrid dynamics consisting of a deterministic part and stochastic perturbation. In the momentum
exchange model, the momenta of the nearest neighbor oscillators are stochastically exchanged so
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that the conserved quantities defined for deterministic dynamics remain conserved. A rigorous
analysis shows the s−1/2 power-law decay in the correlation of the total current if the chain is
harmonic [1], and this leads to a t1/2 divergence in the Green–Kubo integral. For this harmonic
momentum exchange model, it is also established that under a proper space–time scaling limit,
the macroscopic energy diffusion is described by a fractional diffusion equation [7]. Recently
variants of the momentum exchange model have been proposed to simplify the analysis [4, 5].
In this paper, we propose another variant of the harmonic momentum exchange model, where
the oscillators are charged and a magnetic field is applied. We will show a new exponent in
the divergence of the Green–Kubo integral. The magnetic field induces cyclotron motion of
the particle and hence the standard momentum conservation is broken. This model was partially
analyzed in the previous paper [15]. Herein we generalize the previous work and develop several
novel mathematical techniques We consider a system where the charged harmonic oscillators are
arranged on the d-dimensional lattice with periodic boundary conditions and each oscillator can
move in the d∗-dimensional space. We assume d∗ ≥ 2 so to be able to apply a magnetic field,
but d (≥ 1) is arbitrary. The goal of our study is to derive the asymptotic behavior of the Green–
Kubo integral for this model. To this end, we calculate the current correlation function with
microcanonical and canonical measures in different lattice dimension d and charge structures of
oscillators.
In Section 2, we study the thermal conductivity via the microcanonical Green–Kubo formula
in general dimension d for uniformly charged oscillators, namely the case where the charges of
all oscillators are equal. Here, the microcanonical Green–Kubo formula implies that we employ
the microcanonical ensemble for the correlation function of energy current in the Green–Kubo
integral. We show that the thermal conductivity diverges in lattice dimensions 1 and 2, while
it is finite in d ≥ 3. In dimension 1, the microcanonical Green–Kubo integral diverges as t1/4.
This is a remarkable difference from the case with zero magnetic field having t1/2 behavior as
reported in [1]. This is the first rigorous example of the exponent 1/4 in the divergent behavior
of the Green–Kubo integral for the thermal conductivity.
Further, in our model, the sound velocity, namely the first derivative of the dispersion relation
at wave number 0, vanishes. In [9], the relation between the vanishing sound speed and the
divergence of the thermal conductivity is discussed. In particular, the authors conjectured that
the non-vanishing speed of sound is a necessary condition for the superdiffusion of thermal
energy. However, our result provides a counterexample to this conjecture.
Our strategy for the proof is primarily the same as in [1], where an explicit solution of a
resolvent equation is crucial. With this solution, we calculated the Laplace transform of the
correlation function of the energy current explicitly. In the study of its inverse Laplace transform,
numerous computations with careful asymptotic analysis are required. Here, we remark that the
correlation function has a strong oscillation and it does not have a monotone decay as s−3/4.
In Section 3, we develop a technique to calculate the Green–Kubo integral with the canoni-
cal measure in lattice dimension 1. To introduce the canonical measure, the coordinate of the
system must be changed from the pair of position and velocity to the pair of deformation (the
difference in position between two neighboring oscillators) and velocity. We use this new co-
ordinate for uniformly and alternately charged oscillators in dimension 1. Here, the alternate
charge means that the sign of charges is alternating, while the magnitude is the same for all
oscillators. In addition, we apply this change of coordinates to a system of uncharged oscil-
lators (which is equivalent to the original harmonic momentum exchange model), because the
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canonical measures are not properly defined in [1]. For the canonical Green–Kubo integral, we
again find that the uniformly charged system asymptotically shows t1/4. However, uncharged
and alternately charged systems show t1/2. This reveals that the exponent depends not only on a
non-zero magnetic field, which breaks momentum conservation, but also on the charge structure
of the oscillators. Heuristically the average effect from the magnetic field in the alternate charge
model can be regarded as 0. However, we do not have any rigorous argument for the reason why
uncharged and alternately charged systems show the same exponent thus far.
Concerning the proof, unlike the microcanonical case, we cannot solve the resolvent equa-
tion directly because of the change of coordinates. Several nice symmetries exist for position
coordinates, which are essential to solve the resolvent equation explicitly. Hence, we introduce
a new technique by using a solution in the original position coordinates. On the other hand,
as the canonical measures are product measures in the new coordinates of deformations, the
expectation of observables are easy to compute and the equivalence of ensembles is not invoked.
Once the divergence of the thermal conductivity is shown, it is natural to inquire about the
exact nature of the superdiffusion, or more precisely about the macroscopic evolution equation
of energy. We are currently working on this problem using the kinetic approach and expect a
corresponding fractional diffusion equation.
1.2. Model and main result. We now introduce our model. We consider a d-dimensional chain
of oscillators with periodic boundary conditions of length N moving in the d∗-dimensional space.
The oscillators are labeled by x ∈ ZdN := Zd/NZd . We emphasize that d is not necessarily equal
to d∗. In particular, as we aim to study the system in a magnetic field, we always assume d∗ ≥ 2,
but d≥ 1 is arbitrary. The velocity of the oscillator x is denoted by vx ∈Rd∗ and the displacement
from its equilibrium position is denoted by qx ∈ Rd∗ .
We denote by (e1,e2, . . . ,en) the canonical basis of Rn and the coordinates of a vector u ∈Rn
in this basis by (u1, . . . ,un). Its Euclidean norm |u| is defined by |u|=
√
(u1)2+ · · ·+(un)2 and
the scalar product of u and v is denoted by u ·v. When it is clear from the context, we will not
explicitly mention whether a vector is in Rd or Rd∗ . Instead, for better readability, we use the
alphabets a,b for indexes in {1,2, . . . ,d} and j,k, `,m for indexes in {1,2, . . . ,d∗}. For example,
x= (xa)a for x ∈ ZdN and vx = (v jx) j for vx ∈ Rd
∗
.
For two functions f (t) and g(t) defined on [0,∞), we denote by f (t) ∼ g(t)(t → ∞) if there
exists a constant C > 0 such that for large enough t, 1C g(t)≤ f (t)≤Cg(t).
For F : ZdN → R or F : Zd → R, we introduce the discrete gradient of F in the direction ea
defined by
(∇eaF)(x) = F(x+ ea)−F(x)
and the discrete Laplacian of F defined by
(∆F)(x) = ∑
|y−x|=1
(F(y)−F(x)) =
d
∑
a=1
{F(x+ ea)+F(x− ea)−2F(x)}.
The dynamics of the chain of oscillators in a magnetic field is given by the following differ-
ential equations {
d
dtqx = vx
d
dt vx = [∆q]x−Bσvx
(1.1)
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for x ∈ ZdN where σ = (σ j,k) is d∗× d∗ matrix with entries σ1,2 = −1,σ2,1 = 1, σ j,k = 0 for
( j,k) 6= (1,2),(2,1) and B ∈ R is the signed strength of the magnetic field. In this model, the
oscillators are uniformly charged. For simplicity, we only consider the magnetic field orthogonal
to the (1,2) plain herein, but we can replace the matrix Bσ to an arbitrary real skew-symmetric
matrix (see Remark 2.1).
The dynamics (1.1) is also written in the following way:{
d
dt q
j
x = v
j
x
d
dt v
j
x = [∆q j]x+δ j,1Bv2x−δ j,2Bv1x
(1.2)
for j = 1, . . . ,d∗ and x ∈ ZdN .
Remark 1.1. If B = 0, the dynamics (1.1) is the Hamiltonian system with the following Hamil-
tonian
H0N = ∑
x∈ZdN
(
|vx|2
2
+ ∑
|y−x|=1
|qy−qx|2
4
)
.
For B 6= 0, the dynamics is also a Hamiltonian system with a canonical momentum
px := vx+
1
2
Bσqx
and the Hamiltonian
HBN = ∑
x∈ZdN
(
|px− 12 Bσqx|2
2
+ ∑
|y−x|=1
|qy−qx|2
4
)
.
However, we do not use the canonical momentum in this paper.
It is obvious that the dynamics (1.1) conserves the total energy ∑x∈ZdN Ex, where we define the
energy of the oscillator x by
Ex =
|vx|2
2
+ ∑
|y−x|=1
|qy−qx|2
4
.
Whereas the total velocity (or canonical momentum) ∑x∈ZdN vx is also conserved if B = 0, this is
not the case if B 6= 0. Instead, the sum of the pseudomomentum p˜x
p˜x := vx+Bσqx
is conserved, which is generally the case for Hamiltonian systems in a magnetic field [8]. In
particular, if the dynamics starts from the initial value satisfying ∑x∈ZdN qx = ∑x∈ZdN vx = 0, then
for any time t,
d
dt ∑
x∈ZdN
qx = ∑
x∈ZdN
vx =−Bσ ∑
x∈ZdN
qx,
since ∑x∈ZdN p˜x = 0. Hence, ∑x∈ZdN qx = ∑x∈ZdN vx = 0 for any time t. This observation shows
that the following microcanonical state space
ΩN,E := {(qx,vx)x∈ZdN ;∑x
qx =∑
x
vx = 0,∑
x
Ex = NdE}
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is conserved by the dynamics for each fixed averaged energy E > 0. Note that the microcanonical
state space does not depend on B. We present some discussions on the microcanonical state space
for general initial configurations in Subsection 2.2.
Now, we add a stochastic perturbation to this deterministic model. We introduce the velocity
exchange noise, i.e., each pair of nearest neighbor oscillators exchanges the j-th component of
their velocities at random exponential times with intensity γ > 0 for each j ∈ {1,2, . . . ,d∗}. γ
represents the strength of the noise. This stochastic perturbation is given by the operator γS
acting on functions f : R2d∗N → R as
S f = ∑
x∈ZdN
d
∑
a=1
d∗
∑
j=1
( f (q,v j,x,x+ea)− f (q,v)).(1.3)
Here, v j,x,y is obtained from v by exchanging the variables v jx and v
j
y.
Remark 1.2. This specific choice of noise is not important. Our proof is also applicable for the
continuous noise used in [1], and yields the same divergence exponent of the thermal conduc-
tivity.
The whole dynamics is generated by the operator L := A+BG+ γS with the operators A and
G acting on functions f ∈C1(R2d∗Nd ) as
A = ∑
x∈ZdN
{vx ·∂qx +[∆q]x ·∂vx}= ∑
x∈ZdN
d∗
∑
j=1
(
v jx∂q jx +[∆q
j]x∂v jx
)
,(1.4)
G = ∑
x∈ZdN
vx ·σ∂vx = ∑
x∈ZdN
(
v2x∂v1x− v1x∂v2x
)
.
Because ∑x∈ZdN qx, ∑x∈ZdN vx and ∑x∈ZdN Ex are conserved by the operator S, the microcanonical
state space ΩN,E is also conserved by the whole dynamics. Moreover, the uniform probability
measure on the space ΩN,E is stationary for the dynamics, and A and G are antisymmetric and S
is symmetric with respect to this measure. We denote this microcanonical measure by µN,E and
the expectation with respect to it by EN,E [·].
We aim to obtain the asymptotic behavior of the microcanonical Green–Kubo integral defined
by taking the infinite size limit in the correlation of the integrated total current κa,bN,E(t);
κa,bN,E(t) =
1
2NdE2t
EN,E [
(
∑
x∈ZdN
Jx,x+ea([0, t])
)(
∑
x∈ZdN
Jx,x+eb([0, t])
)
](1.5)
for a,b ∈ {1,2, . . . ,d} where EN,E is the expectation for the dynamics starting from the micro-
canonical measure µN,E and Jx,x+ea([0, t]) is the total energy current from x to x+ ea up to time
t. By symmetry, it is easy to see that κa,bN,E(t) = δa,bκ
1,1
N,E(t) (see Lemma 2.3).
Our main result for the microcanonical Green–Kubo integral is the following:
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Theorem 1.3. For any d ≥ 1, d∗ ≥ 2 and t ≥ 0, κ1,1E (t) := limN→∞κ1,1N,E(t) exists. Moreover, if
B 6= 0, 
κ1,1E (t)∼ t
1
4 (t→ ∞) if d = 1 and d∗ = 2,
κ1,1E (t)∼ t
1
2 (t→ ∞) if d = 1 and d∗ ≥ 3,
κ1,1E (t)∼ log t (t→ ∞) if d = 2 and d∗ ≥ 2,
limsup
t→∞
κ1,1E (t)< ∞ if d ≥ 3 and d∗ ≥ 2.
(1.6)
Remark 1.4. Our proof also applies to the case B= 0 and for that case the asymptotic behavior
of κ1,1E (t) is 
κ1,1E (t)∼ t
1
2 (t→ ∞) if d = 1,
κ1,1E (t)∼ log t (t→ ∞) if d = 2,
limsup
t→∞
κ1,1E (t)< ∞ if d ≥ 3
(1.7)
for any d∗ ≥ 1. Note that d∗ = 1 is also allowed at this remark because B = 0. This asymptotic
behavior has already been shown in Theorem 1 and 2 of [1] under the condition d = d∗.
Remark 1.5. The thermal conductivity via the microcanocial Green–Kubo integral in the direc-
tion e1 is defined as the limit (when it exists)
κ1,1E = limt→∞ limN→∞
1
2E2tNd
EN,E [( ∑
x∈ZdN
Jx,x+e1([0, t]))
2].
Theorem 1.3 shows that the Green-Kubo integral
κ1,1E (t) = limN→∞
1
2E2tNd
EN,E [( ∑
x∈ZdN
Jx,x+e1([0, t]))
2]
exists for any t, but κ1,1E = limt→∞κ
1,1
E (t) = ∞ for d = 1,2.
Remark 1.6. In this model, the dispersion relations are ω˜±(θ) =
√
ω2θ +(
B
2 )
2± B2 for d∗ = 2,
and ω˜±(θ) and ωθ for d∗ ≥ 3 where ωθ =
√
4∑da=1 sin
2(piθ a) is the dispersion relation of the
dynamics with zero magnetic field, B = 0. In particular, ∂θ 1ω˜±(θ) =
4pi sin(piθ 1)cos(piθ 1)√
ω2θ+(
B
2 )
2
and the
sound velocity of these modes vanish: limθ→0 |∂±θ 1ω˜(θ)|= 0.
Next, we consider the canonical measure, which is defined in [1] by
µN,β (dqdv) =
1
Z
exp(−β ∑
x∈ZdN
Ex)Πx∈ZdNΠ
d∗
j=1dq
j
xdv
j
x.
However, the partition function Z in the expression above is infinite since the total energy
∑x∈ZdN Ex is invariant under the translation (qx)x∈ZdN → (qx+ c)x∈ZdN for any c ∈ R
d∗ . Hence,
to handle the canonical measures, we redefine the dynamics with different coordinates and state
spaces, which is physically identical to (1.1) in the bulk, but the boundary conditions are differ-
ent. Since state spaces and canonical measures in the new coordinates become complicated for
d ≥ 2, we study only the case d = 1. Moreover, for notational simplicity, we restrict ourselves
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to the case d∗ = 2. In this setting, we study three versions of the dynamics, namely (0) zero
magnetic field, B = 0, (i) uniform charges, and (ii) alternate charges.
We now introduce the dynamics in new coordinates. Suppose d = 1 and d∗ = 2. The oscilla-
tors are labeled by x ∈ ZN := Z/NZ. We use x rather than x to emphasize that x is not a vector.
The velocity of the oscillator x is denoted by vx ∈ R2 as before, and instead of qx, we introduce
rx ∈ R2 which represents the difference in the displacement between the oscillators x and x+1.
We can interpret rx = qx+1−qx but qx is no longer periodic. In other words, we do not assume
∑x∈ZN rx = 0.
The equations of motion for the three cases are
(0)
{
d
dt r
j
x = v
j
x+1− v jx,
d
dt v
j
x = r
j
x− r jx−1,
(i)
{
d
dt r
j
x = v
j
x+1− v jx,
d
dt v
j
x = r
j
x− r jx−1+δ j,1Bv2x−δ j,2Bv1x ,
and
(ii)
{
d
dt r
j
x = v
j
x+1− v jx,
d
dt v
j
x = r
j
x− r jx−1+(−1)x(δ j,1Bv2x−δ j,2Bv1x)
for j = 1,2 and x ∈ ZN . For dynamics (ii), we assume that N is even. Note that dynamics (i) is
obtained from the dynamics (1.2) by changing the coordinates formally as rx = qx+1−qx.
As before obvious by the dynamics (0), (i) and (ii) conserve the total energy ∑x∈ZN Ex, where
we define the energy of the oscillator x by
Ex =
|vx|2
2
+
|rx|2
4
+
|rx−1|2
4
.
We now consider the stochastic perturbation of these dynamics. The operator of the perturba-
tion is given by the operator γSr acting on functions f : R4N → R as
Sr f = ∑
x∈ZN
2
∑
j=1
( f (r,v j,x,x+1)− f (r,v))(1.8)
whose physical interpretation is the same as before. The generator of the whole dynamics is
L#r := Ar +BG
(#)
r + γSr with the operators Ar and G
(#)
r for # = 0, i, ii acting on functions f ∈
C1(R4N) as
Ar = ∑
x∈ZN
2
∑
j=1
(
(v jx+1− v jx)∂r jx +(r
j
x− r jx−1)∂v jx
)
,
G(0)r =0,
G(i)r = ∑
x∈ZN
(
v2x∂v1x − v1x∂v2x
)
,(1.9)
G(ii)r = ∑
x∈ZN
(−1)x(v2x∂v1x − v1x∂v2x).
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For each β > 0, the canonical measure µN,β on R4N is defined by
µN,β (drd p) =
1
Z4Nβ
exp(−β∑
x
Ex)Πx∈ZNΠ
2
j=1dr
j
xdv
j
x
=
1
Z4Nβ
exp(−β
2 ∑x
2
∑
j=1
((v jx)
2+(r jx)
2))Πx∈ZNΠ
2
j=1dr
j
xdv
j
x
where Zβ =
√
2pi
β . Dynamics (0), (i) and (ii) are all stationary under µN,β since Ar and G
(#)
r for
# = i, ii are antisymmetric and Sr is symmetric with respect to this measure.
We consider the canonical Green–Kubo integral defined by taking the infinite size limit in the
correlation of the integrated total current κ(#)N,β (t);
κ(#)N,β (t) =
β 2
8Nt
E(#)N,β [
(
∑
x∈ZN
Jx,x+1([0, t])
)2
]
where E(#)N,β is the expectation for the dynamics generated by L
(#) starting from the canonical
measure µN,β and Jx,x+1([0, t]) is the total energy current from x to x+1 up to time t.
Our main result for the canonical Green–Kubo integral is the following:
Theorem 1.7. For any t ≥ 0 and # = 0, i, ii, κ(#)β (t) := limN→∞κ
(#)
N,β (t) exists. Moreover,
κ(0)β (t)∼ t
1
2 (t→ ∞),
κ(i)β (t)∼ t
1
4 (t→ ∞),
κ(ii)β (t)∼ t
1
2 (t→ ∞) if γ ≤ 1.
Remark 1.8. We conjecture that the assumption γ ≤ 1 is not essential and the asymptotic behav-
ior of κ(ii)β (t) does not depend on the parameter γ . This assumption is needed only in Subsection
3.6. We provide some discussions on it in Remark 3.8.
The remainder of the article is organized as follows; In Section 2, we study the model with
uniform charges under microcanonical measures in general dimensions, and establish Theorem
1.3. Section 3 concerns the one-dimensional chain of uncharged oscillators and oscillators with
uniform and alternate charges under canonical measures in the two-dimensional space, including
the proof of Theorem 1.7.
2. UNIFORM CHARGE MODEL UNDER MICROCANONICAL MEASURES
This section provides a detailed study of the uniform charge model in general dimensions
in the coordinate (q,v). We start by recalling the description of the model in Subsection 2.1.
Subsection 2.2 is for the analysis of conserved quantities and microcanonical states. In Subsec-
tion 2.3, we study the thermal conductivity in terms of the current-current correlation and give a
proof of Theorem 1.3 by assuming one key proposition. The proof of this proposition is divided
into several steps and given in the last three subsections.
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2.1. Model. We consider the Markov process (qx(t),vx(t))x∈ZdN on R
2d∗Nd generated by the
operator L = A+BG+ γS where A,G and S are defined at (1.3) and (1.4). Note that B ∈ R and
γ > 0 are parameters that regulate the strength (and the direction) of the magnetic field and the
stochastic perturbation respectively.
Remark 2.1. We can replace the matrix Bσ by any real skew-symmetric matrix M with size d∗ at
(1.1) and consider the dynamics associated to this matrix, which conserves the total energy. Note
that any real skew-symmetric matrix M is given in the form M =UΣUT where U is orthogonal
and Σ is block diagonal with a form
Σ=

B1J 0 · · · · · · · · · · · · 0
0 B2J 0 · · · · · · · · · 0
... 0 · · · 0 · · · · · · 0
...
... 0 BmJ · · · · · · 0
...
...
... 0 0 · · · 0
...
...
...
...
... · · · 0
0 0 0 0 0 · · · 0

, J =
(
0 1
−1 0
)
for some m ≤ d∗2 and real numbers Bi 6= 0, i = 1,2, . . . ,m. In the above expression of Σ, each
0 correspond to 2× 2 size zero matrix, but only when d∗ is odd, each 0 in the last row is a
scalar. Obviously, Σ= Bσ if m = 1 and B1 = B. By changing the coordinates (qx,vx) to (q˜x =
Uqx, v˜x =Uvx), the deterministic dynamics associated to the matrix M is rewritten as{
d
dt q˜x = v˜x
d
dt v˜x = [∆q˜]x−Σv˜x.
Then, Theorem 1.3 is generalized to this dynamics with stochastic perturbation and the asymp-
totic behavior of the microcanonical Green-Kubo integral is given as
κ1,1E (t)∼ t
1
4 (t→ ∞) (d = 1,d∗ = 2m)
κ1,1E (t)∼ t
1
2 (t→ ∞) (d = 1,d∗ 6= 2m)
κ1,1E (t)∼ log t (t→ ∞) (d = 2,d∗ ≥ 2)
limsup
t→∞
κ1,1E (t)< ∞ (d ≥ 3,d∗ ≥ 2).
In particular, if d∗ is odd, then κ1,1E (t) ∼ t
1
2 for d = 1. The generalization from Bσ to Σ is
straightforward, so we omit the proof.
2.2. Conserved quantities and microcanonical states. As described in the Introduction, the
dynamics (1.1) conserves the total energy ∑x∈ZdN Ex. In particular, GEx = 0. On the other hand,
the dynamics does not conserved the total velocity ∑x∈ZdN vx if B 6= 0 since G∑x∈ZdN vx 6= 0.
We have already seen that if we start from the initial condition ∑xqx = ∑x vx = 0, then the
condition is conserved by the dynamics. We discuss what happens for general initial conditions
here. Let q¯= 1Nd ∑xqx and v¯=
1
Nd ∑x vx. Then, it is easy to see that{
d
dt q¯ = v¯
d
dt v¯ =−Bσ v¯
(2.1)
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and then |v¯|2 is conserved. Moreover, the centered configuration (Qx := qx− q¯,Vx := vx−
v¯)x∈ZdN also evolves according to the stochastic dynamics generated by L. In this way, the dy-
namics of (qx,vx) is decomposed into the dynamics of (Qx,Vx) and (q¯, v¯). In particular, under
any stationary measure, the distribution of (Qx,Vx) is also stationary.
In the next subsection, we will see that the total instantaneous energy current denoted by
∑x jx,x+e1 is explicitly given as
∑
x
jx,x+e1 =−
1
2
d∗
∑
j=1
∑
x
v jx(q
j
x+e1−q jx−e1)
and plays an essential role for the asymptotic behavior of the Green-Kubo integral. Since
d∗
∑
j=1
∑
x
v jx(q
j
x+e1−q jx−e1) =
d∗
∑
j=1
∑
x
V jx (Q
j
x+e1−Q jx−e1),
this total instantaneous energy current depends only on the centered configuration (Qx,Vx). Also,
since ∑xQx = ∑xVx = 0 at time t = 0, it stays in ΩN,E˜ for E˜ =
1
Nd ∑ E˜x where E˜x is the energy
of the oscillator x associated to the configuration (Qx,Vx). By definition,
E :=
1
Nd ∑x
Ex =
1
Nd ∑x
(
|vx|2
2
+ ∑
|y−x|=1
|qy−qx|2
4
)
=
1
Nd ∑x
(
|Vx|2+2Vx · v¯+ |v¯|2
2
+ ∑
|y−x|=1
|Qy−Qx|2
4
)
=
1
Nd ∑x
E˜x+
|v¯|2
2
= E˜ +
|v¯|2
2
.
From the above observation, on a general microcanonical state with the averaged energy E and
the square of the norm of averaged velocity |v¯|2, the distribution of the centered configuration
(Qx,Vx) is µN,E˜ where E˜ = E− |v¯|
2
2 , and the microcanonical Green-Kubo integral is given via
κa,bN,E˜ .
In this way, we can reduce the study of the Green-Kubo integral on a general microcanonical
state to the one on the microcanonical state ΩN,E .
2.3. Instantaneous energy current correlation. In this subsection, we study the asymptotic
behavior of the correlation of the integrated energy current κa,bN,E(t). We follow the strategy
of [1].
The energy conservation law can be read locally as
Ex(t)−Ex(0) =
d
∑
a=1
(
Jx−ea,x([0, t])− Jx,x+ea([0, t])
)
where Jx,x+ea([0, t]) is the total energy current between x and x+ ea up to time t. This can be
written as
Jx,x+ea([0, t]) =
∫ t
0
jx,x+ea(s)ds+Mx,x+ea(t)
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whereMx,x+ea(t) is the martingale given by
Mx,x+ea(t) =−
1
2
d∗
∑
j=1
∫ t
0
{
(v jx+ea)
2(s−)− (v jx)2(s−)
}
dM j,x,x+ea(s)
with M j,x,x+ea(t)=N
γ
j,x,x+ea(t)−γt and {N
γ
j,x,x+ea(t)} j=1,...,d∗, x∈ZdN ,a=1,...,d are d
∗dNd-independent
Poisson processes with intensity γ .
The instantaneous energy current jx,x+ea can be written as jx,x+ea = j
a
x,x+ea + j
s
x,x+ea with
jax,x+ea =−
1
2
d∗
∑
j=1
(q jx+ea−q jx)(v jx+ea + v jx), jsx,x+ea =−
γ
2
d∗
∑
j=1
{
(v jx+ea)
2− (v jx)2
}
where jax,x+ea is the contribution of the deterministic dynamics to the instantaneous energy cur-
rent and jsx,x+ea is the stochastic noise contribution to it.
Remark 2.2. Since GEx = 0, the instantaneous energy currents does not depend on B.
Recall that the microcanocial Green-Kubo integral is defined by taking the infinite size limit
in
κa,bN,E(t) =
1
2NdE2t
EN,E [
(
∑
x∈ZdN
Jx,x+ea([0, t])
)(
∑
x∈ZdN
Jx,x+eb([0, t])
)
].
We first give a simple lemma about a spatial symmetry of the system.
Lemma 2.3. For any 1≤ a,b≤ d,
κa,bN,E(t) = δa,bκ
1,1
N,E(t).
Proof. Let τ : {1,2, . . . ,d} → {1,2, . . . ,d} be any permutation and (τx)a = xτ(a). From the
symmetry with respect to τ of the generator L or simply by the explicit form of (1.1) and (1.3),
the distribution of the Markov process (qτx(t),vτx(t)) with the initial measure µN,E is the same
as that of (qx(t),vx(t)) with the same initial measure. In particular, κa,aN,E(t) = κ
1,1
N,E(t) for any
1≤ a≤ d. Next, let Ra : ZdN→ ZdN be the permutation (Rax)b = (−1)δa,bxb. By the same reason,
the distribution of (qRax(t),vRax(t)) is same as that of (qx(t),vx(t))with the initial measure µN,E .
For a 6= b,
∑
x∈ZdN
Jx,x+ea([0, t]) =− ∑
x∈ZdN
JRax,Ra(x+ea)([0, t]), ∑
x∈ZdN
Jx,x+eb([0, t]) = ∑
x∈ZdN
JRax,Ra(x+eb)([0, t])
and so κa,bN,E(t) =−κa,bN,E(t) = 0. 
We denoteJe1 [0, t] = ∑x∈ZdN Jx,x+e1([0, t]). Since ∑x j
s
x,x+e1 = 0, we have
1
Nd
EN,E [Je1 [0, t]
2] =
1
Nd
EN,E [(
∫ t
0
∑
x
jax,x+e1(s)ds+M
1(t))2]
whereM 1 is a martingale given by
M 1(t) =−1
2 ∑
x∈ZdN
d∗
∑
j=1
∫ t
0
{
(v jx+e1)
2(s−)− (v jx)2(s−)
}
dM j,x,x+e1(s).
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Since∑x jax,x+e1 =−12 ∑d
∗
j=1∑x v
j
x(q
j
x+e1−q jx−e1) is bounded under the condition∑xEx=ENd ,
A 1(t) :=
∫ t
0∑x jax,x+e1(s)ds is a bounded variation process. Then, by Ito’s formula for jump
processes (c.f. [14]), we have
EN,E [A 1(t)M 1(t)] = EN,E [
∫ t
0
M 1(s)dA 1(s)] = EN,E [
∫ t
0
M 1(s)∑
x
jax,x+e1(s)ds]
=
∫ t
0
EN,E [M 1(s)∑
x
jax,x+e1(s)]ds.
Then, by considering the time reversed process as in [1], we obtain EN,E [M 1(s)∑x jax,x+e1(s)] =
0 for any s ≥ 0, and hence EN,E [A 1(t)M 1(t)] = 0. Here, the generator of the time reversed
process is −A−BG+ γS, but it does not make any difficulty to apply the argument in [1], since
the current does not depend on B.
Also,
1
Nd
EN,E [(M 1(t))2] =
γ
4Nd ∑
x∈ZdN
d∗
∑
j=1
∫ t
0
EN,E [
{
(v jx+e1)
2(s−)− (v jx)2(s−)
}2
]ds
=
γt
4
d∗
∑
j=1
EN,E [
{
(v je1)
2− (v j0)2
}2
] =
d∗γt
4
EN,E [
{
(v1e1)
2− (v10)2
}2
].
Thanks to the equivalence of ensembles given in Lemma C.1 in Appendix C, the last quantity
is equal to
E2γt
d∗
+o(N)
where limN→∞ o(N) = 0. So far, we have shown that
1
2E2tNd
EN,E [( ∑
x∈ZdN
Jx,x+e1([0, t]))
2]
=
1
2E2tNd
∫ t
0
∫ t
0
EN,E [
(
∑
x
jax,x+e1(s)
)(
∑
x
jax,x+e1(u)
)
]dsdu+
γ
2d∗
+o(N).
By the spatial translation symmetry and a simple computation, the last term is rewritten as
1
2E2t
∫ t
0
∫ t
0
EN,E [∑
x
jax,x+e1(s) j
a
0,e1(u)]dsdu+
γ
2d∗
+o(N)
=
1
E2
∫ t
0
(1− s
t
)CN(s)ds+
γ
2d∗
+o(N)
where CN(s) = EN,E [∑x jax,x+e1(s) j
a
0,e1(0)]. Then, Theorem 1.3 follows immediately from the
next proposition.
Proposition 2.4. The sequence of functions {CN : [0,∞)→R} converges compactly to a function
C∞ : [0,∞)→R as N→∞, namely the convergence is uniform on each compact subset of [0,∞).
Moreover,
C∞(s) =C1(s)+C2(s)+C3(s)+(d∗−2)C4(s)
where limsup
t→∞
∫ t
0
(1− s
t
)C1(s) < ∞, C2(s) ∼ s−d/2−1, C3(s) ∼ s−d/4−1/2 and C4(s) ∼ s−d/2 as
s→ ∞.
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Remark 2.5. As we will see in Subsection 2.6, C1(s) is an oscillating term and in particular
|C1(s)| ∼ s−d/2. In d = 1, this term is bigger than the term C3(s), which is the main term for
the Green-Kubo integral. This big oscillation of the current correlation function is also seen
numerically in [15].
2.4. Proof of Proposition 2.4. The proof of Proposition 2.4 is divided into several steps. We
first show the relative compactness of the set of functions {CN}N .
Lemma 2.6. The set of functions {CN : [0,∞)→R}N is uniformly bounded and equicontinuous.
Proof. By the translation invariance of the measure µN,E and the Cauchy-Schwarz inequality,
|CN(s)|= | 1NdEN,E [∑x
jax,x+e1(s)∑
y
jay,y+e1(0)]|
≤ 1
Nd
√
EN,E [(∑
x
jax,x+e1(s))
2]EN,E [(∑
y
jay,y+e1(0))
2].
Using the time stationarity of the dynamics, we have
sup
s∈[0,∞)
|CN(s)| ≤ 1Nd EN,E [(∑x
jax,x+e1)
2].
Recall that ∑x jax,x+e1 =−12 ∑d
∗
j=1∑x(q
j
x+e1−q jx−e1)v jx. By the symmetry of the measure µN,E
under the change of variables v j→−v j for any fixed j, we have
EN,E [(∑
x
jax,x+e1)
2] =
1
4
EN,E [(
d∗
∑
j=1
∑
x
(q jx+e1−q jx−e1)v jx)2]
=
1
4
d∗
∑
j=1
∑
x,y
EN,E [(q
j
x+e1−q jx−e1)v jx(q jy+e1−q jy−e1)v jy].
Since the measure µN,E is translation invariant and symmetric with respect to the components
j = 1,2, . . . ,d∗, the last expression is equal to
d∗Nd
4 ∑x
EN,E [(q1x+e1−q1x−e1)v1x(q1e1−q1−e1)v10].
By the symmetry of the measure µN,E with respect to any permutation on the index set ZdN for v,
EN,E [(q1x+e1−q1x−e1)v1x(q1e1−q1−e1)v10] = EN,E [(q1x+e1−q1x−e1)v1y(q1e1−q1−e1)v10]
for any x,y 6= 0. Noting ∑x v1x = 0 under µN,E , we have
EN,E [(q1x+e1−q1x−e1)v1x(q1e1−q1−e1)v10] =−
1
Nd−1EN,E [(q
1
x+e1−q1x−e1)(q1e1−q1−e1)(v10)2]
for any x 6= 0. Therefore,
4
d∗Nd
EN,E [(∑
x
jax,x+e1)
2]
= EN,E [(q1e1−q1−e1)2(v10)2]−
1
Nd−1 ∑x6=0
EN,E [(q1x+e1−q1x−e1)(q1e1−q1−e1)(v10)2]
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=
Nd
Nd−1EN,E [(q
1
e1−q1−e1)2(v10)2].
For the last equality, we use the fact that∑x6=0 q
j
x±e1 =−q j±e1 under µN,E . Hence, the equivalence
of ensemble (Lemma C.1 (iv)) shows EN,E [(∑x jax,x+e1)
2] is of order Nd and the set of functions
{CN : [0,∞)→ R}N is uniformly bounded.
Next, we show the equicontinuity. Note that
L(∑
x
jax,x+e1) =−
1
2
L(
d∗
∑
j=1
∑
x
(q jx+e1−q jx−e1)v jx)
=−1
2
d∗
∑
j=1
∑
x
{(v jx+e1− v jx−e1)v jx+(q jx+e1−q jx−e1)(∆q jx+δ j,1Bv2x−δ j,2Bv1x)+
γ(q jx+e1−q jx−e1)∆v jx}
=−1
2
d∗
∑
j=1
∑
x
(q jx+e1−q jx−e1)(δ j,1Bv2x−δ j,2Bv1x+ γ∆v jx).
We denote by W the last term, namely
W =−1
2
d∗
∑
j=1
∑
x
(q jx+e1−q jx−e1)(δ j,1Bv2x−δ j,2Bv1x+ γ∆v jx).
Then,
∑
x
jax,x+e1(t)−∑
x
jax,x+e1(0) =
∫ t
0
W (s)ds+mt
where mt is a martingale. Therefore,
|CN(t)−CN(s)|
= | 1
Nd
EN,E [∑
x
jax,x+e1(t)∑
y
jay,y+e1(0)]−
1
Nd
EN,E [∑
x
jax,x+e1(s)∑
y
jay,y+e1(0)]|
≤ 1
Nd
∫ t
s
EN,E [|W (r)∑
y
jay,y+e1(0)|]dr.
By the Cauchy-Schwarz inequality and the time stationarity of the dynamics,
EN,E [|W (r)∑
y
jay,y+e1(0)|]≤
√
EN,E [|W (r)|2]EN,E [|∑
y
jay,y+e1(0)|2]
=
√
EN,E [W 2]EN,E [(∑
y
jay,y+e1)
2].
By the same argument for the term EN,E [(∑x jax,x+e1)
2], we can show that EN,E [W 2] is of order
Nd . Hence, the term 1Nd
√
EN,E [W 2]EN,E [(∑y jay,y+e1)2] is uniformly bounded in N and so the set
of functions {CN : [0,∞)→ R}N is equicontinuous. 
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Next, we show that the Laplace transform of CN , which we denote by C˜N converges pointwise
to a function C˜∞ on (0,∞). For each λ > 0, let C˜N(λ ) =
∫ ∞
0 CN(s)exp(−λ s)ds and C˜∞ : (0,∞)→
R be a function given by
C˜∞(λ ) =
2E2
d∗2
∫
[0,1]d
sin2(2piθ 1)
ω2θ
(λ + γω2θ )(λ
2+2λγω2θ +4ω
2
θ )
(λ + γω2θ )2(λ 2+2λγω
2
θ +4ω
2
θ )+B
2λ (λ +2γω2θ )
dθ
+(d∗−2) E
2
d∗2
∫
[0,1]d
sin2(2piθ 1)
ω2θ
1
λ + γω2θ
dθ(2.2)
where ω2θ = 4∑
d
a=1 sin
2(piθ a).
Proposition 2.7. For any λ > 0,
lim
N→∞
C˜N(λ ) = C˜∞(λ ).
We give a proof of this proposition in the next subsection.
From a general observation of the convergence of functions, Lemma 2.6 and Proposition 2.7
imply the existence of the limiting function C∞ on [0,∞) whose Laplace transform is C˜∞ (we
give a rigorous argument for this in Proposition A.1 in Appendix A for completeness).
Finally, we study the asymptotic behavior of the inverse Laplace transform of C˜∞ in Subsec-
tion 2.6 which completes the proof of Proposition 2.4.
Remark 2.8. By taking B = 0 in (2.2), we obtain∫ ∞
0
C∞(s)exp(−λ s)ds = E
2
d∗
∫
[0,1]d
sin2(2piθ 1)
ω2θ
1
λ + γω2θ
dθ
which recovers the result (48) of [1] (where the stochastic noise is different, hence the constant
does not coincide).
2.5. Proof of Proposition 2.7. We follow the strategy of [1] again, for which an explicit ex-
pression of a resolvent equation is crucial.
For each λ > 0, let uλ ,N be the solution of the resolvent equation
(λ −L)uλ ,N =∑
x
jax,x+e1 .
Since L is the generator of the process, we have C˜N(λ ) = EN,E [uλ ,N ja0,e1 ].
From Lemmas B.1 and B.2 in Appendix B, uλ ,N is explicitly given by
uλ ,N = ∑
x,y∈ZdN
(g1λ ,N(x−y)q1xq2y+g2λ ,N(x−y)(q1xv1y+q2xv2y)
+g3λ ,N(x−y)(q1xv2y−q2xv1y)+g4λ ,N(x−y)v1xv2y)
+
d∗
∑
j=3
∑
x,y∈ZdN
gλ ,N(x−y)q jxv jy
with the solutions of (B.1) and (B.2). By the symmetry of the measure µN,E under the change of
variables q j→−q j or v j→−v j for any fixed j, we have
C˜N(λ ) =EN [uλ ,N ja0,e1 ] = ∑
x,y∈ZdN
g2λ ,N(x−y)EN [(q1xv1y+q2xv2y) ja0,e1 ]
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+
d∗
∑
j=3
∑
x,y∈ZdN
gλ ,N(x−y)EN [q jxv jy ja0,e1 ].
Moreover, by the symmetry with respect to the components j = 1,2, . . . ,d∗, we have
EN,E [q jxv
j
y j
a
0,e1 ] =−
1
2
EN,E [q1xv
1
y(q
1
e1−q10)(v1e1 + v10)]
for any j. Therefore,
C˜N(λ ) =−12 ∑
x,y∈ZdN
(2g2λ ,N
(
x−y)+(d∗−2)gλ ,N(x−y)
)
EN,E [q1xv
1
y(q
1
e1−q10)(v1e1 + v10)]
=−1
2 ∑
x,y∈ZdN
(2g2λ ,N
(
x−y)+(d∗−2)gλ ,N(x−y)
)
EN,E [q1xv
1
y(q
1
e1−q1e−1)v10].(2.3)
For the second equality, we use the fact that the sum is taken over all x,y ∈ ZdN .
By the symmetry of the measure µN,E with respect to any permutation on the index set ZdN for
v,
EN,E [q1xv
1
y(q
1
e1−q1−e1)v10] = EN,E [q1xv1y′(q1e1−q1−e1)v10]
for any y 6= 0 and y′ 6= 0. Noting ∑x v1x = 0, we have
EN,E [q1xv
1
y(q
1
e1−q1−e1)v10] =−
1
Nd−1EN,E [q
1
x(q
1
e1−q1−e1)(v10)2]
for any y 6= 0, and so the last term of (2.3) is rewritten as
− 1
2 ∑
x∈ZdN
(
2g2λ ,N(x)+(d
∗−2)gλ ,N(x)
)
EN,E [q1x(q
1
e1−q1−e1)(v10)2]
+
1
2(Nd−1) ∑
x,y∈ZdN ,y6=0
(
2g2λ ,N(x−y)+(d∗−2)gλ ,N(x−y)
)
EN,E [q1x(q
1
e1−q1−e1)(v10)2].
Since g2λ ,N(x) =−g2λ ,N(−x), gλ ,N(x) =−gλ ,N(−x) and in particular ∑x g2λ ,N(x) =∑x gλ ,N(x) =
0, we finally obtain that
C˜N(λ ) =−12
Nd
Nd−1 ∑
x∈ZdN
(
2g2λ ,N(x)+(d
∗−2)gλ ,N(x)
)
EN,E [q1x(q
1
e1−q1−e1)(v10)2]
=−1
4
Nd
Nd−1 ∑
x∈ZdN
(
2g2λ ,N(x)+(d
∗−2)gλ ,N(x)
)
EN,E [(q1x−q1−x)(q1e1−q1−e1)(v10)2].
Let us define the Fourier transform fˆ (ξ ), ξ ∈ ZdN of a function f on ZdN by
fˆ (ξ ) = ∑
z∈ZdN
f (z)e−2pii
ξ
N ·z.
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The inverse Fourier transform is given by
f (z) =
1
Nd ∑
ξ∈ZdN
fˆ (ξ )e2pii
ξ
N ·z.
From Lemma C.1 (iv), we have
EN,E [(q1x−q1−x)(q1e1−q1−e1)(v10)2]
=
1
Nd
(
E2
d∗2
+O(N−d)
)
∑
ξ∈ZdN ,ξ 6=0
sin(2pi ξN ·x)sin(2pi ξN · e1)
∑da=1 sin(
piξ a
N )
2
.
Since
gλ ,N(x)−gλ ,N(−x) =
2i
Nd ∑
ξ∈ZdN
sin(2pi
ξ
N
·x)gˆλ ,N(ξ ),
we have
∑
x∈ZdN
gλ ,N(x)EN,E [(q1x−q1−x)(q1e1−q1−e1)(v10)2]
=
1
2 ∑
x∈ZdN
(gλ ,N(x)−gλ ,N(−x))EN,E [(q1x−q1−x)(q1e1−q1−e1)(v10)2]
= ∑
x∈ZdN
i
Nd ∑
ξ∈ZdN
sin(2pi
ξ
N
·x)gˆλ ,N(ξ )
1
Nd
(
E2
d∗2
+O(N−d)
)
∑
ζ∈ZdN ,ζ 6=0
sin(2pi ζN ·x)sin(2pi ζN · e1)
∑da=1 sin(
piζ a
N )
2
=
i
Nd
(
E2
d∗2
+O(N−d)
)
∑
ξ∈ZdN ,ξ 6=0
gˆλ ,N(ξ )
sin(2pi ξN · e1)
∑da=1 sin(
piξ a
N )
2
.
At the last equality, we use the fact
∑
x∈ZdN
sin(2pi
ξ
N
·x)sin(2pi ζ
N
·x) = N
d
2
(δξ ,ζ −δξ ,−ζ ).
On the other hand, by the direct computations gˆλ ,N(ξ ) = gˆλ (
ξ
N ) where gˆλ (θ) =
isin(2piθ 1)
λ+γω2θ
. In
this way, we have
∑
x∈ZdN
gλ ,N(x)EN,E [(q1x−q1−x)(q1e1−q1−e1)(v10)2]→
−4E2
d∗2
∫
[0,1]d
sin2(2piθ 1)
ω2θ
1
λ + γω2θ
dθ
as N→∞ since the function sin2(2piθ 1)ω2θ
1
λ+γω2θ
is continuous except at the boundary and uniformly
bounded on [0,1]d .
In the same manner, we will have the following convergence
∑
x∈ZdN
g2λ ,N(x)EN,E [(q
1
x−q1−x)(q1e1−q1−e1)(v10)2]→
4E2i
d∗2
∫
[0,1]d
gˆ2λ (θ)
sin(2piθ 1)
ω2θ
dθ
if gˆ2λ ,N(ξ ) = gˆ
2
λ (
ξ
N ) for some function gˆ
2
λ and gˆ
2
λ (θ)
sin(2piθ 1)
ω2θ
behaves well at the boundary. We
prove that this is the case in the rest of this subsection.
THERMAL CONDUCTIVITY IN A MAGNETIC FIELD 20
From the explicit expression (B.2), it is easy to see that gˆ2λ ,N(ξ ) = gˆ
2
λ (
ξ
N ) with (gˆ
1
λ , gˆ
2
λ , gˆ
3
λ , gˆ
4
λ )
given as the solution of the following linear equation:
λ 0 2ω2θ 0
0 λ + γω2θ B 0
−1 −B λ + γω2θ ω2θ
0 0 −2 λ +2γω2θ


gˆ1λ
gˆ2λ
gˆ3λ
gˆ4λ
=

0
isin(2piθ 1)
0
0
 .
Its explicit solution is
(gˆ1λ , gˆ
2
λ , gˆ
3
λ , gˆ
4
λ ) =
isin(2piθ 1)
Q(λ )
(−2Bω2θ (λ +2γω2θ ),P(λ ),Bλ (λ +2γω2θ ),2Bλ)
with P(λ ) = (λ + γω2θ )(λ
2 + 2λγω2θ + 4ω
2
θ ) and Q(λ ) = (λ + γω
2
θ )
2(λ 2 + 2λγω2θ + 4ω
2
θ )+
B2λ (λ +2γω2θ ). In particular,
gˆ2λ (θ)
sin(2piθ 1)
ω2θ
=
isin2(2piθ 1)
ω2θ
P(λ )
Q(λ )
is continuous except at the boundary and uniformly bounded on [0,1]d . Therefore, we have
∑
x∈ZdN
g2λ ,N(x)EN,E [(q
1
x−q1−x)(q1e1−q1−e1)(v10)2]→
−4E2
d∗2
∫
[0,1]d
sin2(2piθ 1)
ω2θ
P(λ )
Q(λ )
dθ
as N→ ∞.
2.6. Analysis of the inverse Laplace transform. In this section, we study the inverse Laplace
transform of (2.2) in detail and give the asymptotic behavior of C(s).
First, we study the term
C4(t) :=L −1
[∫
[0,1]d
sin2(2piθ 1)
ω2θ
1
λ + γω2θ
dθ
]
(t) =
∫
[0,1]d
sin2(2piθ 1)
ω2θ
exp(−tγω2θ )dθ
where L −1 represents the inverse Laplace transform operator. The asymptotic behavior of this
term is already studied in [1] as C4(t)∼ t−d/2.
To analyze the remaining term, we first study the inverse Laplace transform of P(λ )Q(λ ) . Let λ¯ =
λ+γω2θ . Then, P(λ ) = λ¯ (λ¯
2−γ2ω4θ +4ω2θ ) and Q(λ ) = λ¯ 4+(B2−γ2ω4θ +4ω2θ )λ¯ 2−γ2B2ω4θ .
Define α1(θ)≥ 0,α2(θ)≥ 0 as the solution of
(2.4)
{
α1(θ)2−α2(θ)2 = B2− γ2ω4θ +4ω2θ
α1(θ)2α2(θ)2 = γ2B2ω4θ .
We emphasize that any pair of the form (±α1(θ),±α2(θ)) satisfies the equations (2.4), but we
choose nonnegative solutions and denote them by α1(θ) and α2(θ) which are unique. Then
Q(λ ) is factorized as Q(λ ) = (λ¯ 2+α1(θ)2)(λ¯ 2−α2(θ)2) and
P(λ )
Q(λ )
= λ¯
λ¯ 2− γ2ω4θ +4ω2θ
(λ¯ 2+α1(θ)2)(λ¯ 2−α2(θ)2)
= λ¯
(
β1(θ)
λ¯ 2+α1(θ)2
+
2β2(θ)
λ¯ 2−α2(θ)2
)
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where β1(θ) = α2(θ)
2+B2
α1(θ)2+α2(θ)2
and β2(θ) = α1(θ)
2−B2
2(α1(θ)2+α2(θ)2)
. Therefore,
P(λ )
Q(λ )
= β1(θ)
λ¯
λ¯ 2+α1(θ)2
+β2(θ)
1
λ¯ +α2(θ)
+β2(θ)
1
λ¯ −α2(θ)
and we can calculate the inverse Laplace transform explicitly as
L −1
[
P(λ )
Q(λ )
]
(t) = β1(θ)exp(−γω2θ t)cos(α1(θ)t)+
β2(θ)exp(−γω2θ t−α2(θ)t)+β2(θ)exp(−γω2θ t+α2(θ)t).
Therefore, we have
L −1
[∫
[0,1]d
sin2(2piθ 1)
ω2θ
P(λ )
Q(λ )
dθ
]
(t)
=
∫
[0,1]d
sin2(2piθ 1)
ω2θ
(
β1(θ)exp(−γω2θ t)cos(α1(θ)t)+
β2(θ)exp(−γω2θ t−α2(θ)t)+β2(θ)exp(−γω2θ t+α2(θ)t)
)
dθ .(2.5)
By definition,
α1(θ)2 =
(B2− γ2ω4θ +4ω2θ )+
√
(B2− γ2ω4θ +4ω2θ )2+4γ2B2ω4θ
2
α2(θ)2 =
−(B2− γ2ω4θ +4ω2θ )+
√
(B2− γ2ω4θ +4ω2θ )2+4γ2B2ω4θ
2
.
Hence, α1,α2,β1,β2 are continuous functions on [0,1]d . Therefore, standard analysis shows
the behavior of the term (2.5) as t goes to infinity is governed by the behavior of the functions
α1,α2 and β1,β2 around the minimal value of γω2θ ,γω
2
θ +α2(θ) and γω
2
θ −α2(θ). By the
explicit expression,
γ2ω4θ −α2(θ)2 =
B2+ γ2ω4θ +4ω
2
θ
2
(
1−
√
1− 16γ
2ω6θ
(B2+ γ2ω4θ +4ω
2
θ )
2
)≥ 0.(2.6)
Therefore, γω2θ ,γω
2
θ +α2(θ) and γω
2
θ −α2(θ) are 0 if and only if ω2θ = 0. By symmetry, we
treat only the case θ = (0,0, . . . ,0).
We study the asymptotic behavior of the following three terms separately:
C1(t) :=
∫
[0,1]d
sin2(2piθ 1)
ω2θ
β1(θ)exp(−γω2θ t)cos(α1(θ)t)dθ ,
C2(t) :=
∫
[0,1]d
sin2(2piθ 1)
ω2θ
β2(θ)exp(−γω2θ t−α2(θ)t)dθ ,
C3(t) :=
∫
[0,1]d
sin2(2piθ 1)
ω2θ
β2(θ)exp(−γω2θ t+α2(θ)t)dθ .
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Note that
α1(θ)2−B2 = 2ω2θ −
γ2ω4θ
2
+
1
2
(
√
(B2− γ2ω4θ +4ω2θ )2+4γ2B2ω4θ −B2)
= 2ω2θ +
B2
2
(
√
1+8
ω2θ
B2
+o(|θ |2)−1)+o(|θ |2) = 4ω2θ +o(|θ |2)
as |θ | → 0. It implies β2(θ) = 2B2 |θ |2+o(|θ |2) as |θ | → 0.
Then, since (2.6) implies α2(θ) = γ|θ |2+o(|θ |2) as |θ | → 0, we have
C2(t)∼
∫
[0,1]d
|θ 1|2
|θ |2 |θ |
2 exp(−2γ|θ |2t)dθ = t−d/2−1
∫
[0,
√
t]d
u21 exp(−2γ|u|2)du∼ t−d/2−1.
Also, from (2.6), we have
γ2ω4θ −α2(θ)2 =
4γ2ω6θ
B2
+o(|θ |6), γω2θ +α2(θ) = 2γω2θ +o(|θ |2),
and so γω2θ −α2(θ) = 2γω
4
θ
B2 +o(|θ |4). Then,
C3(t)∼
∫
[0,1]d
|θ 1|2
|θ |2 |θ |
2 exp(−2γ|θ |
4
B2
t)dθ = t−d/4−1/2
∫
[0,t1/4]d
u21 exp(−
2γ|u|4
B2
)du∼ t−d/4−1/2.
Finally, we study the oscillation term C1(t). We estimate the time integral of this term, namely,∫ T
0
(1− t
T
)
∫
[0,1]d
sin2(2piθ 1)
ω2θ
β1(θ)exp(−γω2θ t)cos(α1(θ)t)dθdt
=
∫
[0,1]d
sin2(2piθ 1)
ω2θ
β1(θ)
∫ T
0
(1− t
T
)exp(−γω2θ t)cos(α1(θ)t)dtdθ .
By a direct computation,∫ T
0
exp(−γω2θ t)cos(α1(θ)t)dt
=
exp(−γω2θT )(−γω2θ cos(α1(θ)T )+α1(θ)sin(α1(θ)T ))+ γω2θ
γ2ω4θ +α1(θ)2
and
1
T
∫ T
0
t exp(−γω2θ t)cos(α1(θ)t)dt
=
exp(−γω2θT )(−γω2θ cos(α1(θ)T )+α1(θ)sin(α1(θ)T ))
γ2ω4θ +α1(θ)2
− exp(−γω
2
θT )((γ
2ω4θ −α1(θ)2)cos(α1(θ)T )−2γω2θα1(θ)sin(α1(θ)T ))
T (γ2ω4θ +α1(θ)2)2
+
γ2ω4θ −α1(θ)2
T (γ2ω4θ +α1(θ)2)2
.
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Then, we have
limsup
T→∞
|
∫
[0,1]d
sin2(2piθ 1)
ω2θ
β1(θ)
∫ T
0
(1− t
T
)exp(−γω2θ t)cos(α1(θ)t)dtdθ |
≤
∫
[0,1]d
|β1(θ)| γω
2
θ
γ2ω4θ +α1(θ)2
dθ < ∞.
3. UNIFORM AND ALTERNATE CHARGE MODELS UNDER CANONICAL MEASURES
This section provides a detailed study of the one-dimensional chain of oscillators with uni-
form and alternate charges in two-dimensional space under canonical measures. In the same
way as the last section, we start by recalling the description of the model in Subsection 3.1,
and characterize conserved quantities and introduce canonical measures in Subsection 3.2. The
strategy of the proof of Theorem 1.7 given in Subsection 3.3 is essentially the same as that for
Theorem 1.3, but we need one new and important step, which is given in Subsection 3.4. The
main result in this subsection allows us to reduce the problem to solve the resolvent equation in
(r,(v) coordinate to that in (q,v) coordinate. In the last two subsections, we give proofs of other
ingredients of the proof of Theorem 1.7, mainly for the alternate charge model.
3.1. Model. As already discussed in the Introduction, we only consider the case d = 1 and
d∗ = 2 in this section. Let (rx(t),vx(t))x∈ZN be a a Markov process on R4N generated by L
(#)
r =
Ar +BG
(#)
r + γSr where the operators Ar,G
(#)
r and S are given in (1.8) and (1.9) for # = 0, i, ii.
We call these dynamics as the dynamics (0), (i) and (ii) respectively.
3.2. Conserved quantities and canonical measures. As observed in the Introduction, the total
energy ∑x∈ZN Ex is conserved under any of the dynamics (0), (i) and (ii). The total deformation
∑x∈ZN r
j
x for j = 1,2 are also conserved by all of them. On the other hand, the total velocity
∑x∈ZN v
j
x for j = 1,2 are conserved only by the dynamics (0). Note that there is no conserved
quantity which corresponds to the pseudomomentum p˜ since it is given in terms of q. However,
for the dynamics (ii), ∑x∈ZeN (v
1
x + v
1
x+1 +Br
2
x) and ∑x∈ZeN (v
2
x + v
2
x+1−Br1x) are also conserved
where ZeN := {x ∈ ZN ; x≡ 0 mod 2}.
By direct computations, one sees immediately that the dynamics (0), (i) and (ii) are all sta-
tionary under µN,β . More generally, for each β > 0 and τ = (τ1,τ2) ∈ R2,
µN,β ,τ(drd p) =
1
Z4Nβ ,τ
exp(−β (∑
x
Ex+
2
∑
j=1
τ j∑
x
r jx))Πx∈ZNΠ
2
j=1dr
j
xdv
j
x
are stationary measures for the dynamics (0), (i) and (ii). We mainly study the case τ = 0, but
give some discussion on the asymptotic behavior of the Green-Kubo integral in the case τ 6= 0
at Remark 3.5.
3.3. Instantaneous energy current correlation. Recall that Jx,x+1([0, t]) is the total energy
current between x and x+1 up to time t. Let jx,x+1 be the instantaneous energy current given by
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jx,x+1 = jax,x+1+ j
s
x,x+1 with
jax,x+1 =−
1
2
2
∑
j=1
r jx(v
j
x+1+ v
j
x), j
s
x,x+1 =−γ
2
∑
j=1
(
(v jx+1)
2
2
− (v
j
x)2
2
)
.
Note that these currents are common among the dynamics (0), (i) and (ii).
The total energy current is written as
Jx,x+1([0, t]) =
∫ t
0
jx,x+1(s)ds+
2
∑
j=1
∫ t
0
(
(v jx+1(s−))2
2
− (v
j
x(s−))2
2
)
dM j,x,x+1(s)
where M j,x,x+1(t) =N
γ
j,x,x+1(t)−γt and {Nγj,x,x+1(t)} j=1,2, x∈ZN are 2N-independent poisson pro-
cesses with intensity γ .
We can apply the same argument in Subsection 2.3 to obtain
β 2
8tN
E(#)N,β [
(
∑
x∈ZN
Jx,x+1([0, t])
)2
] =
β 2
4
∫ t
0
(1− s
t
)D(#)N (s)ds+
γ
4
with D(#)N (s) = E
(#)
N,β [∑x j
a
x,x+1(s) j
a
0,1(0)] for # = 0, i, ii. Here, E
(#)
N,β is the expectation for the
dynamics (#) starting from the canonical measure µN,β . Since the canonical measures is product,
we do not need o(N) correction term.
Now, the next proposition is suffice to prove Theorem 1.7.
Proposition 3.1. For each # = 0, i, ii, the sequence of functions {D(#)N : [0,∞)→ R} converges
compactly to a function D(#)∞ : [0,∞)→R as N→∞, namely the convergence is uniform on each
compact subset of [0,∞). Moreover,
D(0)∞ (s)∼ s−1/2
as s→ ∞,
D(i)∞ (s) = D1(s)+D2(s)+D3(s)
where limsup
t→∞
∫ t
0
(1− s
t
)D1(s)< ∞, D2(s)∼ s−3/2, D3(s)∼ s−3/4 as s→ ∞. Also, if γ ≤ 1,
D(ii)∞ (s)∼ s−1/2.
The main strategy of the proof of Proposition 3.1 is the same as that for Proposition 2.4.
For each λ > 0 and # = 0, i, ii, let D˜#N(λ ) =
∫ ∞
0 D
(#)
N (s)exp(−λ s)ds be the Laplace transform
of D(#)N and D˜
(#)
∞ : (0,∞)→ R be functions defined by
D˜(0)∞ (λ ) =
2
β 2
∫
[0,1]
cos(piθ)2
1
λ + γω2θ
dθ ,
D˜(i)∞ (λ ) =
2
β 2
∫
[0,1]
cos(piθ)2
(λ + γω2θ )(λ
2+2λγω2θ +4ω
2
θ )
(λ + γω2θ )2(λ 2+2λγω
2
θ +4ω
2
θ )+B
2λ (λ +2γω2θ )
dθ ,
D˜(ii)∞ (λ ) =
2
β 2
∫
[0,1]
cos(piθ)2
R(λ )
S(λ )
dθ
where ω2θ = 4sin
2(piθ). R(λ ) and S(λ ) are polynomial functions of order 5 and 6 respectively,
and their explicit expressions are given at (3.3) where λ¯ = λ +2γ .
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We can follow the proof of Lemma 2.6 to prove the next lemma, so we omit the proof.
Lemma 3.2. For each #= 0, i, ii, the set of functions {D(#)N : [0,∞)→R}N is uniformly bounded
and equicontinuous.
We prove the next theorem in Subsection 3.5.
Proposition 3.3. For any λ > 0 and # = 0, i, ii,
lim
N→∞
D˜(#)N (λ ) = D˜
(#)
∞ (λ ).
The detailed analysis of the inverse Laplace transform of D˜(#)∞ for # = 0, i, ii completes the
proof of Proposition 3.1. Since the case # = 0 and i are studied in the last section, we only
analyze the inverse Laplace transform of D˜(ii)∞ in Subsection 3.6.
3.4. Reduction from the coordinate (q,v) to (r,v). In the proof of Proposition 3.3, an ex-
plicit expression of the resolvent equation (3.1) plays an essential role. However, it is not a
simple problem to solve the equation in the coordinate (r,v). In this subsection, we introduce
a technique to obtain this solution from the solution of the associated resolvent equation in the
coordinate (q,v).
We consider the change of variable Φ : (r,v)→ (q,v) defined by
q jx =−
N
∑
y=x
(r jy− r¯ j), r¯ j =
1
N
N
∑
x=1
r jx
for x = 1,2, . . . ,N and define q jx = q
j
x+N for any x ∈ ZN . Then, we have q jx+1−q jx = r jx− r¯ j.
For each #= 0, i, ii, let G(#) be an operator which is formally given as G(#)r but acting on func-
tions f (q,v) rather than f (r,v). Define the operator L(#) = A+BG(#)+ γS acting on functions
f (q,v) ∈C1(R4N) with the operators A and G defined at (1.4). Note that L(i) = L where L is the
generator of the dynamics studied in Section 2.
Proposition 3.4. Suppose a pair of functions F(q,v) and H(q,v) satisfies (λ − L(#))F = H
and ∑Nx=1 ∂q jxF = 0 for j = 1,2. Then Fr(r,v) and Hr(r,v) satisfies (λ − L
(#)
r )Fr = Hr where
Fr(r,v) = F(Φ(r,v)) and Hr(r,v) = H(Φ(r,v)).
Proof. Since G(#)Fr(r,v) = (G(#)F)(Φ(r,v)) and SrFr(r,v) = (SF)(Φ(r,v)), we only need to
show that ArFr(r,v) = (AF)(Φ(r,v)). By definition, we have
q jx+1−2q jx+q jx−1 =−
N
∑
z=x+1
(r jz − r¯ j)+2
N
∑
z=x
(r jz − r¯ j)−
N
∑
z=x−1
(r jz − r¯ j) = r jx− r jx−1.
Also,
∂r jx Fr(r,v) =
N
∑
y=1
∂q jy
∂ r jx
(∂q jyF)(Φ(r,v)) =
N
∑
y=1
(−1x≥y+ 1N )(∂q jyF)(Φ(r,v))
and hence
(∂r jx −∂r jx−1)Fr(r,v) =−(∂q jxF)(Φ(r,v))
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for x = 2,3, . . . ,N. On the other hand, by assumption,
(∂r j1−∂r jN )Fr(r,v) =
N
∑
y=2
(∂q jyF)(Φ(r,v)) =−(∂q j1F)(Φ(r,v)).
Therefore, ArFr(r,v) = (AF)(Φ(r,v)). 
3.5. Proof of Proposition 3.3. For λ > 0, let v(#)λ ,N be the solution of the resolvent equation
(3.1) (λ −L(#)r )v(#)λ ,N =∑
x
jax,x+1
for # = 0, i, ii. Then, D˜(#)N (λ ) = EN,β [v
(#)
λ ,N j
a
0,1].
Unlike the microcanonical case, it is not easy to solve the equation (3.1) directly. So, we
consider the associated resolvent equation for the coordinate (q,v) ∈R4N and use its solution to
obtain the solution of (3.1). Let u(#)λ ,N be the solution of the resolvent equation
(3.2) (λ −L(#))u(#)λ ,N =−
1
2∑x
2
∑
j=1
(q jx+1−q jx)(v jx+1+ v jx).
For # = 0, i, ii, the explicit form of u(#)λ ,N is given in Lemmas B.1,B.2 and B.3 respectively. From
Proposition 3.4 and Lemma B.4,
(λ −L(#)r )v(#)λ ,N,∗ =−
1
2∑x
2
∑
j=1
(r jx− r¯ j)(v jx+1+ v jx) =∑
x
jax,x+1+N
2
∑
j=1
r¯ jv¯ j
where v(#)λ ,N,∗(r,v) = u
(#)
λ ,N(Φ(r,v)), r¯
j = 1N ∑x∈ZN r
j
x and v¯ j = 1N ∑x∈ZN v
j
x.
Let v(#)λ ,N,∗∗ be the solution of the resolvent equation
(λ −L(#)r )v(#)λ ,N,∗∗ = N
2
∑
j=1
r¯ jv¯ j.
Then, we have v(#)λ ,N = v
(#)
λ ,N,∗− v
(#)
λ ,N,∗∗.
By direct computations, we have
v(#)λ ,N,∗∗ =
{
N
λ ∑
2
j=1 r¯
jv¯ j for # = 0,
−N(v¯1 λ r¯1−Br¯2λ 2+B2 + v¯2 Br¯
1+λ r¯2
λ 2+B2 ) for # = i,
and
v(#)λ ,N,∗∗ =−
N
λ (λ 2+4γλ +4+B2)
(
(λ 2+4γλ +4)r¯1v¯1−Bλ r¯2vˇ1
+Bλ r¯1vˇ2+(λ 2+4γλ +4)r¯2v¯2+2B(r¯1rˇ2− r¯2rˇ1))
for # = ii where rˇ j = 1N ∑x∈ZN (−1)xr jx and vˇ j = 1N ∑x∈ZN (−1)xv jx. For any j,k = 1,2, we have
EN,β [r¯ jv¯k ja0,1] =−δ j,kEN,β [r¯ jr j0]EN,β [v¯ jv j0] =−δ j,k 1N2β 2 . Hence,
lim
N→∞
EN,β [v
(#)
λ ,N,∗∗ j
a
0,1] = 0
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for # = 0, i. Similarly, we can also check that
lim
N→∞
EN,β [v
(ii)
λ ,N,∗∗ j
a
0,1] = 0.
Therefore, EN,β [v
(#)
λ ,N,∗ j
a
0,1] is the only term which contributes to the limit of D˜
(#)
N (λ ).
Remark 3.5. Under general canonical measures µN,β ,τ ,
lim
N→∞
EN,β ,τ [v
(0)
λ ,N,∗∗ j
a
0,1] =−
1
λ
τ21 + τ22
2β
,
lim
N→∞
EN,β ,τ [v
(i)
λ ,N,∗∗ j
a
0,1] =−
λ
λ 2+B2
τ21 + τ22
2β
,
lim
N→∞
EN,β ,τ [v
(0)
λ ,N,∗∗ j
a
0,1] =−
λ 2+4γλ +4
λ (λ 2+4γλ +4+B2)
τ21 + τ22
2β
and so the term EN,β ,τ [v
(#)
λ ,N,∗∗ j
a
0,1] does not vanish in the limit. On the other hand, the behavior
of the term EN,β ,τ [v
(#)
λ ,N,∗ j
a
0,1] does not depend on τ , which we can see from the argument below.
Therefore, by the inverse Laplace transform, we can see that the current correlation D(#)∞ (t)
does not decay under the dynamics (0) and (ii). On the other hand, under the dynamics (i) the
term EN,β ,τ [v
(i)
λ ,N,∗∗ j
a
0,1] is an oscillation term and so the asymptotic behavior of the Green-Kubo
integral does not depend on τ .
We study the term EN,β [v
(#)
λ ,N,∗ j
a
0,1] by the same strategy in the last section. First, let us
consider the uniform case. From Lemma B.2 in Appendix B, we have
u(i)λ ,N = ∑
x,y∈ZN
(g1λ ,N(x− y)q1xq2y +g2λ ,N(x− y)(q1xv1y +q2xv2y)
+g3λ ,N(x− y)(q1xv2y−q2xv1y)+g4λ ,N(x− y)v1xv2y)
where (g1λ ,N ,g
2
λ ,N ,g
3
λ ,N ,g
4
λ ,N) is the solution of (B.2). As already discussed, v
(i)
λ ,N,∗ is obtained
from u(i)λ ,N by replacing q
j
x by −∑Ny=x(r jy− r¯ j). Since the measure µN,β is product, it is easy to
see that
EN,β [v
(i)
λ ,N,∗ j
a
0,1] = ∑
x,y∈ZN
g2λ ,N(x− y)EN,β [((−
N
∑
z=x
(r1z − r¯1))v1y +(−
N
∑
z=x
(r2z − r¯2))v2y) ja0,1]
= ∑
x,y∈ZN
g2λ ,N(x− y)EN,β [
N
∑
z=x
(r1z − r¯1)r0]EN,β [v1y(v11+ v10)]
=
1
β ∑x∈ZN
(g2λ ,N(x)+g
2
λ ,N(x−1))EN,β [
N
∑
z=x
(r1z − r¯1)r0]
=
1
β ∑x∈ZN
g2λ ,N(x)EN,β [
( N
∑
z=x
(r1z − r¯1)+
N
∑
z=x+1
(r1z − r¯1)
)
r0].
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Let L(x) := EN,β [
(
∑Nz=x(r1z − r¯1)+∑Nz=x+1(r1z − r¯1)
)
r0] for x ∈ ZN . By simple computations,
L(x+1)−2L(x)+L(x−1) = EN,β [(−r1x+1+ r1x−1)r0] =
1
β
(−δx,−1+δx,1).
Since ∑x∈ZN g
2
λ ,N(x) = 0,
EN,β [v
(i)
λ ,N,∗ j
a
0,1] =
1
β ∑x∈ZN
g2λ ,N(x)L(x) =
1
β ∑x∈ZN
g2λ ,N(x)(L(x)− L¯)
where L¯ = 1N ∑x L(x) and by Parseval’s identity,
EN,β [v
(i)
λ ,N,∗ j
a
0,1] =−
1
β 2
1
N ∑ξ∈ZN ,ξ 6=0
gˆ2λ ,N(ξ )
isin(2piξN )
2sin2(piξN )
.
In this way, for gˆ2λ (
ξ
N ) = gˆ
2
λ ,N(ξ ), we have
D˜(i)N (λ )→
−i
2β 2
∫
[0,1]
gˆ2λ (θ)
sin(2piθ)
sin2(piθ)
dθ =
−2i
β 2
∫
[0,1]
gˆ2λ (θ)
sin(2piθ)
ω2θ
dθ .
The inverse Laplace transform of this limiting function has been already studied in the last
section, so we conclude Proposition 3.3 for the uniform case, namely the case # = i. The case
# = 0 can be shown in the same way, so we omit details.
Finally, we consider the alternate case. From Lemma B.3 in Appendix B, we have
u(ii)λ ,N = ∑
x≡y mod 2
(
h1λ ,N(x− y)(−1)yq1xq2y +h2λ ,N(x− y)(−1)yv1xv2y)
)
+∑
x,y
(
h3λ ,N(x− y)(q1xv1y +q2xv2y)+h4λ ,N(x− y)(−1)y(q1xv2y−q2xv1y)
)
where (h1λ ,N ,h
2
λ ,N ,h
3
λ ,N ,h
4
λ ,N) is the solution of (B.3). Let hˆ
3
λ ,N be the discrete Fourier transform
of h3λ ,N . We can apply the same argument as above to show that
D˜(ii)N (λ )→
−i
2β 2
∫
[0,1]
hˆ3λ (θ)
sin(2piθ)
sin2(piθ)
dθ =
−2i
β 2
∫
[0,1]
hˆ3λ (θ)
sin(2piθ)
ω2θ
dθ
if hˆ3λ ,N(ξ ) = hˆ
3
λ (
ξ
N ) for some function hˆ
3
λ and hˆ
3
λ (θ)
sin(2piθ)
ω2θ
behaves well at the boundary. We
prove this is the case in the rest of this subsection.
We define the discrete Fourier transform hˆiλ ,N,e and hˆ
i
λ ,N,o for i = 1,2,3,4 by
hˆiλ ,N,e(ξ ) = ∑
x:even
hiλ ,N(x)e
−2pii ξN x, hˆiλ ,N,o(ξ ) = ∑
x:odd
hiλ ,N(x)e
−2pii ξN x
where the first sum is taken over all x ≡ 0 mod 2 and the second one is take over all x ≡ 1
mod 2. Recall that we assume N to be even for the alternate case. From the explicit expression
(B.3), we have
hˆ1λ ,N,e(ξ ) =
4
λ
(−hˆ4λ ,N,e(ξ )− cos(
2piξ
N
)hˆ4λ ,N,o(ξ )), hˆ
2
λ ,N,e(ξ ) =
2
λ +4γ
hˆ4λ ,N,e(ξ ).
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With these expressions, it is easy to see that hˆiλ ,N,e(ξ ) = hˆλ ,e(
ξ
N ) and hˆ
i
λ ,N,o(ξ ) = hˆλ ,o(
ξ
N ) for
i = 3,4 where (hˆ3λ ,o, hˆ
3
λ ,e, hˆ
4
λ ,o, hˆ
4
λ ,e) is the solution of the following linear equation:
λ¯ −2γ cos(2piθ) B 0
−2γ cos(2piθ) λ¯ 0 B
−B 0 λ¯ 2cos(2piθ)(γ− 2λ¯+2γ )
0 −B 2cos(2piθ)(γ+ 2λ¯−2γ ) λ¯ (1+ 8λ¯ 2−4γ2 )


hˆ3λ ,o
hˆ3λ ,e
hˆ4λ ,o
hˆ4λ ,e

=

isin(2piθ)
0
0
0

where λ¯ = λ +2γ . Then, by a direct computation, we have
hˆ3λ (θ)
−isin(2piθ)
ω2θ
= cos2(piθ)
R(λ )
S(λ )
where
R(λ ) = λ¯ ((B2+ λ¯ 2)(8−4γ2+ λ¯ 2)−8B2)
+2(B2(2λ¯ + γ(4−4γ2+ λ¯ 2))+ γλ¯ 2(8−4γ2+ λ¯ 2))cos(2piθ)
+(4+4γ4− γ2(8+ λ¯ 2))(4λ¯ cos2(2piθ)+8γ cos3(2piθ)),(3.3)
S(λ ) = (B2+ λ¯ 2)((B2+ λ¯ 2)(8−4γ2+ λ¯ 2)−8B2)
+8(−B2γ2(4−4γ2+ λ¯ 2)+ λ¯ 2(2+4γ4− γ2(8+ λ¯ 2)))cos2(2piθ)
−16γ2(4+4γ4− γ2(8+ λ¯ 2))cos4(2piθ).
To simplify the notation, we introduce Y = X−4γ2. Then, we have
S(λ ) = (B2+Y +4γ2)((B2+Y +4γ2)(8+Y )−8B2)
+8(−B2γ2(4+Y )+(Y +4γ2)(2−8γ2− γ2Y ))(1− sin2(2piθ))
−16γ2(4−8γ2− γ2Y )(1− sin2(2piθ))2
= Y 3+(8+2B2+8γ2 sin2(2piθ))Y 2
+(B4+8(1+ γ2 sin2(2piθ))B2+16cos2(2piθ)+64γ2 sin2(2piθ)+16γ4 sin4(2piθ))Y
+32B2γ2 sin2(2piθ)+64γ2 sin2(2piθ)(1− sin2(2piθ))+128γ4 sin4(2piθ).
We call the last expression S˜(Y ). Since Y = λ 2+4λγ > 0,
inf
θ∈[0,1)
S(λ ) = inf
θ∈[0,1)
S˜(Y )≥ Y 3 > 0.
Therefore, cos2(piθ)R(λ )S(λ ) is continuous and bounded on [0,1] and so we complete the proof of
Proposition 3.3.
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3.6. Analysis of the inverse Laplace transform. In this subsection, we study the inverse
Laplace transform of
∫ 1
0 cos
2(piθ) S(λ )R(λ )dθ and its asymptotic behavior. First note that,∫ 1
0
cos2(piθ)
R(λ )
S(λ )
dθ = 2
∫ 1
2
0
cos2(piθ)
R(λ )
S(λ )
dθ
since R(λ ) and S(λ ) are symmetric in θ . Also, since sin2(2piθ) = sin2(2pi(12−θ)), cos(2piθ) =
−cos(2pi(12 −θ)) and cos(piθ) = sin(pi(12 −θ)),∫ 1
2
0
cos2(piθ)
R(λ )
S(λ )
dθ =
∫ 1
4
0
λ¯R1(λ )
S(λ )
dθ +
∫ 1
4
0
cos(2piθ)
R2(λ )
S(λ )
dθ
where
R1(λ ) = (B2+ λ¯ 2)(8−4γ2+ λ¯ 2)−8B2+4(4+4γ4− γ2(8+ λ¯ 2))cos2(2piθ),
R2(λ ) = 2(B2(2λ¯ + γ(4−4γ2+ λ¯ 2))+ γλ¯ 2(8−4γ2+ λ¯ 2))cos(2piθ)
+8γ(4+4γ4− γ2(8+ λ¯ 2))cos3(2piθ).
Let R¯(λ ) = λ¯R1(λ )+R2(λ )cos(2piθ). Then, from the above observations,∫ 1
0
cos2(piθ)
R(λ )
S(λ )
dθ = 2
∫ 1
4
0
R¯(λ )
S(λ )
dθ .
To obtain the inverse Laplace transform of R¯(λ )S(λ ) , we compute the partial fraction decomposi-
tion of R¯(λ )S(λ ) . For this, we first study the zero points of S(λ ), namely the solution of S(λ ) = 0.
Let B = 2B˜ and T (Y ) = S˜(4Y )64 . Then, by a simple computation, we have
T (Y ) = Y 3+2(1+ B˜2+ γ2θ )Y
2+(B˜4+2(1+ γ2θ )B˜
2+ cos2(2piθ)+4γ2θ + γ
4
θ )Y
+2B˜2γ2θ + γ
2
θ cos
2(2piθ)+2γ4θ
where γθ = γ sin(2piθ). In particular, for θ = 0, T (Y ) = Y (Y + B˜2+1)2. So, T (Y ) = 0 has two
solutions 0,−B˜2−1.
Lemma 3.6. Assume γ ≤ 1. Then, for each fixed θ ∈ (0, 14 ], the third order polynomial T (Y ) = 0
has three distinct solutions α˜1(θ), α˜2(θ), α˜3(θ) ∈ R such that 0 > α˜1(θ) > −γ2 > α˜2(θ) >
−B˜2−1> α˜3(θ).
Proof. For any θ ∈ (0, 14 ] and Y ≥ 0, obviously T (Y )> 0. Also,
T (−γ2) =−γ2 (B˜2+1− γ2+ sin2(2piθ)(γ2−1))2 < 0,
T (−B˜2−1) = (B˜2+1− γ2)sin2(2piθ)− γ2(B˜2γ2+1− γ2)sin4(2piθ)
≥ (B˜2+1− γ2)sin2(2piθ)− (B˜2+1− γ2)sin4(2piθ)> 0.

We define α˜1(0) = 0, α˜2(0) = α˜3(0) = −B˜2− 1. Then, by the continuity of the coefficients
of polynomial T (Y ), α˜i(θ) are continuous on [0, 14 ]. From this, we have
S(λ ) = 64
3
∏
i=1
(
Y
4
− α˜i(θ)) =
3
∏
i=1
(Y −4α˜i(θ)) =
3
∏
i=1
(λ¯ 2−4γ2−4α˜i(θ)).
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Next, we work on the numerator R¯(λ ). By a direct computation, we have
R¯(λ ) = λ¯{(B2+Y +4γ2)(8+Y )−8B2+4(4+B2−8γ2− γ2Y )cos2(2piθ)}
+(2B2γ(4+Y )+2γ(Y +4γ2)(Y +8))cos2(2piθ)+8γ(4−8γ2− γ2Y )cos4(2piθ)
where we use the notation Y = λ¯ 2−4γ2. Let
U1(Y ) = (B2+Y +4γ2)(8+Y )−8B2+4(4+B2−8γ2− γ2Y )cos2(2piθ),
U2(Y ) = (2B2γ(4+Y )+2γ(Y +4γ2)(Y +8))cos2(2piθ)+8γ(4−8γ2− γ2Y )cos4(2piθ)
so as R¯(λ ) = λ¯U1(Y )+U2(Y ).
Now, we give the partial fraction decomposition of R¯(λ )S(λ ) . Let α1(θ)
2 = 4γ2+4α˜1(θ)> 0 and
αi(θ)2 =−4γ2−4α˜i(θ)> 0 for i= 2,3 where αi(θ)> 0 for i= 1,2,3 and θ ∈ [0, 14 ]. Though we
also use the notation α1(θ),α2(θ) in Subsection 2.6 which are clearly different from the ones
we have just defined, since there is no room for misunderstanding, we use the same notation
here. Also, define
βi(θ) =U1(4α˜i(θ))∏
j 6=i
1
4(α˜i(θ)− α˜ j(θ)) , βi+3(θ) =U2(4α˜i(θ))∏j 6=i
1
4(α˜i(θ)− α˜ j(θ))
for θ ∈ (0, 14 ] and i = 1,2,3.
Then, for each θ ∈ (0, 14 ],
λ¯U1(Y )
S(λ )
=
λ¯U1(Y )
∏3i=1(Y −4α˜i(θ))
= λ¯
3
∑
i=1
βi(θ)
Y −4α˜i(θ)
=
β1(θ)
2
1
λ¯ −α1(θ)
+
β1(θ)
2
1
λ¯ +α1(θ)
+β2(θ)
λ¯
λ¯ 2+α2(θ)2
+β3(θ)
λ¯
λ¯ 2+α3(θ)2
and
U2(Y )
S(λ )
=
U2(Y )
∏3i=1(Y −4α˜i(θ))
=
3
∑
i=1
βi+3(θ)
Y −4α˜i(θ)
=
β4(θ)
2α1(θ)
1
λ¯ −α1(θ)
− β4(θ)
2α1(θ)
1
λ¯ +α1(θ)
+β5(θ)
1
λ¯ 2+α2(θ)2
+β6(θ)
1
λ¯ 2+α3(θ)2
.
Therefore, we have
L −1
[∫ 1
4
0
λ¯U1(Y )
S(λ )
dθ
]
(t)
=
∫ 1
4
0
L −1
[
β1(θ)
2
1
λ¯ −α1(θ)
+
β1(θ)
2
1
λ¯ +α1(θ)
+β2(θ)
λ¯
λ¯ 2+α2(θ)2
+β3(θ)
λ¯
λ¯ 2+α3(θ)2
]
(t)dθ
= exp(−2γt)
∫ 1
4
0
(
β1(θ)
2
{exp(α1(θ)t)+ exp(−α1(θ)t)}+β2(θ)cos(α2(θ)t)+β3(θ)cos(α3(θ)t)
)
dθ
and
L −1
[∫ 1
4
0
U2(Y )
S(λ )
dθ
]
(t)
THERMAL CONDUCTIVITY IN A MAGNETIC FIELD 32
=
∫ 1
4
0
L −1
[
β4(θ)
2α1(θ)
1
λ¯ −α1(θ)
− β4(θ)
2α1(θ)
1
λ¯ +α1(θ)
+
β5(θ)
α2(θ)
α2(θ)
λ¯ 2+α2(θ)2
+
β6(θ)
α3(θ)
α3(θ)
λ¯ 2+α3(θ)2
]
(t)dθ
= exp(−2γt)
∫ 1
4
0
(
β4(θ)
2α1(θ)
{exp(α1(θ)t)− exp(−α1(θ)t)}+ β5(θ)α2(θ) sin(α2(θ)t)+
β6(θ)
α3(θ)
sin(α3(θ)t)
)
dθ .
Since β1(0) := limθ→0β1(θ) =
4(B2+4)
(B2+4)2 < ∞, β1(θ) is continous on [0,
1
4 ] and
|exp(−2γt)
∫ 1
4
0
β1(θ)
2
exp(−α1(θ)t)dθ | ≤C exp(−2γt)
for some positive constant C.
In the same way,
|exp(−2γt)
∫ 1
4
0
β4(θ)
2α1(θ)
exp(−α1(θ)t)dθ | ≤C exp(−2γt)
for some positive constant C.
Next, we consider the term∫ 1
4
0
(
β2(θ)cos(α2(θ)t)+β3(θ)cos(α3(θ)t)
)
dθ .
Lemma 3.7. There exists a constant C > 0 such that
sup
θ∈[0, 14 ]
|β2(θ)cos(α2(θ)t)+β3(θ)cos(α3(θ)t)| ≤Ct.
Proof. We only need to show that for some C > 0,
limsup
θ→0
|β2(θ)cos(α2(θ)t)+β3(θ)cos(α3(θ)t)| ≤Ct.
By definition,
β2(θ)cos(α2(θ)t)+β3(θ)cos(α3(θ)t)
=
1
α3(θ)2−α2(θ)2
(
U1(−α2(θ)2−4γ2)cos(α2(θ)t)
α1(θ)2+α2(θ)2
−U1(−α3(θ)
2−4γ2)cos(α3(θ)t)
α1(θ)2+α3(θ)2
)
=
1
α3(θ)2−α2(θ)2
(
V1(−α2(θ)2−4γ2)cos(α2(θ)t)
α1(θ)2+α2(θ)2
− V1(−α3(θ)
2−4γ2)cos(α3(θ)t)
α1(θ)2+α3(θ)2
)
+
cos2(2piθ)
α3(θ)2−α2(θ)2
(
V2(−α2(θ)2−4γ2)cos(α2(θ)t)
α1(θ)2+α2(θ)2
− V2(−α3(θ)
2−4γ2)cos(α3(θ)t)
α1(θ)2+α3(θ)2
)
where V1(Y ) = (B2+Y +4γ2)(8+Y )−8B2 and V2(Y ) = 4(4+B2−8γ2− γ2Y ). Let
fi,t(x) =
Vi(−x2−4γ2)cos(xt)
4γ2+ x2
for i = 1,2. Then, since limθ→0α1(θ) = 2γ
lim
θ→0
(
β2(θ)cos(α2(θ)t)+β3(θ)cos(α3(θ)t)
)
= lim
θ→0
( −1
α2(θ)+α3(θ)
f1,t(α2(θ))− f1,t(α3(θ))
α2(θ)−α3(θ) +
−cos2(2piθ)
α2(θ)+α3(θ)
f2,t(α2(θ))− f2,t(α3(θ))
α2(θ)−α3(θ)
)
.
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Applying limθ→0α2(θ) = limθ→0α3(θ) = 2
√
B2+4−4γ2 > 0, we have
lim
θ→0
(
β2(θ)cos(α2(θ)t)+β3(θ)cos(α3(θ)t)
)
=
−1
4
√
B2+4−4γ2
2
∑
i=1
f ′i,t(2
√
B2+4−4γ2).
From the explicit expression of fi,t for i = 1,2, | f ′i,t(2
√
B2+4−4γ2)| ≤Ct for some C > 0, and
hence we complete the proof. 
From the above lemma, we have∣∣∣∣∣exp(−2γt)
∫ 1
4
0
(β2(θ)cos(α2(θ)t)+β3(θ)cos(α3(θ)t))dθ
∣∣∣∣∣≤Ct exp(−2γt)
for some positive constant C.
In the same way, we have∣∣∣∣∣exp(−2γt)
∫ 1
4
0
(
β5(θ)
α2(θ)
sin(α2(θ)t)+
β6(θ)
α3(θ)
sin(α3(θ)t)
)
dθ
∣∣∣∣∣≤Ct exp(−2γt)
for some positive constant C.
Finally, we study the term∫ 1
4
0
(
β1(θ)+
β4(θ)
α1(θ)
)
exp((−2γ+α1(θ))t)dθ .
Since α1(θ) < 2γ for θ 6= 0, we only need to consider its behavior around θ = 0. For this,
we study the behavior of α˜1(θ)≤ 0 which satisfies α˜1(0) = 0 and T (α˜1(θ)) = 0. By expanding
T (csin2(2piθ)) around θ = 0, we have
(3.4) lim
θ→0
α˜1(θ)
sin2(2piθ)
=−γ
2(2B˜2+1)
(B˜2+1)2
=−8γ
2(B2+2)
(B2+4)2
.
Namely, −4α˜1(θ) = 4γ2−α1(θ)2 = O(θ 2) as θ → 0. Hence 2γ −α1(θ) ∼ O(θ 2) as θ → 0.
Also, by a direct computation,
(3.5) lim
θ→0
(
β1(θ)+
β4(θ)
α1(θ)
)
=
8
B2+4
6= 0.
Therefore, ∫ 1
4
0
(
β1(θ)+
β4(θ)
α1(θ)
)
exp
(
(−2γ+α1(θ))t
)
dθ ∼ t−1/2.
Remark 3.8. If γ > 1, T (Y ) = 0 may have a multiple root for some θ 6= 0. Even for such a case,
we expect the asymptotic behavior of the thermal conductivity is same as the case for γ ≤ 1 by
the following reason. First, for general γ > 0, α˜i(θ), i = 1,2,3, the solutions of T (Y ) = 0, are
all continuous and if α˜i(θ) ∈ R, then α˜i(θ) < 0 for θ ∈ (0, 14 ]. Moreover, α˜1(θ) ∈ R for small
enough θ and the asymptotic behavior of α˜1(θ) as θ → 0, which is given at (3.4), also holds.
Namely, among 6 poles of R¯(λ )S(λ ) , there is just one pole which can contribute to the divergence of
the thermal conductivity. Since the exponent is determined by the asymptotic behavior (3.4) and
(3.5) which both hold for general γ > 0, we should have D(ii)(t) ∼ t− 12 in general. However, a
rigorous argument will be too complicated, so we do not pursue it here.
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APPENDIX A. CONVERGENCE OF FUNCTIONS AND LAPLACE TRANSFORM
Proposition A.1. Suppose a set of functions fN : [0,∞)→R indexed by N is uniformly bounded
and equicontinuous. Moreover, assume that for any λ > 0,
lim
N→∞
∫ ∞
0
e−λ t fN(t)dt
exists. Then, there exists a function f∞ : [0,∞)→ R such that fN converges compactly to f∞,
namely the convergence is uniform on each compact subset of [0,∞), and also
lim
N→∞
∫ ∞
0
e−λ t fN(t)dt =
∫ ∞
0
e−λ t f∞(t)dt.
Proof. By Arzela´-Ascoli theorem, if fN is restricted to each compact interval in [0,∞), there
exists a subsequence Nk such that the function fNk converges in the uniform topology on this
interval. Therefore, by the diagonal argument, we can construct a subsequence N˜k such that fN˜k
converges compactly on [0,∞). Denote its limit by f∞. Then, by the Lebesgue’s convergence
theorem,
lim
k→∞
∫ ∞
0
e−λ t fN˜k(t)dt =
∫ ∞
0
e−λ t f∞(t)dt
since { fN} is uniformly bounded. Then, by the injectivity of the Laplace transform, the original
sequence fN also should converge to f∞(t). 
APPENDIX B. RESOLVENT EQUATION
In this section, we give an explicit solution of the resolvent equation
(λ −L(#))uλ ,N =∑
x
jax,x+e1 =
d∗
∑
j=1
∑
x,y∈ZdN
H(x−y)q jxv jy
for each λ > 0 where H(z) = 12(δz+e1 − δz−e1) and L(#) = A+BG(#)+ γS for # = 0, i, ii. Note
that L(i) and G(i) are denoted by L and G in Subsection 2 respectively.
First, we concern the components for which the magnetic field does not effect. Let gλ ,N :
ZdN → R be the solution of the equation
(B.1) λgλ ,N(z)− γ∆gλ ,N(z) = H(z)
which satisfies gλ ,N(z) = −gλ ,N(−z). The existence and the uniqueness of such a solution fol-
lows straightforwardly by the Fourier transform.
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Lemma B.1. For any j = 1,2, . . . ,d∗, let uλ ,N, j = ∑x,y∈ZdN gλ ,N(x−y)q
j
xv
j
y. Then,
(λ − (A+ γS))uλ ,N, j = ∑
x,y∈ZdN
H(x−y)q jxv jy.
Proof. By direct computations,
Auλ ,N, j = ∑
x,y∈ZdN
gλ ,N(x−y)v jxv jy+ ∑
x,y∈ZdN
gλ ,N(x−y)q jx[∆q j]y
= ∑
x,y∈ZdN
gλ ,N(x−y)v jxv jy+ ∑
x,y∈ZdN
[∆gλ ,N ](x−y)q jxq jy = 0
since gλ ,N(z) =−gλ ,N(−z). Also, a simple computation shows that
γSuλ ,N, j = γ ∑
x,y∈ZdN
gλ ,N(x−y)q jx[∆v j]y = γ ∑
x,y∈ZdN
[∆gλ ,N ](x−y)q jxv jy
which concludes the proof. 
From this lemma, we have
(λ −L(0))
d∗
∑
j=1
uλ ,N, j =
d∗
∑
j=1
∑
x,y∈ZdN
H(x−y)q jxv jy
and
(λ −L(#))
d∗
∑
j=3
uλ ,N, j =
d∗
∑
j=3
∑
x,y∈ZdN
H(x−y)q jxv jy
for # = i, ii with uλ ,N, j given in Lemma B.1.
Next, we work on the components j = 1,2 for the case with uniform charges.
Let giλ ,N : Z
d
N → R (i = 1,2,3,4) be the solution of the simultaneous equations
λg1λ ,N(z)−2∆g3λ ,N(z) = 0,
(λ − γ∆)g2λ ,N(z)+Bg3λ ,N(z) = H(z),
−g1λ ,N(z)−Bg2λ ,N(z)+(λ − γ∆)g3λ ,N(z)−∆g4λ ,N(z) = 0,
−2g3λ ,N(z)+(λ −2γ∆)g4λ ,N(z) = 0
(B.2)
which satisfies giλ ,N(z) =−giλ ,N(−z) for i = 1,2,3,4. The existence and the uniqueness follows
by the Fourier transform again.
Lemma B.2. Define uλ ,N by
uλ ,N = ∑
x,y∈ZdN
(
g1λ ,N(x−y)q1xq2y+g2λ ,N(x−y)(q1xv1y+q2xv2y)
+g3λ ,N(x−y)(q1xv2y−q2xv1y)+g4λ ,N(x−y)v1xv2y
)
.
Then,
(λ −L)uλ ,N = (λ −L(i))uλ ,N = ∑
x,y∈ZdN
∑
j=1,2
H(x−y)q jxv jy.
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Proof. It follows by the direct computations:
L(i)
(
∑
x,y∈ZdN
g1λ ,N(x−y)q1xq2y
)
= ∑
x,y∈ZdN
g1λ ,N(x−y)(v1xq2y+q1xv2y)
= ∑
x,y∈ZdN
g1λ ,N(x−y)(q1xv2y−q2xv1y),
L(i)
(
∑
x,y∈ZdN
g2λ ,N(x−y)(q1xv1y+q2xv2y)
)
= ∑
x,y∈ZdN
g2λ ,N(x−y){(v1xv1y+ v2xv2y)+(q1x[∆q1]y+q2x[∆q2]y)
+B(q1xv
2
y−q2xv1y)+ γ(q1x[∆v1]y+q2x[∆v2]y)
= ∑
x,y∈ZdN
{g2λ ,N(x−y)B(q1xv2y−q2xv1y)+ γ[∆g2λ ,N ](x−y)(q1xv1y+q2xv2y)},
L(i)
(
∑
x,y∈ZdN
g3λ ,N(x−y)(q1xv2y−q2xv1y)
)
= ∑
x,y∈ZdN
g3λ ,N(x−y){(v1xv2y− v2xv1y)
+(q1x[∆q
2]y−q2x[∆q1]y)+B(−q1xv1y−q2xv2y)+ γ(q1x[∆v2]y−q2x[∆v1]y)}
= ∑
x,y∈ZdN
{2g3λ ,N(x−y)v1xv2y+2[∆g3λ ,N ](x−y)q1xq2y
−B(q1xv1y+q2xv2y)+ γ[∆g3λ ,N ](x−y)(q1xv2y−q2xv1y)},
L(i)
(
∑
x,y∈ZdN
g4λ ,N(x−y)v1xv2y
)
= ∑
x,y∈ZdN
g4λ ,N(x−y)([∆q1]xv2y+ v1x[∆q2]y
+B(v2xv
2
y− v1xv1y)+ γ([∆v1]xv2y+ v1x[∆v2]y))
= ∑
x,y∈ZdN
{[∆g4λ ,N ](x−y)(q1xv2y−q2xv1y)+2γ[∆g4λ ,N ](x−y)v1xv2y}.

Finally, we study the case with alternate charges. For this case, we take d = 1 and d∗ = 2. We
introduce
(∆¯F)(z) = ∑
|y−z|=1
(F(y)+F(z)) = F(z+1)+2F(z)+F(z−1)
for F : ZN → R. Let hiλ ,N : ZN → R (i = 1,2,3,4,5,6) be the solution of the simultaneous
equations
λh1λ ,N(z)+2∆¯h
4
λ ,N(z) = 0 for z≡ 0 mod 2,
(λ +4γ)h2λ ,N(z)−2h4λ ,N(z) = 0 for z≡ 0 mod 2,
(λ − γ∆)h3λ ,N(z)+Bh4λ ,N(z) = H(z) for all z,
(λ + γ∆¯)h4λ ,N(z)−h1λ ,N(z)+2h2λ ,N(z)−Bh3λ ,N(z) = 0 for z≡ 0 mod 2,
(λ + γ∆¯)h4λ ,N(z)−h2λ ,N(z−1)−h2λ ,N(z+1)−Bh3λ ,N(z) = 0 for z≡ 1 mod 2,
(B.3)
and satisfies hiλ ,N(z) = −hiλ ,N(−z) for i = 1,2,3,4,5,6. The existence and the uniqueness fol-
lows by the Fourier transform again.
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Lemma B.3. Define uλ ,N by
uλ ,N = ∑
x≡y mod 2
(
h1λ ,N(x− y)(−1)yq1xq2y +h2λ ,N(x− y)(−1)yv1xv2y)
)
+∑
x,y
(
h3λ ,N(x− y)(q1xv1y +q2xv2y)+h4λ ,N(x− y)(−1)y(q1xv2y−q2xv1y)
)
.
Then,
(λ −L(ii))uλ ,N = ∑
x,y∈ZN
∑
j=1,2
H(x− y)q jxv jy.
Proof. It follows by the following direct computations. The sum over x≡ y means the sum over
all pairs (x,y) satisfying x− y ≡ 0 mod 2 and the sum over x ≡ y+ 1 means the sum over all
pairs (x,y) satisfying x− y≡ 1 mod 2.
L(ii)
(
∑
x≡y
h1λ ,N(x− y)(−1)yq1xq2y
)
= (∑
x≡y
h1λ ,N(x− y)(−1)y(v1xq2y +q1xv2y)
= ∑
x≡y
h1λ ,N(x− y)(−1)y(q1xv2y−q2xv1y),
L(ii)
(
∑
x≡y
h2λ ,N(x− y)(−1)yv1xv2y
)
= ∑
x≡y
h2λ ,N(x− y)
(
(−1)y([∆q1]xv2y + v1x [∆q2]y)
+B((−1)y(−1)xv2xv2y− (−1)y(−1)yv1xv1y)+(−1)yγ([∆v1]xv2y + v1x [∆v2]y)
)
= ∑
x≡y
(−2h2λ ,N(x− y)(−1)y(q1xv2y−q2xv1y))
+ ∑
x≡y+1
(
(h2λ ,N(x− y+1)+h2λ ,N(x− y−1))(−1)y(q1xv2y−q2xv1y)
)
−4γ∑
x≡y
h2λ ,N(x− y)(−1)yv1xv2y ,
L(ii)
(
∑
x,y∈ZN
h3λ ,N(x− y)(q1xv1y +q2xv2y)
)
= ∑
x,y∈ZN
h3λ ,N(x− y)
(
(v1xv
1
y + v
2
xv
2
y)+(q
1
x [∆q
1]y+q2x [∆q
2]y)
+(−1)yB(q1xv2y−q2xv1y)+ γ(q1x [∆v1]y+q2x [∆v2]y)
)
= ∑
x,y∈ZN
(
h3λ ,N(x− y)(−1)yB(q1xv2y−q2xv1y)+ γ[∆h3λ ,N ](x− y)(q1xv1y +q2xv2y)
)
,
L(ii)
(
∑
x,y∈ZdN
h4λ ,N(x− y)(−1)y(q1xv2y−q2xv1y)
)
= ∑
x,y∈ZdN
h4λ ,N(x− y)
(
(−1)y(v1xv2y− v2xv1y)
+(−1)y(q1x [∆q2]y−q2x [∆q1]y)+B(−q1xv1y−q2xv2y)+(−1)yγ(q1x [∆v2]y−q2x [∆v1]y)
)
= ∑
x,y∈ZN
(
h4λ ,N(x− y){(−1)x+(−1)y}v1xv2y− [∆¯h4λ ,N ](x− y){(−1)x+(−1)y}q1xq2y
−B(q1xv1y +q2xv2y)+ γ[∆¯h4λ ,N ](x− y)(−1)y(q1xv2y−q2xv1y)
)
= ∑
x≡y
(
2h4λ ,N(x− y)(−1)yv1xv2y−2[∆¯h4λ ,N ](x− y)(−1)yq1xq2y
)
+∑
x,y
(−Bh4λ ,N(x− y)(q1xv1y +q2xv2y)− γ[∆¯h4λ ,N ](x− y)(−1)y(q1xv2y−q2xv1y)).

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Lemma B.4. Let d = 1 and d∗ = 2. Then, for j = 1,2, we have
N
∑
x=1
∂q jxF = 0
if F = uλ ,N,1 or uλ ,N,2 given in Lemma B.1, or F = uλ ,N given in Lemma B.2 or B.3.
Proof. If F = uλ ,N,1 or uλ ,N,2 given in Lemma B.1, then
N
∑
x=1
∂q jxF = ∑
x,y∈ZN
gλ ,N(x− y)v jy = 0
since ∑x gλ ,N(x) = 0 for j = 1,2.
If F = uλ ,N given in Lemma B.2,
N
∑
x=1
∂q1x F = ∑
x,y∈ZN
(
g1λ ,N(x− y)q2y +g2λ ,N(x− y)v1y +g3λ ,N(x− y)v2y
)
= 0
since ∑x g1λ ,N(x) = ∑x g
2
λ ,N(x) = ∑x g
3
λ ,N(x) = 0. For j = 2, we can apply the same argument.
If F = uλ ,N given in Lemma B.3,
N
∑
x=1
∂q1x F = ∑
x≡y mod 2
h1λ ,N(x− y)(−1)yq2y +∑
x,y
(
h3λ ,N(x− y)v1y +h4λ ,N(x− y)(−1)yv2y
)
= 0
since ∑x:even h1λ ,N(x) = 0, ∑x h
3
λ ,N(x) = ∑x h
4
λ ,N(x) = 0. For j = 2, we can apply the same argu-
ment. 
APPENDIX C. EQUIVALENCE OF ENSEMBLES
We list the consequence of the equivalence of ensembles used in Section 2.
Lemma C.1. For j = 1,2, . . . ,d∗, the followings hold:
i) EN,E [(v
j
0)
2] = Ed∗ for any N,
ii) EN,E [(v
j
0)
4]→ 3E2
(d∗)2 as N→ ∞,
iii) For any x ∈ Zd \{0}, EN,E [(v j0)2(v jx)2]→ E
2
(d∗)2 as N→ ∞,
iv) For any x ∈ ZdN ,
EN,E [(q jx−q j−x)(q je1−q j−e1)(v j0)2] =
1
Nd
(
E2
d∗2
+O(N−d)
)
∑
ξ∈ZdN ,ξ 6=0
sin(2pi ξN ·x)sin(2pi ξN · e1)
∑dk=1 sin(
piξ k
N )
2
.
Moreover, the term O(N−d) does not depend on x.
This is essentially done in Lemma 7 of [1], but for completeness, we give a proof.
Proof. Define
q˜(ξ ) = (1−δ (ξ ))ωN(ξ )qˆ(ξ ), v˜(ξ ) = N−d/2(1−δ (ξ ))vˆ(ξ )
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where ωN(ξ ) = 2N−d/2
√
∑da=1 sin
2(piξ
a
N ) and qˆ, vˆ are the Fourier transform of q and v. The
factor 1− δ in the definition is due to the condition ∑xqx = ∑x vx = 0 assumed in the micro-
canonical state. The total energy is written as
∑
x
Ex =
1
2 ∑ξ 6=0
{|q˜(ξ )|2+ |v˜(ξ )|2}= 1
2 ∑ξ 6=0
{ℜ2(q˜(ξ ))+ℑ2(q˜(ξ ))+ℜ2(v˜(ξ ))+ℑ2(v˜(ξ ))}.
On ZdN \{0}, we define an equivalence relation ξ ∼ ξ ′ if and only if ξ =−ξ ′. Denote the class
of representatives for ∼ by U dN . If ξ ∼ ξ ′, then we have
ℜ(q˜(ξ )) =ℜ(q˜(ξ ′)), ℜ(v˜(ξ )) =ℜ(v˜(ξ ′))
ℑ(q˜(ξ )) =−ℑ(q˜(ξ ′)), ℑ(v˜(ξ )) =−ℑ(v˜(ξ ′)).
Therefore, if N is odd
∑
x
Ex = ∑
ξ∈U dN
{ℜ2(q˜(ξ ))+ℑ2(q˜(ξ ))+ℜ2(v˜(ξ ))+ℑ2(v˜(ξ ))}
and if N is even,
∑
x
Ex= ∑
ξ∈U dN ,ξ 6=ξN
{ℜ2(q˜(ξ ))+ℑ2(q˜(ξ ))+ℜ2(v˜(ξ ))+ℑ2(v˜(ξ ))}+ 1
2
{ℜ2(q˜(ξN))+ℜ2(v˜(ξN))}
where ξN = (N2 ,
N
2 , . . . ,
N
2 ).
Note that the cardinality of U dN is
Nd−1
2 if N is odd and
Nd
2 if N is even. If N is odd, under the
measure µN,E , the random variables
(ℜ(q˜(ξ )),ℑ(q˜(ξ )),ℜ(v˜(ξ )),ℑ(v˜(ξ ))ξ∈U dN
are distributed according to the uniform measure on 2d∗(Nd − 1)-dimensional sphere of radius√
NdE. If N is even, under the measure µN,E , the random variables
(ℜ(q˜(ξ )),ℑ(q˜(ξ )),ℜ(v˜(ξ )),ℑ(v˜(ξ ))ξ∈U dN ,ξ 6=ξN ,
(ℜ(q˜(ξN))√
2
,
ℜ(v˜(ξN))√
2
)
are distributed according to the uniform measure on 2d∗(Nd − 1)-dimensional sphere of radius√
NdE.
Then, we can conclude (i) since if N is odd,
EN,E [(v
j
0)
2] = EN,E [(
1
Nd ∑
ξ∈ZdN
vˆ j(ξ ))2] =
1
Nd
EN,E [( ∑
ξ∈ZdN ,ξ 6=0
v˜ j(ξ ))2]
=
4
Nd ∑
ξ∈U dN
EN,E [ℜ(v˜ j(ξ ))2] =
4
Nd
Nd−1
2
NdE
2d∗(Nd−1) =
E
d∗
.
We can also do a similar computation and conclude the same result if N is even.
For (ii), if N is odd, we have
EN,E [(v
j
0)
4] = EN,E [(
1
Nd ∑
ξ∈ZdN
vˆ j(ξ ))4] =
1
N2d
EN,E [( ∑
ξ∈ZdN ,ξ 6=0
v˜ j(ξ ))4]
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=
16
N2d ∑
ξ∈U dN
EN,E [ℜ(v˜ j(ξ ))4]+
48
N2d ∑
ξ 6=ξ ′∈U dN
EN,E [ℜ(v˜ j(ξ ))2ℜ(v˜ j(ξ ′))2]
=
16
N2d
Nd−1
2
EN,E [ℜ(v˜ j(e1))4]+
48
N2d
(Nd−1)(Nd−3)
4
EN,E [ℜ(v˜ j(e1))2ℜ(v˜ j(2e1))2].
Then, we can apply the classical equivalence of ensembles under the uniform measure on the
sphere to conclude (ii). Similar arguments also work for the case that N is even, and also for
(iii).
Finally, we prove (iv). We only deal with the case that N is odd, since the other case can be
shown in the same way. By definition,
q jx−q j−x =
2i
Nd ∑
ξ∈ZdN
sin(2pi
ξ
N
·x)qˆ j(ξ ), v j0 =
1
Nd ∑
ξ∈ZdN
vˆ j(ξ )
and so
EN,E [(q jx−q j−x)(q je1−q j−e1)(v j0)2]
=
−4
N4d ∑
ξ ,ξ ′,ζ ,ζ ′∈ZdN
sin(2pi
ξ
N
·x)sin(2pi ξ
′
N
· e1)EN,E [qˆ j(ξ )qˆ j(ξ ′)vˆ j(ζ )vˆ j(ζ ′)]
=
−4
N4d ∑
ξ ,ξ ′,ζ ,ζ ′∈ZdN ,ξ ,ξ ′,ζ ,ζ ′ 6=0
sin(2pi
ξ
N
·x)sin(2pi ξ
′
N
· e1)EN,E [qˆ j(ξ )qˆ j(ξ ′)vˆ j(ζ )vˆ j(ζ ′)].
The last term is equal to
−4
N3d ∑
ξ ,ξ ′,ζ ,ζ ′∈ZdN ,ξ ,ξ ′,ζ ,ζ ′ 6=0
sin(2pi ξN ·x)sin(2pi ξ
′
N · e1)
ωN(ξ )ωN(ξ ′)
EN,E [q˜ j(ξ )q˜ j(ξ ′)v˜ j(ζ )v˜ j(ζ ′)].
From the explicit distribution of (q˜, v˜) studied above, if ξ  ξ ′, then
EN,E [q˜ j(ξ )q˜ j(ξ ′)v˜ j(ζ )v˜ j(ζ ′)] =−EN,E [q˜ j(ξ )q˜ j(ξ ′)v˜ j(ζ )v˜ j(ζ ′)] = 0.
The same is true if ζ  ζ ′. Also, if ξ = ξ ′, then
EN,E [q˜ j(ξ )q˜ j(ξ ′)v˜ j(ζ )v˜ j(ζ ′)]
= EN,E [
(
ℜ(q˜ j(ξ ))+ iℑ(q˜ j(ξ ))
)2v˜ j(ζ )v˜ j(ζ ′)]
= EN,E [(ℜ(q˜ j(ξ ))2−ℑ(q˜ j(ξ ))2)v˜ j(ζ )v˜ j(ζ ′)]+2iEN,E [ℜ(q˜ j(ξ ))ℑ(q˜ j(ξ ))v˜ j(ζ )v˜ j(ζ ′)] = 0.
The same is true if ζ = ζ ′. Therefore, the term EN,E [q˜ j(ξ )q˜ j(ξ ′)v˜ j(ζ )v˜ j(ζ ′)] 6= 0 if and only if
ξ =−ξ ′ and ζ =−ζ ′. Moreover,
EN,E [q˜ j(ξ )q˜ j(−ξ )v˜ j(ζ )v˜ j(−ζ )] = EN,E [
(
ℜ(q˜ j(ξ ))2+ℑ(q˜ j(ξ ))2
)(
ℜ(v˜ j(ζ ))2+ℑ(v˜ j(ζ ))2
)
]
= 4EN,E [ℜ(q˜ j(e1))2ℜ(v˜ j(e1))2]
does not depend on ξ ,ζ . From the explicit distribution
4EN,E [ℜ(q˜ j(e1))2ℜ(v˜ j(e1))2] =
E2
d∗2
+O(N−d).
Therefore,
EN,E [(q1x−q1−x)(q1e1−q1−e1)(v10)2]
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=
4
N3d
(
E2
d∗2
+O(N−d)
)
∑
ξ ,ζ∈ZdN ,ξ ,ζ 6=0
sin(2pi ξN ·x)sin(2pi ξN · e1)
ωN(ξ )ωN(ξ )
=
1
Nd
(
E2
d∗2
+O(N−d)
)
∑
ξ∈ZdN ,ξ 6=0
sin(2pi ξN ·x)sin(2pi ξN · e1)
∑da=1 sin(
piξ a
N )
2
.

REFERENCES
[1] G. BASILE, C. BERNARDIN, S. OLLA, Thermal Conductivity for a Momentum Conservative Model, Comm.
Math. Phys, 287 (2009), 67–98.
[2] G. BASILE, C. BERNARDIN, M. JARA, T. KOMOROWSKI AND S. OLLA, Thermal Conductivity in Harmonic
Lattices with Random Collisions, Lecture Notes in Physics, 921 (2016), 215–237.
[3] C. BERNARDIN AND P. GONC¸ALVES, Anomalous Fluctuations for a Perturbed Hamiltonian System with
Exponential Interactions, Comm. Math. Phys, 325 (2014), 291–332.
[4] C. BERNARDIN, P. GONC¸ALVES AND M. JARA, 3/4-fractional superdiffusion in a system of harmonic oscil-
lators perturbed by a conservative noise, Arch. Rational Mech. Anal. 220 (2016), 505–542.
[5] C. BERNARDIN AND G. STOLTZ, Anomalous diffusion for a class of systems with two conserved quantities,
Nonlinearity, 25 (2012), 1099–1133.
[6] A. DHAR, Heat transport in low-dimensional systems, Adv. Phys. 57, 457 (2008).
[7] M. JARA, T. KOMOROWSKI AND S. OLLA, Superdiffusion of energy in a chain of harmonic oscillators with
noise, Commun. Math. Phys. 339, 407–453 (2015).
[8] B. R. JOHNSON, J. O. HIRSCHFELDER AND K. YANG, Interaction of atoms, molecules, and ions with
constant electric and magnetic fields, Rev. Mod. Phys. 55, 109 (1983).
[9] T. KOMOROWSKI AND S. OLLA, Diffusive Propagation of Energy in a Non-acoustic Chain, Arch. Rational
Mech. Anal., 223 (2017), 95–139
[10] Thermal Transport in Low Dimensions: From Statistical Physics to Nanoscale Heat Transfer, Edited by S.
Lepri, Springer (2016).
[11] S. LEPRI, R. LIVI, AND A. POLITI, Thermal conduction in classical low-dimensional lattices, Phys. Rep,
377, 1 (2003).
[12] O. NARAYAN AND S. RAMASWAMY, Anomalous Heat Conduction in One-Dimensional Momentum-
Conserving Systems, Phys. Rev. Lett. 89, 200601 (2002).
[13] V. POPKOV, A. SCHADSCHNEIDER, J. SCHMIDT, AND G.M. SCHU¨TZ, Fibonacci family of dynamical
universality classes, Proceedings of the National Academy of Sciences, 112 (41) 12645-12650 (2015).
[14] PHILIP E. PROTTER, Stochastic Integration and Differential Equations, 2005, Springer.
[15] S. TAMAKI, M. SASADA AND K. SAITO, Heat transport via low-dimensional systems with broken time-
reversal symmetry, Phys. Rev. Lett. 119, 110602 (2017).
[16] H. SPOHN, Nonlinear Fluctuating Hydrodynamics for Anharmonic Chains, J. Stat. Phys. 154, 1191–127
(2014).
[17] H. SPOHN AND G. STOLTZ, Nonlinear Fluctuating Hydrodynamics in One Dimension: The Case of Two
Conserved Fields, J. Stat. Phys. 160, 861–884 (2015).
DEPARTMENT OF PHYSICS, FACULTY OF SCIENCE AND TECHNOLOGY, KEIO UNIVERSITY, 3-14-1, HIYOSHI,
KOHOKU-KU, YOKOHAMA, KANAGAWA, 223-8522, JAPAN
E-mail address: saitoh@rk.phys.keio.ac.jp
GRADUATE SCHOOL OF MATHEMATICAL SCIENCES, UNIVERSITY OF TOKYO, 3-8-1, KOMABA, MEGURO-
KU, TOKYO, 153–8914, JAPAN
E-mail address: sasada@ms.u-tokyo.ac.jp
