Big biomedical data create exciting opportunities for discovery, but make it difficult to capture analyses and outputs in forms that are findable, accessible, interoperable, and reusable (FAIR). In response, we describe tools that make it easy to capture, and assign identifiers to, data and code throughout the data lifecycle. We illustrate the use of these tools via a case study involving a multi-step analysis that creates an atlas of putative transcription factor binding sites from terabytes of ENCODE DNase I hypersensitive sites sequencing data. We show how the tools automate routine but complex tasks, capture analysis algorithms in understandable and reusable forms, and harness fast networks and powerful cloud computers to process data rapidly, all without sacrificing usability or reproducibility-thus ensuring that big data are not hard-to-(re)use data. We compare and contrast our approach with other approaches to big data analysis and reproducibility.
Introduction

1
We show here that these difficulties can be overcome via the use of relatively simple 23 tools that either entirely automate or significantly streamline the many, often mundane, 24 tasks that consume biomedical researcher time. These tools include Big Data Bags
25
(BDBags) for data exchange and minimal identifiers (Minids) as persistent identifiers for 26 intermediate data products [7] ; Globus cloud services for authentication and data 27 transfer [8, 9] ; and the Galaxy-based Globus Genomics [10] and Docker containers [11] 28 for reproducible cloud-based computations. Simple application programming interface 29 (API)-level integration means that, for example, whenever a new BDBag is created to 30 bundle outputs from a computation, a Minid can easily be created that can then be 31 consumed by a subsequent computational step.
32
To demonstrate what can be achieved in this space, we present here a case study of 33 big data analysis, a transcription factor binding site (TFBS) analysis that creates an 34 atlas of putative transcription factor binding sites from ENCODE DNase I workflows, and customized R scripts; high-speed networks for data exchange; and tens 40 of thousands of core-hours of computation on workstations and public clouds. We 41 introduce the analysis method, review the tools used in its implementation, and present 42 the implementation itself, showing how the tools enable the principled capture of a 43 complex computational workflow in a reusable form. In particular, we show how all 44 resources used in this work, and the end-to-end process itself, are captured in reusable 45 forms that are accessible via persistent identifiers. 46 The remainder of this paper is as follows. In §2, we introduce the TFBS atlas 47 application and in §3 the tools that we use to create a FAIR implementation. We 48 describe the implementation in §4 and §5, discuss implications of this work and its 49 relationship to other approaches in §6, and conclude in §7. 50 2 An atlas of transcription factor binding sites 51 Large quantities of DNase I hypersensitive sites sequencing (DNase-seq) data are now 52 available, for example from the Encyclopedia of DNA Elements (ENCODE) [12] . Funk 53 et al. [13] show how such data can be used to construct genome-wide maps of candidate 54 transcription factor binding sites (TFBSs) via the large-scale application of footprinting 55 methods. As outlined in labeled in the figure and referenced throughout this paper as 1 .. (rather than an entire dataset) while being able to ensure that a dataset's contents are 132 unchanged. We use the minimal viable identifier (Minid) for this purpose. 
154
While Minids and BDBags can be used independently, they can be used together to 155 powerful effect. As we illustrate in later sections, we can create a Minid for a BDBag, 156 allowing us to uniquely identify the BDBag instance and providing a repeatable method 157 for referring to the BDBag. A Minid can be used as the URL for a remote file reference 158 within a BDBag's fetch.txt file, in place of a direct URL to a file storage location.
159
The BDBag tooling knows how to resolve such a Minid reference through the landing 160 page to a copy of the BDBag data for materialization into the complete data set. We 
Globus data management services
163
The often distributed nature and large size of biomedical data complicates data 164 management tasks-such as, in our case study, moving ENCODE data to cloud 165 computers for analysis, and providing persistent access to analysis results. We use two 166 capabilities provided by Globus [9] to overcome these difficulties.
167
First, we use Globus identity management, authentication, and authorization 168 capabilities to enable researchers to authenticate with their institutional credentials and 169 then access different data sources and data services without requiring further 170 authentication.
171
Second, we use the Globus file-based data management services to enable efficient, 172 reliable, and secure remote data access, secure and reliable file transfer, and controlled 173 sharing. With more than 10,000 storage systems accessible via the Globus Connect 174 interface, and support for data access from many different file systems and object stores, 175 Globus translates the often baffling and heterogeneous world of distributed storage into 176 a uniform, easily navigable data space.
177
A third capability that we expect to leverage in future work is Globus data 178 publication [22] to support large-scale data publication. This service provides workflows 179 for making data immutable, associating descriptive metadata, and assigning persistent 180 identifiers such as digital object identifiers (DOIs) [23] . 
Globus Genomics for parallel cloud-based computation 182
Small data analyses can be implemented effectively via R or Python scripts, that can be 183 executed on a workstation or a cloud-hosted virtual machine and then shared as 184 documents or via notebook environments such as Jupyter [24] . Big data analyses can be 185 more challenging to implement and share, due to the need to orchestrate the execution 186 of multiple application programs on many processors in order to process large quantities 187 of data in a timely manner, whether for quality control [25] , computation of derived 188 quantities, or other purposes.
189
We use Globus Genomics [10] Minids, and other features useful for big data applications.
196
Other workflow systems with capabilities similar to those of the Galaxy system 197 include the Python-based Toil [27] , the Pipeline environment [28, 29] , and the Common 198 Workflow Language (CWL) [30] . The approach described here could be easily adopted 199 to use different workflow languages and systems. Singularity [33] can be used to capture a complete software stack in a form that can be 205 executed on many platforms. We use Docker here to package the various applications 206 used in the footprinting workflow. A benefit of this technology is that a container image 207 can be described (and built) with a simple text script that describes the base operating 208 system and the components to be loaded: in the case of Docker, a Dockerfile. Thus it is 209 straightforward to version, share, and reproducibly rebuild a container [34] . 223 or removed and quality control procedures evolve. Thus, it is important to record the 224 results of these queries at the time they were executed, in a reproducible form.
225
ENCODE provides a web portal that a researcher can use to query the ENCODE 226 database, using menus to specify parameters such as assay, biosample, and genomic annotations. The result is a set of data URLs, which must be downloaded individually 228 and unfortunately do not come with associated metadata or context. Researchers often 229 resort to building shell scripts to download and store the raw datasets. These manual 230 data retrieval and management steps can be error-prone, time consuming, and difficult 231 to reproduce. Researchers must manually save queries to record data provenance, and 232 the only way to validate that downloaded files have not been corrupted is to download 233 them again.
234
To simplify this process, we used BDBag, Minid, and Globus tools to create a 235 lightweight command line utility and web service, encode2bag, shown as 1 in Fig 1. A 236 researcher can use either the web interface or the command line interface to either enter 237 an ENCODE query or upload an ENCODE metadata file describing a collection of 238 datasets. They can then access the corresponding data, plus associated metadata and 239 checksums, as a BDBag. Fig 4 shows an illustrative example in which the web interface 240 is used to request data from urinary bladder DNase-seq experiments.
241
Selecting the "Create BDBag" button triggers the creation of a ∼100 kilobyte
242
BDBag that encapsulates references to the files in question, metadata associated with 243 those files, the query used to identify the data, and the checksums required to validate 244 the files and metadata. The BDBag is stored in AWS Simple Storage Service (S3) cloud 245 storage from where it can be accessed for purposes of sharing, reproducibility, or 246 validation. Because this BDBag contains references to data, rather the data themselves, 247 it captures the entire response to the query in a small (hundreds of kilobytes) form that 248 can be easily downloaded, moved, and shared. When needed, all, or a subset of, the files 249 named within the BDBag's fetch.txt file can be downloaded (using BDBag tools), while 250 ensuring that their contents match those of the original query.
251
To further streamline access to query results, encode2bag assigns a Minid for each 252 BDBag that it creates, so as to provide for unambiguous naming and identification of 253 research data products that are used for data provenance. In the example in Fig 4 the BDBag. The Minid can be passed between services as a concise reference to the BDBag. 257 The Funk et al. [13] workflow uses encode2bag to create BDBags for each of the 27 258 tissue types in ENCODE, each with its own Minid. For example, the DNase-seq data 259 associated with adrenal tissue is at ark:/57799/b9w37t. These 27 BDBags contain 260 references to a total of 2.4 TB of ENCODE data; references that can be followed at any 261 time to access the associated data. It is these BDBags that are the input to the next 262 are combined into a BDBag.
280
As the ENCODE data consist primarily of short sequence reads, Funk et al. [13] ran 281 the sequence alignment process twice, with seed lengths of 16 and 20, respectively. 1 282 thus produces two BDBags per tissue type, for a total of 54. (The two sets of outputs 283 allow 5 to compare the merits of the two seed lengths for identifying footprints.)
284
While the computations involved in 2 are relatively simple, the size of the datasets 285 being manipulated and the cost of the computations make it important to execute 286 subcomputations in parallel whenever possible. Each tissue and seed can be processed 287 independently, as can the alignments of the replicates for each biosample, the merge and 288 sort for each biosample, and (in 3 ) the footprint generation by HINT and Wellington. 289 We use Globus Genomics to manage the resulting parallel computations in a way that 290 both enables cloud-based parallel execution and reproducibility. smaller box represents a separate application, with a name (the shaded header), one or 293 more inputs (below the header and above the line), and one or more outputs (below the 294 line). Each link connects an output from one application to the input of another. DNase-seq dataset contained in a BDBag and referenced by a Minid, including but not 307 restricted to those produced by the encode2bag service.
308
This third application in the master workflow, "SNAP Workflow Batch," invokes a 309 subworkflow that comprises five applications (see Fig 5B) . This subworkflow resolves 
Identifying footprints
317
Having assembled the DNase-seq data into a set of aligned BAM files, 3 of Fig 1 uses 318 the F-Seq program [35] to identify regions of open chromatin and then applies the HINT 319 and Wellington footprint algorithms to those regions to generate footprints. This logic 320 is implemented by the lower three applications in the master workflow shown in Fig 5A. footprinting algorithms on both BED and BAM files to generate candidate footprints. 326 Additional information on the generation process is available online [36] . 
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The input to 4 , shown as Motif in Fig 1, is a collection of 1,530 nonredundant TF 334 binding motifs assembled by Funk et al. [13] . This motif collection was assembled by 335 using the Tomtom program from the MEME suite [37] to identify non-redundant motifs 336 within the JASPAR 2016 [38] , HOCOMOCO v10 [39] , UniPROBE [40] , and 337 SwissRegulon [41] motif libraries, each of which was accessed via the Bioconductor R 338 package MotifDb [42] . Tomtom was then used to compute pair-wise simularity scores for 339 motifs from different libraries and then used those scores to eliminate redundant motifs. 340 More details are available online [36] . This process involves human judgment and so we 341 do not record the associated code as part of our reproducibility package. Rather we 342 make available the resulting human-curated catalog to enable reproducibility of the 343 subsequent workflow.
344
4 uses the Find Individual Motif Occurrences (FIMO) tool [43] , also from the 345 MEME suite, to identity potential TF binding sites in the GRCh38 human reference 346 genome. It uses FIMO (from the Regulatory Genomics toolkit version 0.11.2 as captured 347 in the Docker container ark:/57799/b9jd6f) to search GRCh38 (captured in the hg38 348 folder of ark:/57799/b9fx1s) for matches with each of the 1,530 non-redundant motifs. 349 An individual motif can match multiple times, and thus the output of this step is a total 350 of 1,344,953,740 hits, each comprising a motif, a genomic location, the probability of the 351 motif occurring at that location, and the match score of the sequence position. GenomicRanges [44] is used to create GRanges objects for each of the 108 footprint files 357 and for the hits catalog. Each footprint file is then intersected with the hits catalog 358 independently to produce a total of 108 TFBS candidate files. For convenience, the 359 footprints and TFBSs are also loaded into a cloud-based relational database, organized 360 by tissue type, accessible as described online [45] . We review here the complete TFBS workflow, for which we specify the input datasets 363 consumed by the workflow, the output datasets produced by the workflow, and the 364 programs used to transform the inputs into the outputs. The inputs and programs are 365 provided to enable readers to reproduce the results of the workflow; the outputs are 366 provided for readers who want to use those results.
367
We specify each input, output, and program by providing a Minid. Several of these 368 Minids reference what we call a "bag of bags" BDBag: a single BDBag that itself 369 contains a set of BDBags, for example one per tissue. This use of a bag of bags allows 370 us to refer to the dataset with a single identifier; the reader (or a program) can access 371 the complete dataset by retrieving the bag of bags and using the BDBag tools to 372 automatically download and materialize the constituent BDBags contained in its data 373 directory. Each BDBag contains descriptive metadata for its contents. Table 2 provide identifiers for the six datasets shown in Fig 1, and Table 3 provides 375 identifiers for the software used to implement the five computational steps of Fig 1. We 376 also aggregate the information in these tables into a single document so that they can 377 be accessed via a persistent digital object identifier [46] . To simplify the creation of 378 Docker container components, we created a tool that generates a Docker manifest from 379 a Galaxy tool definition [47] . Table 2 . The six datasets shown in Fig 1, D1- Table 3 . The software used to implement the five steps shown in Fig 1. As the software for 1 is used only to produce the input data at ark:/57799/b9dt2t, we do not provide identifiers for specific versions of that software. 
380
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As a first step towards evaluating whether this information is enough to enable 381 reproducibility, we asked a colleague to reproduce an analysis described in this paper:
382 specifically, to regenerate the results for urinary bladder, for which, as shown in viewed as fundamental to data-driven discovery [5] . It is instructive to compare and contrast the methods described in this paper with other 435 approaches to big data and/or reproducible science.
436
Biomedicine is not alone in struggling with the complexities described here [49] . But 437 big data tools from outside biomedicine tend to focus on narrow aspects of the analytic 438 problem, leaving researchers on their own when it comes to managing the end-to-end 439 discovery process [50] .
440
Many approaches to reproducibility focus on using mechanisms such as 441 makefiles [51, 52] , open source software [31, 32] , specialized programming 442 environments [53] , and virtual machines [54] to organize the code and/or data required 443 for a computation. These approaches work well for small data but face challenges when 444 computations must scale to terabytes and span sites.
445
Another set of approaches require that all data be placed, and analysis occur, within 446 a single, homogeneous environment. In the case of the Analysis Commons [55] Rather than requiring the use of a single computational environment, the technologies 473 used in this case study facilitate interoperability among environments, so that data can 474 be accessed from many locations (Globus Connect) using common security mechanisms 475 (Globus Auth), transferred in a compact form (BDBags) with consistent naming and 476 checksums for verification of integrity (Minids), and then analyzed rapidly using 477 software in common formats (Docker), declarative workflows (Galaxy), and parallel 478 computation (Globus Genomics). These elements represent useful steps towards a data 479 commons, which Bonnazi et al. [59] 
