(pt)k P(k) = k! e-p1, fort > 0, p > 0, (2.1) with k = 0, 1, 2, . .. .
The hypothesis of a Poisson process is almost invariably a very good model to start with. However, a number of (mainly experimental) effects are known which lead to modifications in the observed sequence of events, and these will be discussed in Sections 2.3 and2.4.
There are both theoretical and experimental reasons which support our confidence that Poisson processes do, indeed, occur quite often in nature. Many textbooks explain in detail how, by an appropriate limiting procedure, a binomial process tends to become Poissonian. However, mathematicians have also developed axiomatic approaches, and these have at least the merit of showing that very few conditions are actually needed for obtaining a Poisson process.
If N(t, t + Llt) denotes the number of events that occur in the time interval, Llt, then it is, for example, sufficient for a counting process to be Poissonian that (Parzen, 1962) a) N(t, t 
where p is the rate of the process and o(Llt) denotes a function tending to zero more rapidly than Llt. These conditions ensure that in a sufficiently small time interval, Llt, at most one event occurs. In this sense, events do not "cluster" and the process has independent increments (no "memory").
If, in addition, Prob {N(t 0 , t 0 + t) = k), with k = 0, 1, 2, ... , depends only on the interval t (and not on its starting point t 0 ), the Poisson process is said to be time independent or stationary. It is interesting to note that the assumptions made above (or equivalent ones) are of a rather general and apparently "mild" nature. This might already be a satisfactory explanation for the frequent occurrence of Poisson processes.
Quite independently of such mathematical arguments, there also exists a strong experimental basis for our confidence in the Poisson law. For reasons of experimental convenience, the precision experiments so far performed for checking the validity of the Poisson distribution all used the a particles emitted from 241 Am and, instead of measuring the relative frequencies of k, which are expected to approximate the Poisson probabilities P(k), the quantity actually checked has been the corresponding interval distribution for successive events. Whereas an earlier experiment (Garfinkel and Mann, 1968 ) had revealed some unexplained deviations from the expected exponential form, an improved repetition (with more than a million time intervals) (Cannizzaro et al., 1978) was statistically compatible with the Poisson expectation. There is little doubt, however, that both the planning and the analysis of such a test could still be improved. A recently suggested basic limitation on the measurement of a Poisson process originating from a decay, supposed to be caused by 1/f noise, has since been recognized as unfounded, and precise measurements verified that the Poisson law remains unaffected. For a recent review of this topic, see Nieuwenhuizen et al. (1987) . Indeed, the habit of taking the Poisson process as the starting point for any further modelling seems to rely on a sound theoretical and experimental basis to the extent that any observed deviations are considered a sure sign of artifacts or malfunctions (including dead times or afterpulses) in the measurement equipment.
Let us now have a closer look at the process itself. It is easy to show that the formal conditions given above guarantee that the result is a Poisson process with count rate p, with a probability for observing k events in a time interval t given by Equation 2.1. We also readily obtain the useful recurrence formula pt .
The Poisson process is probably the most thoroughly studied process in mathematical statistics; the huge literature has been admirably condensed in a readable single book by Haight (1967) . We can mention here only some useful elementary properties. The ordinary moments, mr(k), defined by = 2, kr Prob (k), for r = 1, 2, ... , k=O (2.3a) where E(x) means the expectation value of a random variable x, are given for the Poisson distribution by r mrCk) = 2, S(r, j) 
Likewise, the first central moments, Mr(k), defined by Mr(k) = E{(k -m 1 )"} = L (k -m 1 )" Prob (k), (2.4a) k=O and related to mr(k) by the general expression
This reveals a remarkable feature of the Poisson process, namely that its expectation value (E(k) = m 1 (k)), its variance (V(k) = M 2 (k)) and its third central moment (M 3 (k)) are all equal toµ,.
From the characteristics which are typical of a Poisson process, let us mention here just two. First, a superposition of two independent Poisson processes (with expectation values µ, 1 and µ, 2 ) results in a new Poisson process, with µ, = µ, 1 + µ, 2 . This property of additivity is readily extended to any number of independent components. Second, a Poisson process from which individual events are independently retained (or deleted) with probability p' (or 1 -p') gives rise to a " thinned" Poisson process with expectation p' µ,. The utility of these remarkable features is obvious if we think, for instance, of the superposition of signal and background counts, or of a counter with finite detection efficiency.
However, this should not make us believe that Poisson processes are omnipresent. Take, for example, a parent-daughter decay (involving an isomeric state); both the parent and the daughter events form individual Poisson processes, but this is no longer true for their superposition, as they are correlated. Likewise, an original Poisson process in which some events have been lost by a dead time is no longer Poissonian, because the selection is not random, but coupled to the arrival of an event. This is also the case after insertion, for example, of a scale of two, where only every second pulse is kept.
The behavior in time of a Poisson process is of particular interest. It is fully described by the simple exponential law for the interval density which is f(t) = pe -pt, for both p and t ~ 0.
(2.5)
For multiple intervals of order k, thus between the pulses number n and n + k, with n chosen arbitrarily, this leads, since consecutive intervals are independent, to (* denotes a convolution and the exponent *k stands for a k-fold convolution)
(2.6) with k = 1, 2, 3, ... , which is a gamma distribution. It describes the interval density of an original Poisson process after it has passed a scale ofk. It may be noted that these densities remain unchanged if the interval is started at random and ended by the arrival of pulse numberk.
The moments oflowest order for the time interval t are m 1 (t) = E(t) =ki p and a2(t) = V(t) = k/ p 2 .
Various useful generalizations of the simple Poisson process have been described (see, e.g., Haight, 1967) . Among those which are of physical relevance is the class of compound (also called "mixed" or "doubly stochastic") Poisson distributions. They are obtained by assuming that the parameter p is no longer a constant, but is itself an independent random variable. In our example, the observed counts then correspond to a sum (s 0 = 0) where all quantities x are random variables with a common distribution Prob (x). The number n of terms is an independent random quantity, with Prob (n) . Then the probability that Sn amounts to k is given by
It can be shown (Breitenberger, 1955) that this distribution has expectation E(k) = E(n)E(x) and variance
Ifit is explicitly assumed that the mean value of the Poisson distribution varies according to a gamma density, it happens that the probability fork follows a negative binomial (or P6lya) distribution. Such a model may be adequate, for example, when the scatter in the detection efficiency of a proportional counter has to be taken into account (for details, see Muller, 1978a) .
The usual form of the Poisson distribution assumes that the mean count rate p remains constant. In the applications to radioactivity, this hypothesis may not be fulfilled. Whenever the total time interval during which measurements (each of duration t) are performed becomes comparable with the half life of the decaying source, the results of these measurements may no longer follow the Poisson law and their description requires a modified form. This modification can be done rigorously for a source decaying exponentially with a known half life T 112 • The mean lifetime is then known to be 1/ ,\ = T 112 /ln 2. In the absence of background, the decay-modified Poisson law can be written in the form (Muller, 1981b)
with J.Lo = Pot and ,u 1 = ,u 0 e-\ where Po is the count rate at the beginning of the total measuring period Ttot> t is the duration of an individual measurement and K = ..\Ttot· E 1 and ' "Y denote the exponential integral and the incomplete gamma function, respectively, which are defined by the integrals (NBS, 1964) 
It is possible to evaluate the first two moments of k, yielding (for K ~ 0)
(2.8)
From the difference between K V(k) and KE(k) the quantity K can be determined experimentally, and hence the corresponding half life. All these results can be generalized to the case when a time-independent background is added (Muller, 1981b) . For small distortions of the Poisson law due to decay, the observed distributions (Salma and Zemplen-Papp, 1992) agree well with what is expected (Muller, 1992).
Notion of Dead Time
The term "dead time" normally denotes a time interval of a given length which follows a registered electronic event. During this period no further registrations are possible. Dead times, therefore, invariably give rise to counting losses.
The detailed mechanism by which a dead time affects the original sequence of arriving pulses depends both on the statistical nature of the incoming events and on the actual behavior of the dead-time circuit, in particular with respect to events arriving during its action. In general, two particular types of dead times are distinguished, namely non-extendable, initiated by every registered event, and extendable, initiated by every incoming event. The behavior of these two types is illustrated in Figure 2 .1. However, the counting losses clearly also depend on the statistical nature of the incoming events. Thus, for a regular pulse series, as produced by an oscillator of frequency v, an imposed dead time has no effect at all as long as its length T is smaller than 1 I v, the distance between pulses. If T lies between 1/ v and 2/ v, it reduces the output count rate to v/2 provided that it is of the non-extendable type, but to zero if it is extendable. This may occasionally be a convenient way of reducing an oscillator frequency by a known factor.
In what follows-and this is true for virtually all applications involving radioactive sources-we shall normally assume that the incoming pulses follow the Poisson law, i.e., the probability for observing in an (arbitrarily chosen) interval of length t exactly k events is given by Equation 2.1. We shall now try to describe rather briefly the perturbative effect of a dead time on an original Poisson process in a quantitative way. There are essentially three possibilities of doing this, namely by considering the count rate, the interval density or the statistics of the counts.
Dead-Time Effects

Output Count Rates
The quantity of most practical interest is the output count rate after a dead time of given length and type (Figure 2 .2). If the input pulses form a Poisson process with count rate p, then the output sequence of incoming rate is known to be given by
In practice, it is often the original count rate p which we want to determine by means of the measured rate R and the known dead time. The result is, putting RT= z, for T non-extendable:
It should be mentioned that, for an extendable dead time, there are, in general, two possible input rates which correspond to R ; Equation 2.lOb gives only the "first" solution. When it is essential to know both solutions accurately, one can use the formula (Muller, 1982b)
where Y = J-2(1+lnz). Exact numerical values for the coefficients Cj (in the form of fractions) are known up to j = 32. The first ones are listed in decimal form in Table 2 .1. 
Interval Densities
For a Poisson process, the density for the interval between subsequent events is known to be exponen-tial, as given by Equation 2.5. The introduction of a dead time will clearly modify this density and, in particular, we expect it to vanish for t < T. The interval densities corresponding to the two types of dead time have been extensively studied; we can only attempt to give a cursory review.
If the time t is started by a registered event (thus dealing with an "ordinary" process), then the density of the waiting time to the first event is given by the expressions (Muller, 1973) for a non-extendable dead time (denoted by n):
for an extendable dead time (denoted bye):
where J is the largest integer below t IT.
In both cases f(t) = 0 for t < T. All the events are therefore separated from each other by at least the dead time. Figure 2 .3 shows experimental densities recorded for the two types of dead times. A more detailed study would reveal that
and that the two densities cross at t = 2T, where they assume the common value p e -pr = f( T).
Whereas for an unmodified Poisson process the choice of the time origin t = 0 is irrelevant, this is no longer true after insertion of a dead time. A frequent situation is the case where time is started at random, i.e., independently of the process considered. This is called an equilibrium process. Then the waiting time to the first pulse has the density for a non-extendable dead time:
for 0 < t .:::; T, fort ;?. T;
for an extendable dead time:
(2 .13a)
For multiple intervals, i.e., waiting times for event number k > 1, the densities are obtained from the ones given explicitly above by repeated convolutions, since subsequent intervals are independent of each other. Hence, we can apply the theory developed for renewal processes (Cox, 1962) . This then leads us to the general relations (k = 1, 2, . . . ) and o(t) is the Dirac function. We recall that "*" in these expressions denotes a convolution of two functions, whereas "*k", written as an exponent, stands for a k-fold convolution.
For practical calculations, it is easier to work with the integral transforms of the densities since convolutions then reduce to simple multiplications. Cumulative distributions are defined as usual by F k(t ) = Lt fk(x) dx and Gk(t ) = Lt gk(x) dx, (2.15) and they give the probability that the distance to event number k does not exceed t. Some problems connected with a "random start" are discussed in Muller (1991c).
Counting Statistics
The counting statistics, i.e., the probabilities for observing a given number of events, for a Poisson process modified by a dead time, can be obtained from the corresponding interval distributions. The reasoning is as follows : If kt is the total number of events occurring in a time interval t, and if tk is the arrival time of event k, then the inequality k > kt implies that tk > t . In terms of the corresponding probabilities, this leads to
if we consider an equilibrium process. Hence, the transition from the interval densities gk(t) to the probabilities W(k) can be performed by realizing that
(2.16)
Since the distributions ~(t) depend on the type of dead time and counting process considered, a bewildering variety of slightly different modifications of the Poisson process, due to the effect of a dead time, can be derived. Exact expressions for the various experimental conditions have been assembled in Muller (1974) for a non-extendable and in Libert (1976) for an extendable dead time. It may be worthwhile to have a look at the case of a possible small distortion where the main question is whether such an effect really exists. One then expects that
where P(k) is the probability according to the undistorted Poisson law, but for the observed mean value k. The detection of the presence of an experimental effect can now be based on the differences between the observed frequencies and the ones expected for P (k): A sign test permits one to decide if, as a function ofk, they follow the pattern prescribed by the term in the brackets. In this way, it has been possible to show that the well-known Rutherford-Geiger data for alpha particles do not strictly follow a Poisson law, but are distorted by the finite resolving time of the observer's eye (Muller, 1972; 1991b) .
Experimenters are usually most interested in the mean values and the extent of the scatter. We expect that the simple relations valid for a Poisson process will be modified. A great simplification in the presentation of the corresponding results can be achieved by neglecting a constant term which depends on the type of process considered and which is negligibly small for t » 7 . The approximate formulae, valid for the two types of dead times (nor e), can be written as (with (2.20)
More specific results for the different types of processes involved can be found, for instance, in Muller (1977a; 1978b) .
Since ratios of moments are often easier to determine experimentally than absolute values, it may be of interest to see how they are affected by a dead time. One can readily find (to first order and valid for any type of dead time) that
(2.21 )
Better approximations are known, but even then these ratios should not be used for a determination of the dead time involved since simpler and more accurate methods are available for this purpose.
Notion of a Generalized Dead Time
The two traditional types of dead time, although originally based on experimental considerations, have been defined in a somewhat arbitrary way. As long as dead times are imposed artificially, the choice of their properties is largely a matter of convenience. However, for those situations where the temporal modifications are inadvertently introduced into a series of pulses by a complex electronic chain, we cannot expect that the corresponding effects will be properly described by one of the usual models and the advantage of a more general description becomes obvious.
In one way or another, generalizations are always possible, but not all of them are ofreal use. One of the main requirements is that the mathematical descriptions remain simple enough to allow an exact evaluation of the experimentally relevant quantities. In addition, they should, whenever possible, include the two traditional types as special cases, thereby allowing a number of simple checks. The model first proposed by Albert and Nelson (1953) fulfills these conditions. The generalization consists in that an incoming pulse produces an extendable dead time with probability 8 and a non-extendable one with probability 1 -8, with subsequent choices being completely independent of each other. Obviously, the limiting cases 8 = 0 and 8 = 1 then bring us back to the traditional types of a non-extendable or an extendable dead time.
The natural starting point for any formal description is the Laplace transform of the interval density for the arrival of pulses which originally formed a Poisson process (of count rate p), but have passed a generalized dead time (with characteristics 'T and 8). Both this transform and the corresponding (original) interval density f(t ) in the time domain are known, but rather complicated. Of more practical interest is the mean output count rate, given by the Takacs formula (Takacs, 1958) 8p rfl, = e OpT + 8 -1 ' (2.22) which is a generalization of the results given previously for 8 = 0 and 8 = 1. For an elementary derivation of Equation 2.22, see Muller (1988b) . Expressions for determining the original count rate p from rfl, by numerical iterations can be found in Libert (1988) or Breonce and Muller (1984) .
The general formula for the variance of k, the number of events registered within t, may be shown
Again one can verify that the limiting cases for 8 lead to the expressions given above.
It is important to realize that generalized dead times do not have a mere abstract existence; they can be readily simulated and accurately measured, even if they are not directly accessible. Their predicted features can therefore be experimentally checked and verified, but space limitations do not allow us to go into any details here (Muller, 1991a).
Combined Decay-and Dead-Time Effects
The relation between the original input rate Po of pulses stemming from a decaying radioactive source and the measured mean output rate R, averaged over the time T of observation, is a rather involved one if we assume a (time-independent) background rate PB, i.e., for an original source count rate of the form p(t ) = Po e->-t + PB· By using the abbreviations Xo = PoT, Xs = PBT and A = e->-T, the results can be presented in the following form (Axton and Ryves, 1963; Muller, 1981b) -for a non-extendable dead time: (2 .24b)
where E 1 is the exponential integral that we have met before in Equation 2.7.
An expression for R which is valid for a dead time of a generalized type is also available (Muller, 1988a) . For the original count rate p 0 , a closed formula is known only for the case of a non-extendable dead time, for which X -e~T 1 + xs
For an extendable dead time, p 0 has to be obtained numerically by an iterative solution of Equation 2.24b.
Dead-time effects for a decay passing through a metastable state are described by Funck (1987a).
Series Arrangements of Two Dead Times
AB dead times practically never occur in isolated form, but are usually part of some series arrangement, it is necessary to know, at least in some approximate way, how a sequence of two such elements can be described, in particular with regard to the observed count rates. One might perhaps naively think that it is sufficient to consider the longer dead time alone, but this is true only if it is also the first one.
For most practical applications of series arrangements, it is obvious that the first element ( T 1 ) is of shorter duration than the second ( T 2 ), so that their ratio (2.25) which must lie between 0 and 1, is often relatively small. As a consequence, the main effect is due to the second element and the influence of the first dead time may be considered as a correction. This then leads to the following formal relation between the input (p) and output (R) count rates (2.26) where T 2 is the transmission factor for ' T 2 alone (thus in the absence of a first dead time), whereas T 1 takes account of the additional effect due to the presence of ' T1 (see Figure 2 .4). T 1 is therefore a function of both dead times.
For the two traditional types of dead times there are four possible arrangements of two dead times in series, and these give rise to different transmission factors T 1 , while T 2 is simply given by [ (1 + x)-1 , for ' T 2 non-extendable, T2 = (2.27) e-x, for ' T 2 extendable, p )I nor e nor e Fig. 2.4 . Schematic series arrangement of two dead times, with notation used for count rates (see Equation 2.26) . withx = p'T 2 • The analytical form ofT 1 (Muller, 1973) is simple only if the two dead times are of different type. One can show that e"" 1 1 T (n e) = --""'1 + -a 2 x 2 --a 3 x 3 (2.28) 1 ' l+ax 2 3 and l+x T1(e, n) = (1a)x + e"" 1 1 ""' 1 -2 a 2 x 2 + 6 (3 -a)a 2 x 3 . (2.29)
Expressions for the original count rates of these two series arrangements have been given by Libert (1989) .
The transmission factors for the other two cases are more difficult to evaluate and they depend on the range of a. For many applications, series expansions will be appropriate. These can be given (for a ~ 1/ 3) in the form T 1 (n,n) ""' 1 -112 a 2 x 2 + 1 / 2 (1 + a)a 2 x 3 , (2.30) T 1 (e,e)""' 1+ 1 /2a 2 x 2 + 1 /aa 3 x 3 .
(2.31)
It is interesting to note that T 1 is always smaller than unity if T 2 is of type n, but larger than unity for type e. Expressions applicable to other domains of a can be found in Funck (1986) . For the series arrangement of two generalized dead times, the corresponding transmission factors are not yet fully known, but it is already clear that, for an expansion of the form T 1 ( 8i, 8 2 ) = 1 + a 2 ( 8i, 8 2 )x 2 + a 3 ( 8 1 , 8 2 )x 3 + · · · , the first coefficients are (again for a ~ 1/ 3) (2.32)
x [(8 2 -1)(3 +a)+ 2(28 1 -l)a]a 2 . (2.33) More general expressions are given in Muller (1990; 1991a) ; for the special case T 1 (8i, e), see Muller (1987; 1988c) .
It has been shown that, for any arrangement of two traditional dead times in series, it is always possible to find a single "equivalent" generalized dead time (of value T 2 ) with a parameter 8 such that the output count rate is the same (Muller, 1986) . Even more interesting is the prospect of rendering the second dead time "robust" by choosing 8 2 in such a way that T 1 ""' 1, so that the output count rate becomes insensitive to the first dead time.
Measurement of Dead Time
There is a great variety of methods used to measure dead time. Historically, the first were the so-called two-source method and the decaying-source method. The basis for this type of measurement is the fact that the effect looked for increases more than linearly with source strength. Both methods are rather difficult to apply, are time-consuming and have only a moderate accuracy. Along with some other approaches (e.g., oscilloscope method and double-pulse method), they are well explained in NCRP (1985) and in Knoll (1989) , and therefore we shall not describe them here.
In the past two decades, these methods have been largely replaced, at least in the standardizing laboratories, by new approaches which are easy to apply, take less time and are capable of high accuracy. The two most used today on a routine basis are the source-pulser method (Misra and Taylor, 1964; Baerg, 1965) and the two-pulser method (Muller, 1969a; 1969b) , which can be considered as variants of the two-source method. Since, in both cases, the determination of the dead time relies on the difference measured between the input and output rates of a dead-time circuit, these methods assume that we can measure the input rates. This is usually true only for those cases where dead times have been inserted artificially.
Source-Pulser Method
For this method, the input pulse train is the superposition of pulses from a source, of rate Ps (with background included), and of periodic pulses from an oscillator, with rate vP, fed into the preamplifier. The output count rate, measured after the dead-time circuit, is denoted Rsp-The numerical value of the dead time can then be obtained by using the following expressions (taken from NCRP, 1985) with for T non-extendable (n) which is valid for both types of dead time.
(2.36)
The superposition of regularly spaced pulses on those originating from the source gives rise to some complicated interval densities. The problem has been treated rigorously (Muller, 1976b) and leads to an exact formula for the non-extendable case. It involves a correction factor, which is available either in tabular form (Muller, 1976a) or, with sufficient precision, as a simple analytical expression (Taylor, 1976) . No rigorous treatment is known for an extendable dead time.
Two-Pulser Method
In this method, the input series is provided by the superposition of pulses from two oscillators, the frequencies vi and v 2 < vi of which should have incommensurable values. The main advantages of this approach are simplicity and accuracy. In addition, it allows us to measure not only the numerical value of r, but also its type (by a simple change of vi). Thanks to the elementary nature of the processes involved, the interval density for the superimposed pulse sequence is easily obtained exactly, and likewise the modification introduced by a dead time. It turns out that the output count rate Ra, when measured as a function (for instance) of vi, has the simple behavior sketched in Figure 2 .5.
It can readily be seen from the graph that, while for vir < 1/2 the measured output Ra (and therefore, also the value T of the dead time) is independent of the type, its value in the region 1/2 < vir < 1 also allows us to determine in a quantitative way the type of the dead time involved. With T known, the ratio vi -Ra
gives the type parameter e introduced in Section 2.3.4 dealing with generalized dead times. If, for a measurement performed in the region with a single solution, i.e., for vi T < 1/2, we denote the number of events, registered within a fixed time t, in the three counting channels by nI> n 2 and n 3 , respectively, then the value of the dead time is given by the exact expression 7 = !_ (n 1 + n 2 -n 3 ) . 2 n 1 n 2 (2.38) Examples of early uses of this method can be found in De Carlos and Granados (1972) , and Gostely and Noverraz (1975) . A very convenient apparatus for measuring dead times has been described by Breonce (1981) .
The question of how to choose the oscillator frequencies, v 1 and v 2 , so that they are not too close to a ratio of "small" integers, has been carefully studied by Gostely and Carnal (1978) and Carnal and Gostely (1979) . The problem is a subtle one, but it can be easily circumvented in practice.
Indirect Measuring Methods
We call the measurement of a dead time indirect if a (direct) comparison of input and output counts is not possible. In particular, this is always the case for a "natural" first dead time. In such a situation, one has to rely on the assumption that the original process is strictly Poissonian. This implies that any observed deviation is assumed to be due to the presence of a dead time. The measurement of such a "first" dead time is, in general, not straightforward, but there are exceptions. For example, if the dead time is of the extendable type, then the special series arrangement of Figure 2 .6 provides a remarkably simple solution of the problem. In this case, we have the exact relation where the non-extendable dead time 7 2 is known in advance and the count rates R 1 and R 2 can be readily measured. An arrangement analogous to Figure 2 .6, but with the roles of n and e interchanged, also leads to a simple result for 7 1 , now assumed to be of the non-extendable type, namely
(1/R 1 )lnCR1/R2) -72 71 = ln(R 1 / R2) -1 (2.40)
Both the formulae 2.39 and 2.40 can be easily obtained from formulae 2.27 to 2.29. They are also of interest if the type f}i of 7 1 is unknown, since the two values thus obtained are then lower and upper limits for any generalized first dead time. Unfortunately, all the other known methods are rather cumbersome. Thus, an approach could, for example, be based on the moments. Since the moments of the counting distribution are known theoretically (see Equations 2.18 to 2.20), their measurement (immediately after 7 1 ), up to, say, third order, when compared with the expected values which involve the unknown quantities p, 7 1 and f}i, can yield the desired information. A possibly much simpler approach, sketched by Muller (1991a), uses the input rate together with the outputs of two traditional dead times added in parallel.
