Abstract : Geometric algebra was initiated by W.K. Clifford over 130 years ago. It unifies all branches of physics, and has found rich applications in robotics, signal processing, ray tracing, virtual reality, computer vision, vector field processing, tracking, geographic information systems and neural computing. This tutorial explains the basics of geometric algebra, with concrete examples of the plane, of 3D space, of spacetime, and the popular conformal model. Geometric algebras are ideal to represent geometric transformations in the general framework of Clifford groups (also called versor or Lipschitz groups). Geometric (algebra based) calculus allows, e.g., to optimize learning algorithms of Clifford neurons, etc.
Introduction
W.K. Clifford (1845-1879), a young English Goldsmid professor of applied mathematics at the University College of London, published in 1878 in the American Journal of Mathematics Pure and Applied a nine page long paper on Applications of Grassmann's Extensive Algebra. In this paper, the young genius Clifford, standing on the shoulders of two giants of algebra: W.R. Hamilton (1805-1865), the inventor of quaternions, and H.G. Grassmann (1809-1877), the inventor of extensive algebra, added the measurement of length and angle to Grassmann's abstract and coordinate free algebraic methods for computing with a space and all its subspaces. Clifford thus unified and generalized in his geometric algebras (=Clifford algebras) the works of Hamilton and Grassmann by finalizing the fundamental concept of directed numbers [23] .
Any Clifford algebra Cl(V) is generated from an innerproduct 1 vector space (V, a · b : a, b ∈ V → R) by Clifford's geometric product setting 2 the geometric product 3 of any vector with itself equal to their inner product: aa = a · a. We indeed have the universal property [15] , [21] that any isometry unique associative and multilinear algebra with this property. Thus if we wish to generalize methods from algebra, analysis, calculus, differential geometry (etc.) of real numbers, complex numbers, and quaternion algebra to vector spaces and multivector spaces (which include additional elements representing 2D up to nD subspaces, i.e. plane elements up to hypervolume elements), the study of Clifford algebras becomes unavoidable. Indeed repeatedly and independently a long list of Clifford algebras, their subalgebras and in Clifford algebras embedded algebras (like octonions [17] ) of many spaces have been studied and applied historically, often under different names.
Some of these algebras are complex numbers (and the complex number plane), hyperbolic numbers (split complex numbers, real tessarines), dual numbers, quaternions, biquaternions (complex quaternions), dual quaternions, Plücker coordinates, bicomplex numbers (commutative quaternions, tessarines, Segre quaternions), Pauli algebra (space algebra),
Dirac algebra (space-time algebra, Minkowski algebra), algebra of physical space, para-vector algebra, spinor algebra, Lie algebras, Cartan algebra, versor algebra, rotor algebra, motor algebra, Clifford bracket algebra, conformal algebra, algebra of differential forms, etc. Section 1.1 can also be skipped by readers less interested in mathematical definitions. Then follow sections on the geometric algebras of the plane Cl(2, 0), of 3D space Cl (3, 0) , both with many notions also of importance in higher dimensions, and of spacetime Cl (1, 3) , conformal geometric algebra Cl (4, 1) , and finally on Clifford analysis. For further study we recommend e.g. [5] .
Definitions
Definition of an algebra [25] : Let A be a vector space over the reals R with an additional binary operation from A × A to A, denoted here by • (x • y is the product of any x, y ∈ A). Then A is an algebra over R if the following identities hold ∀ x, y, z ∈ A, and "scalars" α, β ∈ R : ( . This means that x • y is bilinear. The binary operation is often referred to as multiplication in A, which is not necessarily associative.
Definition of inner product space [1] : An inner product space is a vector space V over R together with an inner product map ., . : V × V → R, that satisfies ∀ x, y, z ∈ V and ∀ α ∈ R: (1) Symmetry: x, y = y, x . (2) Linearity in the first argument: αx, y = α x, y , x + y, z = x, z + y, z . Note: We do not assume positive definiteness. Definition of inner product algebra: An inner product algebra, is an algebra equipped with an inner product A × A → R.
Definition of Clifford's geometric algebra (GA) [6] , [17] : Let {e 1 , e 2 , . . . , e p , e p+1 , . . . , e p+q , e p+q+1 , . . . , e n }, with n = p + q + r, e
. . , n, be an orthonormal base of the inner product vector space R p,q,r with a geometric product according to the multiplication rules
where δ k,l is the Kronecker symbol with δ k,l = 1 for k = l, and δ k,l = 0 for k l. This non-commutative product and the additional axiom of associativity generate the 2 Note: The definition of Clifford's GA is fundamentally coordinate system independent, i.e. coordinate free. Equation (1) is fully equivalent to the coordinate independent definition: aa = a · a, ∀ a ∈ R p,q,r [7] . This even applies to Clifford analysis (Geometric Calculus). Clifford algebra is thus ideal for computing with geometrical invariants [15] . A review of five different ways to define GA, including one definition based on vector space basis element multiplication rules, and one definition focusing on Cl(p, q, r) as a universal associative algebra, is given in chapter 14 of the textbook [17] .
In general A k denotes the grade k part of A ∈ Cl(p, q, r). The parts of grade 0, (s − k), (k − s), and (s + k), respectively, of the geometric product of a k-vector A k ∈ Cl(p, q, r) with an s-vector B s ∈ Cl(p, q, r)
are called scalar product, left contraction (zero for s < k), right contraction (zero for k < s), and (associative) outer product, respectively. These definitions extend by linearity to the corresponding products of general multivectors. The various derived products of (2) are related, e.g. by
Note that for vectors a, b in R p,q,r ⊂ Cl(p, q, r) we have
where a · b is the usual inner product of R p,q,r .
For r = 0 we often denote R p,q = R p,q,0 , and Cl(p, q) = Cl(p, q, 0). For Euclidean vector spaces (n = p) we use R n = R n,0 = R n,0,0 , and Cl(n) = Cl(n, 0) = Cl(n, 0, 0 [7] , [18] : An outermorphism is the unique extension to Cl(V) of a vector space map for all a ∈ V, f : a → f (a) ∈ V ′ , and is given by the mapping B =
Clifford's GA of a Euclidean plane
In order to demonstrate how to compute with Clifford numbers, we begin with a low dimensional example. 
Example of Cl(2, 0)
which represents a mathematically negative (clockwise) 90
• rotation. The bivector e 12 acts like a rotation operator, and we observe the general anti-commutation property
The square of the unit bivector is −1,
= e 1 e 2 e 12 = e 1 (−e 1 ) = −1, just like the imaginary unit j of complex numbers C. Table 1 is the complete multiplication table of the Clifford algebra Cl(R 2 ) = Cl(2, 0, 0) = Cl(2, 0) with algebra basis elements {1, e 1 , e 2 , e 12 } (which includes the vector basis of R 2 ). The even subalgebra spanned by {1, e 12 } (closed under geometric multiplication), consisting of even grade scalars (0-vectors) and bivectors (2-vectors) , is isomorphic to C.
Algebraic unification and vector inverse
The general geometric product of two vectors a, b ∈ R 2 ab = (a 1 e 1 + a 2 e 2 )(b 1 e 1 + b 2 e 2 )
has therefore a scalar symmetric inner product part
and a bi-vector skew-symmetric outer product part 
where e 
again because e 2 12 = −1. The geometric product of vectors is invertible for all vectors with non-zero square a
The inverse vector a/a 2 is a rescaled version (reflected at the unit circle) of the vector a. This invertibility leads to enormous simplifications and ease of practical computations.
Geometric operations and transformations
For example, the projection of one vector x ∈ R 2 onto another a ∈ R 2 is
The rejection (perpendicular part) is
We can now use x , x ⊥ to compute the reflection 8 of x = x + x ⊥ at the line (hyperplane 9 ) with normal vector a, which means to reverse x → −x
The combination of two reflections at two lines (hyperplanes) with normals a, b
gives a rotation. The rotation angle is α = 2θ a,b and the rotor
where the lengths |a||b| of ab cancel against |a| −1 |b| −1 in (ab) −1 . The rotor R gives the spinor form of rotations, fully replacing rotation matrices, and introducing the same elegance to real rotations in R 2 , like in the complex plane. In 2D, the product of three reflections, i.e. of a rotation and a reflection, leads to another reflection. In 2D the product of an odd number of reflections always results in a reflection. That the product of an even number of reflections leads to a rotation is true in general dimensions. These transformations are in Clifford algebra simply described by the products of the vectors normal to the lines (hyperplanes) of reflection and called versors.
Definition of a versor [15] : A versor refers to a Clifford monomial (product expression) composed of invertible vectors. It is called a rotor, or spinor, if the number of vectors is even. It is called a unit versor if its magnitude is 1.
Every versor A = a 1 . . . a r , a 1 , . . . , a r ∈ R 2 , r ∈ N has an inverse
such that
This makes the set of all versors in Cl(2, 0) a group, the so called Lipschitz group with symbol Γ(2, 0), also called Clifford group or versor group. Versor transformations apply via outermorphisms to all elements of a Clifford algebra. It is the group of all reflections and rotations of R 2 . The reverse product order of a versor represents an involution (applying it twice leads to identity) called reversion 10 8 Note that reflections at hyperplanes are nothing but the Householder transformations [14] of matrix analysis. 9 A hyperplane of a nD space is a (n − 1)D subspace, thus a hyperplane of R 2 , n = 2, is a 1D (2 − 1 = 1) subspace, i.e. a line. Every hyperplane is characterized by a vector normal to the hyperplane. 10 Reversion is an anti-automorphism. Often a dagger A † is used instead of the tilde, as well as the term transpose.
In the case of Cl(2, 0) we have
where the odd grade vector part Cl − (2, 0) = R 2 generates reflections, and the even grade part of scalars and bivectors Cl + (2, 0) = {A | A = α + βe 12 , α, β ∈ R} generates rotations. The normalized subgroup of versors is called pin group
The pin group has an even subgroup, called spin group
As mentioned above Cl + (2, 0) has the basis {1, e 12 } and is thus isomorphic to C. In the case of Cl(2, 0) we have explicitly
The spin group has in general a spin plus subgroup
The groups Pin(2, 0), Spin(2, 0), and Spin + (2, 0) are two-fold coverings 12 of the orthogonal group O(2, 0) [24] , the special orthogonal group SO(2, 0), and the component of the special orthogonal group connected to the identity SO + (2, 0).
Let us point out, that this natural combination of reflections leading to spinors rightly indicates the way how Clifford's GA is able to give a fully real algebraic description to quantum mechanics, with a clear cut geometric interpretation.
Vectors, k-vectors and multivectors
A general element in Cl(2, 0), also called multivector can be represented as
Like real and imaginary parts of a complex number, we have a scalar part M 0 of grade 0, a vector part M 1 of grade 1, and a bivector part M 2 of grade 2
with 11 Note, that in general for Clifford algebras Cl(n, 0) of Euclidean spaces R n,0 we have the identity Spin(n) = Spin + (n), where Spin(n) = Spin(n, 0). The reason is that A A < 0 is only possible for non-Euclidean spaces R p,q , with q > 0. 12 The set of all grade k elements, 0 
The symmetric scalar part of the geometric product of two multivectors M, N ∈ Cl(2, 0) is also called their scalar product and because of its fundamental importance denoted with a special product sign *
which is easy to compute using the multiplication 
we get the norm |M| of a multivector as
which for vectors M ∈ Cl 1 (2, 0) is identical to the length of a vector, and for even grade subalgebra elements M ∈ Cl + (2, 0) to the modulus of complex numbers, and for pure bivectors like a ∧ b = ab 2 gives the area content of the parallelogram spanned by the vectors a, b ∈ R
The reversion operation maps e 12 = −e 12 , it is therefore the equivalent of complex conjugation in the isomorphism Cl + (2, 0) C, fully consistent with its use in the norm (40).
Generalizing inner and outer products to multivectors
The grade extraction also allows us to generalize the inner product of vectors, which maps two grade one vectors a, b ∈ R 2 = Cl 1 (2, 0) to a grade zero scalar
and therefore lowers the grade by 1. In contrast, the outer product with a vector raises the grade by 1, i.e.
In general the left contraction (symbol ⌋) of a k-vector A k = A k with a l-vector B l = B l is defined as
which is zero if 0 > l−k, i.e. if k > l. Figuratively speaking (like with projections), we can only contract objects of the same or lower dimension from the left onto an object on the right. The right contraction (symbol ⌊) is defined as
which is zero if k − l < 0, i.e. if k < l. Figuratively speaking, we can only contract objects of the same or lower dimension from the right onto an object on the left. Both contractions are bilinear and can thus be extended to contractions of multivectors
The reversion changes the order of factors and therefore relates left and right contractions by
In general the associative outer product of a k-vector A k = A k with a l-vector B l = B l is defined as the maximum grade part of the geometric product
where
where the last identity is specific to Cl(2, 0), it does generally not hold in GAs of higher dimensional vector spaces. The last identity is due to the fact, that in a plane every third vector c can be expressed by linear combination of two linearly independent vectors a, b. If a, b would not be linearly independent, then already a ∧ b = 0, i.e. a b. The outer product in 2D is of great advantage, because the cross product of vectors does only exist in 3D, not in 2D. We next treat the GA of R 3 .
Geometric algebra of 3D Euclidean space
The Clifford algebra Cl(R 3 ) = Cl(3, 0) is arguably the by far most thoroughly studied and applied GA. In physics it is also known as Pauli algebra, since Pauli's spin matrices provide a 2 × 2 matrix representation. This shows how GA unifies classical with quantum mechanics.
Given an orthonormal vector basis {e 1 , e 2 , e 3 } of R 3 , the eight-dimensional (2 3 = 8) Clifford algebra Cl(R 3 ) = Cl(3, 0) has a basis of one scalar, three vectors, three bivectors and one trivector {1, e 1 , e 2 , e 3 , e 23 , e 31 , e 12 , e 123 },
where as before e 23 = e 2 e 3 , e 123 = e 1 e 2 e 3 , etc. All basis bivectors square to −1, and the product of two basis bivectors gives the third e 23 e 31 = e 21 = −e 12 , etc.
Therefore the even subalgebra Cl + (3, 0) with basis 13 {1, −e 23 , −e 31 , −e 12 } is indeed found to be isomorphic to quaternions {1, i, j, k}. This isomorphism is not incidental. As we have learned already for Cl(2, 0), also in Cl (3, 0) , the even subalgebra is the algebra of rotors (rotation operators) or spinors, and describes rotations in the same efficient way as do quaternions [3] . We therefore gain a real geometric interpretation of quaternions, as the oriented bi-vector side faces of a unit cube, with edge vectors {e 1 , e 2 , e 3 }. 13 The minus signs are only chosen, to make the product of two bivectors identical to the third, and not minus the third. 
In Cl(3, 0) a reflection at a plane (=hyperplane) is specified by the plane's normal vector a ∈ R
the proof is identical to the one in (22) for Cl(2, 0). The combination of two such reflections leads to a rotation by α = 2θ a,b
where 
where we only used that the permutation of two orthogonal vectors in the geometric product produces a minus sign. 
Yet writing the basis in the simple product form (51), fully preserves the geometric interpretation in terms of scalars, vectors, bivectors and trivectors, and allows to reduce all products to elementary geometric products of basis vectors, which is used in computational optimization schemes for GA software like Galoop [9] .
Multiplication table and subalgebras of Cl(3, 0)
For the full multiplication table of Cl(3, 0) we still need the geometric products of vectors and bivectors. By changing labels in 
which also shows that in general vectors and orthogonal bivectors necessarily commute. Commutation relationships therefore clearly depend on both orthogonality properties and on the grades of the factors, which can frequently be exploited for computations even without the explicit use of coordinates. Table 2 gives the multiplication table of Cl(3, 0). The elements on the left most column are to be multiplied from the left in the geometric product with the elements in the top row. Every subtable of Table 2 , that is closed under the geometric product represents a subalgebra of Cl(3, 0).
We naturally find Table 1 Then there is the subtable of {1, e 123 } of the central subalgebra isomorphic to C. Any element of Cl(3, 0) squaring to −1 generates a 2D subalgebra isomorphic to C. This fundamental observation leads to the generalization of the conventional complex Fourier transformation (FT) to Clifford FTs, sometimes called geometric algebra FTs [12] . Moreover, we also obtain generalizations of real and complex (dual) wavelets to Clifford wavelets, which include quaternion wavelets.
We further have closed subtables with elements {1, e 1 , e 23 , e 123 = i 3 }, which are fully commutative and correspond to tessarines, also called bicomplex numbers, Segre quaternions, commutative quaternions, or Cartan subalgebras. In general we can specify any unit vector u ∈ R 3 , u 2 = 1, and get a commutative tessarine subalgebra with basis {1, u, ui 3 , i 3 }, which includes besides 1 and the vector u itself, the bivector ui 3 orthogonal to u, and the oriented unit volume trivector i 3 . Again GA provides a clear and useful geometric interpretation of tessarines and their products. Knowledge of the geometric interpretation is fundamental in order to see these algebras in nature and in problems at hand to be solved, and to identify settings, where a restriction to subalgebra computations may save considerable computation costs. (62)
The grade structure of
We have a scalar part M 0 of grade 0, a vector part M 1 of grade 1, a bivector part M 2 of grade 2, and a trivector part M 3 of grade 3 
Mapping grades k, 0 ≤ k ≤ 3, to grades 3 − k is known as duality or Hodge duality. Because of its usefulness and importance it gets the symbol * as an upper index 
Therefore we can use
to translate well known results of standard 3D vector algebra into GA. Yet we emphasize, that the cross product a × b only exists in 3D, where a bivector has a unique (orthogonal) dual vector. The outer product has the advantage, that it can be universally used in all dimensions, because geometrically speaking the parallelogram spanned by two linearly independent vectors is always well defined, independent of the dimension of the embedding space. Duality 15 also relates outer product and contraction of any A, B ∈ Cl(3, 0)
For vectors a, b ∈ R 3 this can be rewritten as
Inserting the duality definition this gives
which are handy relations in GA computations.
Let us do two simple examples. First, for a = b = e 1 . Then we have i 3 a = i 3 b = e 23 , a · b = 1, and get
Second, for a = e 1 , b = e 2 . Then we have i 3 a = e 23 , i 3 b = e 31 , a ∧ b = e 12 , and get
(i 3 a)⌊b = e 23 ⌊e 2 = −e 3 , i 3 (a ∧ b) = i 3 e 12 = −e 3 .
The blade subspaces of Cl(3, 0)
A vector a ∈ R 3 can be used to define a hyperplane H(a) by
which is an example of an inner product null space (IPNS) definition. It can also be used to define a line L(a) by
which shows an outer product null space (OPNS) definition. We can also use two linearly independent vectors to span a plane P(a ∧ b). By that we mean, that x = αa + βb, α, β ∈ R, if and only if, x ∧ a ∧ b = 0. Let us briefly check that. Assume
On the other hand, if x has a component not in the plane spanned by a, b, then x ∧ a ∧ b results in a non-zero trivector, the oriented parallelepiped volume spanned by x, a, b. Hence every plane spanned by two linearly independent vectors a, b ∈ R is in OPNS
Three linearly independent vectors a, b, c ∈ R 3 always span R 3 , and their outer product with any fourth vector x ∈ R 3 is zero by default (because in Cl(3, 0) no 4-vectors exist). Therefore formally
. These geometric facts motivate the notion of blade. A blade A is an element of Cl (3, 0) , that can be written as the outer
Another name for k-blade A is simple k-vector. As we have just seen, every k-blade fully defines and characterizes a k-dimensional vector subspace V(A) ⊂ R 3 . Such subspaces are therefore often simply called blade subspaces. The GA of a blade subspace Cl(V(A)) is a natural subalgebra of Cl (3, 0) .
The formulas for projection and rejection of vectors can now be generalized to the projection and rejection of subspaces, represented by their blades in their OPNS representations, where the grade of a blade shows the dimension of the blade subspace. The projection of a blade A onto a blade B is given by
where the left contraction automatically takes care of the fact that it would not be meaningful to project a higher dimensional subspace V(A) onto a lower dimensional subspace V(B).
This projection formula is a first example of how GA allows to solve geometric problems by means of elementary algebraic products, rather than the often cumbersome conventional solution of systems of linear equations.
The rejection (orthogonal part) of a blade A from a second blade B is given by
If we interpret a general multivector A ∈ Cl(3, 0) as a weighted sum of blades, where the weights can also be interpreted as blade volumes, then by linearity the projection P B (A) [ 
which is exactly what we expect, because the vector e 1 is in the plane B = e 12 , e 3 is orthogonal to e 12 and is projected out, the bivector component e 12 is also in the plane B = e 12 , but the bivector component e 23 is perpendicular to e 12 and is correctly projected out. Let us also compute the rejection 
which is again correct, because only the vector e 3 is orthogonal to the plane B = e 12 , whereas e.g. e 23 is not fully orthogonal 16 , because it has the vector e 2 in common with B = e 12 .
The general duality of the outer product and the left contraction in (68) and (69) has the remarkable consequence of duality of IPNS and OPNS subspace representations, because for all blades A ∈ Cl(3, 0)
i.e. because in general (x⌋A) * = x ∧ A * for all x, A ∈ Cl(3, 0). And because of (A * ) * = A(−i 3 ) 2 = −A, we also have
So we can either represent a subspace in OPNS or IPNS by a blade A ∈ Cl(3, 0) as
We also have the relationship
In application contexts both representations are frequently used and it should always be taken care to clearly specify if a blade is meant to represent a subspace in the OPNS or the IPNS representation. In GA software like CLUCalc or CLUViz [19] this is done by an initial multivector interpretation command. 16 To include e 23 one can simply compute A − P B (A) = e 3 + e 23 .
The outer product itself joins (or unifies) disjoint (orthogonal) blade subspaces, e.g., the two lines L(a) and L(b) are unified by the outer product to the plane P(a ∧ b) in (76). The left contraction has the dual property to cut out one subspace contained in a larger one and leave only the orthogonal complement. For example, if A = e 1 , B = e 12 
where A ′ , B ′ are the orthogonal complement blades of M in A, B, respectively,
where we freely use the fact that scalar factors like
, are not relevant for determining a subspace (in both OPNS and IPNS), i.e.
The join (union) J of any two blade subspaces V(A), V(B) can therefore be represented as
Inserting the above contraction formulas for A ′ , B ′ we get
In turn we can use the join J (or equivalently its inverse blade J −1 ) to compute M. The argument is from set theory. If we cut out B from J (or J −1 ), then only A ′ (or A ′−1 ) will remain as the orthogonal complement of B in J (or J −1 ). Cutting out A ′ (or A ′−1 ) from A itself leaves only the meet 
which represents the line of intersection L(e 2 ) of the two planes P(e 12 ) and P(e 23 ).
Practically important relations in Cl(3, 0)
Let A, B ∈ Cl(p, q, r). Some authors use angular brackets without index to indicate the scalar part of a multivector, e.g. 17 The symbol ∨ stems from Grassmann-Cayley algebra.
For reversion (an involution) we have
Apart from reversion, there is the automorphism main involution (or grade involution) which maps all vectors a →â = −a, and therefore
i.e. even blades are invariant under the grade involution, odd grade blades change sign. The composition of reversion and grade involution is called Clifford conjugation
Applied to a multivector M ∈ Cl(3, 0) we would get
The following algebraic identities [8] are frequently applied
Clifford's geometric algebra of spacetime (STA)
The 
The commutator of two bivectors always gives a third bivector, e.g., 
Exponentiating all bivectors gives a group of rotors, the Lorentz group, its Lie algebra is the commutator algebra of the six bivectors. The even grade subalgebra Cl + (1, 3) with 8D basis (l = 1, 2, 3): {1, {σ l }, {Iσ l }, I} is isomorphic to Cl (3, 0) .
Assigning electromagnetic field vectors E = E 1 σ 1 + E 2 σ 2 + E 3 σ 3 , B = B 1 σ 1 + B 2 σ 2 + B 3 σ 3 , the Faraday bivector is F = E + I B. All four Maxwell equations then unify into one 18 Note that some authors prefer opposite signature Cl(3, 1).
with vector derivative ∇ = 3 µ,ν=0 η µ,ν e ν ∂ µ = 3 µ=0 e µ ∂ µ . The Dirac equation of quantum mechanics for the electron becomes in STA simply
where the spinor ψ is an even grade multivector, and m the mass of the electron. The electron spinor acts as a spacetime rotor resulting in observables, e.g., the current vector
5. Conformal geometric algebra
Points, planes and motors in Cl(4, 1)
In order to linearize translations as in (106) we need the conformal model [2] , [15] , [16] of Euclidean space (in Cl(4, 1) ), which adds to x ∈ R 3 ⊂ R 4,1 two null-vector dimensions for the origin e 0 and infinity e ∞ , e 0 ⌋e ∞ = −1, to obtain by a non-linear embedding in R 4,1 the homogeneous 19 conformal point
The condition X 2 = 0 restricts the point manifold to the socalled null-cone of R 4,1 , similar to the light cone of special relativity. The second condition X⌋e ∞ = e 0 ⌋e ∞ = −1 further restricts all points to a hyperplane of R 4,1 , similar to points in projective geometry. The remaining point manifold is again 3D. See [4] , [5] , [13] , [15] , [18] - [20] , [23] for details and illustrations. We can always move from the Euclidean representation x ∈ R 3 to the conformal point X ∈ R 4,1 by adding the e 0 and e ∞ components, or by dropping them (projection (77) with i 3 , or rejection (78) with E = e ∞ ∧ e 0 ).
The contraction of two conformal points gives their Euclidean distance and therefore a plane m equidistant from two points A = a + Cl (4, 1) constitutes the Lie algebra of all conformal transformations (exponentials of bivectors) of R 3 . Derivatives with respect to these bivector motion parameters allow motor optimization, used in pose estimation, structure and motion estimation, and motion capture.
Blade representations of geometric objects in Cl(4, 1)
Computer vision, computer graphics and robotics are interested in the intuitive geometric OPNS meaning of blades (outer products of conformal points P 1 , . . . , P 4 ) in conformal GA (Pp = point pair) Pp = P 1 ∧ P 2 , Circle = P 1 ∧ P 2 ∧ P 3 ,
homogeneously representing the point pair {P 1 , P 2 }, the circle through {P 1 , P 2 , P 3 }, and the sphere with surface points {P 1 , P 2 , P 3 , P 4 }. Abstractly these are 0D, 1D, 2D, and 3D spheres S with center c ∈ R 3 , radius r ≥ 0, and Euclidean carrier blade directions D: 1 for points P, distance d ∈ R 3 of P 2 from P 1 , circle plane bivector i c , and sphere volume trivector i s ∝ e 123 = i 3 , see [13] . 
with the origin-infinity bivector E = e ∞ ∧ e 0 . A point X ∈ R 4,1 is on the sphere S , if and only if S ∧ X = 0. By duality this is equivalent to X⌋S * = 0, which is equivalent in Euclidean terms to (x − c) 2 = r 2 , where x is the Euclidean part of X, c ∈ R 3 the center of S , and r the radius of S . These objects are stretched to infinity (flattened) by wedging with e ∞ 
where c ⊥ ∈ R 3 indicates the support vector (shortest distance from the origin): p for finite-infinite point pair P ∧ e ∞ , c ⊥ for the line P 1 ∧ P 2 ∧ e ∞ and the plane P 1 ∧ P 2 ∧ P 3 ∧ e ∞ , and 0 for the 3D space R 3 itself (F = −i s E ∝ I 5 ). All geometric entities can be extracted easily (as derived and illustrated in [13] )
The conformal model is therefore also a complete super model for projective geometry.
In the dual IPNS representation spheres (points for r = 0) and planes become vectors in R
4,1
Sphere * = C − 1 2 r 2 e ∞ ,
where C is the conformal center point, n := c ⊥ /|c ⊥ | ∝ i c i 3 , "∝" means proportional.
A point X ∈ R 4,1 is on the plane Plane * , if and only if X⌋Plane * = 0, which is equivalent in Euclidean terms to x · n = d, where x is the Euclidean part of X, n ∈ R 3 the
