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Abstract
Pathwise uniqueness for multi-dimensional stochastic McKean–Vlasov
equation is established under moderate regularity conditions on the drift and
diffusion coefficients. Both drift and diffusion depend on the marginal mea-
sure of the solution. For pathwise uniqueness, the drift is assumed to be Dini-
continuous in the state variable, while the diffusion must be Lipschitz, contin-
uous in time and uniformly nondegenerate. The setting is classical McKean–
Vlasov, that is, coefficients of the equation are represented as integrals over
the marginal distributions of the process.
1 Introduction
Consider solutions of a stochastic McKean–Vlasov equation in Rd
dXt = B[t, Xt, µt]dt+ Σ[t, Xt, µt]dWt, X0 = x0, (1)
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with a possibly random x0 independent on W (and possessing a second moment),
under the convention
B[t, x, µ] =
∫
b(t, x, y)µ(dy), Σ[t, x, µ] =
∫
σ(t, x, y)µ(dy). (2)
Here W is a standard d1-dimensional Wiener process with d1 ≥ d, b and σ are vector
and matrix Borel functions of corresponding dimensions d and d × d1, respectively,
µt is the distribution of the process X at t. The initial data x0 may be random,
but independent of W ; a delta-measure is allowed. The systematic study of such
equations was started by McKean [8]. The reference [14] provides an introduction to
the whole area. McKean–Vlasov’s equations are interesting and important in quite
a few areas such as multi-agent SDE systems, filtering, et al.
Results on strong solutions for the equation (1) can be found, in particular, in
[14], [16], with some last achievements in [1] and [2]. About most recent results
for diffusion equations with jumps see also [10]. We suggest another method in
comparison to [2] with the goal to prove some result by using a combination of the
approaches from [1], [18] and [17]. The point is to use relaxed assumptions on the
dependence of the drift coefficient with respect to the state variable in comparison
to [2], to avoid use differentiation of measures, and as a result to have a significantly
shorter presentation of the result. Yet, the assumptions on the “third variable” in our
paper are stronger than in [2], so that, strictly speaking, the overall sets of conditions
in this and in earlier papers are not directly comparable.
This short paper consists of the introduction in the section 1, the main result in
the section 2, and its proof in the section 3.
2 Main result
Note that for any Borel function f(z, y) and any probability measure µ(dy) such
that f(z, ·) is integrable with respect to this measure, the function f [z, µ] :=∫
f(z, y)µ(dy) is Borel measurable in z (e.g., cf. [12, Theorem 2.6.8]). So, in
particular, if for each (t, x) the Borel measurable coefficients b(t, x, y) and σ(t, x, y)
are bounded – which we have assumed– then the functions b˜(t, x) := B[t, x, µt] and
σ˜(t, x) := Σ[t, x, µt] are Borel measurable in (t, x). Due to this fact, the equation (1)
is well-posed. Denote by P2 the set of all probability measures in R
d with a finite
second moment.
Denote
ρB(r) := sup
t≥0
sup
µ∈P2
sup
|x−x′|≤r
|B[t, x, µ]− B[t, x′, µ]|, r ≥ 0,
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which is a “uniform with respect to other variables” modulus of continuity of the
function B in the x variable. The notation L(Xt) stands for the marginal distribution
of Xt.
Theorem 1 Let
(i) L(X0) ∈ P2.
(ii) the functions b and σ be Borel bounded and globally Lipschitz in y,
(iii) ΣΣ∗[t, x, µ] be continuous in (t, x) for any µ uniformly, and also uniformly
nondegenerate:
inf
s≥0,x∈Rd,µ∈P2
inf
|λ|=1
λ∗Σ[s, x, µ]Σ[s, x, µ]∗λ > 0, (3)
(iv) Σ[t, x, µ] be uniformly (globally) Lipschitz with respect to the x variable, and
(v) the vector function B[t, x, µ] admit a Dini type condition with respect to x
∫
1
0
ρB(r)
r
dr <∞. (4)
Then solution of the equation (1) is pathwise unique and, hence, it is strong.
Remark 1 The condition (i) on boundedness of coefficients can be relaxed; we use
it just for an easier reference about weak existence as well as for an easier reference
on parabolic equations. The ultimate goal to estaiblish strong uniqueness under just
boundedness and Borel measurability of the drift b still seems to remain an open
problem for the case of the diffusion depending on the measure variable; if diffusion
does not depend on the measure variable, see, for example, [11, Theorem 3] (even
under the linear growth condition in x variable). The classical assumption of this
theory (2) can also be relaxed: all is required is, actually Lipschitz condition of Σ and
B in the measure variable. We do not pursue it here so as to simplify the presentation
as much as it is possiible.
3 Proof of Theorem 1
The idea is to use Zvonkin’s transformation as in [18] to tackle the dependence of
coefficients on the measure variable. Existence of weak solutions under the variety of
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conditions which include those in theorem 1 was established by many authors, see,
e.g., [3, 4, 5, 10, 11].
Suppose there are two solutions (X it , µ
i
t), i = 1, 2, on the same probability space
with the same Wiener process (Wt). Let T > 0 (it will be chosen small enough, see
later), and let
Li(t, x) = L[t, x, µit] =
1
2
∑
j,k
Ajk[t, x, µ
i
t]
∂2
∂xi∂xk
+
∑
j
Bj [t, x, µit]
∂
∂xj
, i = 1, 2,
where A[t, x, µ] = ΣΣ∗[t, x, µ], and let u(s, x) = (u1(t, x), . . . , ud(t, x)) be a vector-
function of Sobolev
⋂
p>1W
1,2
p,loc continuous solutions of the parabolic equations
ukt (t, x) + L
1
tu
k(t, x) = 0, u(T, x) = xk, 1 ≤ k ≤ d.
Solution of this system exists and is unique in the class of continuous functions in⋂
p>1W
1,2
p,loc with a moderate growth of the function u itself (for example, no faster
than any polynomial), cf. [13, Theorem 5.4], [15, 18] (even under a bit more relaxed
conditions: the continuity assumption of the matrix A in t at this stage could be
dropped). Denote
Y it := u(t, X
i
t), 0 ≤ t ≤ T.
If T > 0 is small enough, then it is known [18] that the gradient of the vector-function
u is close to the identity operator Id×d; in particular, it is uniformly bounded by the
sup-norm,
sup
t,x
‖∇xu(t, x)‖B <∞, (5)
and there exists C > 0 such that
C−1|Y 1t − Y
2
t | ≤ |X
1
t −X
2
t | ≤ C |Y
1
t − Y
2
t |, 0 ≤ t ≤ T.
Ito–Krylov’s formula applied to u(t, X it) componentwise for 0 ≤ t ≤ T reads,
dY 1t = du(t, X
1
t ) = (ut + L
1
tu)(t, X
1
t )dt+ Σ
∗[t, X1t , µ
1
t ]∇xu(t, X
1
t )dWt
= Σ∗[t, X1t , µ
1
t ]∇xu(t, X
1
t )dWt,
since ut + L
1
tu = 0 in the Sobolev sense, in particular, in Ld+1 which guarantees the
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applicability of Ito–Krylov’s formula. Also, similarly,
dY 2t = du(t, X
2
t ) =
(
ut + L
2
tu
)
(t, X2t )dt+ Σ
∗[t, X2t , µ
2
t ]∇xu(t, X
2
t )dWt
=
(
ut + L
1
tu
)
(t, X2t )dt+
(
L2t − L
1
t
)
u(t, X2t )dt+ Σ
∗[t, X2t , µ
2
t ]∇xu(t, X
2
t )dWt
=
(
L2t − L
1
t
)
u(t, X2t )dt+ Σ
∗(t, X2t , µ
2
t )∇xu(t, X
2
t )dWt.
Also notice that
Y 10 = u(0, x0) = Y
2
0 .
So, the difference Y 1t − Y
2
t has a (vector-valued) stochastic differential,
d(Y 1t − Y
2
t )
=
(
Σ∗[t, X1t , µ
1
t )∇xu(t, X
1
t )− Σ
∗[t, X2t , µ
2
t ]∇xu(t, X
2
t )
)
dWt −
(
L2t − L
1
t
)
u(t, X2t )dt
=
(
Σ∗[t, X1t , µ
1
t ]∇xu(t, X
1
t )− Σ
∗[t, X2t , µ
2
t ]∇xu(t, X
2
t )
)
dWt
−
1
2
Tr
(
ΣΣ∗[t, X2t , µ
2
t ]− ΣΣ
∗[t, X2t , µ
1
t ]
)
uxx(t, X
2
t )dt
−
(
B[t, X2t , µ
2
t ]− B[t, X
2
t , µ
1
t ]
)
ux(t, X
2
t )dt.
Hence,
(Y 1t − Y
2
t )
2 = 2
∫ t
0
(Y 1s − Y
2
s )
(
Σ∗[s,X1s , µ
1
s]∇xu(s,X
1
s )
−Σ∗[s,X2s , µ
2
s]∇xu(s,X
2
s )
)
dWs
−
∫ t
0
(Y 1s −Y
2
s )uxx(s,X
2
s )Tr
(
ΣΣ∗[s,X2s , µ
2
s]− ΣΣ
∗[s,X2s , µ
1
s]
)
ds
−2
∫ t
0
(Y 1s − Y
2
s )ux(s,X
2
s )
(
B[s,X2s , µ
2
s]− B[s,X
2
s , µ
1
s]
)
ds
+
∫ t
0
(
σ∗(s,X1s , µ
1
s)∇xu(s,X
1
s )− σ
∗(s,X2s , µ
2
s)∇xu(s,X
2
s )
)2
ds.
As usual, (Y 1t −Y
2
t )
2 is understood as an inner product equal to |Y 1t −Y
2
t |
2; the value
(Y 1s − Y
2
s )ux(s,X
2
s )
(
B[s,X2s , µ
2
s]− B[s,X
2
s , µ
1
s)
)
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is also interpreted as an inner product, or, equivalently, as pairing
〈Y 1s − Y
2
s , ux(s,X
2
s )
(
B[s,X2s , µ
2
s]− B[s,X
2
s , µ
1
s]
)
〉,
although, the latter notation will not be used in the sequel, and all other parts of
the latter calcuus are understood similary. Now, after taking expectation of the left
and right sides, the stochastic integral disappears. Further, due to the Lipschitz
condition on both coefficients b and σ nad their boundedness, we have the following
inequality,
∣∣(L2s − L1s)u(s,X2s )∣∣ ≤ 12
∣∣uxx(s,X2s )Tr (ΣΣ∗[s,X2s , µ2s]− ΣΣ∗[s,X2s , µ1s])∣∣
+
∣∣ux(s,X2s ) (B[s,X2s , µ2s]−B[s,X2s , µ1s])∣∣
≤ C E|X1s −X
2
s |.
Here the first bound holds due to the boundedness of both ux (see (5)) and uxx, the
latter being established in [6], see also [18, Proof of Theorem 4]. The last inequality
is a consequence of the property that for any Lipsctiz continuous function f ,
|F [µ1]− F [µ2]| = |Ef(ξ1)− Ef(ξ2)| = |E(f(ξ1)− f(ξ2))| ≤ LfE|ξ
1 − ξ2|,
where Lf is the Lipschitz norm of the function f .
Moreover,
∣∣(Y 1s − Y 2s ) (∇xu(s,X1s )Σ∗[s,X1s , µ1s]−∇xu(s,X2s )Σ∗[s,X2s , µ2s])∣∣
≤ C|(Y 1s − Y
2
s )||(X
1
s −X
2
s )|+ C|(Y
1
s − Y
2
s )|E|(X
1
s −X
2
s )|
≤ C|(Y 1s − Y
2
s )|
2 + C|(Y 1s − Y
2
s )|
√
E|(Y 1s − Y
2
s )|
2,
by the Cauchy - Bouniakovskii – Schwarz inequality. We obtain, of course, with new
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constants C in each line,
E|Y 1t − Y
2
t |
2 ≤ CE
∫ t
0
|(Y 1s − Y
2
s )|
2ds
+CE
∫ t
0
|(Y 1s − Y
2
s )|(E|(Y
1
s − Y
2
s )|
2)1/2ds+ CE
∫ t
0
|(Y 1s − Y
2
s )|
2ds
≤ C
∫ t
0
E|(Y 1s − Y
2
s )|
2ds.
Recall that the value E|(Y 1s − Y
2
s )|
2 is uniformly bounded for 0 ≤ s ≤ T , if T > 0
is small enough (this was a requirement so as to guarantee the boundedness of uxx).
Hence, by virtue of Gronwall’s inequality,
E|Y 1t − Y
2
t |
2 = 0 =⇒ E|X1t −X
2
t |
2 = 0, 0 ≤ t ≤ T.
In other words, the solution is pathwise unique until T . Repeating for T ≤ t ≤ 2T ,
2T ≤ t ≤ 3T , etc., we obtain pathwise uniqueness on the half line t ≥ 0 by induction.
The theorem is proved.
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