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Resumen Este art´ıculo presenta un me´todo de optimizacio´n v´ıa simu-
lacio´n que permite mejorar la prediccio´n de un simulador computacional
de cauces de r´ıos aprovechando los valiosos aportes del co´mputo paralelo
y distribuido. El problema a tratar para lograr este objetivo es la incerti-
dumbre en los para´metros de entrada al modelo, pero buscar para´metros
de simulacio´n o´ptimos es un gran desaf´ıo, ya que el taman˜o del espacio
de bu´squeda hace que sea un problema combinatorio con un alto costo
de co´mputo. La solucio´n propuesta utiliza te´cnicas de optimizacio´n en el
ana´lisis de simulaciones, reduciendo el espacio de bu´squeda e identifican-
do regiones que permitan encontrar la configuracio´n o´ptima en tiempos
razonables. Se obtiene una muy buena aceleracio´n del procesamiento que
es potenciado al implementar el me´todo con te´cnicas del co´mputo de alto
rendimiento (HPC).
Keywords: simulacio´n computacional; optimizacio´n v´ıa simulacio´n; pro-
cesamiento en paralelo; calibracio´n automa´tica
1. Introduccio´n
Los sistemas f´ısicos son sistemas dina´micos que modifican sus variables cons-
tantemente. Un ejemplo es la simulacio´n y prediccio´n de inundaciones, provo-
cadas por el desborde del agua que transporta el cauce de r´ıos, siendo un tema
cr´ıtico para la poblacio´n mundial [1]. So´lo las sucesivas calibraciones y validacio-
nes del modelo permiten manejar errores en la entrada, como ser la incertidumbre
en los para´metros, logrando que el modelo se ajuste lo mejor posible al compor-
tamiento real del sistema. Normalmente son tareas muy costosas en recursos
humanos, tiempo y dinero.
El objetivo principal de este trabajo es optimizar la prediccio´n de un si-
mulador hidrolo´gico, mediante simulacio´n. El me´todo ofrece una calibracio´n y
sintonizacio´n del modelo con uso exclusivo de me´todos computacionales que fue-
ron posibles al utilizar los recursos que provee el HPC. Los resultados de este
trabajo aprovechan y realimentan las investigaciones en curso desarrolladas por
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el grupo High Performance Computing for Efficient Applications & Simulation
de la Universidad Auto´noma de Barcelona1 [2], en colaboracio´n con ingenieros
del Instituto Nacional del Agua de Argentina (INA), quie´nes desarrollaron y nos
facilitaron el simulador EZEIZA para avanzar con esta investigacio´n.
Encontrar la solucio´n o´ptima de esta manera implica encontrar un vector
de para´metros de decisio´n optimizados que al ser ingresados al simulador, junto
con los datos completos de un escenario de simulacio´n, provea la menor dife-
rencia entre los datos simulados y los datos observados. La gran dimensio´n de
estos vectores impide implementar un me´todo de bu´squeda exhaustiva. La explo-
sio´n combinatoria resultante convierten esta bu´squeda en un me´todo intratable
computacionalmente.
El me´todo que se presenta se situ´a entre los me´todos de bu´squedas exhaus-
tivas y las heur´ısticas propias de la optimizacio´n, utiliza optimizacio´n v´ıa simu-
lacio´n (OvS) y consta de dos etapas. La primera etapa es un proceso iterativo
que aprovecha la estructura de vecindad del problema y mediante un me´todo
Monte Carlo (MMC) identifica una coleccio´n de regiones que acercan la bu´sque-
da a la configuracio´n o´ptima. Un me´todo de agrupamiento K-Means determina
la regio´n prometedora donde buscar la solucio´n. La segunda etapa implementa
una bu´squeda exhaustiva que encuentra la solucio´n, pero ahora sobre una regio´n
mucho ma´s pequen˜a. A pesar de la reduccio´n del espacio de bu´squeda, ambas
etapas implementan me´todos costosos computacionalmente, que necesitan los
recursos del co´mputo paralelo y distribuido.
La mejora en la prediccio´n del simulador, con los distintos casos de experi-
mentacio´n que se implementaron, fue del 13 − 19 % sobre los errores de salida
en un tramo del r´ıo. La aceleracio´n en el tiempo de ejecucio´n se compone de
una ganancia propia del me´todo de reduccio´n del espacio de bu´squeda y una ga-
nancia en la implementacio´n con HPC. El me´todo computacional es altamente
paralelizable. La aceleracio´n lograda con el me´todo de OvS es de 10X/20X en la
experimentacio´n presentada.
El resto del art´ıculo esta´ organizado de la siguiente manera: en la seccio´n
2 se detalla el problema a solucionar. En seccio´n 3 se brindan los detalles del
me´todo de optimizacio´n v´ıa simulacio´n aplicado. En seccio´n 4 se describe la
experimentacio´n y los resultados de aplicar procesamiento en paralelo, finalmente
en seccio´n 5 se discuten las conclusiones y trabajos futuros.
2. Identificacio´n del Problema
La simulacio´n del cauce de un r´ıo representa eventos de inundacio´n provocado
por el desborde del cauce natural de r´ıos. Estos eventos se describen con modelos
matema´ticos que se basa en las leyes f´ısicas que gobiernan su comportamiento.
La certeza en la salida de estos modelo, independientemente de su dimensio´n,
depende en gran medida en la disponibilidad de datos de entrada actualizados.
Por otro lado, los errores en datos y para´metros constituyen la principal fuente
1 http://grupsderecerca.uab.cat/hpc4eas/
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de incertidumbre en los resultados de la simulacio´n [3]. En este trabajo se busca
una solucio´n a este problema y provee un me´todo computacional de calibracio´n
del modelo, que disminuye la incertidumbre de sus para´metros encontrando un
conjunto optimizado de sus valores.
2.1. La Incertidumbre de los Datos
Los modelos hidrolo´gicos necesitan al menos los siguientes datos para compu-
tar el nivel del agua y la velocidad del flujo en puntos seleccionados del cauce:
Las secciones que dividen el dominio del r´ıo y los intervalos de discretizacio´n.
Los valores de para´metros que definen el sistema.
Las condiciones de contorno.
Las condiciones de borde.
Los para´metros pueden evaluarse a partir de datos de campo, por ejemplo,
observaciones hidro-meteorolo´gicas, mapas de la topograf´ıa, tipos de suelo, etc.
Sin embargo, rara vez esta´n disponibles datos de campo completos para validar
y determinar con certeza los para´metros del modelo.
2.2. EZEIZA: El Simulador del cauce del Rı´o Parana´
Se selecciono´ el simulador de cauces Ezeiza, el cual fue de sumo intere´s por
ser parte del sistema computacional utilizado para el prono´stico que actualmente
lleva adelante el Servicio de Informacio´n y Alerta Hidrolo´gico de la Cuenca del
Plata, correspondiente al INA, brindando alertas a la poblacio´n que reside en
zonas de influencia del R´ıo Parana´. La red de ca´lculo, representada en la Fig. 1,
se divide en 76 secciones transversales, que discretizan el R´ıo Parana´, desde el
embalse de Yacyreta´ (Corrientes) hasta la ciudad de Villa Constitucio´n (Santa
Fe). Una amplia informacio´n puede encontrarse en [4].
Los para´metros seleccionados como los ma´s sensibles del modelo son los si-
guientes: la resistencia hidra´ulica, que se representa con el valor del coeficiente
de rugosidad de Manning, tanto para el cauce del r´ıo como para la planicie
adyacente [5], y la altura de los albardones.
3. Optimizacio´n v´ıa Simulacio´n para mejorar la
prediccio´n
La bu´squeda de un mejor rendimiento del modelo de simulacio´n consiste en
repetidamente analizar su salida y mediante sucesivos cambios en los valores
de sus para´metros, continuar hasta obtener la mejor salida simulada. La Op-
timizacio´n v´ıa Simulacio´n (OvS) es un campo emergente que integra te´cnicas
de optimizacio´n y de ana´lisis de la simulacio´n, el cual se ha convertido en una
poderosa te´cnica para analizar y optimizar estos modelos. En principio, hay una
separacio´n entre el modelo que representa el sistema y el procedimiento que es
usado para resolver el problema de optimizacio´n definido con este modelo. El
modelo puede tener modificaciones sin afectar el proceso de optimizacio´n que
sigue siendo el mismo [6] [7].
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Figura 1. Red de ca´lculo del modelo hidrodina´mico.
3.1. El problema de optimizacio´n
El problema de optimizacio´n es de mu´ltiples objetivos, siendo necesario opti-
mizar todos los objetivos de forma simulta´nea, aunque la mayor´ıa de las veces, se
encuentran en conflicto entre ellos y se debe encontrar un balance en la solucio´n.
Formalmente, la optimizacio´n esta´ asociada con la especificacio´n de una funcio´n
matema´tica f llamada funcio´n objetivo y sus restricciones, de esta forma:
max / min f(x)
sujeto a x ∈ S (1)
donde x es la variable, f es la funcio´n (f : S → <), S es el conjunto de
restricciones y se cumple que ∃ x0 ∈ S tal que f(x0  f(x) ∀ x ∈ S, para
minimizacio´n, y f(x0  f(x) ∀ x ∈ S para maximizacio´n.
En el contexto de este trabajo, el problema principal es un problema de
bu´squeda, el cual es considerado como sino´nimo de problema de optimizacio´n y
puede expresarse as´ı:
encontrar x∗ que optimiza f(x) ,∀ x ∈ S
donde f : <p → < es la expresio´n de la funcio´n objetivo o ı´ndice de calidad. x∗
es el vector de solucio´n o´ptima. El espacio de bu´squeda esta´ representado por el
dominio S ⊆ <p. La especificacio´n de este espacio proviene de un conjunto de
restricciones impuestas sobre S, las que restringiendo su taman˜o, delimitan la
regio´n de factibilidad.
El objetivo de la optimizacio´n es identificar los valores o´ptimos de los para´me-
tros que minimizan la diferencia entre la salida del simulador y los datos reales
que se miden en el r´ıo. Se aplica optimizacio´n v´ıa simulacio´n debido a la com-
plejidad del problema de optimizacio´n cuya funcio´n objetivo no puede resolverse
anal´ıticamente.
Ezeiza es considerado como una caja negra en el proceso de simulacio´n, el cual
requiere ser alimentado con cada escenario de simulacio´n y el modelo devuelve
los datos simulados (de salida) para el tiempo correspondiente a la simulacio´n.
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Con cada ejecucio´n se obtiene un ı´ndice de calidad de la simulacio´n, el cual mide
las diferencias entre los valores simulados y los observados.
En cada una de las 76 secciones que dividen el dominio del R´ıo Parana´ se
determinan los valores de los para´metros del modelo utilizados en la calibracio´n:
Manning de cauce, Mc, y Manning de planicie, Mp, y altura de los albardones,
Al. Sus valores son reales y esta´n definidos sobre intervalos continuos pudiendo
tomar infinitos valores dentro de dichos intervalos. Los rangos asociados a cada
para´metro deben ser discretizados. Tratar estos intervalos continuos como dis-
cretos nos permite ver el problema de optimizacio´n como un problema discreto
combinatorio.
En la tabla 1 se muestra el excesivo crecimiento de la cantidad de escenarios
en funcio´n de las secciones que se consideran, considerando solamente Mc y Mp.
La explosio´n combinatoria y el enorme espacio de bu´squeda caracteriza el pro-
blema. La cantidad de escenarios en funcio´n del nu´mero de secciones considerada
(NSC), se obtiene como (Mp ∗Mc)NSC .
Tabla 1. Explosio´n combinatoria de escenarios en funcio´n de las secciones consideradas
Cardinalidad Nu´mero de Secciones Consideradas
Mc Mp 2 4 6 8 10 76
2 4 64 4096 262144 1,7 E+07 1,1 E+09 4,3 E+68
3 5 225 50625 1,1 E-07 2,6 E+09 5,8 E +11 2,4 E+89
4 5 400 160000 6,4 E+11 2,6 E+10 1,0 E+13 7,6 E+98
5 6 625 390625 2,4 E+08 1,5 E+11 9,5 E+13 1,8 E+106
3.2. Me´tricas de Evaluacio´n de la Optimizacio´n via Simulacio´n de
Ezeiza
El ı´ndice utilizado como indicador del rendimiento general de la simulacio´n,
IC, depende de los datos de salida simulados, Qsim, y los datos observados,
Qobs, en cada una de las 15 estaciones de monitoreo ubicadas sobre el dominio
del r´ıo. El per´ıodo de simulacio´n, n, es medido en d´ıas. La siguiente ecuacio´n
define el ı´ndice de calidad de cada escenario de simulacio´n, en funcio´n de los










Un aspecto interesante de esta mejora es brindar un escenario de simulacio´n
que mejore los resultados que el INA logra actualmente con su escenario de
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Figura 2. Me´todo de Optimizacio´n v´ıa Simulacio´n de Dos Etapas.
prono´stico. Es necesario entonces definir un ı´ndice que mida esta mejora, IM ,
siendo su expresio´n:





IM mide la cantidad de estaciones cuyo ı´ndice de calidad, ICj , sea menor
que el logrado con el escenario INA, ICINA, para las 15 estaciones de monitoreo.
3.3. Esquema de reduccio´n propuesto
El me´todo completo de OvS para sintonizar Ezeiza se grafica en la Fig. 2.
En una primera etapa, una combinacio´n del me´todo Monte Carlo + K-means,
devuelve un espacio de bu´squeda acotado que contiene los datos de los escenarios
de simulacio´n con mejores valores promedio del ı´ndice de calidad, ı´ndice que mide
la calidad de simulacio´n con cada escenario. La te´cnica implementada es un MMC
basado en el algoritmo Metro´polis [8] combinado con un me´todo K-means. El
MMC selecciona, en cada iteracio´n, 100 escenarios al azar del espacio total de
posibles escenarios de simulacio´n que pueden ejecutarse con Ezeiza. Selecciona
los que tienen la mejor media y desviacio´n standard que los ya acumulados. Luego
el me´todo K-Means identifica conjuntos de regiones prometedoras delimitadas
por hiperplanos establecidos por los escenarios encontrados. De esta manera, se
obtiene un nuevo espacio de bu´squeda reducido. Sobre esta zona se implementa
la segunda etapa del me´todo que consiste en un me´todo de bu´squeda exhaustiva
encontrando as´ı la solucio´n o´ptima en la regio´n de factibilidad final. Se ofrece
ma´s informacio´n en [9].
4. Experimentacio´n
A fin de validar la metodolog´ıa propuesta, se presentan los resultados de una
de las experimentaciones realizadas, basadas en simulaciones de n = 365 d´ıas,
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correspondientes al an˜o 1999, per´ıodo caracterizado por bajantes y subidas en
los niveles del cauce del r´ıo Parana´.
Los rangos del dominio de los para´metros son:
- Valores de Mc en [0,015 . . . 0,045], tomado en pasos de 0,015. #Mc = 3
- Valores de Mp en [0,2 . . . 0,4], tomado en pasos de 0,1. #Mp = 4
- Valores de Al en [0 . . . 15], tomado en pasos de 5. #Al = 4
Se utilizaron 3 secciones ubicadas en el bajo Parana´: 72, 74 y 76. El espacio de
bu´squeda, bajo estas condiciones, tiene (4?3?4)3, o sea 110.592 configuraciones
diferentes.
La expresio´n del ı´ndice de calidad IC es la siguiente:
Minimizar IC : f(Qsim, Qobs) (5)
donde 0,2 ≤Mp ≤ 0,4
0,015 ≤Mc ≤ 0,045
0 ≤ Al ≤ 15
(6)
La expresio´n del ı´ndice IM es la siguiente:
Maximizar IM : f(Qsim, Qobs, QINA)
tal que 1k ·
∑
(ICSimê − ICINAê ) < tol
(7)
donde k representa la cantidad de estaciones ê para las cuales se cumple:
ICSimê − ICINAê < tol
donde tol es una tolerancia que se establecio´ en 0.1, segu´n se acordo´ con los
especialistas del INA. Se mantienen las restricciones (6) sobre las variables de
decisio´n.
En la primera etapa, el MMC procesa 52 conjuntos de 100 escenarios para
devolver el mejor conjunto de 100 puntos, o sea el que contiene el mı´nimo valor
de IC. Se necesitaron 5200 ejecuciones del simulador para obtenerlo. Luego el
me´todo K-Means identifica 3 grupos, que se muestran en la Fig. 3. El grupo
identificado con las mejores configuraciones contiene 8 puntos con valores mı´ni-
mos. Estos puntos son 8 vectores de variables de decisio´n, que determinan los
rangos de valores acotados que e´stas pueden tomar y definen as´ı el nuevo espacio
de bu´squeda reducido, sobre el cual se realiza la bu´squeda exahustiva. El nuevo
espacio tiene 192 combinaciones.
La Fig. 4 compara los IC obtenidos para cada estacio´n de monitoreo, con el
escenario o´ptimo obtenido con el me´todo de OvS y el escenario INA. En este
gra´fico puede apreciarse las mejoras logradas en tres ciudades del tramo inferior
del R´ıo Parana´.
La solucio´n resultante es la configuracio´n o´ptima mostrada en la tabla 2.
Esta solucio´n corresponde al escenario que tiene el mı´nimo IC del conjunto y a
la vez maximiza IM . El ı´ndice IC o´ptimo del me´todo es 0.801 y el valor de IM
es: 3 estaciones. La configuracio´n obtenida se muestra en la tabla 3.
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Figura 3. Grupos de configuraciones identificados por K-Means, considerando
IC&IM .
Figura 4. Comparacio´n entre los valores de IC para el Esc.OvS en cada estacio´n y la
configuracio´n INA tomando como objetivos IC&IM .
4.1. Implementacio´n en Paralelo del Me´todo OvS
Todas las simulaciones del me´todo de OvS que se describen en este cap´ıtulo
fueron implementados y ejecutados en equipamiento del Instituto de Investiga-
cio´n en Informa´tica LIDI (III-LIDI) de la UNLP. Se utilizo´ un cluster de multico-
res HP Blade que consiste de 16 nodos, donde cada uno cuenta con 2 procesadores
quad-core Intel Xeon e5405 de 2.0GHz. A su vez, cada nu´cleo cuenta con una
cache´ L1 privada de 64KB (dividida en 32KB para instrucciones y otros 32KB
para datos) y una cache´ L2 de 6MB compartida de a pares de nu´cleos. Con res-
Tabla 2. Solucio´n o´ptima del me´todo con
objetivos:IC + IM .
Solucio´n O´ptima - IC + IM
Seccio´n Mc Mp Al
1 0,02 0,2 5
2 0,02 0,2 5
3 0,04 0,2 0




Santa Fe 0,662 0,764 13 %
San Mart´ın 0,651 0,799 19 %
Rosario 0,512 0,59 13 %
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Tabla 4. Tiempo de ejecucio´n y ganancia lograda en cada etapa del me´todo de OvS.
CASO A Secuencial 16 cores Ganancia 1000 cores
Simulaciones minutos d´ıas minutos d´ıas speedup minutos
110592 243302 169 15896 11 15,306 240
5200 11440 8 756 0,5 15,132 11
8
192 422 0,3 27 0 15,63 0,4
pecto a la memoria RAM disponible, 10 nodos cuentan con 10GB mientras que
el resto dispone de 2GB. El sistema operativo instalado es GNU/Linux Debian
6.0 de 64 bits (versio´n del kernel 2.6.32).
4.2. Ganancia lograda con el uso HPC
El me´todo propuesto permitio´ lograr una significativa ganancia en la eficien-
cia de la implementacio´n, que se puede analizar en dos niveles de su desarrollo.
En un primer lugar, el me´todo de OvS permitio´ reducir del espacio de bu´squeda
y, en consecuencia, obtener una aceleracio´n en cantidad de co´mputo medida en
simulaciones. En segundo lugar, la implementacio´n del me´todo aplicando te´cni-
cas de procesamiento en paralelo brindo´ su propia aceleracio´n, que se suma a la
primera.
La ganancia del MMC y la ganancia global esta´n representadas en la Fig. 5.
Figura 5. Ganancia lograda con el me´todo implementado
La tabla 4 compara los tiempos de ejecucio´n del me´todo, en el caso de la
implementacio´n de todo el espacio de bu´squeda y en las dos etapas del me´todo
de OvS.
5. Conclusiones y l´ıneas futuras
El me´todo propuesto en este trabajo permite realizar una calibracio´n au-
toma´tica de un simulador de cauces de r´ıos, brindando una te´cnica que mediante
el uso exclusivo de co´mputo y procesamiento paralelo y distribuido, mejora la
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prediccio´n del simulador. Las mejoras en la prediccio´n del nivel del cauce en la
ciudades del bajo Parana´ entre 13-19 %. Estos valores se traducen en diferencias
de altura entre 40 a 60 cm que pueden ser la diferencia entre la pe´rdida de bienes
y de ganado, o el aviso temprano para evitarlo. La implementacio´n en paralelo
del me´todo es fa´cilmente escalable, o sea cuando ma´s recursos de co´mputo se
tengan ma´s ganancia se obtiene, como se ve en la tabla 4 al utilizar 1000 co-
res. Pero el propo´sito de este trabajo es aportar una mejora a la prediccio´n del
simulador con la menor cantidad de recursos computacionales posible, objetivo
que se alcanza con los dos niveles de speedup logrados. Una l´ınea de trabajo
futuro esta´ centrada en la mejora del me´todo de OvS para ajustar la prediccio´n
en los momentos que ocurre una crecida ra´pida del cauce del r´ıo, como tambie´n
brindar per´ıodos de validez del conjunto de para´metros o´ptimos encontrados por
el me´todo. El objetivo ser´ıa recalibrar automa´ticamente y predecir por per´ıodos
ma´s extensos sin perder la calidad lograda en la simulacio´n.
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