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1. Introduction
Let G be a simple graph with n vertices and A(G) be its adjacency matrix. The characteristic
polynomial of G is just
φ(G; x) = det(xI − A(G)) =
n∑
i=0
aix
n−i,
where I is the unit matrix of order n. The n roots of φ(G; x) = 0, denoted by λ1, λ2, . . . , λn, are called
the eigenvalues of G. The energy of graph G, ﬁrst introduced by Gutman [7,8], denoted by E(G), is
deﬁned as E(G) = ∑ni=1 |λi|.
In theoretical chemistry, the energy of a given molecular graph is closely related to the total π-
electron energy of the molecule represented by that graph. So the graph energy has some speciﬁc
chemical interests and has been extensively studied since its ﬁrst introduction. Formore details on the
chemical aspects and mathematical properties of E(G), the readers are referred to [12].
Let m(G, k) be the numbers of k-matchings of G. It is well known [2] that φ(G; x) =∑ n2
k=0 (−1)km(G, k)xn−2k for a forest (acyclic graph) G. For a forest T of order n, its energy can be
expressed by the following Coulson integral formula [8]:
E(T) = 2
π
∫ +∞
0
1
x2
ln
⎛
⎜⎝
 n2∑
k=0
m(T, k)x2k
⎞
⎟⎠ dx (1.1)
From the formula (1.1), it is obvious that, for a forest T of order n, E(T) is a strictly monotonously
increasing function of all the matching numbersm(T, k)where k = 0, 1, . . . , n
2
. Therefore Gutman [8]
ﬁrst introduced a quasi-ordering "" on the set of all forests of order n:
(i) If T1 and T2 are two forests of order n, then T1  T2 (or T2  T1) if and only ifm(T1, k)m(T2, k)
for all k = 0, 1, . . . , n
2
.
(ii) If T1  T2 and there exists a number j such that m(T1, j) < m(T2, j), then we write T1 ≺ T2 (or
T2 	 T1).
In view of formula (1.1), we ﬁnd that T1  T2 (T1 ≺ T2, resp.) implies that E(T1) E(T2) (E(T1) <
E(T2), resp.). Using this tool (quasi-ordering “"), a numberof results concerning the extremal energies
of various families of trees have been obtained [18–20,22,23,25– 28]. Some results on the energy of
other graphs can be found in [13].
All graphs considered in this paper are ﬁnite and simple. Let G be a graph with vertex set V(G) and
edge set E(G). For a vertex v ∈ V(G), we denote by NG(v) the neighbors of v in G. dG(v) = |NG(v)| is
called the degree of v in G or written as d(v) for short. A vertex x of degree 1 is called a pendent vertex. A
subset S of V(G) is called a dominating set of G if for every vertex v ∈ V − S, there exists a vertex u ∈ S
such that v is adjacent to u. A vertex in the dominating set is called dominating vertex. For a dominating
set S of graph G and v ∈ S and u ∈ V(G) − S, if vu ∈ E(G), then u is said to be dominated by v. The
domination number of graph G, denoted by γ (G), is deﬁned as theminimum cardinality of dominating
sets of G. For a connected graph G of order n, Ore [21] obtained that γ (G) n
2
. And the equality case
was characterized independently in [4,24]. For a graph G, thematching number β(G) is the cardinality
of a maximummatching of G.
The corona of two graphs G1 and G2, introduced in [5], is a new graph G = G1 ◦ G2 obtained from
one copy ofG1 with |V(G1)| copies ofG2 where the ith vertex ofG1 is adjacent to every vertex in the ith
copyofG2. As anexample, the coronaG ◦ K1 is a graphobtained fromattachingapendent vertex to each
vertex of G. In particular, for a positive integer p, we denote by G(p) the graph obtained by attaching
p pendent vertices to every vertex of G. Note that G(p) has (p + 1)n vertices and G ◦ K1 = G(1). In
the following we always denote by Pn, Sn and Cn the path graph, the star graph and the cycle graph
with n vertices, respectively. In the following we always assume that the vertices of Pn is labeled
as v1, v2, . . . , vn so that vi and vi+1 are adjacent for i = 1, 2, . . . , n − 1. For undeﬁned notations and
terminology, the readers are referred to [1].
Let T (n, γ ) be the set of trees of order n andwith domination number γ . One of the present authors
and coworkers [3] studied the Laplacian eigenvalues of trees from T (n, γ ). Inspired by their results,
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in this paper we characterize the tree from T (n, γ ) with the minimal energy, and determine the tree
from T (n, γ ) where n = kγ with maximal energy for k = 2, 3, n
4
, n
3
, n
2
.
2. Preliminaries
To obtain our main results, we ﬁrst introduce some new deﬁnitions and list or prove some lemmas
as necessary preliminaries.
Lemma 2.1 ([11]). Let G be a graph with e = uv ∈ E(G). Then
m(G, k) = m(G − e, k) + m(G − {u, v}, k − 1).
For convenience, we set m(G, k) = 0 for k > β(G). From the deﬁnition of m(G, k), we obtain the
following remark.
Remark 2.1. Let G be a graph. Then we have m(G, k) > m(G0, k) for k > 0 where G0 is a subgraph of
G by deleting some edges.
Let G be a graph with u, v ∈ V(G), let Gu,v(1a, 1b) be the graph obtained by attaching a pendent
vertices to vertex u and attaching b pendent vertices to vertex v. Two vertices u, v of G are called
equivalent if the subgraphs G − u and G − v are two isomorphic ones. For any tree T with diameter d,
there exists a path Pd+1 = v1v2 · · · vdvd+1. Note that v⌈ d+1
2
⌉ (resp. v⌈ d+1
2
⌉ or v⌈ d+2
2
⌉) is called the center
of this tree T when d is even (resp. odd). A tree T is said to be starlike if it contains only one vertex v of
degree greater than two [14]. Then v is the center of starlike tree T . If the degree of v is d, then T is said
to be d-starlike. Let ci be the length of the i-th branch going out from the center of a d-starlike tree,
i = 1, 2, . . . , d. We denote by R(c1, c2, . . . , cd) the d-starlike tree for which ∑dk=1 ck = n − 1. Then
R(c1, c2, . . . , cd) − v = ∪dk=1Pck . If the number of branches of length ck is lk , then we can write it as
c
lk
k . For example, R(2, 2, 3, 3) will be written as R(2
2, 32) for short.
Lemma 2.2 [11]. Let u, v be two vertices of graph G. If u, v are equivalent, then Gu,v(1
0, 1n) ≺
Gu,v(1
1, 1n−1) ≺ · · · ≺ Gu,v
(
1 n2, 1 n2
)
.
Lemma 2.3. For a graph G, we have γ (G)β(G).
Proof. Suppose that S = {v1, v2, . . . , vγ } is a dominating set of graph G with cardinality γ (G) = γ .
From the deﬁnition of domination number, there exist γ independent edges v1v
′
1, v2v
′
2, . . . , vγ v
′
γ in
G, which implies the result. 
The following lemma is obvious from the tool “quasi-ordering".
Lemma 2.4 [26]. Let T be an acyclic graph of order n > 1 and T ′ a spanning subgraph (resp. a proper
spanning subgraph) of T . Then T  T ′ and E(T) E(T ′)(resp. T 	 T ′ and E(T) > E(T ′)).
Let T is a tree of order n > 3 and e = uv be a nonpendent edge. Suppose that T − e = T1 ∪ T2 with
u ∈ V(T1) and v ∈ V(T2). Now we construct a new tree T0 obtained by identifying the vertex u of T1
with vertex v2 of T2 and attaching a pendent vertex to the u(= v). Then we say that T0 is obtained by
running edge-growing transformation of T (on edge e = uv) (see [19]), or e.g.t of T (on edge e = uv) for
short (see Fig. 1). Considering the quasi-ordering deﬁned as above, the lemma below follows.
Lemma 2.5 [19]. Let T be a tree of order n > 3 and e = uv be nonpendent edge of T . If T0 is a tree obtained
from T by running one step of e.g.t (on edge e = uv), then we have T0 ≺ T and E(T0) < E(T).
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Fig. 1. Two trees T and T0 for e.g.t.
Fig. 2. Two trees T and T1 for e.s.t.
Corollary 2.1. Let T be a tree of order n > 3 and e = uv be an edge of T . Suppose that T0 is a tree obtained
from T by contracting the edge uv (i.e. identifying the vertex u and v), then we have E(T0) < E(T).
Proof. To prove this corollary, we distinguish the following two cases.
Case 1. e = uv is a pendent edge of T .
Assume that T ′ is a proper spanning subgraph of T by deleting the edge e. From Lemma 2.4, we
have E(T) > E(T ′). Note that E(T ′) = E(T0). Then E(T0) < E(T).
Case 2. e = uv is a nonpendent edge of T .
Assume that T
′′
is a tree obtained from T by running one step of e.g.t on e = uv. We ﬁnd that T0 is
just the tree obtained from T
′′
by deleting that newly generated pendent vertex. By Lemmas 2.4 and
2.5, considering the fact that E(G) = E(G ∪ sK1) for any graph G, we have E(T0) < E(T ′′) < E(T).
Combining Cases 1 and 2, this corollary follows immediately. 
Let T be a tree of order n with e = uv ∈ E(T) such that one of two vertices u, v, say v, is adjacent
to some pendent vertex w0. Denote by T1 the tree obtained from T by subdividing the edge e = uv (i.
e., replacing the edge uv by a path P3 = uw1v) and deleting the pendent vertex w0. We say that T1
is obtained from T by running edge-subdividing transformation of T (on edge e = uv), or e.s.t of T (on
edge e = uv) for short (see Fig. 2).
Lemma 2.6. Let T is a tree of order n > 3 and e = uv be nonpendent edge of T such that one of two vertices
u, v is adjacent to some pendent vertex w0. If T1 is a tree obtained from T by running e.s.t (on e = uv),
then we have T1 	 T and E(T1) > E(T).
Proof. Assume that v is adjacent to pendent vertexw0. Note that, from T to T1, e = uv is changed into
a path P3 = uw1v. From the deﬁnition of e.g.t, we ﬁnd that T can be obtained from T1 by running e.g.t
of T1 on the edge e
′ = w1v. Then, by Lemma 2.5, the lemma follows immediately. 
Using a method analogous to that in proof of Corollary 2.1, the following corollary can be easily
proved.
Corollary 2.2. Let T be a treewith e = uv ∈ E(T). Suppose that T1 is a tree obtained from T by subdividing
the edge e = uv, then we have T1 	 T and E(T1) > E(T).
Lemma 2.7. Let T be a tree of order n > 1 and T(p) be a graph as deﬁned above. Then
E(S(p)n ) E(T
(p)) E(P(p)n ).
The left equality holds if and only if T ∼= Sn, and the right equality holds if and only if T ∼= Pn.
2386 K. Xu, L. Feng / Linear Algebra and its Applications 435 (2011) 2382–2393
Proof. By the effective tool “quasi-ordering", it sufﬁces to prove that
m(S(p)n , k)m(T
(p), k)m(P(p)n , k) (2.1)
holds for all k 1.
Any tree T of order n > 1 has a pendent edge e = uvwith u as a pendent vertex. Note that T(p) − e
is the union of [T − u](p) and a (p + 1)-star Sp+1 and T(p) − {u, v} is the union of [T − {u, v}](p) and
2p isolated vertices. Applying Lemma 2.1, considering Remark 2.1, we have
m(T(p), k) = m([T − u](p) ∪ Sp+1, k) + m([T − {u, v}](p), k − 1). (2.2)
Now we prove the two inequalities in (2.1) by induction on n (the order of tree T). First we deal
with the left one. when n = 2 or 3, there is nothing to prove. when n = 4, there exist only two
trees, i.e., P4 and S4. Note that the matching number of T
(p) is n = 4. So we only need to prove that
m(S
(p)
4 , k)m(P
(p)
4 , k) for k = 1, 2, 3, 4.
For k = 1, we havem(S(p)4 , 1) = m(P(p)4 , 1), which is just the number of the edges of S(p)4 or P(p)4 . If
k = 2, from formula (2.2), we have
m(P
(p)
4 , 2) = m(P(p)3 ∪ Sp+1, 2) + m(P(p)2 , 1)
m(S
(p)
4 , 2) = m(P(p)3 ∪ Sp+1, 2) + m(2Sp+1, 1)
m(P
(p)
4 , 2) − m(S(p)4 , 2) = m(P(p)2 , 1) − m(2Sp+1, 1) > 0.
Note that the above inequality holds since 2Sp+1 is a proper spanning subgraph of P(p)2 by deleting
the nonpendent edge. Similarly, for k = 3, 4, we have
m(P
(p)
4 , k) − m(S(p)4 , k) = m(P(p)2 , k − 1) − m(2Sp+1, k − 1).
When k = 3, m(P(p)4 , k) − m(S(p)4 , k) = m(P(p)2 , 2) − m(2Sp+1, 2) > 0 in view of Lemma 2.4. And
fork = 4, m(P(p)4 , k) − m(S(p)4 , k) = m(P(p)2 , 3) − m(2Sp+1, 3) = 0becauseof the fact thatm(P(p)2 , 3) =
m(2Sp+1, 3) = 0. By now, the left inequality in (2.1) holds for all k 1 when n = 4.
Applying (2.2) to the star Sn, we get
m(S(p)n , k) = m(S(p)n−1 ∪ Sp+1, k) + m((n − 2)Sp+1, k − 1). (2.3)
Assume that the left inequality in (2.1) holds for all trees of order less than n. Then, in particular,
m(S
(p)
n−1 ∪ Sp+1, k)m([T − u](p) ∪ Sp+1, k). (2.4)
And in view of Lemma 2.4, we have
m((n − 2)Sp+1, k − 1)m([T − {u, v}](p), k − 1) (2.5)
because (n − 2)Sp+1 is a proper subgraph of any tree [T − {u, v}](p) if T is not isomorphic to Sn.
Summing the two inequalities (2.4) and (2.5), we obtain m(S
(p)
n , k)m(T(p), k), which completes the
induction for the left inequality.
Next we turn to the right inequality in (2.1). Similarly, a starting point should be the case when
n = 4. From the above arguments, the inequality (2.4) implies that the right inequality in (2.1) holds
for all k 1 and when n = 4.
Applying (2.2) to the path Pn, we get
m(P(p)n , k) = m(P(p)n−1 ∪ Sp+1, k) + m(P(p)n−2, k − 1). (2.6)
Assume that the right inequality in (2.1) holds for all trees of order less than n. Then, in particular,
m(P
(p)
n−1 ∪ Sp+1, k)m([T − u](p) ∪ Sp+1, k) (2.7)
m(P
(p)
n−2, k − 1)m([T − {u, v}](p), k − 1). (2.8)
Summing the two inequalities (2.7) and (2.8), we obtain m(T(p), k)m(P(p)n , k), which completes
the induction for the right inequality. Now we prove the following claim.
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Claim. There exists some k such that m(S
(p)
n , k) < m(T
(p), k) < m(P
(p)
n , k) if T is not isomorphic to Sn or
Pn.
Proof of Claim. In fact, we can choose k = 2. For the left inequality in this claim, we choose a pendent
vertex uwith the largest distance from the center of T , and assume that the unique vertex adjacent to
u is v. With a similar method, replacing all the k’s in (2.2), (2.3) by 2, we obtain
m(T(p), 2) = m([T − u](p) ∪ Sp+1, 2) + m([T − {u, v}](p), 1),
m(S(p)n , 2) = m(S(p)n−1 ∪ Sp+1, 2) + m((n − 2)Sp+1, 1),
m(T(p), 2) − m(S(p)n , 2) = m([T − u](p) ∪ Sp+1, 2) − m(S(p)n−1 ∪ Sp+1, 2)
+m([T − {u, v}](p), 1) − m((n − 2)Sp+1, 1)
m([T − {u, v}](p), 1) − m((n − 2)Sp+1, 1) > 0.
Note that the last inequality holds since T − {u, v} is of ordern − 2 andnot isomorphic to (n − 2)K1
from the choice of vertex u, that is, T − {u, v} has at least one edge.
For the right inequality in this claim, we choose a pendent vertex u1 with the smallest distance
from the center of T , and assume that u1 lies on a pendent path Pk = u1u2 · · · uk in T with d(uk) > 2
and k 2. Set A = m(P(p)n , 2) − m(T(p), 2). Similarly, when k > 2, we have
m(P(p)n , 2) = m(P(p)n−1 ∪ Sp+1, 2) + m(P(p)n−2, 1),
m(T(p), 2) = m([T − u1](p) ∪ Sp+1, 2) + m([T − {u1, u2}](p), 1),
A = m(P(p)n−1 ∪ Sp+1, 2) − m([T − u1](p) ∪ Sp+1, 2) + m(P(p)n−2, 1) − m([T − {u1, u2}](p), 1)
= m(P(p)n−1 ∪ Sp+1, 2) − m([T − u1](p) ∪ Sp+1, 2)
= m(P(p)n−2 ∪ 2Sp+1, 2) − m([T − {u1, u2}](p) ∪ 2Sp+1, 2)
= · · ·
= m(P(p)n−k+2 ∪ (k − 2)Sp+1, 2) − m([T − {u1, u2, . . . , uk−2}](p) ∪ (k − 2)Sp+1, 2)
= m(P(p)n−k+1 ∪ (k − 1)Sp+1, 2) + m(P(p)n−k ∪ kSp+1, 1)
−m([T − {u1, u2, . . . , uk−1}](p) ∪ (k − 1)Sp+1, 2)
−m([T − {u1, u2, . . . , uk−1, uk}](p) ∪ kSp+1, 1)
m(P(p)n−k ∪ kSp+1, 1) − m([T − {u1, u2, . . . , uk−1, uk}](p) ∪ kSp+1, 1) > 0.
Note that the last inequality holds because of the fact T − {u1, u2, . . . , uk−1, uk} is a forest consisting
of at least two trees, whereas Pn−k is a tree of the same order. The case when k = 2 can be proved by
a similar reasoning and is omitted here. So the proof of this claim is ﬁnished.
By this claim, we ﬁnd that E(S
(p)
n ) < E(T
(p)) < E(P
(p)
n )whenever T is isomorphic neither to Sn nor
to Pn. This completes the proof of this lemma. 
3. Main results
Nowwe start to consider the extremal energies of trees from T (n, γ ). First we study the trees from
T (n, γ )withminimal energies. Note that in [16], similar results are obtained.We present a short proof
here. To continue our study, we need the following lemmas.
Lemma 3.1 [17]. Among all the trees of order n and with matching number β , the tree R(1n−2β+1, 2β−1)
has the minimal energy
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Fig. 3. The structures of T0 and T
′
0 in Lemma 3.2.
E(R(1n−2β+1, 2β−1)) = 2(β − 2) + √2A1 + 2A2 +
√
2A1 − 2A2
where A1 = n − β + 1 and A2 =
√
(n − β + 1)2 + 4β − 4.
Lemma 3.2. If T0 ∈ T (n, γ ) has the minimal energy, then we have γ (T0) = β(T0) = γ.
Proof. By Lemma 2.3, it sufﬁces to prove that γ (T0)β(T0).
Otherwise, by the deﬁnition of set T (n, γ ), we have β(T0) > γ (T0) = γ . Assume that S ={v1, v2, . . . , vγ } is a dominating set with cardinality γ . Then there exist γ independent edges
v1v
′
1, v2v
′
2, . . . , vγ v
′
γ in T0. Since β(T0) > γ (T0) = γ , there must be another edge, sayw1w2, which is
independent of each of edges viv
′
i where i = 1, 2, . . . , γ .
If the two vertices w1, w2 is dominated by the same vertex vi ∈ S, then a triangle C3 = w1w2vi
occurs. This is impossible because of the fact that T0 is a tree. Therefore we claim that the two vertices
w1, w2 are dominated by two different vertices from S. Without loss of generality, assume that wi
is dominated by the vertex vi for i = 1, 2 (see Fig. 3). Now we construct a new tree T ′0 ∈ T (n, γ ) by
running e.g.t of T0 on the edges v1w1 and v2w2, respectively. By Lemma 2.5, we have E(T
′
0) < E(T0).
This contradicts to the choice of T0. Thus we complete the proof of this lemma. 
Combining Lemmas 3.1 and 3.2, the following is obvious.
Theorem 3.1. For any tree T ∈ T (n, γ ), we have
E(T) 2(γ − 2) + √2B1 + 2B2 +
√
2B1 − 2B2
where B1 = n − γ + 1 and B2 =
√
(n − γ + 1)2 + 4γ − 4. The equality holds if and only if
T ∼= R(1n−2γ+1, 2γ−1).
Now we turn to the maximal energy of trees from T (n, γ ). If γ = 1, there exists a single tree, i.e.,
the star Sn, in T (n, γ ). Hence there is nothing to do when γ = 1. Because of the fact that γ (G) n2
for any graph G of order n [21], we always assume that 2 γ  n
2
in what follows. First the tree with
n = 2γ was characterized in the lemma below.
Lemma 3.3 [4,24]. If n = 2γ , then a tree T belongs to T (n, γ ) if and only if there exists a tree H of order
n
2
= γ such that T = H ◦ K1.
Theorem 3.2. Among all the trees from T
(
n, n
2
)
the tree P n
2
◦ K1 has the maximal energy.
Proof. From Lemma 3.3, any tree from T (n, n
2
) must be of the form H ◦ K1 where H is a tree of order
n
2
= γ . Taking p = 1 in Lemma 2.7, this theorem follows immediately. 
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Theorem 3.3. The following statements hold:
(1) Among all the trees from T
(
n,
⌈
n
3
⌉)
with n > 4, the tree Pn has the maximal energy;
(2) When3|nandn 9, amongall the trees fromT
(
n, n
3
+ 1
)
, the treeR(22, (n − 5)1)has themaximal
energy.
Proof. (1) It is well known [6] that the path Pn has maximal energy among all the trees of order n.
Assume that n = 3k + r where 0 r  2 and S0 = {v2, v5, . . . , v3k−1}. Note that the vertex subset S0
is dominating set of Pn for n = 3k, and S0⋃{v3k+1} for n = 3k + 1 or 3k + 2. By the deﬁnition of
domination number, we have γ (Pn)
⌈
n
3
⌉
. If γ (Pn) <
⌈
n
3
⌉
, that is, γ (Pn)
⌈
n
3
⌉
− 1, then we claim
that at least three vertex are dominated by one vertex from a dominating set. By the structure of Pn,
this is impossible. So we have γ (Pn) =
⌈
n
3
⌉
(see [15]). Therefore, this result holds clearly.
(2) It was pointed out [6] that the tree R(22, (n − 5)1) has the second maximal energy among all
the trees of order n. By a similar reasoning, we claim that γ (R(22, (n − 5)1)) = n
3
+ 1 when 3 is a
factor of n 9. Thus this result follows immediately. 
Let Pk(1
a, 1b) be a tree obtained by attaching a and b pendent vertices to the two pendent vertices
of Pk , respectively.
Theorem 3.4. Among all the trees from T (n, 2) with n 4, the tree P4(1
⌊
n−4
2
⌋
, 1
⌈
n−4
2
⌉
) has the maximal
energy.
Proof. When n = 4, 5, 6, this theorem holds in view of Theorem 3.3. So we only consider the case
when n 7. Assume that T1 ∈ T (n, 2) has the maximal energy and S = {w1, w2} is a dominating set
of T1. Now we have to prove the following two claims.
Claim 1. w1 and w2 are not adjacent.
Proof of Claim 1. If not, thenw1 andw2 are adjacent. Therefore, T1 must be of the form P2(1
a, 1b)with
a + b = n − 2 and a b. By Lemma 2.2, we have b − a 1. That is to say, T1 ∼= P2
(
1
⌊
n−2
2
⌋
, 1
⌈
n−2
2
⌉)
.
Note that n−2
2
 5
2
> 2. After running e.s.t on the edge w1w2 of T1, we obtain a new tree T2 ∼=
P3
(
1
⌊
n−2
2
⌋
, 1
⌈
n−2
2
⌉
−1
)
which still belongs to T (n, 2). By Lemma 2.6, we have E(T2) > E(T1), which
contradicts the choice of T1. This completes the proof of this claim.
Claim 2. d(w1, w2) = 3.
Proof of Claim 2. From Claim 1, we have d(w1, w2) 2. If d(w1, w2) 4, then there exists at least one
vertex x on the shortest path betweenw1 andw2 such that x can not be dominated by the two vertices
w1 andw2. This contradicts the fact that T1 ∈ T (n, 2). Thenwe get 2 d(w1, w2) 3. If d(w1, w2) = 2,
by Lemma 2.2, we ﬁnd that T1 ∼= P3
(
1
⌊
n−3
2
⌋
, 1
⌈
n−3
2
⌉)
. Assume that the common neighbor ofw1, w2 is
w0. Note that
⌊
n−3
2
⌋
 2 > 1. By running e.s.t on the edge w0w1 or w0w2, in view of Lemma 2.6, we
get a new tree T ′1 of the form P4(1a, 1b) with a + b = n − 4, which is still in T (n, 2) but has a larger
energy. This is impossible because of the maximality of E(T1), ﬁnishing the proof of this claim.
From the proof of Claim 2, we ﬁnd that T1 must be of the form P4(1
a, 1b)with a + b = n − 4. From
Lemma 2.2, this theorem follows immediately. 
Now we consider the maximal energy of trees from T (n, γ ) with n = kγ where k 2 is an in-
teger. First we use S
(1)
k , S
(2)
k , . . . , S
(γ )
k to denote γ copies of Sk . Let T
∗
k,γ be the tree obtained from
S
(1)
k , S
(2)
k , . . . , S
(γ )
k by joining a leaf of S
(i)
k to that of S
(i+1)
k for i = 1, 2, . . . , γ − 1. More generally,
we deﬁne a tree Pn(n1, n2, . . . , nk) with n = tk and ∑ki=1 ni = (t − 3)k, which is obtained from a
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Fig. 4. The structures of Tn2 ,n1v and T
n3 ,n2 ,n1
v .
path P3k by attaching ni pendent vertices to the vertex v3i−1 for i = 1, 2, . . . , k. For k > 3, T∗k,γ is just
Pkγ (
γ︷ ︸︸ ︷
k − 3, . . . , k − 3). Obviously, T∗k,γ ∈ T (n, γ ).
Lemma 3.4. Let T be a tree with v ∈ V(T). Suppose that Tn2 ,n1v is a tree obtained by connecting by an edge
the vertex v and a pendent vertex of Pn1+n2+6(n1, n2), which is adjacent to the vertex of degree n2 + 2.
Tn3 ,n2 ,n1v is another tree deﬁned as above (see Fig. 4). Then we have
(1) E(Tn2−1,n1+1v ) > E(Tn2 ,n1v ) for n2 − n1  2;
(2) E(Tn1+1,n1+1,n1+1v ) > E(Tn1+2,n1+1,n1v ).
Proof. (1) Applying Lemma2.1 to the pendent edges of Tn2 ,n1v and T
n2−1,n1+1
v incidentwith the vertices
w2 and w1, respectively, considering Remark 2.1, we have
m(Tn2 ,n1v , k) = m(Tn2−1,n1v , k) + m(R(1n1+1, 21) ∪ T(1), k − 1),
m(Tn2−1,n1+1v , k) = m(Tn2−1,n1v , k) + m(Tv(n2), k − 1),
where T(1) is a tree obtained by attaching a pendent vertex to vertex v of T , and Tv(n2) is a tree obtained
from connecting by an edge the vertex v and a pendent vertex of R(1n2 , 21). Thus we have
m(Pn(n1 + 1, n2 − 1, n3), k) − m(Pn(n1, n2, n3), k)
= m(Tv(n2), k − 1) − m(R(1n1+1, 21) ∪ T(1), k − 1). (∗)
Using Lemma 2.1 to the edge w′2w2 of Tv(n2), in view of Remark 2.1, we have
(∗) = m(T(1) ∪ R(1n2−1, 21), k − 1) + m(T ∪ P2, k − 2) − m(R(1n1+1, 21) ∪ T(1), k − 1)
m(T ∪ P2, k − 2) 0.
Therefore, we have Tn2−1,n1+1v  Tn2 ,n1v . Note that m(G, 1) is the number of edges of G and
R(1n1+1, 21) ∪ T(1) is a proper subgraph of Tv(n2) by deleting some edges because of the fact that
n2 − n1  2. Taking k = 2 and by Remark 2.1, we have
(∗) = m(Tv(n2), 1) − m(R(1n1+1, 21) ∪ T(1), 1) > 0.
Hence Tn2−1,n1+1v 	 Tn2 ,n1v and E(Tn2−1,n1+1v ) > E(Tn2 ,n1v ) by the quasi-ordering.
(2) Based on Lemma 2.1 and Remark 2.1, similarly, we have
m(Tn1+1,n1+1,n1+1v , k) = m(Tn1+1,n1+1,n1v , k) + m(T ′v(n1 + 1, n1 + 2), k − 1),
m(Tn1+2,n1+1,n1v , k) = m(Tn1+1,n1+1,n1v , k) + m(T(1) ∪ P2n1+6(n1, n1 + 1), k − 1), and
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Fig. 5. The trees T ′v(n1 + 1, n1 + 2) and P′2n1+6(n1 , n1 + 1).
m(Tn1+1,n1+1,n1+1v , k) − m(Tn1+2,n1+1,n1v , k)
= m(T ′v(n1 + 1, n1 + 2), k − 1) − m(T(1) ∪ P′2n1+6(n1, n1 + 1), k − 1), (∗∗)
where T ′v(n1 + 1, n1 + 2) and P′2n1+6(n1, n1 + 1) are two trees shown in Fig. 5.
Applying Lemma 2.1 to the edge w3w
′
3 of T
′
v(n1 + 1, n1 + 2), we have
(∗∗) = m(T(1) ∪ P′2n1+6(n1, n1 + 1), k − 1) + m(T ∪ R(1n1+1, 22), k − 2)
−m(T(1) ∪ P′2n1+6(n1, n1 + 1), k − 1)
= m(T ∪ R(1n1+1, 22), k − 2) 0.
And (∗∗) = m(T ′v(n1 + 1, n1 + 2), 1) − m(T(1) ∪ P′2n1+6(n1, n1 + 1), 1) > 0 if k = 2. So we have
Tn1+1,n1+1,n1+1v 	 Tn1+2,n1+1,n1v and E(Tn1+1,n1+1,n1+1v ) > E(Tn1+2,n1+1,n1v ), completing the proof of
this lemma. 
Theorem 3.5. Suppose that n = kγ where k is a positive integer. Then the maximal energy of trees in
T (n, γ ) is attained at T∗k,γ for γ = 3, 4.
Proof. Suppose that T1 ∈ T (n, γ ) has the maximal energy. First we deal with the case when γ = 3.
For k = 2, 3, this result holds from Theorems 3.2 and 3.3, respectively. So we assume that n = 3k > 9
in the following.
Assume that S = {w1, w2, w3} is a dominating set of T1. Based on Lemma 2.5, by a similar reasoning
as that in the proof of Theorem 3.4, we ﬁnd that d(w1, w2) = 3 = d(w2, w3). Therefore, T1 must
be of the form Pn(n1, n2, n3) with n1 + n2 + n3 = n − 9. From Lemma 2.2, we have |n1 − n3| 1.
From Lemma 3.4, we ﬁnd that |ni − n2| 1 for i = 1, 3. Therefore, we claim that |ni − nj| 1 for
i, j ∈ {1, 2, 3} and i /= j.
Recall that 3 is a factor of n − 9 = n1 + n2 + n3. So we have n1 = n2 = n3 = n3 − 3 and T1 is
Pn
(
n
3
− 3, n
3
− 3, n
3
− 3
) ∼= T∗k,3, completing the proof for the case γ = 3.
Now we turn to the case γ = 4. When k = 2, 3, this result follows by Theorems 3.2 and 3.3. If
n > 12, by a similar reasoning as above, we ﬁnd that T1 must be of the form Pn(n1, n2, n3, n4) with
n1 + n2 + n3 = n − 12. We have|n1 − n4| 1 and |n2 − n3| 1 by Lemma 2.2;|n1 − n2| 1 and |n3 − n4| 1 from Lemma 3.4 (1);|n1 − n3| 1 and |n2 − n4| 1 thanks to Lemma 3.4 (2).
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Thereforewehave |ni − nj| 1 for i, j ∈ {1, 2, 3, 4} and i /= j. Considering the fact that 4 is a factor of
n − 12 = n1 + n2 + n3 + n4, we ﬁnd that n1 = n2 = n3 = n4 = n4 − 3 and T1 is Pn
(
n
4
− 3, n
4
− 3,
n
4
− 3, n
4
− 3
) ∼= T∗k,4, completing the proof for the case γ = 4. 
Now we propose the following problem concerning the maximal energy of the set T (n, γ ) with
n = kγ where k is an integer.
Problem 3.1. Does T∗k,γ have the maximal energy in the set T (n, γ ) with n = kγ ?
From Theorems 3.2–3.5, the answer is afﬁrmative for k = 2, 3, n
4
, n
3
, n
2
. But, for the general case, it
seems more difﬁcult to solve this problem. From the above proofs, it seems that the tree in T (n, γ )
with n = kγ
(
4 k n
5
)
and with maximal energy is of the form Pn(n1, n2, . . . , nk). Proving it may
be a good starting point for this problem.
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