Extracting Persian-English Parallel Sentences from Document Level Aligned Comparable Corpus using Bi-Directional Translation by Ebrahim Ansari et al.
 
 
Extracting Persian-English Parallel Sentences from Document 
Level Aligned Comparable Corpus using Bi-Directional 
Translation 
Ebrahim Ansari
1, Mohammad Hadi Sadreddini
2, Alireza Tabebordbar
3
 and Richard WALLACE
4 
 
 
1 Department of Computer Science and Engineering, Shiraz University 
Shiraz, Fars, Iran 
ansari@cse.shirazu.ac.ir   
 
2 Department of Computer Science and Engineering, Shiraz University 
Shiraz, Fars, Iran 
sadredin@ shirazu.ac.ir  
 
3 Department of Computer Science and Engineering, Shiraz University 
Shiraz, Fars, Iran 
tabebordbar@tuv.ac.ir  
 
4 Distributed Systems Architecture Research Group, Complutense University 
Madrid, Spain 
wallacerim@aol.com   
 
Abstract 
Bilingual  parallel  corpora  are  very  important  in  various 
filed of natural language processing (NLP). The quality of a 
Statistical  Machine  Translation  (SMT)  system  strongly 
dependent upon the amount of training data. For low resource 
language  pairs  such  as  Persian-English,  there  are  not  enough 
parallel sentences to build an accurate SMT system. This paper 
describes a new approach to use the Wikipedia as a comparable 
corpus  to  extract  Persian-English  parallel  sentences  and 
eventually  improve  SMT  system  performance   . This  new 
approach is also applicable to other low resource language pairs. 
In order to calculate the similarity score between two sentences, a 
novel  bi-directional  translation-based  information  retrieval 
system  is  proposed.  A  length  penalty  score  is  introduced  to 
increase  the  accuracy  of  extracted  corpus.  Using  extracted 
parallel sentences, the performance of existing Persian-English 
SMT is improved drastically. 
Keywords:  comparable  corpus,  bi-directional  translation, 
statistical machine translation, Wikipedia, information retrieval 
1. Introduction 
In  recent  years,  machine  translation  (MT)  systems  have 
obtained reasonable results when applied to some popular 
language  pairs  such  as  English-French  and  English-
Chinese.  However,  studies  on  statistical  MT  for  low-
resourced languages are always faced with the challenge 
of getting enough data to support any particular approach. 
Statistical  machine  translation  (SMT)  uses  statistical 
methods  based  on  large  parallel  bilingual  corpora  of 
source and target languages to build a statistical translation 
model.  SMT  also  uses  target  language  texts  to  build  a 
statistical language model. These two models and a search 
(decoding) module are used to decode and find the best 
translation for each source language sentence [1]-[2]. 
The  performance  of  a  statistical  machine  Translation 
System  depends  significantly  on  the  amount  of  training 
data.  For  some  language  pairs,  such  as  Persian-English, 
there aren’t enough parallel corpora for the training phase 
that  eventually  builds  a  statistical  machine  translation 
system. In recent years, variety of methods are proposed 
methods  to  extract  parallel  sentences  from  non-parallel 
(comparable) bilingual corpora. 
Wikipedia  is  an  online  and  multilingual  encyclopedia 
which contains different articles in a variety of domains. 
Each article is linked to the article with the same topic in 
another  language  by  inter-language  link  structure. 
Considering  the  number  of  articles,  Persian  is  the  20th 
language  in  Wikipedia.  The  containing  of  more  than 
300,000 articles, shows Persian Wikipedia documents are 
ready  for  parallel  sentence  extraction  and  other 
multilingual research.  
In the first step of our approach, all Wikipedia Persian and 
English  documents  are  extracted.  Afterwards  our 
algorithm  is  applied  for  each  Persian  document  with  an 
existed  English  correspondence  and  potential  parallel 
sentences  are  extracted.  Then  final  filtering  phase  is 
applied on top score sentences and parallel sentences are 
extracted.  We  proposed  a  Bi-directional  information 
Retrieval approach to find sentences in the target language 
that  are  the  most  probable  translation  of  the  source 
language. 
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This  paper  is  structured  as  follows:  In  Section  2,  the 
literature and related works are reviewed. Afterwards, the 
procedure  of  Wikipedia  document  extraction  and  our 
proposed  Information  Retrieval  system  and  parallel 
sentence  extraction  are  described  in  Section  3. Then,  in 
section 4 we describe the results and evaluate our approach 
and the paper ends with our conclusion. 
2. Related Work 
Comparable corpus as a source of translation knowledge 
has  attracted  the  attention  of  many  researchers.  Unlike 
parallel  corpora,  which  are  clearly  defined  as  translated 
text,  there  is  a  wide  variation  of  non-parallelism  in 
comparable texts. Non-parallelism is manifested in terms 
of differences in author, domain, topics, time period and 
language. Most common text corpora have non-parallelism 
in  all  these  dimensions.  The  higher  the  degree  of  non-
parallelism,  the  more  challenging  is  the  extraction  of 
bilingual  information.  Wikipedia  is  a  multi-lingual 
comparable  resource  with  a  high  comparability  degree. 
Considerable amount of research has done for extracting 
parallel sentences or creating comparable corpora [3-17]. 
Moreover and in recent years, Wikipedia is a well-known 
and  rich  comparable  corpus  in  various  fields  of  natural 
language processing and machine translation systems [7], 
[13-14] and [16-17]. 
Zhao  and  Vogel  [3]  propose  a  maximum  likelihood 
criterion  which  combines  sentence  length  model  and  a 
statistical  translation  lexicon  model  extracted  from  an 
already  existing  aligned  parallel  corpus.  An  iterative 
process  was  applied  to  retrain  the  translation  lexicon 
model  with  the  extracted  data.  Their  selected  languages 
were Chinese and English. 
Utiyama and Isahara [4] use cross language information 
retrieval techniques and dynamic programming to extract 
parallel sentences from an English–Japanese news corpus. 
The authors first try to find similar article pairs, and then, 
they treat these pairs as parallel texts, align their sentences 
on a sentence pair similarity score. Subsequently, they use 
dynamic  programming  to  find  the  minimum-cost 
alignment over each document pair. They use the BM25 
similarity measure for their algorithm.  
Resnik and Smith [5] use their structural filtering system 
STRAND  which  filters  candidate  parallel  pairs  by 
determining  a  set  of  pair-specific  structural  values  from 
the underlying HTML page. They report a precision of 98% 
and a recall of 61% on their developed English-Chinese 
parallel corpus. 
Fung and Cheung [6] present a method to extract parallel 
sentences  from  very  non-parallel  corpora  by  exploiting 
bootstrapping  on  top of  IBM  Model 4. They  claim  that 
their “find-one-get-more” strategy principle allows them to 
add more parallel sentences from dissimilar documents, to 
the baseline set. Primary steps of their method is alike the 
former approaches while they uses similarity metric same 
other  approaches.  Then  they  used  an  iterative 
bootstrapping framework based on the principle of “find-
one-get-more”,  which  claims  that  documents  found  to 
contain one pair of parallel sentences must contain others 
even if the documents are judged to be of low similarity. 
They  rematch  documents  with  using  extracted  sentence 
pairs,  and  refine  the  mining  process  iteratively  until 
convergence (Fung and Cheung 2003). Adafre and Rijke 
[7] extract similar sentences from Wikipedia article pairs 
by considering that Wikipedia consists of documents with 
several  languages.  They  investigated  two  approaches.  
First  approach  uses  a  machine  translation  to  translate 
Wikipedia pages from source language to target language. 
The second approach, a bilingual lexicon is used to extract 
parallel  sentences  from  Wikipedia  aligned  documents. 
Finally,  word  overlap  between  sentences  is  used  as  a 
similarity measure. 
Munteanu and Marcu [8], first use a dictionary to translate 
some of the words of the source sentences, and then use 
these translations to query a database for finding matching 
translation  candidates  and  extracting  final  parallel 
sentences. In other work, Munteanu and Marcu [9] train a 
maximum entropy classifier to extract parallel corpus in 
Arabic, English and French languages. They show that a 
good-quality  MT  system  can  be  built  from  scratch  by 
starting with a very small parallel corpus (100,000 words) 
and exploiting a large non-parallel corpus. Abdul-Rauf and 
Schwenk  [10]-[11]  present  another  technique  similar  to 
[8]’s  method  and  use  a  statistical  machine  translation 
system  instead  of  the  bilingual  dictionary.  In  their 
approach  they  used  an  IR  system  to  find  the  best 
candidates from translated sentences. Moreover, they used 
well-known  evaluation  metrics  WER  (Word  Error  rate), 
TER (Translation Error Rate) and TERp (Translation Error 
Rate  plus)  to  decide  the  degree  of  parallelism  between 
candidate  sentences.  Diep  et  al.  [12]  present  an 
unsupervised method and use statistical translation system 
to  detect  parallel  French-Vietnamese  parallel  sentences 
with mining comparable corpora. An iterative process was 
implemented to increase the number of extracted parallel 
sentence pairs which improved the overall quality of the 
translation. 
Authors  of  [13]  investigate  potentiality  of  Wikipedia  as 
comparable corpus and propose a ranking model to extract 
parallel sentences from Wikipedia. They used features in 
different  categories,  such  as  features  related  to  word 
alignments, features related to distortions, 3 features which 
peculiar  to  Wikipedia  markup  and  word  level  induced 
lexicon  features.  They  compared  their  proposed  model 
with  prior  model  and  could  improve  the  process  of 
sentence pair extraction. 
Patry  and  Langlais  [14]  introduced  a  system  named 
PARADOCS  for  mining  Wikipedia  parallel  documents 
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using  several  content  based  features.  PARADOCS  has 
three  components:  1-  Extracting  Wikipedia  target 
documents that are more similar to the a source document, 
2- To classify the extracted documents as parallel or non-
parallel,  3-filtered  out  wrongly  selected  parallel  pairs. 
Stefanescu et al. [15] use information retrieval system in 
their  approach  in  order  to  reduce  the  search  space  and 
memory.  After  creating  an  index  structure  for  target 
language  sentences,  for  each  sentence  in  the  source 
language the content words are selected and translated to 
the target language using an existing dictionary. Finally, 
top N similar sentences in target language are selected as 
the translation candidates. 
Otero and Lopez [16] introduce an automatic method to 
build  comparable  corpora  from  Wikipedia  using 
Categories as topic restrictions. Their strategy relies of the 
fact Wikipedia is a multilingual encyclopedia containing 
semi structured information. 
Authors  of  [17]  propose  an  unsupervised  approach  to 
automatically  synthesize  Wikipedia  articles  in  multiple 
languages. Taking an existing high-quality version of any 
entry  as  content  guideline,  we  extract  keywords  from  it 
and use the translated keywords to query the monolingual 
web of the target language. 
3. Extracting Persian-English Parallel 
Sentences 
In this paper, the goal is to implement an effective method 
to  extract  Persian-English  parallel  sentences  from 
Wikipedia  documents.  All  original  Wikipedia  pages  are 
filtered  because  they  contain  non  textual  elements  like: 
images, hyperlinks and etc. Then all documents in Persian 
part  are  aligned  to  English  part  documents.  With 
considering  DocP  and  DocE,  two  aligned  documents  in 
Persian and English languages respectively, the main goal 
is  to  find  a  potential  parallel  sentence  in  DocE,  for  any 
selected sentence in Docp. Therefore, we need to calculate 
the  similarity  scores  between  each  Persian  sentence  in 
Docp  and  all  English  sentences  in  DocE.  Our  proposed 
similarity score consists of these three parameters: Two bi-
directional  weights  using  Persian-English  and  English-
Persian SMTs, and a penalty computed based on sentence 
lengths. Our overall score is represented in Equation 1: 
 
Figure 1: The process of Aligning and weighting sentences. In this figure, DocP and DocE are Persian and English documents and TdocP and TDocE are 
Translations of documents DocP and DocE respectively
For any two sentences Sp and Se selected from documents 
Docp  in  source  language  and  Docp  in  target  language 
respectively,  we  have  defined  our  similarity  metric  as 
follows:  
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                                                                                     (1) 
     (     )      (     )       (     )
         (     ) 
Where    (     ) is  our  similarity  metric  to  calculate 
the  similarity  between  SS  and  ST  using  a  Source-Target 
SMT. 
While two information retrieval systems are used in the 
similarity calculation phase (i.e. a Persian IR system and 
an English IR system), we need to translate our documents 
in both sides. 
Figure 1 shows a demonstration of our approach. In next 
sections,  our  work  is  explained  more  precisely.  In  that 
figure  and  in  the  rest  of  this  paper,  for  two  aligned 
documents  Persian  and  English,  the  following  notations 
are used: 
SP  A selected Persian sentence from Docp 
TSp  Translation of sentence Sp 
SE  A selected English sentence from DocE 
TSE  Translation of SE 
|SP| and |SE| are the lengths of SP and SE respectively. 
Full description of Figure 1 (i.e. our approach) is presented 
in the following sections. 
3.1 Aligning Wikipedia Documents 
We  designed  a  web  crawler  to  download  Wikipedia 
documents in both Persian and English languages. Then all 
similar  documents  are  aligned  via  inter-language  link 
structure provided by Wikipedia. Aligned documents with 
major difference in number of sentences are discarded. We 
used the threshold 30% in our work. E.g. If the number of 
sentences in an English document DocE (i.e. |DocE|) and 
the number of sentences in Persian document DocP which 
is  aligned  to  DocE  (i.e.  |DocP|)  and  |DocE|  >  |DocP|,  we 
discard  two  corresponding  documents  DocE  and  DocP 
when 
      
      
       
For any two aligned documents which are passed by above 
filtering, the procedures of next sub-sections are applied to 
extract potential parallel sentences in order to create our 
new Persian-English parallel corpus. 
3.2 Translation Phase 
A  Bi-directional  Information  Retrieval  approach  (i.e.  a 
Persian IR and an English IR) is proposed to calculate the 
similarity  scores  and  consequently  to  extract  similar 
sentences. Considering two aligned documents DocP and 
DocE,  a  Persian  document  and  its  English  aligned 
document, all sentences in both sides are translated: One 
translation to Persian-English translation and one English-
Persian  translation.  Therefore,  we  need  two  different 
statistical machine translation systems. A Persian-English 
Machine Translation system and An English-Persian MT 
systems.  The  translation  modules  in  this  work  are  built 
using Moses toolkit [18] with the default setting and as 
follows: 
-  GIZA++  [19]  was  used  for  word  alignments,  the  “-
alignment” option for phrase extraction was “grow-diag-
final-and” 
-  Fourteen  features  in  total  were  used  in  the  log-linear 
model: distortion probabilities (six features), one 3-gram 
language  model  probability,  bidirectional  translation 
probabilities  (two  features)  and  lexicon  weights  (two 
features), a phrase penalty, a word penalty and a distortion 
distance penalty.  
- Two 3-gram models were created for both English and 
Persian languages. We built both language models using 
the SRILM toolkit [20] and our monolingual corpus. 
Now, we have two new translated documents: TDocp, the 
translation of Persian document and TDocE, the translation 
of aligned English document to Persian. These translations 
will send to next section for further processing. 
3.3  Bi-directional  Score  calculation  using 
Information Retrieval systems 
In  this  part  the  introduced  bi-directional  scores  for  two 
sentences SP and SE, sentences selected from Persian and 
English  aligned  documents  DocP  and  DocE  respectively, 
are  calculated.  This  score  is  a  summation  of  Persian-
English  score  Sim(SP,  SE)  and  English-Persian  score 
Sim(SE, SP). In order to calculate these scores we use two 
implementations of Lucene IR system; An English and a 
Persian one: 
1-  Using  sentences  of  TDocp  as  the  query  database  on 
indexed document DocE 
In  first  step,  Our  IR  machine  creates  an  index  database 
from  DocE.  Then  each  sentence  in  translated  document 
TDocp  considers  as  an  independent  query,  and  the  IR 
system calculates scores between it query and all sentences 
in index database (i.e. DocE). 
2-  Using  sentences  of  TDocE  as  the  query  database  on 
index document DocP 
The process of this IR system is similar to previous IR 
system. 
Now, regarding above method, for any two sentences SP 
and  SE,  we  have  two  similarity  scores  Sim(Ss,  St)  and 
Sim(Ss, St) and consequently a cumulative bi-directional 
score.  Using  this  assumption,  we  could  have  the  bi-
directional cumulative score between any two sentences in 
DocP and DocE. Another issue should be considered in our 
final  scoring  system  is  the  difference  in  the  length  of 
selected  sentences.  So  we  have  applied  a  new  penalty 
score which is increased when the difference in sentences’ 
length is more than expected. This penalty is proposed in 
next sub section. 
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3.4 Length penalty 
In order to compute the length penalty between any two 
sentences  SP  of  DocP  and  SE  from  DocE,  we  use  below 
Equation 2. 
            
    
                                        (2) 
Where     
     
     and    
      
      
 
AvgEng is the average English sentence length and AvgPer is 
the average for all Persian sentence. 
The parameter   is our tuning factor. In our experiments 
this factor is set to 2 which is gained experimentally based 
on our statistics. For each sentence in Source Document 
Docp and sentences in English document DocE which is 
aligned to Docp, in order to calculate the final score, this 
computed  penalty  will  be  added  to  our  cumulative  bi-
directional score gained from previous part. 
3.5 Final selection 
Finally, for any Persian sentence SP from document Docp, 
considering all sentences {SE1, SE2, SE3 … and SEn} from 
aligned document DocE, the potentially parallel translation 
is selected using Equation 3. 
         (     (      ))                (3) 
Then  we  use  a  selection  threshold  T  in  order  to  ignore 
those selected sentences with very low similarity score. I.e. 
based on Equation 4 all pairs with similarity score lower 
than T are filtered out: 
       (     )                               (4) 
4. Experiments and Results: 
In this part, the results of our parallel extraction system are 
evaluated.  In  section  4.1  our  dataset  and  primary  SMT 
systems  are  introduced.  In  section  4.2  we  evaluate  the 
accuracy of our extracted parallel sentences and then in 
section  4.3  we  evaluated  the  effect  of  applying  our 
extracted  data  in  four  different  Persian-English  SMT 
systems.   
4.1 Input datasets 
We  used  Persian  and  English  Wikipedia  documents  to 
create our initial comparable corpus. These documents are 
aligned based on our defined criteria introduced in Section 
3-1. After this phase, we have 1200 aligned documents to 
extract  potentially  parallel  sentences.  As  introduced  in 
Section  3,  two  machine  translation  systems  are  needed. 
These  translation  systems  are  created  using  our  setting 
which  introduced  in  Section  3.2.  We  have  used  an 
available  Persian-English  parallel  corpus  to  create  our 
translation  models  and  two  monolingual  Persian  and 
English corpora to build our language models. The size of 
our  Persian-English  parallel  corpus  is  about  105K 
Sentences.  Using  these  systems,  our  filtered  Wikipedia 
documents are translated to opposite language (i.e. English 
documents are translated to Persian and Persian documents 
are translated to English). 
In  order  to  create  our  test  dataset  we  annotated  10 
Wikipedia article pairs. We have considered two sentences 
as  parallel,  if  they  are  in  one  of  these  three  levels  of 
parallelism:  parallel  sentence  pairs,  quasi  parallel 
sentences  and  strong  comparable  sentences.  Our 
implementation  is  applied  on  these  10  annotated 
documents. 
4.2 Extracting parallel sentences 
In this work, we have used different selection thresholds to 
determine  whether  two  sentences  are  parallel  or  not.  In 
each experiment, all sentence pairs with similarity score 
more  than  this  threshold  are  considered  as  parallel 
sentence.  The  precision  and  recall  metrics  are  used  to 
evaluate our extraction method with different thresholds. 
Table  1  shows  precision,  recall  and  the  number  of 
extracted  sentences  using  our  test  set  (10  annotated 
documents  introduced  in  Section  4-1)  by  applying 
different selection thresholds, 0.1, 0.2, 0.4, 0.6 and 0.8. 
Table 1: Precision, Recall and the number of extracted sentences using 
different selection threshold 
Threshold (0, 1)  Extracted 
sentences  Precision  Recall 
0.1  289  49.12  96.5 
0.2  241  62.65  91.51 
0.4  142  78.16  67.27 
0.6  103  90.29  56.36 
0.8  73  94.29  42.81 
 
Figure  2,  shows  a  graphical  demonstration  of  this 
experiment to compare precisions and recalls for threshold 
introduced in Table 1. As we expected, by decreasing the 
similarity  score,  i.e.  stricter  selection  criteria,  the  recall 
value decreased and the accuracy of selected our selection 
becomes higher. 
 
Figure 2: Precision, Recall and number of extracted sentences using 
different similarity threshold. 
49.12 
62.65 
78.16 
90.29  94.29  96.5  91.51 
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42.81 
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Figure 3 shows the compression of the accuracy of our bi-
directional IR approach with two other strategies: 
- A simple binary classifier introduced in Section 2. 
- Using one direction translation and consequently a usual 
information retrieval system, instead of our proposed bi-
directional system 
For  this  experiment,  the  precision  and  recall  values  are 
shown for top K similar sentences selected using different 
approaches. The value of K, is 100, 200, 300, 400 and 500. 
Based on the results, for all values of K, our approach has 
more accuracy in comparison with classic binary classifier 
and  the  figure  shows  using  penalty  score  and  English-
Persian translation could improve the results too. 
4.3 Machine Translation Evaluation 
To evaluate the effect of adding the extracted sentences to 
an existing machine translation system, we used a partition 
of TEP parallel corpus (Tehran university English Persian 
corpus)  as  our  seed  parallel  data.  Our  selected  corpus 
contains 100K parallel sentences. We create our baseline 
SMT system based on this corpus, besides; we created a 
test  set  by  extracting  parallel  sentences  from  Wikipedia 
documents. To create a high quality test set we manually 
select  200  sentences.  In  addition  of  our  baseline  SMT 
system,  we  created  five  other  SMT  systems  using 
extracted sentences and examine each SMT system with 
our test set individually. 
 
Figure 3: Precision of top 500 sentences in Bi-directional method (our 
proposed method), One-direction approach and classic method from 10 
annotated Document. 
 
Figure 4: The BLEU score of SMT systems with adding extracted 
sentences with different selection threshold to baseline system 
In the primary phase, we evaluated our test set with the 
baseline system. As it shown in Figure 4, the BLEU score 
of  this  system  is  21.02.  Afterwards  we  add  Wikipedia 
extracted sentence pairs with different selection thresholds 
0.1, 0.2, 0.4, 0.6 and 0.8. The BLEU scores are shown in 
Figure 4. This experiment shows adding extracted data to 
baseline system has a significant improvement in BLEU 
score  of  existing  machine  translation  system.  Based  on 
results  in  Figure  4,  the  best  improvement  is  when  we 
added  extracted  data  with  selection  threshold  0.4. 
Increasing  in  notice  amount  is  the  main  reason  of 
efficiency decrement when extracted sentences with higher 
thresholds  (i.e.  more  than  0.2)  are  added  to  our  trained 
SMT. 
5. Conclusion 
This paper focuses on extracting parallel Persian-English 
sentences from Wikipedia as a rich document level aligned 
comparable  corpus.  We  introduce  a  bi-directional 
information  retrieval  and  a  translation  based  weighting 
system to extract Persian–English parallel sentences from 
document  aligned  level  articles  of  Wikipedia.  First,  we 
train  two  Persian-English  and  English-Persian  SMT 
systems  to  translate  Persian  and  English  Wikipedia 
documents  respectively.  Then,  we  performed  our  bi-
directional  information  retrieval  approach  on  the  sets  of 
translated  bi-lingual  comparable  sentences  to  extract  the 
candidate  list  of  parallel  sentences.  Moreover  a  length 
penalty score is applied to our similarity scores. Using a 
ranking system, the sentence pairs with most cumulative 
score is selected as the parallel sentences. 
The  experiment  results  show  that  Wikipedia  is  a  useful 
resource for extracting parallel data, even for low resource 
languages pairs. Applying the extracted sentences on the 
baseline statistical machine translation system has a large 
effect on translation accuracy and improves our Persian-
English SMT. Based on the procedure of our approach, it 
also could be applied on other language pairs. 
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