Linear programming methods for discrete I' approximation are used to provide solutions to problems of approximate identification with state space models and to problems of model validation for stable uncertain systems. Choice of model structure is studied via Kolmogorov n-width concept and a related n-width concept for state space models. Several results are given for FIR, Laguerre and Kautz models concerning their approximation properties in the space of bounded-input bounded-output (BIBO) stable systems. A robust convergence result is given for a modified least sum of absolute deviations identification algorithm for BIBO stable linear discrete-time systems. A simulation example with identification of Kautz models and subsequent model validation is given.
Introduction
Recently the principle of unfalsified modelling has received increasing interest as one of the main sci-, entific principles providing a solid paradigm of system identification for robust control design (see e.g. [15,14,19,4] ). For various recent approaches to problems of identification for robust control design see also e.g. [7, 2, 51 .
In the present work we study decomposing the task of modelling into identification of nominal models, as best approximations within a chosen model class, followed by feasibility analysis with unmodelled dynamics. As the feasibility analysis of uncertainty models is a computationally demanding step, we are in the present work interested in formulating the identification and model validation steps in a unified manner as linear programming problems so as to facilitate realistic simulations (for testing purposes) and applications. For this reason we also use fairly general state space model structures [16] rather than just FIRmodels, cf. also the recent exponential time complexity results in worst-case identification [3]. This allows taking into account a priori information about the system dynamics via the model structure. In the present work discrete Laguerre and Kautz models [6] ,[17-181 are considered in some detail. Next we give some notation.
Let Z , R, Rm denote the integers, the reals and the set of all m x 1 vectors with entries in R, respectively. Furthermore, let loo, I' denote the spaces of (onesided) sequences z = { z k E R } Q~ such that I& = supk>l < 00 and such that 1 1 z 1 1 1 3 ck>' IZkl < 00, respectively. We shall use the notation le for the space of bounded doublesided sequences, too. Let G : loo + loo denote a strictly causal linear shiftinvariant system defined as a convolution operator
where * denotes the convolution product, and {g(k) E R}k>1, is the (unit) impulse response of G . It is wellknown that the system G is lw stable, or BIBO stable, if and only if llGll z Ig(k)l < 00. Let B denote the space of strictly causd linear shift-invariant BIBO stable systems.
Let G denote the transfer function of G E B, defined by G ( t ) = C k > l g ( k ) t k , where z is a complex variable. In the sequel we shall use interchangeably the notation G and C for a system in B. Thus we define 1 1 G 1 1 to mean 11G11, etc.
Approximate Modelling with State Space

Models
Let Gn E B be a stable n-dimensional state space model defined by the triple (Anl Bnl Cn). Keeping An and Bn fixed but varying Cn over Rn defines an ndimepional linear subspace in B. The transfer function Gn(t) of G, is a rational function (in z ) of degree at most n. defining stable n-dimensional state space models.
Introduce the Kolmogorov n-width of S as (4) where the left-most infimum is taken over all ndimensional linear subspaces il,, of B. A subspace il: 
Furthermore, the (FIR) model set P,, = { F E B I P ( z ) E span{z, z z , . . . , z " } } is an optimal subspace for dn(Am(7)).
The proofs of the above results are given in [4] .
Laguerre and Kautz Models
Consider the discrete Laguerre functions { L k E D } b l l defined through their transfer functions as , k = 1,2,. . ., ( 6 ) where -1 < a < 1. It is well-known that the discrete Laguerre functions Lt form an orthonormal basis of 12, the space of square summable real sequences. 
The discrete h'autz functions ($1) are dense in B.
Proof. Note that as
the result follows from a slight modication of the argument used in the proof of the denseness of the Laguerre functions.
Discrete Laguerre and Kaute models provide two examples of state space model structures with nontrivial properties. Kautz models are especially useful for lightly damped systems [ l S ] .
Identification of Nominal Models
Let us assume that the input/output data { y ( t ) , u ( t ) } E i ' from an identification experiment is modelled as having been generated by an unknown The identification criterion that will be of most interest here is the least sum of absolute deviations (LSAD) criterion (see e.g. This criterion leads to linear programming problems when model and error priors are expressed as linear inequalities and linear equalities. It is our experience that it is possible to solve such constrained minimization problems efficiently using the method described in [l] up to at least 10 000 input/output data points.
Define It is important to observe that the modified LSAD algorithm is nonlinear in the output data. Recent results indicate that this is essential for robust convergence [ 131.
Model Validation for Uncertain Systems
So far we have considered identification of a nominal model Gn for an unknown system G. After identifying Gn model quality estimation can be performed via validation/invalidation of uncertainty models.
An analogue to the model validation problems considered in This corresponds to a sampled continuous system with a sampling time of 0.5 s.
The system has three pairs of complex conjugate poles at (0.8377 f 0.70122'), (0.9259 f 0.49142') and (1.1264 f 0.27582'). The second pair of poles results in a poorly damped resonance at about 1.0 rad/s, which dominates the impulse response of the system (Fig.2) . The first and the third pair of poles result in more damped resonances at 1.4 rad/s and 0.3 rad/s, respectively.
The simulated system is y ( t ) = (G * u ) ( t ) + v ( t ) ,
where the noise { u ( t ) } is generated as Gaussian white noise with variance 0.02. In all simulations the input sequence { u ( t ) } is generated as a PRBS (pseudorandom binary signal) sequence of the numbers fl with transitition period between 1 and 20 samplings.
Identification of Nominal Model
Because of the resonant property of the system we choose the Kautz model structure to correspond to the frequency and damping of the dominant resonance, which we assume to be known. For this example we simply place the poles of the Kautz model at (0.9259 f 0.4914i).
In order to model all three resonance peaks with a minimum number of parameters a combination of three Kautz models, each describing one resonance peak, would be needed [8] . In accordance with the assumption that only the dominating resonance is known, we select a model structure consisting of a Kautz model combined with a FIR model. The Kautz model should be able to accurately model the known resonance while the FIR-part of the model structure A data sequence of 800 input/output data pairs was generated. The first 200 inputs were used as input to the state space model (21) in order to let the state vector converge from an arbitrary initial state. The next 300 data pairs were used for identification and the last 300 data pairs for model validation. The Bode diagram of the identified nominal model is in Fig.1 compared to the Bode diagram of the system (17) and in Fig.2 would give a size of the perturbation greater than 2.
