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In this paper we consider the following Schrödinger equation:{−u + V (x)u = g(x,u) for x ∈ RN ,
u(x) → 0 as |x| → ∞,
where V (x) and g(x,u) are periodic with respect to x and 0 is a boundary point
of the spectrum σ(− + V ). Replacing the classical Ambrosetti–Rabinowitz superlinear
assumption on g(x,u) by a general super-quadratic condition, we are able to obtain the
existence of nontrivial solutions.
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1. Introduction and main results
We consider the following Schrödinger equation:{−u + V (x)u = g(x,u) for x ∈ RN ,
u(x) → 0 as |x| → ∞, (1.1)
where V (x) : RN → R is a potential and g : RN × R → R is a nonlinear coupling which is superlinear as |u| → ∞.
Eq. (1.1) appears in several applications from mathematical physics. For instance, when we look for standing wave solu-
tions of the following time dependent Schrödinger equation:
ih¯
∂ψ
∂t
= − h¯
2
2m
ψ + W (x)ψ − f (x, |ψ |)ψ.
It is obvious that standing wave ψ(x, t) = u(x)e− iEth¯ solves the above equation if and only if u(x) solves (1.1) with V (x) =
2m
h¯2
(W (x) − E) and g(x,u) = 2m
h¯2
f (x, |u|)u.
As we know, the nonlinear Schrödinger equation with periodic potential and nonlinearities has been widely investigated
for both its importance in applications and mathematical interest, see, e.g., [1,4–10,13,14,17,21]. It is well known (see,
e.g., [18]) that the spectrum of the self-adjoint operator A = − + V in L2(RN ) is purely continuous and may contain
gaps, i.e. open intervals free of spectrum. Here we recall some results on existence and multiplicity of solutions of such an
equation depending on the location of 0 in σ(A).
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M. Yang et al. / J. Math. Anal. Appl. 364 (2010) 404–413 405Case 1. 0 < infσ(A). In [6] Coti-Zelati and Rabinowitz proved the existence of inﬁnitely many solutions provided g ∈
C2(RN × R,R) satisﬁes suitable growth condition and the Ambrosetti–Rabinowitz condition [2]: there is μ > 2 such that
0< μG(x,u) g(x,u)u for all x ∈ RN and u ∈ R \ {0}. (1.2)
As we know (1.2) plays an important role in studying variational problems and many efforts have been done to weak
condition (1.2). Recently, replacing (1.2) by a general superlinear assumption and monotone condition on g(x,u), Li, Wang
and Zeng [10] studied the existence of ground state solutions by concentration compactness arguments. We also refer
readers to [3,12] where the Ambrosetti–Rabinowitz condition plays an important role.
Case 2. 0 lies in a gap of the spectrum σ(A). When (1.2) is satisﬁed and G(x,u) is strictly convex, existence and multiplicity
of solutions of (1.1) were established in Alama and Li [1], Buffoni et al. [5] by virtue of a mountain-pass reduction. Without
the convexity, by using a generalized linking argument together with a weaker topology setting, Kryszewski and Szulkin
[9] obtained the existence, and multiplicity provided g(x,u) is odd in u, of solutions of (1.1). Letting E = H1(RN ), in [13],
Pankov introduced the following C1-Nehari type manifold
M := {u ∈ E \ E−: u = 0, (Φ ′(u),u)= 0 and (Φ ′(u), v)= 0 for all v ∈ E−}
by assuming additionally that g ∈ C1, |gu(x,u)| a′(1+ |u|p−2) and
0< g(x,u) θ gu(x,u)u for some θ ∈ (0,1) and u ∈ R \ {0} (1.3)
(E− is the negative space of A). Then he obtained the existence of ground state solution by periodic approximation tech-
nique. However, if (1.3) does not hold, we know M is not a C1-manifold and Pankov’s method does not apply any longer.
In a recent paper [16], Szulkin and Weth developed a new approach based on reduction the strongly indeﬁnite problem to
a deﬁnite one and proved the existence of ground state solution with (1.2) replaced by a general super-quadratic condition
and monotone condition on g(x,u). There they also proved the existence of inﬁnitely many geometrically distinct solutions
for odd nonlinearity.
Case 3. 0 is a boundary point of a gap of σ(A). As far as we know, there are only two papers [4,14] dealt with this case. In
[4] Bartsch and Ding introduced the following conditions:
(V1) 0 ∈ σ(A) and there exists β > 0 such that (0, β] ∩ σ(A) = ∅;
(g1) There are constants a1 > 0 and 2< γ μ < 2∗ such that
a1|u|μ  γ G(x,u) g(x,u)u for all x ∈ RN , u ∈ R;
(g2) There are constants a2 > 0 and 2< p  q < 2∗ such that∣∣g(x,u)∣∣ a2(|u|q−1 + |u|p−1) for all x ∈ RN , u ∈ R.
With (V1), (g1), (g2), the authors were able to prove the existence of weak solution u ∈ H2loc(RN ) and u ∈ Lt(RN ) for
μ  t  2∗ . There they also showed the existence of inﬁnitely many geometrically distinct solutions for odd nonlinearity.
Later, this result was improved by Willem and Zou in [14] by using an improved generalized linking theorem; instead of
conditions (g1), (g2), the authors obtained the existence of one weak solution by assuming:
(s1) There are constants c1, c2 > 0 and 2< μ < 2∗ such that
c1|u|μ  g(x,u)u  c2|u|μ for all x ∈ RN , u ∈ R.
(s2) g(x,u)u − 2G(x,u) > 0 for all x ∈ RN , u ∈ R \ {0}.
(s3) lim infu→0 g(x,u)uG(x,u)  γ uniformly for all x ∈ RN .
(s4) There exists c > 0 such that
lim inf
u→∞
g(x,u)u − 2G(x,u)
|u|α  c
uniformly for all x ∈ RN , where α > μ∗ := 2∗μ(μ−2)2∗μ−2∗−μ , if 2∗ < ∞; α > μ(μ−2)μ−1 , if 2∗ = ∞.
As we know, the Ambrosetti–Rabinowitz type superlinear condition plays an important role in proving the boundedness
of the (P .S)∗ sequence or (P .S) sequence in [4,14]. Thus it is natural to ask if the existence results established in [10,16]
still hold when 0 is a boundary point of the spectrum σ(A).
The purpose of this paper is to study the case when 0 is a boundary point of the spectrum σ(A) with the nonlinearities
g(x,u) satisfying general superlinear condition and Nehari type monotone condition. The assumptions are the following:
(G1) g(x,u) is 1-periodic in x j for j = 1, . . . ,N , |g(x,u)|  a(1 + |u|p−1) for some a > 0 and 2 < μ < p ∈ (2,2∗) where
2∗ := 2NN−2 if N  3 and 2∗ := +∞ if N = 1 or 2;
(G2) g(x,u) = o(|u|) as |u| → 0 uniformly in x;
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(G4) u → g(x,u)|u| is strictly increasing on (−∞,0) and (0,+∞).
The proofs of the main result are based on variational methods applied to the functional
Φ(u) = 1
2
∫
RN
(|∇u|2 + V (x)u2)−
∫
RN
G(x,u). (1.4)
The hypotheses on g(x,u) imply that E → R is of class C1 and that critical points of Φ are solutions of (1.1). By assump-
tion (V1), we have E = E− ⊕ E+ corresponding to the decomposition of σ(A) into σ(A) ∩ (−∞,0] and σ(A) ∩ [β,+∞). If
we deﬁne a new norm ‖ · ‖X on E± by setting
∥∥u±∥∥2X = ±
∫
RN
(∣∣∇u±∣∣2 + V (x)∣∣u±∣∣2), for u± ∈ E±,
then Φ can be written as
Φ(u) = 1
2
(∥∥u+∥∥2X −
∥∥u−∥∥2X)− Ψ (u), (1.5)
where u = u− + u+ ∈ E− ⊕ E+ , Ψ (u) = ∫
RN
G(x,u). However, since 0 is a boundary point of the spectrum σ(A), we know
norm ‖ · ‖X is not equivalent to the standard norm on E , thus the generalized linking theorem in [9,20] cannot be directly
used. What’s more, we cannot look for solutions of (1.1) in the completion X of E under norm ‖ · ‖X , because
∫
RN
G(x,u) is
not well deﬁned due to our assumptions on g(x,u). It is well known that without condition (1.2), it is not easy to obtain
the boundedness of the Palais–Smale sequence when the action functional is strongly indeﬁnite, especially for the case 0 as
a boundary point of the spectrum σ(A).
Let Xμ be the completion of X under norm ‖ · ‖Xμ = (‖ · ‖2X + | · |2μ)
1
2 . The main result of this paper is
Theorem 1.1. If assumptions (V1) and (G1)–(G4) are satisﬁed, then problem (1.1) has at least one solution in Xμ .
At the end of this paper, we can also deal with the case 0 as a left end point of σ(A).
(V2) 0 ∈ σ(A) and there exists β > 0 such that [−β,0) ∩ σ(A) = ∅.
Theorem 1.2. If assumption (V2) holds and −g satisﬁes (G1)–(G4), then problem (1.1) has at least one solution in Xμ .
Motivated by the above recent works, we are going to consider the case 0 as a boundary point of the spectrum σ(A)
and ﬁnd at least one ground state solution if the nonlinearities g(x,u) satisfy general superlinear condition and Nehari type
monotone condition. The main idea here lies in an approximation technique and an application of a variant generalized
weak linking theorem for strongly indeﬁnite problem developed by Schechter and Zou [17] (see also Willem and Zou [14],
Szulkin and Zou [15]). In detail, we ﬁrst restrict the action functional Φ on suitable subspace Xn of E and ﬁnd a critical
point un . Then with this special (P .S)∗c sequence {un}, we solve the problem by concentration compactness arguments. In
[17,14,15], the authors developed monotonicity trick for strongly indeﬁnite problem, the idea of monotone trick was ﬁrstly
introduced by [19] and later developed by Jeanjean [8] for Landesman–Lazer type problems in RN .
The paper is organized as follows. In Section 2, we introduce the variational framework and main variational tool. In
Section 3, we prove the existence of critical points for the functional restricted on suitable subspace of E = H1(RN ). In
Section 4, we prove the existence result for Eq. (1.1) with the critical points obtained in Section 3.
2. The variational framework
Throughout this paper we denote by | · |q the usual Lq-norm and C for generic constants. Under assumption (V1), A =
− + V is a self-adjoint operator acting on H = L2(RN ,R) = L2 with domain D(A) = H2(RN ,R). Letting (Pλ : H → H)λ∈R
denote the spectral family of A and setting H− := P0H and H+ := (Id− P0)H , we have the orthogonal decomposition
H = H− ⊕ H+, u = u− + u+.
Let X = D(|A|1/2) be equipped with the inner product
(u, v) = (|A|1/2u, |A|1/2v)L2
and norm ‖u‖X = ||A|1/2u|2 where (·,·)L2 denotes the inner product of L2. We have the decomposition
X = X− ⊕ X+ where X± = X ∩ H±,
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the norm ‖ · ‖X is equivalent to the H1(RN ) norm on X+ , so X+ = E ∩ H+ . However, on the subspace E ∩ H− , the ‖ · ‖X is
weaker than H1(RN ) norm and E ∩ H− is not complete with respect to ‖ · ‖X . To solve the problem in H1(RN ), we set, for
each n ∈ N ,
X−n := X− ∩ P−1/nH ⊂ X− and Xn = X−n ⊕ X+ ⊂ X .
Since the spectrum of A restricted Xn is bounded away from 0 we know ‖ · ‖X is equivalent to the H1(RN ) norm on X− ,
hence Xn ⊂ E ⊂ X . Let
Qn := P−1/n + (Id− P0) : X → Xn
denote the orthogonal projection. Then we have for any u ∈ E:
Qnu → u, as n → ∞, with respect to ‖ · ‖X and | · |Lt , 2 t < 2∗.
For each n we deﬁne the functional Φn = Φ|Xn , Ψn = Ψ |Xn , then Ψn is well deﬁned in Xn , moreover Φn,Ψn ∈ C1(Xn,R)
and
(
Ψ ′n(u), v
)=
∫
RN
g(x,u)v,
(
Φ ′n(u), v
)= (Au, v) −
∫
RN
g(x,u)v.
The following abstract critical point theorem plays an important role in proving our main result.
Let E be a Hilbert space with norm ‖ · ‖ and have an orthogonal decomposition E = N ⊕ N⊥ , N ⊂ E is a closed and
separable subspace. There existing norm |v|w satisﬁes |v|w  ‖v‖ and induces a topology equivalent to the weak topology
of N on bounded subset of N . For u = v + w ∈ E = N ⊕ N⊥ with v ∈ N , w ∈ N⊥ , we deﬁne |u|2w = |v|2w +‖w‖2. Particularly,
if (un = vn + wn) is | · |w -bounded and un |·|w→ u, then vn ⇀ v weakly in N , wn → w strongly in N⊥,un ⇀ v + w weakly
in E (cf. [17]).
Let E = E− ⊕ E+ , z0 ∈ E+ with ‖z0‖ = 1. Let N := E− ⊕ Rz0 and E+1 := N⊥ = (E− ⊕ Rz0)⊥ . For R > 0, let
Q := {u := u− + sz0: s ∈ R+, u− ∈ E−, ‖u‖ < R}
with p0 = s0z0 ∈ Q , s0 > 0. We deﬁne
A := ∂Q and B := {u := sz0 + w+: s 0, w+ ∈ E+1 , ∥∥sz0 + w+∥∥= s0}.
For Φ ∈ C1(E, R), deﬁne
Γ := {h ∣∣ h : [0,1] × Q¯ → E is | · |w-continuous, h(0,u) = u, Φ(h(s,u))Φ(u), ∀u ∈ Q¯ .
For any (s0,u0) ∈ [0,1] × Q¯ , there is a | · |w-neighborhood U (s0,u0),
such that
{
u − h(t,u): (t,u) ∈ U (s0,u0) ∩
([0,1] × Q¯ )}⊂ Eﬁn}
where Eﬁn denotes various ﬁnite-dimensional subspaces of E , Γ = ∅ since id ∈ Γ .
The variant weak linking theorem is:
Lemma 2.1. (See [17].) The family of C1-functional {Φλ} has the form
Φλ(u) := I(u) − λ J (u), ∀λ ∈ [1,2].
Assume
(a) J (u) 0, ∀u ∈ E, Φ1 = Φ;
(b) I(u) → ∞ or J (u) → ∞ as ‖u‖ → ∞;
(c) Φλ is | · |w-upper semicontinuous, Φ ′λ is weakly sequentially continuous on E. Moreover, Φλ maps bounded sets to bounded sets;
(d) supA Φλ < infB Φλ , ∀λ ∈ [1,2].
Then for almost all λ ∈ [1,2], there exists a sequence {un} such that
sup
n
‖un‖ < ∞, Φ ′λ(un) → 0, Φλ(un) → Cλ,
where
Cλ := inf
h∈Γ
sup
u∈Q
Φλ
(
h(1,u)
) ∈ [inf
B
Φλ, sup
Q¯
Φ
]
.
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In order to apply Lemma 2.1, we consider
Φn,λ(u) := 1
2
∥∥u+∥∥2X − λ
(
1
2
∥∥u−∥∥2X + Ψn(u)
)
.
It is easy to see that Φn,λ veriﬁes conditions (a), (b) and (c) in Lemma 2.1, since the norm ‖·‖X is equivalent to the H1-norm
on Xn . We still need to verify (d). Indeed, we have
Lemma 3.1. Under assumptions (V1) and (G1)–(G4), there hold:
(i) There exists ρ > 0 independent of λ ∈ [1,2] such that κ := infΦλ(Sρ X+) > 0 where Sρ X+ := {z ∈ X+: ‖z‖X = ρ}.
(ii) For ﬁxed z0 ∈ X+ with ‖z0‖X = 1 and any λ ∈ [1,2], there is Rn > ρ > 0 such that supΦn,λ(∂Qn)  0 where Qn = {z =
v + sz0: v ∈ X−n , s 0, ‖z‖X < Rn}.
Proof. (i) Under assumptions (G2), (G3), we know for any ε > 0 there exists Cε > 0 such that |G(x,u)|  ε|u|2 + Cε|u|p .
Hence, for any u ∈ X+ ,
Φn,λ(u)
1
2
‖u‖2X − λε‖u‖2X − C ′ε‖u‖pX ,
which implies the conclusion.
(ii) The proof for the case λ = 1 is contained in [16], we outline here for the completeness of the paper.
Suppose by contradiction that there exists um ∈ X−n ⊕R+z0 such that Φn,λ(um) > 0 for all n and ‖um‖X → ∞ as m → ∞.
Set wm = um/‖um‖X = smz0 + w−m , then 1= ‖wm‖X = sm + ‖w−m‖X and
0<
Φn,λ(um)
‖um‖2X
= 1
2
(
s2m − λ
∥∥w−m∥∥2X)− λ
∫
RN
G(x,um)
u2m
w2m dx. (3.1)
From (G4), we know G(x,u) 0, therefore∥∥w−m∥∥2X  λ
∥∥w−m∥∥2X < s2m = 1−
∥∥w−m∥∥2X ,
consequently we know ‖w−m‖X  1√2 and
1
1−√2  sm  1 for all m. Going to a subsequence if necessary, we may assume
sm → s > 0, wm ⇀ w and w−m(x) → w−(x) a.e. in RN . Hence w = sz0 + w−(x) = 0 and therefore |um| = ‖um‖X |wm| → +∞,
as m → +∞. By G(x,u) 0 again and Fatou’s lemma, we obtain∫
RN
G(x,um)
u2m
w2m → +∞ asm → +∞,
this contradicts to (3.1). 
Remark 3.2. By the proof of Lemma 3.1(ii), it is easy to see that there is an R independent of n such that conclusion (ii)
still holds.
Applying Lemma 2.1, we readily obtain the following facts.
Lemma 3.3. Under assumptions (V1) and (G1)–(G4), for almost all λ ∈ [1,2], there exists a sequence {um} such that
sup
m
‖um‖X < ∞, Φ ′n,λ(um) → 0, Φn,λ(um) → Cλ ∈
[
κ, sup
Q¯ n
Φn
]
.
Lemma 3.4. Under assumptions (V1) and (G1)–(G4), for almost all λ ∈ [1,2], there exists a uλ such that
Φ ′n,λ(uλ) = 0, Φn,λ(uλ) sup
Q¯ n
Φn.
Proof. Let {um} be the sequence obtained in Lemma 3.3, write um = u+m + u−m with u±m ∈ X±n . Since {um} is bounded, we
have either {u+m} is vanishing, i.e.,
lim
m→∞ supy∈RN
∫ (
u+m
)2 = 0
B1(y)
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lim
m→∞
∫
Br(ym)
(
u+m
)2  δ.
If {u+m} is vanishing, by Lion’s concentration compactness principle [11], we have that u+m → 0 in Ls(RN ) for all s ∈ (2,2∗).
Since for any ε > 0 there exists Cε such that |g(x,u)| ε|u| + Cε|u|p−1, by Hölder’s inequality, we know∫
RN
∣∣g(x,um)u+m∣∣ ε
∫
RN
|um|
∣∣u+m∣∣+ Cε
∫
RN
|um|p−1
∣∣u+m∣∣→ 0.
Therefore, we have
Φn,λ(um)
1
2
∥∥u+m∥∥2X = Φ ′n,λ(um)u+m + λ
∫
RN
g(x,um)u
+
m → 0,
this contradicts with the fact that Φn,λ(um) κ . Hence {u+m} must be non-vanishing. Let us deﬁne vm = um(· − ym), then∫
Br(0)
(
v+m
)2  δ
2
,
since Φn,λ and Φ ′n,λ are both invariant under translation, we know
Φ ′n,λ(vm) → 0 and Φn,λ(vm) → Cλ.
Since vm is still bounded, we may assume v+m ⇀ u+λ , v−m ⇀ u
−
λ . From v
+
m → u+λ in L2loc(RN ), we know u+λ = 0. Moreover(
Φ ′n,λ(uλ),ϕ
)= lim
m→∞
(
Φ ′n,λ(vm),ϕ
)= 0, ∀ϕ ∈ Xn,
i.e. uλ is a critical point of Φn,λ .
From assumption (G4), it is easy to see
1
2
g(x,u)u − G(x,u) 0, for all u ∈ Xn.
Thus applying Fatou’s lemma, we have
sup
Q¯ n
Φn,λ  Cn,λ = lim
m→∞
(
Φn,λ(um) − 1
2
(
Φ ′n,λ(um),um
))
= lim
m→∞
∫
RN
(
1
2
g(x, vm)vm − G(x, vm)
)

∫
RN
(
1
2
g(x,uλ)uλ − G(x,uλ)
)
= Φn,λ(uλ),
the proof is completed. 
We need the following two lemmas.
Lemma 3.5. (See [16].) Let u, s, v ∈ R be numbers with s−1 and w := su + v = 0 and let x ∈ RN . Then
g(x,u)
[
s
(
s
2
+ 1
)
u + (1+ s)v
]
+ G(x,u) − G(x,u + w) < 0.
The following proposition for {uλ} obtained in Lemma 3.4 is proved for λ = 1 in [16].
Lemma 3.6. Let {uλ} be the critical point of Φn,λ obtained in Lemma 3.4, we have
Φn,λ(uλ + w) < Φn,λ(uλ) for any w ∈ Σn :=
{
suλ + v: s−1, v ∈ X−n
}
, w = 0.
410 M. Yang et al. / J. Math. Anal. Appl. 364 (2010) 404–413Proof. We rewrite Φn,λ by
Φn,λ(u) = 1
2
(
Au+,u+
)+ λ
2
(
Au−,u−
)− λ
∫
RN
G(x,u).
Since Φ ′n,λ(uλ) = 0, we have
0 =
(
Φ ′λ(uλ),
2s + s2
2
uλ + (1+ s)v
)
= 2s + s
2
2
(
Au+λ ,u
+
λ
)+ λ2s + s2
2
(
Au−λ ,u
−
λ
)+ λ(1+ s)(Au−λ , v)− λ
∫
RN
g(x,uλ)
(
2s + s2
2
uλ + (1+ s)v
)
. (3.2)
From Lemma 3.5 and (3.2), we know
Φn,λ(uλ + w) − Φn,λ(uλ) = 1
2
{((
A(1+ s)u+λ , (1+ s)u+λ
))− (Au+λ ,u+λ )}
+ λ
2
{(
A
(
(1+ s)u−λ + v
)
, (1+ s)u−λ + v
)− (Au−λ ,u−λ )}
+ λ
{∫
RN
G(x,uλ) −
∫
RN
G(x,uλ + w)
}
= 2s + s
2
2
(
Au+λ ,u
+
λ
)+ λ2s + s2
2
(
Au−λ ,u
−
λ
)+ λ
2
(Av, v) + λ(1+ s)(Au−λ , v)
+ λ
{∫
RN
G(x,uλ) −
∫
RN
G(x,uλ + w)
}
= λ
2
(Av, v) + λ
∫
RN
(
g(x,uλ)
[
s
(
s
2
+ 1
)
uλ + (1+ s)v
]
+ G(x,uλ) − G(x,uλ + w)
)
< 0. 
Lemma 3.7. Under assumptions (V1) and (G1)–(G4), there exist λm → 1 and a sequence {uλm } such that
Φ ′n,λm(uλm ) = 0, Φn,λm (uλm) sup
Q¯ n
Φn. (3.3)
Moreover {uλm } is bounded.
Proof. The existence of {uλm } such that
Φ ′n,λm(uλm ) = 0, Φn,λm (uλm) sup
Q¯ n
Φn
is the direct consequence of Lemma 3.4. To prove the boundedness of {uλm }, arguing by contradiction, suppose that
‖uλm‖X → ∞. Since Φn,λm (uλm )  0, we know ‖u+λm‖X  ‖u−λm‖X . Let vλm := uλm/‖uλm‖X . Then ‖v+λm‖2X  12 and vλm ⇀
vn ∈ Xn , vλm (x) → vn(x) a.e. in RN after passing to a subsequence. We have either {v+λm } is vanishing, i.e.,
lim
m→∞ supy∈RN
∫
B1(y)
∣∣v+λm
∣∣2 = 0
or non-vanishing, i.e., there exist r, δ > 0 and a sequence ym ∈ ZN such that
lim
m→∞
∫
Br(ym)
∣∣v+λm
∣∣2  δ.
If v+λm is vanishing, Lion’s concentration compactness principle implies v
+
λm
→ 0 in Lr(RN ) for r ∈ (2,2∗). Therefore assump-
tion (G1) and Lebesgue Dominated Convergence Theorem imply that
∫
RN
G(x, T v+λm ) → 0 for any T ∈ R. From Lemma 3.6,
we know that
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Q¯ n
Φn Φn,λm (uλm)Φλn
(
T v+λm
)
= T
2
2
∥∥v+λm
∥∥2
X − λm
∫
RN
G
(
x, T v+λm
)
 T
2
4
− 2
∫
RN
G
(
x, T v+λm
)→ T 2
4
,
we arrive a contradiction if T is large enough. Hence non-vanishing must hold and the invariance of Φn,λm under translation
implies ym can be selected to be bounded. Then v
+
λm
→ v+n in L2loc(RN ) with v+n = 0 and |uλm (x)| → ∞, as m → ∞. It follows
again from (G3) and Fatou’s lemma that
∫
RN
G(x,uλm )
u2λm
v2λm → +∞ asm → +∞,
therefore
0 Φn,λm (uλm )‖uλm‖2X
= 1
2
∥∥v+λm
∥∥2
X − λ
(
1
2
∥∥v−λm
∥∥2
X +
∫
RN
G(x,uλm )
u2λm
v2λm
)
→ −∞,
as m → ∞, which is a contradiction. Thus we have the conclusion. 
Corollary 3.8. If {uλm } is the sequence obtained in Lemma 3.7, then it is also a (P .S) sequence for Φn satisfying
lim
m→∞Φ
′
n(uλm) = 0, limm→∞Φn(uλm ) sup
Q¯ n
Φn. (3.4)
Proof. Since {uλm } is bounded, from (3.3), we know
lim
m→∞Φn(uλm) = limm→∞
(
Φn,λm (uλm ) + (λm − 1)
(
1
2
∥∥u−λm
∥∥2
X +
∫
RN
G(x,uλm )
))
and noting that the convergence is uniform in ‖ϕ‖ 1,
lim
m→∞
(
Φ ′n(uλm ),ϕ
)= lim
m→∞
((
Φ ′n,λm (uλm ),ϕ
)+ (λm − 1)
((
u−λm ,ϕ
−)+
∫
RN
g(x,uλm )ϕ
))
,
we obtain the conclusion. 
Lemma 3.9. For every n ∈ N there is a nontrivial critical point vn in Xn for Φn.
Proof. From (3.4), we know uλm is bounded (P .S) sequence for Φn . We have either {uλm } is vanishing, i.e.,
lim
m→∞ supy∈RN
∫
B1(y)
(uλm )
2 = 0
or non-vanishing, i.e., there exist r, δ > 0 and a sequence ym ∈ ZN such that
lim
m→∞
∫
Br(ym)
(uλm )
2  δ.
If uλm is vanishing, then by Lion’s concentration compactness principle again, we have that uλm → 0 in Ls(RN ) for 2< s < 2∗ .
However, for any ε > 0 there exists Cε such that |g(x,u)|  ε|u| + Cε|u|p−1, from the fact that (Φ ′n,λm (uλm ),u+λm ) = 0 and
Hölder’s inequality, we know
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∥∥2
X = λ
∫
RN
g(x,uλm )u
+
λm
 ε
∫
RN
|uλm |
∣∣u+λm
∣∣+ Cε
∫
RN
|uλm |p−1
∣∣u+λm
∣∣
 ε‖uλm‖X
∥∥u+λm
∥∥
X + C ′ε‖uλm‖p−1X
∥∥u+λm
∥∥
X . (3.5)
Similarly, we have
∥∥u−λm
∥∥2
X  ε‖uλm‖X
∥∥u−λm
∥∥
X + C ′ε‖uλm‖p−1X
∥∥u−λm
∥∥
X . (3.6)
From (3.5) and (3.6), we have
‖uλm‖2X  ε‖uλm‖2X + C ′ε‖uλm‖pX
which means ‖uλm‖X  c for some constant c, hence the vanishing case does not hold. Let us now deﬁne vλm = uλm (·− ym),
then ∫
Br(0)
(vλm)
2  δ
2
.
Since vλm is also bounded, we may assume vλm ⇀ vn with vλm → vn in L2loc(RN ) and vn = 0. Φn and Φ ′n being both
invariant by translation, we know
Φ ′n(vλm ) → 0, asm → ∞,
consequently Φ ′n(vn) = 0 and Φn(vn) supQ¯ n Φn . 
4. Proof of the main result
Lemma 4.1. For every n ∈ N, let vn be the critical point obtained in Lemma 3.9 for Φn, then {Φn(vn)} is bounded.
Proof. From Remark 3.2, it is only left to notice that
Φn(vn) sup
Q¯ n
Φn 
1
2
R2. 
Lemma 4.2. For every n ∈ N, let vn be the critical point obtained in Lemma 3.9 for Φn then {vn} is bounded in Xμ .
Proof. Since Φ ′n(vn) = 0 and κ Φn(vn) R
2
2 , we know there exist a subsequence still denoted by vn and c ∈ [κ, R
2
2 ] such
that Φn(vn) → c, hence {vn} is a (P .S)∗c sequence for Φ . By ‖v+n ‖X = ‖v−n ‖X +
∫
RN
g(x, vn)vn  C
∫
RN
|vn|μ, we only need
to show vn is bounded in X . Suppose vn is unbounded in X , thus ‖vn‖X → +∞. Since Φ(vn)  0, we know ‖v+n ‖X 
‖v−n ‖X . Let wn := vn/‖vn‖X . Then ‖w+n ‖2X  12 and wn ⇀ w , wn(x) → w(x) a.e. in RN after passing to a subsequence.
We have either w+n is vanishing or non-vanishing. If w+n is vanishing, Lion’s concentration compactness principle implies
w+n → 0 in Lr(RN ) for r ∈ (2,2∗). Therefore assumption (G1) and Lebesgue Dominated Convergence Theorem imply that∫
RN
G(x, T w+n ) → 0 for any T ∈ R. From Lemmas 3.6 and 4.2, we know
R2
2
Φ(vn) = Φn(vn)Φn
(
T w+n
)
= T
2
2
∥∥w+n ∥∥2X −
∫
RN
G
(
x, T w+n
)
 T
2
4
−
∫
RN
G
(
x, T w+n
)→ T 2
4
,
we arrive a contradiction if T is large enough. The non-vanishing case is same to Lemma 3.7. Thus we know that {vn} is
bounded in Xμ . 
M. Yang et al. / J. Math. Anal. Appl. 364 (2010) 404–413 413Proof of Theorem 1.1. Since vn is bounded in Xμ , as in Lemma 3.9, a concentration compactness argument shows vn ⇀ v
with v+ = 0. Letting ϕ ∈ C∞0 (RN ), by Lemma 2.1 in [4], we have∣∣∣∣
∫
RN
g(x, vn)(Id− Qn)ϕ
∣∣∣∣ ε
∫
RN
|vn|
∣∣(Id− Qn)ϕ∣∣+ Cε
∫
RN
|vn|p−1
∣∣(Id− Qn)ϕ∣∣→ 0, as n → ∞.
Now
(Avn,ϕ) = (Avn, Qnϕ)
= (Φ ′n(vn), Qnϕ)+
∫
RN
g(x, vn)ϕ −
∫
RN
g(x, vn)(Id− Qn)ϕ
and therefore, taking n → ∞, we have
(Av,ϕ) =
∫
RN
g(x, v)ϕ.
This implies v is a weak solution of problem (1.1) and v = 0 in Xμ . 
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