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We characterize the relatively sequentially compact subsets of P1(μ, X), the space of all
X-valued Pettis integrable functions, where X is a separable Banach space, for the weak
topology of P1(μ, X) by using the regular methods of summability. These characterizations
are alternative descriptions of the results already done by Amrani and Castaing in
[A. Amrani, C. Castaing, Weak compactness in Pettis integration, Bull. Pol. Acad. Sci. Math.
45 (2) (1997) 139–150]. We also study the theorem of Komlós in P1(μ, X), which is a
generalization of a result of E.J. Balder in [E.J. Balder, Inﬁnite-dimensional extension of a
theorem of Komlós, Probab. Theory Related Fields 81 (1989) 185–188, Theorem B]. We also
prove some convergence theorems by applying the theorem. We also prove convergence
theorems in P1(μ, X) analogous to the results of A. Amrani [A. Amrani, Lemme de Fatou
pour l’intégrale de Pettis, Publ. Math. 42 (1998) 67–79] and H. Ziat [H. Ziat, Convergence
theorems for Pettis integrable multifunctions, Bull. Pol. Acad. Sci. Math. 45 (2) (1997) 123–
137]. Finally, we prove some convergence theorems in P1(μ, X) which are generalizations
of some results of N.C. Yannelis [N.C. Yannelis, Weak sequential convergence in Lp(μ, X),
J. Math. Anal. Appl. 141 (1989) 72–83] and A. Ülger [A. Ülger, Weak compactness in
L1(μ, X), Proc. Amer. Math. Soc. 113 (1991) 143–149].
© 2009 Published by Elsevier Inc.
1. Introduction
The main purpose of our paper is to prove some results on the weak convergence of sequences or nets in P1(μ, X), the
spaces of all X-valued Pettis integrable functions f :Ω → X on a ﬁnite complete measure space (Ω,Σ,μ), where X is a
separable Banach space.
The problem of characterizing the relatively weakly compact subsets of L1(μ, X) for general X remained one of the most
elusive problems in the theory of vector measures till the eighties of the last century [11, p. 117]. The real breakthrough
came in 1991 with the paper of A. Ülger [30] who applied a deep result of Talagrand [29] as well as James’s characterization
of weak compactness [19]. J. Diestel et al. [12] improved the results of Ülger in 1993 by removing the L∞(μ)-boundedness
condition on the functions and gave an alternative proof by applying Grothendieck’s interchangeable double limits theorem.
In 1996, S. Diaz studied weak compactness property in L1(μ, X) with the help of regular methods of summability [10].
M. Nowak studied weak compactness property in Köthe–Bochner spaces [26–28], which are generalizations of the results
in L1(μ, X) as mentioned above. In [27], he used regular methods of summability to study weak compactness property.
The study of weakly compact subsets of P1(μ, X) was initiated by Brooks and Dinculeanu in [6,7]. In [2], Amrani and
Castaing studied weak compactness property in P1(μ, X) by using the method of Grothendieck’s interchangeable double
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mentioned above.
Necessary and suﬃcient conditions for subset of P1(μ, X) to be conditionally weakly compact were studied by D.R. Lewis
[23, Corollary 3.5, p. 207].
In the ﬁrst part of our main results we study weak compactness property in P1(μ, X) by using regular methods of
summability. In fact, we prove some theorems analogous to some results of [2] by using the regular methods summability.
It seems that our proofs are more simple and straightforward.
In the second part of our main results we study the theorem of Komlós for functions in P1(μ, X). In this connection, we
would like to mention that D.J.H. Garling showed that if the Banach space X is super-reﬂexive, then the theorem of Komlós
holds in L1(μ, X) [14, Theorem 6, p. 310]. In an earlier unpublished work, J. Bourgain [5] proved that the theorem of
Komlós holds in L1(μ, X) if and only if the space Lp(μ, X), 1 < p < ∞, has the Banch–Saks property. In 1994, P. Cembranos
proved that weak Komlós theorem holds in L1(μ, X) if and only if for any p, 1 p < ∞, Lp(μ, X) has the weak Banch–Saks
property [9, Theorem C, p. 284]. In [4, Theorem A], E.J. Balder generalized the theorem of Komlós to L1(μ, X), where X is a
reﬂexive Banach space and then he proved another result [4, Theorem B], when X is not reﬂexive, which is a modiﬁcation of
Theorem A. We actually generalize Theorem B of [4] to P1(μ, X). The theorem of Komlós for Pettis integrable multifunctions
was studied by C. Hess and H. Ziat in [17] with stronger conditions on the Banach spaces as well as on the functions. Our
result for Pettis integrable functions does not seem to follow as a corollary of the theorems in [17].
We then apply the theorem of Komlós to prove some convergence theorems in P1(μ, X). A similar result in P1(μ, X)
was proved by Amrani and Castaing in [2, Theorem 3.4] but our proof is different.
In the last part, we study weak sequential convergence theorems in P1(μ, X), which are generalizations of the theorems
of Khan and Majumder [21] and N.C. Yannelis [31], where the convergence theorems were studied in Lp(μ, X), 1 p < ∞.
A similar result in P1(μ, X) was proved by Amrani [1, Theorem 3.4] but our proof is different. Also Ziat proved a result in
[32, Proposition 4.4] which has some sort of similarity with our result. Our proof is direct and straightforward whereas the
result of Ziat follows as a consequence of Theorem 4.1 of [32], where the convergence theorem was studied for multifunc-
tions.
2. Notations, deﬁnitions and preliminaries
Throughout this paper, unless otherwise stated, (Ω,Σ,μ) is a complete ﬁnite measure space and X is a separable
Banach space with dual X∗ . The closed unit ball of X (respectively X∗) is denoted by BX (respectively BX∗ ). If C is a subset
of X , then con C denotes the closed convex hull of C . CL(X),C(X) and CWK(X) denote the non-empty closed, closed convex
and weakly compact convex subsets of X respectively. The symbol Lp(μ, X), 1  p < ∞, denotes the Banach space of all
equivalence classes of pth power Bochner integrable functions f :Ω → X with respect to the measure μ, equipped with
the norm
‖ f ‖p =
(∫
Ω
‖ f ‖p dμ
)1/p
.
A measurable function f :Ω → X is said to be scalarly (or weakly) integrable if for each x∗ ∈ X∗ , 〈x∗, f 〉 is a member
of L1(μ), the set of all μ-integrable real valued functions. A scalarly integrable function is also called Dunford integrable. It
is well known that given a scalarly integrable function f and a member A ∈ Σ , there exists x∗∗A ∈ X∗∗ , the bidual of X , such
that 〈x∗, x∗∗A 〉 =
∫
A〈x∗, f 〉dμ, for all x∗ ∈ X∗ . x∗∗A is called the Dunford integral of f for A ∈ Σ and is denoted by D−
∫
A f dμ.
The scalarly integrable function f is said to be Pettis integrable if for every A ∈ Σ , there exists xA ∈ X such that 〈x∗, xA〉
= ∫A〈x∗, f 〉dμ, for all x∗ ∈ X∗ . xA is called the Pettis integral of f over A and is denoted by P − ∫A f dμ.
We denote by P1(μ, X), the space of all scalarly equivalence classes of X-valued Pettis integrable functions f :Ω → X ,
equipped with the semivariation norm
‖ f ‖P = sup
{∫
Ω
∣∣〈x∗, f 〉∣∣dμ, x∗ ∈ BX∗
}
.
It is well known that P1(μ, X) is a normed linear space which, in general, is not a Banach space.
We can deﬁne another topology on P1(μ, X) induced by the duality (P1(μ, X), L∞(μ) ⊗ X∗), since the operation 〈v ⊗
x∗, f 〉 = ∫
Ω
v(ω)〈x∗, f (ω)〉dμ, v ∈ L∞(μ), x∗ ∈ X∗ is a bilinear form. This topology is known as weak topology of P1(μ, X)
[15, p. 3].
A subset K of L1(μ, X) is said to be
(i) uniformly integrable if limc→∞ sup f ∈K
∫
[‖ f ‖c] ‖ f ‖dμ = 0,
(ii) equi-integrable if limμ(A)→0 sup f ∈K
∫
A ‖ f ‖dμ = 0.
It is well known that K is uniformly integrable iff it is equi-integrable and bounded. The two concepts of uniform
integrability and equi-integrability coincide if the measure space (Ω,Σ,μ) is non-atomic [15, pp. 2–3].
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μ(A) < δ implies that ‖
∫
A hdμ‖ <  , for all h ∈ K . It is not diﬃcult to see that a subset K of P1(μ, X) is Pettis uniformly
integrable iff {〈x∗,h〉: x∗ ∈ BX∗ , h ∈ K } is equi-integrable [15, p. 4].
A family K of scalarly integrable functions is said to be weakly Pettis uniformly integrable (WPUI) if, for each x∗ ∈ BX∗ ,
the family {〈x∗,h〉: h ∈ K } is equi-integrable [15, p. 4].
It is obvious that PUI ⇒ WPUI, but the reverse implication may not be true. Suﬃcient conditions for the reverse impli-
cation have been studied in [15].
If {Cn, n = 1,2,3, . . .} is a sequence of non-empty subsets of X , we denote by w-Ls Cn , the set of its weak limit superior
points, by
w-Ls Cn = {x ∈ X; x = w- lim xnk , xnk ∈ Cnk , k = 1,2, . . .}.
For every C ∈ CL(X), the support function of C is denoted by S(. ,C) and deﬁned on X∗ by
S(x∗,C) = sup{〈x∗, x〉; x ∈ C}, for all x∗ ∈ X∗.
A multifunction F :Ω → CL(X) is said to have a measurable graph if the set GF = {(ω, x) ∈ Ω × X, x ∈ F (ω)} belongs
to Σ ⊗ β(X), where β(X) denotes the Borel σ -algebra on X and ⊗ denotes product σ -algebra. The multifunction F :Ω →
CL(X) is said to be weakly measurable (or simply measurable) if for every open subset V of X , the set {ω ∈ Ω; F (ω)∩ V =
φ} belongs to Σ .
The reader is referred to Theorem 1.0 of [18] for different notions of measurability of a multifunction and their equiva-
lences.
A function f :Ω → X is said to be a selector of F :Ω → CL(X) if f (ω) ∈ F (ω) μ-a.e.
The collection of all measurable selectors of F is denoted by S F . S1F (respectively S
P
F ) denotes the family of all Bochner
(respectively Pettis) integrable selectors of the multifunction F .
A measurable multifunction F :Ω → CL(X) is said to be scalarly integrable if the scalar function S(x∗, F (·)) is integrable
with respect to μ, for each x∗ ∈ X∗ .
A measurable multifunction F :Ω → CL(X) is said to be Aumann–Pettis integrable if S PF is non-empty. In this case we
denote the Aumann–Pettis integral of F over A ∈ Σ by I A(F ) and is deﬁned by I A(F ) = {
∫
A f dμ; f ∈ S PF }. IΩ(F ) is simply
denoted by I(F ) [3, p. 341].
A measurable multifunction F :Ω → C(X) is said to be Pettis integrable if F is scalarly integrable and for each A ∈ Σ ,
there exists CA(F ) ∈ C(X) such that
S
(
x∗,CA(F )
)= ∫
A
S(x∗, F )dμ, for each x∗ ∈ X∗.
CA(F ) is called the Pettis integral of F over A ∈ Σ and is denoted by
∫
A F dμ.
If F :Ω → CWK(X) is a scalarly integrable multifunction then it follows from [3, Theorem 5.4, p. 352], [32, Theorem 3.2,
p. 126] and [33, Theorem 1, p. 228] that F is Aumann–Pettis integrable iff it is Pettis integrable and in this case I A(F ) =
CA(F ) ∈ CWK(X), for each A ∈ Σ .
We recall that an inﬁnite matrix T = (tn,m) of scalars is said to be a regular method of summability in a Banach space X
if for every convergent sequence (xn) in X , the sequence xTn =
∑∞
m=1 tn,mxm exists for each n ∈ N and it is convergent to the
same limit as (xn) [10, p. 2685].
Regular matrices are characterized by the vectorial version of the classical Silvermann–Toeplitz theorem. In particular
they do not depend on the particular Banach space X .
Theorem A. A scalar inﬁnite matrix T = (tn,m) is a regular method of summability in X iff it satisﬁes the following three conditions:
(a)
∑∞
m=1 |tn,m| M, for some M > 0 and for all n ∈ N.
(b) limn→∞ tn,m = 0 for all m ∈ N.
(c) limn→∞
∑∞
m=1 tn,m = 1.
Note that, if we drop a ﬁnite or an inﬁnite number of rows or if add a ﬁnite or an inﬁnite number of columns of zeros
in a regular method of summability, we still have a regular method of summability [10, p. 2686].
3. Main results
3.1. Weak compactness in P1(μ, X)
Theorem 3.1. Suppose that H is a subset of P1(μ, X) that satisﬁes
(1) {〈x∗, f 〉: x∗ ∈ BX∗ , f ∈ H} is uniformly integrable.
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〈x∗, f Tn 〉 converges σ(L1, L∞) to 〈x∗, f 〉.
Then H is relatively sequentially compact for the weak topology of P1(μ, X).
Proof. Since f Tn (ω) =
∑∞
m=1 tn,m fm(ω), it is easy to see that each f Tn is strongly measurable, being the pointwise limit of a
sequence of strongly measurable functions. Also 〈x∗, f Tn 〉 ∈ L1(μ), for all x∗ ∈ X∗ and n ∈ N, since∫
Ω
∣∣〈x∗, f Tn 〉∣∣dμ =
∫
Ω
∣∣∣∣∣
∞∑
m=1
tn,m〈x∗, fm〉
∣∣∣∣∣dμ
∫
Ω
∞∑
m=1
|tn,m|
∣∣〈x∗, fm〉∣∣dμ

∞∑
m=1
|tn,m| sup
m
∫
Ω
∣∣〈x∗, fm〉∣∣dμ < ∞,
for all x∗ ∈ X∗ and n ∈ N, by condition (a) of regular methods of summability [Theorem A] and (1) of the theorem.
Moreover, the set {〈x∗, f Tn 〉: x∗ ∈ BX∗ , n ∈ N} is uniformly integrable, as for all x∗ ∈ BX∗ and n ∈ N, we have∫
A
∣∣〈x∗, f Tn 〉∣∣dμ
∞∑
m=1
|tn,m| sup
m
∫
A
∣∣〈x∗, fm〉∣∣dμ
and so by condition (a) of Theorem A and (1) of the theorem, it follows that supx∗∈BX∗ supn
∫
A |〈x∗, f Tn 〉|dμ tends to zero
as μ(A) tends to zero for all A ∈ Σ .
Hence, f Tn is Pettis integrable, for n = 1,2,3, . . . by [24, Theorem 5.2, p. 204].
We now prove the theorem in two steps.
Step 1: Let { fn} ∈ H . By condition (1), HA = {P −
∫
A fn dμ} is bounded for all A ∈ Σ . We now claim that HA is a relatively
weakly compact subset of X .
Put xn = P −
∫
A fn dμ ∈ X .
By condition (2), there is a regular method of summability T and f in P1(μ, X) such that, for each x∗ ∈ X∗ , 〈x∗, f Tn 〉
converges σ(L1, L∞) to 〈x∗, f 〉, that is
lim
n→∞
∫
Ω
h
〈
x∗, f Tn
〉
dμ =
∫
Ω
h〈x∗, f 〉dμ,
for all h ∈ L∞(μ) and x∗ ∈ X∗ .
Putting h = χA ∈ L∞(μ), for A ∈ Σ , we have
lim
n→∞
∫
A
〈
x∗, f Tn
〉
dμ =
∫
A
〈x∗, f 〉dμ.
Or,
lim
n→∞
∫
A
〈
x∗, P −
∫
A
f Tn dμ
〉
=
〈
x∗, P −
∫
A
f dμ
〉
. (3.1.1)
Also an easy calculation yields that〈
x∗,
(
P −
∫
A
fn dμ
)T 〉
=
〈
x∗, P −
∫
A
fn dμ
〉T
=
∞∑
m=1
tn,m
〈
x∗, P −
∫
A
fm dμ
〉
=
∞∑
m=1
tn,m
∫
A
〈x∗, fm〉dμ =
∫
A
〈
x∗,
∞∑
m=1
tn,m fm
〉
dμ
=
∫
A
〈
x∗, f Tn
〉
dμ =
〈
x∗, P −
∫
A
f Tn dμ
〉
.
Therefore from (3.1.1), we have
lim
n→∞
〈
x∗,
(
P −
∫
fn dμ
)T 〉
=
〈
x∗, P −
∫
f Tn dμ
〉
=
〈
x∗, P −
∫
f dμ
〉
.A A A
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lim
n→∞
〈
x∗, xTn
〉= 〈x∗, x〉
where x = P − ∫A f dμ ∈ X , for each x∗ ∈ X∗ .
That is, there exists a regular method of summability T such that xTn converges weakly to x in X .
Therefore, by [10, Theorem 1, p. 2686], HA is relatively weakly compact for all A ∈ Σ .
Step 2: Since HA = {
∫
A fn dμ} is relatively weakly compact for all A ∈ Σ , an application of [2, Lemma 2.2, p. 140] allows us
to obtain a subsequence { fnk } such that for every x∗ ∈ X∗
lim
k→∞
∫
A
〈x∗, fnK 〉dμ exists in R.
Let { f Tnk } and f ∈ P1(μ, X) be associated to { fnk } by (2).
Then we have
lim
k→∞
∫
A
〈x∗, fnk 〉dμ = lim
k→∞
〈
x∗, P −
∫
A
fnk dμ
〉
for all A ∈ Σ and x∗ ∈ X∗
= lim
k→∞
〈
x∗,
(
P −
∫
A
fnk dμ
)T 〉
by [10, p. 2690]
= lim
k→∞
〈
x∗, P −
∫
A
f Tnk dμ
〉
=
〈
x∗, P −
∫
A
f dμ
〉
.
Or,
lim
k→∞
∫
A
〈
x∗, f Tnk
〉
dμ =
∫
A
〈x∗, f 〉dμ,
for all x∗ ∈ X∗ and A ∈ Σ .
That is,
lim
k→∞
∫
Ω
χA
〈
x∗, f Tnk
〉
dμ =
∫
Ω
χA〈x∗, f 〉dμ,
for all x∗ ∈ X∗ and A ∈ Σ .
So by standard arguments we obtain
lim
k→∞
∫
Ω
h
〈
x∗, f Tnk
〉
dμ =
∫
Ω
h〈x∗, f 〉dμ,
for all h ∈ L∞(μ) and x∗ ∈ X∗ .
Consequently,
lim
k→∞
∫
Ω
h〈x∗, fnk 〉dμ = lim
k→∞
∫
Ω
h
〈
x∗, f Tnk
〉
dμ =
∫
Ω
h〈x∗, . f 〉dμ,
for all h ∈ L∞(μ) and x∗ ∈ X∗ .
So H is relatively sequentially compact for the weak topology of P1(μ, X). 
Corollary 3.2. Suppose that H is a subset of P1(μ, X) that satisﬁes
(1) {〈x∗, f 〉: x∗ ∈ BX∗ , f ∈ H} is uniformly integrable.
(2) Given any sequence { fn} in H, there exists a regular method of summability T such that { f Tn (ω)} converges weakly in X μ-a.e.
Then H is relatively sequentially compact for the weak topology of P1(μ, X).
Proof. Let { fn} be in H and { f Tn (ω)} as in (2).
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f (ω) = 0, for all ω ∈ N,
where N is a negligible subset of Ω .
Then f is weakly measurable and hence f is strongly measurable as X is assumed to be separable.
As in the proof of Theorem 3.1, the set {〈x∗, f Tn 〉: x∗ ∈ BX∗ , n ∈ N} is uniformly integrable which implies that the set{〈x∗, f Tn 〉: n ∈ N} is uniformly integrable for each x∗ ∈ X∗ .
By condition (2),
lim
n→∞
〈
x∗, f Tn (ω)
〉= 〈x∗, f (ω)〉,
μ-a.e. for each x∗ ∈ X∗ .
Since the measure space is ﬁnite, it follows that
lim
n→∞
〈
x∗, f Tn
〉= 〈x∗, f 〉
in μ-measure, for each x∗ ∈ X∗ .
By virtue of Vitali convergence theorem for Pettis integration [24, Theorem 8.1, p. 221], it follows that f is Pettis inte-
grable and
lim
n→∞
〈
x∗, P −
∫
A
f Tn dμ
〉
=
〈
x∗, P −
∫
A
f dμ
〉
for all A ∈ Σ and x∗ ∈ X∗ .
Or,
lim
n→∞
∫
A
〈
x∗, f Tn
〉
dμ =
∫
A
〈x∗, f 〉dμ
for all A ∈ Σ and x∗ ∈ X∗ .
That is,
lim
n→∞
∫
Ω
χA
〈
x∗, f Tn
〉
dμ =
∫
Ω
χA〈x∗, f 〉dμ
for all A ∈ Σ and x∗ ∈ X∗ .
Consequently,
lim
n→∞
∫
Ω
h
〈
x∗, f Tn
〉
dμ =
∫
Ω
h〈x∗, f 〉dμ
for all h ∈ L∞(μ) and x∗ ∈ X∗ .
That is, for each x∗ ∈ X∗ , 〈x∗, f Tn 〉 converges σ(L1, L∞) to 〈x∗, f 〉.
So by Theorem 3.1, H is relatively sequentially compact for the weak topology of P1(μ, X). 
Proposition 3.3. If H ⊂ P1(μ, X) is relatively sequentially compact for the weak topology of P1(μ, X), then H is WPUI.
Proof. Since H is relatively sequentially compact for the weak topology of P1(μ, X), for any sequence { fn} in H , there exist
a subsequence { fnk } of { fn} and an f in P1(μ, X) such that
lim
k→∞
∫
Ω
h〈x∗, fnk 〉dμ =
∫
Ω
h〈x∗, f 〉dμ
for all h ∈ L∞(μ) and x∗ ∈ X∗ .
Therefore,
lim
k→∞
∫
A
〈x∗, fnk 〉dμ =
∫
A
〈x∗, f 〉dμ,
for all A ∈ Σ and x∗ ∈ X∗ .
So the sequence {〈x∗, fnk 〉} in L1(μ) converges weakly to 〈x∗, f 〉, for all x∗ ∈ X∗ [13, Theorem 7, p. 291].
Consequently every sequence {〈x∗, fn〉} has a subsequence {〈x∗, fnk 〉} which converges weakly in L1(μ) for all x∗ ∈ X∗ .
So the set {〈x∗, f 〉, f ∈ H} is a relatively weakly compact subset of L1(μ) for each x∗ ∈ X∗ . Hence for each x∗ ∈ BX∗ , the
set {〈x∗, f 〉, f ∈ H} is a relatively weakly compact subset of L1(μ) and so {〈x∗, f 〉, f ∈ H} is uniformly integrable for each
x∗ ∈ BX∗ .
This implies that H is WPUI. 
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In the following theorem we do not assume that X is separable.
Theorem 3.4. Suppose that { fn} is a sequence of strongly measurable Pettis integrable functions on (Ω,Σ,μ) which is bounded
in P1(μ, X) such that
(1) { fn} is PUI.
(2) The set { fn(ω)} is relatively weakly compact μ-a.e. in X.
Then there exist an f in P1(μ, X) and a subsequence { fm} of { fn} such that for each further subsequence { fmi } of { fm}, we have
1
n
n∑
i=1
fmi (ω) → f (ω) weakly in X μ-a.e.
Proof. There exists a null set N such that fk(Ω/N) is a separable subset of (X,‖ · ‖), for all k = 1,2, . . . . Let Y be the closed
linear subspace of X which is generated by the union of all sets fk(Ω/N), k = 1,2, . . . . Then clearly (Y ,‖ · ‖) is a separable
Banach space. As (Y ,‖ · ‖) is Suslin and Y ∗ separates points of Y , then by [8, Lemma III.31, p. 81], there exists a countable
subset {y∗j } of Y ∗ which still separates points of Y .
Since { fn} is a bounded sequence of P1(μ, X), it follows that the set {〈x∗, fn〉: x∗ ∈ BX∗ , n ∈ N} is a bounded subset
of L1(μ).
Therefore the set {〈x∗, fn〉, n ∈ N} is a bounded subset in L1(μ) for each x∗ ∈ X∗ .
Also the set {〈y∗j , fn〉, n ∈ N} is a bounded subset in L1(μ) for each j = 1,2,3, . . . .
For, by Hahn–Banach theorem, for each y∗j ∈ Y ∗ , there exists an x∗j ∈ X∗ such that 〈y∗j , fn(ω)〉 = 〈x∗j , fn(ω)〉, for all
ω ∈ Ω/N , for each n = 1,2,3 . . . and for each j = 1,2,3 . . . .
Now,∫
Ω
∣∣〈y∗j , fn〉∣∣dμ =
∫
Ω/N
∣∣〈y∗j , fn〉∣∣dμ +
∫
N
∣∣〈y∗j , fn〉∣∣dμ
=
∫
Ω/N
∣∣〈x∗j , fn〉∣∣dμ
∫
Ω
∣∣〈x∗j , fn〉∣∣dμ
for each j = 1,2, . . . .
Therefore, supn
∫
Ω
|〈y∗j , fn〉|dμ supn
∫
Ω
|〈x∗j , fn〉|dμ < ∞, for each j = 1,2,3 . . . .
Now by applying a diagonal method and using the theorem of Komlós for L1(μ) [22] we successively obtain the existence
of functions h1,h2, . . . ,h j, . . . in L1(μ) and a subsequence { fm} of { fn} such that for each further subsequence { fmi } of { fm},
we have
1/n
n∑
i=1
〈
y∗j , fmi (ω)
〉→ h j(ω) μ-a.e. in Ω/N for each j = 1,2, . . . . (α)
Denote by M , the union of the exceptional sets for (α) and N . Then M is a μ-null set.
Deﬁne
Sn(ω) = 1/n
n∑
i=1
fmi (ω), ω ∈ Ω/M.
Let ω ∈ Ω/M be arbitrary. By condition (2) of the theorem and Eberlien–Smulian theorem [13, Theorem 1, p. 430] {Sn(ω)}
has a subsequence {Snk (ω)} and a point yω ∈ Y such that {Snk (ω)} converges weakly to yω in Y .
By (α) we have〈
y∗j , yω
〉= h j(ω), j = 1,2, . . . . (β)
Since {y∗j }, j = 1,2, . . . separates points of Y , it follows from (β) that every weak limit point of {Sn(ω)} must be equal
to yω for each ω ∈ Ω/M . Hence we conclude that for each ω ∈ Ω/M , {Sn(ω)} converges weakly to a point yω in Y .
Put
f (ω) =
{ yω, ω ∈ Ω/M,
0, ω ∈ M.
So {Sn(ω)} converges weakly to f (ω) in Y for each ω ∈ Ω/M and hence{
Sn(ω)
}
converges weakly to f (ω) in X for each ω ∈ Ω/M. (γ )
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Now since the set {〈x∗, fn〉: x∗ ∈ BX∗ , n ∈ N} is a bounded subset of L1(μ) and { fn, n ∈ N} is PUI, the set {〈x∗, fn〉: x∗ ∈
BX∗ , n ∈ N} is uniformly integrable. Consequently {〈x∗, Sn〉: x∗ ∈ BX∗ , n ∈ N} is uniformly integrable.
Now by Vitali convergence theorem for Pettis integral [24, Theorem 8.1, p. 221], we have that f is Pettis integrable and
from (γ )
1/n
n∑
i=1
fmi (ω) → f (ω) weakly in X μ-a.e. 
Corollary 3.5. Let X be a separable Banach space and let { fn} be a bounded sequence of Pettis integrable functions on (Ω,Σ,μ)
satisfying conditions (1) and (2) of Theorem 3.4. Then there exist a strongly measurable function f in P1(μ, X) and a subsequence
{ fm} of { fn} such that for each further subsequence { fmi } of { fm} we have
1/n
n∑
i−1
fmi (ω) → f (ω) weakly in X μ-a.e.
Theorem 3.6. Let F :Ω → CWK(X) be a scalarly integrable multifunction and S∗F be the set of all scalarly integrable selectors of F .
If H = {〈x∗, f 〉: x∗ ∈ BX∗ , f ∈ S∗F } is uniformly integrable, then the set S PF is non-empty and relatively sequentially compact for the
weak topology of P1(μ, X).
Proof. As F is scalarly integrable, each measurable selector of F is scalarly integrable and hence S∗F is non-empty. Again
since H is uniformly integrable, it follows that each f ∈ S∗F is Pettis integrable and so the set S PF is non-empty.
Let { fn} be a sequence in S PF . Then there is a μ-null set N such that fn(ω) ∈ F (ω), for each ω ∈ Ω/N , for all n in N.
Hence the set { fn(ω)} ⊂ F (ω) is relatively weakly compact μ-a.e. as F (ω) is assumed to be weakly compact.
Now by virtue of Corollary 3.5, there exist a strongly measurable function f in P1(μ, X) and a subsequence { fm} of { fn}
such that for each further subsequence { fmi } of { fm} we have
1/n
n∑
i=1
fmi (ω) → f (ω) weakly in X μ-a.e. (3.2.1)
Put
tn,k =
{
1/n, m1  kmn,
0, otherwise.
Then
1/n
n∑
i=1
fmi (ω) =
mn∑
k=m1
tn,k fk(ω) =
∞∑
k=1
tn,k fk(ω) = f Tn (ω).
From (3.2.1) we have that f Tn (ω) converges weakly to f (ω) in X μ-a.e., where T = (tn,k), deﬁned as above, is a regular
method of summability.
That is, there exists a regular method of summability T = (tn,k) such that for any sequence { fn} in S PF , f Tn converges
weakly to f in X μ-a.e. with f ∈ P1(μ, X).
Therefore, by Corollary 3.2, S PF is relatively sequentially compact for the weak topology of P1(μ, X). 
3.3. Some convergence theorem in P1(μ, X)
Proposition 3.7. Let fn :Ω → Rl (n = 1,2, . . .) be a uniformly integrable sequence of functions converging weakly to f , then f (ω) ∈
con-w-Ls { fn(ω)}, μ-a.e.
Proof. For proof see [31, Proposition 4.1, p. 77]. 
Proposition 3.8. Let { fn} be a sequence in P1(μ, X) such that { fn} converges weakly to f in P1(μ, X). Suppose that for all n ∈ N,
fn(ω) ∈ F (ω) μ-a.e., where F :Ω → CWK(X) is a Pettis integrable multifunction.
Then f (ω) ∈ con-w-Ls { fn(ω)}, μ-a.e.
Proof. { fn} converges weakly to f in P1(μ, X) and this implies that
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n→∞
∫
Ω
g〈x∗, fn〉dμ =
∫
Ω
g〈x∗, f 〉dμ,
for all g ∈ L∞(μ) and x∗ ∈ X∗ .
Put
hn(ω) =
〈
x∗, fn(ω)
〉
and h(ω) = 〈x∗, f (ω)〉,
for each ω ∈ Ω .
Then hn and h ∈ L1(μ) for all n ∈ N.
As hn(ω) = 〈x∗, fn(ω)〉  S(x∗, F (ω)) μ-a.e. the set {hn} is uniformly integrable, since by [3, Theorem 5.4, p. 352], the
set {S(x∗, F (·), x∗ ∈ BX∗ } is uniformly integrable.
Also
lim
n→∞
∫
A
hn(ω)dμ =
∫
A
h(ω)dμ,
for all A ∈ Σ .
Hence {hn} converges weakly to h in L1(μ).
Therefore, by Proposition 3.7, h(ω) ∈ con-w-Ls {hn(ω)}, μ-a.e. which implies that h(ω) ∈ con-w-Ls {hn(ω)}, μ-a.e.
That is, 〈x∗, f (ω)〉 ∈ con-w-Ls {〈x∗, fn(ω)〉}, μ-a.e. for each x∗ ∈ X∗ and so 〈x∗, f (ω)〉 ∈ 〈x∗, con-w-Ls { fn(ω)}〉, μ-a.e. for
each x∗ ∈ X∗ .
This implies that∫
Ω
〈
x∗, f (ω)
〉
dμ ∈
{∫
Ω
〈
x∗, g(ω)
〉
dμ, where g(·) is a selector of con-w-Ls{ fn(·)}
}
. (3.3.1)
Put Γ (ω) = con-w-Ls { fn(ω)}.
As { fn(ω)} ⊂ F (ω), μ-a.e. and F (·) is weakly compact, Γ (·) is non-empty valued.
By [16, Proposition 4.3, p. 237], Γ (·) is measurable and so it has a measurable selector [8, Theorem III.6, p. 65].
Since F :Ω → CWK(X) is a Pettis integrable multifunction, so is Γ (·) and so each measurable selector of Γ (·) is also
Pettis integrable.
We now claim that P −∫
Ω
f dμ ∈ I(Γ ), which is closed and convex [3, Theorem 5.4, p. 352], [32, Proposition 3.2, p. 126].
If possible let P − ∫
Ω
f dμ /∈ I(Γ ), then by separating hyperplane theorem [25, Theorem 8.6.5, p. 164], there exists
x∗ ∈ X∗ such that〈
x∗, P −
∫
Ω
f dμ
〉
> sup
g∈S PΓ
〈
x∗, P −
∫
Ω
g dμ
〉
.
This implies∫
Ω
〈
x∗, f (ω)
〉
dμ >
∫
Ω
〈
x∗, g(ω)
〉
dμ, for all g ∈ S PΓ
which is a contradiction to (3.3.1).
Hence P − ∫
Ω
f dμ ∈ I(Γ ) = {P − ∫
Ω
g dμ, g ∈ S PΓ }.
That is f ∈ S PΓ , where Γ (ω) = con-w-Ls { fn(ω)} and so f (ω) ∈ con-w-Ls { fn(ω)}, μ-a.e. 
Theorem 3.9. Let { fλ, λ ∈ Λ} (Λ is a directed set) be a net in P1(μ, X) such that fλ converges weakly to f in P1(μ, X) and for all
λ ∈ Λ, fλ(ω) ∈ F (ω), μ-a.e. where F :Ω → CWK(X) is a Pettis integrable multifunction.
Then we can extract a sequence { fλn , n = 1,2,3, . . .} from the net { fλ, λ ∈ Λ} such that
(i) fλn converges weakly to f in P1(μ, X).
(ii) f (ω) ∈ con-w-Ls { fλn (ω)}, μ-a.e.
Proof. Denote the net {∫A fλ dμ, λ ∈ Λ} by B .
Since by assumption for all λ ∈ Λ, fλ(ω) ∈ F (ω), μ-a.e. where F :Ω → CWK(X) is a Pettis integrable multifunction, the
set B = {∫A fλ dμ, λ ∈ Λ}, being a subset of I A(F ) for all A ∈ Σ , is relatively weakly compact, as I A(F ) is a weakly compact
convex subset of X [3, Theorem 5.4, p. 352], [32, Proposition 3.2, p. 126].
Therefore, w-cl B is a weakly compact subset of X .
Since
lim
λ∈Λ
∫
h〈x∗, fλ〉dμ =
∫
h〈x∗, f 〉dμ,Ω Ω
104 N.D. Chakraborty, T. Choudhury / J. Math. Anal. Appl. 359 (2009) 95–105for all h ∈ L∞(μ) and x∗ ∈ X∗ , it follows by an easy calculation that〈
x∗,
∫
A
fλ dμ
〉
converges to
〈
x∗,
∫
A
f dμ
〉
,
for all A ∈ Σ and x∗ ∈ X∗ .
This implies
∫
A f dμ ∈ w-cl B and so an application of Whitely’s theorem [20, Ex. L, p. 165] provides a sequence { fλn , n =
1,2,3, . . .} such that ∫A fλn dμ converges weakly to ∫A f dμ in X , for all A ∈ Σ .
That is,
lim
n→∞
〈
x∗,
∫
A
fλn dμ
〉
=
〈
x∗,
∫
A
f dμ
〉
,
for all A ∈ Σ and x∗ ∈ X∗ .
Or,
lim
n→∞
∫
A
〈x∗ fλn 〉dμ =
∫
A
〈x∗, f 〉dμ,
for all A ∈ Σ and x∗ ∈ X∗ .
That is,
lim
n→∞
∫
Ω
χA〈x∗, fλn 〉dμ =
∫
Ω
χA〈x∗, f 〉dμ,
for all A ∈ Σ and x∗ ∈ X∗ .
So by standard arguments, it follows that
lim
n→∞
∫
Ω
h〈x∗, fλn 〉dμ =
∫
Ω
h〈x∗, f 〉dμ,
for all x∗ ∈ X∗ and h ∈ L∞(μ).
This implies that fλn converges weakly to f in P1(μ, X) and so by Proposition 3.8,
f (ω) ∈ con-w-Ls{ fλn(ω)}, μ-a.e. 
Proposition 3.10. Let { fn} be a sequence in P1(μ, X) such that
(a) the sequence { fn} converges weakly to a function f in P1(μ, X) and
(b) for μ-a.e. ω ∈ Ω , the sequence { fn(ω)} is weakly Cauchy.
Then { fn(ω)} converges weakly to f (ω) in X, μ-a.e.
Proof. Let E1 be a negligible set in Σ such that for each ω ∈ Ω/E1 the sequence { fn(ω)} is weakly Cauchy.
For ω ∈ Ω/E1 and x∗ ∈ X∗ , let
lim
n→∞
〈
x∗, fn(ω)
〉= hx∗(ω), where hx∗(ω) ∈ R. (3.3.2)
Now by (a)
lim
n→∞
∫
A
〈x∗, fn〉dμ =
∫
A
〈x∗, f 〉dμ,
for all A ∈ Σ and x∗ ∈ X∗ .
So the sequence {〈x∗, fn〉} in L1(μ) converges weakly to 〈x∗, f 〉 ∈ L1(μ), for all x∗ ∈ X∗ . Therefore by Mazur’s theorem, a
convex combination of 〈x∗, fn〉 converges to 〈x∗, f 〉 in L1(μ) norm, for all x∗ ∈ X∗ .
Therefore, 〈x∗, f˜n〉 where f˜n ∈ con{ fn, fn+1, . . .}, converges to 〈x∗, f 〉 in L1(μ) norm, for all x∗ ∈ X∗ .
Also f˜n is of the form
f˜n =
∑
ikn
λi fn+i, with λi  0 and
∑
ikn
λi = 1.
Therefore { f˜n} has a subsequence { fn } such that limk→∞〈x∗, fn (ω)〉 = 〈x∗, f (ω)〉, μ-a.e. for all x∗ ∈ X∗ .k k
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Put E = E1 ∪ E2. Then μ(E) = 0 and
lim
k→∞
〈
x∗, fnK (ω)
〉= 〈x∗, f (ω)〉, (3.3.3)
for all ω ∈ Ω/E and x∗ ∈ X∗ .
From (3.3.2),
lim
k→∞
〈
x∗, fnk (ω)
〉= hx∗(ω) (3.3.4)
for all ω ∈ Ω/E and x∗ ∈ X∗ .
Therefore from (3.3.2), (3.3.3) and (3.3.4) we have〈
x∗, f (ω)
〉= lim
k→∞
〈
x∗, fnk (ω)
〉= hx∗(ω) = lim
n→∞
〈
x∗, fn(ω)
〉
,
for all ω ∈ Ω/E and x∗ ∈ X∗ .
That is,
lim
n→∞
〈
x∗, fn(ω)
〉= 〈x∗, f (ω)〉,
for all ω ∈ Ω/E and x∗ ∈ X∗ . This implies that fn converges weakly to f in X μ-a.e. 
Acknowledgments
The authors wish to express their heartfelt thanks to the anonymous reviewer for his thorough reading of the original version of their manuscript. They
gratefully acknowledge the comments and suggestions of the reviewer, which helped them to prepare the revised version. He brought to the notice of the
authors the papers of D.R. Lewis, J. Bourgain, D.J.H. Garling and P. Cembranos, which have been incorporated in the revised version of the manuscript.
References
[1] A. Amrani, Lemme de Fatou pour l’intégrale de Pettis, Publ. Math. 42 (1998) 67–79.
[2] A. Amrani, C. Castaing, Weak compactness in Pettis integration, Bull. Pol. Acad. Sci. Math. 45 (2) (1997) 139–150.
[3] K.E. Amri, C. Hess, On the Pettis integral of closed valued multifunctions, Set-Valued Anal. 8 (2000) 329–360.
[4] E.J. Balder, Inﬁnite-dimensional extension of a theorem of Komlós, Probab. Theory Related Fields 81 (1989) 185–188.
[5] J. Bourgain, The Komlós theorem for vector value functions, unpublished, 1979.
[6] J.K. Brooks, N. Dinculeanu, Weak and strong compactness in the space of Pettis integrable functions, Contemp. Math. 2 (1980) 161–187.
[7] J.K. Brooks, N. Dinculeanu, On weak compactness in the space of Pettis integrable functions, Adv. Math. 45 (1982) 255–258.
[8] C. Castaing, M. Valadier, Convex Analysis and Measurable Multifunctions, Lecture Notes in Math., vol. 580, Springer-Verlag, Berlin, New York, 1977.
[9] P. Cembranos, The weak Banach–Saks property on Lp(μ, E), Math. Proc. Cambridge Philos. Soc. 115 (1994) 283–290.
[10] S. Diaz, Weak compactness in L1(μ, X), Proc. Amer. Math. Soc. 124 (9) (1996) 2685–2693.
[11] J. Diestel, J.J. Uhl Jr., Vector Measures, Math. Surveys Monogr., vol. 15, Amer. Math. Soc., Providence, RI, 1977.
[12] J. Diestel, W.M. Ruess, W. Schachermayer, Weak compactness in L1(μ, X), Proc. Amer. Math. Soc. 118 (2) (1993) 447–453.
[13] N. Dunford, J.T. Schwartz, Linear Operators, Part I: General Theory, Interscience, New York, 1958.
[14] D.J.H. Garling, Subsequence principles for vector-valued random variables, Math. Proc. Cambridge Philos. Soc. 86 (1979) 301–311.
[15] C. Godet-Thobie, B. Satco, Decomposibility and uniform integrability in Pettis integration, Quaest. Math. 29 (2006) 1–20.
[16] C. Hess, Measurability and integrability of the weak upper limit of a sequence of multifunctions, J. Math. Anal. Appl. 153 (1990) 226–249.
[17] C. Hess, H. Ziat, Théorème de Komlós pour des multifonctions intégrables au sens de Pettis et applications, Ann. Sci. Math. Québec 26 (2) (2002)
181–198.
[18] F. Hiai, H. Umegaki, Integrals, conditional expectations and martingales of multivalued functions, J. Multivariate Anal. 7 (1977) 149–182.
[19] R.C. James, Weakly compact sets, Trans. Amer. Math. Soc. 113 (1964) 129–140.
[20] J.L. Kelly, I. Namioka, Linear Topological Spaces, D. Van Nostrand Company, Inc., Princeton, New York, London, 1963.
[21] M.A. Khan, M. Majumder, Weak sequential convergence in L1(μ, X) and an approximate version of Fatou’s lemma, J. Math. Anal. Appl. 114 (1986)
569–573.
[22] J.A. Komlós, A generalization of a problem of Steinhaus, Acta Math. Acad. Sci. Hungar. 18 (1–2) (1967) 217–229.
[23] D.R. Lewis, Conditional weak compactness in certain inductive tensor products, Math. Ann. 201 (1973) 201–209.
[24] K. Musial, Topics in the theory of Pettis integration, Lectures presented at the School on Measure Theory and Real Analysis, Grado, Italy, October 1991
and May 1992, pp. 177–262.
[25] L. Narici, E. Beckenstein, Topological Vector Spaces, Marcel Dekker, Inc., New York, Basel, 1985.
[26] M. Nowak, Conditional weak compactness in vector-valued function spaces, Proc. Amer. Math. Soc. 129 (10) (2001) 2947–2953.
[27] M. Nowak, Weak compactness in Köthe–Bochner spaces and regular methods of summability, Bull. Pol. Acad. Sci. Math. 50 (4) (2002) 417–425.
[28] M. Nowak, Sequential σ(E(X), E ′(X∗))-compactness and completeness in Köthe–Bochner spaces E(X), Sci. Math. Jpn. 56 (3) (2002) 567–576.
[29] M. Talagrand, Weak Cauchy sequences in L1(E), Amer. J. Math. 106 (1984) 703–724.
[30] A. Ülger, Weak compactness in L1(μ, X), Proc. Amer. Math. Soc. 113 (1991) 143–149.
[31] N.C. Yannelis, Weak sequential convergence in Lp(μ, X), J. Math. Anal. Appl. 141 (1989) 72–83.
[32] H. Ziat, Convergence theorems for Pettis integrable multifunctions, Bull. Pol. Acad. Sci. Math. 45 (2) (1997) 123–137.
[33] H. Ziat, On a characterization of Pettis integrable multifunctions, Bull. Pol. Acad. Sci. Math. 48 (2000) 227–230.
