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V sodobnem svetu so anketni vprašalniki z namenom ocenjevanja lastnosti ciljne
populacije vedno bolj popularni. Zaradi problema manjkajočih podatkov pa je ana-
liza le-teh lahko problematična. Obstaja veliko metod, s katerimi se spopadamo s
problemom manjkanja podatkov. V praktičnem delu sem se odločila, da uporabim
metodo popolnih primerov, deterministično imputacijo in večkratno imputacijo z
linearno regresijo. Cilj diplomske naloge je ugotoviti, kako se metode obnašajo na
določenem vzorcu podatkov in katera nam da najbolj optimalen rezultat. Zanimalo
me je, ali lahko v splošnem določimo bolǰso metodo ali je odvisno od celotne zgradbe
ankete in odgovorov. Iz rezultatov lahko ugotovimo, da je odvisno tudi od drugih de-
javnikov, katera metoda je bolj učinkovita. Pomembno je predhodno znanje teorije,
da lahko določimo metodo, ki jo bomo uporabili za določen primer.
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Abstract
In modern world, survey questionnaires with the intention of assessing properties of
the targeted group of people, are becoming more and more popular. But because
of the missing data, the analysis of these surveys might sometimes be problematic.
There are many different methods that can help us cope with missing data. For the
practical part, I have decided to choose a method of complete-case analysis, single
imputation with linear regression and multiple imputation with linear regression.
The goal of dissertation is to find out, how different methods work on the certain
samples of data, and which method gives us the most optimal result. I was interested
if we can generally determine the best method or does it depend on the whole
structure of the survey and its answers. From the results we can see that determining
the best method also depends on other factors. Beforehand knowledge of the theory
is important to determine which method will be used for certain examples.
Math. Subj. Class. (2010): 62F10, 62F15, 62D05 Ključne besede: anketa,
metoda, imputacija, ocena, povprečna vrednost
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1. Uvod
V svetu statistike velik problem predstavljajo manjkajoči podatki. Na primer, če
podjetje želi narediti statistiko poslovanja na podlagi zadovoljstva strank ali da bi
ugotovili neko lastnost določene populacije, naredi anketo. V najbolǰsem primeru
vsaka stranka izpolni vsa vprašanja ankete in s tem dobi podjetje dovolj podatkov,
iz katerih lahko naredi analizo. Ker pa ne živimo v popolnem svetu, obstaja velika
verjetnost, da nekateri anketiranci ne odgovorijo na vsa vprašanja ali pa se odločijo,
da na anketo ne bodo odgovarjali. Tako pridemo do problema manjkajočih podat-
kov. Pomembno je, da takih podatkov ne spustimo avtomatično, ampak premislimo
o podlagi za njihov nastanek. Če je delež neodgovorov nizek, ne ogroža končnega
rezultata. Vendar se z večanjem števila anketirancev povečuje tudi število anket z
manjkajočimi podatki ali celo praznih anket. Veliko dejavnikov je, ki vplivajo na
manjkajoče vrednosti. Lahko je neko vprašanje zelo osebno in ni vsak anketiranec
pripravljen izdati podatka, nekateri lahko ponesreči preskočijo vprašanje, nekaterim
se lahko anketa zdi predolga, lahko nam podajo lažne podatke, itd.
Načrtovanje anket ni enostaven proces, saj je potrebno snovati način ankete (po
telefonu, osebno, samoanketiranje), sestaviti vprašalnik in obdelati podatke. Po-
trebno je paziti, da so vprašanja med sabo neodvisna ali odvisna le od podatkov,
za katere sprašujemo. Če so odvisna od neopazovanih podatkov ali pa od svoje
vrednosti, bomo težje naredili dober zaključek. Potem moramo določiti ciljno popu-
lacijo in slučajno vzeti naključni vzorec. Slučajnost je pomembna, saj nočemo, da je
ocena odvisna od naše izbire vzorca. Na primer, če nas zanima uspeh osnovnošolcev,
želimo izbrati za našo ciljno populacijo osnovnošolce v Sloveniji. Potem ne bomo
vzeli vzorca iz neke osnovne šole, kjer je znano, da imajo otroci dober uspeh, ampak
bomo slučajno izbrali. Tako naši rezultati ne bodo odvisni od naše izbire, ampak
od slučajnosti.
V teoretskem delu diplome bom omenila različne metode za nadomeščanje manj-
kajočih podatkov. Sledil bo pregled ocen parametrov za končno populacijo, kar je
pri anketah pomembno, saj ne moremo velikosti vzorca poslati v neskončnost. Po-
memben je tudi centralni limitni izrek za končno populacijo, s pomočjo katerega
lahko naredimo interval zaupanja. Za praktični del je potrebno omeniti tudi nekaj
osnov Baysove statistike, ki so pomembne pri večkratni imputaciji.
V empiričnem delu bom v praksi preizkusila tri izbrane metode. Na danih podatkih,
ki so pridobljeni iz medicinskih virov, bom v programskem jeziku R naredila simu-
lacijo monotonega manjkanja in ocenila izbran parameter. Cilj je ugotoviti, katera
metoda nam da bolj natančne rezultate in kaj vpliva na njihovo točnost.
2. Vrste manjkajočih podatkov
Podatke predstavimo z matriko, katere vrstice prikazujejo posamezne enote oz.
osebke. Stolpci pa so spremenljivke, ki so izmerjene za vsako enoto. Preden začnemo
obravnavati podatke je koristno vedeti, zakaj manjkajo. Ločimo nekaj primerov:
• POPOLNOMA NAKLJUČNO MANJKAJOČI PODATKI (MCAR – mis-
sing completely at random): verjetnost, da neka spremenljivka manjka, je
enaka za vse enote in je neodvisna od njene vrednosti kot tudi od ostalih
opazovanih vrednosti. Na primer, da je odgovor anketiranca na vprašanje o
dohodkih odvisen od meta kocke in če pade na kocki 6, potem ne odgovori
na vprašanje. Podatek manjka povsem naključno.
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• NAKLJUČNO MANJKAJOČI PODATKI (MAR – missing at random):
splošna predpostavka pravi, da je verjetnost, da neka spremenljivka na-
ključno manjka, odvisna le od informacij, ki so nam na voljo. Tip MAR
se pojavi pogojno glede na vrednosti opazovanih spremenljivk. Primer na-
ključno manjkajočih podatkov: če imamo anketo, v kateri nas zanimajo sta-
rost, spol, izobrazba, dohodki . . . , je odvisno od izobrazbe anketiranca, ali
bo odgovoril na vprašanje z dohodki ali ne. Za ljudi z bolǰso izobrazbo je
manj verjetno, da bodo izdali svoje dohodke.
• MANJKAJOČI PODATKI, KI SO ODVISNI OD NEOPAZOVANIH PO-
DATKOV: v tem primeru ni več naključja. Spremenljivka je odvisna od
informacij, ki jih ne opazujemo. Npr: če nas zanimajo v anketi dohodki, je
odvisno od informacij, ki so za nas nedosegljive, ali bo anketiranec odgovoril
na vprašanje ali ne.
• MANJKAJOČI PODATKI, KI SO ODVISNI OD SAMEGA SEBE (MDM
– missing data mechanism): eden izmed težjih primerov je, ko je manjkanje
podatka odvisno od njegovi vrednosti. Na primer, če so dohodki visoki,
potem je večja možnost, da jih anketiranec ne bo izdal (če so dohodki vǐsji
od neke vrednosti X, potem je večja verjetnost, da podatkov ne dobimo). V
ekstremnih primerih se to imenuje cenzuriranje.
Kadar podatki manjkajo naključno, imamo z njimi manj problemov, saj jih lahko
brez škode odstranimo iz analize. Zaradi naključnosti ne vplivajo na končni rezultat
in če imamo dovolj ostalih podatkov, potem nimamo težav. Ker pa je težje definirati
manjkanje, ne moremo kar tako izpustiti podatkov, saj ne obstaja posebna metoda,
ki bi nam delo olaǰsala. V praksi je bolj verjetno, da so manjkajoče vrednosti
odvisne od drugih spremenljivk, kot pa da trdimo, da so naključne ali odvisne le od
ene spremenljivke.
3. Metode
Prvi dve metodi se spopadata z manjkajočimi podatki tako, da jih brǐseta.
3.1. Popolna analiza. Pristop te metode je, da izbrǐse podatke, ki nam manjkajo.
Ostanejo nam samo tisti anketiranci, pri katerih nobena spremenljivka ne manjka.
Težava takih modelov je, če izbrǐsemo veliko podatkov, nam jih ostane premalo za
podrobno analizo ali pa izbrǐsemo podatke, ki vplivajo na končni rezultat. Običajno
se ta metoda uporabi, če imamo podatke, ki so naključno ali popolnoma naključno
manjkajoči.
3.2. Analiza razpoložljivih podatkov. Pri tej metodi proučujemo različne pod-
skupine naših podatkov. Na primer, vsi anketiranci so odgovorili na vprašanje o
izobrazbi, vendar jih je nek delež spustilo vprašanje o dohodkih. Lahko bi anali-
zirali porazdelitev izobrazbe s pomočjo tistih enot, ki so odgovorili na vprašanje o
dohodkih in njihove porazdelitve dohodkov. Problem pri tej metodi je, da lahko
dobimo različne analize glede na podskupine, ki jih uporabimo.
Naslednje metode pa se ukvarjajo z imputacijo manjkajočih podatkov.
3.3. Enostavna imputacija. Prednost enostavne imputacije je, da je lažje nare-
diti analizo z imputiranimi podatki, kot pa da se z drugimi statističnimi pristopi
ubadamo pri manjkajočih podatkih. Ta metoda je dokaj preprosta in ni naporna za
uporabo računalnika. Slabost te metode je, da enkrat ko imputiramo vrednost, se
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delamo, kot da vse manjkajoče vrednosti poznamo. Imputirana vrednost ni nujno
prava vrednost in zato lahko tudi pri končni oceni zgrešimo. V nadaljevanju sledi
nekaj primerov uporabe enostavne imputacije.
3.3.1. Imputacija s povprečjem. Ena izmed enostavneǰsih metod za vstavljanje po-
datkov je imputacija s povprečjem. Manjkajoče vrednosti zamenjamo s povprečno
vrednostjo opazovanih spremenljivk. Težava je, ker lahko taka vrsta imputacije
spodbije razmerje med spremenljivkami tako, da potisne oceno korelacije proti 0.
Iz verjetnosti pa vemo, če je korelacija dveh spremenljivk enaka nič, sta nekoreli-
rani. Ta predpostavka pa ni v skladu z začetno hipotezo, da je manjkajoča vrednost
odvisna od drugih.
3.3.2. Deterministična imputacija. Ta metoda nadomesti manjkajoče vrednosti z
napovedanimi vrednostmi, dobljenimi iz regresije na opazovanih podatkih. Regre-
sijo lahko uporabimo le za tiste spremenljivke, kjer nam ne manjkajo vsi podatki.
Imputacija s povprečjem spada pod posebne primere regresijske imputacije.
3.3.3. Metoda notranjega darovalca. Vsebuje substitucijo vrednosti vzetih od po-
dobnih odzivnih anketirancev. To metodo imenujemo tudi metoda najbližjega so-
seda, pri kateri vstavimo vrednost neke podobne enote. Pod ta primer spada tudi
naključna imputacija vrednosti.
3.3.4. Informacije. Če imamo primer, kjer nam manjkajo podatki očetov od otrok,
lahko le-te zamenjamo s podatki njihovih mater. Ta strategija je možna, čeprav
se lahko pojavijo različne napake v analizi. Upoštevati moramo tudi možnost, da
obstaja kakršenkoli motiv anketiranca, da prvotne podatke očeta zakrije. V primeru,
kjer je njegov oče brezposeln in nima dohodkov, bi lahko otrok zamenjal podatke za
materine in s tem bi se lahko rezultat naše analize popačil.
3.3.5. Logična povezava. Včasih lahko uporabimo imputacijo z logičnim razmǐslja-
njem. Npr: imamo anketo z vprašanjem o številu delovnih mesecev, na katerega so
vsi anketiranci odgovorili. Nekateri, ki so na predhodno vprašanje odgovorili z 0,
pa so izpustili vprašanje o dohodkih. Iz tega lahko sklepamo, da nimajo dohodkov
glede na to, da niso celo leto nič delali.
3.4. Večkratna imputacija. Pri MI (Multiple imputation) nadomestimo manj-
kajočo vrednost z vektorjem imputiranih vrednosti, katerega razsežnost je n ≥ 2.
Vektorje predstavimo kot vrstice matrike, ki vsebuje n stolpcev. Če manjkajoče
vrednosti zamenjamo s prvo komponento vektorjev, dobimo prvi nabor podatkov.
Enako velja za ostale komponente. Pri vsakem naboru podatkov naredimo analizo
podatkov, ki jih združimo v skupno oceno. V praksi je neugodno, če je matrika im-
putacij močno večja od matrike podatkov, zato razsežnost vektorjev omejimo. MI
metodo se večinoma uporablja pri anketah zaradi več razlogov. Eden izmed njih je
ta, da je pri anketah manj verjetno, da nek podatek manjka povsem naključno kot
pri drugih primerih. Logično se nam zdi, da se manjkajoče spremenljivke razlikujejo
od danih, saj imajo v tem primeru anketiranci razlog, da niso odgovorili na neko
vprašanje. Ta metoda je bolǰsa od enostavne imputacije, saj ima enake prednosti in
hkrati popravi tudi nekatere težave, ki smo jih do sedaj imeli. Slabosti te metode
pa so, da potrebujemo več časa in dela, saj imamo v tem primeru matriko imputa-
cij. Za celotno analizo porabimo več časa in prostora za shranjevanje večje količine
podatkov. Njen namen ni oceniti manjkajoče vrednosti, temveč pridobiti naključni
vzorec manjkajočih vrednosti.
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3.4.1. Zanemarljiv mehanizem. Če imamo primer, kjer imamo le dve spremenljivki
X in Y ter imamo spremenljivko X podano v celoti. Pri tej metodi predpostavimo,
da se porazdelitev manjkajočih vrednosti ne razlikuje dosti od porazdelitev ostalih
danih vrednosti. Ena izmed možnosti, kako poǐsčemo imputacije spremenljivke Yi
je, da pogledamo vrednost enote pri prvi spremenljivki in poǐsčemo njej sosednji
vrednosti, torej najbližjo vǐsjo in najbližjo nižjo vrednost. Za lažje razumevanje
ju označimo z Xa in Xb. Nato pa iskano vrednost spremenljivke Yi naključno za-
menjamo z vrednostjo Ya ali Yb. Če pa obstaja tak Xj, za katerega velja, da je
Xi = Xj, potem imputiramo vrednost Yj. Lahko se tudi zgodi, da ima več anketi-
rancev enak odgovor, kot ga ima i-ti anketiranec pri vprašanju X. V tem primeru pa
za vsak različen odgovor naredimo imputacijo, torej dobimo toliko celotnih naborov
podatkov, kot je različnih odgovorov.
3.4.2. Nezanemarljiv mehanizem. Ideja tega postopka je, da če imata oseba, ki je
odgovorila na obe vprašanji, in oseba, ki ji druga vrednost manjka, enak odgovor
pri prvem vprašanju, potem se morata odgovora pri drugem vprašanju razlikovati.
Matematično povedano, če velja Xi = Xj, potem sledi, da Yi 6= Yj. Ker je postavi-
tev modela, ocena in imputiranje podatkov pri tej metodi lahko tehnično težavna, je
bolǰsa rešitev, če pretvorimo zanemarljive imputirane podatke v nezanemarljive. To
lahko storimo na več načinov, odvisno od podatkov, ki jih imamo. Primer transfor-
macije je, če vse zanemarljive imputirane vrednosti povečamo za 20%, lahko spre-
menimo le določen delež imputiranih podatkov, vendar mora prvotna predpostavka
nezanemarljivega mehanizma veljati.
3.4.3. Večkratna linearna regresija. Ta metoda se razlikuje od deterministične line-
arne regresije, saj je v ozadju ideja Bayesove statistike. Najprej s pomočjo linearne
regresije ocenimo parametre, ki jih potem še dodatno zatresemo. V praksi najprej
naredimo linearno regresijo na popolnih podatkih, kar pomeni, da iz matrike vza-
memo tiste vrstice, ki so v celoti izpolnjene oziroma vzamemo tiste ankete, ki so
popolne. Za spremenljivko Yj z manjkajočimi vrednostmi velja
Yj = β0 + β1X1 + β2X2 + . . .+ βkXk
kjer so β0, β1, . . . , βk iskani parametri in X1, X2, . . . , Xk odgovori na vprašanja oz.
pojasnjevalne spremenljivke. Pripadajoča ocena parametrov regresijskega modela je
torej β̂ = (β̂0, β̂1, β̂2, . . . , β̂k) = (X
TX)−1XTY . Zraven dobimo še matriko kovarianc
σ̂2jVj, kjer je Vj = (X
TX)−1. Naslednji koraki se uporabljajo za generiranje imputi-
ranih podatkov enega stolpca. S pomočjo Bayesovega linearnega modela, ki bo bolj
podrobno razložen v nadaljevanju, dobimo ocene parametrov, simulirane iz zgornjih
ocen, ki jih označimo z β∗ = (β∗0, β∗1, . . . , β∗k) in σ
2
∗j. Uporabimo naslednji formuli
σ2∗j =





(nj − k − 1)






kjer je g slučajna vrednost porazdelitve χ2nj−k−1 in nj število nemanjkajočih vrednosti
stolpca Y . Dalje uporabimo
β∗ = β̂ + σ∗jV
′
hjZ
kjer je V ′hj zgornje trikotna matrika dekompozicije Choleskega, Vj = V
′
hjVhj in Z
vektor s (k+1)-razsežno standardno normalno porazdelitvijo. Zdaj lahko manjkajoče
vrednosti vstavimo tako, da uporabimo
Yj = β∗0 + β∗1x1 + β∗2x2 + . . .+ β∗kxk + ziσ∗j
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kjer so x1, x2, . . . , xk znane vrednosti X1, X2, . . . , Xk in zi vektor vrednosti standar-
dne normalne porazdelitve.
Večkratna linearna regresija je tipična za monoton vzorec manjkajočih podatkov.
To pomeni, če za nek i velja Yij = NA, potem velja Yik = NA za vse k > j.
3.4.4. Ocene parametrov. Pri večkratni imputaciji dobimo m različnih ocen, ki jih
moramo sestaviti v eno skupno oceno parametra. Naj bo Q̂ cenilka parametra, ki
nas zanima, ki je definiran na vzorcu dane velikosti in naj bo Û cenilka za V ar(Q̂).














Moramo se zavedati, da je prisotna odvisnost med imputacijami, zato samo pov-
prečje varianc ne bo dovolj. Zraven moramo dodati še varianco med imputacijami,







Zdaj lahko celotno oceno variance zapǐsemo kot




Sledi, da je Q−Q̄√
T
porazdeljena Studentovo z vm prostostnimi stopnjami, kjer




Če imamo n anketirancev in je delež manjkajočih podatkov relativno majhen, po-
tem je lahko vm > n, kar pa je v protislovju. Največja možna prostostna stopnja
studentove porazdelitve v našem primeru je n−1, kar ni v skladu s trditvijo vm > n,

















4. Ocenjevanje pričakovane vrednosti in variance
Pri statističnem raziskovanju moramo opredeliti opazovano populacijo, eno ali več
slučajnih spremenljivk in parameter, ki nas za določeno populacijo zanima. Namen
anketnih raziskav je, da pridobimo informacije za večjo populacijo le iz manǰsega
deleža te populacije. Uporabljamo slučajne vzorce, kar pomeni, da je izbira anke-
tirancev slučajna in enako verjetna. Njihova prednost je ta, da nam zagotavljajo
nepristranskost in za analizo manǰsega vzorca porabimo manj prostora in časa, za-
radi česar je ceneje. Omogoča nam izračun pričakovane napake, ki nastane zaradi
vzorčenja. Kot elemente opazovane populacije lahko vzamemo osebo, kmetijstvo,
gospodinjstvo, podjetje, itd.
Pri vzorčenju lahko nek element večkrat izberemo ali samo enkrat. Temu lahko
rečemo tudi vzorčenje z vračanjem ali brez vračanja. Če si pogledamo primer žare s
kroglicami, ki jih lahko po izbiri vrnemo nazaj ali odstranimo. Če jih vračamo na-
zaj, so dogodki, kjer izvlečemo kroglico, med seboj neodvisni, vendar lahko večkrat
izvlečemo isto kroglico. Če pa kroglice ne vračamo, so dogodki med seboj odvisni,
saj ko eno kroglico izvlečemo, je verjetnost, da izberemo drugo kroglico, večja. Pri
anketah ponavadi izbiramo vzorce iz populacije brez vračanja.
4.1. Vzorčenje brez vračanja. Predpostavimo, da je naša populacija velikosti N
in da ima vsak element populacije neko vrednost, označeno z x1, x2, . . . , xN . Ta
vrednost je lahko numerična, kot naprimer teža, starost ali prihodki, lahko pa je
binarna, ki nam pove prisotnost oz. odsotnost neke karakteristike. Tako spremen-
ljivko imenujemo tudi dihotomna spremenljivka.






















































(5) = p(1− p)
Tukaj uporabimo dejstvo, da če je xi enak 1 ali 0, potem je tudi x
2
i enak 1 ali 0 in
sta enaka.
Populacijski standardni odklon izračunamo kot koren variance in je vedno pozitiven.
Pove nam, koliko so vrednosti razpršene okoli aritmetčne sredine in za koliko odsto-
pajo od povprečja. Bolj kot je večji standardni odklon, bolj so vrednosti razpršene
in različne med sabo.
Ker je sestava našega vzorca slučajna, je tudi povprečna vrednost slučajna, zato jo
ocenimo s cenilko. Želimo, da so vse naše cenilke nepristranske in dosledne. V na-
daljevanju bomo povedali nekaj lastnosti vzorčne povprečne vrednosti, ki je cenilka
za populacijsko aritmetično sredino.
4.1.1. Pričakovana vrednost in varianca vzorčne povprečne vrednosti. Predposta-
vimo, da je naš vzorec velikosti n, kjer velja n < N . Vrednosti elementov so slučajne
spremenljivke, ki jih označmo z X1, X2, · · · , Xn. Za ∀j je Xj slučajna spremenljivka











Kot cenilko za celotno opazovano populacijo, pa bomo označili z
(7) T = NX
Ker jeXi slučajna, sledi, da je tudi vzorčno povpreče slučajno. Porazdelitev vzorčnih
ocen X nam pove, kako natančna je cenilka za µ. Torej, čim bližje je vrednost ce-
nilke parametru µ, tem bolǰsa je naša ocena.
Opazovana populacija vsebuje numerične vrednost, kjer so lahko nekatere med seboj
enake ali popolnoma različne. Če imamo same različne vrednosti, zapǐsemo verje-
tnost kot P (X1 = xi) =
1
N
. V primeru, kjer imamo števno mnogo enakih vrednosti,
nam rezultat pove naslednja lema.
Lema 4.1. Naj bo Xi diskretna slučajna spremenljivka. Vse različne vrednosti,
katere lahko populacija vsebuje, označmo z ε1, ε2, · · · , εm. Z nj označimo število
elementov, ki imajo vrednost εj, kjer j = 1, 2, · · · ,m. Potem velja





V ar(Xi) = σ
2
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Dokaz. Edine vrednosti, ki jih lahko Xi zavzame, so ε1, ε2, · · · , εm. Ker za vsak
element populacije velja, da ima enako verjetnost, da bo i-ti član vzorca, sledi (8).










Zadnja enakost sledi, ker upoštevamo, da je nj število elementov, ki imajo vrednost
εj, in če jih seštejemo, dobimo celotno populacijo.
V ar(Xi) = E(X
2







j − µ2 = σ2








j in formulo za varianco (4), ki smo
jo izpeljali v preǰsnem poglavju. 
Naslednji izrek nam zagotavlja nepristranskost cenilke.
Izrek 4.2. Naj bo dano enostavno slučajno vzorčenje, potem velja








Tukaj uporabimo zgornjo lemo, in sicer E(Xi) = µ 
Izrek nam pove, da v povprečju velja X = µ. Če je cenilka nepristranska je njena
srednja kvadratična napaka enaka njeni varianci, za katero bomo vzeli naslednjo
formulo








Če bi imeli vzorec z vračanjem, bi bila kovarianca enaka nič. Ker pa izbiramo
vzorce brez vračanja, so dogodki med seboj odvisni, zato izračun ni tako enostaven.
Da izračunamo varianco, moramo najprej poiskati Cov(Xi, Xj), kjer je i 6= j.
Lema 4.3. Če imamo enostavno slučajno vzorčenje brez vračanja, velja
(11) Cov(Xi, Xj) =
−σ2
(N − 1)
, i 6= j
Dokaz. Poznamo formulo za kovarianco, ki je
Cov(Xi, Xj) = E(XiXj)− E(Xi)E(Xj)










εkP (Xi = εk)
m∑
l=1
εlP (Xj = εl |Xi = εk)
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Pogojno verjetnost lahko razdelimo na dve vrednosti,
P (Xj = εl |Xi = εk) =
{
nl
(N−1) če k 6= l
(nl−1)
(N−1) če k = l
Zdaj lahko razpǐsemo naslednjo formulo
m∑
l=1



















































(µ2 + σ2) = µ2 − σ
2
N − 1
Ker je E(Xi)E(Xj) = µ
2 sledi




Iz leme sledi odvisnost slučajnih spremenljivk, ki se vidi v neničelni kovarianci.
Opazimo tudi, da je kovarianca odvisna od N, saj je manǰsa, če ga povečamo. Zdaj
imamo dovolj znanja, da dokažemo naslednji izrek.
Izrek 4.4. Za enostavno slučajno vzorčenje velja
















































Pogosto je drugi člen variance (1 − n−1
N−1) zelo majhen in ga lahko zanemarimo.




Opazimo, da je standardna napaka odvisna od velikosti vzorca in ne od velikosti
populacije. Informacije nam da tudi vrednost σ, saj če je majhna, potem bo manǰsi
vzorec dovolj natančen za našo analizo. V drugem primeru, če so vrednosti bolj
razpršene, bomo potrebovali večji vzorec.
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4.1.2. Cenilka variance vzorca. Običajno si prizadevamo pri anketah pridobiti razli-
čne ocene za parametre. Poleg povprečne vrednosti nas zanima tudi varianca, ki si







Izrek 4.5. Za enostavno slučajno vzorčenje velja























E(X2i ) = V ar(Xi) + [E(Xi)]
2 = σ2 + µ2
E(X
2






Če izraza vstavimo v prvotno formulo dobimo željen rezultat. 
Ker si prizadevamo, da so naše cenilke nepristranske, moramo razmisliti, kaj nam






To nam pove, da je E(σ̂2) < σ2. Če želimo dobiti nepristranskost, moramo prvotno












































Nepristransko cenilko za V ar(X) dobimo tako, da v zgornjo enačbo vstavimo na-
mesto σ2 njegovo cenilko, ki smo jo označili z σ̂2. 
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Vrednost sX na določenem vzorcu imenujemo ocena standardne napake in meri
natančnost vzorčne ocene.
4.1.3. Normalna aproksimacija porazdelitve X. Do zdaj smo omenili različne ce-
nilke parametrov. Če bi lahko določili tudi porazdelitev parametra, bi ugotovili na-
tančnost naših ocen parametrov. Potrebovali bomo centralni limitni izrek za končne
populacije, saj ne moremo predpostavljati, da obstaja neskončno mnogo ljudi, za
katere želimo analizirati določeno lastnost. Manjka nam tudi neodvisnost, saj smo
ugotovili, da so Xi med sabo odvisni. Če je n število velikosti vzorca naše končne
populacije velikosti N , potem ga ne moremo poslati v neskončnost medtem ko N
ostane enako. Za našo uporabo bo dovolj poznati le grobo definicijo centralnega
limitnega izreka za končne populacije.
Izrek 4.7. Naj bosta N in n dovolj veliki števili, vendar taki, da je n
N
dovolj majhno
število, potem je X porazdeljen priblǐzno normalno.





Zdaj se lahko osredotočimo na interval zaupanja za povprečje populacije, µ. Spo-
mnimo se, da je interval zaupanja slučajen interval, ki ga izračunamo iz vzorca in
vsebuje nek parameter z določeno verjetnostjo. Naj bo 0 ≤ α ≤ 1, potem je zα tako
število, da je območje od standardne normalne gostote, ki je desno od zα enako α.
P (−zα
2




) ≈ 1− α
Če upotešavmo zgornji centralni limitni izrek za končne populacije, potem je Xn−µ
σXn
porazdeljen približno standardno normalno in lahko zapǐsemo
P (−zα
2





Da dobimo interval zaupanja moramo izraz preoblikovati tako, da bomo določili
meje za µ. Dobimo naslednji izraz
P (X − zα
2
σX ≤ µ ≤ X + zα2 σX) ≈ 1− α
Tako smo lahko prepričani z verjetnostjo 100(1− α)%, da µ leži na zgornjem inter-
valu. V praksi σX ne bomo poznali, zato jo lahko zamenjamo z njeno cenilko, sX .
Naš interval zaupanja je tako odvisen tudi od velikosti našega vzorca.
4.2. Vzorčenje z vračanjem. Vzorčenje z vračanjem si lahko ponovno predsta-
vljamo z vlečenjem kroglic iz žare. V tem primeru ni več odvisnosti in verjetnosti
so enake. V praksi raje uporabljamo ocene, pridobljene od vzorčenja z vračanjem,
čeprav imamo v resnici vzorčenje brez vračanja. Razlog za to je, da zaradi aproksi-
macije lahko izpustimo člene, ki nastanejo zaradi odvisnosti, če je N dovolj velik.
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4.2.1. Pričakovana vrednost in varianca vzorčne povprečne vrednosti. Pričakovana







Razlika je le v varianci vzorčne povprečne vrednosti zaradi neodvisnosti. Če izpe-
ljemo formulo, dobimo

























4.2.2. Cenilka variance vzorca. Splošno znano nepristransko cenilko za varianco
vzorca nam da naslednja lema.























































E(X2i ) = V ar(Xi) + [E(Xi)]
2 = σ2 + µ2
E(X
2


































((n− 1)σ2) = σ2
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4.2.3. Interval zaupanja. Običajno ǐsčemo 95 % interval zaupanja za parameter µ.
Poǐsčemo ga s pomočjo centralnega limitnega izreka, ki pravi, da za fiksen z in





≤ z)→ Φ(z) ko n→∞
Kjer je Φ komulativna porazdelitvena funkcija standardno normalne porazdelitve.





Pri majhnih vzorcih se verjetnostna porazdelitev t-statistike bistveno loči od nor-
malne porazdelitve, pri velikih vzorcih pa je ta porazdelitev zelo blizu standardi-
zirane normalne porazdelitve. Pri anketah predpostavljamo, da je velikost vzorca
n velika in zato lahko v praksi uporabljamo tudi normalno porazdelitev. Interval
zaupanja za parameter µ je








) ≈ 1− α
5. Bayesova statistika
Bayesova statistika temelji na ideji dvofaznega poskusa, kjer v prvi fazi nastopi
natanko en iz popolnega sistema dogodkov H1, H2, . . . , Hn. Od tega, kateri dogo-
dek se je zgodil, so odvisni pogoji drugega poskusa, v katerem opazujemo dogodek
A. Privzamemo, da poznamo verjetnosti P (H1), P (H2), . . . , P (Hn) in pogojne ver-
jetnosti P (A/H1), P (A/H2), . . . , P (A/Hn). Pri računanju verjetnosti dogodka A si





Zanima nas, če se je v drugi fazi poskusa zgodil dogodek A, kolikšna je verjetnost,





P (Hi) imenujemo apriorne verjetnosti hipotez, medtem ko P (Hi/A) imenujemo apo-
steriorne verjetnosti hipotez. V splošnem najprej privzamemo primerno apriorno po-
razdelitev f(θ) za parameter θ, ki ga želimo oceniti. Del statističnega modela tvorijo
pogojne gostote f(x/θ) opazovanega podatka x (to je lahko realno število ali vektor)
pri pogoju, da je dejanska vrednost parametra enaka θ. Nazadnje izračunamo apo-










in ni odvisen od θ. Običajno zapǐsemo
f(θ/x) ∝ f(θ)f(x/θ)
in nato določimo ustrezne konstante.
Če želimo ugotoviti, od kod pridejo formule za večkratno imputacijo z linearno re-
gresijo, si moramo pogledati ocene parametrov pri linearni regresiji. Za Bayesovo
analizo bomo morali določiti apriorno verjetnost za neznana parametra β in σ. Naj-
prej definiramo ravno apriorno porazdelitev parametrov β in logσ2
P (β) ∝ 1;P (σ2) ∝ 1
σ2
oz. P (β, σ2) ∝ 1
σ2
Opazimo, da se zgornje porazdelitve ne zintegrirajo v 1 ali v končno število, kar
bi lahko bil problem, vendar bomo v nadaljevanju ugotovili, da je aposteriorna po-
razdelitev vseeno dobro definirana. S pomočjo zgornjih ravnih apriornih verjetnosti
dobimo naslednjo pogojno aposteriorno porazdelitev ocene parametra β
P (β/σ2, y) ∼ N((XTX)−1XTy, (XTX)σ2)
V tem primeru pogojujemo na σ2 in y, ki ju določimo in sta fiksni števili. Če se
spomnimo formule za večkratno imputacijo z linearno regresijo, kjer izračunamo
parameter β∗
β∗ = β̂ + σ∗jV
′
hjZ
opazimo, da je β̂ ravno pričakovana vrednost naše pogojne aposteriorne porazdelitve
za β. Zraven pa prǐstejemo še produkt standardnega odklona, kjer namesto σ upo-
rabimo oceno parametra, zgornje trikotno matriko, ki jo dobimo iz razcepa Chole-
skega in slučajno spremenljivko, ki je porazdeljena standardno normalno. S pomočjo
slučajne spremenljivke Z vrednost β∗ zatresemo in mu dodamo faktor slučajnosti.
Razcep Choleskega pa uporabimo zato, ker nam tehnično olaǰsa zadevo. Recimo,
da imamo slučajno spremenljivko Z, za katero velja
Z ∼ N(0, I)
Vprašajmo se, kako lahko iz te slučajne spremenljivke dobimo večrazsežno normalno
porazdelitev s pričakovano vrednostjo µ in varianco Σ. Konstrukcija je sledeča,
X = µ+ UZ
X ∼ N(µ, UT IU) = N(µ, UTU)
kjer za Σ = UTU uporabimo razcep Choleskega. Pogoj je, da je matrika Σ sime-
trično pozitivno definitna.
Pri aposteriorni pogojni porazdelitvi parametra β pridemo do problema, saj pa-
rametra σ2 ne poznamo. Pomagamo si z robno aposteriorno porazdelitvijo, kjer
integriramo po σ2, torej
P (β/y) =
∫
P (β/σ2, y)P (σ2/y)dσ2
Poglejmo si najprej robno aposteriorno porazdelitev P (σ2/y). S pomočjo ravne
apriorne porazdelitve in nekaj računanja pridemo do ugotovitve







torej je P (σ2/y) porazdeljen inverzno hi-kvadrat, kjer je s = σ̂. Vemo, da je (n−p)s
2
σ2
porazdeljeno hi-kvadrat in od tukaj sledi formula za parameter σ2∗ pri večstopenjski
imputaciji z linearno regresijo. Če se vrnemo nazaj na robno aposteriorno porazde-
litev P (β/y) vidimo, da je [β/y] porazdeljena Studentovo tn−p, kar pa redko upora-
bljamo pri računanju, saj poznamo lažjo pot. Ideja je, da za vsak i = 1, 2, . . . ,M
slučajno izberemo σ2(i) ∼ [σ2/y] in potem še β(i) ∼ N((XTX)−1XTy, (XTX)−1σ2(i)).




(i=1), ki pa so enaki vzorcem skupne robne apo-
steriorne porazdelitve P (β, σ2/y). Potem sledi, da je (β(i))
M
i=1 vzorec od robne apo-
steriorne porazdelitve P (β/y) in (σ2(i))
M
i=1 od P (σ
2/y).
6. Praktični del
V praktičnem delu sem se osredotočila na tri različne načine za nadomeščanje
manjkajočih podatkov. Glavni cilj je primerjati metode med sabo in ugotoviti,
katera nam da bolj točen rezultat. Seveda je veliko dejavnikov, kot so tip manjkanja
podatkov, tip ankete, tip vprašanj, itd., ki vplivajo na končno oceno. V Rstudiu
bom iz podatkov simulirala monotono manjkanje in na enakih tabelah uporabila vse
tri metode. Odločila sem se, da se osredotočim na popolno analizo, deterministično
imputacijo z linearno regresijo in večkratno imputacijo z linearno regresijo, ki jih
bom uporabila na vzorcu monotono manjkajočih podatkov. Po obdelavi podatkov
bom poiskala cenilke in intervale zaupanja vsake metode za nek izbran parameter.
Imamo primer dveh anket, ki vsebujeta meritve lipidov v krvi od 1000 pacientov.
Prva anketa prikazuje rezultate pred uporabo zdravil in je popolna, medtem ko
druga anketa vsebuje količino lipidov v krvi po uporabi zdravil in ima manjkajoče
podatke. Želeli bi oceniti razliko lipidov, imenovanih LDL, pred in po uporabi
zdravil. Rezultati za LDL so v 4. stolpcu podatkov oz. 4. vprašanju ankete. Za
umetno simulirane manjkajoče podatke je potrebna funkcija, ki glede na dani vektor
manjkajočih indeksov, tabelo in željeni stolpec izbrǐse podatke.
i z b r i s i <− function ( vektor , podatek , s t o l p e c ){
for ( i in vektor ){
podatek [ i , s t o l p e c ] <− NA
}
return ( podatek )
}
S pomočjo zgornje funkcijo lahko generiramo monotono manjkajoče podatke tako, da
napǐsemo funkcijo, ki sprejme popolno tabelo, stolpec od katerega bomo generirali
manjkanje in število manjkajočih v zadnjem stolpcu, ki se zmanǰsuje s slučajno
hitrostjo.
monotono manjkajoc i <− function ( podatek , s to lpec ,
manjkajoc i ){
vektor <− sample ( ( 1 : ( nrow( podatek ) ) ) ,
manjkajoci , replace=F)
novi podatek <− i z b r i s i ( vektor , podatek , s t o l p e c )
for ( i in ( ( s to lpec −1) :1)){
pomoc vektor <− vektor
pomoc podatek <− novi podatek
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bool vektor <− sample ( c (TRUE,FALSE) ,
s i z e=length (pomoc vektor ) ,
replace=T,
prob=c ( 0 . 5 , 0 . 5 ) )
vektor <− pomoc vektor [ bool vektor ]
novi podatek <− i z b r i s i ( vektor , pomoc podatek , i )
}
return ( novi podatek )
}
Vektor nam slučajno generira indekse manjkajočih podatkov, ki jih izbrǐsemo v
željenem stolpcu. V for zanki za vsak stolpec k, za katerega velja k < stolpec,
slučajno izberemo nekaj indeksov iz vektorja in izbrǐsemo dane podatke iz stolpca.
Rezultat je tabela z monotono manjkajočimi podatki, v kateri bomo uporabili zgoraj
opisane metode.
Pri popolni analizi preprosto izbrǐsemo tiste vrstice, kjer manjka vsaj en podatek.
Tako nam ostane matrika s popolnimi podatki, na kateri lahko izračunamo oceno za
iskane parametre, ki ime manǰse število anketirancev kot pri prvotni izbiri. Število
anket se iz skupnega števila zmanǰsa za toliko, kolikor vrstic smo izbrisali. Dobra
stran te metode je, da zelo hitro izračunamo povprečje, varianco in interval zaupa-
nja in ne potrebujemo posebnih funkcij v programu, vendar je pri velikem deležu
manjkajočih podatkov lahko površna.
Pri deterministični imputaciji moramo napisati program, ki za vsak stolpec naredi
linearno regresijo, kjer za pojasnjevalne spremenljivke vzame kar preǰsne stolpce.
Torej, če za preučevano spremenljivko vzamemo i−ti stolpec, potem so pojasnje-
valne spremenljivke vsi stolpci k, za katere velja k < i.
d e t e r m i n i s t i c n a imputac i ja <− function ( podatki ){
s t o l p c i <− ncol ( podatki )
popo ln i podatki <− ( as . matrix ( podatki [
complete . c a s e s ( podatki [ , 1 ] ) , ] ) ) [ , 1 ]
i <− 1
m <− length ( popo ln i podatki )
manjkajoc i indeks <− indeks ( podatki , 1)
X <− c ( rep (1 , m) )
Y <− popo ln i podatki
hat beta <− solve ( ( t (X)%∗%X) )%∗%t (X)%∗%Y
stevec <− 1
X <− c ( rep (1 , nrow( podatki ) ) )
for ( k in manjkajoc i indeks ){
podatki [ k , 1 ] <− X[ k ] %∗% hat beta
s t eve c <− s t eve c + 1
}
v r s t i c e <− nrow( podatki )
for ( i in 2 : s t o l p c i ){
popo ln i podatki <− ( as . matrix ( podatki [
complete . c a s e s ( podatki [ , i ] ) , ] ) ) [ , 1 : i ]
m <− nrow( popo ln i podatki )
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manjkajoc i indeks <− indeks ( podatki , i )
r e g r e s i j a <− lm( popo ln i podatki [ , i ] ˜ . ,
data . frame ( popo ln i podatki [ , 1 : ( i −1) ] ) )
hat beta <− coef f ic ients ( r e g r e s i j a )
X <− cbind ( rep . i n t (1 , v r s t i c e ) ,
as . matrix ( podatki [ , 1 : ( i −1) ] ) )
s t eve c <− 1
for ( k in manjkajoc i indeks ){
podatki [ k , i ] <− X[ k , ] %∗ % hat beta
s t eve c <− s t eve c + 1
}
}
return ( podatki )
}
Pri zgornji kodi upoštevamo, da je izračun imputacij za prvi stolpec poseben, saj
imputiramo le prosti člen. V zanki for pa izračunamo deterministične imputacije še
za preostale stolpce. Opazimo, da so v tem primeru vse imputacije za prazne vrstice
enake, saj je na začetku prosti člen enak, v nadaljnem pa delamo linearno regresijo
na enakih številih. Če imamo več anket, ki v celoti manjkajo, vse imputiramo z
enakimi podatki, kar nam spodbija razmerje med spremenljivkami. Če manjka cela
vrstica, začnemo postopek tako, da za prvo vprašanje imputiramo povprečje vseh
odgovorov na prvo vprašanje, torej je postopek enak kot pri imputaciji s povprečjem.
Ta metoda je najbolj uporabna takrat, ko nimamo veliko anket, ki so v celoti pra-
zne, saj ima postopek sprejemljivo časovno zahtevnost za ankete z večjim številom
anketirancev.
Pri večkratni imputaciji z linearno regresijo je postopek bolj zahteven, vendar nam
da bolǰso oceno, saj naredimo vektor imputacij. Kot pri deterministični imputaciji
je prvi stolpec poseben, zato ga posebej napǐsemo in šele potem dodamo zanko.
MLR1 <− function ( podatki , m, popolna anketa ){
novi podatki <− matrix (nrow = 2 , ncol = m)
s <− 1
s t o l p c i <− ncol ( podatki )
while (m>0){
pomoc <− podatki
popo ln i podatki <− ( as . matrix (pomoc [
complete . c a s e s (pomoc [ , 1 ] ) , ] ) ) [ , 1 ]
i <− 1
v <− length ( popo ln i podatki )
manjkajoc i indeks <− indeks (pomoc , 1)
manjkajoc i <− length ( manjkajoc i indeks )
X <− c ( rep (1 , v ) )
Y <− popo ln i podatki
hat beta <− solve ( ( t (X) %∗% X) ) %∗% t (X) %∗% Y
sigma2 <− var ( popo ln i podatki )
V <− solve ( t ( popo ln i podatki ) %∗% popo ln i podatki )
Vh <− chol (V)
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g <− rchisq (1 , df=v−( i −1)−1)
sigma2 zvezd i ca <− sigma2 ∗ ( ( v−( i −1)−1)/g )
Z <− rnorm( i , mean=0, sd=1)
beta zvezd i ca <− hat beta +
sqrt ( sigma2 zvezd i ca ) ∗ Vh %∗% Z
Z c r t i c a <− rnorm( manjkajoci , mean=0, sd=1)
s t evec <− 1
X <− c ( rep (1 , nrow(pomoc ) ) )
for ( k in manjkajoc i indeks ){
pomoc [ k , 1 ] <− X[ k ] %∗% beta zvezd i ca +
sqrt ( sigma2 zvezd i ca ) ∗ Z c r t i c a [ s t eve c ]
s t eve c <− s t eve c + 1
}
for ( i in 2 : s t o l p c i ){
popo ln i podatki <− ( as . matrix (pomoc [
complete . c a s e s (pomoc [ , i ] ) , ] ) ) [ , 1 : i ]
v r s t i c e <− nrow(pomoc)
v <− nrow( popo ln i podatki )
manjkajoc i indeks <− indeks (pomoc , i )
manjkajoc i <− length ( manjkajoc i indeks )
r e g r e s i j a <− lm( popo ln i podatki [ , i ] ˜ . ,
data . frame ( popo ln i podatki [ , 1 : ( i −1) ] ) )
hat beta <− coef f ic ients ( r e g r e s i j a )
sigma2 <− sum( residuals ( r e g r e s i j a )ˆ2)/ (v−( i −1)−1)
V <− solve ( t ( popo ln i podatki ) %∗% popo ln i podatki )
Vh <− chol (V)
g <− rchisq (1 , df=v−( i −1)−1)
sigma2 zvezd i ca <− sigma2 ∗ ( ( v−( i −1)−1)/g )
Z <− rnorm( i , mean=0, sd=1)
beta zvezd i ca <− hat beta +
sqrt ( sigma2 zvezd i ca ) ∗ Vh %∗% Z
Z c r t i c a <− rnorm( manjkajoci , mean=0, sd=1)
X <− cbind ( rep . i n t (1 , nrow(pomoc ) ) ,
as . matrix (pomoc [ , 1 : ( i −1) ] ) )
s t eve c <− 1
for ( k in manjkajoc i indeks ){
pomoc [ k , i ] <− X[ k , ] %∗% beta zvezd i ca +
sqrt ( sigma2 zvezd i ca ) ∗ Z c r t i c a [ s t eve c ]
s t eve c <− s t eve c + 1
}
}
novi podatki [ 1 , s ] <− (1/nrow(pomoc ) )∗
sum(pomoc [ ,4 ]− popolna anketa [ , 4 ] )
novi podatki [ 2 , s ] <− (1/ (nrow(pomoc)−1))∗
sum( ( ( pomoc [ ,4 ]− popolna anketa [ ,4 ] ) −
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return ( novi podatki )
}
Koda je občutno dalǰsa kot pri ostalih metodah. Če sta m in n dovolj majhna, se
pri časovni in prostorski zahtevnosti ne bo poznalo. Čim ju povečujemo, bomo tudi
po več dni čakali rezultate, kar je lahko zamudno. Funkcija sprejme tri parametre, ki
so ena nepopolna tabela, v katero imputiramo podatke, velikost vektorja imputacij,
ki jo označimo z m in popolno tabelo podatkov, s pomočjo katere izračunamo oceno
našega parametra. Vrne nam matriko velikosti 2 x m, kjer je v i-tem stolpcu v
prvi vrstici povprečje i-te imputacije in v drugi vrstici varianca. V skupni varianci
pa ne smemo pozabiti upoštevati tudi variance med tabelami. Vsakič ko program
zaženemo, bomo dobili drugačne rezultate zaradi slučajnosti, ko zatresemo rezultat.
To nam omogoči Bayesova teorija.
Če zdaj zaženemo vse funkcije, dobimo naslednje rezultate
Ocena Popolni primer Deterministična imputacija MLR
Povprečje -1.55 -1.54 -1.54
Varianca 1.46 1.48 1.59
Interval zaupanja [-1.63, -1.47] [-1.62, -1.46] [-1.62, -1.46]
Opazimo, da med različnimi metodami v tem primeru ni velike razlike. Razlog
za to je relativno majhen vzorec in majhen delež manjkanja, saj imamo v zadnjem
stolpcu razmerje 72
1000
manjkajočih odgovorov. V tem primeru je vseeno, katero
metodo uporabimo, čeprav nam metoda popolnih primerov vrne najmanǰso oceno
za varianco, kar pa nam zaradi zaokroževanja na dve decimalki natančno pri in-
tervalu zaupanja ne vpliva skoraj nič. Če želimo zmanǰsati interval zaupanja, bi
morali povečati naš vzorec anketirancev. Na splošno je težko reči, katera metoda
je najbolǰsa in nam da najbolǰse ocene parametrov. Odvisno je od oblike ankete,
vprašanj, velikosti vzorca in deleža manjkajočih podatkov. Potrebno je dobro po-
znavanje teorije in nekaj prakse, da lahko na podlagi danega problema določimo
najbolj primerno metodo. Za primerjavo si poglejmo rezultate, če nam manjka več
kot polovica podatkov.
Ocena Popolni primer Deterministična imputacija MLR
Povprečje -1.59 -1.58 -1.55
Varianca 1.40 1.40 1.83
Interval zaupanja [-1.72, -1.46] [-1.67, -1.49] [-1.80, -1.30]
V tem primeru je delež manjkajočih podatkov v zadnjem stolpcu enak 539
1000
. Opa-
zimo, da nam vsaka metoda vrne drugačno povprečje kot pri prvem poskusu. Pri
popolnih primerih pride do problema, ker se nam velikost vzorca močno zmanǰsa
in zato se interval zaupanja poveča, čeprav je varianca manǰsa. Deterministična
imputacija ima manǰso varianco in interval zaupanja, čeprav je lahko varljivo. Z
večanjem števila manjkajočih podatkov se poveča število praznih anket, v katere
metoda imputira povprečje. Tako vpliva tudi na varianco in posledično na interval
zaupanja. Pri večkratni imputaciji z linearno regresijo opazimo, da se rezultati po-
slabšajo v pimerjavi s prvim poskusom. To pričakujemo, čeprav nam, ne glede na
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ostale dejavnike, ta metoda vrne najbolj realne rezultate, saj se pri praznih anketah,
poleg povprečja, upošteva še slučajnost imputacij.
Včasih se v praksi zgodi, da nam neka metoda ne da najbolǰsih rezultatov oziroma
nam da varljive rezultate. Pomembno je, da se na podlagi poznavanja teorije in
izkušenj odločimo za optimalno, ki nam bo vrnila najbolǰsi približek. Glede na
zgornje rezultate menim, da je v primeru, ko imamo velik vzorec in majhen delež
manjkajočih podatkov, primerna metoda popolnih primerov, ki je tudi najhitreǰsa.
Če pa imamo velik delež manjkajočih podatkov, pa je bolj gotova večkratna imputa-
cija z linearno regresijo. Deterministična metoda dobi problem imputacije povprečja
pri praznih anketah, kar nam spodbija koreliranost podatkov in posledično vrne za-
vajujoči rezultat. Res pa je, da je lahko vsak primer drugačen in zgornje ne velja
vedno.
Slovar strokovnih izrazov
available-case analysis dostopni primeri
Bayesian statistics Bayesova statistika
bias pristranskost – cenilka je lahko pristranska ali nepristranska
complete-case analysis popolni primeri
estimator cenilka
hot-deck imputation metoda notranjega darovalca
ignorable procedure zanemarljiv postopek
mean imputation imputacija s povprečjem
multiple imputation večkratna imputacija
non-ignorable procedure nezanemarljiv postopek
predicted value predvidena vrednost
prior probability apriorna verjetnost
respondent anketiranec
sampling vzorčenje
single imputation enostavna imputacija
standard deviation standardni odklon
survey anketa, anketirati
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