Abstract. The abstract theory of critical spaces developed in [22] and [20] is applied to the Navier-Stokes equations in bounded domains with Navier boundary conditions as well as no-slip conditions. Our approach unifies, simplifies and extends existing work in the Lp-Lq setting, considerably. As an essential step, it is shown that the strong and weak Stokes operators with Navier conditions admit an H ∞ -calculus with H ∞ -angle 0, and the real and complex interpolation spaces of these operators are identified.
Introduction
There is no clear definition of 'critical spaces' for PDEs in the literature. One possibility would be 'the largest class of initial data such that the given PDE is uniquely solvable or well-posed in a prescribed class of functions'. This 'definition' has the disadvantage that by only changing the sign of one term of a PDE, the 'critical space' may change dramatically; so it is by no means a robust definition. In the literature, critical spaces are often introduced as the scaling invariant spaces, if the underlying PDE has such a scaling. Apparently, this seems to require that each of such equation has to be studied separately. If there is no scaling, it is not clear what to do.
In our innovative approach, we start with a given functional analytic setting, the 'class of functions' and find a space -we call it the critical space -such that the problem is well-posed for initital values in this space. By means of counterexamples we can show that this is generically the largest such class. Also, we can prove that this space is to some extent independent of the setting, more precisely, independent of the natural scale of function spaces involved. Thirdly, we can also show that the critical spaces are scaling invariant, if the original PDE admits a scaling, see Prüss, Simonett & Wilke [20] for these general facts. Our methods apply to a variety of problems, which besides the Navier-Stokes equations include Keller-Segel models in chemotaxis, Leslie-Ericksen equations for liquid crystals, Nernst-Planck-Poisson systems in electrochemistry, reaction-convection-diffusion systems, MHD equations, and quasi-geostrophic equations. We refer to our forthcoming paper Prüss, Simonett & Wilke [20] , as well as to Prüss [17] for the quasigeostrophic equations.
In this paper we apply this abstract approach to boundary value problems for the Navier-Stokes equations ∂ t u − ∆u + u · ∇u + ∇π = 0, t > 0, x ∈ Ω, div u = 0, t > 0, x ∈ Ω, u(0) = u 0 , t = 0, x ∈ Ω, (1.1) in a bounded domain Ω ⊂ R d with boundary Σ := ∂Ω ∈ C 3 , where u is the velocity field and π means the pressure. We are mainly concerned with Navier boundary conditions u · ν = 0, P Σ ((∇u + ∇u T )ν) + αu = 0 on Σ for (1.1). Here ν is the outer unit normal field on Σ and P Σ = I − ν × ν the orthogonal projection onto the tangent bundle TΣ. The parameter α ≥ 0 is given and serves as a friction parameter. If α = 0, then there is no friction at all on Σ, in this case one speaks of the pure-slip boundary conditions. On the contrary, if α > 0, then there is some friction on the boundary Σ, in this case we have the partial-slip boundary conditions. Dividing P Σ ((∇u + ∇u T )ν) + αu = 0 by α > 0 and taking the limit as α → ∞ one obtains (at least formally) the no-slip boundary condition u = 0 on Σ. We will study critical spaces for (1.1) in strong and weak functional analytic settings. To be more precise, let A N := −P∆ with domain
d ∩ L q,σ (Ω) : P Σ (∇u + ∇u T )ν + αu = 0 on Σ} in L q,σ (Ω), where q ∈ (1, ∞), L q,σ (Ω) := PL q (Ω) d and P denotes the Helmholtz projection. We call A N the strong Stokes operator subject to Navier boundary conditions. With this operator at hand, we may rewrite (1.1) as an abstract semilinear Cauchy problem
in L q,σ (Ω), where F (u) := −P(u · ∇u). Concerning weak solutions, it follows from integration by parts that (A N u|φ) L2(Ω) = (∇u|∇φ) L2(Ω) + (L Σ u + αu |φ ) L2(Σ) ,
, where q ′ = q/(q − 1), L Σ = −∇ Σ ν denotes the Weingarten tensor and u := P Σ u (see Subsection 2.1 for details). We call the operator A N,w :
A N,w u, φ := (∇u|∇φ) L2(Ω) + (L Σ u + αu |φ ) L2(Σ) , the weak Stokes operator subject to Navier boundary conditions. Relying on this operator, we may rewrite (1.1) as the semilinear Cauchy problem (1.3) ∂ t u + A N,w u = F w (u), t > 0, u(0) = u 0 , in the dual space (H
′ , where F w (u), φ := (u ⊗ u|∇φ) L2(Ω) . We see that in the strong as well as in the weak setting, we may consider (1.1) in the more condensed form (1.4) ∂ t u + Au = G(u, u), t > 0, u(0) = u 0 ,
for some operator A with domain D(A) =: X 1 in a certain basic space X 0 and a bilinear function G(u, u). At this point we want to advertize for time-weighted spaces, defined by u ∈ L p,µ (0, a; X)
for some Banach space X. The corresponding solution classes for (1.4) in the time weighted case are
. There are several benefits concerning the introduction of time weights as e.g.
• Reduced initial regularity • Instantaneous gain of regularity • Compactness of orbits It is worth to mention that maximal regularity is independent of µ. In the L p -framework, this was first observed by Prüss & Simonett [18] .
For convenience, let us rephrase our recent results from [22] , for the special case of the semilinear evolution equation (1.4) . To this end, let Then for any u 0 ∈ (X 0 , X 1 ) µ−1/p,p there is a = a(u 0 ) > 0 and ε = ε(u 0 ) > 0 such that equation (1.4) admits a unique solution
We call the weight µ subcritical for (1.4) if strict inequality holds in (1.6), and critical otherwise. So the case β ≤ 1/2 is always subcritical, and if β > 1/2 we call µ c = 2β − 1 + 1/p the critical weight and in this case
is the critical trace space for (1.4). We emphasize that this space of initial data is optimal for the solution class E 1,µc of functions. Note also that p ∈ (1, ∞) appears only as microscopic parameter, we always may choose p as large as needed, p is a kind of 'play' parameter. In partiular, it holds that
The strategy for applying Theorem 1.1 to (1.4) is as follows. At first, we fix X 0 , X 1 and A and show that A ∈ BIP (X 0 ) with θ A < π/2. Then we identify the spaces X β = [X 0 , X 1 ] β and (X 0 , X 1 ) η,p . Thirdly, we estimate G(u, u) with optimal β ∈ [0, 1).
It turns out that for the Naver-Stokes equation (1.1) in the strong setting
, the critical weight reads
The corresponding critical trace space is then given by
for the general case we refer to Section 4. In the weak setting
, and G(u, u) = F w (u), the critical weight is given by
The critical trace space for (1.1) in the weak setting may then be computed to the result for all 1 ≤ q 1 < q 2 ≤ ∞ and Observe also that in the range q ∈ (d/2, d), where both approaches are available, the critical spaces coincide. This is in accordance with our finding that the critical spaces are always largely independent of the functional analytic setting in the general scale of function spaces involved. Note that the homogeneous versions of the critical spaces B d/q−1 qp (R d ) are invariant under the scaling u(·) → λu(λ·), λ > 0 for the d-dimensional Navier-Stokes equations (1.1) (see e.g. Cannone [6] and Giga, Giga & Saal [11] ) in agreement with our general theory.
Critical spaces for the Navier-Stokes equations have been considered by a number of authors during the last fifty years. Fujita & Kato [10] showed the existence and uniqueness of a strict solution to (1.1) for the case of no-slip boundary conditions in L 2,σ (Ω). The proof is based on the celebrated Fujita-Kato method in two and three space dimenions. In [12] , Giga & Miyakawa showed the existence of a unique global solution of (1.1) subject to Dirichlet boundary conditions, provided the initial value u 0 is small in
Their approach uses an L q -theory which generalizes the L 2 -theory by Fujita & Kato. Amann [2] showed with the help of extrapolation-interpolation scales, that for initial values
(Ω), there exists a unique strong solution of the NavierStokes equations (1.1) subject to Dirichlet boundary conditions, provided q > d/3.
Critical spaces within Serrins class [9] , showing that, within Serrins class, there exists a unique local strong solution of (1.1) subject to Dirichlet boundary conditions if the initial value
d . This result has been extended by Farwig et al. [8] to a time weighted version of Serrins class. To be more precise, it is shown in [8] that (1.1) subject to Dirichlet boundary conditions has a unique local strong solution with
(Ω) d . These papers deal with weak solutions in the sense of Leray-Hopf, as the initial value is required to belong to L 2,σ (Ω). One should not mix up these weak solutions with our solution class defined in (1.5).
In [14] . We emphasize that the last two articles work in Ω = R d ; for the case of a bounded domain Ω there appear to be no analogous results available in the literature.
So far, there seem to be no results on critical spaces for (1.1) with Navier boundary conditions. One goal of the present article is to close this gap. One main point in applying Theorem 1.1 to (1.2) or (1.3) is to show that A N and A N,w admit bounded imaginary powers with power angle less than π/2, a problem of independent interest. To our best knowledge, the only result available up to now is Saal [24] where the author proves that A N possesses a bounded
) with power angle θ AN = 0, see e.g. [19, Section 3.3] .
We will first show that A N,w has a bounded
For that purpose, we begin with the so-called perfect-slip boundary conditions
instead of the Navier conditions. In Subsection 2.2, we prove that the Laplacian ∆ ps in L q (Ω) d subject to (1.7), satisfies
Evidently, the Stokes operator A ps := −P∆ ps subject to the boundary conditions (1.7) is the restriction of −∆ ps to L q,σ (Ω). It follows from [7] and spectral theory that for any ω > 0 the operator ω − ∆ ps has a bounded H ∞ -calculus in L q,σ (Ω) with H ∞ -angle φ ω−∆ps = 0. This in turn implies that the Stokes operator ω + A ps inherits this property in L q,σ (Ω) by the boundedness of the Helmholtz projection P. In Subsection 2.3 we apply the theory of interpolation-extrapolation scales from [1] to the operator ω + A ps . As a result, we obtain an extrapolated operator A −1/2 :
q,σ (Ω) of ω + A ps with the representation with a lower order perturbation B of A −1/2 , we obtain from perturbation theory and spectral estimates for A N,w , that
q,σ (Ω)) with φ ∞ ω+AN,w = 0 for each ω > 0. This allows us to apply Theorem 1.1 for the weak setting to obtain well-posedness of (1.3) in critical spaces, see Section 3. Moreover, we show global existence of solutions to (1.3) for initial data having a small norm in the critical trace spaces. Additionally, we prove that any weak solution of (1.3) regularizes to a strong solution of (1.2) as soon as t > 0, by maximal L q -regularity of A N , and that any solution of (1.3) starting sufficiently close to zero, converges to zero at an exponential rate as t → ∞.
Section 4 is devoted to the strong Stokes operator A N . We apply once again the theory of extrapolation-interpolation scales from [1] to show that the operator A N is the restriction of
2) is well-posed in the critical spaces by Theorem 1.1.
Finally, in Section 5 we show how to apply our theory from [22] to the Navier-Stokes equations (1.1) subject to no-slip boundary conditions u = 0 on Σ. Based on the well-known fact that the Stokes operator
we make use of extrapolationinterpolation arguments to show that the corresponding weak operator, given by
, inherits the same property. Thus, we are able to extend our result from [22] to the weak scale. The keypoint here is to define a projection
Note that such an identity fails to hold for the Helmholtz projection P in case of Dirichlet boundary conditions.
Perfect slip boundary conditions
where P Σ = I − ν ⊗ ν denotes the orthogonal projection onto the tangent bundle TΣ. For (2.1) we have the following result
Proof. Existence and uniqueness of a solution
We note on the go that this problem is solvable, since u · ν = 0 on Σ. Assume first that q ∈ [2, ∞). Then we integrate by parts to the result
where we made use of the fact f ∈ L q,σ (Ω). We integrate by parts twice to obtain
, where
for the normal derivative of a vector field w on Σ.
In what follows, we will rewrite the boundary terms. For that purpose, we make use of the splitting
where w and w ν ν denote that tangential and normal parts, respectively, of a vector field w. We extend the splitting (2.2) to a neighborhood of Σ as follows. There exists a tubular neighborhood
of Σ such that the mapping
denotes the signed distance of a point x ∈ U a to Σ and Π Σ (x) means the metric projection of x onto Σ, see [19, Subsection 2.3.1] . For x ∈ U a we then define an extension of the normal vector field byν(x) = ν(Π Σ (x)), x ∈ U a . With this definition we may extend (2.2) to the set U a ∩ Ω by replacing ν bỹ ν. Note that ∂ νν = 0, asν is constant in normal direction. To keep the notation simple, we drop the tilde in the sequel.
For the first boundary term we obtain
where ∇ Σ = P Σ ∇ denotes the surface gradient on Σ. The boundary conditions u · ν = 0 and ∂ ν φ = 0 yield for the second boundary term
where L Σ = −∇ Σ ν denotes the Weingarten tensor. In summary, we obtain the identity
. On the other hand
since L Σ u is tangential and u · ν = 0 on Σ. Furthermore we have
since ∂ ν ν = 0. It follows readily by the boundary conditions in (2.1) that
where we have used the fact that ∂ ν u is tangential. This shows that ∇φ, div u = 0.
The corresponding solutions u n of (2.1) with f replaced by f n satisfy div u n = 0 by what we have shown above.
2.2. The Stokes operator with perfect slip boundary conditions. Denote by P :
Moreover, it holds that
is a gradient field, we first solve the scalar elliptic problem
to obtain a unique solution v ∈ W 3 q (Ω). Defining u := ∇v it follows that u ∈ W 2 q (Ω) d and u solves the elliptic problem (2.1), since the Hessian ∇ 2 v is symmetric.
which shows that PD(∆ ps ) = D(∆ ps ) ∩ R(P). Now, for u ∈ D(∆ ps ) it holds that ∆ ps Pu ∈ R(P) and ∆ ps (I − P)u ∈ N (P), hence
for all u ∈ D(∆ ps ). It is an immediate consequence that the Stokes-Operator A ps := −P∆ ps : D(∆ ps ) ∩ R(P) → R(P) is the restriction of −∆ ps to R(P), i.e.
It follows from [7] that for each φ > 0 there exists
Of course, by restriction to L q,σ (Ω) and the fact that P∆ ps = ∆ ps P, the same holds for the Stokes operator A ps .
We continue with some spectral properties of the operators −∆ ps and A ps . Since −∆ ps has a compact resolvent in L q (Ω) d , the spectrum σ(−∆ ps ) of −∆ ps consists solely of isolated eigenvalues with finite multiplicity and the spectrum does not depend on q ∈ (1, ∞). Let λ ∈ σ(∆ ps ) and consider the eigenvalue problem
Testing the first equation with u and integrating by parts yields
. We have already shown above that the boundary conditions imply
Since Σ is compact in R d , the continuous function ϕ attains its global maximum on Σ at some point p 0 ∈ Σ. Locally near p 0 ∈ Σ we have a parameterization p = ψ(θ), where θ runs through an open parameter set
form a basis of the tangent bundle T p0 Σ of Σ at p 0 . Therefore, a ⊥ τ i for each i and since also a · ν = 0, it follows that u = a = 0. Consequently, ω − ∆ ps is sectorial with spectral angle φ ω−∆ps = 0 in L q (Ω) d . For the operator A ps even more is true. We will show that in general σ(A ps ) ⊂ (−∞, 0]. To this end, we start with the eigenvalue problem
(2.5)
Testing the first equation with u yields
since div u = 0 and therefore div ∇u T = 0. Integration by parts yields
by the boundary conditions in (2.5). Furthermore, it can be readily checked that 
Then (X for α ∈ R. In the very special case α = −1/2, we obtain an operator A −1/2 : X 1/2 → X −1/2 , where
Moreover, we have A −1/2 = (A = 0. We call the operator A −1/2 the weak Stokes operator subject to perfect slip boundary conditions. Since A −1/2 is the closure of A 0 in X −1/2 it follows that A −1/2 u = A 0 u for u ∈ X 1 and thus, for all v ∈ X ♯ 1/2 ,
where we made use of integration by parts. Using that X 1 is dense in X 1/2 , we obtain the identity (2.6)
valid for all (u, v) ∈ X 1/2 × X ♯ 1/2 . We will now compute the spaces X α , α ∈ [− Note, that for s ∈ [0, 1] and 
This in turn implies
We will also need the real interpolation spaces (X −1/2 , X 1/2 ) θ,q . For s ∈ (0, 1) and p, q ∈ (1, ∞),
The reiteration theorem for the real and the complex method implies
and therefore
qp,σ (Ω), for all θ ∈ (1/2, 1). Furthermore, by duality and reflexivity
for all θ ∈ (0, 1/2). To include the case θ = 1/2, we define
Then we have the following result.
Proposition 2.4. Let θ ∈ (0, 1) and p, q ∈ (1, ∞). Then
Remark 2.5.
(1) For p = q = 2 and all s ∈ (−1, 1) one has
(2) It can be shown that for all p, q ∈ (1, ∞)
3. Navier boundary conditions 3.1. The Stokes operator subject to Navier boundary conditions. We consider the problem
where α ≥ 0 is the friction coefficient. Defining A N := −P∆ : X 1 → X 0 with domain
, we may rewrite (3.1) in the condensed form
where F (u) := −P(u · ∇u). We note on the go that the operator A N has the property of maximal L p,µ -regularity, see e.g. [4] .
3.2.
The weak Stokes operator subject to Navier boundary conditions. In this subsection, we will derive a weak formulation of (3.2). By the same computations as in the proof of Lemma 2.1 we obtain
Testing the first equation in (3.1) with φ and integrating by parts yields
Defining an operator A N,w : X 1/2 → X −1/2 by means of
, we obtain the weak formulation (3.4)
q,σ (Ω) with initital condition u(0) = u 0 , where
We call the operator A N,w the weak Stokes operator subject to Navier boundary conditions. Comparing (3.3) with equation (2.6) implies
Observe that for s ∈ (1/q, 1] and
, by Hölder's inequality and trace theory. Therefore, the linear operator operator B : X s/2 → X −1/2 , given by Bv, φ = (2L Σ v + αv |φ ) L2(Σ) , is well defined and, if in addition s ∈ (1/q, 1), it is a lower order perturbation of A −1/2 : X 1/2 → X −1/2 . Since φ A ∞ −1/2 = 0, it follows from [19, Corollary 3.3.15] that there exists ω 0 > 0 such that
, φ ω+AN,w } = φ ω+AN,w , provided ω ≥ ω 0 . We will now compute the spectrum of A N,w . To this end, we assume for a moment that
Then we may integrate by parts twice to the result
where we used div(∇v T ) = 0 and D(v) := ∇v + ∇v T . By density of X 1 in X 1/2 this formula holds for all v ∈ X 1/2 and φ ∈ X
q,σ (Ω), the spectrum σ(A N,w ) is independent of q and it consists solely of isolated eigenvalues. Thus, we obtain from equation 
is well defined and by Hölder's inequality, we obtain
, which shows that the nonlinear mapping F w : X Concerning the global well-posedness of (3.4) for small initial data, we have the following result. Proof. Let u be the solution of (3.4) according to Theorem 3.1. Let u * (t) := e −AN,wt u 0 und v := u − u * . It follows that
where v solves the problem
By Hölders inequality and [19, Proposition 3.4.3] , we obtain the estimate 
for each a ∈ (0, t + (u 0 )), with a constant M > 0 being independent of a > 0, provided α > 0. It is now easy to see, that if u 0 X w γ,µc < r := 1/2M , then v 0E1,µc (a) is uniformly bounded for a ∈ (0, t + (u 0 )) which yields the global existence of v, hence of u.
3.4.
Regularity of weak solutions. In case p > 2 and q ≥ d, we can show that each weak solution becomes a strong solution as soon as t > 0. By Theorem 3.1 it holds that u(t) ∈ B 1−2/p qp,σ (Ω) for t ∈ (0, t + (u 0 )) and in case p > 2 we have the embedding
In the strong setting, the nonlinearity F (u) = −P(u · ∇)u satisfies the estimate
is the trace space in X 0 = L q,σ (Ω), we may extend the weak solution to a strong solution as soon as t > 0 by [16] , since the strong Stokes operator A N has the property of L p -maximal regullarity in X 0 (see e.g. [4] ). This yields the following result.
In the limiting case d = p = q = 2, it is also possible to show that every weak solution extends to a strong solution as soon as t > 0. Indeed, the corresponding critical trace space is for all t ∈ (0, t + (u 0 )). We may now follow the lines of the proof of Corollary 3.3 to obtain a unique strong solution
If the friction coefficient satisfies α > 0, then the energy equation
Since u solves (3.4), it follows that
, which in turn implies that the weak solution exists globally in time. We already know that the global weak solution extends to a strong solution, hence we obtain the following result.
Corollary 3.4. Let Ω ⊂ R 2 be bounded with boundary ∂Ω ∈ C 3 . For any u 0 ∈ L 2,σ (Ω), there exists a unique global solution
3.5. Long-time behaviour. In this section, we assume that the parameters β and p satisfiy the relation (Ω) for µ ∈ (1/p, 1/2) and (3.7), that for eachε > 0 there existsr > 0 such that for all s ∈ [δ, a] we have u(s, u 0 ) Xγ,µ ≤ε provided u 0 X w γ,µ ≤r. Since the strong solution u(t, u(s, u 0 )) of (3.2), subject to the initial value u(s, u 0 ) ∈ X γ,µ , s ∈ [δ, a], depends continuously on the initial data, there areã > 0 andc > 0 such that
for all s ∈ [δ, a] and some µ ∈ (1/p, 1/2). It follows that
for all t ∈ [δ,ã]. This in turn implies that u(t, u(s, u 0 )) is arbitrarily close to zero in X γ,1 by choosing u 0 X w γ,µ sufficiently small. Finally, note that the nonlinearity F (u) = −P(u · ∇u) in (3.2) satisfies F ∈ C 1 (X β , X 0 ) for each β ∈ (1/2, 1) , where X 0 = L q,σ (Ω) and
as in Subsection 3.1. Since by assumption p > 2, we may choose β sufficiently close to 1/2 to achieve 1 − β > 1/p. In this case, the embedding
readily implies F ∈ C 1 (X γ,1 , X 0 ). Since the equilibrium u * = 0 of (3.2) is exponentially stable in X γ,1 provided the friction coefficient α > 0, we obtain the following result. 
The strong Stokes operator with Navier boundary conditions
We have seen in Subsection 3.2 that the weak Stokes operator A N,w subject to Navier boundary conditions admits a bounded
It is the purpose of this section to transfer this property to the corresponding strong Stokes operator A N in L q,σ (Ω). To this end, we will apply again Amann's theory of interpolationextrapolation scales. Let A 0 := A N,w , X 0 := H We will show in the sequel that the operator A 1/2 : X 3/2 → X 1/2 coincides with the strong Stokes operator A N subject to Navier boundary conditions with domain
and, by Proposition 2.3,
On the other hand, it follows from integration by parts, that 
subject to the initial condition u(0) = u 0 , where
to Navier boundary conditions with domain
Observe that in case of Navier boundary conditions we do not have the identity
since the Helmholtz projection P does only respect the boundary condition u · ν = 0. However, we may define a linear mapping Q on D(A) by
is a bounded projection, since Qu ∈ D(A N ) and therefore
By a duality argument, there exists some constant C > 0 such that
Clearly,Q is a projection and as
. Moreover, with help of this projection we may now compute
as well as 
Critical spaces for the weak Dirichlet Stokes
For the sake of completeness, in this section we consider the problem
for a bounded domain Ω ⊂ R d with boundary Σ = ∂Ω ∈ C 3 . It is well-known that the Stokes operator A D = −P∆ with domain
(Ω), and admits a bounded H ∞ -calculus with H ∞ -angle equal to zero, see e.g. [13] . 
d it admits a unique bounded and surjective extensionQ : 
Choosing α = 1/2 in the scale (X α , A α ), we obtain an operator A −1/2 : X 1/2 → X −1/2 , where where we made use of integration by parts. Using that X 1 is dense in X 1/2 , we obtain the identity Proof. The first assertion follows directly from Theorem 1.1, while the second assertion can be proven by the same arguments which lead to Theorem 3.5.
