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We consider the asymptotics of various estimators based on a
large sample of branching trees from a critical multi-type Galton–
Watson process, as the sample size increases to infinity. The asymp-
totics of additive functions of trees, such as sizes of trees and frequen-
cies of types within trees, a higher-order asymptotic of the “relative
frequency” estimator of the left eigenvector of the mean matrix, a
higher-order joint asymptotic of the maximum likelihood estimators
of the offspring probabilities and the consistency of an estimator of
the right eigenvector of the mean matrix, are established.
1. Introduction. This article considers the asymptotics of estimators as-
sociated with critical multi-type Galton–Watson (GW) processes. A GW
process is called critical if the largest eigenvalue of its mean matrix is 1 (see
below for details). For such a process, a branching tree is finite with proba-
bility 1, but the expectation of its size is infinite. The estimators considered
here are based on a large sample of terminating branching trees, and the
asymptotics refer to the probabilistic behavior as the sample size n→∞.
The study on large sample asymptotics of parameter estimators for sim-
ple (i.e., single type) GW processes has a quite long history (cf. [20]).
The idea of using increasingly large sample of individual trees for esti-
mation dates from as early as [24], and much progress has been made
since then (cf. [7, 8] and references therein). This setting of parameter es-
timation is widely used in computational linguistics [5, 16], where large
samples of tree-structured parses of sentences are available. On the gen-
eral issues of parameter estimation or asymptotics related to simple or
multi-type GW processes, there is now extensive literature available (e.g.,
[1, 3, 6, 10, 12, 14, 15, 17, 19, 21, 22, 23] and references therein). For a
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multi-type GW process, in addition to the estimation of offspring probabil-
ities associated with different types, there is a unique problem, namely the
estimation of the left and right eigenvectors of the mean matrix of the pro-
cess. Both estimation problems will be dealt with later in the article. Indeed,
by the Perron–Frobenius theorem, there is a unique pair of left and right
eigenvectors that satisfy certain conditions. We will refer to these two eigen-
vectors as Frobenius eigenvectors. The estimators considered in the article
give consistent estimation for both of them.
Since the estimation relies on the asymptotics of the total size of sample
branching trees, we shall first establish results in this regard. For simple
GW processes, it is well known that the distribution of the size of a tree,
that is, its total progeny, belongs to the domain of attraction of a stable
law of exponent 12 [11]. The size of a tree is an additive function of the tree
(cf. [13] and Section 4). Under a critical GW process, additive functions
exhibit very different asymptotic behavior from those under a subcritical
process. The consistency of the estimator for the left Frobenius eigenvector
of the mean matrix as well as that for the offspring probabilities is a simple
consequence of a general result on the asymptotics of an additive function
(cf. Theorem 5). For the left Frobenius eigenvector, the estimator consists
of relative frequencies of types. From the offspring probabilities, the esti-
mators are the well-known maximum likelihood estimators, which also take
the form of relative frequencies. In analogy to the central limit theorem, the
fluctuations of these estimators around their limits are also of interest and
characterized with non-Gaussian behavior. The estimation of the Frobenius
right eigenvector, on the other hand, follows a completely different approach.
The other sections of the article are organized as follows. The main results
are stated in Section 2. Some well-known or standard results are collected
in Section 3 for later use. Section 4 demonstrates a general result on the
asymptotics of additive functions of sample branching trees. In Sections
5 and 6, some finer asymptotics for the estimators of the left Frobenius
eigenvector and the offspring probabilities are studied. Finally, a consistent
estimator of the right Frobenius eigenvector is given in Section 7.
In the rest of this section we shall fix the notation for the article. Through-
out, we use V ∈ N as a generic notation for the number of particle types
in a GW process. Without loss of generality, let the set of types be V =
{1, . . . , V }. For simplicity, the topology of a sample branching tree will be
ignored, and a branching rule in which a particle of type k generates n1
offspring of type 1, n2 offspring of type 2 and so on is denoted by k→ n,
where n = (n1, . . . , nV ) ∈ V∗ := ({0} ∪ N)V . Indeed, when the topology of
a tree needs to be taken into account, one can denote by n a finite string
consisting of elements in V , and by V∗ the set of all such strings, ns is still
the number of particles of type s in n and results established in this article
still hold.
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Given k ∈ V , the offspring probability distribution on V∗, namely the
probability distribution on k→ n, is denoted by pk(n). Let Pk denote the
probability distribution determined by the offspring probability distributions
ps, s ∈ V , on branching trees rooted with a particle of type k, and let Ek
denote the expectation under Pk. For each sample tree ω, k ∈ V and n ∈ V∗,
denote
|ω|= number of particles in ω,
f(k;ω) = number of particles of type k in ω,
f(ω) = (f(1;ω), . . . , f(V ;ω)),
f(k→ n;ω) = number of times the rule (k→ n) is applied in ω,
|n|=
∑
s∈V
ns.
Then for any finite sample tree ω rooted with a particle of type k,
Pk(ω) =
∏
s∈V
∏
n∈V∗
ps(n)
f(s→n;ω), k ∈ V.
The mean matrix of a GW process is a V ×V matrix M , with its (k, l)th
entry
M(k, l) =Mkl =
∑
n∈V∗
pk(n)nl ≥ 0.
In general, a matrix M is called nonnegative (resp. positive) if all its entries
are nonnegative (resp. positive). When M is a square matrix, it is called
irreducible if Mp is positive for some p ∈N.
Henceforth, any v ∈CV will be regarded as a row vector, and its transpose
vt as a column vector. For two vectors v and u, denote v · u=∑s∈V vsus.
For any scalar a, denote a= (a, . . . , a).
Finally, recall the following fundamental result (cf. [2], page 185, and [16]).
Perron–Frobenius theorem. Let M be a nonnegative matrix in-
dexed by V × V . Then M has an eigenvalue λ ∈ [0,∞) such that no other
eigenvalue of M has absolute value greater than λ; and there are nonnega-
tive vectors v,u ∈ RV satisfying λv = vM , λut =Mut. Moreover, if M is
irreducible, then λ is a simple eigenvalue, and v and u are positive and can
be chosen in such a way that∑
s∈V
vs = 1, v · u= 1, Mn = λnutv+Rn,(1.1)
where maxk,l∈V |Rn(k, l)| = O(αn) with 0 ≤ α < λ. Indeed, for all n ≥ 1,
Rn =R
n
1 and σ(R1) := sup|x|=1 |R1xt|< λ.
It is easy to see that eigenvectors satisfying (1.1) are unique. We will refer
to them as Frobenius eigenvectors and denote them by v and u, respectively.
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2. Main results. Define measure Q on V∗ by
Q(n) =
∑
s∈V
vsps(n).
It is not hard to see Q is a probability measure. Henceforth, we will denote
by X the identity function on V∗ [i.e., X(n) = n] and assume
EQ(X · u)2 <∞.(2.1)
Given k ∈ V , let ω1, ω2, . . . be i.i.d. trees sampled from Pk. For the asymp-
totics of the total numbers of particles of different types in the trees, con-
vergence to a joint stable distribution can be established, which generalizes
the well-known result that the distribution of the total progeny of a criti-
cal simple GW process is in the domain of attraction of a stable law with
exponent 12 (cf. [11], Theorem 13.1, and [4], Theorem 9.34).
Theorem 1. Let v and u be the Frobenius eigenvectors given in (1.1),
with λ= 1. Suppose (2.1) holds. Then
1
N2
N∑
n=1
f(ωn)
D→ vu
2
kξ
H(u)
, N →∞,(2.2)
where ξ is a real-valued stable random vector with characteristic function
E[eitξ ] = exp{−(1− i sign(t))
√
|t| }(2.3)
and H is defined on CV by
H(z) =EQ(X · z)2 −
∑
s∈V
vsz
2
s ∀z= (z1, . . . , zV ) ∈CV .(2.4)
Note that H(u)> 0.
Theorem 1 is a special case of the asymptotics of functions of the form
([13], page 167).
G(ω) =
∑
s∈V
∑
n∈V∗
gs(n)f(s→ n;ω),
which we will refer to as “additive functions.” There are many choices for gs.
For example, if gs(n) = 1{|n|=0}, then G(ω) is equal to the total number of
terminals in ω. In Section 4, it will be shown that, under suitable conditions,
1
N2
∑N
n=1G(ωn) converges in distribution, and Theorem 1 immediately fol-
lows.
From (2.2) and the equivalence between convergence in distribution to
a constant and convergence in probability to the same constant, it follows
that
vˆN = vˆN (ω1, . . . , ωN ) =
∑N
n=1 f(ωn)∑N
n=1 |ωn|
P→ v, ω1, ω2, . . . i.i.d.∼ Pk.(2.5)
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To find finer asymptotics of vˆN , we next consider the limit of the charac-
teristic functions of Nα(vˆN − v), as N →∞. It turns out that α= 1 is the
correct scaling. Since
N(vˆN − v) = (1/N)
∑N
n=1(f(ωn)− v|ωn|)
(1/N2)
∑N
n=1 |ωn|
and
1
N2
N∑
n=1
|ωn|= 1
N2
N∑
n=1
1 · f(ωn) D→ u
2
kξ
H(u)
,
instead of directly dealing with N(vˆN − v), we shall consider the limit of
the joint characteristic functions of random vectors(
1
N
N∑
n=1
(f(ωn)− v|ωn|), 1
N2
N∑
n=1
|ωn|
)
.
Recall the matrices Rn in (1.1). Since the GW processes are critical,
Rn→ 0 at an exponential rate. Define matrix
Λ =
(
∞∑
n=0
Rn
)
(I − 1tv) = (I −R)−1(I − 1tv),(2.6)
where I is the V × V identity matrix. Then Λ 6= 0, as is seen from 1tv 6= I
and
(M − I)Λ =
∞∑
n=0
(M − I)(Mn −utv)(I − 1tv)
(2.7)
=
∞∑
n=0
(Mn+1 −Mn)(I − 1tv) = 1tv− I.
Theorem 2. Under the same conditions as in Theorem 1,(
1
N
N∑
n=1
(f(ωn)− v|ωn|), 1
N2
N∑
n=1
|ωn|
)
D→ (Z,W ), N →∞,
where (Z,W ) ∈RV ×R has characteristic function
E[exp(ic ·Z+ iKW )] = ez(c,K)uk+iηk , c ∈RV , K ∈R,
such that ηk is the kth component of η ∈RV given by
ηt =Λct,(2.8)
and z(c,K) the (unique) solution with negative real part to
z2 +
2Ai
H(u)
z +
1
H(u)
(B +2Ki) = 0,(2.9)
6 Z. CHI
where
A=CovQ(X · u,X · η)−
∑
s∈V
vsus(ηs − cs)− c · v,(2.10)
B =−VarQ(X · η) +
∑
s∈V
vs(cs − ηs)2 − (c · v)2.(2.11)
Then immediately one gets N(vˆN − v) D→ ZW , as N →∞.
The vector vˆN consists of the relative frequencies of types in the pop-
ulation of particles in ω1, . . . , ωN . Likewise, we can consider the relative
frequencies of branching rules in ω1, . . . , ωN . Fix j ∈ V and n ∈ V∗. For ω1,
ω2, . . . i.i.d. ∼ Pk, define
pˆj,N(n) = pˆj,N(n;ω1, . . . , ωN ) =
∑N
n=1 f(j→ n;ωn)∑N
n=1 f(j;ωn)
.
From Corollary 1 in Section 4, it is seen that pˆj,N is consistent. That is, for
ω1, ω2, . . . i.i.d. ∼ Pk, pˆj,N(n) P→ pj(n), as N →∞. To get finer asymptotics
of pˆj,N(n), following Theorem 2, consider the limit of the joint characteristic
functions of(
1
N
N∑
n=1
(f(j→ n;ωn)− pj(n)f(j;ωn)), n ∈ V∗; 1
N2
N∑
n=1
f(j;ωn)
)
.
Because V∗ may have infinitely many elements, to avoid potential difficulty,
we only consider the joint asymptotic of a finite number of relative frequen-
cies of branching rules (j→ n).
Theorem 3. Assume the same conditions as in Theorem 1. Given j ∈ V
and n1, . . . ,nM ∈ V∗, let F(ω) = (f(j→ n1), . . . , f(j→ nM )), q= (pj(n1), . . . , pj(nM )).
Then(
1
N
N∑
n=1
(F(ωn)− qf(j;ωn)), 1
N2
N∑
n=1
f(j;ωn)
)
D→ (Z,W ), N →∞,
where (Z,W ) ∈RM ×R has characteristic function
E[exp(ic ·Z+ iKW )] = ez(c,K)uk , c= (c1, . . . , cM ) ∈RM , K ∈R,
such that z(c,K) is the (unique) solution with negative real part to
z2 +
2vjAi
H(u)
z +
vj
H(u)
(B +2Ki) = 0,(2.12)
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where
A=
M∑
µ=1
cµpj(nµ)(nµ · u)− (c · q)uj ,(2.13)
B =
M∑
µ=1
pj(nµ)c
2
µ − (c · q)2.(2.14)
Then immediately one gets N(pˆj,N(n)− pj(n)) D→ ZW , as N →∞.
Formula (2.5) gives an estimator of the left Frobenius eigenvector v of
the mean matrix M . While the right Frobenius eigenvector u of M occurs
in the asymptotics of the estimator for v, it is clear how to use relative
frequencies to directly estimate u. So we consider an alternative approach
to the estimation of u. Given a tree ω, for each node x ∈ ω, let |x| denote
its “depth,” that is, the number of edges on the shortest path from x to the
root of ω. Denote
S(ω,λ) =
∑
x∈ω
λ|x|
whenever the sum on the right-hand side is well defined. Recall that v and u
denote the positive left and right eigenvectors of M , respectively, such that
the sum of the components of v is equal to 1, and v · u= 1.
Theorem 4. Given k, suppose ω1, ω2, . . . are i.i.d. ∼ Pk. Suppose for
each s ∈ V , ∑
n∈V∗
ps(n)|n|4 <∞.(2.15)
Then for any sequence λ1, λ2, . . . ∈ (0,1) with
∞∑
N=1
1
N2(1− λN )2 <∞,(2.16)
there is
lim
N→∞
1− λN
N
N∑
n=1
S(ωn, λN ) = uk, Pk-a.s.(2.17)
Remark. From Lemma 8, it is seen that,
Var
(
1− λN
N
N∑
n=1
S(ωn, λN )
)
=O((1− λN )−1N−1), N → 0.
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Therefore, if (2.15) is relaxed to
∑
n∈V∗ pj(n)|n|2 <∞ and (2.16) to (1 −
λN )N →∞, then
1− λN
N
N∑
n=1
S(ωn, λN )
P→ uk.
3. Preliminaries. This section collects some standard results for later
use.
Lemma 1. (a) (Abel’s theorem, cf. [9], Theorems 1.1 and 3.7). Suppose
w= (w1, . . . ,wV ) ∈CV with ws 6= 0 for each s. If the series
f(z) :=
∑
n∈V∗
anz
n1
1 · · · znVV
converges at w, then it converges uniformly on any compact subset of Cw =
{z= (z1, . . . , zV ) : |zs|< |ws|, s ∈ V}. The function f is analytic on Cw and
∂f(z)
∂zk
=
∑
n∈V∗
annkz
nk−1
k
∏
s∈V\{k}
znss , k ∈ V.
(b) (cf. [18], Theorem 5.19). Suppose f :Ω→C is differentiable on some
convex open domain Ω⊂CV and continuous on its closure Ω. Then for any
z1,z2 ∈Ω, there is t ∈ (0,1), such that
|f(z2)− f(z1)| ≤ |z2 − z1||∇f(tz1 + (1− t)z2)|.
Lemma 2. Given K ∈R and c= (c1, . . . , cV ) ∈RV ,
lim
t→0
1
t2
∑
s∈V
vs(e
i(c·v−Kt−cs)t − 1) =−iK + 1
2
(c · v)2 − 1
2
∑
s∈V
vsc
2
s.(3.1)
Proof. By Taylor’s expansion, as t→ 0,∑
s∈V
vs(e
i(c·v−Kt−cs)t − 1)
=
∑
s∈V
vs(i(c · v−Kt− cs)t− 12(c · v−Kt− cs)2t2) +O(t3)
= i
∑
s∈V
vs(c · v− cs)t− iK
∑
s∈V
vst
2 − 12
∑
s∈V
vs(c · v− cs)2t2 +O(t3).
By
∑
s∈V vs = 1, the coefficient of t is 0. Therefore
lim
t→0
1
t2
∑
s∈V
vs(e
i(c·v−Kt−cs)t − 1) =−iK − 1
2
∑
s∈V
vs(c · v− cs)2
=−iK − 1
2
∑
s∈V
(vs(c · v)2 − 2vscsc · v+ vsc2s),
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which completes the proof. 
Lemma 3. Let X1,X2, . . . be random vectors in R
V . Suppose there is
a subset Ω⊂ RV with Lebesgue measure 0, such that for any c /∈ Ω, c ·Xn
converges in distribution. Then Xn
D→ X for some random vector X with
characteristic function
Eeic·X = φ(c) := lim
n→∞
Eeic·Xn ∀c ∈ {tx : t ∈R,x /∈Ω}.
Proof. Because RV \ Ω is dense, there exist c1, . . . ,cV /∈ Ω which are
linearly independent, such that ck ·Xn converges in distribution. The map
T :x→ (c1 · x, . . . ,cV · x) is a linear invertible transform on RV . Because
{ck ·Xn} is tight for each k ∈ V , so is {Yn} with Yn = TXn. For any linear
transform A, {AYn} is tight. In particular, with A = T−1, {Xn} is tight.
Then the characteristic functions φn(c) :=Ee
ic·Xn are equicontinuous. From
φn(c)→ φ(c) on a dense subset of RV , it follows that the convergence holds
on the entire RV , and φ has a unique continuous extension from RV \ Ω
to RV . Now by tightness, Xn
D→X for some random vector X and clearly
the characteristic of X has to be φ. 
4. Limit laws for additive functions. Suppose gk, k ∈ V , are real-valued
functions on V∗. One can define a function G on the branching trees, such
that, for any tree ω rooted with a particle of type k,
G(ω) = gk(n) +
∑
s∈V
ns∑
j=1
G(ωj,s),
where (k → n) is the branching rule applied at the root, and ωj,s is the
subtree of ω rooted with the jth particle of type s in n. By recursion, it is
easy to check that
G(ω) =
∑
s∈V
∑
n∈V∗
gs(n)f(s→ n;ω).(4.1)
We will refer to functions of the form (4.1) as “additive” functions for which
there is the following theorem.
Theorem 5. Assume the same conditions as in Theorem 1. Suppose G
is an additive function with g1, . . . , gV satisfying∑
s∈V
vs
∑
n∈V∗
ps(n)|gs(n)|<∞, Cg :=
∑
s∈V
vs
∑
n∈V∗
ps(n)gs(n) 6= 0.(4.2)
Given k ∈ V , let φk(t) =Ek[eitG(ω)]. Then
lim
t→0+
φk(t)− 1√
t
=Lk :=−uk[1− i sign(Cg)]√
H(u)
√|Cg|, k ∈ V.(4.3)
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First, we show that Theorem 1 is implied by the above result.
Proof of Theorem 1. Given c= (c1, . . . , cV ) ∈ RV , define gs(n)≡ cs
for any s ∈ V . Then
Cg =
∑
s∈V
vs
∑
n∈V∗
csps(n) = c · v
and
G(ω) =
∑
s∈V
∑
n∈V∗
csf(s→ n;ω) = c · f(ω).
The linear subspace v⊥ := {c ∈ RV :c · v = 0} does not contain 1, and
hence its Lebesgue measure is 0. By Lemma 3, it is enough to show Theo-
rem 1 for c /∈ v⊥. For any such c, (4.2) holds, and thus
lim
t→0+
φk(t)− 1√
t
=−uk[1− i sign(c · v)]√
H(u)
√
|c · v|, k ∈ V.(4.4)
For ω1, ω2, . . . are i.i.d. ∼ Pk,
E
[
exp
{
i
N2
N∑
n=1
c · f(ωn)
}]
=
[
φk
(
1
N2
)]N
=
(
1 + φk
(
1
N2
)
− 1
)N
=
(
1 +
Lk
N
+ o
(
1
N
))N
.
Then by (4.4), letting N →∞ leads to
lim
N→∞
E
[
exp
{
ic ·
(
1
N2
N∑
n=1
f(ωn)
)}]
= eLk =E[eiu
2
k
c·vξ/H(u)],
which completes the proof. 
Following the proof of Theorem 1, we have the following corollary to
Theorem 5.
Corollary 1. Suppose gs satisfies (4.2) and ω1, ω2, . . . ∼ Pk. Then,
with ξ being the same as in (2.3),
1
N2
N∑
n=1
G(ωn)
D→ u
2
k
H(u)
Cgξ, N →∞.
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The rest of the section is devoted to the proof of Theorem 5. First note
that, by (2.1) and u, v being positive,∑
n∈V∗
pk(n)(n · n)<∞, k ∈ V.(4.5)
Lemma 4. Fix k ∈ V and function θ :V∗→C, with |θ(n)| ≤ 1 for any n ∈
V∗. Then hk(z, θ) given below is a well-defined second-order homogeneous
polynomial in z ∈CV :
hk(z; θ) =
∑
n∈V∗
θ(n)pk(n)
[∑
s∈V
ns(ns − 1)z2s +2
∑
s<r
nsnrzszr
]
.(4.6)
In particular, if θ(n)≡ 1, then
hk(z; θ) = hk(z) :=
∑
n∈V∗
pk(n)(n · z)2 −
∑
s∈V
Mksz
2
s .(4.7)
Also define
rk(z) =
∑
n∈V∗
θ(n)pk(n)
∏
s∈V
(1 + zs)
ns − qk(z),(4.8)
with
qk(z) =
∑
n∈V∗
θ(n)pk(n)(1 + n · z) + 12hk(z).
Then rk is analytic in the interior of C = {z ∈ CV : |1 + zs| < 1, s ∈ V}.
Furthermore,
rk(z) = o(|z|2), z→ 0, z ∈C.(4.9)
Proof. By (4.5), the summations over V∗ in (4.6) converge, and hence
hk is well defined. Equation (4.7) follows from direct computation. Consider
ak(z) =
∑
n∈V∗
θ(n)pk(n)
∏
s∈V
znss .
By Lemma 1(a), ak is analytic in the open domain D = {z : |zs|< 1, s ∈ V}.
In addition, by Lemma 1(a) and (4.5), it is not hard to check that the
second-order derivatives of ak are bounded on D, and continuously extend
to D. Then by computation,
ak(1) = qk(0),
∂ak(1)
∂zs
=
∂qk(0)
∂zs
,
∂2ak(1)
∂zr ∂zs
=
∂2qk(0)
∂zr ∂zs
, r, s ∈ V.
Consequently, the first- and second-order derivatives of
rk(z) = ak(z+ 1)−
∑
n∈V∗
θ(n)pk(n)(1 + n · z)− 12hk(z)
12 Z. CHI
are bounded on C and have continuous extension to C , such that
lim
z→0
rk(z) = lim
z→0
∂rk(z)
∂zs
= lim
z→0
∂2rk(tz)
∂zr ∂zs
= 0.
Apply Lemma 1(b) twice, once to rk and once to its derivatives. Then it can
be seen that, for any z ∈C , there is t ∈ (0,1), such that
|rk(z)|= |rk(z)− rk(0)| ≤ |z|2 max
r,s∈V
∣∣∣∣∂2rk(tz)∂zr ∂zs
∣∣∣∣,
which leads to (4.9). 
Lemma 5. Recall function H defined in (2.4). For the function, we have
H(z) =
∑
s∈V
vshs(z) =EQ(X · z)2 −
∑
s∈V
vsz
2
s ,
(4.10)
H(z) 6≡ 0 and all its coefficients are nonnegative.
Proof. Because v= vM , from (2.4), it is not hard to see that the equal-
ities in (4.10) hold. For each k ∈ V , all the coefficients of hk are nonnegative
and vk > 0. Therefore, all the coefficients of H are nonnegative as well. If
H(z) ≡ 0, then there must be hk = 0, k ∈ V . From (4.7), this implies that
pk(n)> 0 only if n= 0 or n= es = (εs1, . . . , εsV ), for some s ∈ V , with εsr = 0
if r 6= s and 1 otherwise. ThereforeMrs = pr(es) and
∑
s∈V pr(es)us = ur. By
choosing r such that ur =max{us, s ∈ V}, it is seen that us = ur for all s ∈ V
and
∑
s∈Vpr(es) = 1. Thus, almost surely, each particle produces exactly one
offspring, leading to a nonterminating process, which is a contradiction. 
Proof of Theorem 5. The following recursive relations hold:
φk(t) =
∑
n∈V∗
eitgk(n)pk(n)
∏
∈V
[φs(t)]
ns , k ∈ V.(4.11)
Let ∆k(t) = φk(t)− 1, and ∆t = (∆1(t), . . . ,∆V (t)). By (4.11),
∆k(t) =−1 +
∑
n∈V∗
eitgk(n)pk(n)
∏
s∈V
[1 +∆s(t)]
ns
=−1 +
∑
n∈V∗
eitgk(n)pk(n)(1 +n ·∆t) + 12hk(∆t; eitgk) + rk(∆t)
=
∑
n∈V∗
(eitgk(n) − 1)pk(n) +
∑
n∈V∗
eitgk(n)pk(n)n ·∆t
(4.12)
+ 12hk(∆t; e
itgk) + rk(∆t)
=
∑
n∈V∗
(eitgk(n) − 1)pk(n)(1 +n ·∆t) +
∑
s∈V
Mks∆s(t)
+ 12hk(∆t; e
itgk) + rk(∆t),
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where hk is defined as in (4.6), with function θ = e
itgk :n→ eitgk(n), and rk
is defined as in (4.8).
We will use (4.12) to prove (4.3). It is enough to show that, for any
tn → 0+, there is a subsequence τn of tn, such that τ−1/2n ∆τn converge to
L= (L1, . . . ,LV ), with Lk given in (4.3).
Fix an arbitrary tn → 0+. We first show that, when n is large enough,
∆tn 6= 0. Indeed, if this is not the case, then (4.12) implies∑
n∈V∗
(eitgk(n) − 1)pk(n) = 0 for t= tn, n large enough.
Then by dominated convergence, for all k ∈ V ,∑
n∈V∗
gk(n)pk(n) = lim
n→∞
1
itn
∑
n∈V∗
(eitngk(n) − 1)pk(n) = 0,
contradicting (4.2). Then there is a subsequence {t′n} ⊂ {tn} as well as a
subset V ′ ⊂ V , such that ∆s(t′n) 6= 0 for all s ∈ V ′ while ∆s(t′n) = 0 for all
s /∈ V ′.
We show that ∃k0 ∈ V ′ and {τn} ⊂ {t′n}, such that
ξs = lim
n→∞
∆s(τn)
∆k0(τn)
(4.13)
exists for any s ∈ V . First, for any s /∈ V ′, (4.13) is clear. Suppose V ′ =
{s1, . . . , sm}. If m= 1, (4.13) is also obvious. If m> 1, then
lim inf
n→∞
∣∣∣∣∆s1(tn)∆s2(tn)
∣∣∣∣<∞ or lim infn→∞
∣∣∣∣∆s2(tn)∆s1(tn)
∣∣∣∣<∞.
Assuming the first one, for some {t′′n} ⊂ {t′n}, ∆s1(t
′′
n)
∆s2(t
′′
n)
converges. By induc-
tion, there exists k0 ∈ V ′ \ {s1} as well as {τn} ⊂ {t′′n}, such that ∆s(τn)∆k0(τn)
converges for all s ∈ V ′ \ {s1}. In particular, ∆s2 (τn)∆k0 (τn) converges, implying
that
∆s1 (τn)
∆k0 (τn)
converges as well.
With k0 and τ0 being fixed such that (4.13) holds, denote ξ = (ξ1, . . . , ξV ).
Clearly ξk0 = 1. To get the other ξl, first consider the asymptotics of ∆t.
Rewrite (4.12) to get
∆k(t)−
∑
s∈V
Mks∆s(t) +
∑
n∈V∗
(1− eitgk(n))pk(n)(1 + n ·∆t)
(4.14)
= 12hk(∆t; e
itgk) + rk(∆t).
Multiply both sides of (4.14) by vk and then sum over V . Because v= vM ,∑
s∈V
vs
∑
n∈V∗
(1− eitgs(n))ps(n)(1 +n ·∆t)
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(4.15)
= 12
∑
s∈V
vshs(∆t; e
itgs) +
∑
s∈V
vsrs(∆t).
Divide both sides of (4.15) by ∆2k0(t) and let t→ 0 through τn. Because
each hk(z, e
itgs) is a second-order homogeneous polynomial, by dominated
convergence,
lim
n→∞
1
∆2k0(τn)
hs(∆τn ; e
iτngs) = hs(ξ).
Since |φs(t)|= |1+∆s(t)| ≤ 1 for all s ∈ V , and ∆t→ 0 as t→ 0, (4.9) leads
to
rs(∆t) = o(|∆t|2), t→ 0.(4.16)
On the other hand, by (4.2) and dominated convergence,
lim
n→∞
1
τn
∑
s∈V
vs
∑
n∈V∗
(1− eiτngs(n))ps(n)(1 +n ·∆t)
=−i
∑
s∈V
∑
n∈V∗
vsps(n)gs(n) =−iCg.
Combining the above results,
lim
n→∞
τn
∆2k0(τn)
=
1
−2iCg
∑
s∈V
vshs(ξ) =
1
−2iCgH(ξ)(4.17)
and hence
lim
n→∞
τn
∆k0(τn)
= 0.(4.18)
Divide both sides of (4.14) by ∆k0(t), and then let t→ 0 along τn. By
(4.16)–(4.18) and hk(∆t) = o(∆k0(t)), there is ξ =Mξ. Therefore, ξ is an
eigenvector corresponding to the simple eigenvalue 1 of M , and thus ξ is
some constant times u. Since ξk0 = 1, by comparing with (1.1), we get
ξs = lim
n→∞
∆s(τn)
∆k0(τn)
=
us
uk0
> 0, s ∈ V, ξ = u
uk0
,(4.19)
which, together with (4.10) and (4.18), leads to
lim
n→∞
∆2k0(τn)
τn
=−2Cgu
2
k0
i
H(u)
,
where H(u) > 0 is because u is positive and H 6≡ 0 with all its coefficients
nonnegative. From the limit it is seen that, as n→∞, ∆2k0(τn)/τn at most
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has two cluster points. Because the real part of ∆k0(t) = Ek0 [e
itG(ω)]− 1 is
nonpositive,
lim
n→∞
∆k0(τn)√
τn
=−uk0(1− i sign(Cg))√
H(u)
√|Cg|.(4.20)
Combining the above limit and (4.19), we get that, for any s ∈ V ,
lim
n→∞
∆s(τn)√
τn
=−us(1− i sign(Cg))√
H(u)
√|Cg|.
This completes the proof. 
5. Limit laws for the relative frequencies of types. This section is de-
voted to the proof of Theorem 2. By Lemma 3, it is enough to establish the
result for K 6= 0. Given c= (c1, . . . , cV ) ∈RV and K ∈R \ {0},
1
N
N∑
n=1
(c · f(ωn)− (c · v)|ωn|) + K
N2
N∑
n=1
|ωn|
=
1
N
N∑
n=1
c · f(ωn)− 1
N
N∑
n=1
(
c · v− K
N
)
|ωn|.
Note that, in Theorem 2, it is assumed that ω1, ω2, . . . are i.i.d. ∼ Pk. There-
fore, letting
θk(t) =Ek[e
it(c·f(ω)−Ct|ω|)], Ct = c · v−Kt, k ∈ V(5.1)
we need to find the limit
lim
N→∞
[
θk
(
1
N
)]N
= lim
t→0+
[θk(t)]
1/t.
Following the previous section, let
∆k(t) = θk(t)− 1, ∆t = (∆1(t), . . . ,∆V (t)).
Then, as in the proof of Theorem 1, provided Lk := limt→0+
1
t∆k(t) exists
and
Lk = z(c,K)uk + iηk, k ∈ V,
limt→0+[θk(t)]
1/t = eLk . To this end, it is enough to show that, for any
tn → 0+, there is a subsequence {τn} ⊂ {tn}, such that τ−1n ∆τn → L =
(L1, . . . ,LV ) ∈CV .
The functions θk(t), k ∈ V , have the following recursive relations:
θk(t) =
∑
n∈V∗
pk(n)e
i(ck−Ct)t
∏
s∈V
(θs(t))
ns .
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Therefore,
ei(Ct−ck)t(1 +∆k(t)) =
∑
n∈V∗
pk(n)
∏
s∈V
(1 +∆s(t))
ns .
Then similarly to (4.12), it can be shown that
∆k(t) + (e
i(Ct−ck)t − 1)(1 +∆k(t)) =
∑
s∈V
Mks∆s(t) +
1
2hk(∆t) + rk(∆t),(5.2)
where hk and rk are defined as in (4.7) and (4.8), respectively. Multiply
both sides of (5.2) by vk and take the sum over k ∈ V . By v1+ · · ·+ vV = 1,
v= vM and (4.10), one gets∑
s∈V
vs(e
i(Ct−cs)t − 1) +
∑
s∈V
vs(e
i(Ct−cs)t − 1)∆s(t) = 12H(∆t) + r(∆t),(5.3)
where r(z) :=
∑
k∈V vkrk(z). Fix tn→ 0+. Following (4.13), we want to find
k0 ∈ V and {t′n} ⊂ {tn} such that, for any s ∈ V ,
ξs = lim
n→∞
∆s(t
′
n)
∆k0(t
′
n)
(5.4)
exists. First, we show that, when t > 0 is small enough,∆t 6= 0. Suppose this
is not the case. Then (5.3) implies that, for a sequence of t→ 0,∑s∈V vs(ei(Ct−cs)t−
1) = 0. According to Lemma 2, this leads to
lim
t→0
1
t2
∑
s∈V
vs(e
i(Ct−cs)t − 1) =−2iK + (c · v)2 −
∑
s∈V
vsc
2
s = 0.
In particular, K = 0, which is a contradiction. Thus ∆t 6= 0 for t > 0 small.
Then we can find a subsequence {t′′n} ⊂ {tn} and a subset V ′ ⊂V , such that
∆s(t
′′
n) 6= 0 for all s ∈ V ′ while ∆s(t′′n) = 0 for all s /∈ V ′. With an argument
similar to the one for (4.13), there are {t′n} ⊂ {t′′n} and k0 ∈ V ′ such that
(5.4) holds for s ∈ V ′. For s /∈ V ′, (5.4) clearly holds with ξs = 0. Thus (5.4)
holds for all s ∈ V .
Lemma 6. With k0 chosen as above,
lim sup
n→∞
∣∣∣∣∆k0(t′n)t′n
∣∣∣∣<∞.
Assume for the moment that Lemma 6 is true. Fix c ∈RV with c1, . . . , cV
not all equal. By the lemma, there is {τn} ⊂ {tn}, such that τ−1n ∆k0(τn)
converge. Therefore, by (5.4), there is λ ∈CV , such that limn→∞∆τn/τn =
λ. Divide (5.2) by t and then let t→ 0 through τn to get
λt + i((c · v)1t − ct) =Mλt =⇒ i(1tv− vt)ct = (M − I)λt.(5.5)
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By (2.7), if ηt = Λct, then λ := iη is a solution to (5.5). Moreover, since 1
is a simple eigenvalue of M , any solution to (5.5) can be written as zu+ iη,
z ∈C. As a result, lim τ−1n ∆τn = zu+ iη for some z ∈C which is to be found.
Divide both sides of (5.3) by t2 and let t→ 0 through τn. Since H is
a homogeneous polynomial of order 2 and, according to (4.9), R(∆t) =
o(|∆t|2), then (3.1) implies
−iK + 12(c · v)2 − 12
∑
s∈V
vsc
2
s + i
∑
s∈V
vs(c · v− cs)(zus + iηs) = 12H(zu+ iη).
By some calculation, it can be seen that z is a solution to the equation
H(u)z2 +2Azi+B +2Ki= 0,
where
A=EQ[(X · u)(X · η)]−
∑
s∈V
vsus(ηs − cs)− (v · c)(v · u)
= CovQ(X · u,X · η) +EQ(X · u)EQ(X · η)−
∑
s∈V
vsus(ηs − cs)− v · c,
B =−H(η)− 2
∑
s∈V
vscsηs +2(v · c)(v · η)− (c · v)2 +
∑
s∈V
vsc
2
s
=−EQ(X · η)2 +
∑
s∈V
vsη
2
s − 2
∑
s∈V
vscsηs +2(v · c)(v · η)− (c · v)2 +
∑
s∈V
vsc
2
s
=−VarQ(X · η)− (EQ(X · η))2 + 2(v · c)(v · η) +
∑
s∈V
vs(ηs − cs)2 − (c · v)2.
On the one hand,
EQ(X) =
(∑
k∈V
∑
n∈V∗
vkpk(n)n1, . . . ,
∑
k∈V
∑
n∈V∗
vkpk(n)nV
)
=
(∑
k∈V
vkMk1, . . . ,
∑
k∈V
vkMkV
)
= v,
and on the other,
vΛ=
∞∑
n=0
v(Mn − utv)(I − 1tv) = 0,
and hence v ·η = vΛct = 0. Therefore, A and B can be expressed as in (2.10)
and (2.11).
The roots of the equation are
1
H(u)
(−Ai±
√
−(A2 +BH(u))− 2KH(u)i ).
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Since the real part of ∆k(t) = φk(t) − 1 is nonpositive, z is the one with
nonpositive real part.
Proof of Lemma 6. If the claim is false, then there exists {τn} ⊂ {t′n}
such that
lim
n→∞
τn
∆k0(τn)
= 0.
First, divide both sides of (5.2) by ∆k0(t) and let t→ 0 through τn. By (5.4),
we get ξ =Mξ. Since ξk0 = 1, ξ = u
−1
k0
u. In particular, H(ξ)> 0. Thus, by
dividing both sides of (5.3) by ∆k0(t)
2, and letting t→ 0 through τn, it is
see that 0 =H(ξ), which is a contradiction. 
Corollary 2. For A and B, we have A2 ≤−H(u)B, that is,(
CovQ(X · u,X · η)−
∑
s∈V
vsus(ηs − cs)− c · v
)2
≤H(u)
(
VarQ(X · η)−
∑
s∈V
vs(cs − ηs)2 + (c · v)2
)
.
Proof. Indeed, if A2 >−H(u)B, then −(A2+H(u)B)< 0. Since z has
to be the one of
1
H(u)
(−Ai±
√
−(A2 +BH(u))− 2KH(u)i )
with negative real part, with c being fixed, z is not continuous at K = 0,
a contradiction. 
6. Limit laws for the relative frequencies of branching rules. In this
section, we prove Theorem 3. With a little abuse of notation, denote
F(ω) = (f(j→ n;ω),n ∈ V∗), q= (pj(n), n ∈ V∗),
and for c,q ∈RV∗ , provided ∑n∈V∗ |cnqn|<∞, c · q=∑n∈V∗ cnqn.
Given c ∈ RV∗ , with cn = 0 for all but a finite number of n satisfying
pj(n)> 0, and K ∈R, consider E[eiζN (c,K)], with the random variable
ζN (c,K) =
1
N
N∑
n=1
(c ·F(ωn)− (c · q)f(j;ωn)) + K
N2
N∑
n=1
f(j;ωn)
=
1
N
N∑
n=1
c ·F(ωn)− 1
N
N∑
n=1
(
c · q− K
N
)
f(j;ωn).
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Then, to prove Theorem 3, it is enough to show that
E[eiζN (c,K)]→ ez(c,K)uk ,
such that z(c,K) is the solution to
z2 +
2vjAi
H(u)
z +
vj
H(u)
(B +2Ki) = 0,(6.1)
with
A=
∑
n∈V∗
cnpj(n)(n · u)− (c · q)uj ,
B =
∑
n∈V∗
pj(n)c
2
n − (c · q)2.
Proof of Theorem 3. As in the proof of Theorem 2, it is enough to
show the above limit for K 6= 0. Let
ψj(t) =Ej[e
it(c·F(j→n;ω)−Ctf(j;ω))] with Ct = c · q−Kt.(6.2)
Then E[eiζN (c,K)] = [ψj(
1
N )]
N2 . By recursion,
eitCtψj(t) =
∑
n∈V∗
pj(n)e
itcn
∏
s∈V
[ψs(t)]
ns ,
ψk(t) =
∑
n∈V∗
pk(n)
∏
s∈V
[ψs(t)]
ns for k 6= j.
Let ∆s(t) = ψs(t)− 1, s ∈ V , and ∆t = (∆1(t), . . . ,∆V (t)). Then
∆j(t) + (e
itCt − 1)ψj(t)
=
∑
s∈V
Mjs∆s(t) +
1
2hj(∆t) +
∑
n∈V∗
pj(n)(e
icnt − 1)(6.3)
+ rj(∆t) +
∑
n∈V∗
pj(n)(e
icnt − 1)(n ·∆t + Tn(∆t)),
∆k(t) =
∑
s∈V
Mks∆s(t) +
1
2hk(∆t) + rk(∆t) for k 6= j,(6.4)
where hk, k ∈ V , are defined as in (4.7), and rk as in (4.8). By (4.9),
rk(∆t) = o(|∆t|2) as t→ 0. On other hand, Tn(z) =
∏
s∈V(1 + z)
ns −n · z is
a polynomial of order greater than or equal to 2. Note that in the last sum
in (6.3), since cn = 0 for all but a finite number of n, only a finite number of
summands is nonzero. Thus, following the steps in Sections 4 and 5, multiply
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both sides of (6.3) by vj , both sides of (6.4) by vk, add them up and use
v= vM to get
vj(e
iCtt − 1)∆j(t)
= 12H(∆t) + vj
[ ∑
n∈V∗
pj(n)(e
icnt − 1)− (eitCt − 1)
]
+ r(∆t)
+ vj
∑
n∈V∗
pj(n)(e
icnt − 1)(n ·∆t + Tn(∆t))(6.5)
= 12H(∆t)− vj
∑
n∈V∗
pj(n)e
icnt(eit(c·q−Kt−cnt) − 1)
+ vj
∑
n∈V∗
qn(e
icnt − 1)(n ·∆t) + o(∆2t ),
where r=
∑
s∈V vsrs. Similar to the argument following (5.3), given any tn→
0+, there exist k0 ∈ V and a subsequence {t′n} ⊂ {tn}, such that ∆k0(t′n) 6= 0,
and
lim
n→∞
∆t′n
∆k0(t
′
n)
= ξ,(6.6)
for some ξ ∈CV . We need the following bounds. 
Lemma 7. With k0 chosen as above,
lim sup
n→∞
∣∣∣∣∆k0(t′n)t′n
∣∣∣∣<∞.(6.7)
Assume Lemma 7 is true for now. Then by (6.6) and Lemma 7, there is
{τn} ⊂ {t′n}, and λ ∈CV , such that limn→∞ τ−1n ∆τn = λ. Divide both sides
of (6.4) and (6.3) by τn and let n→∞. Then there is z ∈ C, such that
λ= zu.
To find the value of z, divide both ends of (6.5) by t2 and let t→ 0 through
τn. By Lemma 2,
ivj(c · q)ujz = 12H(zu)− vj
(
−iK + 12(c · q)2 − 12
∑
n∈V∗
pj(n)c
2
n
)
+ ivj
∑
n∈V∗
pj(n)cn(n · u)z.
It is then routine to check that z is the solution to (6.1) with negative real
part. The remaining part of the proof is similar to that for Theorem 2 and
thus is omitted.
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Proof of Lemma 7. If lim infn→∞ |t′n/∆k0(t′n)|= 0, then choose {τn} ⊂
{t′n} such that
lim
n→∞
τn
∆k0(τn)
= 0.
Divide both sides of (6.3) and (6.4) by ∆k0(t) and let t→ 0 through τn.
Then (6.6) leads to ξ =Mξ. Because ξk0 = 1, ξ = u
−1
k0
u. Now divide (6.5) by
∆k0(t)
2 and let t→ 0 through τn. Then it is seen that H(ξ) = 0, implying
H(u) = 0, which is a contradiction. 
7. An estimator for the right eigenvector of the mean matrix. This sec-
tion gives the proof for Theorem 4. We need a few lemmas.
Lemma 8. Assume the same conditions as in Theorem 4. For λ > 0,
denote
Sj(λ) =EjS(ω,λ), j ∈ V, Sλ = (S1(λ), . . . , SV (λ)).
Then for λ ∈ (0,1), Sj(λ)<∞ and
Stλ = (1− λM)−11t,(7.1)
Ej(S(ω,λ))
t =O
(
1
(1− λ)2t−1
)
as λ→ 1, t= 2,3,4, j ∈ V.(7.2)
Lemma 9.
lim
λր1
(1− λ)Sλ = u.(7.3)
Assume the lemmas to be true for now. By Lemma 8, S(ω,λ) is integrable.
Letting
S˜(ω,λ) = S(ω,λ)− Sk(λ),
by Lemma 9, we need to show that if ω1, ω2, . . . are i.i.d. ∼ Pk, then
1− λN
N
N∑
n=1
S˜(ωn, λN )→ 0, Pk-a.s.
To this end, by Borel–Cantelli and the Markov inequality, it is enough to
show that
∞∑
N=1
(1− λN )4
N4
Ek
(
N∑
n=1
S˜(ωn, λN )
)4
<∞.
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Because ωn are i.i.d., and Ek[S˜(ω,λN )] = 0, by (7.2),
Ek
(
N∑
n=1
S˜(ωn, λN )
)4
= 3N(N − 1)[Vark S(ω,λN )]2 +NEkSk(ω,λN )4
≤ CN
2
(1− λN )6 +
CN
(1− λN )7 , N →∞
for some constant C. Therefore, by (2.16),
∞∑
N=1
(1− λN )4
N4
Ek
(
N∑
n=1
S˜(ωn, λN )
)4
≤
∞∑
N=1
C
(1− λN )2N2
(
1 +
1
(1− λN )N
)
<∞.
Proof of Lemma 8. That Sj(λ) < ∞ for all j ∈ V and λ ∈ (0,1)
and (7.1) are easy consequences of recursion. For λ ∈ (0,1), because v(1−
λM)−1 = (1− λ)−1v,
v · Sλ = v(1− λM)−11t = v · 1
1− λ =
1
1− λ.(7.4)
Because all components of v are strictly positive, Sj(λ)∼ (1−λ)−1, λ→ 1−,
and thus (7.2) is proved for t = 1. The proof of (7.2) is similar for t = 2,
3 and 4. We shall show the details of the proof for t= 4, to illustrate how
the indices of 1− λ in the asymptotics (7.2) are counted.
Suppose we have shown EjS(ω,λ)
t <∞ and (7.2) for t = 2,3. Given a
tree ω rooted with j, suppose the branching rule applied by the root is (j→
n). For s ∈ V , and l = 1, . . . , ns, let ωl,s be the subtree rooted with the lth
particle of type s in n. For each D ≥ 0, define SD(ω,λ) =
∑
x∈ω λ
|x|1{|x|≤D}.
Then
SD(ω,λ) = 1+Σ(λ)
∆
= 1+ λ
∑
s∈V
ns∑
l=1
SD−1(ωl,s, λ).
Then
EjSD(ω,λ)
4 = 1+ 4EjΣ(λ) + 6EjΣ
2(λ) + 4EjΣ
3(λ) +EjΣ
4(λ).(7.5)
For t= 1,2,3,4, and n ∈ V∗, let
mt(λ) = max{EsS(ω,λ)t : s ∈ V},
It(n) = {((l1, s1), . . . , (lt, st)) : 1≤ li ≤ nsi , i= 1, . . . , t,
and (li, si) are different from each other}.
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Then by the multinomial expansion, it is seen that
Ej [Σ
4(λ)] = λ4
∑
s∈V
MjsEs[SD−1(ω,λ)
4] + λ4
∑
n∈V∗
pj(n)
4∑
i=1
Σn,i(λ),
where, as λ→ 1−,
Σn,1(λ) =
∑
I2(n)
Ej [SD−1(ωl1,s1 , λ)
3]Ej [SD−1(ωl2,s2 , λ)]
≤ |I2(n)|m1(λ)m3(λ) =O(|n|4(1− λ)−6),
with the summation over all ((l1, s1), (l2, s2)) ∈ I2(n), and likewise,
Σn,2(λ) =
∑
I2(n)
El1 [SD−1(ωl1,s1 , λ)
2]El2 [SD−1(ωl2,s2 , λ)
2]
≤ |I2(n)|m22(λ) =O(|n|4(1− λ)−6),
Σn,3(λ) =
∑
I3(n)
Ej [SD−1(ωl1,s1 , λ)
2]
3∏
i=2
Ej [SD−1(ωli,si , λ)]
≤ |I3(n)|m2(λ)m1(λ)2 =O(|n|4(1− λ)−5),
Σn,4(λ) =
∑
I4(n)
4∏
i=1
Ej [SD−1(ωli,si , λ)]
≤ |I4(n)|m1(λ)4 =O(|n|4(1− λ)−4).
By (2.15),
∑
n∈V∗ pj(n)|n|4 <∞. Therefore, the above estimates imply
that there is a constant C, such that as λ→ 1−,
Ej[Σ
4(λ)]≤ λ4
∑
l∈V
MjlEl[SD−1(ω,λ)
4] +C(1− λ)−6.
By Ho¨lder’s inequality, the other summands on the right-hand side of (7.5)
are dominated by (1− λ)−6. Therefore, for some constant, still denoted C,
Ej [SD(ω,λ)
4]≤ λ4
∑
s∈V
MjsEs[SD−1(ω,λ)
4] +C(1− λ)−6.
Multiply both sides of the above inequality by vj to the left, and sum over
j ∈ V . Let
AD =
∑
k∈V
vkEk[SD(ω,λ)
4].
Then
AD ≤ λ4AD−1 +C(1− λ)−6 =⇒ lim
D→∞
AD ≤ C
(1− λ)−7 .
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Since vk ∈ (0,1), k ∈ V , the last formula leads to (7.2). 
Proof of Lemma 9. Let ξλ = (1− λ)Sλ. Then by (7.4),
v · ξλ = 1.
Note that all the coordinates of ξλ = (1−λ)Sλ are positive. Indeed, by (7.1),
Stλ =
∞∑
n=0
λnMn1t.
Every Mn is nonnegative. Thus all the coordinates of Sλ, hence all those
of ξλ, are positive. Since all the coordinates of v are strictly positive, then
ξλ is bounded and thus has cluster points. If ξ is a cluster point of ξλ as
λ→ 1−, then v · ξ = 1. On the other hand,
(1−M)ξ = lim
λ→1−
(1− λM)ξ
= lim
λ→1−
(1− λM)(1− λ)(1− λM)−11= lim
λ→1−
(1− λ)1= 0
and hence ξ =Mξ. Thus ξ= u. 
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