Human comfort in outdoor spaces (HCOS) is linked to people's psychological responses to environmental variables. Previous studies have established comfort ranges for these variables through interviews and questionnaires, reaching only limited populations. However, larger amounts of data would not only generate more robust results in local studies, but it would also allow for the possibility of creating an approach that could be applied to a wider range of weather conditions and different climates. Therefore, this study describes a new methodology to assess people's perception of weather based on human responses to weather conditions extracted from tweets, with the purpose of establishing comfort ranges for environmental variables. Tweets containing weather-associated keywords were collected, stored, and then linked to real-time meteorological data acquired nearby the locations in which the tweets were posted. Afterwards, people's perception of weather was extracted from the tweets using a classifier trained specifically on weather data that identified irrelevant, neutral, positive, and negative tweets. The obtained tweets and their related atmospheric data were analyzed to establish comfort ranges. The tweets' responses to effective temperature were very similar to those obtained in previous studies, although the peak of comfort is shifted towards the cold stress. Similarly, the tweets' responses to the thermohygrometric index were alike to previous results, but the peak of comfort is shifted towards the heat stress. Regarding the single weather variables under study, the obtained comfort ranges are similar to the ones found in previous research; in particular, the temperature comfort range matches perfectly at 20-22°C. Therefore, it was concluded that tweets can be used to assess HCOS; not only are the results of this methodology comparable to results obtained in previous studies, but the procedure itself also shows new features and unexpected future applications.
Introduction
Human comfort is a state of feeling, even if it is not associated to any specific sense organ. It is generally connected to pleasant conditions that are related to health and happiness. Human thermal comfort, in particular, has been defined as Bthe state of mind which expresses satisfaction with the thermal environment^ (Gagge et al. 1967) . Therefore, thermal comfort is linked to people's physical, physiological, and psychological responses to environmental variables (Nikolopoulou and Steemers 2003) .
In the past decades, scientists from different disciplines have tried to define thermal comfort ranges that can reflect people's feelings of comfort or discomfort under certain environmental conditions. Early on, they conducted experiments in indoor spaces that allowed the variation of a single parameter while keeping all other parameters constant. By applying this methodology, they discovered important aspects of comfort perception. For example, people felt more comfortable when body temperatures tended towards physiological neutrality, even if the same temperatures were related to discomfort in other circumstances (Gagge et al. 1967) . Also, Gagge et al. (1969) found that discomfort due to heat stress and temperature perception is less affected by changes in temperature during exercise than during rest. Ideal conditions for thermal comfort can be deduced from the metabolic rate, insulation from clothing, and the respective environmental conditions (Fanger 1972) .
Motivated by the need to explore the real conditions in which humans perform everyday activities, the scientific community shifted its interest to human comfort in outdoor spaces (HCOS). Thus, models were extended for use in outdoor conditions and new indices were proposed (Blazejczyk et al. 2012) . Several of these models for indices focused on human metabolism and heat balance equations (e.g., psychological subjective temperature (Blazejczyk 1994) , standard effective temperature (Gagge et al. 1971 (Gagge et al. , 1986 , psychological equivalent temperature (Höppe 1984 (Höppe , 1999 ), while others emphasized the monitoring of environmental variables (heat index (Rothfusz 1990) , humidex (Masterson and Richardson 1979) , effective temperature (Missenard 1933) , wet-bulb globe temperature (Yaglou and Minard 1957) , and thermohygrometric index (Thom 1959) ).
These indices have proven very valuable for assessing HCOS and defining its comfort ranges (Blazejczyk et al. 2012) , but other methods have also been used to study people's perception of weather. For example, some studies have examined people's perception based on the effects of single weather parameters, mainly wind speed, humidity, temperature, and solar radiation (Stathopoulos et al. 2004; Nikolopoulou and Lykoudis 2006) . Additionally, other parameters that have been employed for this purpose were precipitation, descriptions of weather codes, and sky clearness (de Montigny et al. 2011; Thorsson et al. 2007; Sasaki et al. 2000) .
Traditionally, the impact of all of these indices and parameters on human comfort has been quantified through interviews and questionnaires. However, this approach reaches only a limited number of people that are interviewed during given atmospheric conditions. The informative value of these studies is limited, especially if the variability of atmospheric conditions covered is small and if the group of interviewees is homogeneous in terms of age, gender, profession, and other variables. Additionally, when smaller groups are sampled, it is more likely that the individuals of that group would be more familiarized towards specific weather conditions. Therefore, capturing larger amounts of data would not only generate more robust results in local studies, but it would also allow for the studies to be expanded to a wider range of weather conditions, different climates, and a highly heterogeneous population. For these reasons, an alternative methodology for assessing human comfort is required, and we have looked into possibilities for developing an assessment on the basis of existing big data.
Nowadays, millions of tweets are posted daily on Twitter (https://twitter.com/). The tweets are published in real-time, covering a wide range of topics including opinions and feelings concerning Twitter users' lives (Pak and Paroubek 2010) . Besides expressing views and opinions, tweets provide novel answers to classic questions and reports on current events. For these reasons, they could be used to predict, monitor, and manage many different types of events, from simple matters of daily life to massive crises on the global scale (McCormick et al. 2015) .
The Twitter platform has become a rich source of data for opinion mining and sentiment analysis (Kumari et al. 2015) , which aim to determine the writer's attitude towards various topics. Applications for such data can be found in monitoring public health (Paul and Dredze 2011; Krieck et al. 2011), predicting elections (Bekafigo and McBride 2013; Tumasjan et al. 2010; Scorik et al. 2012) , analyzing protest movements (Gerbaudo 2012) , observing mood rhythms on large scales (Asanet 2012; Biever 2010; Bollen et al. 2011) , and monitoring localized weather events (Cox and Pale 2011; Lachlan et al. 2014 ).
More specifically, tweets have also been used to explore people's perspective on weather, but these studies have only considered hot temperatures and heat waves (Austin, 2014; Jung and Uejio 2017) . In another study, the effect of weather and time on people's mood has been analyzed by extracting emotions from a set of general tweets and then relating them to historical weather data (Hannak et al. 2012 ). However, the emotions extracted from those tweets might not have been directly affected by weather, but may be the result of the combination of several other factors.
In this context, the present study proposes to establish human comfort ranges based on people's responses to weather conditions as extracted from weather-related tweets. The idea was to collect and store tweets that contain weather-associated keywords and then link them to real-time meteorological data collected close to the specific locations of where the tweets were posted. Afterwards, people's perception of weather was extracted from the tweets using a classifier trained specifically on weather data that is able to identify irrelevant, neutral, positive, and negative tweets. Subsequently, positive and negative tweets and their related atmospheric data were analyzed to establish comfort ranges for thermal indices and each weather parameter under study. Finally, the resulting ranges were compared to other comfort ranges obtained in previous studies to evaluate the reliability of the Twitter stream for assessing human outdoor perception. In that sense, this is a feasibility study that will, if successful, open new routes to analyze human comfort in a wide range of conditions, spaces, and cultures.
The remainder of this paper is organized as follows. The Materials and methods section will illustrate the choice of the study area, the data collection process, and the methodology implemented for the perception extraction. The Results and discussion section presents the resulting comfort ranges and their comparisons with other comfort ranges established in previous studies.
Finally, the last part summarizes the conclusions and motivates future work.
Materials and methods

Study area and period
This study addressed the Northeast region of the USA. This region was chosen as the study area for very specific reasons. First, the USA is the country with the highest amount of Twitter users. This was illustrated by the social media update of May 2016, which indicated that 67.54 million people had an active Twitter account in the USA, representing 21% of the country's population (Greenwood et al. 2016) . Thus, the USA is generally the most suitable for evaluating the reliability of Twitter as a data source. Second, a test data set collected during August 2016 showed that the Northeast, the Southeast, and the West regions of the USA presented the highest amount of weather tweets across the country. Further, the Northeast region has the most weather variability over the seasons, so this region was anticipated to offer the most conclusive data for this feasibility study. Finally, as several researchers ( T h o r s s o n e t a l . 2 0 0 7 ; P a l u t i k o f e t a l . 2 0 0 4 ; de Montingny et al. 2011) have demonstrated that results in comfort assessments that compare two or more regions are usually skewed because of cultural differences, this study considered only one region ( Fig. 1 ).
According to NOAA (2017), the Northeast shows a varied climate. Average air temperatures decrease towards the north, with distance from the coast, and in the mountains. Average annual rainfall varies by about 500 mm throughout the region, from 1270 mm annually in the coastal areas and low elevations up to 812 mm in Pennsylvania and New York. During winter, frequent storms bring cold and precipitation, especially to the north. Snowfall ranges from over 2500 mm per year in New York to smaller amounts in Maryland. Generally, there are warm, humid summers and snowy, severely cold winters in the north and hot, humid summers and moderately cold, snowy winters in the south (NOAA, 2017) . It is also important to mention that the Northeast region belongs to the humid continental climate (Dfa -Dfb) in the climate classification made by Köppen (1900) and updated by Kottek et al. (2006) .
For this study, data from 01 September through 30 November 2016 were collected. During this autumn period, a rather large variability of meteorological conditions in the Northeast region of the USA was expected.
Moreover, regarding the effect of the seasonal expectations, which affect people's perception of weather because Bexpectations of seasonable weather conditions among residents may condition the physiological response to weather ( Stathopoulos et al. 2004) , it was likely to have an impact on people's perception, since the climate in the Northeast has been changing over the last years. Records (Horton 2014) show earlier springs, hotter summers, and warmer autumns and winters. In fact, in 2016, the region had its third warmest year on record. Regarding autumn, there have been higher air temperatures and even a 30-week delay in the arrival of the typical cool fall weather. Also, short recurrences of warm summer days during the fall months, called an Indian summer, are becoming more frequent. The year 2016 had the third warmest autumn on record for the Northeast; New York, Washington D.C., and Connecticut had their warmest autumn on record (NRCC 2017).
Data sources
For this study, two different kinds of data were collected. First, tweets related to weather that were posted within the Northeast region of the USA during autumn and, second, real-time weather data linked to the locations of the tweets. The process of collecting and cleaning data was divided into three stages-extracting tweets from Twitter, linking tweets to OpenWeatherMap data (OpenWeatherMap 2012), and storing the tweets and the meteorological data.
Data collection
The collection of data from both Twitter (https://dev.twitter. com/docs/streaming-apis) and OpenWeatherMap (https:// openweathermap.org/current) was automated by using a Python script to access their application programming interfaces (APIs). The Twitter streaming API was accessed using the tweepy library (http://www.tweepy.org/). The variables requested from the Twitter API were the user ID (a unique number that identifies each user), the user name (name of the user, as defined when the Twitter profile was created), the tweet text (up to 140 characters of text that composes the status update; it usually comes with a link to a picture or website), the tweet time (moment in which the tweet was created), and the tweet coordinates (geographic location of the tweet as reported by the user or client application). Only the tweets that contained coordinates were used for further analysis.
Queries were designed to capture tweets that expressed feelings or opinions regarding the weather (Fig. 2) . We used only tweets written in English that contained the following key words: arid, autumn, blizzard, blustery, breeze, chill, chilly, cloudy, cold, colder, coldest, downpour, drizzling, dry, flurries, fog, foggy, freeze, freezing, frost, gale, hail, haze, heat, hot, hottest, humid, humidity, mist, muggy, overcast, rain, raining, rainy, sizzler, sleet, snow, snowing, snowy, springtime, storm, summer, summertime, sun, sunburn, sunlight, sunny, sunscreen, sunshine, sweltering, temperature, thunder, umbrella, warm, warmer, warmest, weather, wind, windy,°C, and°F.
Afterwards, for each chosen tweet, a call by geographical coordinates to the OpenWeatherMap API was made to obtain the current meteorological data for the tweet location. OpenWeatherMap collects real-time data from major weather agencies and station networks in the USA, such as NOAA and METAR, together with dozens of thousands of private weather stations and store them in a platform called VANE, which then creates interpolated data of current weather conditions at any point of the country, every 10 min. The variables collected from the OpenWeatherMap API were the air temperature in Celsius (°C), the wind speed in meters per second (m/s), the relative humidity in percentage (%), the cloud coverage in percentage (%), and the weather description.
Next, further filtering had to be done to clean up the collected data. The first step was to eliminate duplicates and tweets that were posted outside the Northeast region of the USA. Second, potentially irrelevant tweets were filtered out to effectively capture peoples' weather perception. This required a methodical read of the tweets aimed at creating a second list that included frequently occurring irrelevant words, hashtags, or phrases. These were mostly related to weather reports: Bwind:calm,^Bhumidity up,^Bhumidity down,^Btemperature up,^Btemperature down,^Bdew point,B
today's records,^Btrump in,^B#good morning,^B#drinking a,^Bgusting,^B#I'm at,^BUSGS,^Btoday's forecast,B barometer,^Bweather now,^Bhiring,^Bcan you recommend anyone for this job,^Bdiabetic,^BPittsburgh International Airport,^and Bjust posted a photo@.^The tweets containing these words-which made up a considerable part of the initial body of collected data-were systematically removed, as they did not express any opinion or emotion and, therefore, were irrelevant for the perception extraction.
After the process described above, 38,780 tweets remained and were used for further analysis.
Perception extraction
Sentiment analysis is the task of extracting the opinions, feelings, or perceptions of authors from text. The traditional approaches to sentiment analysis can be divided into two main groups-supervised and unsupervised. Sentiment analysis can also be applied at different levels: document-level, sentence-level, and aspect-based (Feldman 2013).
Given the character limitations of tweets, sentiment analysis of Twitter data occurs on sentence-level. Sentence-level sentiment analysis is a very complex process that is additionally complicated by the nature of tweets, since they often contain informal language, abbreviations, lack of orthography, and slang words (Kouloumpis et al. 2011) . In previous studies, researchers have tried to reduce this complexity by using microblogging features such as emoticons and hashtags to detect the polarity of tweets (Go et al. 2009 ). Other researchers have created methodologies that combine supervised and unsupervised approaches to improve their outcomes. Resch et al. (2015) used graph-based semi-supervised learning algorithms to detect specific emotions, and Hannak et al. (2012) applied decision trees to general Twitter corpus (not topic-related) to predict the aggregate sentiment of each tweet.
In any case, both traditional unsupervised methods and new semi-supervised approaches require domain-specific sentiment lexicons. These lexicons Bgive the syntactic, semantic, and pragmatic information required to estimate the cooccurrence of objects and, therefore, calculate their statistical dependency^(Feldman 2013). However, a weather perception lexicon is currently not available, perhaps because of the high complexity that its development implies.
Another means for extracting emotional content from tweets is to use an online service that offers sentiment analysis based on supervised approaches (e.g., AYLIEN Text Analysis API). However, since those services are not trained on weather-related data, they are not able to recognize whether a tweet is relevant for the weather perception analysis or not.
For these reasons, a weather-specific classifier was trained to distinguishing between tweets that are relevant and those irrelevant for this study, and to classify the relevant tweets into positive, neutral, and negative tweets with respect to people's perception of weather. This procedure consisted of three steps: the preparation of the training data, also called annotation, the creation and training of the classifier, and the evaluation of the results.
The annotation process consists of creating seeds or labeled data to feed the classifier. Platforms like Crowdflower (2017) offer the possibility of using crowdsourcing to annotate texts to be used for natural language classifications. The annotation is made by individuals that remain anonymous. This methodology usually has good results at the annotation stage, because humans can easily recognize and understand sarcasm and irony, misspellings, slang words, abbreviations, and other features that are distinctive of the microblogging nature (Crowdflower 2017). Additionally, the Crowdflower platform offers the possibility of collecting several judgments made by different people for a single tweet, providing a database to measure the accuracy of the annotations. Tweets with a low accuracy percentage can be filtered out, increasing the quality of the final set of seeds. Seed selection is an important step because it strongly influences the output of the sentiment analysis process (Nakov et al. 2016) .
Each tweet was annotated with two Crowdflower judgments that were given by different individuals. Additionally, a third judgment was added by the authors to verify the accuracy of the data provided by Crowdflower. The annotators first decided whether a tweet was relevant or not to the HCOS analysis, and, if relevant, put the tweet in one of the three categories: positive, negative, or neutral. The annotated tweets were equally distributed over the 3 months of the study period in order to cover a large range of expressions and vocabulary related to the variation of weather over the months. A total of 15,000 tweets where at least two out of three judgments agreed were used as seeds to train the classifier.
The second step was creating and training a classifier to categorize the majority of the tweets that had not been annotated. The seeds were used to train a so-called Watson Natural Language Classifier. Watson is an online service offered by IBM (IBM 2017) that mimics the human ability to classify naturally expressed phrases by using a mathematical approach called Deep Learning (Deep Natural Language Processor). When a new tweet is presented to Watson, it extracts the major features of it and generates a set of hypotheses by scanning the training data for phrases that may contain a valuable response. Then, it performs a deep comparison of the language by using several reasoning algorithms. Each of them generates scores that are weighted against a statistical model to evaluate the performance of the algorithm and give a level of confidence for each classified tweet (High 2012).
In the third step, the classifier was evaluated. An accuracy test was applied to 1500 random tweets. For this purpose, the answers of the classifier were compared to those given by humans on the Crowdflower platform. In 88% of the cases, the two classifications matched.
It is worth mentioning that the collection of tweets containing weather-related words and the training of a weather-related classifier are two essential stages that complement each other. On the one hand, weather-related words can be used in contexts that are not relevant to the study of people's perception of weather; for example, hot can describe very spicy food or good-looking people. Therefore, a weatherrelated classifier that can distinguish between relevant or irrelevant tweets is required. On the other hand, because Watson only allows 15,000 seeds, a previous filtering step in which weather-related words are used to reduce the number of tweets that are not weather related ensures more accurate results.
Creation of ranges and scales for comparison
As mentioned before, HCOS ranges can be related either to indices that combine two or more weather parameters or to single weather parameters. In this study, we used two effective temperature indices, the effective temperature index (Missenard 1933 ) and the thermohygrometric index (Thom 1959) , as well as four single weather parameters, the air temperature, relative humidity, wind speed, and cloud coverage. The reasoning behind these choices will be discussed in the next paragraphs.
Solar radiation data were not collected for this study because it is only measured at a very limited number of meteorological stations. Thus, to achieve a better spatial coverage of meteorological information, it was decided to ignore the solar radiation. Therefore, complex indices (based on heat balance) estimates were not applicable.
The effective temperature (ET) index was suitable for this study because it is applicable to a wide range of thermal conditions, which is required for the analysis of the Northeast region of the USA. Additionally, it shows a high correlation with complex indices (Blazejczyk et al. 2012) . ET combines wind speed (v in units m s −1 ), humidity (RH in %), and air temperature (t in units°C). Equation 1 shows that ET increases with increasing air temperature t, which sets the basis for ET. Increasing relative humidity (RH) of the air also leads to an increase of ET, as the cooling effect of the skin through transpiration is hindered by a relatively small water vapor deficit in the air. Further, an increase of the wind speed v decreases ET through the so-called wind chill effect. Higher wind speeds lead to a more effective removal of warm and moist air from the skin, fostering heat flux through the skin as well as transpiration:
ET ET was, in its original form, published in 1933 (Missenard 1933) . In 1959, it was adjusted by Thom (Thom 1959) , leading to the creation of the thermohygrometric index (THI). THI (in units°C) combines the air temperature and the effect of humidity on thermal sensation (Eq. 2).
For the assessment of human comfort using the effective temperature index, ranges have been previously established (Blazejczyk et al. 2012 ). The thresholds presented in this study are compared to those used in Central Europe, because as does the Northeast region, Central Europe also belongs to the humid continental climate. Table 1 shows that the range considered as comfortable in Central Europe varies between 17 and 21°C.
Moreover, the scale built for THI, which is normally used to evaluate comfort in urban areas, has its comfort range between 15 and 20°C, as Table 2 shows.
In this study, these established scales were compared with the ranges obtained from the Twitter data.
Furthermore, five single weather parameters (temperature, wind speed, relative humidity, cloud coverage, and weather description) were analyzed separately. The variation of positive and negative tweets related to those weather parameters was compared with the variation presented by Sasaki et al. (2000) . In their study, comfort ranges were established through questionnaires that were provided to 89 inhabitants in three different cities of North Japan (Aomori, Morioka, and Sendai) for 6 months: the six even-numbered months from April 1996 to February 1997.
Ideally, the comfort ranges of single weather parameters obtained through Twitter data for the Northeast region of the USA during autumn would be compared to other ranges established by a previous study on the same region, weather parameters, and season through questionnaires and interviews. Unfortunately, such study is not currently available. Still the research of Sasaki et al. (2000) meets two essential requirements to support this comparison: First, they included the same weather parameters that were collected in this study and, second, the climates in Northern Japan and the Northeast region of the USA are similar, because they both belong to the humid continental climate (Köppen 1900) . The climates in both regions are humid throughout the year. The summer maximum monthly mean temperatures (in July in NE USA, in August in N Japan) are between 20 and 25°C, while the winter minima in January are around 0°C in both regions. The precipitation exhibits a somewhat different picture in the two regions: While it is high throughout the year in the NE USA (about 70 to 100 l m −2 in each month), it is above 100 mm in summer in Japan and typically lower (40-70 l m −2 monthly minima) in spring or winter in Japan. However, the climates resemble each other well.
This climate resemblance is a fundamental factor when comparing the weather perception of the inhabitants of these two geographical regions since, as Katsuura et al. (1993) demonstrated in their study, environment conditions, not race, are the most important factor in determining human thermoregulatory responses. In their study, Katsuura et al. (1993) observed statistically significant differences between native Japanese and Japanese Brazilians in physiological responses, subjective thermal sensation, and the thermal comfort sensation under a hot environment. They assumed that, because the Japanese Brazilian subjects were born in Brazil and lived there for more than 20 years, they have adapted to its environment and become more tolerant to it.
Finally, even if the two study periods do not match, they are not disjoint. Autumn is contained within Sasaki et al. (2000) interval of data collection and, therefore, the weather variability within a year also includes the autumn values.
Results and discussion
Tweet statistics
From the 38,780 tweets that were considered suitable for this study, 13,614 tweets were classified as relevant; of those, 3425 were neutral, 6483 were positive, and 3706 tweets were negative.
These numbers are large compared to other studies employing questionnaires and interviews for their analyses. For example, Sasaki et al. (2000) , Stathopoulos et al. (2004) , and Walton et al. (2007) carried out 89, 466, and 649 interviews, respectively. Larger studies on HCOS evaluation created databases containing from 4800 (Palutikof et al. 2004) to 10,000 (Nikolopoulou and Lykoudis 2006) questionnaires and interviews. Collecting data through questionnaires or personal interviews is a time-consuming process and it needs to be performed according to a preset schedule. The results are also limited to a specific region or climate of interest. In contrast, the tweet analysis presented here bears considerable potential for collecting much more and more widespread information on people's perception of HCOS. In this feasibility study, more than 13,000 relevant tweets were obtained during a 3-month period from a confined study region. A big advantage is that tweets can be collected automatically, so that covering hundreds of different localities and times is feasible.
Comparison of tweet analyses with indices and weather parameters
The effective temperature (ET) data are presented as bins with 2-degree bin widths and the respective ratios of positive and negative tweets (Fig. 3a) . The percentage of positive tweets has a clear peak at the 14 to 16°C ET bin. Thus, most people feel comfortable when the combination of air temperature, wind speed, and humidity leads to an ET within this range. The percentage of positive tweets decreases steeply both towards higher ET values up to the upper end of the data collected (22-24°C) and towards lower ET down to the − 10-− 8°C bin. The result is very clear and unambiguously defines the respective range of highest comfort. Only at the lowest end of the scale, i.e., for − 12°C < ET < − 10°C, is there a second maximum of tweets with a positive perception of HCOS; this might be related to the adaptation effect or an effect of another weather parameter that was not considered by the ET index.
When applying larger bins for the ET assessment, as presented in Fig. 3c for comparison, it becomes apparent that according to our data, people felt more comfortable in the ET range between 9 and 17°C, but not in the ET range between 17 and 21°C, as suggested in Table 1 .
This shift may be related to the fact that Central Europe and the Northeast region of the USA belong to different geographical regions, such that their inhabitants might have adapted to the local climate in different ways. This process, called acclimatization, involves all the changes-physical, psychological, and physiological-that humans undergo to feel more comfortable within a specific environment (Nikolopoulou and Steemers, K. 2003) . Acclimatization may influence people's perception of local weather. The region under study is one of the windiest of the USA (NOAA 2017), and its inhabitants might have developed a wind tolerance. In fact, in a study carried out from August to October in Nigeria, researchers concluded that Bthe most appropriate comfort limits for the Effective Temperature Index in Zaria are 20-25 degrees Celsius^ (Ogunsote and Prucnal-Ogunsote 2002) , which supports the hypothesis that HCOS ranges can vary from region to region. Additionally, as Thorsson et al. (2007) , de Montigny et al. (2011), and Palutikof et al. (2004) concluded in their studies, cultural differences between the USA and the countries within Central Europe might account for differing results. Also, it is important to consider that the thresholds used in Central Europe were built on yearly data, while this study considered only data collected over a 3-month period. The thermohygrometric index (THI) data are also presented as bins with 2-degree bin widths and the respective ratios of positive and negative tweets. Figure 3b shows that the percentage of positive tweets is highest at THI ranging from 22 to 24°C. Even though this peak is not very prominent in comparison to the data of the neighboring THI classes, the percentages of positive tweets decrease steadily away from the peak towards both higher and lower THI.
When applying larger bins for THI assessment, as presented in Fig. 3d for comparison, it becomes apparent that according to the analyzed tweets, people felt more comfortable in the THI range between 20 and 26.5°C rather than the 15 to 20°C range suggested in Table 2 . This corresponds to a shift to the right (Fig. 3d ) of the comfort range.
Although the causes of this discrepancy are not clear, a possible explanation could be related to the regional wind conditions. As mentioned before, the Northeast region is one of the windiest areas in the USA and, therefore, people would require higher air temperatures to feel comfortable. This could explain the shift to warmer temperatures in the THI ranges, since its formula does not include wind speed, but only temperature and humidity.
In Fig. 4a , the variation of comfort along the air temperature scale obtained from the Twitter data is illustrated in 2degree bins. The percentage of positive tweets is highest for the temperature range between 20 and 22°C. Moreover, there is a consistent decrease of the comfort sensation when t is lower than 20°C and higher than 22°C. An exception from this tendency occurs at − 4°C < t < − 2°C, where the comfort perception is more positive than in the neighboring temperature bins. Sasaki et al. (2000) also presented in their study the variation of comfort along the temperature scale. The comfort range they obtained matches the one obtained from the tweets: the percentage of comfortable responses was highest when air temperatures were between 20 and 22°C, and there was a consistent percentage decrease when t < 20°C and t > 22°C. So, apart from the temperature bin between − 2 and − 4°C, the data are consistent. Figure 4b presents the variation of comfort with relative humidity. It shows that the percentage of the comfortable response decreases from 82 to 60% as humidity increases. Less humid air is perceived as more comfortable. The general tendency revealed by the tweets coincides with the results from Sasaki et al. (2000) , but in their case, the decrease was steeper, starting at 90% and ending at 30%. Sasaki et al. (2000) also illustrated the variation of comfort with wind speed, in which the percentage of the comfortable responses slightly decreased with the increase of wind speed. Similarly, Fig. 4c , which represents the tweets data, shows the same tendency with a slight decrease of comfort as wind speed increases.
It is important to highlight that the impact of wind on comfort sensation is related to air temperatures due to the wind chill effect and, therefore, related to the season. Thus, it is expected that major variability could appear in yearly data, which would not be seen in this data covering only one season.
In their study, Sasaki et al. (2000) showed the dependence of comfort on weather type. They concluded that most of the people interviewed felt comfortable during sunny days and uncomfortable during rainy or snowy days. In Fig. 4d , the same tendency is shown: 70% of the tweets were positive during sunny days. Scattered clouds or few clouds were also considered comfortable. The percentage of positive responses started decreasing with broken clouds, light rain, and mist (between 60 and 50%) and arrived at 50% with light snow, overcast sky, moderate rain, and heavy rain. Haze and fog seem to be the least comfortable weather conditions (under 50%). The weather type chart (Fig. 4e ) confirms the tendency described by Sasaki et al. (2000) , showing that people prefer clear days over overcast days, especially, when the cloud coverage is over 70%.
Overall, the obtained comfort ranges for the single weather parameters are quite similar to the ones found in the research by Sasaki et al. (2000) . The temperature comfort ranges match perfectly at 20-22°C, and the other parameters follow the same general tendencies. The wind data illustrate in both cases the same slight decrease in comfort with an increase in wind speed. Both humidity charts illustrate that comfort decreases with the increase of humidity. Finally, tendencies regarding cloud coverage and weather type are again the same. People feel more comfortable on sunny days or when there is a low percentage of cloud coverage and they feel less comfortable on cloudy days. In general, the results of Sasaki et al. (2000) show steeper gradients for comfort scales made using a single parameter, while the Twitter data show the same direction of trends in all cases. 
Supporting information
Questionnaires and interviews typically collect supporting information through specific questions. They collect, for example, age, gender, clothing, exposure time, reason for being at the place, aesthetic qualities of the surroundings, weather preferences, or emotional state (Thorson et al. 2007; Sasaki et al. 2000; Nikolopoulou and Lykoudis 2006; Walton et al. 2007; Mehta 2007 . Palutikof et al. 2004 . By asking specific questions, the evaluation of subgroups' behavior is possible. Tweets, on the other hand, do not necessarily provide this kind of information.
They are spontaneous and related to a wide set of different activities performed in a variety of different places.
People may tweet about a walk through a park, a trekking excursion in the mountains, or a dinner outside on the terrace, and they may be influenced by the aesthetic perception of the surroundings, emotional state, and more, but this influence may not always be obvious. Therefore, single tweets or a small number of tweets are certainly not sources of reliable information. Moreover, Twitter data cannot be generalized to the total population of a region, but can only be related to the specific group of Twitter users. As was shown in a survey carried out on May 2016 in the USA, only 21% of the total population used Twitter at that time (Greenwood et al. 2016) . Moreover, the tweets collected in this study do not even represent all Twitter users because not all of them are interested in the same topics (Ahmed 2015a, b) . This may lead to the exclusion of certain population groups, generating biased results and new social discriminations and aggravating existing structural inequalities. In fact, the survey conducted by Greenwood et al. (2016) showed that disadvantaged and elderly people continue to be underrepresented online as younger people are more likely to use Twitter than older people. When the survey was conducted, 36% of online adults between 18 and 29 years old were Twitter users, compared to 23% of people between 30 and 49, 21% between 50 and 64, and only 10% of people over 65. Twitter was also more popular among the highly educated (29%), better paid (30%), and urban citizens (26%) (Greenwood et al. 2016 ).
Overall, the two different modes of data collection represented by tweet analyses and traditional questionnaires produce information that is conceptually different. While the first allows spontaneous, emotional, and additional information on a random basis, the latter yields systematic answers to preconceived questions. Given these constraints, it is rather impressive that a large number of tweets arrived at results that are very similar to the ones provided by questionnaires and interviews, which are based on a much smaller set of data.
Conclusions and outlook
It can be concluded from this feasibility study that Twitter can be used as an alternative data source to assess the effect of weather on human outdoor perception. The results of the presented methodology were very similar to those obtained in previous studies. A general good agreement was found for the comfort ranges resulting from the tweet analysis and those derived from questionnaires and interviews when considering effective temperature (ET), thermohygrometric index (THI), temperature, humidity, wind speed, cloud coverage, and weather description.
Not only are the results of this methodology promising, but the procedure itself also showed new features and opportunities for future applications: This study showed that tweets give further insight into people's perception of weather, since these responses are connected to personal activities and emotional state during people's regular life. Tweets are thus related to a wide set of different activities performed in many different places and times. All these elements can be used to improve the current understanding of human outdoor perception. Moreover, tweets allow researchers to connect people's perception of weather to the measured weather parameters in an unobtrusive way.
Therefore, future work could shed some light on why not everybody feels comfortable under the same weather conditions. In this regard, tweets can be used to create clusters of weather conditions to connect positive and negative tweets to personal preferences or activities. For example, days characterized by low humidity, medium cloud coverage, and fresh air temperatures may be preferred by people performing specific physical activities such as jogging or running.
Also, the perception extracted from tweets, which is usually connected to activities, places, and times, can be combined with people's metabolic rate in order to assess the impact of weather on human health. Similarly, the geographical location of tweets could be linked to data on air quality conditions to complete the analysis.
The proposed methodology provides data with good spatial and temporal coverage. It could be applied to all the climatic regions of the USA and over longer time periods. This would allow for further analysis of the effects of both adaptation and seasonal expectations across the country. Similarly, the influence of a heterogeneously composed society on human comfort can be explored in order to improve the assessment of human comfort in different regions.
The data collection scheme proposed in this study (Fig. 2 ) could be modified to further automatize the methodology. The classifier could be directly linked to the tweet collection to provide a real-time assessment of human comfort. For each tweet, a call could be made to the classifier, which would state whether it is relevant, positive, negative, or neutral. Then, only positive and negative tweets will be used to make calls by geographical coordinates to obtain real-time meteorological data for the tweets location.
Furthermore, a statistical evaluation of the combined effect of weather parameters could also be done. This may produce new information on which parameters have the biggest effect on the overall perception of comfort, which ones have negative or positive impacts on the sensation of comfort and eventual interdependencies between specific couples or groups of parameters. This evaluation may give new insights into how parameters are weighted, which would allow for improvement of the HCOS assessment. Unfortunately, many weather stations do not provide data on solar radiation so that more elaborate index parameters, such as psychological subjective temperature, standard effective temperature, psychological equivalent temperature, or perceived temperature, were not employed for this analysis. The use of the next available radiation measurement, together with the heat balance equation, should be explored.
Finally, the extension of this type of analysis beyond the USA could also provide useful information. The application of this methodology with other languages must be assessed, but it should not present further complexities, since crowdsourcing platforms currently allow users annotate tweets in more than 12 languages.
