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We theoretically investigate the microscopic mechanism of conversion between the electron spin
and the microscopic local rotation of atoms in crystals. In phonon modes with angular momenta, the
atoms microscopically rotate around their equilibrium positions in crystals. In a simple toy model
with phonons, we calculate the spin expectation value by using the adiabatic series expansion. We
show that the time-averaged spin magnetization is generated by the microscopic local rotation of
atoms via the spin-orbit interaction. On the other hand, in the system with a simple vibration of
atoms, time-averaged spin magnetization becomes zero due to the time-reversal symmetry. More-
over, the magnitude of the time-averaged spin magnetization depends on the inverse of the difference
of instantaneous eigenenergy, and we show that it becomes smaller in band insulators with a larger
gap.
I. INTRODUCTION
The conversion between the magnetization and the me-
chanical rotation, such as Einstein-de Haas effect [1] and
Barnett effect [2], has been known since more than a
hundred years ago, and this has been focused on in spin-
tronics recently. These effects have been understood by
means of the spin-rotation coupling [3–5], which means
that the mechanical rotation acts on electron spins as an
effective magnetic field. In spintronics, mechanical gen-
eration of spin current has been theoretically proposed
or experimentally reported by several means, such as the
surface acoustic wave [3, 6], the twisting vibrational mode
in carbon nanotubes [7], and the flow of the liquid met-
als [8], via the spin-rotation coupling. However, micro-
scopic mechanism of conversion between electron spins
and the rotational motion of atoms in solids is not well
known.
Recently, an angular momentum of phonons, which is a
microscopic local rotation of atoms in crystals, has been
formulated [9], and various phenomena related with it
have been energetically investigated, such as the phonon
Hall effect [10–14], spin relaxation [15–17], the orbital
magnetic moment of phonons [18], and conversion be-
tween phonons and magnons [19, 20]. In a system with-
out inversion symmetry, the phonons have chirality [21].
In particular, at the valleys in momentum space, the
angular momentum of phonons is quantized, and such
phonons are called chiral phonons. Chiral phonons can
be excited by a circularly polarized light via intervalley
scattering of electrons, and this has been experimentally
observed in monolayer tungsten diselenide [22]. Meth-
ods of generation of the phonon angular momentum have
been proposed, such as a magnetic field [9, 23], a Cori-
olis force in rotating frame [24, 25], a circularly polar-
ized light [21, 22], an infrared excitation [18, 26], a tem-
perature gradient in the system without inversion sym-
metry [27], and an electric field in the magnetic insu-
lator [28]. Here, one question arises whether electron
spins couple with a microscopic local rotation of atoms
in crystals. Because the microscopic local rotation is
quite different from the macroscopic rotation studied in
the Einstein-de Haas effect and the Barnett effect, it is
a crucial issue whether one can apply the spin-rotation
coupling to a coupling between the electron spins and a
microscopic local rotations.
In this paper, we theoretically propose microscopic
mechanism of conversion between an electron spin and a
microscopic local rotation of atoms in crystals. We first
introduce a simple toy model, which is a two-dimensional
system forming the honeycomb lattice with a microscopic
local rotation of atoms. We set the rotation of atoms to
be periodic in time, and we calculate the spin expecta-
tion value. Here we assume that the rotational motion is
much slower than the characteristic energy scale of elec-
trons, and we use the adiabatic series expansion in two
previous theories; Berry phase in adiabatic process [29]
and the iteration of the unitary transformation [30, 31]
in order to calculate a time-averaged spin expectation
value. By using the adiabatic series expansion, we show
that the microscopic local rotation of atoms leads to a
nonzero spin magnetization even after averaging over one
period in our toy model. Meanwhile a simple vibration of
atoms induces spin magnetization as a function of time,
but after time averaging it becomes zero. Moreover, we
discuss dependence on the parameters for time-averaged
spin magnetization.
II. TOY MODEL WITH PHONON ANGULAR
MOMENTUM
We introduce a two-dimensional tight-binding model
on the honeycomb lattice with a microscopic local ro-
tation of atoms as shown in Fig. 1(a). In Fig. 1(b),
we show the first Brillouin zone. The two-dimensional
honeycomb lattice without inversion symmetry has chi-
ral phonons at the valleys K and K ′ in the momentum
space [21]. The K and K ′ phonons have the chirality
±1, and in these modes, the atoms circularly rotate. On
2the other hand, at the zone center Γ, the longitudinal
and the transverse optical phonon modes are degenerate
and these modes do not have phonon angular momen-
tum. However, we can get the circular polarized phonon
modes by superposition of these degenerate modes at the
Γ point. Here, we focus on a microscopic local rotation
of atoms corresponding to the Γ-phonon by superposi-
tion of two optical degenerate modes. In Fig. 1(a), the
red and blue balls represent the A and B atoms at the
two sublattices respectively, and the atoms A and B cir-
cularly rotate in the xy-plane, with their phases of rota-
tions different by π. The primitive vectors are written as
a1 = a(1, 0), a2 = a(1/2,
√
3/2) with a lattice constant a,
and the vectors between the nearest neighbor atoms are
written as d1 = a0(
√
3/2, 1/2), d2 = a0(−
√
3/2, 1/2),
d3 = a0(0,−1) with the nearest neighbor bond length
a0 = a/
√
3. We set the angular velocity of the atoms A
and B to be Ω, and the displacement vectors of atoms A
and B at time t are represented as
uA = u
A
0 (cosΩt, sinΩt), uB = −uB0 (cosΩt, sinΩt), (1)
and the displacement vector from the atom A to the atom
B is
u = uB − uA = −u+(cosΩt, sinΩt) (2)
with u+ = u
A
0 + u
B
0 .
Next, we consider the following nearest-neighbor tight-
binding Hamiltonian for electrons, which is similar to the
Kane-Mele model , representing a two-dimensional topo-
logical insulator [32],
Hˆ0 = t0
∑
〈ij〉
cˆ†i cˆj + λv
∑
i
ξicˆ
†
i cˆi + i
λR
a0
∑
〈ij〉
cˆ†i (s× dij)z cˆj .
(3)
The first term is a nearest-neighbor hopping term and t0
is a hopping parameter. The second term is a staggered
potential, which we include to break inversion symmetry.
ξi is ξA(B) = +1(−1) for the A and B atoms and λv is an
on-site potential. The third term is a nearest-neighbor
Rashba term, which leads to spin-split band structure,
and λR is Rashba parameter, dij is the nearest neigh-
bor bond vector, and sα is the Pauli matrices of electron
spin. The operators cˆ†i = (c
†
i↑, cˆ
†
i↓), cˆi = (cˆi↑, cˆj↓)
T repre-
sent the creation and annihilation operators for an elec-
tron at the i site, respectively. By using the Bloch wave
function |ǫn(k)〉, this Hamiltonian Hˆ0 can be diagonal-
ized, and the Bloch Hamiltonian Hˆ0(k) in the k-space is
represented as
Hˆ0(k) = t0(FR(k)Γ
1 − FIm(k)Γ12) + λvΓ2
− λR(F1(k)Γ4 + F2(k)Γ3 + F3(k)Γ24 − F4(k)Γ23),
(4)
FIG. 1. Schematic figures of (a) the honeycomb lattice with
a microscopic local rotation and (b) the first Brillouin zone.
and
FR(k) = 2 cosx cos y + cos 2y,
FIm(k) = 2 cosx sin y − sin 2y,
F1(k) =
√
3 sinx sin y,
F2(k) = cosx cos y − cos 2y,
F3(k) =
√
3 sinx cos y,
F4(k) = cosx sin y + sin 2y,
(5)
with x =
√
3kxa0/2, y = kya0/2. To express H0(k) in
a compact form, we introduced the five Dirac matrices:
Γ1,2,3,4,5 = (σx⊗s0, σz⊗s0, σy⊗sx, σy⊗sy, σy⊗sz), where
the Pauli matrices σα and sα represent the sublattice
index and the electron spin respectively, and σ0, s0 are
unit matrices. We also introduced their ten commutators
Γab = [Γa,Γb]/(2i).
Next, we consider a perturbation term due to the mi-
croscopic local rotation of atoms. Since the nearest-
neighbor bond lengths change with time t by the micro-
scopic local rotations, we take these rotations as modu-
lation of the nearest-neighbor hopping and the Rashba
parameters. We assume that the lattice deformation
u modifies the nearest-neighbor hopping parameter as
t0 → t0 + δta (a = 1, 2, 3) [33]. We define the Hamilto-
nian representing the modulation of the nearest-neighbor
hopping term as
Hˆh =
∑
〈ij〉
δtij(t)cˆ
†
i cˆj . (6)
We assume that the modulation of the nearest-neighbor
hopping parameter δta (a = 1, 2, 3) is proportional to
the change of the nearest-neighbor bond length, which
is given by u(t) · (da/a0). Thus, the modulation of the
nearest-neighbor hopping parameter δta(t) is given by
δta(t) = −δt0
a20
u(t) · da. (7)
Therefore, the Hamiltonian for the modulation of the
hopping term for the wave vector k is represented as
Hˆh(k, t) = −δt(F1(k)Γ1 + F3(k)Γ12) cosΩt
− δt(F2(k)Γ1 − F4(k)Γ12) sinΩt, (8)
3with δt = δt0u+/a0. Similarly, we consider the modu-
lation of the nearest-neighbor Rashba term. We assume
that the Rashba term is modulated as
HˆR(t) = iλR
∑
〈ij〉
cˆ†i
(
s× d
′
ij
|d′ij |
)
z
cˆj, (9)
where d′ij is the nearest neighbor bond vector with the
modulation u(t). This can be expanded in Taylor series
in powers of the displacement vector u
HˆR(t) =
iλR
a0
∑
〈ij〉
cˆ†i (s× dij)z cˆj
+
−iλR
a30
∑
〈ij〉
(dij · u(t))cˆ†i (s× dij)z cˆj
+
iλR
a0
∑
〈ij〉
cˆ†i (s× u(t))z cˆj +O(u2). (10)
The first term is the Rashba term without the micro-
scopic local rotation and the second and the third terms
are the modulated Rashba terms by the displacement
vector u. The modulated Rashba termHR(t) at the wave
vector k is represented as
HˆR(k, t) = −δλR
[
F3(k)Γ
23 + F1(k)Γ
3
− (2FIm(k) + 3 cosx sin y)Γ24
+ (2FR(k) + 3 cosx cos y)Γ
4
]
cosΩt
− δλR
[
(2FIm(k) + F5(k))Γ
23
− (2FR(k) + F6(k))Γ3
− F3(k)Γ24 − F1(k)Γ4
]
sinΩt, (11)
and
F5(k) = cosx sin y − 2 sin 2y,
F6(k) = cosx cos y + 2 cos 2y,
(12)
with δλR =
λRu+
2a0
. Therefore, the Hamiltonian with pe-
riodic microscopic local rotation of atoms for the wave
vector k is represented as
Hˆ(k, t) = Hˆ0(k) + Hˆh(k, t) + HˆR(k, t). (13)
III. ADIABATIC SERIES EXPANSION
Now we calculate spin expectation values for the time-
periodic Hamiltonian. In general, the motions of atoms
due to phonons are much slower than those of electrons
because the masses of atoms are much larger than those
of electrons. Therefore, in this section, in order to cal-
culate the spin expectation values we employ the adia-
batic series expansion in two ways: Berry-phase method
in adiabatic process and iteration of unitary transforma-
tion. The use of the adiabatic expansion is justified when
the band gap is much larger than ~Ω
A. Berry-phase method in adiabatic process
In this section, we explain the Berry-phase method to
calculate dynamical response in adiabatic process pro-
posed in Ref. [29]. We will calculate an expectation val-
ues of an operator Xˆ(t). To this end, we introduce the
Hamiltonian Hˆ(t, λ) such that
Hˆ(t, λ)|λ=0 = Hˆ(t) (14)
∂λHˆ(t, λ)|λ=0 = Xˆ(t). (15)
For example, in static systems, when the parameter λ is
an external magnetic field Bz , the quantity Xˆ is magneti-
zation Mz. In particular, when the magnetic field enters
the Hamiltonian as a vector potential, the quantity Xˆ is
the orbital magnetization. On the other hand, when the
magnetic field enters the Hamiltonian as a Zeeman field,
Xˆ is the spin magnetization.
Next, we calculate the time-averaged expectation val-
ues of the quantity Xˆ(t), under the time-periodic Hamil-
tonian Hˆ(t) with time period T . Let |ǫn(t)〉 be an instan-
taneous eigenstate of the band n at time t with instan-
taneous eigenvalue ǫn(t), where n is the band index. We
assume that time-dependence of the Hamiltonian is slow
enough so that the state hardly transits to other states,
which means that the gap ∆nm between bands n and m
satisfies ∆nmT ≫ ~ with time period T . We introduce
the Neumann equation i~∂tρˆ(t) = [Hˆ(t), ρˆ(t)] with the
density matrix ρˆ(t). By using the density matrix ρˆ(t),
we define the time-average of the expectation value Xˆ(t)
as
X ≡ 1
T
∫ T
0
dt tr[ρˆ(t)Xˆ(t)]. (16)
We suppose that in the absence of the time evolution the
density matrix is identical to |ǫn(t)〉 〈ǫn(t)| corresponding
to the band n. The density matrix ρˆ(t) can be expanded
to the first order with respect to (∆nmT )
−1 as
ρˆ(t) = |ǫn(t)〉 〈ǫn(t)|+ δρˆ(t) +O((∆nmT )−2). (17)
The first term is the projector onto the instantaneous
eigenstate in the absence of the time evolution. The
second term describes transitions to the excited states
through the time evolution. The matrix element between
bands n and m is given by
〈ǫm(t)| ρˆ(t) |ǫn(t)〉 = i~ 〈ǫm(t)|∂tǫn(t)〉
ǫm(t)− ǫn(t) , (18)
from the Neumann equation and Eq. (17). From Eq. (15),
the matrix elements of Xˆ(t) between bands n and m is
written as
〈ǫm(t)| Xˆ(t) |ǫn(t)〉 = 〈ǫm(t)| ∂λHˆ(t, λ)|λ=0 |ǫn(t)〉
= (ǫn(t)− ǫm(t)) 〈ǫm(t)|∂λǫn(t, λ)〉 |λ=0.
(19)
4Here we used the Sternheimer identity
(∂λHˆ(t, λ)) |ǫn(t, λ)〉 = (ǫn(t, λ) − Hˆ(t, λ)) |∂λǫn(t, λ)〉 +
∂λǫn(t, λ) |ǫn(t, λ)〉. By combining these equations,
Eq. (16) is rewritten as
Xn =
1
T
∫ T
0
dt(∂λǫn(t, λ) +Bn(t, λ))|λ=0, (20)
where Bn(t, λ) = i~∂t 〈ǫn(t, λ)|∂λǫn(t, λ)〉 −
i~∂λ 〈ǫn(t, λ)|∂tǫn(t, λ)〉 is the Berry curvature of a
band n in the (t, λ) space. Moreover, in the time-
periodic systems, the instantaneous eigenstates can be
chosen to satisfy |ǫn(t, λ)〉 = |ǫn(t+ T, λ)〉. Therefore,
the time-average of the expectation value is rewritten as
Xn = X
inst
n +X
geom
n , (21)
X instn ≡
1
T
∫ T
0
dt 〈ǫn(t)| Xˆ(t) |ǫn(t)〉
=
1
T
∫ T
0
dt∂λǫn(t, λ)|λ=0, (22)
Xgeomn ≡ −
1
T
∂λϕn(λ)|λ=0, (23)
ϕn(λ) ≡
∫ T
0
dt 〈ǫn(t, λ)|i~∂tǫn(t, λ)〉 , (24)
where X instn is the time-average of the expectation value
of the band n for the instantaneous eigenvalues, Xgeomn
is the geometric contribution of the band n due to the
adiabatic time evolution, and ϕn(λ) is the Berry phase
associated with the adiabatic time evolution.
When the parameter λ is the external magnetic field
Bz, the time-averaged expectation values X corresponds
to the orbital or spin magnetization. Xgeomn in Eq. (23)
is the geometrical magnetization, and X instn in Eq. (22)
is the magnetization from the snapshot of the eigenstates
averaged over one period.
B. Iteration of unitary transformation
In this section, we explain the method of the adiabatic
series expansion proposed by Berry [30, 31], and then we
show the expectation value of each state in the second-
order adiabatic approximation.
First, we consider the time-periodic Hamiltonian,
Hˆ(t), and its time-dependent Schro¨dinger equation,
i~ d
dt
ψ(t) = Hˆ(t)ψ(t), where ψ(t) is a wave function. This
Hamiltonian is periodic in time with a period T = 2π/Ω,
Hˆ(t + T ) = Hˆ(t). Here, we introduce the rescaled
time τ = Ωt, and rewrite the functions of time as
ψ(t) = ψ(τ), Hˆ(t) = Hˆ(τ), Hˆ(τ + 2π) = Hˆ(τ). Hence,
the time-dependent Schro¨dinger equation is rewritten as
i~Ω
d
dτ
ψ(τ) = Hˆ(τ)ψ(τ). (25)
Next, we introduce the time-evolution operator Uˆ ,
which is unitary. In terms of the time-evolution operator
Uˆ(τ), the wave function is written as ψ(τ) = Uˆ(τ)ψ(0).
By substituting it into the Schro¨dinger equation, we get
[Uˆ †(τ)Hˆ(τ)Uˆ (τ) − i~ΩUˆ †(τ)∂τ Uˆ(τ)]ψ(0) = 0 (26)
Here, we introduce the instantaneous eigenstate
|εn(τ)〉 with the instantaneous eigenvalue εn(τ),
Hˆ(τ) |εn(τ)〉 = εn(τ) |εn(τ)〉, where n is the band in-
dex. In the following, we will calculate Uˆ(τ) in the
form Uˆ(τ) = Rˆ0(τ)Rˆ1(τ)Rˆ2(τ) · · · , where Rˆi(τ) (i =
1, 2, 3, . . . ) is a unitary operator. As a zeroth-order
approximation of Uˆ(τ), we define the unitary operator
Rˆ0(τ) as
Rˆ0(τ) =
∑
n
|εn(τ)〉 〈εn(0)| . (27)
Then we rewrite Eq. (26),
Uˆ †[Hˆ(τ) − i~Ω∂τ ]Uˆ
= · · · Rˆ†2Rˆ†1[Rˆ†0Hˆ(τ)Rˆ0 − i~ΩRˆ†0∂τ Rˆ0 − i~Ω∂τ ]Rˆ1Rˆ2 · · ·
= · · · Rˆ†2Rˆ†1[H˜(0)(τ) + ΩV˜ (0)(τ) − i~Ω∂τ ]Rˆ1Rˆ2 · · · ,
(28)
and
H˜(0)(τ) = Rˆ†0Hˆ(τ)Rˆ0
=
∑
n
εn(τ) |εn(0)〉 〈εn(0)| , (29)
V˜ (0)(τ) = Rˆ†0(−i~∂τ)Rˆ0. (30)
Note that time-dependence of H˜(0)(τ) is contained only
in the eigenvalues εn(τ).
In the first-order approximation of the adiabatic se-
ries expansion, ΩV˜ (0) is much smaller than H˜(0)(τ), and
we drop the ΩV˜ (0) term. Here, to the first order, we
put the unitary operator Rˆ2 = Rˆ3 = · · · = Iˆ and calcu-
late Rˆ1. From Eq. (28), the solution of H˜
(0)(τ)Rˆ1(τ) −
i~Ω∂τ Rˆ1(τ) = 0 is given by
Rˆ1(τ) ≡ R¯1(τ) = exp
(
1
i~Ω
∫ τ
0
dsH˜(0)(s)
)
. (31)
In the first-order approximation, the state at τ is repre-
sented as
ψ(τ) = Uˆ(τ)ψ(0) = Rˆ0(τ)R¯1(τ)ψ(0) (32)
Next, we consider the second-order approximation of
the adiabatic series expansion. Here, we put H˜1(τ) =
H˜(0)(τ) + ΩV˜ (0), and we set the instantaneous eigenvec-
tor |ε˜1,n(τ)〉 with the instantaneous eigenvalues ε˜1,n(τ),
H˜1(τ) |ε˜1,n(τ)〉 = ε˜1,n(τ) |ε˜1,n(τ)〉. We perform the per-
turbation expansion for H˜1(τ), and ε˜1,n(τ) and |ε˜1,n(τ)〉
are represented to the first order of Ω as
ε˜1,n(τ) = εn(τ) + Ω 〈εn(0)| V˜ (0)(τ) |εn(0)〉 , (33)
|ε˜1,n(τ)〉 = |εn(0)〉+Ω
∑
m( 6=n)
|εm(0)〉 〈εm(0)| V˜
(0)(τ) |εn(0)〉
εn(τ) − εm(τ) .
(34)
5Note that we assume that the instantaneous eigenvalues
εn(τ) for the instantaneous eigenstates |εn(τ)〉 have no
degeneracy. We define the unitary operator Rˆ1(τ) as
Rˆ1(τ) =
∑
n
|ε˜1,n(τ)〉 〈ε˜1,n(0)| . (35)
From Eq. (28), one has
Uˆ †[H(τ) − i~Ω∂τ ]Uˆ
= · · · Rˆ†2[Rˆ†1H˜1(τ)Rˆ1 − i~ΩRˆ†1∂τ Rˆ1 − i~∂τ ]Rˆ2 · · ·
= · · · Rˆ†2[H˜(1)(τ) + ΩV˜ (1)(τ) − i~Ω∂τ ]Rˆ2 · · · , (36)
and
H˜(1)(τ) = Rˆ†1H˜1(τ)Rˆ1
=
∑
n
ε˜1,n(τ) |ε˜1,n(0)〉 〈ε˜1,n(0)| , (37)
V˜ (1)(τ) = Rˆ†1(−i~∂τ)Rˆ1. (38)
Note that time-dependence of H˜(1)(τ) is contained only
in the eigenvalues ε˜1,n(τ).
In the second-order approximation of the adiabatic se-
ries expansion, we assume that ΩV˜ (1)(τ) is of the or-
der O(Ω2) and this term is sufficiently smaller than
H˜(1)(τ). Hence, we drop the ΩV˜ (1)(τ) term. There-
fore, to the second order, we put the unitary operators
Rˆ3 = Rˆ4 = · · · = Iˆ and calculate Rˆ2. From Eq. (36), the
solution of H˜(1)(τ)Rˆ2(τ) − i~Ω∂τ Rˆ2(τ) = 0 is given by
Rˆ2(τ) ≡ R¯2(τ) = exp
(
1
i~Ω
∫ τ
0
dsH˜(1)(s)
)
. (39)
In the second-order approximation, the state at time τ is
represented as
ψ(τ) = Uˆ(τ)ψ(0) = Rˆ0(τ)Rˆ1(τ)R¯2(τ)ψ(0). (40)
Similarly, we can iterate this expansion n times, and then
the state at τ is given as
ψ(τ) = Rˆ0(τ)Rˆ1(τ) · · · R¯n(τ)ψ(0). (41)
Then, the expectation value of an operator Xˆ in the
second order is given by
〈X(τ)〉n = 〈ψn(τ)| Xˆ |ψn(τ)〉
= 〈ψn(0)| R¯†2Rˆ†1Rˆ†0XˆRˆ0Rˆ1R¯2 |ψn(0)〉 , (42)
where |ψn(0)〉 is the initial state. First, the unitary op-
erator R¯2(τ) is rewritten as
R¯2(τ) = exp
(
−i
~Ω
∫ τ
0
ds
∑
n
ε˜1,n(s) |ε˜1,n(0)〉 〈ε˜1,n(0)|
)
=
∑
n
e
−i
~Ω
∫
τ
0
dsε˜1,n(s) |ε˜1,n(0)〉 〈ε˜1,n(0)| , (43)
from the orthogonality relation 〈ε˜1,n(τ)|ε˜1,m(τ)〉 = δn,m.
By substituting Eqs. (27), (35), (43) into Eq. (42), the
expectation value is rewritten as
〈X(τ)〉n = Xnn(τ) + Ω
∑
m( 6=n)
[(
1− e i~Ω
∫
τ
0
ds[ε˜1,n(s)−ε˜1,m(s)]
)
Xnm(τ)
〈εm(0)| V˜ (0)(τ) |εn(0)〉
εn(τ) − εm(τ) + c.c.
]
= Xnn(τ) + ~Ω
∑
m( 6=n)
[(
1− e i~Ω
∫
τ
0
ds[εn(s)−εm(s)−~Ω(γn(s)−γm(s))]
)
Xnm(τ)
〈εm(τ)|(−i∂τ )εn(τ)〉
εn(τ)− εm(τ) + c.c.
]
,
(44)
where Xnm(τ) = 〈εn(τ)| Xˆ |εm(τ)〉, and γn(τ) = 〈εn(τ)|(−i∂τ )εn(τ)〉 is Berry connection. The first term shows the
instantaneous expectation value at time τ , and the second term is proportional to the inverse time period 1/T . The
time-averaged expectation value X¯n is given as
X¯n =
1
2π
∫ 2pi
0
dτ 〈X(τ)〉n
≃ 1
2π
∫ 2pi
0
dτ
[
Xnn(τ) + ~Ω
∑
m( 6=n)
Xnm(τ)
〈εm(τ)| (−i∂τ ) |εn(τ)〉
εn(τ)− εm(τ) + c.c.
]
. (45)
Since we have assumed ε˜1,n/~Ω ≫ 1, the phase term
in Eq. (44) rapidly oscillates, and this phase term has
been neglected after time averaging. This time-averaged
expectation value is equal to Eqs. (22) and (23) in the
6FIG. 2. Electronic energy band structure along the high-
symmetry line in the system without phonons. We set the
parameter values to be λv = 0.2t0, and λR = 0.4t0.
Berry-phase method in adiabatic process.
IV. TIME-AVERAGED SPIN MAGNETIZATION
In this section, we calculate the time-averaged spin
magnetization for our toy model. The spin operator is
expressed as
Sˆα =
~
2
σ0 ⊗ sα ≡ ~
2
sˆα (α = x, y, z). (46)
From Eq. (15), the spin magnetization is represented as
HˆB = −mˆspin ·B = gµB
~
Sˆ ·B = µB sˆ ·B, (47)
with g-factor g = 2 and the Bohr magneton µB. First, we
calculate the spin expectation values without phonons.
We show the electronic energy band structure for the
Hamiltonian without phonons Eq. (4) in Fig. 2. In Fig 2,
we assume that the Fermi energy εF is zero, and the
temperature is zero, and then this toy model is a band
insulator. The staggered potential term breaks inversion
symmetry, and the electron spin is split by the Rashba
spin-orbit interaction term. In the following we consider
the spin expectation values below the Fermi energy εF (=
0).
We introduce the Θ operator Θ = i(σ0 ⊗ sy)K, where
K is complex conjugate operator, and this corresponds to
time-reversal operator in static systems without phonons.
The relations between the Θ operator and Γ matri-
ces are given by ΘΓaΘ−1 = Γa, ΘΓabΘ−1 = −Γab
with a, b = 1, 2, 3, 4, 5. From Eq. (4), the Hamilto-
nian H0(k) and its eigenstate |εn(k)〉 with the eigenen-
ergy εn(k) is represented as ΘH0(k)Θ
−1 = H0(−k) and
Θ |εn(k)〉 = |εn(−k)〉. Since the spin operator Sˆα satis-
fies ΘSˆαΘ
−1 = −Sˆα, the spin expectation values 〈Sˆ(k)〉n
is an odd function of the wavevector k in our toy model
without phonons, and the total spin expectation values
is zero due to cancellation between k and −k.
Next, we show the spin expectation values with the mi-
croscopic local rotation of atoms. By applying Eqs. (21),
(22), and (23) to our toy model, the time-averaged spin
magnetization are given by
Mspin =
1
V T
∫ T
0
dt
∑
k
occ∑
n
[
〈εn(k, t)| ∂BHˆB|B=0 |εn(k, t)〉
+
∑
m( 6=n)
〈εn(k, t)| ∂BHˆB|B=0 |εm(k, t)〉 〈εm(k, t)|(−i~∂t)εn(k, t)〉
εn(k, t)− εm(k, t) + c.c.
]
=
1
2π
∫ 2pi
0
dτ
occ∑
n
[minstn (τ) +m
geom
n (τ)], (48)
and
m
inst
n (τ) =
µB
V
∑
k
sˆnn(k, τ), (49)
m
geom
n (τ) =
µB
V
∑
k
∑
m( 6=n)
[
~Ωsˆnm(k, τ)Amn(k, τ)
εn(k, τ) − εm(k, τ) + c.c.
]
(50)
where |εn(k, t)〉 is the instantaneous eigenstate with
instantaneous eigenenergy εn(k, t) for the snapshot
Hamiltonian in momentum space Hˆ(k, t), sˆnm(k, τ) =
〈εn(k, τ)| sˆ |εm(k, τ)〉 is the instantaneous matrix ele-
ment for spin between bands n and m at time τ = Ωt,
and Amn(k, τ) = −i 〈εm(k, τ)|∂τ εn(k, τ)〉 is the Berry
connection defined by the instantaneous eigenstates be-
tween bands n and m. Here, the summation over n rep-
resents that over the occupied bands. minstn (τ) is the
instantaneous spin magnetization for the energy band n
at time τ , and mgeomn (τ) is the geometrical spin magne-
tization in the adiabatic process at time τ and this term
is proportional to the phonon frequency Ω. We note that
7while sˆnm and Aˆnm (m 6= n) depend on a gauge choice,
mgeomn (τ) is gauge invariant.
Here, we apply the Θ operator to our toy model with
phonons. From Eq. (13), the time-dependent Hamilto-
nian is rewritten as
H(k, τ) = H0(k) +Hc(k) cos τ +Hs(k) sin τ. (51)
Therefore, the time-dependent Hamiltonian satisfies
ΘH(k, τ)Θ−1 = H(−k, τ), (52)
because ΘHc(s)(k)Θ
−1 = Hc(s)(−k). Thus, within our
dynamical model, the operator Θ does not flip the sign
of τ , and therefore, to avoid confusion we call it a Θ op-
eration instead of time-reversal operation. Hence the in-
stantaneous eigenstates |εn(k, τ)〉 and the instantaneous
eigenenergy εn(k, τ) satisfy
Θ |εn(k, τ)〉 = |εn(−k, τ)〉 , εn(k, τ) = εn(−k, τ). (53)
From these relations, the instantaneous matrix elements
for spin sˆnm(k, τ) and the Berry connection Anm(k, τ)
are given by
sˆnm(k, τ) = 〈εn(k, τ)| sˆ |εm(k, τ)〉
= 〈εn(−k, τ)| (−sˆ) |εm(−k, τ)〉
= −sˆnm(−k, τ), (54)
and
Anm(k, τ) = 〈εn(k, τ)|(−i∂τ )εm(k, τ)〉
= 〈εn(−k, τ)|(i∂τ )εm(−k, τ)〉
= −Anm(−k, τ). (55)
By substituting these relations into Eq. (48), the instan-
taneous spin magnetization minstn (τ) becomes zero since
its sum over the first Brillouin zone cancels between k
and −k at time τ . On the other hand, the geometrical
spin magnetization mgeomn (τ) can be nonzero since it is
an even function of the wave vector k at time τ . There-
fore, only the geometrical spin magnetization contributes
to the time-averaged spin magnetization.
We calculate the geometrical spin magnetization
m
geom
α,n for each band below the Fermi energy εF (= 0),
and it is nonzero as shown in Figs. 3(a) - (c). In this
case, the generators of the space-time symmetries are
{C3z|T/3} and {mτmxΘ|T/2}, where {C3z |T/3} is the
threefold rotation around the z axis, followed by T/3
time translation, and {mτmxΘ|T/2} is a product of
the Θ operation, the mirror reflection with respect to
the yz-plane, and mτ operation, which represents inver-
sion of the sign of time τ , followed by T/2 time trans-
lation. We note that the dynamical symmetry is de-
fined using the discrete time-translation invariance Flo-
quet systems [34, 35]. These symmetries {C3z|T/3}
and {mτmxΘ|T/2} are represented by unitary operators
(a)
(b)
(c)
(d)
FIG. 3. Geometrical spin magnetization for one cycle in
the system with microscopic rotation versus the rescaled
time τ for (a) x, (b) y, and (c) z components. (d) Evo-
lution of spin magnetization for one cycle in the xy-plane.
The small circles show the values at τ = 0 and the arrows
show the time-evolution direction. We set the parameters as
λv = 0.2t0, λR = 0.4t0, δt = 0.1t0, and δλR = 0.1λR. In (a) -
(d), the blue line shows the lowest band (n = 1), and the red
line shows the second lowest band (n = 2), and the black line
shows the sum of the bands below the Fermi energy.
U1 = exp(−ipi3 (σ0 ⊗ sz)) and U2 = (σ0 ⊗ sx)Θ, respec-
tively. Here, the time-dependent Hamiltonian satisfies
U1Hˆ(k, τ)U
−1
1 = Hˆ
(
Rk, τ +
2π
3
)
, (56)
U2Hˆ(kx, ky, τ)U
−1
2 = Hˆ(kx,−ky,−τ + π), (57)
where R is the three-fold rotational matrix around the z-
axis, Rk = (−kx/2 −
√
3ky/2,
√
3ky/2 − kx/2). From
these relations, the instantaneous matrix elements for
spin sˆnm(k, τ) and the Berry connection Anm(k, τ) are
given by
sˆnm(k, τ) = R
−1
sˆnm
(
Rk, τ +
2π
3
)
, (58)
Anm(k, τ) = Anm
(
Rk, τ +
2π
3
)
, (59)
and
sˆx,nm(kx, ky, τ)sˆy,nm(kx, ky, τ)
sˆz,nm(kx, ky, τ)

 =

−sˆx,nm(kx,−ky,−τ + π)sˆy,nm(kx,−ky,−τ + π)
sˆz,nm(kx,−ky,−τ + π)

 ,
(60)
Anm(kx, ky, τ) = Anm(kx,−ky,−τ + π). (61)
Hence, the geometrical spin magnetization satisfies
m
geom
n (τ) = R
−1
m
geom
n
(
τ +
2π
3
)
, (62)
mgeomx,n (τ) = −mgeomx,n (−τ + π), (63)
mgeom
y(z),n(τ) = m
geom
y(z),n(−τ + π). (64)
8The geometrical spin magnetization of the z compo-
nents oscillates with a T/3 period. On the other hand,
the geometrical spin magnetization in the xy-plane ro-
tates, with its trajectory forming a triangle-like form for
one cycle as shown in Fig 3(d). From Eqs. (63), (64),
at τ = π/2, 3π/2, the geometrical spin magnetization
for each band lie in the yz-plane. Moreover, from the
{C3z|T/3} symmetry, the geometrical spin magnetization
in the xy-plane rotates once within the period T , and its
time average over one period vanishes. In addition, when
the direction of the microscopic local rotation is reversed,
the geometrical spin magnetizations are reversed. There-
fore, the microscopic local rotation works like an effective
magnetic field, and the spin magnetization along the ro-
tational axis is proportional to the phonon frequency.
V. DISCUSSION
In this section, we discuss how the microscopic lo-
cal rotation couples with electron spins. First, when
the Rashba parameter λR is zero in our toy model, the
time-averaged spin magnetization is zero since the en-
ergy bands are spin degenerate and the instantaneous
matrix element for spin sˆnm(k, τ) becomes zero for ar-
bitrary wave vector, time, and bands. Therefore, within
our model, the spin-orbit coupling is required for spin
polarization induced by microscopic atomic rotations.
Next we compare two cases: a simple vibration of
atoms and a microscopic local rotation of atoms. For
this comparison, we consider a case where the atoms A
and B mutually vibrate with the displacement vector u
given by
u = uB − uA = −u+(cos τ, 0). (65)
Then the time-dependent Hamiltonian Eq. (13) is rewrit-
ten as H(k, τ) = H0(k) +Hc(k) cos τ . We calculate the
geometric spin magnetization in this system with the sim-
ple vibration of atoms, and it is shown in Fig. 4. In
Figs. 4(a), (b), and (c), we show the x, y and z com-
ponets of geometrical spin magnetization versus time τ ,
respectively. In Fig. 4(d), we show the evolution of the
geometrical spin magnetization for one period in the xy-
plane. As is similar to the results with the microscopic
local rotation of atoms, the geometrical spin magnetiza-
tion can be finite at time τ . Meanwhile the time-averaged
spin magnetization vanishes.
We discuss the symmetry reason why the time-
averaged spin magnetization vanishes. In our toy model
with a simple vibration of atoms, the Hamiltonian and
instantaneous eigenstates satisfy not only Eqs. (52) and
(53) but also the following relations,
ΘH(k, τ)Θ−1 = H(−k,−τ), (66)
Θ |εn(k, τ)〉 = |εn(−k,−τ)〉 , (67)
because H(k, τ) = H(k,−τ). The instantaneous ma-
trix element for spin sˆnm(k, τ) and the Berry connection
(a)
(b)
(c)
(d)
FIG. 4. Geometrical spin magnetization for one cycle in the
system with the simple vibration versus rescaled time τ for
(a) x, (b) y, and (c) z components. (d) Evolution of spin
magnetization for one cycle in the xy-plane. The small circles
show the values at τ = 0 and the arrows show the time-
evolution direction. We set the parameters as λv = 0.2t, λR =
0.4t0, δt = 0.1t0, and δλR = 0.1λR. In (a) - (d), the blue lines
show the lowest band (n = 1), and the red lines show the
second lowest band (n = 2), and the black lines show the sum
of the below the Fermi energy.
Anm(k, τ) satisfies
sˆnm(k, τ) = −sˆnm(−k,−τ), (68)
Anm(k, τ) = Anm(−k,−τ). (69)
From Eqs. (54), (55), (68), and (69), the geometrical spin
magnetization is an even function of the wave vector k
and at the same time an odd function of time τ , and
therefore the geometrical spin magnetization has oppo-
site signs between τ and −τ . In this case, the genera-
tors of the space-time symmetry of the system are {Θ}
and {mx|T/2}, which is the mirror reflection with re-
spect to the yz-plane mx and the time translation by
half the period T/2. This symmetry {mx|T/2} is rep-
resented by the unitary operator U3 = σ0 ⊗ sx. From
U3Hˆ(kx, ky, τ)U
−1
3 = Hˆ(−kx, ky, τ + π), the instanta-
neous matrix element for spin and the Berry connection
satisfy the following relations:
sˆx,nm(kx, ky, τ) = sˆx,nm(−kx, ky, τ + π), (70)
sˆy(z),nm(kx, ky, τ) = −sˆy(z),nm(−kx, ky, τ + π), (71)
Anm(kx, ky, τ) = Anm(−kx, ky, τ + π). (72)
By combining these relations for the Θ operator
(Eqs. (68) and (69)) and symmetry operator {mx|T/2}
(Eqs. (70) - (72)), the geometrical spin magnetization
mgeomα,n (τ) satisfies
mgeomx,n (τ) = −mgeomx,n (−τ) = −mgeomx,n (−τ + π), (73)
mgeom
y(z),n(τ) = −mgeomy(z),n(−τ) = mgeomy(z),n(−τ + π). (74)
At τ = 0, π, the geometrical spin magnetization becomes
zero, and at τ = π/2, 3π/2, the x component of the
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(b)
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(d)
FIG. 5. Geometrical spin magnetization for one cycle in the
system with microscopic rotation as δλR = 0 versus the
rescaled time τ for (a)x, (b)y, and (c)z components. (d)
Evolution of spin magnetization for one cycle in the xy-
plane. The small circles show the τ = 0 and the arrows
show the time-evolution direction. We set the parameters
as λv = 0.2t0, λR = 0.4t0, δt = 0.1t0, and δλR = 0. In (a)
- (d), the blue lines show the lowest band (n = 1), and the
red lines show the second lowest band (n = 2), and the black
lines show the sum of the bands below the Fermi energy.
geometrical spin magnetization becomes zero, while its
the y and z components are symmetric with respect to
τ = π/2, 3π/2. This symmetry analysis coincides the
numerical results shown in Fig. 4. Therefore, the time-
averaged spin magnetization vanishes for a simple vibra-
tion of atoms by time-reversal symmetry.
Next, we discuss an effect of the modulation of the
Rashba term δλR. In our model, even without the mod-
ulation of the Rashba term δλR = 0, the time-averaged
spin magnetization along the microscopic rotational axis
becomes nonzero as shown in Fig. 5(c). Figures 5(a),
(b), and (d) show that the geometrical spin magnetiza-
tion in the xy-plane isotropically rotates for one cycle.
When the modulation of the Rashba term is absent, the
electron spin couples with the microscopic local rotation
indirectly via the Rashba spin-orbit term, and the mag-
nitude of the geometrical spin magnetization becomes
smaller than that with the modulation of the Rashba
term (Fig. 3). Therefore, the microscopic local rotation
of atoms couples with the electron spins via the Rashba
spin-orbit interaction, and then the time-averaged spin
magnetization along the rotational axis is generated.
Next, we discuss how the spin magnetization depends
on the gap. The geometrical spin magnetization can be
rewritten as∑
n
m
geom
n (τ)
= ~Ω
∑
k
occ∑
n
∑
m( 6=n)
[
sˆnm(k, τ)Amn(k, τ)
εn(k, τ) − εm(k, τ) + c.c.
]
= ~Ω
∑
k
occ∑
n
unocc∑
m
[
sˆnm(k, τ)Amn(k, τ)
εn(k, τ)− εm(k, τ) + c.c.
]
. (75)
In the second line, we divide the sum over all the
bands m to that over the occupied bands and that over
the unoccupied bands, and the former sum vanishes.
From Eq. (75), since the geometrical spin magnetiza-
tion is proportional to the inverse of the difference of
energy [ǫn(k, τ) − ǫm(k, τ)]−1, the magnitude of the ge-
ometrical spin magnetization becomes larger when the
gap is small, namely when the staggered potential λv
is small, as shown in Fig. 6(a). In Figs 6 (b), (c),
(d) and (e), we show the the time-averaged energy ex-
pectation value E¯ and the time-averaged geometrical
spin magnetization mgeomn,z on the high-symmetry line,
where E¯n(k) =
1
2pi
∫ 2pi
0
dτ 〈εn(k, τ)| Hˆ(k, τ) |εn(k, τ)〉 is
the time-averaged energy expectation value and the time-
averaged geometrical spin magnetization mgeomz,n (k) is
given from Eq. (48) as
m
geom
n (k)
=
µB~Ω
2π
∫ 2pi
0
dτ
∑
m( 6=n)
[
sˆnm(k, τ)Amn(k, τ)
εn(k, τ) − εm(k, τ) + c.c.
]
.
(76)
Moreover, we show the dependence on the modulated
hopping and the modulated Rashba parameters of the
geometrical spin magnetization in Fig 7. From Figs. 7(a)
and (b), the geometrical spin magnetization is propor-
tional to the square of the modulated parameters δt and
δλR in the lowest order. Thus the physical picture of
the present effect as follows. Our model is insulating in
the static case, and the phonons dynamically excite elec-
trons across the gap. The excitation depends on spin
via the Rashba term, and as a result, the system ac-
quires a spin magnetization. Figures 6 (b), (c), (d) and
(e) show the distribution of the contribution to the spin
magnetization in Eq. (76) as a color map. When the stag-
gered potential λv is small (Figs. 6(b) and (c)), the gap
is small, and the time-averaged geometrical spin mag-
netization around K and K ′ points for n = 2 mainly
contributes to the spin magnetization. On the other
hand, when the staggered potential λv becomes larger
(Figs. 6(d) and (e)), the time-averaged geometrical spin
magnetization around K and K ′ points cancels between
n = 1 and n = 2 bands, and then the spin magneti-
zation becomes small. Moreover, since the geometrical
spin magnetization is of the second order of the displace-
ment by phonons, the spin polarization is generated by
interactions between the dynamically excited states for
electrons. This clearly shows that the dynamically ex-
cited electrons across the gaps around K and K ′ points
generate spin polarization. Therefore, as the band gap
becomes larger, the geometrical spin magnetization be-
comes smaller.
VI. CONCLUSION
In summary, we have theoretically show that a micro-
scopic local rotation of atoms induces electron spins in
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FIG. 6. Dependence on the staggered potential λv of geo-
metrical spin magnetization. (a) Geometrical spin magne-
tization with or without modulated Rashba parameter δλR
versus staggered potential λv. The blue lines show the geo-
metrical spin magnetization without modulated Rashba pa-
rameter δλR = 0, and the red line show it with δλR = 0.04t.
(b) - (e): Time-averaged energy expectation values and the
geometrical spin magnetization. For (b), (c), (d) and (e), the
colormap shows the time-averaged geometrical spin magne-
tization on the high-symmetry line. We set the parameters
as λR = 0.4t0, δt = 0.1t0 and (b) λv = 0.2t0, δλR = 0, (c)
λv = 0.2t0, δλR = 0.04t0, (d) λv = t0, δλR = 0, and (e)
λv = t0, δλR = 0.04t0.
the system with Rashba spin-orbit interaction. Using
our toy model which is a two-dimensional tight-binding
model on the honeycomb lattice with Rashba spin-orbit
interaction and phonons, we calculate the time-averaged
spin magnetization using the adiabatic approximation,
which is valid because the phonon frequency is much
smaller than the frequency scale from the electron band-
width. The time-averaged spin magnetization have two
terms; the instantaneous spin magnetization and the ge-
ometrical spin magnetization. The instantaneous spin
magnetization is given by the instantaneous eigenstates
for the snapshot Hamiltonian, and this term vanishes in
the snapshot system with time-reversal symmetry. The
geometrical spin magnetization is represented in terms
of the product of the Berry connection and the instanta-
neous matrix element for spin, and it is proportional to
the phonon frequency Ω. When the system has both the
FIG. 7. Dependence on the modulated hopping parameter δt
and the modulated Rashba parameter δλR of the geometri-
cal spin magnetization. (a) Geometrical spin magnetization
without the modulated Rashba parameter δλR = 0 versus the
modulated hopping parameter δt2. (b) Geometrical spin mag-
netization without the modulated hopping parameter δt = 0
versus the modulated Rashba parameter δλ2R. We set the pa-
rameters as λv = 0.2t0, λR = 0.4t0. The blue lines show the
lowest band (n = 1), and the red lines show the second lowest
band (n = 2), and the black lines show the sum of the bands
below the Fermi energy.
Rashba spin-orbit interaction and the microscopic local
rotation of atoms, the geometrical spin magnetization be-
comes nonzero. The geometrical spin magnetization for
each band perpendicular to the rotational axis have a
finite value as a function of time, and its time average
over one period is zero. Meanwhile the time-averaged
spin magnetization along the rotational axis has a finite
value and it is proportional to the phonon frequency Ω.
On the other hand, when the motions of atoms are vibra-
tions, the geometrical spin magnetization for each band
has a finite value as a function of time, but the time-
averaged spin magnetization vanishes due to the time-
reversal symmetry. Therefore, we have shown that the
electron spins couple to the microscopic local rotation
of atoms via the spin-orbit interaction, and the time-
averaged spin magnetization along the rotational axis is
proportional to the phonon frequency.
In the present paper, we studied phonons at the Γ
point. We expect that phonons at general k points leads
to a qualitatively similar result. This is because the ef-
fect which we discuss is of the second order in the phonon
displacement, and so even for phonons with wavevector
k can give a uniform magnetization in this second order
due to k+(−k) = 0. Detailed behaviors of the spin mag-
netization sensitively depend on systems and phonons
considered, and are left as futrue problems.
The generation of spin polarization due to rotational
motion looks similar to the effect due to spin-rotation
coupling discussed in Refs. [3–5]. Nonetheless there is
one important difference between our work and the ef-
fects due to spin-rotation coupling. The effect in the
present requires a spin-orbit coupling, and the result-
ing spin polarization depends on the spin-orbit coupling,
whereas the spin-rotation coupling does not depend much
on spin-orbit coupling. Thus the result is the present pa-
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paer cannot be attributed to the spin-rotation coupling
in Refs. [3–5]. We also note that a relateded phenomenon
is studied for an orbital magnetization in Ref. [29]. It is
shown that a geometric orbital magnetization appears in
a periodic adiabatic process. It does not require spin-
orbit coupling. Meanwhile, our result shows that gen-
eration of spin magnetization via rotations of phonons
require spin-orbit coupling.
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