Abstract. We examine the minimization of information entropy for measures on the phase space of bounded domains, subject to constraints that are averages of grand canonical distributions. We describe the set of all such constraints, its dependence on the bounded domain, and how it relates to the domain of the microcanonical thermodynamic limit entropy. We show that the parameters of the corresponding grand canonical distribution converge, as volume increases, to the corresponding parameters (derivatives, when they exist) of the thermodynamic limit entropy.
5. Local Homeomorphism at the Thermodynamic Limit.
Introduction
For systems with a large number of components, information entropy optimization subject to a few given constraints is widely used in several fields, see [BKM] for example. In statistical mechanics, for bounded domains in space, one minimizes the information entropy of measures, absolutely continuous with respect to the standard measure on the phase space, subject to appropriate macroscopic constraints for density, velocity, and energy, see [J] , [Z] . The minimizing measure, a grand-canonical Gibbs distibution, is characterized by parameters conjugate to the constraints, in the sense that differentiating the logarithm of the partition function of the measure with respect to these parameters returns the constraints. On the other hand, it is standard how, as the volume increases, one defines microcanonical entropy in terms of thermodynamic limits as a function of the given macroscopic quantities. Convex conjugation (or derivatives, when they exist) now define the thermodynamic parameters at the limit.
Motivated by:
• the need to know in advance in numerical simulations the range of constraints that can be used when minimizing information entropy on bounded domains, as well as • the comparison of hydrodynamic equations from statistical mechanics on bounded domains, which heavily relies on minimizing information entropy (see [BAR] and [Z] ), to the standard hydrodynamic limit approach (see [OVY] ), we ask the following:
• what are the appropriate constraints for a given domain and how does the set of these constraints change with domain? • do the thermodynamic parameters for finite volume converge to the thermodynamic limit parameters while the macroscopic constraints remain fixed?
The main aim of this article is to address these questions. Theorem 2.7 describes the set of possible averages of finite grand-canonical distributions on bounded domains, Theorem 4.4 compares this set to the domain of the thermodynamic limit entropy, and Theorem 4.5 shows that for fixed macroscopic constraints the finite volume parameters converge, as the domain increases, to the limit parameters for the same macroscopic quantities.
The main point here is that when the domain is bounded information entropy and the logpartition function are related via convex conjugation (Legendre-Fenchel transform). But at the thermodynamic limit the convex conjugate of pressure is microcanonical entropy. As pressure is the limit of log-partition functions, to relate information entropy (for macroscopic constraints that do not change as the domain increases) to microcanonical entropy (at the same macroscopic values), we need to know convergence of the conjugates to the conjugate of the limit. We check that the standard results for this type of convergence from convex analysis, involving convergence of epigraphs of the functions in question, apply. In the presence of derivatives at the limit, already established in work by Georgii [G] for example, the main results follow.
Related work on determining parameters of Gibbs states via maximum likelihood methods on bounded domains appears in [CG] , [Gi] , [DL] . We compare this to our results in section 4.2. Note that convergence of microcanonical entropy on bounded domains to the thermodynamic limit microcanonical entropy is known, see [RP] . In addition, an argument that appears in [L] and [M-L] shows that the information entropy of the canonical Gibbs distributions for a fixed inverse temperature converges to the microcanonical thermodynamic entropy evaluated at the energy corresponding to that fixed temperature. We compare this convergence to our results in section 4.3.
Finally, section 5 uses strict convexity results from section 3 to check that there is indeed a local homeomorphism between macroscopic and thermodynamic limit parameters. The existence of such a homeomorphism is often used, see for example [OVY, p. 530, p. 556] , and for the 1-dimensional case see [LR, Proposition 5.3] , [V, Theorem 10.2] .
Sign Conventions: We do not use a negative sign for the coefficient of the energy in the exponent of the grand canonical distribution and we define information entropy to be the average of the logarithm of the distribution function. In this way the natural domain for the grand canonical distribution is on negative inverse temperatures and the information entropy on finite volumes here is that of [K] , but the opposite of [Z] . These conventions avoid the awkward minus sign in front of the energy expectation and render the conjugate of information entropy as the log-partition function. But, since we work with convex functions on finite volumes, at the limit we get the opposite of the concave microcanonical entropy.
We present our results for space dimension 3, but it will be clear that they hold in any dimension.
Minimum Entropy on Bounded Domains
It is standard that a finite grand-canonical Gibbs distribution is the unique minimizer of information (Gibbs) entropy among all distributions with the same average as the grand canonical, see [Gibbs, p. 130] . The main point of this section is to describe the set of all such averages in Theorem 2.7 on bounded domains and how this set depends on the domain. We describe the range of constraints for which this happens (summarized in Figure 1 ). The rest of the section collects standard results on information entropy, its minimizations, and the log-partition function, with proofs where these are not available in the references.
2.1. Measures, Functions, and Notation. For Λ open, bounded set in R 3 we work on the phase space
In general q and p stand for the position and velocity of a particle, respectively. We take the reference measure on
ω N (dq 1 , . . . , dq N , dp 1 , . . . , dp N ) (2.2) where ω 0 ({∅}) = 1, ω N (dq 1 , . . . , dq N , dp 1 , . . . , dp N ) = 1 N ! dq 1 . . . dq N dp 1 . . . dp
For any configuration, the total energy H consists of both kinetic energy and potential energy :
Throughout this article we will assume the following for interaction potential U :
• U will be stable in the sense that there is L > 0 with
• The potential energy of the empty set and a single particle vanish:
• U is shift invariant:
• U is symmetric:
Section 3 will require further assumptions on U . Define also the particle number and total momentum by
Of importance in what follows will be the grand canonical measure:
where Z (µ, λ,β),Λ is the normalization constant (partition function)
Lemma 2.1 below shows when Z (µ, λ,β),Λ is finite. We shall also use E (µ, λ,β),Λ [F ] for the expectation of a function F on X Λ with respect to g (µ, λ,β),Λ ω:
ω(dq, dp). (2.11) 2.2. Information Entropy. For any probability measure ν on X Λ , define the information (Gibbs) entropy by
(2.12)
In particular, if f N is the density of ν with respect to ω N on the N -th component, then
It is standard that s Λ is bounded below by 0 (using the convexity of the function t → t log t and Jensen's inequality), therefore it is a proper 1 convex function on probability measures.
2.3. Constrained Entropy Minimization on Fixed Volumes. To show that the minimizer of s Λ is a grand canonical distribution, it is common to argue via Lagrange multipliers, see for example [Z, p. 66] . This is a formal application of the Lagrange multiplier theory on spaces of functions, facing the problem that strictly positive distribution functions do not tend to form open sets. Such arguments can find solid ground if one employs some differential structure in the space of measures, as for example in [PS] . We shall come back to this point in future work. For the moment we recall, with minor modifications, the argument from [K] : to minimize s Λ subject to the constraints 14) it clearly suffices to look only at measures with finite entropy satisfying the constraints. Assume there are µ, λ, β such that
Then for g (µ, λ,β),Λ the grand canonical density as in (2.9), by (2.15) we have that f log g (µ, λ,β),Λ dω is finite, therefore
dω ≥ 0 by Jensen, to conclude the standard Entropy Minimization: For g (µ, λ,β),Λ the grand canonical density as in (2.9) and (ρ, u, E) and
Clearly, entropy minimization hinges on the relation between the parameters (µ, λ, β) that define finite grand canonical distributions (we call this set I Λ below) and the (ρ, u, E)'s that can be realized as their averages, i.e. the set where the second equation in (2.15) can be solved for some (µ, λ, β) (we call this set S Λ below). The following subsections describe this relation in terms of convex functions on R 5 .
2.4. Integrability and Solvabilty. The set of parameters (µ, λ, β) for which the grand-canonical partition function is finite, i.e.
is easy to describe and find independent of Λ:
Lemma 2.1.
Proof. Complete the square for the p's in the exponent and use the stability condition (2.6) to see that β < 0 is sufficient. Conversely, for β ≥ 0, and regardless of λ, the term of the integral for N = 1 gives
We next examine the set of all macroscopic values ρ, u, E that can be averages of the corresponding phase functions N, P , H with respect to the grand-canonical measure defined by some point in
For this, define
It is useful to notice here that for (µ, λ, β) in I
In fact, the log-partition function
will be important throughout. A straightforward application of Fatou's lemma shows that Φ Λ is closed, in the sense that it has closed epigrpaph 2 . A standard calculation shows that Φ Λ is strictly convex on I. Therefore ∇Φ Λ defines a bijection from I to S Λ , see [RV, Theorem B, p. 99] . That this bijection is in fact a homeomorphism follows from the following Lemma:
Lemma 2.2. Let f be a proper and closed convex function with domain an open set. If f is differentiable and strictly convex on its domain, then ∇f defines a homeomorphism on the image of ∇f .
We therefore have:
defines a homeomorphism between I and S Λ .
We now describe S Λ . Bounds for it are easy to find:
Proof. For ρ = E (µ, λ,β),Λ N |Λ| , using the stability condition and working as in the proof of Lemma 2.1, it follows that 0 < ρ < +∞. Furthermore
after using (2.6) again.
Theorem 2.7 below will describe S Λ in more detail after some preparation. Recall first that the essential range of a (measurable) map f is all points x such that ω(f −1 (B)) > 0, for any neighborhood B of x. (Alternatively, the essential range is the support of the distibution of f .)
For Λ fixed and for each N ≥ 0, use the stability of U to define
Then let E Λ be the function that is defined for ρ ≥ 0 and on the (ρ, E)-plane has graph the linear interpolation between the points
Finally, let E Λ be the convex function with epigraph equal to the convex hull of the epigraph of E Λ .
Notation 2.5. From now on we use E Λ for the essential range of (N, P , H)/|Λ| over X Λ , C Λ for the convex hull of E Λ , andC Λ for the interior of C Λ .
Then a slice of the convex hull C Λ , for u fixed in (ρ, u, E)-space, has as boundary the axis E ≥ 0 and the graph of E Λ over positive ρ's, see Figure 1 . The translational invariance of E Λ with respect to P implies that all normals to E Λ are of the form (α 0 , 0, α 4 ).
The contents of the following Lemma appear in [L, Lemma A4 .6] without proof: Lemma 2.6. For any (N 0 , P 0 , H 0 ) ∈ R 5 which is in the interior of the convex hull of the map
there is ε such that for all unit vectors e in R 5 the following holds:
Proof. Whenever (N 0 , P 0 , H 0 ) is in the interior of the convex hull of the essential range of (N, P , H), for any unit vector e there is some (N * , P * , H * ) in the essential range of (N, P , H) that belongs to the half-space through (N 0 , P 0 , H 0 ) with (inward) normal e; otherwise the whole convex hull of the essential range would be on one side of (N 0 , P 0 , H 0 ), i.e. (N 0 , P 0 , H 0 ) would not be in its interior. We then have
Then the ω measure of the inverse image of N is not zero, say m > 0. Take ε = min{v/2, m} and notice that this ε satisfies (2.29) for e. By continuity of projection, for the same N , there is a neighborhood U of e on the unit sphere such that for any unit vector e ′ in U and any (N
Redefining ε = min{v/4, m}, we now have (2.29) satisfied on U. By compactness of the unit sphere, we only need to repeat this finitely many times and take the smallest ε to make sure that (2.29) is satisfied for all unit vectors.
Theorem 2.7. The set of solvability S Λ is the interior of the convex hull of the essential range
Proof. We show in the following steps that we can find (µ, λ, β) so that equation (2.20) holds when (ρ, u, E) is in the interior of C Λ , and that otherwise such an (µ, λ, β) does not exist.
Step 1. Interior: This step builds on [L, pp. 44-47] , see also [Kh, §16] . For (ρ, u, E) fixed, let K : I → R >0 be given by 33) and observe that
We show now that K, and therefore logK, goes to +∞ as |µ|, | λ| → +∞, β → −∞, and β → 0. Apply then Lemma 2.6 for (N 0 , P 0 , H 0 ) = |Λ|(ρ, u, E) and for e = (µ, λ, β)/|(µ, λ, β)| to have
on a set of X Λ of ω measure at least ε, for all µ, λ, β. It follows that
Therefore K(µ, λ, β) → +∞, as |(µ, λ, β)| → ∞ while staying in I, and so does log K(µ, λ, β). 37) showing that log K explodes at the hyperplane β = 0. Therefore there is unique critical point of log K, i.e.
We show now that in all other cases we cannot solve (2.20).
Step 2. Exterior: Assume that (ρ, u, E) is not in the closure of C Λ to have that there is hyperplane separating (ρ, u, E) from C Λ . Then there is (α 0 , 0, α 4 ) with α 4 positive and ε > 0 such that for ω-almost all all configurations of X Λ
Therefore with respect to any probability measure absolutely continuous w.r.t. ω
therefore (2.20) cannot be true.
Step 3. Boundary: Finally, for (ρ, u, E) on the boundary of C Λ we find again (α 0 , 0, α 4 ) with α 4 ≥ 0 such that for all configurations of X Λ
Therefore, if there is (µ, λ, β) with (2.43) implying that the set where the strict inequality (α 0 , 0, α 4 ) · (N, P , H) − |Λ|(ρ, u, E) > 0 holds has measure zero. However, when we are on the E Λ part of the boundary and α 4 > 0, for N = 2 there certainly are plenty of configurations with
by stability, and we can take p i 's as large as we want. Whereas when we are on the E ≥ 0 axis with α 4 = 0, α 0 > 0 we can take N as large as necessary to have
(2.45) Remark 2.8. As
Step 2 of the proof of Theorem 2.7 shows, the closure of C Λ contains the averages of (N, P , H)/|Λ| with respect to any probability measure on X Λ that is absolutely continuous with respect to ω. The averages with respect to finite grand-canonical distributions fill all of the interior of C Λ .
Information Entropy and log-Partition Function.
We shall compare eventually the information entropy s Λ with the entropy that appears at the thermodynamic limit using convex conjugates. For this define now the convex conjugate of Φ Λ from (2.23),
(For standard convex analysis consult [Rock] .) The following describes the relation of Φ Λ to s Λ .
Proposition 2.9. Φ * Λ takes values as follows:
where (µ, λ, β) is the unique solution of
And for (ρ, u, E) ∈ ∂(S Λ ), Φ * Λ (ρ, u, E) is the limit along any interior segment as we approach (ρ, u, E):
Proof. For (1) notice that the critical point equation of
which, by Theorem 2.7 has solution if and only if (ρ, u, E) is in S Λ . For (2), when (ρ, u, E) is not in the S Λ , as in the last two steps of the proof of Theorem 2.7, we find (α 0 , 0, α 4 ) with α 4 > 0 and ε > 0 so that we always have
Then for ϑ > 0,
(2.53) Therefore, Φ * Λ = +∞ whenever (ρ, u, E) is not in the convex hull. For (3), when (ρ, u, E) is on the boundary of the convex hull, Φ * Λ (ρ, u, E) is the limit of the values along any segment that has (ρ, u, E) as end point and lies in the interior of the convex hull otherwise, as is the case for any convex closed function, see [Rock, Theorem 7.5] . (For similar results in a different setting and with different proofs, see [WJ, Theorem 3.4.] .)
Thermodynamic Limits
We now recall the definition of microcanonical thermodynamic limit entropy. In the next section we will see how it relates to information entropy on bounded domains. This section uses MartinLöf's formalism in [M-L] for thermodynamic limits as the volume of the domain becomes infinite, see also [L] 3 . As already mentioned, we shall compare entropies via their convex conjugates. We examined convex conjugates of information entropy in the previous section. For the microcanonical thermodynamic limit entropy it is well known that its convex conjugate is related to the (grand canonical) thermodynamic limit pressure, the limit of the log-partition functions Φ Λ 's as Λ increases. We are especially interested in the strict convexity of pressure: we use it in this section for the differentiability of the limit entropy (which we shall use in the main result of the next section) and we also use it to show a one-to-one correspondence between thermodynamic parameters and macroscopic quantities at the thermodynamic limit in section 5. 
The limit is over Λ's that increase to R 3 in the "strong van Hove sense," [M-L, p. 107]. As the limit is the same along any family of Λ's that satisfy this, we fix here the Λ's to be an increasing sequence of boxes.
To define s on points, take limit once more while I E , I ρ , B u are shrinking to E, ρ and u, respectively:
(3.2)
That the limit exists is proved in [M-L, §3.4.2] for interactions potentials that are not only stable but also tempered, in the sense that there is K and R such that if Q (N1) is a configuration of N 1 points and Q (N2) a configuration of N 2 points then U satisfies Remark 3.1. Note here that we care about s as s(ρ, u, E) and not as a function on sets. As any point can be approximated by sequences of neighborhoods that either intersect or do not intersect the interior of the domain of s, depending on the point being in the closure of this domain or not, the well-known complications on how to define s on all sets ( [L, Theorem A3.5] , [M-L, p. 93]) will not be of concern here. Two properties of the domain of s that hold for stable and tempered interactions will be crucial in what follows:
• The domain of s has interior
• The domain of s is related to E Λ (following Notation 2.5) as follows: 3.2. Pressure. Define now the thermodynamic limit pressure Ξ : (3.6) and consult [M-L, p. 111] for the existence and properties of this limit 4 . By the stability (2.6) and completing squares for the velocity terms, we easily see that dom(Ξ) = I.
(3.7)
The thermodynamic entropy s and the pressure Ξ are related via convex conjugation:
9) with * still denoting the convex conjugate. As mentioned in the introduction to this section, it will be important to know when Ξ is strictly convex. We assume strict convexity for the moment and provide a discussion in section 3.3.
Lemma 3.2. Assume that Ξ(µ, λ, β) is strictly convex on I, then s is essentially differentiable, i.e. differentiable in the interior of its domain and |∇s| → ∞ on the boundary of its domain.
Proof. As dom(Ξ) = I, we have that Ξ, as an extended-reals-valued function, is essentially strictly convex (for the general definition see [Rock, p. 253] ). This observation, (3.9), and [Rock, Theorem 26 .3] immediately imply the lemma (which should be compared to [G, Remark 3.7, Remark 6 .5] where differentiability of s on its domain was shown).
3.3. Strict Convexity of Pressure. Strict convexity of pressure for lattice systems was shown by Griffiths and Ruelle in [GR] . For continuous systems, this is the case in general when the Gibbs variational principle (see [D] , [G] for a definition) holds. As here is the only place we use the concept of Gibbs states, we only sketch the argument. For details see [P, Proposition 8.5] and [Gi, Remark 3 and §5] .
Let X be the the space of locally finite configurations on R 3 marked with velocities. For a state ν (a probability measure on X), one can define specific entropy s(ν), density r(ν) and average energy u(ν) (when a suitable interaction potential is given). In general, for any µ ∈ R and β < 0, it holds that
see [G, §3] for precise definitions and proof. The Gibbs variational principle states that the equality in (3.10) holds if and only if ν is a Gibbs state indexed by µ and β. If we assume that Ξ(µ, 0, β) is not strictly convex on R × R <0 then their exists distinct (µ 1 , β 1 ) and (µ 2 , β 2 ) such that
also comments on differentiability of Ξ for finite range interactions but leaves open the differentiability for stable potentials. We therefore resort to our own differentiability arguments here. 5 To go from Martin-Löf's Lemma 5 to (3.8) notice that the limit on the left of (3. where (µ t , β t ) = t (µ 1 , β 1 ) + (1 − t) (µ 2 , β 2 ) and 0 < t < 1. Let ν be a Gibbs state for (µ t , β t ). Then applying Gibbs variational principle to ν,
Again by the Gibbs variational principle, we have now that ν is also a Gibbs state of both (µ 1 , β 1 ) and (µ 2 , β 2 ). However, it is standard that the Gibbs states are identifiable, in the sense that the sets of Gibbs states for different (µ, β) are disjoint, cf. [G, Remark 3.7] . Therefore we conclude strict convexity of Ξ(µ, 0, β) under the assumption of Gibbs variational principle. The Gibbs principle holds at least for the following cases:
• For superstable, finite range pairwise potentials as in [D, Theorem 1] .
• For regular, non-integrably divergent pairwise potentials as in [G, p. 1344] .
Note that Lennard-Jones type interactions satisfy the assumptions from [G] and are tempered. The above argument was written for Ξ(µ, 0, β) which is the case in [G] . It is easy to see that the dependence on λ does not spoil strict convexity:
is strictly convex on R × R <0 (as in the above cases) then Ξ(µ, λ, β) is strictly convex on I.
Proof. For any (µ, λ, β) ∈ I, by completing squares, we obtain Φ Λ (µ, λ, β) = Φ Λ (µ + τ, 0, β) where
. Then the strict convexity of Ξ(µ, λ, β) follows from the fact that Ξ(µ, 0, β) is increasing in µ and the strict convexity of (µ, β) → Ξ(µ, 0, β).
Convergence
We are now ready for the main results. The main point here is that, thanks to the properties of the functions at hand, as the log-partition functions for finite volumes converge to the thermodynamic pressure their convex conjugates (finite volume information entropies) converge to the convex conjugate of the limit (microcanonical entropy), and so do their derivatives (the thermodynamic parameters). The section also includes comparisons with other related results.
4.1. Convergence of Epigraphs. Recall again that the epigraph of a function f is the set {(x, a) : f (x) ≤ a}, that a convex function is called proper if it is not identically +∞ and it never has the value −∞ (with obvious modifications for concave functions), and that proper and closed is synonymous to proper and lower semi-continuous in our setting.
For functions in general, convergence of epigraphs (for convergence of sets as in [RW, §4B] ) is used to preserve critical points at the limit. For convex functions, pointwise convergence is not too far from convergence of epigraphs, in a sense that is made precise as we recall the following facts :
Fact 4.1. If f n , f are proper, closed, convex functions on R n with f n → f and the interior of the domain of f is not empty, then the epigraphs of f n converge to the epigraph of f as sets.
The importance of the convergence of epigraphs also lies in that it is inherited by conjugates:
Fact 4.2. If f n , f on R n are proper, closed, and convex, then the epigraphs of f n converge to the epigraph of f if and only if the epigraphs of f * n converge to the epigraph of f * .
Finally, convergence of epigraphs implies pointwise convergence as in the following:
Fact 4.3. If f n and f are proper, closed, convex functions on R n with the epigraphs of f n converging to the epigraph of f , then f n (x) → f (x) for all x in the interior of the domain of f .
Facts 4.1 and 4.3 are included in [RW, Theorem 7.17] , while Fact 4.2 is Theorem 11.34 in the same reference.
Theorem 4.4. For interaction U stable and tempered:
(1) Whenever (ρ, u, E) is in the interior of the domain of s then (ρ, u, E) is in S Λ , for all Λ large enough. (2) The interior of the domain of s and the domains of solvability S Λ are related as follows:
(4.1)
Proof. For (1): The interior of the domain of Ξ is not empty, by (3.7). Φ Λ is proper and closed (the latter by Fatou's lemma), whereas Ξ is closed since it is a conjugate (cf. [Rock, Thm. 12.2] ). Therefore, according to Fact 4.1, the pointwise converge (3.6) implies that the epigraphs of Φ Λ converge to the epigraph of Ξ. Therefore, by Fact 4.2, the epigraphs of Φ * Λ converge as sets to the epigrpaph of Ξ * . By (3.9) and as s is upper-semi continuous (see Lemma 5, p . 45]), we can conjugate once again to get
In other words, the epigraphs of Φ * Λ converge to the epigraph of −s. This implies that for (ρ, u, E) in the interior of the domain of s we have that Φ * Λ converges uniformly to −s on any ball in the interior of the domain that contains (ρ, u, E), see [RW, Theorem 7.17, part (c) ]. In particular, (ρ, u, E) is in the interior of the domain of Φ * Λ for Λ large enough. For (2), given Theorem 2.7, we show instead that int dom(s) = We now write s Λ (ρ, u, E) for Φ * Λ (ρ, u, E) when (ρ, u, E) is in S Λ , an abuse of notation justified by part 1 of Proposition 2.9.
Theorem 4.5. For (ρ, u, E) in the interior of the domain of s:
(2) If s is differentiable in the interior of its domain (as in section 3.2), for (µ, λ, β) = −∇s(ρ, u, E), and for (µ Λ , λ Λ , β Λ ) such that (2.20) holds for the same (ρ, u, E),
Proof. For such a point, section 2.5 shows that Φ * Λ = s Λ . This, combined with Fact 4.3, imply that for all (ρ, u, E) in the interior of the domain of s s Λ (ρ, u, E) → −s(ρ, u, E).
(4.6)
At the (ρ, u, E) in question both −s Λ and s are differentiable, with gradients (µ Λ , λ Λ , β Λ ) and (µ, λ, β), respectively. Given that for convex functions pointwise convergence implies convergence of derivatives ( [Rock, Theorem 25.7 
Remark 4.6. Of less practical use is the following: Whenever s is not differentiable at (ρ, u, e) but the subdifferential set ∂s of s at (ρ, u, e) is not empty, then (µ Λ , λ Λ , β Λ ) has subsequence converging to some point in ∂s. Furthermore, for any (µ, λ, β) ∈ ∂s(ρ, u, e) there is sequence (ρ Λ , u Λ , e Λ ) → (ρ, u, e) such that ∇s Λ (ρ Λ , u Λ , e Λ ) → (µ, λ, β).
These follow from Attouche's Theorem: For f n , f proper, closed, convex functions, f n converges to f epigraphically if and only if ∂f n converges to ∂f graphically. See [RW, §5E and Theorem 12.35 ] for definitions and proof.
4.2.
Comparison with Maximum Likelihood Estimators. Several articles address the consistency of maximum likelihood estimators for Gibbs point processes, for example [CG] , [Gi] , [DL] . The main point there is: given a Gibbs state with parameter β, let ω, a locally finite configuration on R 3 , be a realization of it. For ω Λ the restriction of ω on Λ, maximize the likelihood
for U the interaction and β < 0 to match our conventions here. Then [CG] , [Gi] , [DL] show that almost always, β Λ → β, as Λ → ∞. For exponential families of measures, maximizing likelihood and minimizing entropy are closely related in general. Let x i , i = 1, . . . , n be independent realizations of a member of an exponential family of probability measures µ ϑ = exp (ϑt(x) − log Z(ϑ)) µ 0 . Then maximizing the likelihood
Note that the right hand side is E ϑ [t] . In other words, for exponential families of the form exp (ϑt(x) − log Z(ϑ)), the maximum likelihood estimator ϑ for {x i } n i=1 is the same as the ϑ of minimizing entropy with constraint t(x i )/n. See [Kull, p. 82, p. 94] and the references there for more.
It is clear then how our convergence of thermodynamics parameters differs from the consistency problem of maximum likelihood estimators: in our case, the constrains (i.e. ρ, u, E) are given and fixed for all volumes Λ whereas in the consistency problems the constrains come from the restriction of the realized configuration on Λ. Therefore, in the consistency problems the constraints not only change with Λ, but they also depend on ω, i.e. the estimated thermodynamic parameters are a sequence of random variables. [L, p. 63] shows (and [M-L, p . 57] explains a crucial step in the proof) that for β the derivative of the microcanonical thermodynamic limit entropy s at energy E (when this exists even in the absence of kinetic energy) for fixed density ρ, the information entropy of the canonical distibution with parameter β converges to −s(ρ, E). Note carefully that for Lanford β stays the same over all volumes, whereas in our work we show convergence while the parameters change with volume. Furthermore, the measure in Lanford's argument is canonical, rather than grand canonical. This is because ρ is now fixed throughout and is not on the same footing as E. In particular, Lanford's β is a function of ρ.
Comparison with Lanford. Lanford in

Local Homeomorphism at the Thermodynamic Limit.
We show here that at the thermodynamic limit the bijection between thermodynamic parameters and macroscopic quantities as in Theorem 2.7 holds at least locally in some region. The existence of such a bijection for continuous systems is folklore in the theory of hydrodynamic limits, see for example [OVY, p. 530, p. 556] . For the case of particle configurations on the line see [LR, Proposition 5.3] , [V, Theorem 10.2] .
Throughout this section, in addition to stability and temperedness, we will assume pair interactions: U (q 1 , . . . , q N ) = i =j Φ(q i − q j ). Notice that the stability (2.6) and temperedness as in (3.3) imply that C(β) := R 3 |exp (βΦ(x)) − 1| dx < +∞, for all β < 0, (5.1)
cf. [R, p. 32, p. 72] . To establish the local homeomorphism, we will need the thermodynamic limit pressure Ξ to be both strictly convex (as in section 3.3) and differentiable. It is standard that, when not taking velocities into account, i.e. X Λ = N ≥0 Λ N , H = U and λ = 0, Ξ is analytic in µ and β in the low density region {(µ, β) : β < 0, µ < 2βL − 1 − log C(β)} .
(5.2)
Analyticity with respect to µ is shown in [R, Theorem 4.3.1] . Combining this with results from [LP] , analyticity with respect to β also follows. This is presented in detail in [X, Appendix D] . Including the kinetic energy and λ, it follows easily that we have differentiability of Ξ(µ, λ, β) for
(µ, λ, β) : β < 0, µ < 2βL − 1 − log C(β) − log
Proposition 5.1. Let U be a stable, tempered, pair interaction potential with Ξ strictly convex (e.g. as in section 3.3) and let K be convex, open subset of R. Then ∇Ξ : K → R 5 is a homeomorphism onto ∇Ξ(K) with (∇Ξ) −1 = −∇s.
Proof. On such a K the pressure Ξ is both differentiable and strictly convex which implies that ∇Ξ is one-to-one from K to ∇Ξ(K), using [RV, Theorem B, p. 99] again. ∇Ξ is also continuous, see [Rock, Theorem 25.5] . ∇Ξ(µ, λ, β) = (ρ, u, E) if and only if (µ, λ, β) is in the subdifferential of −s at (ρ, u, E) ( [Rock, Theorem 23.5] ). Therefore, as −s is essentially differentiable by Lemma 3.2, the range ∇Ξ(K) can only be a subset of the interior of the domain of −s, where −s is differentiable, and ∇Ξ = ∇(−s) −1 . Since ∇s is also continuous, ∇Ξ is a homeomorphism.
