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De´partement de Mathe´matiques, Faculte´ des Sciences Semlalia, B.P. S15 Avenue Safi,
Marrakech, Maroc
We present an algorithm that computes an unmixed-dimensional decomposition of a
finitely generated perfect differential ideal I. Each Ii in the decomposition I = I1 ∩
· · · ∩ Ik is given by its characteristic set. This decomposition is a generalization of the
differential case of Kalkbrener’s decomposition. We use a different approach. The basic
operation in our algorithm is the computation of the inverse of an algebraic polynomial
with respect to a finite set of algebraic polynomials. No factorization is needed. Some of
the main problems in polynomial ideal theory can be solved by means of this decomposi-
tion: we show how the radical membership can be decided, a characteristic set of a prime
differential ideal can be selected, and the differential dimension with a parametric set of
a differential ideal can be read. The algorithm has been implemented in the computer
algebra system MAPLE and has been tested successfully on many examples.
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Introduction
Let K be a differential field of characteristic zero, ordinary or with partial derivatives.
Let F be a finite set of differential polynomials in K{X1, . . . , Xn} and let < be a ranking
of the set of derivatives of X1, . . . , Xn.
A fundamental problem of the algorithmic theory of a differential polynomial ideal is
the triviality of the differential polynomial ideal generated by F (i.e. whether 1 ∈ {F})
and the computation of the dimension of {F}, which can be described as the largest
number of elements in K{X1, . . . , Xn} that are differentially algebraically independent
modulo {F}.
Ritt (1950), Seidenberg (1956) and Boulier et al. (1995) have studied the problem of
the triviality of {F}. Ritt’s method decomposes the radical of a differential ideal as an
intersection of prime differential ideals, providing a characteristic set for each of these
ideals; it proceeds by factorization over a tower of algebraic extensions of the field of
coefficients. It is partially effective (see Seidenberg, 1956). Wu (1987, 1989) has improved
Ritt’s algorithm for applications to mechanical theorem proving.
Seidenberg’s method transforms a system of equations and inequations either by re-
ducing the number of equations or by eliminating an indeterminate. Diop (1991, 1992,
1993) has given some applications of this method to system theory. Wang (1995) has de-
veloped this method to establish an efficient zero-decomposition algorithm of differential
polynomial systems over an ordinary differential field of characteristic zero.
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Boulier et al. (1995) gave a method which represents {F} as a finite intersection of
perfect differential ideals Ji, each Ji is described by a differential system of polynomial
equations and inequations Ωi and a nondifferential Gro¨bner basis Bi. This representation
solves the membership problem and computes a characteristic set of {F} when it is
prime. The computation and splitting are similar to those in the elimination methods of
Seidenberg (1956).
Carra Ferro (1988) has studied how to compute the differential dimension of {F} using
Buchberger’s algorithm to compute Gro¨bner basis.
In the algebraic case, the above problems have been studied using Gro¨bner basis
method, (see, for instance, Buchberger, 1985; Kandri Rody, 1985; Kredel and Weispfen-
ning, 1988; Giusti, 1988). Kalkbrener (1991, 1993) introduced the notion of regular chains
to decompose a finitely generated perfect ideal into unmixed-dimensional perfect ideals;
every unmixed-dimensional ideal is given by a regular chain. He applied the algorithm
to decide the membership in a finitely generated perfect ideal, to compute its dimension,
and to solve algebraic equations.
In this paper, we present an algorithm which is completely different from the above
algorithms. We only need elementary operations, equality test for zero in K, and the
notion of invertibility of a polynomial with respect to an autoreduced set. No factorization
is needed. A polynomial f is invertible with respect to an autoreduced set A = A1, . . . , Ap
if (A, f) ∩ K[U ] 6= {0}, where U is the parametric set of A. Ritt (1950) has shown that
a polynomial f , which does not belong to the prime ideal defined by a reduced chain A,
satisfies (A, f)∩K[U ] 6= {0}, where U is the parametric set of A; this notion is generalized
to an arbitrary autoreduced set, see Lazard (1991). A procedure to test the invertibility
of a polynomial with respect to an autoreduced set and, in the positive case, to compute
its inverse is given. An autoreduced set A is satured if its initials and its separants are
invertible. When only the initials of A are invertible, A is called regular. In the algebraic
case, the notion of regular autoreduced set is equivalent to the one given by Kalkbrener.
These notions were introduced in Kandri Rody et al. (1998) to test the triviality and
to compute the differential dimension and a parametric set for an ordinary differential
polynomial ideal. The approach taken in this paper gives more interesting results. For,
we compute an unmixed-dimensional decomposition of {F} as
{F} = I1 ∩ · · · ∩ Ik.
Every unmixed-dimensional ideal Ii is given by a satured coherent autoreduced set Bi,
i.e. Ii = [Bi] : H∞Bi , where HBi is the product of the initials and the separants of Bi.
The decomposition {F} = I1 ∩ · · · ∩ Ik is a generalization to the differential case of
Kalkbrener’s decomposition. Some of the main problems in differential algebra can be
solved by means of this decomposition: we decide the radical membership; for this, we
show that a differential polynomial belongs to {F} iff it reduces to zero with respect to
every Bi; when {F} is prime, we show that a greatest autoreduced set among the Bi’s
is a characteristic set of {F}; we compute the differential dimension, we show that a
greatest parametric set of the Bi’s is a maximal independent set of variables in {F}; and
we characterize the zeros of algebraic differential equations as follows
zero(F = 0) =
k⋃
i=1
zero(Bi = 0, SBi 6= 0),
where SBi is the product of the separants of Bi. The set zero(Bi = 0, SBi 6= 0) is called
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the set of normal zeros of Bi. We use the implicit function theorem to establish that
a normal zero of a satured coherent autoreduced set, B, is a zero of the quotient ideal
[B] : H∞B , with HB is the product of the initials and the separants of B. This result has
been proved by Ritt (1950, p. 106) for a characteristic set of a prime ideal.
We begin the paper with some basic definitions and properties on differential algebra
and on the invertibility of algebraic polynomial with respect to an autoreduced set.
Section 2 describes an algorithm which represents {F} as a finite intersection of satured
differential ideals. In Section 3, we apply this algorithm to decide the membership in {F},
to compute a characteristic set of {F} when it is prime, and to compute the differential
dimension and a parametric set of {F}.
1. Definitions and Properties
In this paragraph, some proofs have been omitted from this paper. An interested reader
can find them in Kandri Rody et al. (1998).
1.1. preliminaries
For more details on differential algebra, the reader may refer to Ritt (1950) and Kolchin
(1973), see also Rosenfeld (1959); Boulier (1994) and Ollivier (1990).
Let K be a differential field of characteristic zero and ∆ = {δ1, . . . , δm} be a finite
set of derivations over K. The order of an element θ = δa11 · · · δamm of Θ = {δα11 · · · δαmm |
i = 1, . . . , n, αi ∈ N} is the integer ord(θ) =
∑m
i=1 ai. θ is proper if ord(θ) 6= 0. Let
X = {X1, . . . , Xn} be a finite set of differential indeterminates over K and ΘX = {θXi |
i = 1, . . . , n, θ ∈ Θ}. R = K{X1, . . . , Xn} = K[ΘX] denotes the differential ring of
differential polynomials (d.p.) in the indeterminates X1, . . . , Xn with coefficients in K.
Let < be a ranking over ΘX, i.e. a total ordering that satisfies
(i) ∀u ∈ ΘX, ∀i, i = 1, . . . ,m, u < δiu.
(ii) ∀u, v ∈ ΘX, ∀i, i = 1, . . . ,m, u < v =⇒ δiu < δiv.
Let f be a differential polynomial, not in K. The leader of f is the greatest element
of ΘX (w.r.t. <) that appears in f , we denote it by vf . We write f as Idvdf + · · · + I0.
I(f) = Id is the initial of f and S(f) = ∂f∂vf is the separant of f .
Let g be a d.p., not in K. A d.p. f is less than g if vf < vg or (vf = vg = v and
degree(f, v) < degree(g, v)). If neither f < g nor g < f , then we say that f and g are
equivalent and we write f ≡ g. f is said to be partially reduced with respect to g if f is
free of every derivative of vg. f is reduced w.r.t. g if it is partially reduced with respect
to g and degree(f, vg) < degree(g, vg). More generally, we say that f is reduced (resp.
partially reduced) w.r.t. a subset S of R \ K if it is reduced (resp. partially reduced)
w.r.t. each element of S.
A subset A of R\K, in which every element is reduced with respect to all the others,
is called an autoreduced set. An autoreduced set is necessarily finite, (see Kolchin, 1973,
p. 77). If A = {A1, . . . , Ap} is an autoreduced set with A1 < · · · < Ap, then we denote
A by A = A1, . . . , Ap. If A = A1, . . . , Ap and B = B1, . . . , Bq are two autoreduced sets,
we say that A is less than B if either, there is some j ≤ min(p, q) such that Ai ≡ Bi for
i < j and Aj < Bj , or q < p and Ai ≡ Bi for i ≤ q. If neither A < B nor B < A, we say
that A and B are equivalent, and we denote A ≡ B. The order on the set of autoreduced
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sets is artinian (Kolchin, 1973, p. 81). If F is a subset of K{X1, . . . , Xn}, then the set
of all autoreduced sets of F has a minimal element, which is called a characteristic set
of F and it is denoted by C.S(F ). If F is a subset of R and f is a nonzero differential
polynomial which is reduced w.r.t. C.S(F ), then C.S(F ∪ {f}) < C.S(F ).
An ideal I of R is called a differential ideal if, for all δ ∈ ∆ and f ∈ I, δf ∈ I.
The ideal I is called a perfect differential ideal if I is a differential ideal and, for all
f in R, if some power of f belongs to I then f is also in I. If S is a subset of R, we
denote by (S), [S] and {S}, respectively, the ideal, the differential ideal, and the perfect
differential ideal generated by S. A set S of d.p. is called trivial if the differential ideal
[S] is K{X1, . . . , Xn}.
There is an algorithm (Kolchin, 1973, p. 77) that reduces, a given d.p. f w.r.t. a given
autoreduced set A = A1, . . . , Ap, to a d.p. R = prem(f ;A) which is reduced w.r.t. A and
satisfies
Ii11 · · · Iipp Ss11 · · ·Sspp f ≡ R (mod [A]),
where Il = I(Al), Sk = S(Ak) and ik, sl are nonnegative integers. Note that a character-
istic set of a differential ideal I reduces every element of I to zero.
Let A be an autoreduced set. We denote by IA and SA, respectively, the product of the
initials and the product of the separants of A. Let Ψ be a subset of Θ. (ΨA) : (IASA)∞
is the set of d.p. f such that Hf belongs to the ideal ({ψg | ψ ∈ Ψ and g ∈ A}), where
H is a finite product of initials and separants of A. Note that if Ψ = Θ, [A] : (IASA)∞ =
(ΨA) : (IASA)∞ and if Ψ = {1}, (A) : (IASA)∞ = (ΨA) : (IASA)∞.
Let Ai and Aj be two differential polynomials in A. Suppose that the leaders, vAi = θiXk
and vAj = θjXk, of Ai and Aj are derivative of the same differential indeterminate Xk.
Let θXk be the lowest common derivative of θiXk and θjXk. Then, there exist φi, φj in
Θ such that θ = θiφi = θjφj . Let ∆i,j = S(Aj)φiAi − S(Ai)φjAj and ∆(A) = {∆i,j |
1 ≤ i, j ≤ p}. A is said to be coherent (Rosenfeld, 1959, p. 397) if, ∆(A) is empty or for
every ∆i,j in ∆(A), there exists a finite product H of initials and separants of A, such
that ∆i,jH belongs to ({ψg | ψ ∈ Θ, g ∈ A, and vψg < θXk}). Note that if A reduces
every element of ∆(A) to zero, then A is coherent.
1.2. invertibility of algebraic polynomials
Let A1, . . . , Ap be an autoreduced set in the polynomial ring K[X1, . . . , Xn] over a field
K of characteristic zero. We suppose that A is not reduced to a nonzero element of K.
For i = 1, . . . , p, let pi be the lowest integer such that Ai belongs to K[X1, . . . , Xpi ] and
Yi = Xpi . Let Y = {Y1, . . . , Yp} and U = {X1, . . . , Xn} \ {Y1, . . . , Yp}. K[X1, . . . , Xn] is
denoted by K[U, Y1, . . . , Yp] = K[U, Y ].
Definition 1.2.1. Let A = A1, . . . , Ap be an autoreduced set in K[U, Y ] and f a poly-
nomial in K[U, Y ]. f is said to be invertible w.r.t. A if it is invertible modulo (A1, . . . , Ap)
in K(U)[Y1, . . . , Yp], that is, there exist g in K[U, Y1, . . . , Yp] and M 6= 0 in K[U ] such
that f · g ≡M mod (A1, . . . , Ap).
Note that a finite product of invertible polynomials with respect to A is also invertible
with respect to A. The initials of A are invertible if, for i = 2, . . . , p, there exist I ′i in
K[U, Y1, . . . , Yi−1], Mi in K[U ] \ {0} and Ni in (A1, . . . , Ai−1) such that IiI ′i = Mi +Ni.
If the initials of A are invertible, we let D1 = A1, H1 = 1, and for i = 2, . . . , p, Di =
MiY
ni
i + I
′
iRi and Hi = M2 · · ·Mi, with Ai = IiY nii +Ri.
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The goal of this paragraph is to give a necessary and a sufficient condition on the
initials for an autoreduced set A to be a characteristic set of the quotient ideal (A) : I∞A
and to give an algorithm to test the invertibility of a polynomial.
Kalkbrener (1991, 1993) has defined regular chains. We restrict his definition to an
autoreduced set.
Definition 1.2.2. Let Ω be an algebraically closed field which has infinite transcendence
degree over K and let A = A1, . . . , Ap be an autoreduced set. For p = 1, A is a regular
chain and every zero (u1, . . . , uq, y1) ∈ Ωq+1 of A1 such that u1, . . . , uq are algebraically
independent over K, is called a regular zero of A. For p ≥ 2, A is a regular chain if,
A1, . . . , Ap−1 is a regular chain and for every regular zero (u1, . . . , uq, y1, . . . , yp−1) of
A1, . . . , Ap−1, we have, Ip(u1, . . . , uq, y1, . . . , yp−1) 6= 0; a zero (u1, . . . , uq, y1, . . . , yp) ∈
Ωn of A such that (u1, . . . , uq, y1, . . . , yp−1) is a regular zero of A1, . . . , Ap−1 is called a
regular zero of A.
The following theorem establishes the relationship between regularity of an autore-
duced set A and invertibility of its initials.
Theorem 1.2.1. Let A = A1, . . . , Ap be an autoreduced set. Then, A is a regular chain
iff p = 1 or, for i = 2, . . . , p, Ii is invertible with respect to A1, . . . , Ai−1.
Proof. We suppose that p ≥ 2.
(⇒) Let i ≥ 2 and let us prove that Ii is invertible with respect to A1, . . . , Ai−1. Since
A is a regular chain, A1, . . . , Ai is a regular chain. Suppose Ii is not invertible with respect
to A1, . . . , Ai−1, that is, (A1, . . . , Ai−1, Ii) ∩ K[U ] = (0). There exists a prime ideal P
in K[U, Y1, . . . , Yi−1] which contains {A1, . . . , Ai−1, Ii} and such that P ∩ K[U ] = (0).
Let (u1, . . . , uq, y1, . . . , yi−1) be a generic zero of P in Ωq+i−1. Since Ii belongs to P,
Ii(u1, . . . , uq, y1, . . . , yi−1) = 0. On the other hand, P∩K[U ] = (0) implies that u1, . . . , uq
are algebraically independent over K and (u1, . . . , uq, y1, . . . , yi−1) is a regular zero of
A1, . . . , Ai−1. Since A1, . . . , Ai is a regular chain, Ii(u1, . . . , uq, y1, . . . , yi−1) 6= 0. This is
impossible.
(⇐) Suppose A1, . . . , Ap−1 is a regular chain and let (u1, . . . , uq, y1, . . . , yp−1) be a
regular zero of A1, . . . , Ap−1. Let us prove that Ip(u1, . . . , uq, y1, . . . , yp−1) 6= 0. There
exist a nonzero polynomial M in K[U ] and a polynomial I in K[U, Y1, . . . , Yp−1] such
that IpI ≡ M mod (A1, . . . , Ap−1). Since u1, . . . , uq are algebraically independent over
K, M(u1, . . . , uq) 6= 0. Then, Ip(u1, . . . , uq, y1, . . . , yp−1) 6= 0.2
Lemma 1.2.1. Let A = A1, . . . , Ap be an autoreduced set such that the initials are in-
vertible. Then, for i = 1, . . . , p,
Hi(A1, . . . , Ai) ⊆ (D1, . . . , Di) ⊆ (A1, . . . , Ai).
Lemma 1.2.2. Let A = A1, . . . , Ap be an autoreduced set such that the initials are in-
vertible, let f be a polynomial in K[U, Y ] and L in K[U ] \ {0} such that Lf ∈ (A). Then,
prem(f ;A) = 0.
Lemma 1.2.3. Let A = A1, . . . , Ap be an autoreduced set such that the initials are invert-
ible and let the K-algebra K[U, Y ]/(A) be denoted by K[u, y], where u, y are respectively
classes of U, Y modulo (A). Then
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(1) K[u] is a domain with transcendence degree the cardinal of u; in other words, K[u] =
K[U ].
(2) K(U)[y] is of linear dimension n1 . . . np over K(U).
Proposition 1.2.1. Let A be an autoreduced set such that the initials are invertible.
Let f be in K[U, Y ] and W be a new indeterminate. Then, we can compute a nonzero
polynomial Pf (U,W ) in K[U,W ] of minimal degree in W such that Pf (U, f) ∈ (A).
Remark 1.2.1. We will talk about Pf (U,W ) when the initials are invertible. Pf (U,W )
is then a polynomial in K[U,W ] of minimal degree in W such that Pf (U, f) belongs to
the ideal (A). The polynomial Pf (U,W ), as a polynomial in K[U ][W ], can be written as
Pf (U,W ) = WQ(U,W ) + Pf (U, 0).
Proposition 1.2.2. Let A = A1, . . . , Ap be an autoreduced set such that the initials are
invertible and let f be in K[U, Y ]. Then,
f is not invertible w.r.t. A ⇐⇒ Pf (U, 0) = 0.
Lemma 1.2.4. Let A = A1, . . . , Ap be an autoreduced set and let f, g be two polynomials
such that g is invertible with respect to A and f · g belongs to (A). Then, there exists a
nonzero polynomial G in K[U ] such that G · f is in (A).
Corollary 1.2.1. Let A = A1, . . . , Ap be an autoreduced set such that the initials are
invertible and let f be in K[U, Y ]. Then, f is not invertible w.r.t. A iff there is g in
K[U, Y ] such that f · g ∈ (A) and prem(g;A) 6= 0.
Theorem 1.2.2. Let A = A1, . . . , Ap be an autoreduced set. Then, A is a characteristic
set of (A) : I∞A in K[U, Y ] iff for i = 2, . . . , p, Ii is invertible with respect to A1, . . . , Ai−1.
Lemma 1.2.5. Let A = A1, . . . , Ap be an autoreduced set with the initials invertible, f
be a polynomial in K[U, Y ] and W be a new indeterminate. Then, (A,W − f)∩K[U,W ]
is a principal ideal and its generator is a polynomial Pf (U,W ) of minimal degree in W
such that Pf (U, f) ∈ (A).
Algorithm Invert (f,A)
• Input:
– A polynomial f and an autoreduced set A = A1, . . . , Ap such that the initials
are invertible.
• Output: a pair (test,g) such that:
– test=true if f is invertible w.r.t. A and g = 0.
– test=false if f is not invertible w.r.t. A and g is a nonzero reduced polynomial
with respect to A such that g · f ∈ (A).
Begin
W := a new indeterminate;
P :=Gro¨bner Basis(A,W − f) ∩ K[U,W ] w.r.t. the lexicographical order U < W < Y .
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If P (U, 0) 6= 0 then test:=true; g := 0
Else
test:=false;
g := prem(P (U,f)f ;A);
End.
correctness of algorithm invert
Let G be the Gro¨bner basis of the ideal (A,W − f) with respect to the lexicographical
order U < W < Y and P be the unique polynomial in G∩K[U,W ]. By Lemma 1.2.5,
P is a polynomial of minimal degree in W such that P (U, f) belongs to the ideal (A). We
write P (U,W ) = Q(U,W )W +P (U, 0). By Proposition 1.2.2, f is invertible with respect
to A iff P (U, 0) 6= 0. If P (U, 0) = 0, let g = prem(Q(U, f);A). There exists a product H
of initials such that HQ(U, f) ≡ g mod (A). Since fQ(U, f) = P (U, f) ∈ (A), f ·g ∈ (A).
2. Representation for a Finitely Generated Perfect Differential Ideal as
Intersection of Satured Differential Ideals
Let A = A1, . . . , Ap be an autoreduced set of K{X1, . . . , Xn}, Yi = vAi and U =
U1, . . . , Uq be the set of the other indeterminates which are present in A. With these
replacements A goes over into an autoreduced set B = B1, . . . , Bp in K[U1, . . . , Uq, Y1,
. . . , Yp]. Let f be a differential polynomial in K{X1, . . . , Xn} such that the indeterminates
which are effectively present in f are among U1, . . . , Uq, Y1, . . . , Yp. We say that f is
invertible w.r.t. A1, . . . , Ap, if it is regarded as an algebraic polynomial, f is invertible
w.r.t. B1, . . . , Bp in K[U1, . . . , Uq, Y1, . . . , Yp]. A is said to be satured if the initials and
the separants of A are invertible, that is, for i = 2, . . . , p, Ii = I(Ai) is invertible w.r.t.
A1, . . . , Ai−1 and for i = 1, . . . , p, Si = S(Ai) is invertible w.r.t. A1, . . . , Ai. Let I be a
differential ideal and A its characteristic set. We say that I is satured and is defined by
A if I = [A] : (IASA)∞. The goal of this section is to give an algorithm which represents
a finitely generated perfect differential ideal as a finite intersection of satured differential
ideals.
2.1. main results
Proposition 2.1.1. Let I be a satured differential ideal defined by A and let f be a
differential polynomial. Then,
f ∈ I ⇐⇒ prem(f ;A) = 0.
Proof. (⇒) A is a characteristic set of I and f ∈ I, imply prem(f ;A) = 0.
(⇐) prem(f ;A) = 0 implies f ∈ [A] : (IASA)∞. Since I is satured, then [A] : (IASA)∞ =
I and f ∈ I.2
Lemma 2.1.1. (Rosenfeld, 1959 p. 397) Let A = A1, . . . , Ap be a coherent autore-
duced set. Then, every differential polynomial in [A] : (IASA)∞ which is partially reduced
with respect to A is in (A) : (IASA)∞.
Theorem 2.1.1. Let A = A1, . . . , Ap be a coherent autoreduced set. Then, A is satured
iff A is a characteristic set of [A] : (IASA)∞.
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Proof. (⇐) A is a characteristic set of [A] : (IASA)∞ implies that A is a characteristic
set of (A) : I∞A . By Theorem 1.2.2 (p. 636), the initials are invertible.
Let i be in {1, . . . , p} and let us prove that Si is invertible with respect to A1, . . . , Ai. Let
g be any polynomial in K[U, Y1, . . . , Yi] such that Sig ∈ (A1, . . . , Ai). We have g belongs
to [A] : (IASA)∞. Since A is a characteristic set of [A] : (IASA)∞, prem(g;A) = 0.
By Corollary 1.2.1 (p. 636), Si is invertible with respect to A1, . . . , Ai. (⇒) Let f be
in [A] : (IASA)∞ and g = prem(f ;A). Let us prove that g = 0. There is a product H
of initials and separants of A such that Hf ≡ g mod [A]. f ∈ [A] : (IASA)∞ implies
g ∈ [A] : (IASA)∞. Since A is coherent and g is partially reduced with respect to A,
by Lemma 2.1.1, g ∈ (A) : (IASA)∞. There exists a product H of initials and separants
such that Hf ∈ (A). The polynomial H, as a product of invertible polynomials with
respect to A, is invertible with respect to A. By Lemma 1.2.4 (p. 636), there exists a
nonzero polynomial G in K[U ] such that Gg ∈ (A1, . . . , Ap). By Lemma 1.2.2 (p. 635),
g = prem(g;A) = 0. 2
Corollary 2.1.1. Let I be a satured differential ideal defined by A. Then, A is satured.
Proof. A is a characteristic set of I = [A] : (IASA)∞. By Theorem 2.1.1, A is satured.2
Lemma 2.1.2. Let L be a field and L′ be a field extension of L. Let f1, . . . , fp be poly-
nomials in L[U1, . . . , Uq, Y1, . . . , Yp] = L[U, Y ] and ξ = (u, y) (u = u1, . . . , uq and
y = y1, . . . , yp) be a zero of f1, . . . , fp in L′ for which det
((
∂fi
∂Yj
)
1≤i,j≤p
)
is not zero.
Then, there exist power series Q1, . . . , Qp in L′[[U ]] such that:
(a) ∀j, j = 1, . . . , p, Qj(0) = yj .
(b) ∀j, j = 1, . . . , p, fj(U1 + u1, . . . , Uq + uq, Q1, . . . , Qp) = 0.
Proof. Let Ψ be the L-homomorphism from L[U, Y ] into L′[U, Y ] defined by: ∀i, i =
1, . . . , q, Ψ(Ui) = Ui+ui and ∀j, j = 1, . . . , p, Ψ(Yj) = Yj+yj . Let, for i = 1, . . . , p, gi =
Ψ(fi). Then (0, . . . , 0) is a zero of g1, . . . , gp for which det
((
∂gi
∂Yj
)
1≤i,j≤p
)
is not zero.
Then, by the implicit function theorem (Kolchin, 1973, Proposition 8, p. 31), there exist
power series G1, . . . , Gp in L′[[U ]] such that:
(a) ∀j, j = 1, . . . , p, Gj(0) = 0.
(b) ∀j, j = 1, . . . , p, gj(U1, . . . , Uq, G1, . . . , Gp) = 0.
For i = 1, . . . , p, let Qi = yi + Gi. Then Qi(0) = yi + Gi(0) = yi and, for j = 1, . . . , p,
fj(U1 + u1, . . . , Uq + uq, Q1, . . . , Qp) = gj(U1, . . . , Uq, G1, . . . , Gp) = 0. 2
Lemma 2.1.3. Let L be a field and L′ be a field extension of L. Let A = A1, . . . , Ap be
an autoreduced set of L[X1, . . . , Xn] with the initials invertible and ξ = (ξ1, . . . , ξn) be a
zero of A in L′ which annuls no separant of A. Then ξ is a zero of (A) : I∞A .
Proof. For i = 1, . . . , p, let pi be the lowest integer such that Ai belongs to L[X1, . . . ,
Xpi ]. We put Yi = Xpi , yi = ξpi and U = U1, . . . , Uq, u = u1, . . . , uq be the other
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variables and the other elements of ξ. ξ is not a zero of det
((
∂Ai
∂Yj
)
1≤i,j≤p
)
= S1 · · ·Sp
(Si is the separant of Ai). Then by Lemma 2.1.2, there exist power series Q1, . . . , Qp in
L′[[U ]] such that:
(a) ∀j, j = 1, . . . , p, Qj(0) = yj .
(b) ∀j, j = 1, . . . , p, Aj(U1 + u1, . . . , Uq + uq, Q1, . . . , Qp) = 0.
Let f be a polynomial in (A) : I∞A . There exists a product of initials H of A such
that Hf belongs to (A). H, as a product of invertible polynomials with respect to A, is
invertible with respect to A. By Lemma 1.2.4 (p. 636), there exists a nonzero polynomial
M in L[U ] such that Mf ∈ (A). Then M(U1 + u1, . . . , Uq + uq)f(U1 + u1, . . . , Uq +
uq, Q1, . . . , Qp) = 0. M(U1, . . . , Uq) 6= 0, implies M(U1 + u1, . . . , Uq + uq) 6= 0 and
f(U1 + u1, . . . , Uq + uq, Q1, . . . , Qp) = 0. Since ∀j, j = 1, . . . , p Qj(0) = yj , the power
series f(U1 +u1, . . . , Uq +uq, Q1, . . . , Qp) can be written as f(ξ)+Q, where Q is a power
series such that Q(0) = 0. But f(ξ) +Q = 0. Thus, f(ξ) = 0 and Q = 0. 2
Lemma 2.1.4. Let L be a field and A = A1, . . . , Ap be an autoreduced set of L[X1, . . . ,
Xn] with the initials and the separants invertible. Then, (A) : I∞A = (A) : (IASA)
∞.
Proof. We have (A) : I∞A ⊆ (A) : (IASA)∞. Let us prove that (A) : (IASA)∞ ⊆ (A) :
I∞A . Let f be in (A) : (IASA)
∞. There exists a product H of initials and separants of
A such that Hf belongs to (A). H, as a product of invertible polynomials with respect
to A, is invertible with respect to A. By Lemma 1.2.4 (p. 636), there exists a nonzero
polynomial M in L[U ] such Mf ∈ (A). By Lemma 1.2.2 (p. 635), f reduces to zero with
respect to A and then f belongs to (A) : I∞A . 2
Lemma 2.1.5. Let A = A1, . . . , Ap be a satured coherent autoreduced set of K{X1, . . . ,
Xn} and let ξ = (ξ1, . . . , ξn) be a zero of A, in some differential field extension of K,
which annuls no separant of A. Then, ξ is a zero of [A] : (IASA)∞.
Proof. Let f be in [A] : (IASA)∞ and let g be its partial pseudo-remainder with respect
to A. There exists a product S of separants of A such that Sf ≡ g mod [A]. Since
S(ξ) 6= 0, f(ξ) = 0 iff g(ξ) = 0. By Lemma 2.1.1 (p. 637), g belongs to (A) : (IASA)∞
and, by Lemma 2.1.4, g ∈ (A) : I∞A . Lemma 2.1.3 implies that g(ξ) = 0.2
Lemma 2.1.6. (Boulier et al., 1995) Let A = A1, . . . , Ap be a coherent autoreduced
set. Then, the differential ideal [A] : (IASA)∞ is perfect.
Theorem 2.1.2. Let F be a set of differential polynomials and A = A1, . . . , Ap be a
coherent autoreduced set which is satured and reduces the elements of F to zero. Then,
{F} = [A] : (IASA)∞ ∩ {F, S1} ∩ · · · ∩ {F, Sp}.
Proof. A reduces the elements of F to zero implies F ⊆ [A] : (IASA)∞ and {F} ⊆
{[A] : (IASA)∞} with {[A] : (IASA)∞} is the perfect differential ideal generated by [A] :
(IASA)∞. Moreover, for i = 1, . . . , p, {F} ⊆ {F, Si}, therefore {F} ⊆ {[A] : (IASA)∞} ∩
{F, S1} ∩ · · · ∩ {F, Sp}. Since A is a coherent autoreduced set, [A] : (IASA)∞ is a perfect
differential ideal (see Lemma 2.1.6), hence {[A] : (IASA)∞} = [A] : (IASA)∞ and {F} ⊆
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[A] : (IASA)∞∩{F, S1}∩· · ·∩{F, Sp}. Let ξ be a zero of F in a universal extension field of
K. If ξ annuls some separant Si of A, then ξ is a zero of F ∪{Si}. If ξ annuls no separant
of A, then, by Lemma 2.1.5, ξ is a zero [A] : (IASA)∞. By the Hilbert zero theorem, (see
Kolchin, 1973, p. 146, Theorem 1.) {F} ⊇ [A] : (IASA)∞ ∩ {F, S1} ∩ · · · ∩ {F, Sp}.2
2.2. algorithm
The following algorithm represents a finitely generated perfect differential ideal as a
finite intersection of satured differential ideals. In this representation, each ideal is de-
fined by a satured coherent autoreduced set.
Algorithm: Rad(F )
• Input: A finite set F of differential polynomials.
• Output: A finite set S = {B1, . . . ,Bk} of satured coherent autoreduced sets such
that
– {F} = ⋂ki=1[Bi] : (SBiIBi)∞.
– S = {1} iff [F ] = K{X1, . . . , Xn}.
Begin
B := C.S(F ), {B = A1, . . . , Ap};
If B = 1 then
Rad(F ) := {1}
Else
R := {prem(f ;B) | f ∈ (F \ B) ∪∆(B)};
If R = ∅ or R = {0} then
(test,f, g):=satured(B)
if test then Rad(F ) := {B} ∪⋃pi=1 Rad(F ∪ {Si}) {Si = S(Ai)}
Else Rad(F ) := Rad(F ∪ {f})⋃ Rad(F ∪ {g});
Else Rad(F ) := Rad(F ∪R);
End.
In the above algorithm, we have to check that an autoreduced set is satured. The
procedure satured, when it is applied to an autoreduced set B, returns three arguments:
test, f , and g such that test is a boolean variable to which we can associate either true
if B is satured, or false otherwise. If B is satured we let f = 0 and g = 0, otherwise f
is the first initial or separant of B which is not invertible and g is a reduced differential
polynomial with respect to B such that f · g belongs to (B).
Procedure: satured(B)
• Input: An autoreduced set B = A1, . . . , Ap.
• Output:
– (true,0,0) if B is satured.
– (false,f, g) otherwise. f, g are reduced d.p. w.r.t. B such that f · g belongs to
(B).
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Begin
test1:=true; i := 1; f := 0; g := 0;
while i ≤ p and test1 do
f := S(Ai);
(test2,g) :=Invert(f ;A1, . . . , Ai);
if test2 then
i := i+ 1
if i ≤ p then
f := I(Ai);
(test2,g) :=Invert(f,A1, . . . , Ai−1);
end(if)
end(if)
test1 :=test2;
end(while)
if test1 then f := 0; g := 0;
satured(B) :=(test1,f, g);
End.
correctness of the algorithm
Let F be a finite set of differential polynomials and B = A1, . . . , Ap be a characteristic
set of F . Suppose that B is not reduced to a nonzero element of K, otherwise the algorithm
is correct. Since the order on autoreduced sets is artinian, we can suppose that the
algorithm is correct when it is applied to a finite set of differential polynomials which
has a characteristic set less than B. Let R be the set of the pseudo-remainders of the
elements of F ∪∆(B) with respect to B.
If R 6= {0}, then every element of R is reduced with respect to B, therefore a char-
acteristic set of F ∪ R is less than B. We have {F} = {F ∪ R} and Rad(F ) is equal to
Rad(F ∪R), we apply the induction hypothesis to (F ∪R) to compute Rad(F ∪R).
Suppose that R = {0} or R = ∅. If B is satured, then from Theorem 2.1.2, we have
{F} = [B] : (IBSB)∞ ∩ {F, S1} ∩ · · · ∩ {F, Sp} and Rad(F ) is defined to be {B} ∪
⋃p
i=1
Rad(F ∪ {Si}), we apply the induction hypothesis to each F ∪ {Si}. If B is not satured,
that is, some initial or separant of B, which we denote by T , is not invertible with respect
to A1, . . . , Ai for some i. Let (false, T ′) =Invert(T,A1, . . . , Ai), that is, TT ′ belongs to
the ideal (A1, . . . , Ai) and T ′ is reduced with respect to B. Then {F} = {F, TT ′} =
{F, T} ∩ {F, T ′} and Rad(F ) is equal to Rad(F ∪ {T}) ∪ Rad(F ∪ {T ′}), we apply the
induction hypothesis to F ∪ {T} and F ∪ {T ′}.
termination of the algorithm
Let F be a finite set of differential polynomials and B = A1, . . . , Ap be a characteristic
set of F . Suppose B is not reduced to a nonzero element of K, otherwise the algorithm
stops. Let R be the set of the pseudo-remainders of F ∪ ∆(B) with respect to B. If
R 6= {0}, the algorithm will be applied to F ∪R which has a characteristic set less than
B. In this case the algorithm must stop since the order on autoreduced sets is artinian.
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Suppose that R is reduced to {0}. There are two cases. If B is satured then the algorithm
is applied, successively, to F ∪ {Si} for i from 1 through p. Each Si is reduced with
respect to B then, by the Ko¨nig Lemma (Ko¨nig, 1950, Chap. 6.6), the algorithm must
stop. If B is not satured, that is some initial or separant of B, which we denote by T , is not
invertible with respect to A1, . . . , Ai for some i. Let (false, T ′) = Invert(T ;A1, . . . , Ai).
The algorithm is applied to (F ∪ {T}) and (F ∪ {T ′}). Since T and T ′ are reduced with
respect to B then, by the Ko¨nig Lemma, the algorithm must stop.
2.3. examples
In the following examples we use the differential ring Q{x1, . . . , xn} endowed with m
derivations and n differential indeterminates x1, . . . , xn. The computation was performed
using the Maple system on Macintosh Quadra 800. The variable δi11 · · · δimm xi is denoted
by xi,i1,...,im and an autoreduced set B = A1, . . . , Ap by [A1, . . . , Ap].
Example 2.3.1. Let S be the Euler system (taken from Boulier, 1994) x1,0,0,1 + x1,0,0,0x1,1,0,0 + x2,0,0,0x1,0,1,0 + x3,1,0,0 = 0x2,0,0,1 + x1,0,0,0x2,1,0,0 + x2,0,0,0x2,0,1,0 + x3,0,1,0 = 0
x1,1,0,0 + x2,0,1,0 = 0.
The algorithm Rad, applied to S, returns:
{[x1,1,0,0 + x2,0,1,0, x2,0,0,1 + x1,0,0,0x2,1,0,0 + x3,0,1,0 − x2,0,0,0x1,1,0,0, x1,0,0,1
+ x1,0,0,0x1,1,0,0 + x2,0,0,0x1,0,1,0 + x3,1,0,0, x1,0,0,0x2,2,0,0 + x2,1,0,1
− x2,0,0,0x1,2,0,0 − x2,0,0,0x1,0,2,0 − x1,0,0,0x1,1,1,0 − x1,0,1,1, x1,0,0,0x2,0,0,0x1,2,1,0
+ x1,0,0,0x2,0,0,0x1,0,3,0 + x1,0,0,02x1,1,2,0 + x1,0,0,0x1,0,2,1 + x1,0,0,02x1,3,0,0
+ x1,0,0,0x1,2,0,1 + x1,0,1,0x2,1,0,1 − x1,0,1,0x2,0,0,0x1,2,0,0 − x1,0,1,0x2,0,0,0x1,0,2,0
− x1,0,1,0x1,0,1,1 − x1,0,0,0x1,0,2,0x1,1,0,0 − x1,0,0,0x1,2,0,0x1,1,0,0],
[x1,0,0,0, x2,0,1,0, x2,0,0,1 + x3,0,1,0, x3,1,0,0, x2,1,0,1]}.
Computing time = 38 s.
Example 2.3.2. Let S be the system:
x1,1 + x1,0 + x2,3 + 2x2,2 − x3,2 − x3,0 = 0
x1,2 + 3x1,1 + 2x1,0 + x2,4 + 4x2,2 + x2,1 + 2x2,0 − x3,3 − 2x3,2 − x3,1 − 3x3,0 = 0
x4,0 + x1,2 + 3x1,1 + x1,0 + x2,4 + 4x2,3 + 4x2,2 − x2,0
−x3,3 − 2x3,2 − x3,1 − 2x3,0 = 0].
The algorithm Rad, applied to S, returns:
{[4x4,0− 4x1,0− 4x2,0, 4x1,1 + 4x1,0 + 8x2,2 + x2,1 + 2x2,0− 4x3,2− 5x3,0,−4x2,3−
x3,0 + x2,1 + 2x2,0]}.
Computing time = 6 s.
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Example 2.3.3. Let S be the system:
x1,1,0,0
2x1,0,1,0
2 − x1,1,0,0x1,0,1,0 + 1 = 0
x1,1,1,0 − x2,0,0,0 = 0
x2,1,0,0 − x1,1,0,0x2,0,0,1 = 0
x2,0,1,0 − x1,0,1,0x2,0,0,1 = 0
x1,0,0,1
3 − x1,1,0,0x1,0,1,0 = 0.
The algorithm Rad, applied to S, returns
Rad(S) = {[3x2,0,0,0, 1− x1,0,0,13 + x1,0,0,16, x1,0,0,13 − x1,1,0,0x1,0,1,0,
− 3x1,0,0,13x1,0,2,0 + 6x1,0,2,0]}.
Computing time = 75 s.
3. Applications
3.1. nullstellensatz test
Theorem 3.1.1. Let f be a differential polynomial and F be a finite set of differential
polynomials. Let Rad(F ) = {B1, . . . ,Bs}. Then,
f ∈ {F} ⇐⇒ ∀i, i = 1, . . . , s, prem(f ;Bi) = 0.
Proof. We have {F} = ⋂si=1[Bi] : (IBiSBi)∞. Then,
f ∈ {F} ⇐⇒ ∀i, i = 1, . . . , s, f ∈ [Bi] : (IBiSBi)∞.
By Proposition 2.1.1 (p. 637),
f ∈ [Bi] : (IBiSBi)∞ ⇐⇒ prem(f ;Bi) = 0.2
Corollary 3.1.1. Let F be a subset of K{X1, . . . , Xn} and Rad(F ) = {B1, . . . ,Bs}.
Then,
1 ∈ [F ] ⇐⇒ s = 1 and B1 = 1.
Example 3.1.1. Let S be the system:
x2,3 − x3,03 = 0
x1,3 − x2,03 = 0
x3,0x4,0 − 1 = 0
x1,0
3 = 0.
The algorithm Rad, applied to S, returns {[1]}. The system S is trivial.
Computing time = 11 s.
Remark 3.1.1. We can use the Nullstellensatz test to decide when a system of equations
and inequations has solution. This is illustrated by the following example.
Example 3.1.2. The following example is taken from Wang (1996).
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Let S be the system: 
p1 = x2,1x2,2x3,1 + 3x1,2x3,0 = 0
p2 = x2,2x3,0x3,1 + 6x1,0x2,0 = 0
p3 = x1,0x2,1 − 2x1,2x2,0 = 0
q = x2,1 (x3,0 − 2x2,0) 6= 0.
The algorithm Rad, applied to F = {p1, p2, p3}, returns:
Rad(F ) = {[x1,0, x2,1x2,2x3,1], [−2x2,0,−6x3,0], [x1,0, x2,1x3,1],
[x1,0x2,0, 3x1,04x1,2x3,0], [x1,0x2,0, 3x1,04x3,0],
[−2x2,0,−6x1,2x3,0], [x1,0, x2,1], [1769472x2,019x1,010x3,02
−7077888x2,021x1,010, x1,0x2,1 − 2x1,2x2,0,−16x1,02x2,03x2,12x2,2x3,0
−24x1,03x2,03x3,0x2,1]}.
Let B = x1,0, x2,1x2,2x3,1 the first autoreduced set in Rad(F ). We have prem(q;B) 6= 0,
then q /∈ {F}, hence the system S has solution.
Computing time = 73 s.
3.2. computation of a characteristic set of a prime differential ideal
Theorem 3.2.1. Let F be a finite set of differential polynomials such that the perfect
differential ideal generated by F is prime . Let Rad(F ) = {B1, . . . ,Bs} and B be a greatest
autoreduced set in {B1, . . . ,Bs}. Then, B is a characteristic set of {F}.
Proof. We have {F} = ⋂si=1[Bi] : (IBiSBi)∞. Since {F} is prime, there exists i in
{1, . . . , s} such that {F} = [Bi] : (IBiSBi)∞ (otherwise, for i = 1, . . . , s, let fi be in [Bi] :
(IBiSBi)
∞, fi /∈ {F} and let f =
∏s
i=1 fi. We get f ∈ {F} and for i = 1, . . . , s, fi /∈ {F},
this implies that {F} is not prime).
From Theorem 2.1.1 (p. 637), Bi is a characteristic set of [Bi] : (IBiSBi)∞ = {F}. We
have Bi ⊆ {F} ⊆ [B] : (IBSB)∞, hence B is less than Bi. Since B is a greatest element of
{B1, . . . ,Bs}, we get B ≡ Bi. By Theorem 2.1.1, B is a characteristic set of [B] : (IBSB)∞.
Bi ⊆ [B] : (IBSB)∞ and B ≡ Bi imply that Bi is a characteristic set of [B] : (IBSB)∞.
Let f be in [B] : (IBSB)∞, we have prem(f ;Bi) = 0, then, f ∈ [Bi] : (IBiSBi)∞ and
therefore {F} = [Bi] : (IBiSBi)∞ = [B] : (IBSB)∞. Hence (again by Theorem 2.1.1) B is
characteristic set of {F}.2
3.3. computation of the differential dimension
In this section, we suppose that K is a differentially algebraically closed field of charac-
teristic 0 and the fixed order < is an unmixed ranking, that is, a ranking which satisfies:
∀i, j = 1, . . . , n, ∀θ, φ ∈ Θ Xi < Xj =⇒ θXi < φXj .
The differential dimension of a nontrivial differential ideal I is the maximal | U |, for
all U a subset, possibly empty, of {X1, . . . , Xn} such that I ∩ K{U} = {0}. The set of
differential indeterminates U is called a parametric set of I. The differential dimension of
K{X1, . . . , Xn} is defined to be −1. Let E be a subset of K{X1, . . . , Xn}, the differential
dimension of [E] is the differential dimension of {E}, we denote it by dim(E). Let B =
A1, . . . , Ap be an autoreduced set. For all i, i = 1, . . . , p, vAi is the derivative of some
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differential indeterminate Xji . The set UB = {X1, . . . , Xn} \ {Xj1 , . . . , Xjp} is called the
parametric set of B.
If I is a prime differential ideal and ξ = (ξ1, . . . , ξn) is a generic zero of I then, the
differential dimension of I is the maximal number of the elements of {ξ1, . . . , ξn} that
are differentially algebraically independent over K modulo I (Kolchin, 1973, p. 129).
Proposition 3.3.1. Let I1, . . . , Ir be differential ideals in K{X1, . . . , Xn} and I = I1∩
· · · ∩ Ir. Then, dim(I) = max{dim(Ii) | i = 1, . . . , r}.
Proof. It suffices to prove the proposition for the case r = 2. Let d = dim(I). Since
I ⊆ I1 ∩ I2, d ≥ max{dim(Ii) | i = 1, 2}. On the other hand, let U = {Xi1 , . . . , Xid}
be a parametric set of I. We have I1 ∩ K{U} = (0) or I2 ∩ K{U} = (0) (otherwise, let
P1 ∈ I1 ∩ K{U} \ {0} and P2 ∈ I2 ∩ K{U} \ {0}, P1P2 is then in I ∩ K{U} \ {0}, this is
impossible). Hence, d ≤ max{dim(Ii), i = 1, 2}.2
Theorem 3.3.1. Let B = A1, . . . , Ap be a satured coherent autoreduced set. Then, UB
is a parametric set of [B] : (IBSB)∞. Furthermore, if P is a minimal prime differential
ideal that contains [B] : (IBSB)∞, then, UB is a parametric set of P and [B] : (IBSB)∞
is an unmixed-dimensional differential ideal.
Proof. Let P1, . . . ,Ps be prime differential ideals such that [B] : (IBSB)∞ =
⋂s
i=1 Pi
and for i 6= j, Pi 6⊆ Pj . Let us prove that IBSB /∈ P1. If [B] : (IBSB)∞ is prime then
P1 = [B] : (IBSB)∞ and IBSB /∈ P1. Suppose [B] : (IBSB)∞ is not prime, that is, s ≥ 2.
For i = 2, . . . , s let fi be in Pi \ P1 and g = f2 · · · fs. We have g ∈
⋂s
i=2 Pi. Since P1
is prime, g /∈ P1. If IBSB ∈ P1 then IBSBg ∈ [B] : (IBSB)∞ and g ∈ [B] : (IBSB)∞,
therefore g ∈ P1 which is not true. Hence, IBSB /∈ P1.
Let ξ = (ξ1, . . . , ξn) be a generic zero of P1. Since the order on Θ is an unmixed
ranking we suppose {X1, . . . , Xq} is a parametric set of B. ξ is a zero of B such that
(IBSB)(ξ) 6= 0. Then, for all i, i = 1, . . . , n − q, ξq+i is differentially algebraically
over K < ξ1, . . . , ξq+i−1 >. The differential dimension of P1 is then less than q. On
the other hand, P1 ∩ K{X1, . . . , Xq} = {0} which implies that dim(P1) ≥ q. Indeed,
if P1 ∩ K{X1, . . . , Xq} 6= {0}, then for i = 2, . . . , s, let gi = prem(fi;B) and let
h ∈ P1 ∩ K{X1, . . . , Xq} \ {0}. For each i, i = 2, . . . , s, there is a product Hi of ini-
tials and separants of B such that Hifi ≡ gi mod [B]. Since IBSB and fi do not belong
to P1, gi does not belong to P1. Let H = hg2 · · · gs. We have H ∈ [B] : (IBSB)∞ and H
is partially reduced with respect to B. By Lemma 2.1.1 (p. 637), H ∈ (B) : (IBSB)∞.
For i = 1, . . . , p, let yi = vAi and let u1, . . . , ur be the other differential indeterminates
which appear in B or H. We have hg2 · · · gs ∈ (B) : (IBSB)∞ and h ∈ K[u1, . . . , ur]. Let
Q = g2 · · · gs and G be a product of initials and separants of B such that GhQ ∈ (B). The
polynomial Gh is invertible with respect to B, then by Lemma 1.2.4 (p. 636), there exists
a nonzero polynomial M in K[u1, . . . , ur] such that MQ ∈ (B). Then, by Lemma 1.2.2
(p. 635), prem(g2 · · · gs;B) = 0. Thus, g2 · · · gs belongs to [B] : (IBSB)∞ ⊆ P1. This is
not true since P1 is prime and for i = 2, . . . , s, P1 does not contain gi.2
Theorem 3.3.2. Let F be a finite set of differential polynomials and let Rad(F ) =
{B1, . . . ,Bs}. Then, the differential dimension of {F} is max{| UBi |: i = 1, . . . , s}. If
Rad(F ) = {1} then the differential dimension of {F} is −1. Moreover, if | UBi | is the
differential dimension of {F}, then UBi is a parametric set of {F}.
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Proof. Suppose Rad(F ) 6= {1}. We have:
{F} =
s⋂
i=1
[Bi] : (IBiSBi)∞.
By Proposition 3.3.1,
dim(F ) = max{dim([Bi] : (IBiSBi)∞) : i = 1, . . . , s}.
Then, by Theorem 3.3.1,
dim(F ) = max{| UBi |: i = 1, . . . , s}.
Let i be in {1, . . . , s} such that | UBi | is the differential dimension of {F}. Again by
Theorem 3.3.1,
[Bi] : (IBiSBi)∞ ∩ K{UBi} = {0}.
Since {F} ∩K{UBi} is a subset of [Bi] : (IBiSBi)∞ ∩K{UBi}, then, {F} ∩K{UBi} = {0}
and UBi is a parametric set of {F}. 2
Example 3.3.1. Let S be the Euler system (taken from Boulier, 1994): x1,0,0,1 + x1,0,0,0x1,1,0,0 + x2,0,0,0x1,0,1,0 + x3,1,0,0 = 0x2,0,0,1 + x1,0,0,0x2,1,0,0 + x2,0,0,0x2,0,1,0 + x3,0,1,0 = 0
x1,1,0,0 + x2,0,1,0 = 0.
Using the algorithm Rad, (see Example 2.3.1), the differential dimension of S is zero.
Example 3.3.2. The following example is taken from Boulier et al. (1995).
Let S be the system:
x1,1,0,0
2x1,0,1,0
2 − 2x1,1,0,0x1,0,1,0 + 1 = 0
x1,1,1,0 − x2,0,0,0 = 0
x2,1,0,0 − x1,1,0,0x2,0,0,1 = 0
x2,0,1,0 − x1,0,1,0x2,0,0,1 = 0
x1,0,0,1
3 − x1,1,0,0x1,0,1,0 = 0.
The algorithm Rad returns:
{[x2,0,0,0, 1− x1,0,0,13, x1,1,0,0x1,0,1,0 − 1,−x1,0,2,0]}.
Computing time = 101 s.
The differential dimension of {S} is 0.
Example 3.3.3. Let S be the system: x2,1x1,0 = 0x1,1x3,0 = 0
x2,0x3,1 = 0.
The algorithm Rad produces:
{[x1,0, x2,0x3,1], [x1,0, x2,0], [x1,1, x2,0], [x1,1, x2,1x1,0, x2,0x3,1], [x2,1x1,0, x1,1x3,0]}.
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The differential dimension of {S} is 1. From the decomposition we can see that {x2},
{x3}, or {x1} is a parametric set of {S}.
Computing time = 4 s.
Example 3.3.4. Let S be the system: x2,0,1 + x3,0,1 − x3,1,0 − x2,1,0 = 0x1,0,1 − x3,0,1 − x3,1,0 − x2,1,0 = 0
x1,1,0 − 2x3,1,0 − x2,1,0 = 0.
The algorithm Rad produces:
{[−x2,0,1+x2,1,0+x1,1,0−x1,0,1,−x1,0,1+2x3,0,1+x2,0,1,−x2,0,1−2x3,1,0−x1,0,1+2x1,1,0]}.
The differential dimension is equal to 1 and {x1} is a parametric set of {S}.
Computing time = 4 s.
3.4. solving algebraic differential equations
Let Ω be a universal extension field of K. The set of common zeros in Ωn of a subset
F of K{X1, . . . , Xn} is denoted by Z(F ). Let B be a satured coherent autoreduced set
of K{X1, . . . , Xn}. A zero ξ = (ξ1, . . . , ξn) in Ωn of B which annuls no separant of B is
called a normal zero of B. The set of normal zeros of B is denoted by NZ(B).
Theorem 3.4.1. Let F be a finite subset of K{X1, . . . , Xn}. Then we can compute a set
of satured coherent autoreduced sets {B1, . . . ,Bk} such that:
Z(F ) =
k⋃
i=1
NZ(Bi).
Proof. Let B = A1, . . . , Ap be a characteristic set of F . We suppose that B is not
reduced to a nonzero element of K. Since the order on autoreduced sets is artinian, we
assume that the theorem is satisfied for every finite subset of K{X1, . . . , Xn} that has a
characteristic set lower than B. Let R be the set of the remainders, with respect to B, of
elements of F∪∆(B) and let F ′ = F∪R. If R 6= {0}, F ′ has a characteristic set lower than
B, we can apply the induction hypothesis to F ′, since {F} = {F ′} and Z(F ) = Z(F ′),
the theorem is satisfied for F . If R = {0}, that is, B is a coherent autoreduced set that
reduces every element of F to zero, then if B is not satured, by the procedure Satured we
get two nonzero polynomials f and g, reduced with respect to B, such that f · g ∈ (B).
We have {F} = {F, f · g} = {F, f}∩{F, g}, hence Z(F ) = Z(F ∪{f})⋃Z(F ∪{g}). We
apply the induction hypothesis to F ∪ {f} and F ∪ {g} since their characteristic set are
lower than B, hence the theorem is proved for F . If R = {0} and B is satured then, from
Theorem 2.1.2 (p. 639),
Z(F ) = Z([B] : (IBSB)∞) ∪ Z(F, S1) ∪ · · · ∪ Z(F, Sp)
and
Z(F ) = NZ(B) ∪ Z(F, S1) ∪ · · · ∪ Z(F, Sp).
Indeed, B ⊆ [F ], implies Z(F ) ⊆ NZ(B) ∪ Z(F, S1) ∪ · · · ∪ Z(F, Sp). From Lemma 2.1.5
(p. 639) a normal zero of B is a zero of [B] : (IBSB)∞, hence it is a zero of F , this shows
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the other inclusion. We apply the induction hypothesis to F ∪ {Si}, i = 1, . . . , p, since
F ∪ {Si} has a characteristic set lower than B.2
Conclusion
We have developed an algorithm that computes, for an arbitrary perfect differential
ideal I, a number of unmixed-dimensional perfect differential ideals I1, . . . , Im such that
I = I1∩· · ·∩Im, each Ii is defined by its characteristic set. There are many applications of
this algorithm in differential ideal theory. We can check useful properties of the differential
ideal under consideration such as its dimension, its triviality, etc., we apply this algorithm
to decide whether a system of equations and inequations has a solution in some differential
extension field of the basic field.
The basic operation in this algorithm is the computation of the inverse of a polynomial
w.r.t. an autoreduced set. No factorization is needed, however, no study of its complexity
was made.
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