Abstract. In this paper, we consider one-dimensional wave equation with real-valued square-summable potential. We establish the long-time asymptotics of solutions by, first, studying the stationary problem and, secondly, using the spectral representation for the evolution equation. In particular, we prove that part of the wave travels ballistically if q ∈ L 2 (R + ) and this result is sharp.
Introduction
We will consider the Cauchy problem for the wave equation y tt (x, t) = y xx (x, t) − q(x)y(x, t), y(x, 0) = φ(x), y t (x, 0) = ψ(x), y(0, t) = 0, t ≥ 0, x ∈ R + (1) where q(x) is time-independent, real-valued, and q(x) ∈ L 2 (R + ). In the free case (i.e., when q = 0),
where φ o and ψ o are odd continuations of φ and ψ to R.
Assuming that φ and ψ are smooth and compactly supported, this formula gives the classical solution that propagates with finite speed.
If q = 0, the stationary operator for the problem is one-dimensional Schrödinger
The conservation law is E(t) = y t , y t + Hy, y = const (3) In this paper, we will study the long-time behavior of y(x, t) which is the main question of the scattering theory for (1) . The scattering theory of wave equation is the classical subject and was extensively studied in the literature (see [9] for an excellent source of information). It is known that the spectrum of stationary operator can be pure point as long as q ∈ L p (R + ) with p > 2 [10, 12] and that will show the sharpness of our result in the L p -scale for potential. The method is a modification of the one employed for Dirac operator [4] . We heavily relied on the "trace identities" obtained in [8] . The paper [8] can also be a source for the proofs of various well-known results we mention in the text. In the context of polynomials orthogonal on the unit circle, similar statements were proved in [2, 5, 11] .
The organization of the paper is as follows: in the second section, we introduce the modified Jost function and obtain its multiplicative representation. In the third section, we prove asymptotics of the generalized eigenfunctions for the stationary Schrödinger operator. In the fourth one, we apply this result to prove theorem on asymptotics of solution to wave equation. For that, we need to additionally assume that potential oscillates in a certain way. The last section contains the proof of the existence of modified wave operators in general case. In the Appendix, we collected some standard results we used in the paper.
We will use the following definition for the (inverse) Fourier transform of the function f (x)f In this paper we will always take E = k 2 . Assume that q ∈ L 2 (R + ) which by Weyl's theorem implies σ ess (H) = [0, ∞). Denote the spectral measure of H by dρ(E). We have the following generalized Plancherel identity
for any f ∈ L 2 (R + ) wheref
and the integral is understood in the L 2 -sense. The case of square summable potential is well-understood now, e.g., the criterion for q ∈ L 2 (R + ) in terms of dρ was obtained in [8] . Let us write dρ(E) = dρ s (E) + µ(E)dE, E > 0 where dρ s is singular part and µ is the density of a.c. part.
We will need to control the asymptotical behavior of u(x, k) for x → +∞. The pointwise in k results of that type were obtained in [1] for q ∈ L p (R + ) with p < 2. We will obtain the asymptotics of u(x, k) for real k but in the integral sense. To this end, we take k ∈ C + and define the modified Jost functions as follows.
For arbitrary large R, consider the truncation q R (x) = q(x)χ x<R . Now that q R ∈ L 1 (R + ), we can define the usual Jost solution j(x, k, R) by requiring
The function j(x, k, R) exists not only for any k ∈ C + but also for real k = 0. That, for instance, follows from the integral equations for j(x, k, R). Indeed, rewrite (4) as
we finally get
Due to asymptotics of j at infinity, we have integral equations for ψ 1 , ψ 2 :
Then, one can easily show that iterations converge for any k ∈ C + \{0}. Moreover, if k ∈ C + , then this convergence is uniform in R since q ∈ L 2 (R + ). The function j(0, k, R) is called the Jost function for q R , the truncated q. We will denote it by j(k, R). Clearly, we have
We will call j m (k, R) the modified Jost function for truncated q. The function j(k, R) is analytic in k in C + and, in general, might have zeroes on iR + . If these zeroes are denoted by {ik j (R)}, then {−k 2 j (R)} are the negative eigenvalues of H R . Since j(x, k, R) is well-defined for real k = 0 and the Wronskian W (j(x, k, R), j(x, k, R)) = 2ik, we have
In particular, taking x = R, we get
Later on, we will need a formula for ∂ R j(k, R).
Lemma 2.1. For any real k = 0, we have
Proof. Denote the fundamental matrix for (5) by Y (x 1 , x) such that
by (5) . Write
and this identity is for L 2 functions in R. Differentiating in x, we have
Substitute (12) and
to get (11).
Our goal is to prove asymptotics of j m (k, R) as R → ∞. Having that at hand, we can obtain the asymptotics for u(R, k) by (9) . At this point, it is crucial that we work with analytic extension of j m (k, R) to the upper half-plane.
As we mentioned before, one can prove that j m (k, R) → j m (k) uniformly over the compacts in C + by working with integral equations (7) . Instead, one can use the determinantal representation for j(k, R) which was advocated in [7] . It is a rather well-known fact that
where
, and det is the perturbation determinant. The regularization of perturbation determinant gives
we obtain
whereq R (k) is the (inverse) Fourier transform of q R . By (6), (8) , and (13),
and the convergence is uniform over the compacts in C + due to q ∈ L 2 (R + ) and the standard properties of the regularized determinants.
For the Weyl-Titchmarsh function m R (z) of truncated potential, we have two different representation. One is through the spectral measure
and the other one is through the so-called Weyl's solution, which in our case is a multiple of the Jost solution, so
Since q R is compactly supported, dρ R is absolutely continuous on R + and j(0, k, R) is continuous up to the real line which gives πµ R (E) = 1 2i
In the next section, we will show that the same factorization identity holds for j m (k) and µ(E).
2.2.
The a(k)-coefficient and its modification. Take the truncated potential q R , continue it to R − by zero, and consider the Schrödinger equation on the line. Then, for the Jost solution
The functions a and b possess many interesting properties that we list below:
2. The function a(k, R) is analytic in k ∈ C + and is continuous up to R\{0}. It can have zeroes only on iR + . If they are denoted by {iξ j (R)}, then the negative eigenvalues of the operator
The functions m, j, a, and b are related by
By (8) and (16), we have
so a m and a are different only by a singular function that (in its multiplicative representation) corresponds to a jump at zero with the mass
which can grow in R.
We have
as Im k ≥ 0 and |k| → ∞ (indeed, that can be easily observed since a m (k, R) = ψ 1 (0, k, R) from (7)).
One can easily show that a m (k) is analytic in C + . If its zeroes are denoted by {iξ j }, then the negative eigenvalues of
Next, let us obtain the integral representation for a m (k, R) and a m (k). We have
ln |a(t, R)|dt and B(k, R) is the standard Blaschke product
and, since |a(t, R)| is even in t,
is a modified Cauchy kernel. For the modified Blaschke product,
We can rewrite (19) as
By [8] , formula (1.33),
Notice that since |m(t 2 ) + it| 2 ≥ t 2 , we have for any
Proof. Let us introduce the function
This last integral is the Cauchy-type integral of a non-negative function from L 1 (R). For the truncated potential, we take
For the imaginary parts of f (k, R) and h(k),
By repeating the proof of theorem 5.1 ([8] , page 20), one has
This proof we refer to is based on several standard observations. We sketch the details here following [8] . If
Since both r R (k) and r(k) have nice boundary behavior near R + , one can prove
Using the Taylor expansion for ln(1 − |r| 2 ), identities (25), and summing up the estimates above, we have
for any a, b. Taking a → 0, b → ∞ and handling R − similarly, we get (24).
On the other hand,
Computing the asymptotics as Im k → +∞, we have
by (26) and (18). Similarly,
Thus, by lemma 6.1 from Appendix, f (k) = h(k) and the lemma easily follows.
As a simple corollary, we get Lemma 2.3. For the modified Jost function,
This formula is the most natural one since the Blaschke product is built not from zeroes of j m , those are hiding in the poles of m(k 2 ) + ik. Notice also that for a.e. k ∈ R,
2.3. One result on weak convergence. The main goal of this subsection is to prove
Proof. By the Spectral Theorem,
where G(s, t, z) is the Green function for H and the identity is understood in the distributional sense. Thus,
Substituting the resolvent identity
and the explicit formula (14), we get (again, in the distributional sense)
Taking imaginary part, we have for
and the integral in the l.h.s. converges for fixed s and t since (9) and asymptotics of Jost functions). So, (29) holds as a functional identity. Take
In particular,
By the standard approximation argument, (10) , and (31) we have
√ EdE in the weak-( * ) topology on (0, ∞).
The asymptotics of modified Jost function on the real line
In this section, we will prove Theorem 3.1. For any finite interval I not containing zero,
Proof. The proof is standard. We will consider I ⊂ R + , the negative half-line can be handled similarly. Fix any a, b such that 0 < a < b and take isosceles triangle T with base [a, b] and the sides γ 1 , γ 2 . Denote the angle between γ 1(2) and a base by φ and γ = γ 1 ∪ γ 2 ∪ [a, b]. Here, φ is a small positive angle to be chosen later. Take some reference interior point ξ ∈ T and denote the harmonic measure by ω ξ (t). We have two simple estimates
The function ω ξ (t) is nonnegative and smooth on the sides of triangle. Write
and
We need the following lemma
Proof. The proof is elementary but lengthy. The multiplicative representation (27) yields g(k, R) = I 1 I 2 I 3 I 4
and δ is positive small.
with estimates uniform in R by (21). I 4 is uniformly bounded since ξ j (R) ℓ 3 is bounded uniformly in R by (21) also.
We have
uniformly in R by theorem 2.1 and
uniformly in R by the standard estimates on the spectral measure. Moreover,
The application of Jensen's inequality and (37) to exp Re 1 2πi
(the standard estimate for the boundary growth of H 2 (C + ) functions). We are left with estimating I 1 . Write
Let us show that
uniformly in R and k ∈ Ω. We will prove this for P R (k), the estimates for P (k) are similar. Map k ∈ {Im k > 0, Re k > 0} to z ∈ C + by z = k 2 and consider
where I in the image of [a − δ, b + δ]. We have
uniformly in R (by Kolmogorov's theorem), we have
uniformly in R and z ∈ {Ω ′ = Ω 2 }. The uniform in R estimate
follows from lemma 6.2 in Appendix.
By (36), we have
provided that φ is taken small.
by theorem 2.1. Combining (34), (35), (38), and (39), we get the statement of the theorem.
Asymptotics of solutions to wave equation
By the Spectral Theorem, we have the following representation for the solution to (1) with Cauchy data orthogonal to eigenstates corresponding to negative eigenvalues:
whereφ,ψ are generalized Fourier transforms of φ and ψ associated with H. If one wants (40) to give the classical solution for t > 0, it is sufficient to assume that, φ, ψ ∈ D(H α ) for large α to guarantee the absolute convergence of the integrals after differentiation (e.g., α ≥ 3/2 is sufficient). We need to assume that P (−∞,0) φ = P (−∞,0) ψ = 0 since otherwise the solutions can grow exponentially and thus are not physical.
Consider the second integral in (40). We assumȇ
which is equivalent to ψ = |H|g for some g. This assumption is rather natural. Indeed, if H has eigenvalue at zero with eigenfunction φ, then its contribution will yield a linear growth u(x, t) 2 ≥ Ct This will occur even in the free case when ψ does not oscillate. Although some analysis is possible in the general case, we will work with stable situation when the L 2 (R) norm of the solution is bounded in time and so will require (41). We prove the pointwise "large time -large coordinate" translation-like asymptotics for the initial data in the set dense in σ ac (H). For large t and small x, the solution can behave in rather chaotic way due to the possible presence of embedded singular continuous spectrum.
converges. Take f ∈ D( |H|), P (−∞,0) f = 0 and let φ = f and ψ = −i |H|f . Then, for any fixed x, we have
Proof. Clearly, for this choice of initial conditions,
and we need to control e −iT √ |H| f suitably scaled. If H has zero eigenvalue with eigenfunction e 0 (x), then the solution of wave equation with initial condition {e 0 (x), 0} is stationary, i.e. y 0 (x, t) = e 0 (x) → 0 as x → ∞ so we can always assume without loss of generality that f is orthogonal to e 0 . We have where
By (9), (33), and (42) I 1 converges to zero for T → ∞.
By the Spectral Theorem, we have g 2 → 0, g ′ 2 → 0 as δ → 0 and so g ∞ → 0 as δ → 0.
For I 4 , Cauchy-Schwarz yields
as M → ∞ by (31) and (42).
For I 2 , we have (
where we used (28) and (9) . By (42),
by (32) and Riemann-Lebesgue lemma. Since M 1 and δ 1 are arbitrary and h decays fast, the theorem is true with
Taking the conjugation, one can prove similar result for initial conditions of the form {f, i |H|f }. Since {f, |H|g} = {f 1 , i |H|f 1 } + {f 2 , −i |H|f 2 } with f 1 = (f − ig)/2 f 2 = (f + ig)/2, the theorem holds in general case. Clearly, the simplest way to satisfy ψ = |H|g with some g is to take ψ = 0. Remark 1. How should one take a function f to guarantee that at least part of the wave will travel ballistically after taking P [0,∞) f as initial value in Cauchy problem? The theorem just proved tells us that f should have some nontrivial part in a.c. subspace. Checking that is not easy in general but if one takes f to be compactly supported, then d(P E f, f )/dE > 0 for a.e. E > 0. The latter statement can be easily proved by adjusting technique from [6] . The theorem 4.1 requires the convergence of the integral
That can not be achieved for q / ∈ L 1 (R + ) unless q oscillates but if it does, then the negative spectrum might easily appear and therefore we have to project away from the negative eigenspace which is not an easy thing to do (though possible of course by Gram-Schmidt process). In the next section, we will not require (43) and so the asymptotics will be established for more tangible set of initial data.
Modified wave operators
In the previous section, we assumed the conditional convergence to prove that the part of initial value that corresponds to a.c. spectrum gives that portion of a wave that undergoes the simple translation. If the potential is only square summable, this is not the case anymore. We will study the long-time dynamics by considering the modified wave operators. Notice that if H ≥ 0, then the group e it √ H gives the formal solution to the wave equation.
Let us start with some definition. Take any function f (x) ∈ L 2 (R + ). Then
The main result of this section is
If H 1 = P [0,∞) H, then the following strong limit exists
Proof. Since W (t) is unitary, it is sufficient to prove existence of the limit for functions f (x) withf o (k) being infinitely smooth and with compact support on,
Obviously, ω(t) → 0 as t → ∞ but ω(t) > Ct −1/2 unless q = 0.
Lemma 5.1. Consider
Proof. We have
which proves the claim.
Lemma says that W (t)f is localized on |x − t| < tω(t) in L 2 sense. We also need the following lemma Lemma 5.2. We have
Sincef o is infinitely smooth with support on [a, b] ⊂ (0, ∞), we just need to show that, say,
where integral is understood in v.p. sense. This is proved in lemma 6.3 in Appendix.
Denote the generalized Fourier transform of
Integrating by parts,
By (11) and the lemma 5.2,
|q(x)||j m (k, x)|dx for any k ∈ I ⊂ R + . So, by Minkowski and (31)
The first term in (46) can be written as
The second term converges to zero in L 2 (I, dρ s (E)) because
is uniformly bounded by lemma 5.2 and
by (33). It also converges to zero in L 2 (I, µ(k 2 )dE) by (32) and since
by (45). Therefore, by (32) again
where Θ is the complement of the support of dρ s (E) and I ⊂ (0, ∞). The estimates for the I 2 are similar, they yield
Thus, we have
for any I ⊂ R + . If the generalized Fourier transform of w t (x) = W (t)f is denoted byw t (k), then
On the other hand, notice that w t (x) ∈ W l,2 (R) for any l ≥ 0, sup t>0 ∂ 2 xx w t (x) 2 < ∞, and w t (x) is concentrated around t by lemma 5.1.
If p(x) is infinitely smooth, p(x) = 0 for x < 0 and p(x) = 1 for x > 1, then p(x)w t (x) ∈ D(H) and sup t H(p(x)w t (x)) 2 < ∞. Therefore,
Let us show that no L 2 (dρ(E)) norm ofw t (k) can concentrate around zero energy. In other words, that lim sup
By definition of W (t), we have
where s 1 (t) ∈ D(H) and
Therefore, we have (48) and so
which proves the theorem.
If the potential is nonnegative then H ≥ 0 and we do not have to project to the positive part of the spectrum. We were working with the group e it √ H1 to guarantee stability in L 2 (R), after all we established asymptotics in this norm.
Using simple contour integration technique, one can show that
as T 1 → ∞ provided that infinitely smooth function f o has compact support in (0, ∞) (in fact, the bound is ∼ T
−1/2 1
). That shows that the L 2 norm of W (t)f might be smeared over the interval [t − √ t, t + √ t] and the strength of smearing depends on the size of
This required us to make an additional assumption (44). In the meantime, some results can be proved even without (44). For example, the methods presented in [3] , allow us to prove
The formula for G(f ) can be given explicitly in terms of generalized Fourier transform. We had to use (44) at (47). In the meantime, we have
. That leads to the proof of proposition.
The existence of wave operators in the form we proved also establishes the longtime asymptotics for the initial data from the a.c. part of the spectrum. If f , the initial value for e it √ H is compactly supported, then its spectral measure has a.c. part supported on R + . If f 1 = P ac f, f 2 = P s f , and y 1 (t) = exp(it √ H)f 1 , y 2 (t) = exp(it √ H)f 2 , then y 1 ⊥ y 2 for any t. We do not know whether y 2 travels ballistically in L 2 norm, but since y 1 does (for most time if q ∈ L 2 (R + ) and for all times if we additionally assume (44)), the whole wave y = y 1 + y 2 must travel ballistically too. Indeed,
and since
by orthogonality and localization of y 1 , we have that
if q satisfies conditions of theorem 5.1. If q is only square summable, we still have ballistic propagation for some part of the wave for most of the time. Notice also that the speed of propagation is always finite, i.e. if the initial data is compactly supported on (0, a) then y(x, t) = 0 for x > a + t. Thus the motion can not be faster then ballistic. The finite speed of propagation follows, e.g., from the Duhamel expansion.
As was mentioned earlier, for any p > 2 there is some q ∈ L p (R + ) such that the spectrum is pure point. This, of course, leads to localization of the wave. Indeed, for any f ,
where e j are L 2 (R + )-normalized eigenfunctions corresponding to nonnegative eigenvalues λ j . Therefore,
where sup t ǫ N (t) 2 → 0 as N → ∞. The first term, though, is localized around the origin in L 2 (R + ) for any time so we have localization of the whole wave.
Appendix
In this appendix, we collected some simple results we used in the main text.
Lemma 6.1. Assume that g(k) is positive harmonic function in C + and
Proof. We have integral representation for g
where β ≥ 0 and for the positive measure dτ R dτ (t) 1 + t 2 < ∞ Multiply the both sides of (49) by y and take y → ∞. Then, β = 0 and dτ = 0 so we get the statement of the lemma. 
uniformly in Ω 1 = {0 < Im z < 1, a < Re z < b}. The constants C 1(2) depend only on |f (i)|. 1 − e iθ e iθ dθ < C
