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Abstract
Canonical correlation analysis was proposed by Hotelling [6] and it measures linear
relationship between two multidimensional variables. In high dimensional setting, the
classical canonical correlation analysis breaks down. We propose a sparse canonical
correlation analysis by adding `1 constraints on the canonical vectors and show how to
solve it efficiently using linearized alternating direction method of multipliers (ADMM)
and using TFOCS as a black box. We illustrate this idea on simulated data.
1 Introduction
Correlation measures dependence between two or more random variables. The most popular
measure is the Pearson’s correlation coefficient. For random variables x, y ∈ R, the pop-
ulation correlation coefficient is defined as ρx,y =
Cov(x,y)√
Var(x)
√
Var(y)
. It is of importance that
the correlation takes out the variance in random variables x and y by dividing the standard
deviation of them. We could not emphasize more the importance of this standardization,
and we present two toy examples in Table 1. Clearly, x and y are more correlated in the left
table than the right table even though the covariance between x and y are seemingly much
smaller in the left table than that in the right table.
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Covariance x y
x 0.1 0.09
y 0.09 0.1
and
Covariance x y
x 0.9 0.3
y 0.3 0.9
Table 1: Covariance Matrix
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Canonical correlation studies correlation between two multidimensional random variables.
Let x ∈ Rp and y ∈ Rq be random variables, and let Σx, Σy be covariance of x and y
respectively, and their covariance matrix be Σxy. In simple words, it seeks linear combinations
of x and y such that the resulting values are mostly correlated. The mathematical definition
is
maximize
u∈Rp,v∈Rq
uTΣxyv√
u′Σxu
√
v′Σyv)
. (1)
Solving Equation 1 is easy in low dimensional setting, i.e., n p, because we can use change
of variables: Σ
1/2
x u = a, and Σ
1/2
y v = b. Equation 1 becomes
maximize
a∈Rp,b∈Rq
aTΣ
−1/2
x ΣxyΣ
−1/2
y b√
aTa
√
bT b
. (2)
Solving Equation 2 is equivalent to solving singular decomposition of the new matrix
Σ
−1/2
x ΣxyΣ
−1/2
y . However, when p  n, this method is not feasible because Σ−1x ,Σ−1y can
not be estimated accurately. Moreover, we might want to seek a sparse representation of
features in x and features in y so that we can get interpretability of the data.
Let X ∈ Rn×p, Y ∈ Rn×q be the data matrix. We consider a regularized version of the
problem
minimize
u,v
− Cov(Xu, Y v) + τ1|u|1 + τ2|v|1
subject to Var(Xu) = 1; Var(Y v) = 1,
and since the constraints of minimization problem are not convex, we further relax it as
minimize −Cov(Xu, Y v) + τ1|u|1 + τ2|v|1
subject to Var(Xu) ≤ 1; Var(Y v) ≤ 1. (3)
Note that resulting problem is still nonconvex, however, it is a biconvex.
Related Work Though some research has been done in canonical correlation analysis in
high dimensional setting, there are issues we would like to point out:
1. Computationally efficient algorithms. To our best knowledge, we have not found an
algorithm which can be scaled efficiently to solve Equation 3.
2. Correct relaxations. An efficient algorithm to find sparse canonical vectors was pro-
posed by Witten et al. [11] but we think the relaxation of Var(Xu) = 1 to Var(u) = 1,
Var(Y v) = 1 to Var(v) = 1 are not very realistic in high dimensional setting. Our
algorithms relax the Var(Xu) = 1 to Var(Xu) ≤ 1, and Var(Y v) = 1 to Var(v) = 1.
Though we can not guarantee the solutions are on the boundary, it is often the case.
3. Simulated Examples. We consider a variety of simulated examples, including those
which are heavily considered in the literature. We also presented some examples which
are not considered in the literature but we think their structures are closer to structures
of a real data set.
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The paper is organized as follows. Section 2 contains motivations and algorithms for
solving the first sparse canonical vectors. Subsection 2.3 contains an algorithm to find rth
canonical vectors, though we only focus on estimating the first pair of canonical vectors
in this paper. We show solving sparse canonical vectors is equivalent to solving sparse
principle component analysis in a special case in Section 3. We demonstrate the usage of
such algorithms on simulated data in Section 4 and show a detailed comparisons among
sparse CCA proposed by Gao et al. [5], Witten et al. [11], and Tan et al. [10]. Section 5
contains some discussion and directions for future work.
2 Sparse Canonical Correlation Analysis
2.1 The basic idea
minimize
u,v
− Cov(Xu, Y v) + τ1|u|1 + τ2|v|1
subject to Var(Xu) ≤ 1; Var(Y v) ≤ 1,
This resulting problem is biconvex, i.e., if we fix u, the resulting minimization is convex
respect to v and if we fix v, the minimization is convex respect to u:
1. Fix v, solve for u:
minimize
u
− Cov(Xu, Y v) + τ1|u|1 + 1{u : Var(Xu) ≤ 1} (4)
2. Fix u, solve for v:
minimize
v
− Cov(Xu, Y v) + τ2|v|1 + 1{v : Var(Y v) ≤ 1} (5)
In subsection 2.2, we describe how to solve the subproblems Equation 4 and Equation 5 in
details.
Our formulation is similar to the method proposed by Witten et al. [11]. Their formula-
tion is
minimize −Cov(Xu, Y v) + τ1|u|1 + τ2|v|1
subject to ‖u‖2 ≤ 1; ‖v‖2 ≤ 1.
This formulation is obtained by replacing covariance matrices XTX and Y TY with identity
matrix. They also used alternating minimization approach, and by fixing one of the variable,
the other variable has a closed form solution. Their formulation can be solved very efficiently
as a result. However, we now present a simple example to show that the solution of their
formulation can be very inaccurate and non-sparse.
Example 1: We generate our data as follows:(
X
Y
)
∼ N(
(
0
0
)
,
(
ΣX ΣXY
ΣY X ΣY
)
),
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where
(Σx)i,j = (Σy)i,j = 0.9
|a−b|,ΣXY = ΣX(u1ρvT1 )ΣY ,
and u1 and v1 are sparse canonical vectors, and the number of non-zero elements are chosen to
be 5, 5, respectively. The location of nonzero elements are chosen randomly and normalized
with respect to the true covariance of X and Y , i.e., uT1 ΣXu1 = 1 and v1ΣY v1 = 1.
We first presented a proposition, which was in the paper of Chen et al. [3]:
Proposition 1.
maximize aTΣxyb
subject to aTΣxa = 1; b
TΣyb = 1
(6)
When Σxy is of rank 1, the solution (up to sign jointly) of Equation 6 if (θ, η) if and only
if the covariance structure between X and Y can be written as
Σxy = λΣxθη
TΣy,
where 0 ≤ λ ≤ 1, θTΣxθ = 1, and ηTΣyη = 1. In other words, the correlation between aTX
and bTY are maximized by Corr(θX , ηY ), and λ is the canonical correlation between X and
Y .
More generally, the solution of 6 is (θ1, η1) if and only if the covariance structure between
X and Y can be written Σxy = Σx(
∑r
i=1 λiθ1η
T
i )Σy.
The sample size is n = 400, and pu = pv = 800. We denote their solutions as uˆw, vˆw,
and our approach as uˆ1, vˆ1. We have two main goals when we solve for canonical vectors:
maximizing the correlation while maintaining the sparsity in canonical vectors. A common
way to measure the performance is to use the Pareto curve, seen in Figure 1 and Figure 2.
The left panel traces
x :
−uˆTXTY vˆ√
uˆTXTXuˆ
√
vˆY TY vˆ
v.s. y : ‖uˆ‖`1 + ‖vˆ‖`1 ,
and right panel traces
x :
−uˆTΣXY vˆ√
uˆTΣX uˆ
√
vˆTΣY vˆ
v.s. y : ‖uˆ‖`1 + ‖vˆ‖`1 .
We prefer a point which is close to the left corner of the Pareto curve, because it represents
a solution which consists of sparse canonical vectors and achieves the maximum correlation.
The left panel of Figure 1 is the plot of of the estimated correlation uˆTXTY vˆ versus
the sum of ‖uˆ‖`1 and ‖vˆ‖`1 , averaged over 100 simulations. The right panel is the plot
of estimated correlation uˆTΣXY vˆ versus the sum of ‖uˆ‖`1 and ‖vˆ‖`1 , averaged over 100
simulations. Note that we replace the sample covariance with the true covariance. From
both panels, with the right choice of regularizers, our algorithm can achieve the optimal
values. However, as shown in Figure 2, the solutions of Witten et al. [11] are very far from
the true solution. The red dots are not on their solutions’ path, meaning that their results
do not achieve the optimal value with any choices of regularizers. ♣
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Figure 1. Pareto curves of our estimators. Left panel is the plot of of the estimated
correlation uˆTXTY vˆ versus the sum of ‖uˆ‖`1 and ‖vˆ‖`1 , averaged over 100 simulations. The
red dot corresponds to the (uTXTY v, ‖u‖`1+‖v‖`1). Right panel is the plot of the estimated
correlation uˆTΣXY vˆ versus the sum of ‖uˆ‖`1 and ‖vˆ‖`1 , averaged over 100 simulations. The
red dot corresponds to the (uTΣXY v, ‖u‖`1 + ‖v‖`1). Note that the red dot is on the
pareto curve, which means that our algorithm achieve this optimal value with right choice
of regularizers.
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Figure 2. Pareto curves of Witten et al. [11]. Left panel is the plot of of the estimated
correlation uˆTXTY vˆ versus the sum of ‖uˆ‖`1 and ‖vˆ‖`1 , averaged over 100 simulations. The
red dot corresponds to the (uTXTY v, ‖u‖`1+‖v‖`1). Right panel is the plot of the estimated
correlation uˆTΣXY vˆ versus the sum of ‖uˆ‖`1 and ‖vˆ‖`1 , averaged over 100 simulations. The
red dot corresponds to the (uTΣXY v, ‖u‖`1 + ‖v‖`1). Note that the red dot is not on the
pareto curve, which means that their algorithm could not achieve this optimal value with
any choice of regularizers.
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2.2 Algorithmic details
2.2.1 Linearized alternating direction minimization method
We assume that the data matrix X and Y are centred. We now present how to solve the
minimization problem Equation 4 in detail, and the algorithm works similarly for v.
With the data matrix X and Y , the minimization Equation 4 becomes
minimize
u
− uTXTY v + τ1‖u‖1 + 1{u : ‖Xu‖2 ≤ 1}. (7)
Let z = Xu, we have
minimize
u
−uTXTY v + τ1‖u‖1︸ ︷︷ ︸
f(u)
+1{‖z‖2 ≤ 1}︸ ︷︷ ︸
g(z)
subject to Xu = z (8)
We can use linearized alternating direction method of multipliers [8] to solve this problem.
The alternating direction method of multipliers is to solve the augmented Lagrangian by
solving each variable and the dual variable one by one until convergence. The detailed
derivation can be seen in Appendix and the complete algorithm can be seen in Algorithm 1.
2.2.2 TFOCS
The other approach to solve Equation 4 is to use TFOCS. We rewrite the Equation 4 as
follows and use tfocs SCD function to solve it.
Since v is fixed, and let c = vTY TX, minimizing the objective function of Equation 7
− cu+ τ1‖u‖1 + 1{‖Xu‖2 ≤ 1} (9)
is equivalent to minimizing
− cu/τ1 + ‖u‖1 + 1{‖Xu‖2 ≤ 1}
Instead of solving this objective function, we solve instead
‖u‖1 + 1
2
µ‖u− (uold + 1
τµ
c)‖22 + 1{‖Xu‖2 ≤ 1}
Intuitively, we solve the Equation 9 without going too far from current approximation. This
formulation can be solved using tfocs SCD. [2].
2.3 The remaining canonical vectors
Given the first r− 1 canonical vectors U = (u1 · · · ur−1) and (v1 · · · vr−1), we consider
solving the r-th canonical vectors by
minimize
u,v
− uTXTY v + τ1|u|1 + τ2|v|1 + 1{u : ‖Xu‖2 ≤ 1}+ 1{v : ‖Y v‖2 ≤ 1}
subject to UTXTXu = 0;V TY TY v = 0.
6
Algorithm 1 Sparse CCA
1: function CCA(X, Y )
2: Initialize u0 and v0
3: while not converged do
4: Fix vk
5: while not converged do
uk+1 ← proxµf (uk −
µ
λ
XT (Xuk − zk + ξk))
zk+1 ← proxλg(Xuk+1 + ξk)
ξk+1 ← ξk +Xuk+1 − zk+1
6: end while
7: Fix uk,
8: while not converged do
vk+1 ← proxµf (vk −
µ
λ
Y T (Y vk − zk + ξk))
zk+1 ← proxλg(Y vk+1 + ξk)
ξk+1 ← ξk + Y vk+1 − zk+1
9: end while
10: end while
11: end function
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This problem is biconvex, and we use the same approach of fixing one variable and solve for
the other one. Fixing v, we get uˆ by solving
minimize
u
− uTXTY v + τ1|u|1 + 1{z : ‖z‖2 ≤ 1}
subject to Xu = z;UTXTXz = 0r−1,
and fixing u, we get vˆ by solving
minimize
v
− uTXTY v + τ1|v|1 + 1{z : ‖z‖2 ≤ 1}
subject to Y v = z;V TY TY z = 0r−1.
The constraint can be combined as(
X
UTXTX
)
u−
(
I
0
)
z = 0
(
Y
V TT TY
)
v −
(
I
0
)
z = 0
Let X˜ =
(
X
UTXTX
)
, fixing v, we can easily see that
−uTXTY v = −uT X˜TY v,
and fixing u,
−uTXTY v = −uTXT Y˜ v.
Therefore, we can use the linearized ADMM with the new matrix X˜ and Y˜ to get the r-th
canonical vectors.
2.4 A bridge for the covariance matrix
As mentioned in section 2, [11] proposed to replace the covariance matrix with an identity
matrix. Since their solution can be solved efficient, it is of interest to investigate the relation
between our method and theirs. Therefore, we now write the covariance matrix as
αxX
TX + (1− αx)Ipu,pu .
We can replace similarly for Y .
The constraint ‖Xu‖22 gives
uT (αxX
TX + (1− αx)I)u = αx‖Xu‖22 + (1− αx)‖u‖22 = ‖
(
αxX
(1− α)Ipu,pu
)
u‖22.
This form can be solved using the methods we proposed by changing the linear operator
with the matrix above. If interested to see how solutions change from Witten et al. [11] to
our solution, one can use the above to see the path using different choices of αx, αy.
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2.5 Semidefinite Programming Approach
We now show that Equation 3 can be solved using a semi-definite programming approach.
This idea is not new, but borrowed from the approach to solve sparse principle components
[4] with some modifications. Let h =
(
u
v
)
, the problem of
minimize −uTXTY v
subject to uTXTXu = 1; vTY TY v = 1
|v| ≤ tv; |u| ≤ tu
(10)
can be written as
minimize −1
2
hT
(
0 XTY
Y TX 0
)
h
subject to hT
(
XTX 0
0 0
)
h = 1;hT
(
0 0
0 Y TY
)
h = 1
|h1v| ≤ tv; |h1u| ≤ tu
(11)
Now, we transfer the objective function using a trace operation:
−1
2
hT
(
0 XTY
Y TX 0
)
h = −trace(
(
0 XTY
Y TX 0
)
hhT )
Let H = hhT and
Q =
(
0 XTY
Y TX 0
)
;QX =
(
XTX 0
0 0
)
;QY =
(
0 0
0 Y TY
)
hT
(
XTX 0
0 0
)
h = trace(
(
XTX 0
0 0
)
H)
minimize −trace(QH) + λ∑i,j |Hij|
subject to H ∈ Spu+pv+
trace(QXH) = 1; trace(QyH) = 1
(12)
Semi-definite programming problem can be very computational expansive, especially when
p is much greater than n Therefore, we do not compute the sparse canonical vectors using
this formulation. It would be a interesting direction to explore if there exists an efficient
algorithm to solve this problem efficiently.
3 A Special Case
In this section, we consider a special case, where the covariance matrices of x and y is identity.
Suppose that the matrices Σx = Σy = I, and thus the covariance matrix Σxy = UΛV
T , where
U ∈ Rp×k, V ∈ Rq×k, and Λ ∈ Rk×k is diagonal. In other words, Σxy is rank k. We now
show that our problem is similar to solving a sparse principle component analysis. Note that
UTU = Ik and V
TV = Ik. (
X
Y
)
∼ N((0
0
)(
I UΛV T
V ΛUT I
))
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Theorem 2. Estimation of u and v can be obtained using spectral decomposition and thus
we can use software which solves sparse principle components to solve the problem above.
Proof Let Σ = A+ I =
(
0 UΛV T
V ΛUT 0
)
+
(
I 0
0 I
)
.
A =
(
0 UΛV T
V ΛUT 0
)
=
1
2
(
U
V
)
Λ
(
UT V T
)− 1
2
(
U
−V
)
Λ
(
UT −V T )
Let Ui, Vi denote the ith columns of U and V respectively, and denote
Wi =
1√
2
(
Ui
Vi
)
, Wk+i =
1√
2
(
Ui
−Vi
)
for i = 1, . . . , k. Note that W Ti Wj = I(i = j), for i, j = 1, . . . , 2k. Let {Wi}pu+pvi=2k+1 be an
orthonormal set of vectors orthogonal to {Wi}2ki=1. Then the matrix Σ = A + I has the
following spectral decomposition
Σ =
k∑
i=1
(1 + Λi,i)WiW
T
i +
2k∑
i=k+1
(1− Λi−k,i−k)WiW Ti +
pu+pv∑
i=2k+1
WiWi
Therefore, Σ can be thought as a spiked covariance matrix, where the signal to noise ratio
(SNR) can be interpreted as 1 + mini Λi,i. We know that in the high dimensional regime, if
SNR ≥
√
p
n
we can recover u and v even if u and v are not sparse. However, if
SNR <
√
p
n
,
we need to enforce the sparsity in u and v, see Baik et al. [1] and Paul [9] for details.
We can see from Theorem 2 that if the covariance matrices of x and y are identity, or
act more or less like identity matrices, solving canonical vectors can be roughly viewed as
solving sparse principle components. Therefore, in this case, estimating canonical vectors is
roughly as hard as solving sparse eigenvectors.
4 Simulated Data
In this section, we carefully analyze different cases of covariance structure of x and y and
compare the performance of our methods with other methods. We first explain how we
generate the data.
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Let X ∈ Rn×p and Y ∈ Rn×q be the data generated from the model(
x
y
)
∼ N((0
0
)
,
(
Σx Σxy
Σyx Σy
))
,
where Σxy = ρΣxuv
TΣy, where u and v are the true canonical vectors, and ρ is the true
canonical correlation. We would like to estimate u and v from the data matrices X and
Y . We compare our methods with other methods available on different choices of triplets:
(n, p, q), where n is the number of samples, p is the number of features in X, and q is the
number of features in Y . In order to measure the discrepancy of estimated uˆ, vˆ with the
true u and v, we use the sin of the angle between uˆ and u, vˆ and v Johnstone and Lu
Loss(vˆ, v) = min(‖vˆ − v‖22, ‖vˆ + v‖22 (13)
= 2(1− | 〈vˆ, v〉 |), (14)
where ‖vˆ‖2 = ‖v‖2 = 1.
4.1 Identity-like covariance models
In sparse canonical correlation analysis literature, structured covariance of x and y are highly
investigated. For examples, covariance of x may be identity covariance, toeplitz, or have
sparse inverse covariance. From the plot of the covariances matrix in Figure 3 and Figure 4,
we can see toeplitz and sparse inverse covariance act more or less like identity matrices. Since
the covariance of x and y act more or less like identity matrices, as discussed in previous
section, solving u and v is roughly as hard as solving sparse eigenvectors. In other words,
the covariance of x and y do not change the signal in u and v much and as a result, the
signal in Σxy is very sparse. In this case, an initial guess is very important. We propose the
following procedure:
1. Denoise the matrix XTY by solft-thresholding the matrix elementwise, call the result-
ing matrix as Sxy.
2. We obtain the initial guess as follows:
(a) Take singular value decomposition of Sxy, denoted as Uˆ and Vˆ .
(b) Normalize the each column ui, vi in Uˆ and Vˆ by ui ← ui√
uTi (X
TX)ui
and vi ←
vi√
vTi Y
TY vi
. Denote the resulting Uˆ and Vˆ as U˜ and V˜ .
(c) Calculate D˜ = U˜TXTY V˜ Choose the index k where the maximum diagonal ele-
ment of D˜ is obtained, i.e., diag(D)k = max{diag(D)}
3. Use the initial guess to start the alternating minimization algorithm.
We consider three types of covariance matrices in this category: toeplitz, identity, and
sparse inverse matrices.
1. Σ = Ip.
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Toeplitz '
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800
'XY
100 200 300 400 500 600 700 800
100
200
300
400
500
600
700
800
Figure 3. Toeplitz matrices with σij = 0.9
|i−j|: we can see that even though it is not exactly
identity matrix, the general structure does look like identity matrix.
Sparse Inverse '
100 200 300 400 500 600 700 800
100
200
300
400
500
600
700
800 -2
-1
0
1
2
3
Sparse Inverse 'XY
100 200 300 400 500 600 700 800
100
200
300
400
500
600
700
800 -0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
Figure 4: Sparse inverse matrix.
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(n, p, q) Our method SCCA PMA
(400, 800,800) (0.90,0.056,0.062) (0.90,0.060,0.066) (0.71,1.17, 1.17)
(500, 600, 600) (0.90,0.05,0.056) (0.90, 0.053, 0.057) (0.71,0.85,0.85)
(700, 1200,1200) (0.90,0.045, 0.043) (0.90,0.045, 0.043) (0.71, 1.09,1.09)
Table 2. Error comparison for identity matrices: we use a format of (ρˆ,Loss(uˆ),Loss(vˆ)
to represent each method’s result.
2. Σ = (σij), where σij = 0.9
|i−j| for all i, j ∈ p, q. Here Σ are Toeplitz matrices. See the
plot of the toeplitz matrx and its corresponding Σxy = Σxρuv
TΣy. We can see that
though it is not identity matrix, it behaves more or less like an identity matrix. Note
that the smaller the toeplitz constant is, the more it looks like an identity matrix.
3. Σ = (
σ0ij√
σ0iiσ
0
jj
). Let Σ0 = (σ0ij) = Ω
−1 where Ω = (ωij) with
ωij = 1{i=j} + 0.5× 1{|i−j|=1} + 0.4× 1{|i−j|=2}, i, j ∈ [p]
In this case, Σx and Σy have sparse inverse matrices.
In each example, we simulate 100 data sets, i.e., 100 X, and 100 Y in order to average our
performance. We set the number of non-zeros in the u and v to be 5, the index of nonzeros
are randomly chosen. We will vary the number of nonzeros in the next comparison. For each
simulation, we have a sequence of regularizer τu and τv to choose from. For simplicity, we
chose the best τu and τv such that estimated uˆ and vˆ minimize the Loss defined above in
every methods.
We present our result in the Table 2, Table 3 and Table 4. There are some notations
presented in the table and we now explain them here. ρˆ is the estimated canonical correlation
between data X and Y . eu = Loss(uˆ, u) and ev = Loss(uˆ, u). We compare our result with
the methods proposed by Witten et al. [11], and Gao et al. [5]. Since we are not able to run
the code from Tan et al. [10] very efficiently, we will compare our method with their approach
in the next subsection. In order to compare them in the same unit, we calculate the estimates
of each method and then normalize them by Xuˆ, and Y vˆ respectively. We then normalize
estimates such that they all have norm 1. We report the estimated correlation, loss of u
and loss of v as a format of (ρ, eu, ev) for each method in all tables. From Table 2, Table 3,
and Table 4, we can see that SCCA method proposed by Gao et al. [5] performs similarly
with ours. However, their two step procedure is computationally expensive compared to ours
and hard to choose regularizers. Estimates by Witten et al. [11] fails to provide accurate
approximations because of the low samples size we considered.
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(n, p, q) Our method SCCA PMA
(400, 800, 800) (0.91, 0.173 ,0.218) (0.91, 0.213, 0.296) (0.52,1.038,1.067)
(500, 600, 600) (0.90, 0.136, 0.098) (0.90, 0.145, 0.109) (0.55, 1.11, 0.94)
(700, 1200, 1200) (0.90, 0.109, 0.086) (0.90, 0.110, 0.088) (0.60, 1.098,0.89)
Table 3. Error comparison for toeplitz matrices: we use a format of (ρˆ,Loss(uˆ),Loss(vˆ)
to represent each method’s result.
(n, p, q) Our method SCCA PMA
(400, 800, 800) (0.92,0.092,0.149) (0.92,0.129, 0.190) (0.61, 0.93, 1.0)
(500, 600, 600) (0.90, 0.068, 0.059) (0.90, 0.069, 0.0623) (0.7215, 0.67 0.45)
(700, 1200, 1200) (0.90, 0.050 ,0.044) (0.90, 0.051, 0.047) (0.70, 0.76, 0.58)
Table 4. Error comparison for sparse inverse matrices: we use a format of
(ρˆ,Loss(uˆ),Loss(vˆ) to represent each method’s result.
4.2 Spiked covariance models
In this subsection, we consider covariance matrices of x ∈ Rp and y ∈ Rq are spiked, i.e.,
Cov(x) =
kx∑
i=1
λiwiw
T
i + Ip,
Cov(y) =
ky∑
i=1
λiwiw
T
i + Iq.
In Example 2 we will see that even we have the more observations with the number of
features, the traditional singular value decomposition can return bad results.
Example 2: We generate the Σx and Σy as follows:
Σx =
k∑
i=1
λx,iwx,iw
T
x,i + I
Σy =
k∑
i=1
λy,iwy,iw
T
y,i + I
where wx,1, · · ·wx,k, Rp, wy,1, · · ·wy,k are independent orthonormal vectors in Rp, Rq respsec-
tively, and λx,i = λy,i = 250 and k = 20. The covariance Σxy is generated as
Σxy = Σxρuv
TΣy,
where u and v are the true canonical vectors and have 10 nonzero elements with indices
randomly chosen. We generate the data matrices X ∈ Rn×p and Y n×q from the distribution(
x
y
)
∼ N(
(
0
0
)
,
(
Σx Σxy
ΣTxy Σy
)
.
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Figure 5. Plot of Estimated uˆ, vˆ from singular value decomposition (blue) and true u, v
(red), The number of observations n = 1000, with p = 800, q = 800. Estimated u and v
using singular value decomposition of the transformed estimated covariance matrix are not
good estimated of the true u and v. The results are wrong and not sparse. This is an
indication that we need more samples to estimate the canonical vectors.
Therefore, when n = 1000, p = 800, q = 800, we should be able to estimate u and v using
the singular value decomposition of the matrix
Σˆ−1/2x ˆˆΣxyΣˆ
−1/2
y = (X
TX)−1/2(XTY )(Y TY )−1/2.
However, the estimated uˆ and vˆ can be seen in Figure 5. The results are wrong and not
sparse. This is an indication that we need more samples to estimate the canonical vectors.
As we increase the sample size to n = 3000, estimates of u and v are more accurate but not
very sparse, as seen in Figure 6. For our method, we use n = 400, the estimated uˆ and vˆ of
our methods can be seen in Figure 7. Our method returns sparse and better estimates for u
and v.
♣
4.3 A detailed Comparison
To further illustrate the accuracy of our methods, we compare our methods with the methods
proposed by Tan et al. [10] using the plot of scaled sample size versus estimation error.
Here we choose the same set up with their setup since their method performed the best in
comparison with PMA. The data was simulated as follows:
ρ = 0.9, uj =
1√
5
, vj =
1√
5
for j = 1, 6, 11, 16, 21.
And Σx and Σy are block diagonal matrix with five blocks, each of dimension d/5 × d/5,
where the (j, j′) th element of each block takes value 0.7|j−j
′|. The result is done for pu = 300,
pv = 300 and average over 100 simulations.
Though the set up of our simulation is the same with Tan et al. [10], we would like to
investigate when the rescaled sample size is small, i.e., when the number of samples is small.
As shown in Figure 8, our method outperforms their method.
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Figure 6. Plot of Estimated u, v from singular value decomposition (blue) and true u, v
(red), The number of observations n = 1000, with p = 800, q = 800. Estimated u and v
using singular value decomposition of the transformed estimated covariance matrix are not
good estimated of the true u and v. The results are wrong and not sparse. This is an
indication that we need more samples to estimate the canonical vectors.
0 100 200 300 400 500 600 700 800
-0.4
-0.2
0
0.2
0.4
0 100 200 300 400 500 600 700 800
-0.4
-0.2
0
0.2
0.4
Figure 7. Plot of Estimated u, v from our method (blue) and true u, v (red), The number
of observations is n = 400, with p = 800, q = 800. Note that we use less samples than the
results of the Figure 5. We can successfully recover the correct support using our method.
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Figure 8. A comparison between performance of our method and method proposed by
Tan et al. [10]. The left panel is the Loss(uˆ) versus rescaled sample size n/s log(d), and
the right panel is the Loss(vˆ) versus rescaled sample size n/s log d. Blue line is the result
of Tan et al. [10] and the black line is the result of our method.
5 Discussion and future work
We proposed a sparse canonical correlation framework and show how to solve it efficiently
using ADMM and TFOCS. We presented different simulation scenarios and showed our
estimates are more sparse and accurate. Though our formulation is non-convex, global
solutions are often obtained, as seen among simulated examples. We are currently working
on some applications on real data sets.
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6 Appendix
Detailed derivations for linearized ADMM
The augmented Lagrangian form of 8 is
L(u, z, ξ) = −uTXTY v + τ1‖u‖1 + 1{‖z‖2 ≤ 1}+ φT (Xu− z) + ρ
2
‖Xu− z‖22.
Thus, the updates of variables are solved through
uk+1 = argminu{−uTXTY v + τ1‖u‖1 + φkT (Xu− zk) +
ρ
2
‖Xu− zk‖22}
zk+1 = argminz{1{‖z‖2 ≤ 1}+ φT (Xuk+1 − z) +
ρ
2
‖Xuk+1 − z‖22}
φk+1 = φk + ρ(Xuk+1 − zk+1)
Now, we let ξk = φ
k
ρ
and add some constants, and we get
uk+1 = argminu{−uTXTY v + τ1‖u‖1 + ρξkT (Xu− zk) +
ρ
2
‖Xu− zk‖22 +
ρ
2
‖ξ‖22}
zk+1 = argminz{1{‖z‖2 ≤ 1}+ ρξT (Xuk+1 − z) +
ρ
2
‖Xuk+1 − z‖22 +
ρ
2
‖ξ‖22}
ξk+1 = ξk + (Xuk+1 − zk+1).
Therefore, we have
u← argminu{−uTXTY v + τ1‖u‖1 +
ρ
2
‖Xu− z + ξ‖22}
z ← argminz{1{‖z‖2 ≤ 1}+
ρ
2
‖Xu− z + ξ‖22}
ξ ← ξ + (Xu− z).
The linearized ADMM replace the quadratic term by a linear term in order to speed up:
u← argminu{−uTXTY v + τ1‖u‖1 + ρ(XTXuk −XT zk)Tu+
µ
2
‖u− uk‖22}
z ← argminz{1{‖z‖2 ≤ 1}+
ρ
2
‖z −Xuk+1 + ξk‖22}
ξ ← ξ + (Xuk+1 − zk+1).
Let ρ = 1/λ, and µ = 1
µ
, we get
u← argminu{−uTXTY v + τ1‖u‖1 +
1
λ
(XTXuk −XT zk)Tu+ 1
2µ
‖u− uk‖22}
z ← argminz{1{‖z‖2 ≤ 1}+
ρ
2
‖z −Xuk+1 + ξk‖22}
ξ ← ξ + (Xuk+1 − zk+1).
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For the first minimization problem, after some simple algebra, we can get:
uk+1 = argminu{−uTXTY v + τ1‖u‖1 +
1
2µ
‖u− (uk − µ
λ
(XT (Xuk − zk + ξk))‖22}
Therefore, our detailed updates are:
uk+1 ← proxµf (uk −
µ
λ
XT (Xuk − zk + ξk))
zk+1 ← proxλg(Xuk+1 + ξk)
ξk+1 ← ξk +Xuk+1 − zk+1.
The analytic proximal mapping of f and g can be easily derived: f(x) involves soft
threshold and g(x) is projection to the convex set (a norm ball):
proxµf (x) =

x+ µc− µτ if x+ µc > µτ
x+ µc+ µτ if x+ µc < −µτ
0 else
proxλg(x) =
{
x if ‖x‖2 ≤ 1
x
‖x‖2 else
(15)
where c = XTY v (the gradient of the objective function with respect to one canonical vector
while fixing the other canonical vector).
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