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ABSTRACT 
tvlarine seismic data is generally acquired by towing source and receiver 
arrays through the water, periodically generating an acoustic pulse and 
recording the echoes reflected back from the sub-sea layering. Since both the 
.. "·ater surface and the sea-floor are good reflectors, much of the source energy 
reverberates between the two. When the sea-floor is very hard, this 'multiple' 
energy is recorded at the receivers for some time after the shot instant and can 
completely mask all of the energy produced by 'primary' reflections from sub-
seafloor boundaries. As we are only interested in imaging the primaries, 
effective multiple attenuation is extremely important to the processing of marine 
seismic data. While traditional multiple attenuation techniques often produce 
good results, they all have limited success dealing with extreme sea-floor 
conditions such as those which are often experienced off the coast of 
Newfoundland. This thesis develops a new technique which is better able to 
handle these conditions and makes a comparison with existing techniques. 
The attenuation technique, called Raymult, is based on an adaptive 
prediction-subtraction approach in which raytracing is used to guide the 
multiple prediction. The near-trace gather is automatically picked and the picks 
subsequently migrated to generate a water-bottom model. By raytracing each 
i 
shot gather, an estimate is generated for the phase, amplitude and arrival time of 
the multiples on each trace. These estimates are then adjusted until they 
accurately match the data. Finally, the multiples are subtracted from the gather. 
The water and sea-floor velocities are the only required input parameters. 
However, o;ince the routine is able to adapt the raytracing results to fit the data, 
the accuracy of these parameters is not essential. As a byproduct of the multiple 
suppression, wavelet estimates are produced for each multiple order. 
Raymult is successfully applied to both synthetic and real data examples, and 
proves very effective in dealing with substantial sea-floor topography as well as 
the phase and ampLitude problems which are typical of data collected over hard 
sea-t1oors. There is only minor distortion of the remaining energy in the gathers, 
so other multiple attenuation techniques, e.g. predictive deconvolution or radon 
filtering, can be applied subsequently, providing even greater attenuation of the 
multiples. 
ii 
TABLE OF CONTENTS 
Abstract .................................................................................................................... . 
T ,1ble of Contents . ... . ..... ........... ........... ............. ........................ ....... ............. .......... .. ill 
List of Figures ....... ............................... ................. ................ .... ........................ ........ vi 
Acknowleligments ........................................................................................... ........ xiii 
1. INTRODUCTION 
l.l l'vlarine Seismic Data ...................... .... ........ ... ............. ..... ...................... 1 
1.2 Water-bottom rYlultiples ....................................................................... 3 
1.3 rYlultiple Suppression ............................... ................. ........ ................... 5 
1.-l Research Approach ............................................................................... 9 
2. WATER-BOTTOM MULTIPLES 
2.1 Seismic Ret1ection Theory .............................................................. ...... 10 
2.2 Seismic Events ....................................................................................... 14 
2.3 Multiple Reflections ...................... ........ ........... ... . ...... .......... .... .... ...... .. . 19 
2.4 Sea-Bottom Considerations ............................... .................................. 24 
iii 
3. REVIEW OF CURRENT tvlETI-IODS 
3.1 CMP Stacking ......... .............................. ........ .. .. ...................... ............... 27 
Inv~rs~ Filt~ring (Pr~dktiv~ D~convolution) .................................. . -!1 
3.3 Velocity Filtering ................................................................................... 60 
3.-l Prediction/Subtraction ........................................................................ 69 
-!. SEA-FLOOR FSTIMA TION 
-!.1 . .<\pproach .................................................... ...................................... ...... 77 
-!.2 Picking the Sea-bottom Arrival ........................................................... 78 
-!.3 Automatic Picking of Near Traces............... ....................................... 81 
4.4 Picking Routine Testing ............. .................................... .. .... ................ 88 
4.5 Pick tvligration .................................................................. ..................... 95 
4.6 Timing Considerations ......................................................................... 99 
4.7 Modelling Example: Sloping Data ...................................................... 102 
4.8 ~vlodelling Example: Undulating Data ............................................... 109 
5. RA YfvfUL T 
5.1 Introduction ........................................................................................... 113 
iv 
5.2 Modellnterpolation .............................................................................. 113 
5.3 Raytracing ............... ............................................................................... 115 
5.-l Amplitude and Phase ~'lodelling ........................................................ 118 
5.5 Lnitial \Navelet Estimation ................................................................... 122 
5.6 Routine Testing ............... ............................ .. ........... .... ...... .... ........... .... 126 
6. PROCESSING EXAMPLES 
6.1 Introduction .................. .. ... ........................................ ............................ 1-!8 
6.2 Synthetic Example: Sloping Sea-tloor .......... ........ ....... ... ...... .............. 1-!9 
6.3 Synthetic Example: Undulating Sea-floor ... ....................... ............... 156 
6.-l Real Example: Hunt '95 Dataset ......................................................... 161 
6.5 Real Example: AGC '86 Dataset.................................. .... .................... 173 
7. CONCLUSIONS 
7.1 Water-bottom Nlultiples ....................................................................... 188 
7.2 Raymult: Adaptive Ray-tracing Based Nlultiple Suppression ....... 188 
7.3 Processing Results............................ .................. ................................... 190 
7.-l Future Research ..................................................................................... 192 
8. REFERENCES ........................... .......... ... .... ........ .............. ........ ..... ..................... ... 194 
v 
LIST OF FIGURES 
1.1 Simple marine seismic experiment ................................................................. 2 
1.2 [Jt>dl shut gatht>r ... .. ..... .. .... ....... ............ ......... ........ ... . ... ................ ...... ............... 2 
1.3 Ray diagram of first order multiples .............................................................. -l 
l.-l Shot gather from the AGC '84 dataset ............................... .. .......................... 6 
2.1 Reflection and refraction angles for Eq. 2.2 ...... ..................... .. ...................... 11 
2.2 Reflection and refraction angles for Eq. 2.-l ................................................... 12 
2.3 Amplitude and phase vs. offset for simple sea-floor model....................... 13 
2.-l Direct, ret1ected and refracted seismic events .. ......... ........... .............. .. .... .... 15 
2.5 Amplitude and phase vs. offset for hard and soft sea-floor models ...... ... 18 
2.6 Sub-sea-floor images of a second order multiple ... ...................................... 20 
2.7 Image geometry for multiples from a dipping sea-floor............................. 21 
2.8 Amplitude vs. offset for four orders of multiples ........................................ 22 
2.9 Pegleg multiples ................................................................................................ 23 
2.10 Shot gather &om off the northeast coast of Newfoundland......... ....... ..... 26 
3.1 Basic stacking principles .................................................................................. 28 
3.2 The effects of mto stretch ................................................... ······ .. ········ ........... 30 
vi 
3.3 Stacking response as a function of timing errors ......................................... 31 
3.-l Timing errors as a function of velocity errors .............................................. 32 
3.5 The effect of NtvlO on primaries and multiples ................................ ........... 34 
3.6 Stacking response as a function of velocity ................................................... 35 
:\ .7 The result of stacking high ctmplitude multiples ....... .......... .... .. ... .. ........ ..... . 37 
3.8 The velocity and density model used for generating synthetics ... ............ 38 
3.9 Synthetic shot gather .... ............... .. ........................ ......... ........... .. ... .. ................ 39 
3.10 Stacked synthetics ... ........ .. ..... ...... .. ... ... ............. ... ........ ... ....... ........ ... ... ......... .. -10 
3.11 The convolutional model of a seismic trace ..... ... ... ...... ...... ... ........ .. ... .. ..... .. -12 
3.12 Multiple attenuation vs. operator length and prediction lag ... ........ .... ... . -l4 
3.13 The effect of random noise and primaries on multiple attenuation ........ -16 
3.1-l The effect of poor amplitude correction on multiple attenuation ........... -17 
3.15 The amplitude relationship between multiples at 200 m offset ....... ........ -18 
3.16 The application of NMO using the water velocity..................................... 50 
3.17 NMO deconvolution of synthetic shot gather ..... ....................................... 51 
3.18 NMO deconvolution stack ...................................... .............................. ......... 52 
3.19 The t-p transform of a shot (or CMP) gather....................... ....................... 53 
3.20 t-p deconvolution of synthetic shot gather ................................................. 55 
3.21 t-p deconvolution stack ............................................................................ ..... 56 
vii 
3.22 The radial trace trailS form .......... .......... .......... ... ....... .......... .......... .. ... ....... ..... 57 
3.23 Radial trace deconvolution of synthetic shot gather ................................. 58 
3.2-1: Radial trace deconvolution stack ....................................... ........................... 59 
3.25 N~lO application for FK multiple attenuation ........................................... 61 
3.26 Multiple attenuation in FK space...................... ............................................ 62 
3.27 FK multiple attenuation of synthetic shot gather ....................................... 63 
3.28 FK stack ............................................................................................................ 64 
3.29 t-p hyperbolic velocity filtering (HVF) of synthetic shot gather .. ........... 65 
3.30 t-p HVF stack .............................. ...................... .......... .. ................................. .. 66 
3.31 Parabolic radon filtering of synthetic shot gather ...................................... 68 
3.32 Parabolic radon stack ................. .................................................................... 6q 
3.33 Wavefield extrapolation-based multiple attenuation ................................ 71 
3.34 Extrapolation-based multiple attenuation of synthetic shot gather........ 73 
3.35 Wavefield extrapolation stack....................................................................... 74 
3.36 Inverse scattering multiple attenuation ....................................................... 75 
-t 1 Automatic picking of first breaks ................................................................. .. 80 
4.2 Using the energy window to guide the picking function ........................... 81 
4.3 Cross-correlation of 30 Hz Ricker wavelet ............... ..................................... 83 
4.4 Picking using cross-correlation .. ..................................................................... 86 
viii 
4.5 Picking of noisy data . .. ...... . ........ ... ....... .... .... ................. ... ......... ............ ... ........ 87 
4.6 The effect of noise on the apparent phase of the wavelet ................. ..... ..... 88 
4.7 Automatic picking of undulating synthetics .... ....... .. ...... .......... ............ ..... .. 89 
-1:.8 The effect of smoothing noisy picks .. ....... ... ...... .. ..... .. ..... ... .. .. ....... ....... ... ....... 90 
-1 .9 Picking across a major phase rotation.. .... .... .... ........ .. .. ... ... .... ....... ... ........ ... ... 92 
4.10 Same as 4.10 but with added noise ...... ... ... ... ... .......... ....... ...... .. .... .... ...... .. .. .. 93 
4.11 Same as -1.10 but without phase estimation ...... ...... .... ... .... ...... ............ .. ..... 94 
4.12 Basic geometry for a primary from a dipping sea-tloor .... .. . .... ..... ... ... ... ... 96 
4.13 Constant dip migration of travel time picks .... .. ....... .... ... ... ....... ... .......... ... . 97 
-1. 1-l Experiment locations described in Eq. 4.14 and 4.15 .. ... .... ... ...... .. . . ..... .... .. 98 
4.15 The convergence of the dip calculations .... .. .. .. ..... ....... .................. .... .... .. ... 99 
4.lo Geometry of the ray path for a second order multiple ........ ..... ..... .. .. ....... 101 
4.17 Overlay of automatic picks on sloping data ...... ....... .... .. ... ... .... .................. 103 
4.18 Resolution of the statics solution .. ... ............................ ........... .......... .. .......... 104 
4.19 Errors in the timing estimates due to picking errors ... ..... ..... .. ... .............. . 105 
4.20 Results of modelling with the wrong water velocity ........ .... .... .......... ..... .. 107 
4.21 The raytracing results for a shot gather at Location 6000 m .............. ... ..... . 108 
4.22 Modelling results for the undulating synthetics .. .. .... .. ................ ..... ......... 110 
4.23 Modelling results for noisy data .......... ... ..... .......... ......................... .... .......... 111 
4.24 ~lodelling results after 5 point smoothing filter .................... ..... ..... .......... 112 
ix 
5.1 Modified cubic spline interpolation .................................. ....... ...................... 114 
5.2 Raytracing parameters ..................................................................................... 116 
5.3 Final adjustment of arrival time estimates .................................................... 117 
5.-l Raytracing timing estimates ........................ .... ........ .... ........ .... ........................ 119 
::>.::> Retlection of dray dt the water-bottom .. .. .......... ...... .... ..... ..... ... ...... .. ... .. ....... 120 
5.6 Amplitude and phase as a function of incident angle ..................... ............ 121 
5.7 Window overlap................... .. ........... ........... ...... .. ...... ....... .... .. ..... ........... ... ....... 1'?3 
5.8 Dipping sea-floor model ... . . ..... ............................ ...... .............. .............. ...... .. .. 126 
5.9 Synthetic shot gather used for Raymult testing .. ..................... ............ ........ 127 
5.10 Shot gather after application of Raymult .............. ... ............. .. .................... 128 
5.11 Shot gather after addition of noise ................... ............................................ 130 
5.12 Noisy gather after Raymult ........................................................................... 131 
5.13 fvlodel constructed using wrong water velocity ......................................... 132 
5.14 Shot gather showing time estimates using wrong velocity ...................... 133 
5.15 Wavelet iterations .............................. ..... ........ ....................... ........... .... .. ... .. ... 134 
5.16 Shot gather after Raymult using wrong velocity ....................................... 135 
5.17 Wavelet iterations for noisy data .................................................................. 136 
5.18 Noisy gather after Raymult using wrong velocity ..................................... 137 
5.19 Model for generating synthetic primaries................................................ ... 138 
-- "0 s th . . . ::>.- yn etic pnmanes .................... ........................ ............................................ . 139 
X 
5.21 Test gather ........................................................................................................ 140 
5.22 Test gather after Raymult .............................................................................. 141 
5.23 Wavelet iterations for test gather ................................................................. 1.t2 
5.24 Noisy test gather after Raymult .................................................................... 143 
5.25 Test gather after Raymult using wrong velocity ... ... ...... .. .. ........... ... .. .. ... ... 145 
5.26 Noisy test gather after Raymult using wrong velocity ............................. 146 
5.27 Wavelet iterations for noisy test gather ....................................................... 147 
6.1 Near trace gathers for dipping sea-floor model ........................................... 150 
6.2 Brute stacks for dipping synthetics ................................................................ 151 
6.3 FK stacks for dipping synthetics ................................................. .................... 152 
6.4 Raymult stack for dipping synthetics ............................................................ 153 
6.5 Near trace gathers \\-;th noise for dipping sea-floor model ........................ 154 
6.6 FK and Raymult stacks of noisy, dipping synthetics ................................... 155 
6.7 Near trace gathers for undulating sea-floor model ............ ......................... 157 
6.8 Brute stacks for undulating synthetics ........................................................... 159 
6.9 FK stacks for undulating synthetics ............................................................... 160 
6.10 Raymult stack for undulating synthetics ..................................................... 161 
6.11 Near trace gather for Hunt '95 dataset ........................................................ 162 
6.12 Near trace gather after source statics ........................................................... 163 
6.13 Estimated model and predicted multiple times ......................................... 165 
xi 
6.14 Sample shot gather showing multiple times................... ... .. .. .. ........... ........ 166 
6.15 Shot gather after Raymult ........ ........... ..... ....... ................... ........................... . 167 
6.16 Shot gather after second pass of Raymult .. ......... ............ ...... ..................... . 168 
6.17 NtvlO velocity model used for stacking Hunt '95 dataset ....................... . 169 
6.18 Comparison of brute stack with Raymult stack ........................................ . 170 
6.19 Stacks after post-stack predictive deconvolution ........................... .... ....... . 171 
6.20 Radon filtered stacks ....... ... ............... ......... .. ... .. .... ... ... .... .. .. ... ...... ................. . 172 
6.21 Location map for AGC '84 dataset .... .............. .......... ... ...... ......................... . 173 
6."'"' Near trace picking for AGC '84 ......... ..................... ... .... ........ .. ... .. .... .. .. .... .. . . 175 
6.23 Estimated model and predicted multiple times ...... .. ...... ........... ....... ... ..... . 177 
6.2-t Constant velocity migration of near trace gather ................ ...... .. ... ...... .. ... . 178 
6.25 Sample shot gather at location 8000 m ........ ... .......... ......... ... .... ....... ... ... ...... . 179 
. .., Sh h tt. • • 6._6 ot gat era er m1gration ........................................................................... . 180 
6.27 Migrated shot gather after Raymult ................. ...... ..... ..... .............. .............. . 181 
6.28 NMO velocity model used for stacking AGC '84 dataset ........................ . 182 
6.29 Stack of AGC '84 after Raymult .. ... ......... ...... ..... ...... ..... ... ...... ...... .. ... ...... ...... 183 
6.30 Close up of eastern end of line ...................................................................... 185 
6.31 C~fP 'super gather' sho·wing possible primary ..... ...... ........ ............... ...... .. 186 
6.32 Stack of AGC '84 without using RaymuJt ................. ............................... ... 187 
xii 
ACKNOWLEDGMENTS 
This research was supported by a graduate research award from Amoco 
Canada, an Offshore Career Development Award and an NSERC Research Grant 
tu Dr. J. I Idll. Pruc~ssing was p~rfurm~J using progran1s incurpuratec..l into 
Seismic Unix, a system developed by the Centre for Wave Phenomena at the 
Colorado School of l\lines. Thank you to Hunt Oil and Pan Canadian for 
allowing me to use some of their data. 
I would like to thank my supervisor, Dr. J. Hall, for his patience and 
encouragement. I would also like to thank Dr. C. Hurich, Dr. L. Lines and Dr. J. 
vVright for their generous words of advice; Tony Kocurko for keeping the 
computers going and solving numerous technical problems; and Dr. A. Calvert 
for some very useful comments. Finally and most importantly, I would like to 
thank my family, Pam, Katie and ~lark, for their support and for allowing me to 
disappear from time to time, so that [could get this thing done. 
xiii 
1. INTRODUCTION 
1.1 Marine Seismic Data 
Seismic imaging of sub-seabed geological structure is usually performed 
using a ship which tows a source array and one or more streamers containing 
receivers (Figure 1.1). As the ship proceeds along a traverse, the source emits a 
powerful acoustic signal which travels through the water layer into the Earth. 
Whenever the propagating wavefield encounters a boundary between regions 
with different elastic properties, part of the energy is reflected back towards the 
surface, where it can be recorded by the receivers, while the remaining energy 
passes through. The receiver signals, as a function of time, therefore contain 
information about successive subsurface boundaries and, with repeated shot 
recordings at regular intervals, the data can be processed to give a continuous 
profile of the subsurface structure. 
Figure 1.2 shows an ideal shot gather, which contains all of the data recorded 
by the receivers for up to 2 seconds following a single firing of the source. The 
first arrivals to be recorded are due to the direct wave, which travels straight 
through the water from source to receiver. On the traces closest to the shot (the 
'near' traces), the sea-bottom reflection is recorded next, but farther away from 
the shot, refracted events arrive earlier. Primary reflections then arrive from 
1 
sea floor 
seismic 
ship 
source receivers 
Figure 1.1 Schematic illustration of a simple marine seismic experiment 
Offset (m) 
0.5 
-(/) 
.._ 
~ 1.0 
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500 1 000 1 500 2000 
Figure 1.2 Ideal shot gather/ the result of a noise free experiment over 
several horizontal layers. An automatic gain has been applied to reduce 
the amplitude variations between the various events. 
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each boundary in the subsurface in tum, with their amplitudes dependent on the 
magnitude of the contrast in acoustic properties across the boundary. 
Unfortunately, the data which are recorded in the field are rarely so clear. 
The traces always contain some degree of random noise due to a variety of 
external sources. ranging from waves breaking to sharks biting the cable. ln 
addition, there is often a considerable amount of coherent noise, ambient and/ or 
shot related, the most important of which is caused by the reverberation of 
seismic energy within the water layer (see Figure 1.3). This thesis includes a 
review of current techniques for reducing the effects of such reverberations and 
reports a new method, which is especially useful when the seabed structure is 
complex. 
1.2 Water-bottom Multiples 
The amount of seismic energy reflected at an interface is related to the 
density and velocity contrast between the materials on either side of the 
boundary. The 'reflection coefficient', which is the ratio between the incident 
energy and the reflected energy, increases as the contrast increases (see Section 
2.1). Since water and air have very large velocity and density contrasts, the sea-
surface is almost a perfect reflector, with a downward reflection coefficient close 
to -1. The negative value is due to the fact that velocity decreases upwards 
3 
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Offset (m) 
1500 2500 
Figure 1.4. Shot gather from a deep seismic dataset collected off the 
northwest coast of Newfoundland in 1984 by the AGC. At least 15 orders 
of multiples are clearly visible. 
6 
extent. However, the sea-floor conditions on the continental shelf around 
Ne·wfoundland are such that the water-bottom multiples are extremely severe. 
The water depth varies bernreen about one hundred and three hundred metres 
and the sea-floor is very hard. This means that the multiples are of very high 
amplitude and that they can maintain amplitudes comparable to the primaries 
for several seconds. The northeast coast has very little sediment cover, so that in 
addition to having 'loud' multiples, there are very few high amplitude primaries. 
Many of the shot gathers in the 1984 deep seismic reflection data have at least 12-
15 orders of multiples clearly visible (see Figure 1.-l), causing multiple energy to 
completely obscure the first six seconds of data (Keen et al., 1986). This made the 
upper crustal part of the section totally uninterpretable, and emphasized the 
need for effective multiple attenuation. 
1.3 Multiple Suppression 
Multiples were first described as a potential problem in the seismological 
literature in 1948, when a number of papers in Geophysics showed that multiples 
could be clearly seen in a number of different data sets from the Sacramento 
Valley (e.g. Ellsworth, 1948; Sloat, 1948). Sloat noted at the time that they could 
easily be mistaken for primary arrivals and, as a result, could make 
interpretation very difficult. 
Considerable work was done in the early 1950's to model the amplitude and 
5 
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Figure 1.4. Shot gather from a deep seismic dataset collected off the 
northwest coast of Newfoundland in 1984 by the AGC. At least 15 orders 
of multiples are clearly visible. 
6 
phase characteristics of the multiple events (e.g. Press and Ewing, 1950: Officer, 
1951: Burget al., 1951), to find some way of distinguishing the multiples from the 
primaries. Backus (1959) was the first to look at the problem from a linear 
filtering point of view. He showed that the periodic nature of sea-floor multiples 
can be used to predict which part of the recorded trace is multiple and which 
part is primary. '[nverse filtering' can then be used to remove the multiples from 
the trace. This method is now generally referred to as 'predictive deconvolution' 
and will be discussed in greater detail in Section 3.2. 
A second important attenuation method was developed in the early 1960's, as 
a result of the development of multi-channel data processing. Because of the 
velocity difference between the Earth sampled by primary reflections and that 
sampled by the multiples, there is a difference in the change of arrival time with 
source-receiver offset (move-out) between a primary and a multiple with the 
same vertical incidence travel-time. Discrimination on the basis of differential 
move-out was used in common depth point (CDP) stacking to improve the 
primary-to-multiple amplitude ratio substantially (Mayne, 1962). Then 
Schneider et al. (1965) showed that 'optimal stacking', in which carefully chosen 
filters are applied to each pre-stack trace, can provide an even greater 
improvement. 
Over the past several decades, a number of additional processing techniques 
7 
have been developed for multiple attenuation. However, most are based on 
either the move-out difference between multiples and primaries or on the 
predictability of the multiples. The degree of success of these methods generally 
depends on how well the Earth (and thus the recorded data set) agrees with the 
assumptions which are made about it. 
Very recently, advances in seismic acquisition have introduced a number of 
new possibilities for multiple suppression. Dual-sensor cables, which contain 
both hydrophones and ocean bottom geophones, provide pressure and velocity 
information which can be summed to attenuate multiple energy (Dragoset and 
Barr, 1994; Paffenholz and Barr, 1995). However, the scale factors that must be 
applied to the data sets are not always easily calculated, which can result in fairly 
poor attenuation, particularly when the sea-floor reflection coefficient is high. 
Vertical cables make it easier to separate upgoing and downgoing components of 
the wavefield, which potentially could produce a way of filtering out the 
downgoing multiples (Moldoveanu et al., 1993). Burying vertical cables in the 
seafloor sediments can provide even better attenuation (Moldoveanu et al., 
1994), but both of these approaches are only useful in shallow, soft water-bottom 
situations. Since the original focus of this research was to provide better multiple 
attenuation on data that we had already acquired, I have concentrated 
exclusively on developing a new processing approach rather than looking at 
8 
acquisition techniques. 
1.4 Research Approach 
Current multiple suppression techniques tend to be least effective when the 
sea-bottom is very hard or when there is considerable sea-bottom structure. The 
only way to deal properly with this problem is to actually incorporate a model of 
the sea-floor into the suppression technique. This involves a 'prediction-
subtraction' approach, in which the multiples are first predicted using the sea 
bottom information and then subtracted from the data set. The approach which 
I have taken is to use the receiver data (traces) closest to each shot to develop a 
model of the sea-t1oor, and then to use raytracing to predict the arrival times, 
amplitudes and phases of the multiples for each shot gather. These parameters 
are then compared to the actual data and a wavelet is estimated. The parameters 
are then adjusted until the wavelet estimate is best able to reproduce the actual 
multiple arrivals. The wavelet is then convolved with the new set of multiple 
parameters and the results are subtracted from the data. Because this approach 
is able to adjust to the phase and amplitude variations arising from complex 
reflection coefficients (see Section 2.1), it is even able to handle post-critical 
multiples. Since it allows the initial assumptions to be adapted to best fit the 
data, it will always improve the primary-multiple energy ratio. 
9 
2 WATER-BOTIOM MULTIPLES 
21 Seismic Reflection Theory 
The most common marine seismic source is an array of airguns. This 
produces large bubbles of compressed air, whose expansion and subsequent 
collapse create a pulse of acoustic energy which propagates according to the 
wave equation: 
( .2 . I) 
where Pis pressure, vis the propagation velocity and tis the time. The pressures 
are then recorded by d number of evenly spaced receiver groups, themselves 
short arrays of hydrophones, the outputs from which are summed to give a 
single trace. 
When the acoustic wavefront comes in contact with a boundary, it is divided 
into reflected and refracted components to ensure continuity of normal stress 
and displacement across the boundary. The reflection and refraction angles are 
governed by Snell's law: 
(2.2) 
with the reflection angle being equal to the incident angle (see Figure 2.1). When 
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Figure 21. Illustration of the reflection and refraction angles used in 
Equation 2.2. 
t'2 is greater than v,, there is an incident angle for which the refracted angle is 
90°. This is called the 'critical' angle. All components of the wavefield which 
propagate \\;th incident angles greater than the critical are completely ret1ected. 
The relative amplitudes of the reflected and refracted parts are dependent on 
the change in impedance, the product of velocity and density, across the 
boundary. At normal incidence, the amplitude ratios are: 
A, = P.zVz- p, v, Z.z -Z, 
= An P1P1 +ptv, z2 + zl 
t2.3) 
A2= 2plt'l 2Z, 
= 
An p2v2 + p, P, Z2 + z, 
where AI) is the incident amplitude, A 1 and A:! are the reflected and refracted 
amplitudes; Pi are the densities and Vi are the acoustic velocities. 
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Figure 22 Hlustration of the reflection and refraction angles used in 
Equation 2.4. The acoustic impedance, Z, is the product of L'i and Pi the 
shear impedance, W, is the product of f3and p. 
This becomes somewhat more complicated when the angle of incidence (the 
angle between the propagation direction and the boundary normal) is non-zero, 
since some of the acoustic energy (P-wave) is then converted into shear energy 
(5-wave). The equations relating the compressional (A) and shear (B) amplitudes 
(see Figure 2.2) of the different components are the Zoeppritz' Equations: 
A I cos e I + A 2 cos e 2 + 82 sin A 2 = All cos e I 
-A, 13 ~ sin26, + B, cos2A., = 0 
- 1'2 - - -
(2.4) 
The reflection coefficient is then the ratio Ar/Au. Since the water layer cannot 
transmit shear waves, the reflected shear wave component is zero and hence has 
been omitted. Figure 2.3 shows how the reflection coefficient varies with angle 
of incidence for a simple seafloor model, with a water velocity of 1500 ms-l, 
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Figure 23. Amplitude=AI/Ao (a) and phase (b) vs. offset curves for a 
simple seafloor model. The seafloor has a velocity of 1600 ms-1 and a 
density of 2000 kgm- ~, while the water has a velocity of 1500 ms·1 and a 
density of 1000 kgm -.\ 
the seafloor velocities of 1600 ms-1 (P-wavt!) and 1200 ms-t (5-wave), water 
density of 1000 kgm-3 and seafloor density of 2000 kgnr·'· Near normal incidence, 
reflected amplitude decreases as angle increases but reaches a minimum just 
13 
before the critical angle, and then quickly increases to an amplitude near unity at 
the critical angle itself. 
Amplitude is not the only thing that varies ~ith offset. Post-critical 
reflections also have considerable phase variation (see Figure 2.3b). Since most 
seismic processing techniques assume that the wavelet remains constant in both 
frequency content and phase, the rapid change in the phase of the ret1ections 
after the critical angle makes data processing very difficult. As a result, post-
critical data are generally muted and excluded from the processing. 
22 Seismic Events 
The vast majority of coherent energy in marine shot gathers occurs as one of 
three different types of event: direct, refracted or ret1ected (see Figure 2.-1:). The 
earliest arrival at short offset is the direct arrival, which is the result of wave 
energy travelling directly from the source to the receivers. As a result, its offset 
vs. time (x-t) plot is a straight line through the origin, with a slope (dx/ dt) equal 
to the water velocity. It contains no information about the sub-seafloor. 
However, if sufficient offsets are available, it can be very useful for the 
assessment of shot-based static corrections (hereafter referred to as statics) and 
the water velocity, as will be described in Chapter 6. It can also be used to 
estimate the shape of the source wavelet. However, the fact that both the source 
and receiver are generally comprised of horizontal arrays means that the 
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Figure 24. Illustration of direct, reflected and refracted seismic events: (a) 
recorded wavefield is directionally dependent and that the near-vertical 
component, which produces most of the reflected energy, is not the same as the 
near-horizontal component, which produces the direct arrivals. Because of the 
spherical spreading of the wavefield, the amplitudes decrease linearly with the 
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distance from the source. 
Refracted arrivals are those in ""·hich the wavefield passes through the 
seafloor and is refracted so that it is turned back towards the surface \\-ithout 
retlecting. A special case, called a head wave, occurs when the wavefield is 
refracted at the critical angle and then travels along the boundary itself. When 
the layers are planar, these events have linear x-t relationships, \\-ith slopes equal 
to the velocity of the layer in which they turned. They do not pass through the 
origin. They can be very useful in assessing layer velocities, but since the 
velocity determination is based primarily on travel in the horizontal direction, 
refraction velocities often differ somewhat from the near-vertical velocities 
constraining reflections. \-Vhen the layers have lateral thickness variations, the x-
t relationships become more complex, and velocity estimates require modelling 
and are more subject to errors. [f only geometric spreading is taken into account, 
refraction amplitudes theoretically should decay linearly with offset. However, 
since they are affected by absorption, especially at wide offset, and lateral 
impedance variations, the amplitude decay is generally somewhat more rapid. 
[n a model consisting of a single horizontal layer, reflected events have a 
hyperbolic x-t relationship which is given by the equation: 
.Jxz + -ld1 
t(x)=----
L' 
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(2.5) 
where t is the two-way travel time, x is the source-receiver offset, d is the 
thickness of the layer and vis the velocity. When the reflector is dipping, the x-t 
relationship is altered slightly: 
,; x~ + -tLf - -tdxsine 
t(x)=-------
~~ 
(2 .6) 
where B is the dip angle and dis the normal distance from the retlector to the 
shot. Although this is still a hyperbola, it is not symmetrical about the shot 
position (x=O). As many of the basic seismic processing techniques (e.g., 
semblance-based velocity analysis, CMP stacking} assume that the reflectors are 
horizontal, the moveout difference caused by dipping reflectors can produce 
significant processing problems. 
Spherical spreading causes reflection amplitudes to decrease linearly 'tvith 
distance from the source, but retlected events are also subject to the ret1ection 
coefficients described above. As a result, they often have fairly complex 
amplitude vs. offset curves. Figure 2.5 shows how the reflection amplitudes 
might vary with offset for examples of a 'soft' and a 'hard' sea-bottom. The 
water depth is 200 m. The 'soft' model uses the same parameters as Figure 2.3, 
while the hard model uses a seafloor velocity of 3000 ms·• and a density of 2500 
kgm-\. The soft sea-bottom example is simply a superposition of Figure 2.3 on 
the geometric spreading curve. The hard sea-bottom example, however, is 
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Figure 25. Amplitude (a) and phase (b) vs. offset curves for hard and soft 
sea-floor models. The hard example uses a seafloor velocity of 3000 ms-1 
and a density of 2500 kgnr\ while the soft example uses a seafloor 
velocity of 1600 ms-1 and a density of 2000 kgnr-'. The water velocity for 
both is 1500 ms-1 and the water density is 1000 kgnr-'. 
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somewhat more complicated. Because the shear velocity of the seafloor is 
greater than the water velocity, there are two critical angles; one P-wave and one 
~wave. This is represented on the amplitude curve by two peaks, one near 200 
m offset and the other near 500 m. 
2.3 Multiple Reflections 
Sea-bottom multiples may be considered to be primary reflections from 
virtual reflectors beneath the sea floor, as shown in Figure 2.6. As a result, they 
have all the characteristics of simple primaries. The x-t relationship for the rzth 
order multiple from a horizontal reflector is given by: 
I 
' ( 1) J i J v··c+-lH+ -t-t(x) = _:.._ ___ _ 
Z.' 
t2.7) 
Clearly, when n=O, this reduces to the equation for primary moveout (Eq. 2.5). 
Figure 2.6 also illustrates the fact that the multiple images for a dipping reflector 
have progressively steeper dips. The moveout can therefore be inferred from 
Equation 2.6: 
~x2 +4h 2 -4hxsin(n+l)8 
t(:r) = --'--------~---.:;___ 
v 
(2.8) 
where h is the perpendicular distance from the source to the imaged reflector. 
This distance can be calculated by observing that all of the imaged reflectors 
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Figure 26. Ray-diagram showing a second order sea-floor multiple and 
its sub-sea-floor images. 
have the same intercept with the horizontal (see Figure 2.7): 
h = d sin(n + 1)6 
sinS (2.9) 
This indicates that topography of the seafloor is more exaggerated by each 
successive order of sea-bottom multiple. This causes the time intervals between 
different order multiples to vary significantly, and consequently greatly reduces 
the effectiveness of most attenuation techniques. 
Since the reflection coefficient of the ocean surface is approximately -1, the 
zero-offset reflection coefficient for the nlh order multiple is simply: 
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Figure 27. illustration of the image geometry for multiples from a 
dipping sea-floor, showing the relationship between d and h. 
(2.10) 
However, when offset is taken into account, the amplitude relationships are 
considerably more complicated. The amplitude vs. offset curves for 4 orders of 
multiples corresponding to the soft model of Figure 2.5 are shown in Figure 2.8. 
It is quite clear that the geometric relationship of the multiple amplitudes is only 
valid at very small offsets, even for a soft, flat ocean-bottom. In areas where the 
seafloor is hard and rough, the amplitudes become very unpredictable, 
potentially with numerous critical arrivals on each event. 
In addition to simple sea-bottom multiples, reverberation within the water 
layer of energy reflected by deeper primary reflectors produces pegleg multiples 
(see Figure 2.9a). In hard seafloor conditions, every primary reflector will have a 
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Figure 28. Amplitude vs. offset for four orders of water bottom multiples. 
The sea-floor velocity was 1600 ms·1 with a density of 2000 kgm·'. 
series of pegleg multiples trailing after it. The moveout for the first pegleg is 
dose to the primary velocity, but each subsequent pegleg has a velocity which 
gets progressively closer to the water velocity (see Figure 2.9b). Since the water 
layer reverberations can occur before and after the primary reflection in any 
sequence, pegleg arrival times can be very difficult to predict. ln addition, since 
several different ray paths can contribute to the same pegleg order, amplitudes 
and phases are virtually impossible to predict, even under relatively soft, flat sea-
floor conditions. While peglegs are often very difficult to remove, they can 
usually be readily identified by the trend in their moveout velocities. 
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Figure 29. illustration of pegleg multiples. a) shows possible ray paths 
for second order peglegs for two reflectors. Note that there are actually 
three different ray paths for second order peglegs, since the 
reverberations can occur either before or after the deeper reflection. b) 
shows the arrival times and velocity spectra for the primaries and five 
pegleg arrivals from each reflector. 
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2.4 Sea-Bottom Considerations 
There are four important factors which determine the nature of sea-bottom 
multiples: 
• the velocity and density of the seat1oor rocks 
• the water depth 
• the topography of the sea-bottom 
• the degree of sediment cover 
The first factor, which may be referred to as the hardness of the seafloor, 
controls how the multiple energy decays - the harder the seafloor, the greater 
the number of multiples which have amplitudes comparable to the primaries. 
Water depth does not actually affect the amplitude of the multiples, but it does 
determine the time between the different multiple orders. Very shallow water 
conditions will produce multiples in which the wavelet of one order will overlap 
\\;th the wavelet of the next. As a result, primaries may be completely obscured. 
On the other hand, the multiples arrive very quickly, so the actual time required 
for the multiple energy to decay is small. [n very deep water, although the 
energy decay time is much greater, there may be considerable separation 
between the wavelets of different orders of multiple. Primaries may actually be 
seen in the gaps between the multiples. The most difficult conditions for 
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multiples are therefore mid-range depths (100-300 m) which produce multiples 
which have small separations between orders but also long duration. 
Sea-bottom topography was mentioned above. Essentially, rough sea-floors 
produce multiples with arrival times, amplitudes and phases which are very 
difficult to predict. Multiple attenuation then requires routines which are 
capable of adapting to these data irregularities. 
Soft-sediment cover can produce an even more serious problem. It is possible 
for the water-sediment and sediment-rock interfaces to have comparable 
reflection coefficients. In this case, there are pegleg multiples produced in the 
soft-sediment layer which effectively extend the length of the wavelet, so that 
even the multiples from fairly deep water have wavelet overlap. Figure 2.10 
shows a shot gather from off the NE coast of Newfoundland with a very serious 
soft-sediment problem. The interactions of the multiples and the peglegs 
completely dominate the entire gather. Since the extended wavelet is due to this 
interaction, it is time and offset dependent, and as a result it is virtually 
impossible to design an effective shaping filter. At present, there is no way to 
attenuate this type of multiple. 
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Figure 210. Shot gather from 1984 dataset collected off the northeast 
coast of Newfoundland. Soft sediment cover on the sea-floor produces a 
water-bottom multiple which is complicated by several peglegs from 
within the sediments. Refraction arrivals indicate a sediment velocity of 
1700 ms·1 and a sub-sediment velocity in excess of 5000 ms-t. 
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3. REVIEW OF CURRENT METHODS 
3.1 CMP Stacking 
Common mid-point stacking (also sometimes called CDP- common depth 
point stacking) is a noise attenuation technique which is applied to virtually all 
seismic data. It is based on the idea that typical seismic acquisition leads to 
multiple source-receiver pairs which sample the same 'point' of each retlector 
(~layne, 1962). The traces are sorted into 'gathers' according to this source-
receiver midpoint (see Figure 3.1). The times are then corrected to account for 
the different source-receiver offsets using the normal moveout (NMO) equation: 
(3.1) 
where r, is the Nl\110 corrected time, r,, is the original time, x is the shot-receiver 
distance and vis the NMO velocity of the retlector. If the correct NMO velocity 
is chosen, the primary arrivals should Line up, as shown in Figure 3.lb. Summing 
all the traces at a constant time then serves to increase the amplitude of the real 
arrivals, relative to the random noise. In theory, the improvement in the signal 
to random noise amplitude ratio should be equal to the square root of the 
number of traces which are stacked. In practice, however, the improvement is 
somewhat less, due to trace to trace inconsistencies in the wavelet, misalignment 
of the events and coherency of the noise. 
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Figure 3.1. illustration of basic stacking principles. (a) shows how all the 
traces in a CMP gather sample the same point on each reflector (for flat 
reflectors). (b) shows how the application of an NMO correction should 
align the primary arrivals, and how the wavelet is stretched on the far 
traces. 
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ln marine data, the sources and receivers behave very consistently along a 
profile, so there tends to be very little variation in the source-receiver wavelet 
response on the original traces. However, the process of applying NMO, in 
preparation for stacking, causes the wavelet to change quite significantly from 
trace to trace. particularly in the first second of data. When the correct NMO 
velocity is applied to zero phase data (see Figure 3.2a), stacking produces near-
optimal improvement in the signal to noise ratio regardless of the stretch, 
although the resulting stacked wavelet clearly has a lower frequency content 
than the original. Minimum and mixed phased wavelets, on the other hand, are 
seriously affected by NMO stretch (see Figure 3.2b). Stacking traces which have 
a stretch greater than 150% provides very little improvement in the signal to 
noise ratio, while degrading the spectral bandwidth. As a result, data which 
require an NMO stretch greater than 150% are typically muted. 
The stack is much more seriously affected by the misalignment of the primary 
events. This is generally caused by a poor choice of stacking velocities, although 
statics problems and non-flat reflectors can also play an important part. Figure 
3.3 shows the stacking response corresponding to a range of timing errors for a 
24 fold stack at four different frequencies. The timing errors are defined to be 
zero at the source, increasing linearly to a maximum at trace 24. Frequency is 
clearly a major factor, with high frequencies having a much lower response than 
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phase wavelet (a) and a mixed phase wavelet (b). 
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Figure 3.3. The stacking response which corresponds to a range of timing 
errors for a 24 fold stack at four different frequencies. For comparison, the 
dashed line shows the optimal attenuation of random noise. The moveout 
differences were linear with no error at zero offset. 
low frequencies. At 10 ms, the 80Hz response has dropped below the noise 
response, effectively eliminating the benefits of stacking. At the same time shift, 
the 40Hz component has been reduced by 2.5 dB, implying a 25% reduction in 
the signal to noise ratio, which is equivalent to a fold reduction of almost 50%. 
The 10 and 20Hz components, on the other hand, are virtually unaffected by a 
10 ms moveout difference. 
Figure 3.4 shows the moveout differences associated with velocity errors for 
two different events. If we assume that the stack uses a full 3000 m spread of 
receivers, the 2500 ms-1 event produces a moveout difference of 10 ms when the 
velocity error is roughly 25 ms-1, while the 1500 ms-1 event produces the 10 ms 
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Figure 3.4. The errors in the NMO correction which are introduced by 
velocity errors for an event at 0.5 seconds with a real velocity of (a) 2500 
ms-1 and (b) 1500 ms-1. 
misfit when the velocity error is only 8 ms-1. This emphasizes the need for 
accurate velocities, especially for low velocity reflectors. It also illustrates the 
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fact that events such as sea-bottom multiples, which have velocities that are 
significantly different from the primary velocities, will not stack constructively. 
Figure 3.5 shows the effect of applying NMO velocities to a shot gather. The 
primaries are aligned perfectly, while the multiples are under-corrected. Clearly, 
as the primary velocities increase, so does the moveout difference and hence the 
stack becomes more effective at attenuating the multiples. Unfortunately, due to 
the hyperbolic nature of reflections, all velocities have very little moveout near 
the source. As a result, the moveout difference on the near traces is usually 
insufficient to attenuate high amplitude multiples. Figure 3.6 (a) shows the 
effect of excluding the first four traces, with offsets up to 400 m, on the stacking 
response of a 1500 ms· 1 multiple for a range of primary velocities. The straight 
stack gives a maximum attenuation of about 15 to 20 dB. The effect of the near 
trace mute is somewhat irregular, but it does generally give some improvement 
over the straight stack, potentially up to an additional 15 dB, although it is 
heavily dependent on the frequency content of the wavelet. 
Offset depenc!ent weighting before the stack can give similar results (Tsai, 
1985). By emphasizing the far offsets, the stack is more affected by the part of the 
data which has the greatest moveout differences. Figure 3.6 (b) shows the 
amplitude response of a linear weighting scheme which ranges from 1 at the near 
offset to 2 at the far offset. This technique is somewhat more consistent 
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After NMO, the primaries are horizontal, and will therefore stack 
constructively, while the multiples have residual moveout and will be 
attenuated. 
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Figure 3.6. Stacking response as a function of velocity for a 1500 ms-1 
event at 0.5 seconds. a) compares the full24-fold stack to a stack in which 
the 4 traces nearest the shot were muted, while b) compares the normal 
full stack to a weighted stack which uses linear weighting factors, 1 on the 
near trace and 2 on the far trace. 
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than an inside mute, giving an attenuation improvement of about 5 dB over the 
normal stack, provided the primary velocities are greater than 1750 ms- 1• A 
related approach is the use of multi-channel filters, which determine pre-stack 
weighting functions based on an estimate of the multiple moveout (e.g. 
Schneider et al.. 1965; Buttkus. 1979). These essentially attenuate the multiples 
by simply scaling down the parts ot the data which lie along the multiple 
trajectories. The performance is clearly dependent on how well the multiples 
stay within the estimated multiple windows. In addition, depending on the 
width of the windows used in assessing the weighting function, it can cause 
serious attenuation of the primaries. 
Although stacking is very effective at reducing the amplitude of the sea-
bottom multiples, the multiple amplitudes can be so high that 20 dB attenuation 
is not sufficient. The critical angle of the seafloor reflections is often low enough 
that several orders of multiples have post-critical arrivals. As a result, some of 
the multiple arrivals can have amplitudes which are several orders of magnitude 
greater than the primaries. The moveout difference is usually sufficient that 
these arrivals do not stack constructively, but instead smear the energy across a 
much wider time window. The net effect is a broad patch of coherent noise on 
the post-stack traces that completely mask any primary energy (see Figure 3.7). 
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Figure 3.7. The result of stacking high amplitude multiples. The steeply-
dippin~ coherent noise is caused by the poor attenuation of near-critical 
sea-floor multiples. 
Unfortunately, the only solution is to mute the part of the data which contains 
post-critical multiples. 
In order to compare the effectiveness of some of the attenuation routines, a 
synthetic data set (see Figure 3.9) was constructed using the velocity and density 
model sho·wn in Figure 3.8. The sea-bottom multiples and the associated peglegs 
dominate the pre-stack gather, making it very difficult to pick out the actual 
primaries. The synthetic gather was then stacked using the optimal stacking 
velocities and a linear top mute which went from 0.15 seconds on the near trace 
to 1.3 seconds on the far trace. The stacked trace was then repeated to give the 
appearance of a stacked section, as shown in Figure 3.10. For comparison, a 
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Figure 3.8. velocity and density model used to generate synthetics for 
multiple attenuation testing. 
primaries-only stack was also performed, and that is presented beside the full 
stack. The stacked traces show a considerable improvement in the primary-to-
multiple amplitude ratio, with the primaries now clearly visible. However, there 
are also quite a number of multiple events which have comparable amplitudes. 
Apparently, stacking alone does not provide sufficient attenuation to produce a 
good interpretable section. 
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Figure 3.9. Synthetic shot gather generated by raytracing, using the 
model in Figure 3.8. a) shows the primary arrivals, b) shows the sea-floor 
multiples, c) shows the interbed peglegs, and d) shows the full shot 
gather. 
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3.2 Inverse Filtering (Predictive Deconvolution) 
A convolutional model of seismic data suggests that a seismic trace is the 
result of the convolution of a source wavelet with a spike sequence representing 
the primary and multiple retlection coefficients: 
d (I ) = [ p( I ) + m( I ) ) * w( f ) + n( I ) (3.4) 
where d(l) is the data, p(tJ is the primary reflectivity, m(l) is the multiple 
retlectivity, w(IJ is the wavelet and n(IJ is random noise (see Figure 3.11). The 
model assumes that the wavelet is stationary (has the same frequency content 
throughout- no dispersion). The objective of seismic processing is therefore to 
remove the effects of the wavelet, the multiples and the noise, in order to 
produce an estimate of the primary reflectivity. 
Deconvolution is a signal-shaping procedure which uses a knowledge of the 
source wavelet to design a filter which changes the wavelet into a more desired 
form (typically a spike). In practice, knowledge of the source wavelet may be 
absolute (i.e. when a wavelet has actually been extracted from the data using 
synthetic seismograms) or may simply be a statistical estimate based on the 
autocorrelation of the trace. Deconvolution can be used to convert the wavelet 
into a spike (spiking decon), any arbitrary wavelet (wavelet shaping) or to a time 
delayed form of the same wavelet (predictive decon). It is this last type which 
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Figure 3.11. The convolutional model of a seismic trace. The trace (f) is 
produced by convolving a stationary wavelet (e) with a spike sequence 
(d) made up of primaries (a), multiples (b) and random noise (c). 
can be used for multiple attenuation. 
It is relatively easy to construct a filter which simply advances a time series 
forward in time by one multiple period. Robinson and Treitel (1980) show that 
the 'prediction filter' can be formulated as an optimum filter, which minimizes 
the least squares error between the observed and predicted data, by solving the 
set of equations: 
I r;l rt r2 r,, _l au ru 
I 
I rt r;l rt r,,_l at ra+l 
I 
'z rt r;l r,,_"' al ru+2 (3.5) I = 
I r,,_ , r,,_2 r;,_) r;, au-t ra•u-1 
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where r1 is the ith lag of the autocorrelation of the data, a, is the ith element of the 
prediction filter, n is the length of the filter and a is the desired delay, generally 
called the prediction lag. If the multiple period is constant, the multiple 
component of the data can be estimated by convolving the filter with the data 
and applying the desired delay time. The multiple attenuated data can then be 
determined by subtracting the multiples from the original data. This can all be 
done at the time by applying a modified filter, called the' prediction error filter' : 
f'l!.( = :t.o.o .. .. O.-a, .-a 1 .-a~·- - -: (3.6) 
-----.,-..-
a-1 
lf we assume that the multiples are regularly spaced and that the reflection 
coefficient. R. is constant, then ~, _ 1 =- U · r,, . Equation 3.5 then implies that the 
prediction filter is simply a spike with amplitude -,'~. and as a result, the 
prediction error filter is a basic feedback filter: 
pef = : l. 0.0 ... . 0. R.O ,O.O, .. . : (3.7) 
--------a 1 
Provided all of the assumptions about the data (stationary wavelet, constant 
reflection coefficient, constant multiple period) are met, predictive 
deconvolution should be able to remove all of the multiples. However, the 
choices of prediction lag and operator length are critical. 
Figure 3.12 shows the attenuation of multiples by predictive deconvolution 
using a range of prediction lags and operator lengths. The maximum attenuation 
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Figure 3.12 The multiple attenuation of predictive deconvolution as a 
function of operator length and prediction lag. The multiple interval was 
64 samples and the wavelet length was 24 samples. 
occurs when the prediction lag is equal to the multiple period, regardless of the 
operator length. This is because, at that lag, the prediction filter is very close to 
being a spike at zero time, so the operator length essentially just dictates the 
number of zeroes to pad onto the end of the filter. When the prediction lag is 
greater than the multiple period, the spike for the prediction filter should be at a 
negative time, which is obviously not possible. As a result, the filter does not do 
a good job predicting the multiples, and the attenuation is poor. When the 
prediction lag is less than the multiple period, the prediction filter simply 
becomes a time delayed spike, so attenuation is not seriously affected. However, 
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in order to get a good estimate of the spike amplitude and delay, the effective 
operator length (that part of the operator which is beyond the spike) has to be 
long enough to incorporate most of the wavelet energy. As a result the 
attenuation decays much more quickly with lag error when the operator length 
is short than when it is long. 
In the presence of high amplitude primaries and random noise, the prediction 
filter may have difficulty determining which part of the trace is multiple and 
which is not. As a result, the prediction error filter may not produce very good 
attenuation of the multiples and may actually cause some attenuation of the 
primaries (see Figure 3.13). A similar problem arises when the multiple period is 
shorter than the length of the wavelet. The inversion then has trouble 
distinguishing between energy from one multiple order and another, again 
causing distortion of the prediction filter. [n general, however, this performance 
limitation is minor compared to problems associated with the basic assumptions 
predictive deconvolution makes about the multiples. 
If it is invalid, the assumption that the reflection coefficient is constant will 
obviously cause a significant reduction in performance. Figure 3.14 shows the 
effect of attempting predictive deconvolution when the amplitudes have not 
been properly corrected for geometric spreading. The least squares procedure 
finds the optimal filter for the data, but it is biased towards the highest 
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Figure 3.13. The effect of random noise (a) and significant primary energy 
(b) on filter design and multiple attenuation for predictive decon. The 
desired prediction filter is shown at the top in (a). The arrows in (b) point 
to attenuated events, both multiple and primary. 
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Figure 3.14. The effect of a poor choice of geometric spreading corrections 
on predictive decon. The prediction filter was designed primarily on the 
relationship between the primary and the first multiple, so the attenuation 
is much better for the first multiple than the second and third. 
amplitudes, and as a result it is dominated by consideration of the first multiple. 
As a result, the first multiple is attenuated extremely well, but the filter does an 
increasingly poorer job on successive multiple orders, as the amplitudes vary 
farther and farther from the predicted geometric series. 
Section 2.3 showed that the geometric-ratio relationship between reflection 
coefficients for different order multiples only occurs at small source-receiver 
offsets, even when the seafloor is perfectly flat. Figure 3.15 shows that the 
amplitude variations between consecutive multiple orders can easily cause a 
reduction in the attenuation of 25% or more, even on the near trace. With 
increasing offset, considerable variations in the multiple period as well as severe 
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Figure 3.15. The amplitude relationship between consecutive orders of 
multiples at an offset of 200 m for a water depth of 50 m. Water velocity 
was 1500 ms-t, while sea-tloor velocity was 2000 ms·1• Sea-floor density 
was 2000 kgm·'. The dashed line shows the constant relationship at zero 
offset. 
amplitude and phase problems greatly reduce the effectiveness of 
deconvolution. In addition, seafloor topography can make the timin~ 
amplitudes and phases of the multiples even more unpredictable, completely 
eliminating the effectiveness of predictive deconvolution in pre-stack gathers. 
If the multiple period is relatively long, it is sometimes sufficient simply to 
divide the data up into a number of windows and apply different inverse filters 
to each window (Clarke, 1968). By only including two or three multiple orders in 
each window, the prediction filter has a better chance of modelling the changing 
multiple period. However the shorter design window can cause the inversion to 
have difficulty distinguishing between primaries and multiples, so there may be 
some attenuation of primary energy. An alternative is adaptive deconvolution, 
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in which the deconvolution operator adjusts automatically to the period as it 
moves down the trace (Griffiths et al., 1977). By calculating a new operator for 
each point on the trace, both times and amplitudes can be quite well modelled. 
Although this is somewhat of an improvement over windowed decon, it still has 
problems with primary attenuation. 
Ln addition to trying to make deconvolution better fit the data, there have 
been a number of attempts to find a data transform which will cause the data to 
better conform to the assumptions made by predictive decon. The most basic of 
these is a simple N~lO. Under horizontal seafloor conditions. normal moveout 
at the water velocity causes the multiples to be perfectly aligned (see Figure 
3.16), ~ith a constant multiple period. Following the decon, the moveout is 
simply removed and reapplied at the primary velocities before stacking. Figure 
3.17 shows the effects of applying NMO deconvolution to a synthetic shot gather. 
It does an excellent job on the near traces, where the amplitudes and phases fit 
the basic deconvolution assumptions. However, at farther offsets it is not very 
successful. The NMO stretch causes problems with the stationary wavelet 
assumption, and as a result, severely stretched arrivals have to be muted. This 
produces a zone below the mute on which the deconvolution has no effect. In 
addition, due to differences in their moveout velocities, the pegleg periods are 
not the same as the simple sea-bottom multiples. This means that predictive 
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Figure 3.16. The application of NMO using the water velocity. Primaries 
are over-corrected, but the multiple interval is constant. 
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Figure 3.17. NMO decon. (a) shows the gather after NMO has been 
applied using the water velocity; (b) shows the NMO corrected gather 
after deconvolution has been applied; (c) shows the original gather; (d) 
shows the deconvolved gather after the NMO was removed. 
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multiple (at roughly 0.6 son Figure 3.10) is very good. 
..... 
~ 
deconvolution on these events is ineffective, and in fact actually causes the 
addition of noise. However, since stacking already does quite a good job of 
multiple attenuation at the far offsets, the near offset improvements made by 
deconvolution do translate into improvements in the stack (see Figure 3.18). 
Treitel et al. (1982) showed that predictive deconvolution would be better 
applied in ' r-p' space, which is defined by the mapping: 
r=t-px (3.8) 
where r is the transformed time, tis the initial time, and xis the shot-receiver 
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Figure 3.19. The r-p transform of a shot or CMP gather. a) shows the 
continuous transform, with the hyperbolic events transforming into 
ellipses; b) shows the discrete transform, with individual samples 
transforming into lines. 
distance. The 'ray parameter', p, is approximately equivalent to 'slowness', the 
inverse of velocity. The r-p transform, often referred to as a 'slant stack', is 
performed by summing along lines of constant p: 
v(p, -r) = J u(x, -r + px)dx (3.9) 
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Treitel et al. (1982) demonstrated that, when the sea-floor is flat, the reflection 
hyperbolae for the multiples map into ellipses with common p intercepts (see 
Figure 3.19a). As result, the multiple arrival times on each trace are perfectly 
periodic. ln theory, therefore, r-p should be the ideal place to perform predictive 
decon. 
Unfortunately, however, predictive deconvolution in r-p space generally is 
not very effective, due primarily to the limitations of discrete seismic data. 
Although continuous hyperbolae are transformed into continuous ellipses, the 
transform of a discretely sampled hyperbola is much more complicated (see 
Figure 3.19b). Since each point in x-t space is transformed into a line in r-p space, 
the hyperbola is actually transformed into a series of lines. The appearance of an 
ellipse is only produced as a result of the constructive interference of these lines. 
While the ellipses themselves are perfectly periodic, the associated lines are not. 
Predictive deconvolution may do a good job attenuating the multiple energy 
along the ellipses, but it \\ill not attenuate the lines. This is particularly true at 
low p values, since the lack of near traces makes it impossible for the transform 
to properly model the bottom of the ellipse (see Figure 3.20). In addition, there 
is often a considerable amount of linear noise in the forward r-p transform 
caused by localized amplitude peaks, particularly those near the critical offsets. 
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Figure 3.20. r-p decon. (a) shows the r-p transform of the gather; (b) 
shows the r-p transform after predictive deconvolution has been applied; 
(c) shows the original gather; (d) shows the restored gather after r-p 
decon. 
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Figure 3.21. r-p deconvolution stack. (a) shows the stack of 3.20 (d), while 
(b) shows a primaries-only stack. Overall, except for the first multiple, the 
multiple attenuation is very good, but there is some amplitude distortion. 
Since predictive deconvolution assumes that this energy also has multiples, the 
deconvolution process can actually add quite a lot of noise energy to the data. 
As a result the stacked results are generally quite disappointing (see Figure 3.21). 
In 1980, Taner showed that multiples are also periodic along traces which 
radiate out from the origin (see Figure 3.22). He pointed out that, for a flat sea-
floor, all of the multiple arrivals on each .(radial trace' have the same angle of 
incidence. As a result, this transform has the added advantage that the reflection 
coefficient is constant for all orders of multiples on each trace. This means that 
both the amplitude and phase relationships are consistent and that 
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Figure 3.22 The radial trace transform. The re-sampting of a CMP gather 
into radial traces causes the multiples to have d constant interval on each 
trace. 
deconvolution should be successful even in the post-critical parts of the data (see 
Figure 3.23). 
Unfortunately, this technique also has a number of problems. The spacing of 
the radial traces inevitably causes over sampling of the top portion of the data 
and under sampling of the bottom. This can produce major aliasing problems 
and a loss of information from the deeper parts of the data. ln addition, the lack 
of a zero offset trace means that the near-vertical radial traces have start times 
greater than the arrival times of the first few multiples. Since predictive 
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Figure 3.23. Radial trace decon. (a) shows the gather re-sampled into 
radial traces; (b) shows the radial traces after deconvolution has been 
applied; (c) shows the restored original gather; (d) shows the restored 
gather after radial trace decon. 
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Figure 3.24. Radial trace deconvolution stack. (a) shows the stack of 3.23 
(d), while (b) shows primaries-only stack. The prestack improvements at 
far offsets have not translated into improvements in the stack. 
deconvolution requires a previous event in order to work, it cannot attenuate the 
first few orders of near trace multiples. Once again, the post-stack traces show 
very little improvement over the basic stack (see Figure 3.24). 
All of the deconvolution techniques have a major problem dealing with sea-
floor structure, because of both timing and amplitude problems. Since none of 
the data transforms mentioned above can actually adapt to data irregularities 
and force the data to become periodic, deconvolution is rarely useful in rough 
sea-floor conditions. 
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3.3 Velocity Filtering 
Fourier theory shows that any wavefield can be represented as an infinite 
summation of 'plane-waves', which are both spatially and temporally 
monochromatic. By applying Fourier transforms to both time and space axes, a 
gather can be transformed into frequency-wavenumber (f-k) space: 
P(k ,w) = J J p(x,t )t' '' "" b:'dtdr (3.9) 
ol r 
where P(k,(t}) is the transformed data set, r(x.t) is the initial data, m is the radial 
frequency (=2!if) and k is the spatial wavenumber. Because it maps events on the 
basis of their dip in x-t space, this transform can be used for velocity filtering. 
Normal moveout is first applied to the data set using a velocity between the 
primary velocities and the water velocity. This causes over-moveout of the 
primaries and under-moveout of the multiples. The multiples maintain their 
positive dips while the primaries obtain negative dips (see Figure 3.25). Since 
these will map into different quadrants in f-k space (see Figure 3.26), multiple 
elimination is simply a matter of muting the quadrant which contains the 
multiples (Yilmaz, 1987). Although this method can be quite effective, it requires 
well sampled data since aliasing can be a major problem. ln addition, f-k filters 
can introduce considerable noise if they are not applied carefully. 
The major limitation with f-k attenuation is that it is based on the difference in 
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Figure 3.25. NMO application for FK multiple attenuation. The velocity 
function is chosen to be mid way between the primary velocities and the 
multiples. As a result, multiple maintain a positive dip while primaries 
obtain negative dips. 
moveout between multiples and primaries. As a result, it tends to work well at 
far offsets (provided the events are not aliased) where the moveout difference is 
significant, but not at near offsets, where there is very little difference in 
moveout (Figure 3.27). This can make the pre-stack gathers look much better, 
but the stacked traces generally show very little improvement (see Figure 3.28). 
This is because the actual stacking process works on the same principle of 
moveout discrimination, so that many of the gains produced by the fk 
attenuation would have been produced by the stack anyway. 
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Figur e 3.26. FK multiple attenuation. (a) shows the FK transform of the 
original gather; (b) shows the transform of the gather after NMO has been 
applied using an intermediate velocity function; (c) shows the transform 
after muting the negative wavenumbers in order to attenuate the 
multiples. 
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Figure 3.27. FK multiple attenuation. (a) shows the original gather with 
NMO applied using an intermediate velocity function; (b) shows the 
gather after FK filtering; (c) shows (a) after the NMO is removed; (d) 
shows (b) dfter the NMO is removed. 
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Figure 3.28. FK stack. (a) shows the stack of 3.27 (d); (b) shows the 
primaries-only stack. The excellent attenuation that was seen on the pre-
stack gather at far offsets does not translate into much improvement of the 
stack. 
There have also been a number of attempts to use r-p space for velocity 
filtering. The standard r-p transform does not separate multiple and primary 
energy very well, since the ellipses overlap as much as do the hyperbolae in x-t 
space. However, an alternate technique of calculating the r-p transform, called 
'hyperbolic velocity filtering' , restricts the range of offsets which are included at 
each r-p coordinate. By transforming each point into a line segment rather than a 
full line, it reduces the linear artifacts caused by the sampling (see Figure 3.29). 
ln addition, since the line segments have a p range restricted by the primary 
velocity input, some of the multiple energy may not be transformed. However, 
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Figure 4.3. Cross-correlation of 30 Hz Ricker wavelet with a time and 
phase-shifted version of itself. The green line shows the correlation 
without a phase correction, with the blue + marking the position of the 
resulting pick. The red + shows the correct pick. 
property that any phase rotation may be represented as a linear combination of 
the original trace and its Hilbert transform: 
l¢(t)= / 0 (t)cos¢+ H[f0 ( t)]sin¢ (4.4) 
where¢> is the phase shift, fo (t) is the original trace and ftP (t) is the phase shifted 
version. We can use this to estimate the phase shift in the reference wavelet that 
best reproduces the pick trace. 
The problem can be solved in a least-squares sense by defining an objective 
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Figure 3.30. r-p HVF stack. (a) shows the stack of 3.29d; (b) shows the 
primaries-only stack. Once again, the prestack improvements to not translate 
into post-stack improvements. 
although it is more expensive to run than f-k attenuation, it is based on the same 
principle of moveout discrimination and hence has essentially the same 
performance and problems (see Figure 3.30). 
Hampson (1986) used a radon transform, which is similar to r-p but with 
parabolic rather than linear trajectories, to perform the velocity filtering: 
v(q. t) = r u(x. t + qx1 )dr (3.12) 
He showed that, after moving out the data at the primary velocities, the residual 
moveout of the multiples could be fairly accurately approximated with 
66 
parabolas. As a result, he was a able to use the radon transform to separate the 
multiple and primary events. The portion of transform space which contains the 
multiples is then muted (see Figure 3.31). Since the events are much better 
focused than in f-k or t-p space, the entire multiple event may be attenuated, at 
near offsets almost as well as at far offsets. The stacked traces therefore tend to 
show much better multiple attenuation (see Figure 3.32). 
The improved focusing, unfortunately also reduces the ability of the inverse 
transform to retain the amplitude vs. offset information of the original data. In 
addition, the technique has problems in areas when the seafloor is very hard or 
has some topography, since the events do not focus as well. A similar approach 
was developed by Foster and ~lasher (1992), who used a hyperbolic radon 
transform. However, while it is more expensive to run, it has the same basic 
problems as the parabolic transform. 
Since all of these techniques require a prior knowledge of the primary 
velocities, they are not often practical in areas where the multiples completely 
overwhelm the primaries. A poor choice of primary velocities can cause serious 
attenuation of the primary energy, as well as reducing the effectiveness of the 
multiple suppression. In addition, because they all depend on the moveout 
difference between the multiples and the primaries, with the possible exception 
of the radon transform, they tend to work better at far offsets. Since stacking 
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Figure 3.31.. Parabolic radon transform. (a) shows the radon transform 
for a moveout range from -100 to +300 ms, which incorporates most of the 
gather's energy; (b) shows the filtered range between -50 and +25 ms; (c) 
shows the inverse transform of (a); (d) shows the inverse transform of (b). 
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Figure 3.32 Parabolic radon stack. (a) shows the stack of 3.31 (d), while 
(b) shows the primaries-only stack. There is very good attenuation of 
events which have significant moveout difference for the primaries (for 
example, the first multiple at 0.6 seconds), but events which have similar 
moveout obviously are not affected (e.g., the pegleg at 1.4 seconds). 
already does a good job at the far offsets, the improvements in the primary-to 
multiple ratio which are evident on the pre-stack gathers often do not translate 
into improvements in the stack. 
3.4 Prediction I Subtraction 
This group of attenuation methods is where most of the current research is 
being done, since it has the potential to handle sea floor irregularities as well as 
reflection coefficient variations and even a non-stationary wavelet. The basic 
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idea is that the problem can be solved in three steps: first determine what the 
actual sea-floor structure is, then model what the sea-floor multiples should look 
like, and finally subtract the modelled multiples from the data. They are an 
extension of predictive decon, but guided by a knowledge of the seafloor. 
The simplest procedure which falls into this category can be called 'stack and 
subtract'. It is based on the idea that if a gather is moved out at water velocity 
and then stacked, the stacked trace should be an estimate of what the multiples 
look like at zero-offset. By choosing optimal scaling factors, to model amplitude 
variations, the scaled 'multiple' trace is subtracted from each trace in the gather 
(Brandsaeter and Ursin, 1979). Finally, N?v10 is removed and reapplied at 
primary velocities. 1he technique is related to the coherency weighting 
technique developed by Buttkus (1979). Since it assumes a flat sea-floor, and 
because it does not attempt to model phase variations, it has considerable 
difficulty with sea-tloor irregularities and is unable to handle post-critical events. 
A more sophisticated approach was suggested by Wiggins (1989 using the 
earlier research of Morley (1982). He showed that wavefield extrapolation can be 
used to produce wavefields which differ by one reverberation (see Figure 3.33). 
The multiples can then be eliminated by subtracting one wavefield from the 
other. This method has the advantage that, in addition to eliminating normal 
sea-floor multiples, it also eliminates all of the water layer pegleg multiples. 
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Figure 3.33. The extrapolation based prediction/ subtraction method of 
Wiggins (1988). The forward extrapolated wavefield differs from the 
backward extrapolated wavefield by one reverberation. Multiples can be 
eliminated by multiplying the forward wavefield by the sea-floor 
reflection coefficient and then subtracting it from the backward wavefield. 
Since the wavefield that has experienced the extra reverberation has had an extra 
reflection from the seafloor, it has to be scaled by the sea-floor reflection 
coefficient. However, since the reflection coefficient has been shown to be 
dependent on the angle of incidence, the scaling is time and offset dependent. In 
addition, there are many crossing events, for which the events have different 
angles of incidence at their intersection. This makes it impossible to determine a 
71 
theoretical scaling factor and requires the scale factor to be determined on the 
basis of optimal energy reduction. This means that phase corrections are 
impossible, and that the technique is restricted to pre-critical events. 
Unfortunately, the extrapolation also tends to be a fairly noisy operation, due 
to boundary conditions, aliasing and problems dealing with amplitude 
anomalies (see Figure 3.34). ln addition, it is very sensitive to the sea-t1oor 
model, and since the subtraction is dependent on the multiples being located 
correctly, model errors can greatly reduce the effectiveness of the multiple 
attenuation. However, if the model is good and the stacking is able to attenuate 
the extrapolation noise, this technique can give quite good results (see Figure 
3.35). 
A related technique, which has been getting considerable attention lately, is 
based on an inverse scattering approach (Carvalho et al, 1992; Verschur and 
Berkhout, 1992). It involves a series representation of the wavefield, of which the 
free-surface multiples are a subseries. In the f-k domain, the attenuation 
algorithm may be expressed as an infinite sum, 
L>'= ot•• + 0 t'1l + IY -H+ .. . 
3.13 
= IY'' + IY''l'!Y'' + JY''l'IY 11 TIY''+ ... 
where the nth term of the series is responsible for the attenuation of the (n-1)1h 
order multiples, 0(1) is the input data and T represents the free-surface reflection 
coefficients (Matson and Weglein, 1996). Since the multiples are predicted 
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Figure 3.34. Wavefield extrapolation based attenuation of sea-floor 
multiples. (a) shows the original gather; (b) sh.ows the result of forward 
extrapolation in time through the equivalent of two water layers, note the 
edge effects at 1.3 seconds despite the tapering of both near and far 
offsets; (c) shows the result of the optimized subtraction of (b) from (a). 
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Figure 3.35. Wavefield extrapolation stack. (a) shows the stack of 3.34 (d), 
\Vhile (b) shows the primaries-only stack. 
essentially by a convolving the dataset with itself, no velocity or structural 
information is required. 
Unfortunately, the determination of which traces to use in the convolution is 
determined by the shape of the reflectors (see Figure 3.36), and can only be found 
by comparing the convolutions of a range of traces back to the original data. 
This is not only time consuming but also strongly subject to errors. ln order to 
construct predicted multiples for the near traces, data must be collected to zero 
offset. Since this is very rarely done, data extrapolation to zero offset is 
necessary. [n addition, the convolution itself results in a predicted wavefield 
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Figure 3.36. Inverse scattering approach to multiple suppression. The 
bottom diagram illustrates how the technique uses the convolution of two 
traces to predict the multiples on a third, which can then subtracted from 
the original data. For tlat retlectors, the convolution projects the multiples 
along radial traces to the next multiple order, as illustrated in the upper 
right diagram. 
which has had an extra convolution with the source wavelet. As a result, a 
deconvolution is required before the subtraction can be performed. These 
factors combine to produce an extremely time consuming technique which tends 
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to work quite well on synthetics but not so well on real data. 
Calvert (1990) suggested using raytracing to model the multiple arrival times, 
and then applying a stack and subtract approach to attenuate the multiples. 
However, in order to provide much improvement over the simple stack and 
subtract. a very good knowledge of the sea-floor is required, since model errors 
are exaggerated by each successive order of multiple. Since phase corrections 
were not applied, it was also unable to handle post-critical reflections. The 
.tpproach that I \Nill be using in this study is essentially an extension of Calvert's 
technique which is able to adjust the raytracing predictions so that they better fit 
the data. Its adaptive nature makes it less sensitive to model errors and better 
able to handle amplitude and phase variations. 
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4. SEA-FLOOR ESTIMATION 
4.1 Approach 
The difference between the raytracing results and the data is obviously highly 
dependent upon the actual water bottom model. It is critical to this method that 
the model be consistent \vith the data. lt is important to recognize that this does 
not require that the model be accurate, only that the combination of water 
velocity, water depths and static time shifts produce travel time estimates that 
closely agree with what is observed in the data. Although the data may be 
inverted to produce a very accurate model of the sea-tloor, this is both tinte 
consuming and unnecessary, since a small perturbation in any one of these three 
parameters can be fairly well accommodated by adjusting the other two. I have 
therefore chosen to fix the water velocity, which is usually quite well known, and 
to use the data to estimate the water depths and the necessary time shifts. 
Since the water velocity is assumed, the arrival time of the water bottom 
reflection at each source-receiver offset can be converted into an estimate of the 
water depth at some point between the source and receiver. This point is most 
accurately located when the offset is small. Therefore, I have chosen to perform 
the modelling using only the nearest trace on each shot gather. This is 
accomplished by picking the arrival time of the water-bottom reflection on each 
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trace and then correcting the time to estimate the water depth at the source-
receiver midpoint. This correction is composed of two parts: normal moveout, 
which removes the horizontal component of the traveltime; and migration, 
which takes into account the topography of the sea-floor. [n order to ensure that 
the picks are accurate and that the timing corrections have been applied 
properly, the model is then used to predict the arrival times ot a number of 
multiples. The predictions are compared to the actual data and the model is 
automatically adjusted to produce a good fit. 
Since the modelling does not attempt to invert the data itself, but rather 
several of its important characteristics, the process is extremely efficient, while 
still being able to produce a model which is sufficiently accurate for the 
raytracing. 
4.2 Picking the Sea-bottom Arrival 
As the subsequent timing analysis and migration should correct most errors, 
the initial picking does not have to be particularly accurate. However, in order 
to increase the likelihood of obtaining a good statics solution, as well as to 
improve the stability of migration, the picks at least should be close to the real 
arrivals. Very poor picking results could require manual editing of the resulting 
model. 
78 
Numerous techniques have been developed to perform automatic first break 
picking. These use everything from energy onset (Hatherly, 1982; Coppens, 
1985) to cross correlation (Gelchinsk.-y and Shtivelman, 1983) to more exotic 
techniques involving trainable neural networks (Murat et al., 1992) and even 
fractals (Boschetti and Dentith, 1996). I chose to use a combination of energy and 
correlation-based techniques which emphasize the consistent picking of the same 
point on the wavelet. 
The first part of the picking routine involves the picking of the first break on 
the first trace of the near-trace gather. This uses an energy-based picking 
function which enhances the first break of the event. The function is given by, 
(-l.l) 
where w is the \\-idth of the picking window and d is the data. The numerator 
measures the energy in a window following the pick, while the denominator 
measures the energy in the window preceding the pick. [n the absence of any 
signal, the picking function remains fairly constant. However as the lead 
window comes in contact with a seismic event, the function increases rapidly. 
When the trailing window also starts to sample the event, the function decreases. 
As a result, the function should peak exactly at the first break of the event, 
regardless of how the energy is distributed within the wavelet. 
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Figure 4.1. Illustration of automatic picking of the first break a) shows 
the data and the picking function for clean data, with the actual pick 
shown by a dashed line. b) shows the picking of noisy data. Although the 
picking function has a major peak in the correct location, there is an even 
larger peak at 110 ms. 
Figure 4.1a shows that the function is very effective in picking clean data. 
However when noise is added (Figure 4.1b), the function can have a number of 
false peaks, which can make the picking somewhat unreliable. In order to 
reduce this effect, the picking routine first searches for the window which 
contains the maximum energy, making the assumption that the first water 
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Figure 4.2 Choosing the correct peak of the picking function based on the 
energy window. The correct peak should be the one which precedes the 
maximum in the enerQ"V window. 
bottom reflection will be the loudest event on the trace. It then looks for the split 
filter peak which immediately precedes it (Figure -l.2). This has proven to be 
very effective at picking the sea-floor arrival. 
4.3 Automatic Picking of Near Traces 
Once a pick has been made on the first trace, the remaining traces must be 
picked. In order to insure that the wavelet picks are consistent on all traces, I 
chose to use a cross-correlation-based approach. Cross-correlation is defined as 
the summed product of two data series: 
Xcor(t) = ~j~ *d(t)k (4.2) 
where, in our case, f is the reference wavelet, defined to be the data window on 
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the first trace beginning at the pick time determined above, and d(t) is the trace 
to be picked (subsequently to be called the pick trace) which has been shifted by 
a time t. The relevant pick is at the value of t which maximizes the cross-
correlation. However, cross-correlation is extremely phase dependent and is 
unable to differentiate between phase shifts and time shifts (see Figure -l.3) . 
Since the retlections from a hard sea-floor are often post-critical, even at near 
offsets, it is important to the sea-floor modelling that the phase shifted wavelets 
be properly picked. 
A simple solution is to compute additional correlations for phase shifted 
versions of the reference wavelet. This in effect samples the entire grid sho\\'1\ in 
Figure -l.3, rather than just the zero phase line. While this produces a much 
better estimate of the pick, it is dependent on how well the grid is sampled. 
Since we often would like to know the pick times to ·within a fraction of a sample, 
this can become quite time consuming. 
A more elegant solution takes advantage of the properties of the Hilbert 
transform. An integral version of this transform is given by, 
H[f(l)) = ~ J J /{I) sin[m(l- r)]Ja.t/r (4.3) 
(Aki and Richards, 1980) but it is essentially just a filter which applies a 90° phase 
rotation to the data. Arons and Yennie (1950) showed that it has the very useful 
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Figure 4.3. Cross-correlation of 30 Hz Ricker wavelet with a time and 
phase-shifted version of itself. The green line shows the correlation 
without a phase correction, with the blue + marking the position of the 
resulting pick. The red +shows the correct pick. 
property that any phase rotation may be represented as a linear combination of 
the original trace and its Hilbert transform: 
1<3 ( 1) = t: 1 ( 1 l cos¢+ H[./ ,1 ( 1)] sin <P (4.4) 
where ¢is the phase shift, fo ( t) is the original trace and J~ ( t) is the phase shifted 
version. We can use this to estimate the phase shift in the reference wavelet that 
best reproduces the pick trace. 
The problem can be solved in a least-squares sense by defining an objective 
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function to be the squared difference between the pick trace and some linear 
combination of the reference and its Hilbert transform, 
n = :L <t:q~ + f3H[fl 4 - dl.; ).:: (4.5) 
!.: 
where a = Acos~P and f3= Asint,6 are the Linear constants to be solved for. A is the 
relative amplitude and t,6 is the relative phase of the pick trace compared to the 
reference trace. The least-squares solution is obtained by differentiating n with 
respect to a and f) and setting the results equal to zero: 
(4.6) 
This gives a solution of: 
(4.7) 
The cross-correlation is then performed using the adjusted version of the 
reference wavelet and a time shifted pick trace: 
(4.8) 
[n effect, this technique allows us to move along the axis of the maximum 
cross-correlation and hence provides a very efficient solution. It is interesting to 
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note that only the pick trace is adjusted for the correlation time and as a result 
only two of the summations in Equation 4.7, i.e. those involving dk, require 
updating. The rest can be calculated in advance, providing further improvement 
in run time. 
In order to pick to within a fraction of a sample, interpolation of the pick trace 
is required. This is performed by convolving the trace \1\ith a sine function, 
defined by: 
sin 2;r(l - k~t) 
smc(t)~ =------
2lr( r - k!ir ) (4.9) 
where tis the interpolated time and .1t is the sample rate. The number of points 
included in the actual convolution is dependent upon the length of the wavelet. 
In order to make the correlations of different time steps truly comparable, the 
sine function should be t~ice as long as the wavelet. Shorter sines can be used, 
but the results may be inaccurate. The actual times for which the interpolation is 
performed are determined using a standard binary search technique, wherein 
the time for each step is halfway between the times of the top two correlations 
from the previous step. This assumes that the correlation function varies 
smoothly between samples; a valid assumption for well sampled data. Four time 
steps are used, giving a precision of 1/ tn of a sample. 
Figure 4.4 illustrates the correlation and phase curves involved in picking a 
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Figure 4.4. Cross-correlation of 30 Hz Ricker wavelet with a time and 
phase-shifted version of itself. The green +' s show the initial exhaustive 
search for the maximum correlation, the blue +'s show the subsequent 
binary search and the red + shows the final pick, exactly at the peak. The 
curve on the right shows the actual correlation values. 
time and phase shifted wavelet, for the noise-free case. To illustrate the 
I 
convergence path, the phase curve is plotted over the original correlation grid 
from Figure 4.3. There are two sets of points; one from the original exhaustive 
search at the sample rate and one from the binary search of the interpolated 
times. Although the correlation is a very broad peaked function, the location of 
th-e peak is very stable, and the pick converges to the correct time and phase. 
Figure 4.5 shows the same example as Figure 4.4, but with 10% noise applied 
to both the reference wavelet and the pick trace. Again, the technique is 
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Figure 4.5. Same as Figure 4.4, but with 10% noise added to the time and 
phase-shifted wavelet. The yellow + shows the correct pick, while the red 
+ shows the final pick, which has an error of 0.6 ms. 
successful in finding the time and phase of maximum correlation, but the noise 
has introduced phase errors in the reference wavelet (see Figure 4.6) which have 
been translated into a picking error of about 113 of a sample. Since the reflection 
amplitudes from the sea-bottoms are generally well above any random 
background noise, the picking accuracy is typically between 1 I-t and 1 Is of a 
sample. If the sea-floor is not overly rough, smoothing can help to reduce 
random picking errors, while the subsequent statics analysis can help to point 
out locations where the picks are particularly bad. 
One potential problem is the assumption of a constant wavelet. Although 
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Pick trace 
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Time (s) 
Figure 4.6. A comparison of the initial 30 Hz Ricker wavelet with the 
noisy pick trace that was used Figure 4.5. For easier comparison, the pick 
trace has been time and phase corrected. Note that the addition of 
random noise has produced an apparent phase shift. 
marine seismic surveys tend to have a fairly consistent source signature, any 
variation in the "''avelet could lead to picking errors. (n order to reduce the 
likelihood of this happening, the routine includes a 'wavelet update' parameter, 
in which the reference wavelet is updated by combining it with some proportion 
(typically 5-10%) of the wavelet on the trace which is being picked. This should 
take into account smooth variations in the source signature. 
4.4 Picking Routine Testing 
(n order to test the picking routine, synthetic seismograms were generated 
using a sea-floor model which has a fairly gentle undulation of twenty metres 
amplitude and 1000 metres wavelength. Initial velocities were chosen so that all 
of the near trace arrivals were pre-critical (constant phase). Figure 4.7a shows 
the picking of the noise-free case, which produced picking errors well within the 
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Figure 4.7(a) The automatic picking of undulating synthetics. Picking 
errors are within 0.25 ms, equal to 1/16th of a sample, the actual precision 
of the routine. 
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Figure 4.7(b) The picking of undulating synthetics after the addition of 
random noise. The maximum error has increased to over 4 ms. 
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Figure 4.8. Results of picking noisy data after smoothlng using a five 
point smoothlng filter. 
precision of the picking routine. Although hard sea-floors generally produce 
such strong reflections that background noise is not a problem, random noise is a 
simple way to test the stability of the picking routine. Figure 4.7b shows the 
picking results for noisy synthetics with a noise amplitude equal to the actual 
signal. As expected, the picks show considerable variation, with picking errors 
up to 4 ms. However, since the sea-floor topography was relatively mild, 
smoothing was very effective in reducing this type of random picking error (see 
Figure 4.8). 
In order to test the phase prediction component of the picking routine, 
synthetics were generated using a dipping sea-floor model which contains a 
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major phase rotation (see Figure 4.9). The extreme phase variation was dealt 
·with very successfully and again the picking errors were ·within the precision of 
the routine. Noise was added to the model to test the stability of the phase 
prediction (see Figure -1.10). Again, the phase variation was dealt with very well, 
with the noise introducing random picking errors of up to 4 ms. 
For comparison, the model was also picked without the phase prediction (see 
Figure -1:.11). Although the wavelet update was able to partially compensate for 
the phase variation, the picks are still pulled down off the true first breaks. This 
type of picking error clearly would produce significant errors in the sea-floor 
model. 
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Figure 4.10. Picking results across a major phase rotation for noisy data 
(compare to Figure 4.9). 
93 
180 
90 
Q) 
(/) 0 ~ 
~ 
a.. 
-90 
-180 
0.20 
u;-0.25 
-Q) 
E 
F 0.30 + I I + + 
+ + + + + 
+ + + + + + + + + + 
0.35~--------------------------------------------~ 
0.20~--~~~----~~~--~~----~-----r-r----~ 
0.25 
~0.30 
Q) 
E F 0.35 
0.40 
............. ~ .......... ~..,. .. 
• ~ • ~ • • • • • ' ~ ~ ! 
. ~ 
I 
.... ... 
... 
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data, without the phase estimation. The picking routine follows the initial 
peak of the wavelet, and hence is pulled off the true first break. 
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4.5 Pick Migration 
[f we were to assume that the sea-floor is relatively horizontal, then the water 
depth would simply be equal to half the product of the water velocity and the 
NNIO corrected pick time. Unfortunately, this would lead to very large timing 
errors whenever the sea-floor is not horizontal. However, if we assume that the 
sea-tloor is a Locally planar reflector with constant dip between the source and 
receiver, the timing errors are significantly reduced, and even large topographic 
variations can be accommodated. Since we are considering here only the near 
traces, this is rarely a problematic assumption. [n this case, the geometry can be 
described by the cosine law (see Figure 4.12): 
r; = 4h, ); + x: - 4h,) xcos( f- 0) 
= 4110 : + x: - 4hl)xsinB 
(-1.10) 
where r is the distance traveled by the ray, ho is the distance from the source to 
the sea-tloor, x is the source-receiver offset and B is the dip of the sea-tloor. 
Therefore, the total travel-time, corresponding to our pick times, is given by 
(4.11) 
where vis the water velocity. This equation is easily solved for h11: 
h ( · e ,, _., e , ' ') ,.., 11 = xsm +vx- sm- -(x- -v-1 11 -) , _ 
=(xsinB+~v:t0 : -x:: cos: 0) 12 (4.12) 
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Figure 4.12. illustration of the basic geometry for a primary arrival from a 
dipping sea-bottom. By imaging the source below the reflector, the calculation of 
ray length becomes a simple application of the cosine law. 
Once h0 has been determined, the actual water depth is calculated by moving 
along the plane to the midpoint (see Figure 4.13). The actual relationship is: 
h0 x d=----tanO 
cosO 2 
= ( h0 - x sin 0) / cos 0 2 
1 
= 
2 
2 2 
v to 2 
1----=-- - X 
cos
2 0 
(4.13) 
This is very dependent upon the sea-floor dip, 0, which is the only term that is 
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Figure 4.13. Constant dip migration of travel time picks. The true 
location of the pick is known to lie on the dotted ellipse. If we assume 
that the reflector has a constant dip between the source and the receiver 
and that the dip is known_, we can determine the location of the true 
reflection point. We can then calculate the depth at the source-receiver 
midpoint. 
not predetermined. As a result_, the accuracy of our model is based to a large 
extent on our ability to determine B. 
I chose to predict Busing an iterative approach in which the NMO corrected 
picks of adjacent source-receiver pairs provide a starting estimate of the water 
depths at the source and receiver. The sea-floor dip is determined using 
( 
( CE l AC )) B BD =tan - 1 V {tuno2= runo (4.14) 
where BsD is the dip for the source-receiver pair BD and is the NMO 
corrected pick from source-receiver pair CE in Figure 4.14. Once we have a 
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Figure 4.14. Schematic illustration of the experiment locations described in 
Equations 4.14 and 4.15. The source-receiver pairs AC and CE are used to 
estimate the dip and subsequently the depth at the midpoint of BD. 
starting value for e, we can use Equation 4.13 to calculate initial depth estimates, 
which can then be used to improve the dip accuracy. The dip calculation then 
becomes: 
-l(dCE _ dACJ 
e BD =tan 
X 
(4.15) 
We can iterate between Equations 4.13 and 4.15 until e converges. This occurs 
very quickly; even steep dips require only 3 iterations. Figure 4.15 shows the 
convergence and associated timing errors for a reflector which has a depth 
starting at 100 metres and a dip of 45°. 
Seafloor variations having wavelengths less than the near offset will not be 
properly modelled by this technique. However, the errors that this introduces in 
the raytracing results will be corrected in the adaptive part of the multiple 
attenuation routine. Furthermore, the raytracing routine is able to find the 
correct rays more easily if the seafloor topography is not complicated. Since the 
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Figure 4.15. The convergence of the dip calculation. The model has a dip 
of 45°, a source-receiver offset of 200 m and a source interval of 100 m. 
Iteration 0 refers to the initial dip estimate which is based on NMO 
corrected times for AC and CE. Subsequent calculations iterate between 
Equations 4.13 and 4.15. 
modelling effectively ignores the short wavelength features, it forces the seafloor 
model to be relatively smooth and improves the convergence of the raytracing. 
4.6 Timing Considerations 
Before using the picks to generate a sea-floor model, we must be sure that the 
picks are truly indicative of the water depth. Source and receiver statics must be 
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accurate and the picks must be exactly at the first break of the wavelet. Any 
errors can produce model errors which can in turn reduce the effectiveness of 
the multiple suppression. Fortunately, the time interval between the multiples is 
independent of these timing considerations and therefore can be used to 
determine anv necessarv corrections. 
- -
If we recall that the multiples can be considered retlections from an image of 
the sea-surface mirrored across the sea-floor (see Figure -l.16a), the multiple 
travel-times are given by 
(-1:.16) 
where k is the multiple order. 
Since the imaged reflectors for all multiple orders intersect the sea surface at 
the same point (see Figure 4.16b), there is a simple relationship between the 
source-image distances: 
174 
= lz11 sin[( k + I WI 
sinO 
(4.17) 
By combining equation 4.17 with equation 4.16, we are able to calculate the travel 
times for any multiple order based on the dip estimate generated during the 
initial migration. 
ln order to calculate the optimal timing correction for each trace, a time shift 
is applied to the pick time before the migration. Once the position of the 
reflector is calculated, times are generated for a given number of sea-floor 
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Figure 4.16. Geometry of the ray path for a second order multiple. (a) illustrates 
how the multiple can be imaged as if it were a primary from an event with depth 
h2 and a dip of 38. (b) shows the relationship between h2 and ho. 
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multiples. The data windows immediately following those times are then 
stacked, and the total stacked energy is recorded. A range of time shifts are 
tested, and the shift which produces the highest stacked energy is chosen as the 
best shift for that trace. The procedure is then repeated for each trace 
independently. 
If the correct statics have been applied to the data, the optimal time shift 
should be equal to the difference between the pick time and the actual first break 
time of the water-bottom reflection. If the picking has consistently picked the 
same part of the wavelet, the time shift should be the same for all traces. As a 
result, one bulk time shift is chosen by using a multi-pass averaging algorithm in 
which outliers are excluded from the average. This shift is then applied to all 
traces, and the picks are again migrated in order to produce the optimal depth 
model. lf the shifts are not relatively constant, the anomalies can be used to 
identify problem areas and the model can be fine tuned, either by smoothing or 
by manual picking. 
4.7 Modelling Examples· Sloping Data 
Since the modelling routine is based on a constant dip assumption between 
each source and receiver pair, the obvious choice for the initial testing is one in 
which the sea-floor has a constant dip over the entire section. Figure 4.17 shows 
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Figure 4.17. Overlay of automatic picks on the sloping data, the results of 
the static estimates on each trace, the resulting model and the model 
errors. Four orders of multiples were used in stacking the statics estimate. 
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Figure 4.19. Errors in the timing estimates which have been caused by 
errors in the pick times. The initial picking errors on the primaries are 
exaggerated by each successive order of multiple. 
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the test data ·with the automatic picks as well as the modelling results. The time 
shift estimates converge to ·within a millisecond and the resulting depth model 
has errors of less than a metre. 
Figure 4.18 illustrates how stacking more multiples improves the resolution 
of the statics estimate, since higher order multiples are more c;ensitive to the 
actual water depth. However, this sensitivity can also be a problem since it also 
amplifies picking errors. The timing errors for the first four orders of multiples 
are sho\1\'ll in Figure -4:.19. As expected, the picking errors are exaggerated by 
each successive multiple order, so that the error of less than one millisecond on 
the primary is translated into almost four milliseconds on the fourth order 
multiple. This implies that there are limits to how many multiples should be 
used to generate the statics estimates, since the amplification of the picking 
errors reduces the likelihood of subsequent multiples stacking constructively. [n 
general, the inclusion of four to six orders of multiples seems to produce good 
results. 
In order to look at the effect of choosing an incorrect water velocity, the data 
were also modelled using a velocity of 1500 ms·l. The solution appears to be 
very good (see Figure 4.20). The estimated arrival times for the multiples do 
coincide \1\ith actual events. However, when the predicted model is raytraced, 
there is a very obvious problem on the far traces, where the arrival estimates are 
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follow the events at the far offsets. 
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early (see Figure -1.21). This clearly illustrates the need for water velocity testing 
before the model is used for raytracing-based multiple suppression. 
4.8 Modelling Examples- Undulating Data 
The next series of examples use the same undulating data that was used for 
testing the picking routine. Figure -l.22 shows the synthetic near-trace gather 
from the undulating sea-tloor model, with the automatic picks and the modelling 
results. Again, the statics solution is excellent as is the resulting model estimate. 
The constant-dip approximation does not cause significant reduction in the 
effectiveness of the modelling. The model error is still less than a metre. 
The final test uses the same data, but with 20% noise added. The picks are 
good (see Figure 4.23), but the scatter increases the model error to more than two 
metres in some places. Application of a three point smoothing filter before the 
modelling is able to reduce that error to less than a metre (see Figure 4.24). 
While this type of filtering clearly reduces the lateral resolution of the water 
bottom, it does generate a smoother model which is more likely to produce 
reasonable raytracing results. Although the resulting model is not necessarily 
'correct', it is sufficient for our purposes. 
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Figure 4.22. The modelling results for the undulating synthetics. The 
model has been reproduced to within 0.5 metres. 
110 
-en 
-
-en 
E 
-
-E 
.+. 
+ 
+ 
+ + 
+ 
•• + 
+ 
.+. . + . 
+ + 
+ ••• ~ ++ 
+ + 
'+' ..... .... +. '+ 
10 ~------------~.-----------~.-----------,-.----------~.----------~~.~·~--------~ 
0 1000 2000 3000 4000 5000 6000 
Location (m) 
0-----------------------------------------------------------------------------~ 
- 100-
.s=. 
-c. 
CD 
0 
CD 200 ~..-.. "'0 
........... 
...._....., 
0 
~ ~ 
300~-----------------------------------------------------------------------------------------------' 
-E 
-
'-
0 
'-
'-w 
Q5 
"'0 
0 
~ 
3,----------------~.~------------------------------------~~~----------------------------, 
2-
1- ·•· t + .............. 
0 ~ + + ..... + -~~~·.· ~.. ........ ... ......... ~ ..... ~ + + ~. 
-1- . +.f. .+ .. + .. +. '+' . .... 
-2- + 
+ ' + 
+ 
.-P: 
....•. 
+ + 
'+'+ . ~· ' + ..• 
+ .... + 
. + '+' ......... +. 't . 
. + . /'· . + '+' 
+ ~ + + 
. ... + . + . +++ ... ~+-... 
+ ••• + •• 
... . + .+ . + .. • + 
•• + 
++++ + ++ 
+ + .. * '+ 
+ 
.+. ~ 
-3~------------------------------------------------------------------------~ 
Figure 4.23. The modelling results for noisy data. Model errors exceed 
two metres at some locations, but overall the model is good. 
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Figure 4.24. The modelling results produced by applying a five point 
smoothing filter to the initial picks. Since the original model was very 
smooth, smoothing the picks has reduced the error in the estimated 
model. 
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5. RAYMULT 
5.1 Introduction 
The combination of a very high velocity sea-floor and severe topography 
greatly reduces the effectiveness of most attenuation techniques. Raymult is a 
multiple attenuation technique which was developed to handle these conditions, 
which are prevalent off the coast of Newfoundland. Raymult models the arrival 
times, amplitudes and phases of the water bottom multiples on each shot gather, 
and then adapts the predictions to better fit the data. It generates an estimate of 
the seismic wavelet for each multiple and then subtracts the predicted multiples 
from the data. 
5.2 Model interpolation 
The model which is output by the near-trace pick migration gives the water 
bottom depths at a series of regularly spaced points corresponding to the near-
trace midpoints. Since the raytracing requires a continuous surface, model 
interpolation is required. In order to guarantee a smooth surface, I chose to use a 
modified version of cubic splines, 
(5.1) 
where the spline parameters, a, b, c, and d, are determined using the depths and 
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Xj+l 
Figure 5.1. illustration of modified cubic spline interpolation. The points 
between x; and Xj+ 1 are calculated using a cubic function which is 
determined by the depth and slope at those endpoints. The slope at Xj+l is 
approximated by the finite difference between the depths at X j and x j+2· 
slopes of the adjacent points (see Figure 5.1). The boundary conditions are 
therefore: 
f(O) = x j = d 
f ( Ax)= x i+l = aAx 3 + bAx2 + cAx + d 
as well as the finite difference derived slopes: 
f '(O) = ( xj+l - x i_1) I 2Ax = c 
f '(Ax) = ( x i+2 - xi ) I 2 Ax = 3aAx 2 + 2bAx + c 
(5.2) 
(5.3) 
The spline is locally defined for each interval, with an x range of 0 to l\x. Since 
two of the cubic parameters, c and d, are set by the boundary conditions, only a 
and b actually need to be calculated, resulting in much faster computation than 
standard splines. The water bottom depth is calculated by first finding the 
correct interval for the desired location, and then using the appropriate spline 
114 
parameters to find the depth. 
5.3 Raytracing 
Numerous techniques have been developed for modelling seismic arrivals, 
but they can generally be classified into one of two categories: raytracing 
techniques, in which each event is modelled individually (e.g. asymptotic ray 
theory, WKBJ) and finite difference techniques in which the wave equation is 
used to propagate the entire wavefield through the model. Since Raymult 
requires information about specific events, raytracing was the obvious choice for 
modelling the multiples. 
The raytracing routine used in Raymult is based on zero-order asymptotic ray 
theory (ARn, in which the wave field is approximated by an infinite series of 
rays propagating at all angles away from the source (Cerveny et al., 1977). Since 
each ray has an infinitesimal width, ART is essentially a very high (i.e. infinite) 
frequency approximation of full wave theory. As a result, it is very sensitive to 
high frequencies in the model. The spline interpolation, which produces a 
smooth model, helps to minimize these effects. 
The raytracing for each shot gather is performed using a 'shooting' approach, 
in which a range of start angles are used to project the ray from the source down 
to the sea-bottom and back to the surface until the ray arrives close to the desired 
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(a) Source Receiver 
_ 8. y~~a_&_e _ q_f _S9!l!~e _________ _ 
and receiver depths 
(b) 
Figure 5.2. illustration of raytracing parameters. (a) shows how the initial 
angle is determined using the average depth, while (b) shows the results 
of tracing the first two rays. 
receiver. The initial angle estimate is based on a flat sea-floor approximation 
with a depth equal to the average of the depths below the source and the 
receiver (see Figure 5.2): 
9 0 = atan(2h / x) (5.4) 
Two rays are then reflected off the sea-floor and back to the surface, one 
with a start angle equal to the initial estimate and the second with a start angle 
equal to the initial estimate plus a small increment (see Figure 5.2b). The angle 
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Receiver Final Intersection ~·-----d ------+-~---------~ 
Figure 5.3. The final adjustment of the arrival time to account for the 
raytracing error. 
increment for subsequent iterations Lc; determined using the Newton-Raphson 
method (Press et al., 1986) and is based on the results of the previous two 
iterations: 
f(S) 
~e =---
,~.. f'(S) 
= 
where f(S) = d, 
(5.5) 
The iterations are performed until the ray arrives within an acceptable distance 
of the receiver (usually 1-5 metres). 
If convergence has not occurred within a given number of iterations (typically 
10-20), the best result of all the iterations is used as a new starting point with a 
small initial increment. [f convergence still does not occur, the closest result is 
taken and a warning is issued. 
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To minimize the timing errors, a small correction is made to the arrival times 
to account for the distance from the point of arrival to the actual receiver (see 
Figure 5.3): 
.:\r d cos(<!>) 
.:\t = - = ---'--'-
p (.1 
(5.6) 
Multiples are modelled in the same way, but obviously with multiple 
reflections from the sea-surface and sea-floor. Although this usually requires 
more iterations, all of the models I have tested have been raytraced successfully. 
Figure 5.-l shows the arrival times, for the seafloor reflection and the first five 
orders of multiples, produced by raytracing a sloping model which has a water 
depth of 300 metres below the source and a constant slope of 0.1. A maximum 
arrival error of 10 m was allowed. This was chosen purposely to be greater than 
the allowable error that would ever be actually used, in order to illustrate the 
maximum timing errors that are likely. Without the timing correction, the errors 
are generally within 5 ms (see Figure 5.4b). With the timing correction, the 
maximum error is only 0.4 ms, with most events within 0.05 ms (see Figure 5.4c). 
This is more than sufficient for the attenuation routine. 
5.4 Amplitude and Phase Modelling 
Once the optimal ray has found, the amplitude and phase of the event has to 
be determined. These are calculated using the Tooley et al. (1965) solution of 
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Figure 5.4. (a) illustration of the arrival times of the seafloor reflection and 
the first five orders of multiples produced by raytracing a sloping model. 
(b) The actual timing errors after using a maximum arrival error of 10m. 
(c) The corrected timing errors produced by application of Equation 5.6. 
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Figure 5.5. Reflection of a ray at the water-bottom, illustrating the 
parameters used in Equations 5.7-5.9. 
Zoeppritz' s equations for the reflection coefficient for the compressional wave: 
(5.7) 
where, 
a -cos B · 1 - , (5.8) 
and 
Ps ( 1 f3s 2 . 2 eJ q = - - - --2 stn . Pw 2 a w (5.9) 
The variables a and J3 are the acoustic and shear velocities, while pis the density 
and Bis the angle of incidence (see Figure 5.5). The subscript w refers to water 
properties while the s refers to sea-floor properties. Clearly, as ()increases past 
the P-wave critical angle, a 2 becomes complex, and when B passes the PS-wave 
critical angle, b2 becomes complex. These two terms therefore control the phase 
of the event. 
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Figure 5.6. (a) Amplitude and (b) phase as a function of the incident angle 
for Young and Braille's (1976) model. 
The reflection coefficients were tested c1gainst the results of modelling by 
Young and Braille (1976). Their model used the following parameters: 
aw= 2000 ms-1 f3w= 1155 ms-1 pw= 2600 kgm-\ (incident medium) 
a .. = 3225 ms- 1 f3.. = 1865 ms-1 p.. = 3291 kgm·.\ (refracted medium) 
The amplitude and phase results calculated by this routine are shown in Figure 
5.6. The energy ratios calculated here exactly match the results of Young and 
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Braille. Since they did not publish phase results, the phase values were 
compared to those of Pilant (1979), who ran the same model, and again the 
match is exact. 
5.5 Initial wavelet estimation 
Once the raytracing has been performed, the predicted travel-times are used 
as the starting points for extracting windows of data from the shot gathers. Sine 
functions arc used for the data interpolation required to extract a wavelet 
starting at the predicted arrival time. However, in order to remove the phase 
effects predicted by the modelling, a phase shifted sine function is used: 
. CtlS<j) ~in 1 - sin <j)( I - cos 1) j (I,$) = -~-----=------­
( 
(5.10) 
where t/J is the phase and t is the normalized time (=time·tr/ .:lt}. By convolving 
this function with each trace of the shot gather, we obtain phase and time-
corrected estimates of the wavelet. However, these estimates are obviously 
contaminated by random noise as well as the coherent 'noise' which is due to the 
presence of both primaries and pegleg multiples. In order to improve the signal 
to noise ratio, the trace windows are stacked. This provides an initial estimate of 
the wavelet which will be used for the multiple subtraction. 
Although the amplitudes can also be corrected based on the raytracing 
results, the sensitivity of seismic amplitudes to small scale velocity and structural 
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distance 
Figure 5.7. Schematic illustration of the data windows for a primary 
water bottom arrival and three orders of multiples. The windows are 
shaded light gray, while the overlapping portions are shown in dark gray. 
anomalies can produce a wide range of window amplitudes across the gather. 
1bis can greatly reduce the effectiveness of the stacking, since the resulting 
wavelet could be dominated by only one or two windows. As a result, the 
windows are normalized by their RMS amplitudes before stacking. 
One potential problem is the convergence of arrival times for the multiples at 
wide offsets (see Figure 5.7). This causes the windows for different orders of 
multiples to overlap. The overlapping portions are therefore excluded from the 
stack, and the resulting wavelet is adjusted for the variation in fold at each 
sample. Ideally, therefore, the wavelet should be chosen to include as much of 
the source pulse as possible, without causing serious overlap problems. For most 
data sets, this is typically between 80 and 160 ms. 
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Once an initial stacked wavelet has been obtained, it is used as a reference 
wavelet against which the original data windo"'S are compared. The times and 
phases predicted by the raytracing are then adjusted using the techniques 
described in Section 4.2. The adjusted time is at the peak of the correlation 
function: 
Xcor( I)= L( a f~ + f3 HffJJ * d ,.,. 
k 
(5.11) 
\\·here f is the reference wavelet, H ffl is its Hilbert transform and d is the original 
window. The coefficients, a and {3, are calculated using the inversion described 
in Equation 4.7. The phase of the original data with rec;pect to the reference 
wavelet is then: 
«<> , ..... = «<> u/J -a tan( f3/a) (5.12) 
where r/J.·u is the phase that was used for the data extraction. 
New data windows are extracted using the improved time and phase 
estimates. They are then compared to the wavelet estimate in order to generate a 
weighting function which can be used to stack an improved estimate of the 
wavelet. The function is inversely related to the difference between the wavelet 
and the data window: 
I 
=1-(L(d,-wJ2/:Lw,2)2 (5.13) 
where dis the data window and w is the wavelet. The function has a maximum 
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of 1 when there is a perfect match, and is restricted to a minimum of 0.1. 
The procedure is repeated until the change in the wavelet between iterations 
is relatively small (typically 1-5% ). Since the weighting function causes the stack 
to emphasize those ·windows which look like the wavelet, convergence is 
inevitable, usually within 5-10 iterations. The wavelet amplitude on each trace is 
then calculated, a byproduct of the phase determination: 
A= (a: +13: )~ (5.14) 
where A is the scale factor and a and jJ are the coefficients from Equation 5.11. 
After the wavelet is time-, amplitude- and phase-corrected for each trace, it is 
subtracted from the trace. The routine then moves on to the next multiple. 
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Figure 5.8. The dipping sea-floor model for the initial testing of Raymult. 
5.6 Routine testing 
The first test is of a completely noise-free case, which only contains the water-
bottom primary and subsequent multiples. Since the synthetics were generated 
using the raytracing routine, we expect perfect attenuation of the multiples if the 
correct model is used. Figure 5.8 shows the original model. The source was 
located at 4000 m while 100 receivers were located with a minimum offset of 200 
m and a group interval of 25 m. Figure 5.9 shows the original shot gather, 
constructed using a water velocity of 1500 ms-t, a sea-floor velocity of 2500 ms-1, 
and a sea-floor density of 2400 kgm-·'. The arrival times have been plotted over 
the data to show the start of the attenuation windows. The window length of 32 
samples was chosen for all the synthetic tests. Figure 5.10 shows the gather after 
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Figure 5.9. The shot gather used for initial testing of Raymult, including 
an overlay of the arrival times. The source location was at 3000 m, with 
receivers located at 40 m intervals from 2800 m back to 440 m. It contains 
only the water bottom primary and five orders of sea-bottom multiples. A 
time-dependent scale factor ('f2) has been applied to the data to enhance 
the later events. 
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Figure 5.10. The shot gather of Figure 5.9 after application of Raymult. 
The water bottom primary has been left on the four traces nearest the 
source so that the final stack will have a water bottom event. 
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multiple attenuation. Clearly, the multiples have been almost completely 
removed, the average attenuation is 125 dB. 
Since the water bottom primaries could interfere with the multiple 
attenuation of subsequent windows, they have been attenuated on all but the 
nearest four traces. A standard stretch mute would remove these events before 
stacking, so this technique should not damage the final stack. In fact, since the 
very slow water-bottom events are no longer a concern, it can potentially allow 
for a much milder final mute, and this in tum could produce better stacking of 
the primaries. 
The second test uses the same data, to which random noise has been added 
(see Figure 3.11). Since the higher order multiples have much lower amplitudes, 
the noise obviously interferes \'\ith these events most severely, with the fifth 
order multiples having amplitude levels comparable to the noise. Figure 5.12 
shows the gather after attenuation. Although there are some remnants of the 
water-bottom primary at far offsets, likely due to small errors in the phase 
estimate, the multiples have been virtually eliminated, \\ith an average 
attenuation of 40 dB. 
I should point out that since the 'attenuation' is determined by simply 
calculating the ratio of the energy in the windows before and after the wavelet 
subtraction, the addition of noise to the windows reduces how meaningful this 
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Figure 5.11. The shot gather of Figure 5.9 after the addition of random 
noise. The time-dependent scaling has boosted the noise level at later 
times. 
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Figure 5.12. The shot gather of Figure 5.11 after the application of 
Raymult. 
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Figure 5.13. The model constructed using a water velocity of 1450 ms-1 
instead of the correct velocity of 1500 ms- 1_ The dashed line shows the 
location of the true water bottom. 
number actually is. Complete elimination of the multiple may only require an 
dttenuation of 5 or 10 dB if the noise has an amplitude comparable to the 
multiples. However, when used in conjunction with visual inspection, the 
'attenuation' does give a fairly good idea of how successful the routine was in 
removing the multiples. 
The next set of tests uses the same data, but uses the wrong velocities for the 
modelling and attenuation routines. The water velocity was 1450 m/ s, while the 
sea-floor velocity was 2000 m/ s. This introduces several potential problems. 
The modelling routine estimates the water depth to be more than 10 m shallower 
than it actually is (see Figure 5.13), producing significant timing errors at the far 
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Figure 5.14. The shot gather of Figure 5.9 with an overlay of the arrival 
times determined using a water velocity of 1450 ms-1 . The model perfectly 
reproduces the arrivals on the near trace, but there is considerable error 
on the far traces. 
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multiple 1 
Figure 5.15. illustration of the wavelet iterations for the first order 
multiples. The top \\indow shows the initial data window after the time 
and phase corrections predicted by the raytracing of the 1450 ms·1 model. 
Clearly, the wavelet has not been properly corrected. The five traces on 
the right show the wavelet estimated by stacking the window. 
Subsequent windows show the data after each iteration of the wavelet 
prediction algorithm, scaled by the weighting function. By the third 
iteration, the wavelet estimate is good, and the appropriate phase 
corrections have been applied. The final window shows the data after 
subtraction of the multiples. 
offsets (see Figure 5.14). In addition, the error in the velocity ratio causes 
significant error in the estimated critical distance, which in tum causes major 
phase differences between the data and the raytracing results, making it more 
difficult to obtain a good initial wavelet estimate. In practice, model testing 
would alert the processor to such a poor choice of velocities, so it is unlikely that 
model-related errors would ever be this severe. To partially compensate for the 
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Figure 5.16. The shot gather of Figure 5.9 after Raymult attenuation using 
the 1450 ms-1 model. 
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Figure 5.17. Illustration of the wavelet iterations for the first order 
multiples of the noisy data shown in Figure 5.11. See Figure 5.15 for full 
explanation. 
timing errors, the window length was increased to include an additional 4 
samples at the beginning and the end. The wavelet iterations are able to correct 
the timing and phase errors (see Figure 5.15) to produce excellent attenuation, 
which averages almost 100 dB. For comparison to Figure 5.10, Figure 5.16 shows 
the multiple-attenuated shot gather. The slight deterioration in the performance 
at the far offsets appears to be caused by the overlap mute. The wider windows 
cause an increase in the length of the mute zone in each window, which reduces 
the reliability of the phase calculation at those locations. 
When noise is added, the wavelet iterations are still able to find appropriate 
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Figure 5.18 The shot gather of Figure 5.11 after Raymult attenuation using 
the 1450 m.s-1 model. 
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Figure 5.19. The model used for generating synthetic primaries for 
Raymult testing. The units for velocity, v, are ms- 1; the units for density, 
p, are kgm-'. 
phase and time shifts (see Figure 5.17) and the attenuated gather (see Figure 5.18) 
is comparable to the correct model example (Figure 5.12). The average 
attenuation was calculated to be 34 dB. 
The final set of examples uses the original shot gather but adds a series of 
primary reflections. Figure 5.19 shows the model used for generating the 
primaries. Figure 5.20 shows the modelled primary events which will be the 
desired output for the attenuation tests, while Figure 5.21 shows the multiple-
contaminated gather which is to be tested. 
The first test uses the correct model, once again with excellent results (see 
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Figure 5.20. The synthetics primaries generated using the model in Figure 
4.19. The same shooting geometry was used as in Figure 5.19, with a 
source at 3000 m, a 200 m near offset and a 40 m receiver interval. The 
water bottom primary has not been modelled. This is the 'desired output' 
for the Raymult tests to follow. 
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Figure 5.21. The test gather, generated by combining Figures 5. 9 and 5.20, 
which is to be used for Raymult testing. 
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Figure 5.22. The test gather of Figure 5.21, after Raymult attenuation. The 
multiples have been completely removed, but there is some damage to the 
primaries. 
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multiple 4 
Figure 5.23. Illustration of the wavelet iterations for the fourth order 
multiples of the data shown in Figure 5.21. See Figure 5.15 for full 
explanation. The weighting function has reduced the contribution to the 
stack of those traces which contain crossing events. 
Figure 5.22. The average attenuation was 78 dB. Unfortunately, there is some 
damage to the primaries. This is to be expected since, at the points of 
intersection between multiples and primaries, the routine is unable to distinguish 
which part of the combined wavelet is multiple and which part is primary. As a 
result, it removes the entire wavelet, including the primary component. 
However, this effect is only significant at relatively small zones around the 
intersection points. The combined wavelet does not damage the wavelet 
estimate because the weighting function reduces the contribution of the cross-
over windows to the stack (see Figure 5.23). 
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Figure 5.24. The data of Figure 5.21 after the addition of random noise 
and the subsequent application of Raymult. 
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The addition of random noise (see Figure 5.24) does not appear to seriously 
affect the actual attenuation, although the routine does require several additional 
iterations for each order of multiple. The average attenuation of 33 dB is 
comparable to that produced on the primary-free data. Once again there is some 
damage to the primaries at the intersections with the multiples. 
Finally, the use of the inaccurate model parameters causes very little 
reduction in attenuation. The noise-free case shows an average attenuation of 75 
dB (Figure 5.25), while the noise-added data shows an attenuation of 32 dB 
(Figure 5.26). Once again, the wavelet iterations had very little problem 
adjusting the predicted times and phases to fit the data (see Figure 5.27). It is 
important to emphasize however, that parameters this much in error would not 
typically be used, since raytracing tests of one or more shot gathers (as illustrated 
in Figure 5.14) would clearly show that the model needs adjustment. 
Overall, the routine performed very well through all of the testing, even in 
the most difficult situations. Although there was some attenuation of the 
primaries, the effects were generally Limited to a few traces, so stacking should 
significantly reduce this problem. In addition, since the attenuation was 
particularly strong on the near traces, stacking should provide further multiple 
attenuation. 
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Figure 5.25. The data of Figure 5.21 after the application of Raymult using 
the 1450 ms-1 model. 
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and the subsequent application of Raymult using the 1450 ms-1 model. 
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in Figure 5.21 after the addition of random noise. See Figure 5.15 for full 
explanation. 
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6. PROCESSING EXAMPLES 
6.1 Introduction 
This chapter illustrates the use of Raymult in the processing of marine seismic 
data from a number of different settings. Four data sets "'ill be processed, two 
synthetic and two real. The synthetics include the data used for the pre-stack 
testing in Chapter 5. The real data examples are from two very different seismic 
surveys. The first is a high frequency line that contains a number of coherent 
primaries under a smoothly varying, shallow ·water bottom, while the second is a 
lower frequency line over a very hard, very rough sea-bottom, without obvious 
primaries. 
Raymult is applied in the shot domain, before deconvolution, in order to 
improve the likelihood of wavelet consistency. Although this generally helps the 
subsequent processing, it does present a minor problem with respect to 
predictive deconvolution, which can be used for the subsequent attenuation of 
pegleg multiples. Since the water bottom primary is usually the highest 
amplitude arrival, it tends to dominate the autocorrelation that is used for 
designing the prediction filter. However, since the multiples associated with this 
event have been removed, the amplitude of the prediction filter will be a very 
poor estimate. Therefore, the deconvolution is only effective if the design 
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window starts below the actual water bottom arrival. It is then able to focus all 
of its attention on the pegleg problem. As a result, the deconvolution routine 
was set up to use the model generated by the Raymult processing. It sets the 
start of the design 'hindow to just below the end of the water bottom event and 
the prediction lag to slightly less than the water layer travel time. 
The velocity functions tor the synthetic seismograms and tor the first real 
data set were determined using semblance analyses for a range of velocities from 
1-100 ms-1 to -1400 ms-1, with a 25 ms-1 increment. The lack of good coherent 
primaries on the second real data set reduced the effectiveness of the semblance 
and as a result, constant velocity stacks were used. 
6.1 Synthetic Example: Sloping sea-floor 
The first synthetic example was generated by raytracing the sloping sea-floor 
model that was shown in Figure 5.19. A total of 120 shot gathers were produced, 
with 60 traces per gather. The first shot was at location 4000 m and the shot 
spacing was 40 m. The minimum offset was 200 m, with a trace spacing of 40 m, 
giving a maximum offset of 2560 m. This resulted in a CMP spacing of 20 m, 
with 30 fold coverage &om 3880 m to 7500 m. The source used a zero-phase 
Ricker wavelet with a centre frequency of 30 Hz. Only the primary reflections 
and the water bottom multiples were modelled. Figure 6.1a shows the complete 
near trace gather, while Figure 6.1b shows a near trace-gather which contains 
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Figure 6.1. Near trace gathers for dipping sea-floor synthetics: (a) shows 
the complete data set, including water-bottom multiples, while (b) shows 
only the primaries. 
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Figure 6.2. Brute stacks for dipping sea-floor synthetics: (a) shows the 
stack of the complete data set, including water-bottom multiples, while (b) 
shows the primary-only stack. 
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Figure 6.3. FK multiple attenuation for dipping sea-floor synthetics: (a) 
shows the stack of the complete data set after applying an FK filter to the 
shot gathers, while (b) shows the stack produced by a combination of FK 
filtering and a near trace mute. 
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Figure 6.4. The stack of the complete dataset after applying Raymult to 
the original shot gathers. 
only the primaries. Clearly, the multiples make it difficult to see the primaries, 
particularly in the first second of data. The power of CDP sta~~g is illustrated 
in Figure 6.2, which shows the stacked data, for the full dataset (Figure 6.2a) and 
the primaries-only dataset (Figure 6.2b). There is a significant improvement in 
the primary-to-multiple amplitude ratio compared with the near-trace gather, 
and all of the primaries at least can be seen. However, there is a considerable 
amount of multiple energy still present in the data. 
Figure 6.3a illustrates the improvement provided by FK filtering in the shot 
domain after NMO using intermediate velocities. Since this technique was 
applied with a prior knowledge of the true velocity function, it has been 
optimally applied. The technique is only marginally successful in providing 
153 
(a) Location (m) 
4000 5000 6000 7000 8000 
en 1.o-_ 
Q) 
E 
i= 1.5-
2.0-
(b) Location (m) 
4000 5000 6000 7000 8000 
0 
0.5 -
en 1.0 -
..._ 
Q) 
E 
i= 1.5 -
2 .0 -
2 .5 
Figure 6.5. Near trace gathers for dipping sea-floor synthetics including 
noise: (a) shows the complete data set, including water-bottom multiples, 
while (b) shows only the primaries. 
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Figure 6.6. Comparison of FK filtering and Raymult for dipping sea-floor 
synthetics with noise: (a) shows the results of processing with FK filtering 
of shot gathers and a subsequent near trace mute, while (b) shows the 
results of Raymult processing. 
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further multiple attenuation. However, since the FK filtering is ineffective at 
small offsets, the attenuation is significantly enhanced by applying the filter in 
combination with an inside mute (Figure 6.3b). 
Figure 6.4 shows the performance of Raymult on the same dataset. There is 
very little multiple energy remaining, while the primaries are well preserved . As 
seen in the pre-stack gathers, there is a slight dimming of the primary amplitudes 
in a few locations, however stacking has reduced this effect. Clearly, the overall 
performance is excellent. 
Figure 6.5 shows the near trace gather after the addition of random noise. 
The noise caused picking errors of up to 1.5 ms, which were enhanced by 
choosing an incorrect water velocity of 1475 ms-1, producing model errors 
between -!.5 and 6.5 metres. However, Raymult was still able to adapt the 
raytracing results to fit the data, and the final attenuation was very good (see 
Figure 6.6). Once again, the Raymult stack is superior to the FK filtered stack, in 
which second order multiples, in particular, are clearly visible just below one 
second. 
6.2 Synthetic Example: Undulating sea-floor. 
The second synthetic dataset used the same basic velocity structure as the 
first, but with an undulating water bottom, rather than a sloping one. It was 
generated using the same acquisition geometry as the first; a 200m near offset 
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Figure 6.7. Near trace gathers for undulating sea-floor synthetics: (a) 
shows the complete data set, including water-bottom multiples, while (b) 
shows only the primaries. 
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and 40 m receiver spacing. Figure 6.7 shows the near trace gathers with and 
without the water bottom multiples. As expected, the multiples exaggerate the 
water-bottom undulations, making it very difficult to see the primaries. 
Figure 6.8 shows the brute stacks. While there is a significant improvement in 
the primary-to multiple energy ratio, the multiples are still a problem, with at 
least the first four orders still having amplitudes comparable to the primaries. 
FK filtering provides additional attenuation (see Figure 6.9), especially when 
used in combination ·with a near trace mute, but its effectiveness is dip 
dependent. This is because FK attenuation depends on the moveout difference 
between the primaries and the multiples. When the sea-tloor is dipping away 
from the source, there is an apparent decrease in the velocity of the reflection. 
This increases the moveout difference and, as a result, improves the ability of the 
FK filtering to remove the event. Conversely, when the dip is towards the 
source, there is an increase in the apparent velocity and a corresponding 
decrease in the effectiveness of the filtering. The net result is dip-dependent 
multiple attenuation, which can be a major problem. Although the filtered data 
looks relatively clean, the multiple energy which remains is not continuous and 
hence is not immediately identifiable as multiple. As a result, this can produce 
misinterpretation of multiples as primaries. 
Figure 6.10 shows the result of Raymult processing. The multiple attenuation 
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Figure 6.8. Brute stacks for undulating sea-floor synthetics: (a) shows the 
stack of the complete data set, including water-bottom multiples, while (b) 
shows the primary-only stack. 
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Figure 6.9. FK multiple attenuation for undulating sea-floor synthetics: (a) 
shows the stack of the complete data set after applying an FK filter to the 
shot gathers, while (b) shows the stack produced by a combination of FK 
filtering and a near trace mute. 
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Figure 6.10. The stack of the complete dataset after applying Raymult to 
the original shot gathers. 
is excellent and unaffected by changes in dip. While there is a slight decrease in 
primary amplitudes at those locations where multiples and primaries cross, the 
effect is minor. 
6.3 Real Example: Hunt "95 dataset. 
The first real dataset examined was shot by Memorial University in 1995, off 
the west coast of Newfoundland as part of a survey for Hunt Oil. The data were 
collected over a relatively hard sea-floor using a high frequency source and a 
short 48 channel streamer. The near offset was 53.5 m and the group interval 
was 12.5 m, producing a far offset of only 641 m. A total of 421 shots were 
collected with a 12.5 m shot spacing. The data were generally very good, but in 
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Figure 6.11. (a) Near trace gather for the Hunt '95 dataset. (b) A close-up 
image of the direct arrivals at approximately 70 ms. Note the event's 
apparent scatterin& which can only be caused by a timing problem. 
addition to the obvious multiple problem, there was a serious problem with the 
source timing. The near trace gather clearly shows that several traces (see Figure 
6.11) have major timing errors. This was corrected by picking the direct arrivals 
on the near trace gather, and using the picks to determine the necessary static 
shift for each shot gather. The results of the statics application are shown in 
Figure 6.12 (a). The corrected gather was then used for modelling the sea-floor. 
Figure 6.12 (a) also shows the initial picking results. The routine appears to 
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Figure 6.12. (a) The near trace gather after application of shot statics. The 
white line shows the automatic picking of the sea-floor reflection. (b) The 
multiple-based statics solution - indicates that the picks require a 4 ms 
shift. 
have done a good job, despite the wavelet inconsistencies around location 2000 
caused by the intersection of numerous primary reflectors with the sea-floor. A 
three point smoothing filter was applied to the picks before the statics 
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calculations in order to reduce the slight scatter produced by these 
inconsistencies. The resulting statics estimate for each trace is shown in Figure 
6.12 (b). There is excellent consistency in the statics estimate, except at the 
beginning of the line, where the primaries have caused some problems. After 
applying the estimated 4 ms shift, the picks were migrated to generate the sea-
t1oor model (see Figure 6.13). The timing estimates for the first seven orders of 
water-bottom multiples show very good agreement with the observed events. 
In order to ensure that the water velocity of 1470 ms- 1 was accurate, a shot gather 
was raytraced. Figure 6.14 shows an overlay of the raytraced times on the actual 
gather, confirming that the water velocity was reasonable. The shot gathers were 
then processed using Raymult. Figure 6.15 shows the same shot gather after the 
multiple attenuation. The strong reflection at 0.25 s appears to be a pegleg 
multiple caused by a reflector just below the sea-floor. This could explain the 
fact that the strong 'sea-floor' refraction does not appear continuous with the 
actual sea-floor reflection. The refractions may actually be from the strong 
reflector just below the sea-floor. Since the event is very close to the actual water 
bottom reflection, its moveout is sufficiently similar that a second pass of 
Raymult was able to eliminate its water-bottom pegleg multiples as well (see 
Figure 6.16). The data were stacked using the velocities shown in Figure 6.17. A 
comparison of the brute stack and the Raymult stack is shown in Figure 6.18. 
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Figure 6.13. The estimated model and resulting multiple arrival-time 
predictions (white lines) for the high frequency dataset. A five point 
smoothing filter was applied to the picks before migration. The model 
does a very good job of predicting the arrivals times of the first seven 
orders of water-bottom multiples. 
The water-bottom multiples have been attenuated extremely well, but there is 
still a significant pegleg problem. This should be helped by applying predictive 
deconvolution, with a design window starting just below the sea-floor. While the 
combination of dipping reflectors and inconsistent amplitudes reduces the 
effectiveness of the deconvolution, there is still a fair amount of pegleg 
attenuation (see Figure 6.19). Clearly the results are a significant improvement 
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Figure 6.14. Overlay of arrival-time estimates on an original shot gather 
using a water velocity of 1470 ms-1. The good fit at the far offsets indicates 
that the water velocity was estimated accurately. 
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Figure 6.15. The same shot gather as in Figure 6.14 after application of 
Raymult. The multiple attenuation was very good, but there appears to 
be a reflector just below the sea-floor which has generated significant 
pegleg energy, particularly between 0.2 and 0.4 seconds. 
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Figure 6.16. The same shot gather as in Figure 6.14 after the second pass 
of Raymult. The peglegs produced by the reflector just below the sea-
floor have been attenuated along with the water-bottom multiples. 
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Figure 6.17. The N~lO velocity model used for stacking the Hunt '95 
dataset. 
over deconvolution used alone. However, any interpretation must account for 
the possibility that apparent primaries may be peglegs of earlier events. 
For comparison, the data were also processed using parabolic radon filtering 
as the main multiple attenuation technique. While the filtering reduced the 
amount of random noise, it did not remove much of the water-bottom multiple 
energy (see Figure 6.20a). This is undoubtedly due to the restricted offset range, 
which reduces the ability of the technique to discriminate between primary and 
multiple moveouts. 
The combination of the radon transform and the subsequent stack is unlikely 
to have preserved the amplitude relationships between the multiples, even if the 
amplitudes had been perfectly geometric in the first place. As a result, predictive 
deconvolution is unable to attack all of the multiples simultaneously. (see Figure 
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Figure 6.18. (a) Brute stack of Hunt .195 dataset. (b) Stack using identical 
processing stream except for the application of Raymult to the original 
shot gathers. 
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Figure 6.19. (a) Stack of Hunt ~95 dataset after the application of post-stack 
predictive deconvolution. (b) Raymult stack after post-stack 
deconvolution. 
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Figure 6.20. (a) Stack of the Hunt '95 dataset, using radon filtering of the 
shot gathers as the main multiple attenuation technique. (b) The same 
dataset after predictive deconvolution using the sea-floor model for 
determining the prediction lag. 
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Figure 6.n. Location map for the second real dataset, which was 
collected by the AGC as part of a deep crustal experiment in 1984. The 
dashed line marks the approximate location of a major fault thought to 
intersect the line (Langdon, 1996). 
6.20b). While deconvolution does produce additional multiple attenuation, the 
performance is not consistent. Some multiples have been virtually eradicated 
while others have been hardly touched. The net result is a stack which would be 
very difficult to interpret. 
6.4 Real Example: AGC '84 data 
The second real data example is very different from the first. The data were 
collected by the Atlantic Geoscience Centre in 1984, off the northern tip of the 
island of Newfoundland (see Figure 6.21), as part of a deep crustal seismic 
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experiment. The near offset was 291 metres, the group spacing was 25 metres 
and the shot interval was 50 metres, thereby producing a CDP spacing of 12.5 
metres. The streamer contained 120 receiver groups, generating an average fold 
of30. 
The sea-floor in this area is extremely hard, with very little soft sediment 
cover. As a result, the water bottom multiples completely dominate the data. To 
further coiJ1 plicate matters, the sea-floor is very rough, so that water bottom 
diffractions and their multiples are also a significant problem. The net result is a 
data set which was essentially discarded without interpretation. Both the 
original publication of the data (Keen et al., 1986) and the later compilation of 
several related data sets (Marillier et al., 1989) leave the first -l to 6 seconds 
without interpreted primaries. However a deep reflection experiment on land in 
1989 produced numerous reflectors throughout the crust (Quinlan et al., 1992). 
Since it is unlikely that these ret1ectors would end at the coastline, the lack of 
reflectors offshore is apparently due to the inability of the processing to image 
them. Undoubtedly, this is a result of the extreme water-bottom multiple 
problem. 
Processing the data using Raymult was not straightforward. Since the critical 
offset is well inside the near trace, the phase variations in the water-bottom 
reflection are so severe that it is hardly recognizable as a coherent event on the 
174 
(a) 
(b) 
-en 
..._ 
NW 
0 
~ 0.5 
i= 
1.0 
20 
20 
Location (km) 
15 
Location (km) 
15 
10 
10 
SE 
5 
5 
0,---------~--------------~----------------~--------------~ 
c;;0.01 
+ .... + + ..._ 
+ + + 
+ ++ + + ++ + + 
............. + ·+ . . ...... ++· ·+ .. . . . . . ..................... . 
+ + + + +* + + 
+ ++ + + ++ + + 
++ ++ + ++ + + + +++ + + + + 
+ + + + +++ + ++ ~ ++ ...... ++ ++ ... + ...... ++ .. 
. . . . ....... . . +· +··+·++It-+· +·off+ . . +·.·++++.-++-+++·+ ............ *+++ •••••••. 
+ + + + + + ++ + ++ + ++ • - •• •••• ._...... .... ++ ........ ...... + 
+ + + + + ..... ++ + + + + + + + 
*++++ + + + ++ + 
+++ + + + + 
. . ·+ .. . .. ·+. +· . . ....... +· ................ . . . .. .... . ........ . 
+ + + + 
+ + 
.... + 
+ + 
.. + ............. . ... . .... . ... . ......... . ........... . ... . .. . 
+ 
+ 
Figure 6.22. (a) The near trace gather for AGC "84. The white line shows 
the automatic picking of the first order multiple. (b) The multiple-based 
statics solution - indicates that the picks require a 32 ms shift. 
near trace gather (see Figure 6.22). Since the event is also disrupted by numerous 
diffractions, reliable picking is virtually impossible. The first order multiple, on 
the other hand, is just pre-critical so that the phase variations are relatively 
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minor. As a result, I chose to pick the multiple event, and I adapted the 
modelling routine to take that into account. Figure 6.22 (a) shows the picking 
results, while Figure 6.22 (b) shows the results of the statics calculations. The 
complexity of water bottom and the severe diffractions produced quite a lot of 
scatter in the statics estimate, but the model estimate appears to be good (see 
Figure 6.23). The timing predictions for the first six orders of multiples are in 
very good agreement with the data. 
Since Raymult is able to remove only multiple energ-y from the reflected 
event, it is unable to attenuate diffracted energy. This is dearly a major problem 
\1\ith this data set, since the diffractions are almost as severe as the multiple 
retlections. As a result, I chose to run a prestack migration using the water 
velocity before applying Raymult. [twas performed on common offset gathers 
using Stolt's algorithm in FK space (Yilmaz, 1987). 
[n theory, this should collapse the water-bottom related diffractions, without 
doing too much damage to subhorizontal primary reflections. Figure 6.24 shows 
the results of migrating the near trace gather. The diffractions have been 
collapsed into the reflected events, leading to a marked improvement in the 
coherence of the multiples. The benefits of the migration are even more obvious 
on the shot gathers. Figure 6.25 shows shot 1510, which had a source location 
near location 8 km. The diffractions centered at 1400 m offset are dearly visible, 
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Figure 6.23. The estimated model and resulting multiple arrival-time 
predictions (white lines) for the AGC "84 dataset. A five point smoothing 
filter was applied to the picks before migration. The model does a very 
good job of predicting the arrivals times of the first six orders of water-
bottom multiples. 
while the diffractions approximately parallel to the multiples below 1.5 seconds 
are less obvious. The migration does an excellent job of collapsing these events 
into the multiple reflections themselves (see Figure 6.26). Raymult is then very 
effective at removing most of the energy from those events (see Figure 6.27). The 
attenuation generally averaged between 20 and 24 dB. 
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Figure 6.24. The effect of constant velocity migration on the near trace 
gather. (a) shows the original gather, (b) shows the gather after FK 
migration using the water velocity (1450 ms-1). 
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Figure 6.25. The original data gather for shot 1510, at location 8 km. 
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Figure 6.26. The data gather for shot 1510 resorted after migration in the 
common-offset domain. There is obvious decrease in diffracted energy, 
which makes the multiples stand out as discrete events. 
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Figure 6.27. The migrated data gather for shot 1510 after application of 
Raymult. There clearly is a significant reduction in the multiple energy. 
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Figure 6.28. The NMO velocity model used for stacking the AGC '84 
dataset. 
After Raymult, a mild FK attenuation was applied in order to remove some of 
the residual multiple energy. This produced sufficient attenuation that an 
estimate of the primary velocities could be developed (see Figure 6.28). Adjacent 
CDP gathers were combined to increase the fold to between 20 and 25. The data 
were then stacked to produce Figure 6.29. [n order to reduce the importance of 
high amplitude events to the stack, diversity stacking was used. This technique 
normalizes the energy within a window on each trace before stacking and then 
scales the result by the sum of the normalizing factors. This effectively balances 
the contribution of each trace to the final stack. 
There are a number of reflections at the eastern end of the line that appear to 
be primaries. The low frequency content is consistent with the sub-optimal 
182 
~ 
00 
~ 
--C/) 
.._.. 
NW 
0 
0.5 
~ 1.0 
~ 
1.5 
2.0 
Location (km) 
20 15 10 
Figure 6.29. Stack of AGC '84 data after applying Raymult to the original shot gathers. 
Adjacent CDP gathers were combined to increase the fold to between 20 and 25. Diversity 
stacking was used to reduce the effect on the final stack of high amplitude events on some 
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stacking of events whose moveout is non-hyperbolic. Since the timing of 
primary events should be distorted by the sea-floor topography, these low 
frequencies are expected. Figure 6.30 shows these events in a little more detail. 
There are several arguments for these events to be primaries: 
1. The location and dip of the events are different from those expected of the 
water-bottom multiples. 
2. The events show sufficient dip variability that it is unlikely that they are 
caused by processing artifacts. 
3. Most importantly, there is some evidence of primaries on the CMP 
gathers (see Figure 6.31). 
-l. Finally, the local geology is thought to consist of a number of eastward 
dipping faults (Langdon, 1996), which is consistent with the general trend 
of the observed reflectors. 
While these events may not be completely convincing, they are considerably 
more convincing than anything on the standard stack. Figure 6.32 shows the 
data processed in exactly the same manner as Figure 6.29, but without Raymult. 
The strong westward dipping events are produced by the stacking of multiple 
energy which has not been attenuated (refer back to Figure 3.7), while the sub-
horizontal events are the result of FK smearing of the multiples on the near 
traces. Hence, virtually all of the energy is due to water bottom related 
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Figure 6.30. A close up view of the eastern end of the line, showing 
possible events. The dashed blue lines show the approximate locations of 
the original water bottom multiples. The solid red lines mark a number of 
events which could be primaries, possibly produced by eastward dipping 
faults. The sub-horizontal green lines are less reliable, but could be 
primaries of stratigraphic origin. 
multiples. Very few, if any, of the potential primaries seen in Figure 6.30 are 
visible in this stack. This clearly emphasizes the importance of Raymult in the 
processing of these data. 
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Figure 6.31. CMP "super gather' from near location 9 km, produced by 
combining four standard CMP gathers. The data have been processed 
using Raymult and FK filtering, and NMO has been applied. The arrow 
marks an apparent primary reflection at approximately 1.25 seconds. 
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Figure 6.32. Stack of AGC '84 data without using Raymult. FK filtering was the primary 
technique used for multiple attenuation. Virtually all of the energy can be attributed to water-
bottom multiples. 
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7. CONCLUSIONS 
7.1 Water-bottom multiples 
Water-bottom multiples are the most severe form of coherent noise found in 
marine seismic data. Since they are produced by the source energy reverberating 
·within the water layer, they are dependent upon the particular features of the 
water-bottom itself. The arrival times are controlled by the water depth, while 
the amplitudes and phases are controlled by the topography of the water-bottom 
and the acoustic properties of the underlying sediments. 
Many algorithms have been developed for multiple attenuation, ranging 
from velocity filtering techniques such as C~fP stacking and FK attenuation to 
more predictive techniques such as deconvolution, wave-field extrapolation or 
inverse scattering. Generally, these are able to handle most water-bottom 
multiples. However, in situations where there is considerable sea-floor 
topography or very hard sea-floor sediments, their performance is less than 
satisfactory. 
7.2 Raymult adaptive ray-tracing based multiple suppression 
Since rough sea-floor conditions produce multiples with arrival times, 
amplitudes and phases that are extremely variable, it was decided that the only 
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way to deal with them effectively was an approach which can adapt its 
assumptions to fit the actual data. As a result, Raymult was developed. It uses 
ART raytracing to calculate initial estimates of the multiples' properties for each 
shot gather. The estimates c:U"e used to extract an average wavelet for each order 
of multiple. The adaptive part of the routine then adjusts the estimates and the 
wavelet until the predicted multiples best fit the data. Finally, the predicted 
multiples are subtracted from the data. The only assumptions are that the 
wavelet has a constant amplitude spectrum for each multiple on each shot gather 
and that the multiple orders do not have significant overlap, which generally 
implies that the water depth is greater than 100 m. 
The whole process is performed quite economically. The sea-tloor model is 
developed automatically from the near traces, and a 500 trace model generally 
requires only 10-20 seconds of computation time. Even with extensive testing of 
different water velocities and smoothing parameters, a good model typically can 
be found within 15-30 minutes of actual user time. Raymult generally takes 
about 45 seconds of CPU time (on a SPARC 1000 server) for a 120 trace shot 
gather to attenuate 10 orders of multiples. The actual raytracing only accounts 
for roughly 2-5 seconds of this, with the adaptive part the of routine using the 
bulk of the remaining time. Since the adaptation is performed iteratively, the 
amount of time required clearly depends on the number of iterations, which in 
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turn dependc; on how good the model is, the severity of the multiples and the 
consistency of the wavelet. As a result, the shot gather mentioned above could 
take anY""·here from 30 to 60 seconds, roughly equivalent to the time required for 
parabolic radon filtering. 
The constant wavelet dSSumption deserves some discussion. Since marine 
seismic data is collected using receiver groups (arrays), the recorded response 
should be dependent upon the angle of incidence. As a result, it seems unlikely 
that the wavelet recorded at the far offsets, where the rays would be primarily 
horizontal, would be the same as the wavelet recorded at the near offsets, where 
the rays would be primarily vertical. This problem is most severe when the 
water is shallow or when the streamer is long. Clearly it affects low order 
multiples more than higher ones, since each successive multiple requires steeper 
ray angles. The problem is most easily dealt with by restricting the offset ranges, 
through the application ot a linear front mute. 
7.3 Processing Results 
Since the sea-floor conditions around Newfoundland are exactly those 
described above - rough topography with hard sediments, there was an 
abundance of local data on which to test Raymult. Two very different data sets 
were chosen; a high frequency data set in relatively shallow water which 
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contained numerous strong primary reflectors, and lower frequency dataset over 
a very hard, very rough sea-floor which had only a few, very weak primary 
reflectors. 
The high frequency dataset was collected for Hunt Oil off the west coast of 
Newfoundland using a short -!8 channel streamer. Since the maximum offset 
was only 640 m, the traditional techniques, which use moveout-discrimination 
for multiple suppression, were ineffective. In addition, the combination of sea-
floor topography and a hard water-bottom reflector made predictive 
deconvolution unreliable. Raymult, on the other hand was very successful. 
Virtually all of the water-bottom multiple energy was removed from the stack, 
while subsequent predictive deconvolution was able to remove a significant 
amount of the pegleg energy. 
The AGC '84 dataset was much more difficult. [twas collected off the tip of 
the Northern Peninsula as part of a deep crustal ret1ection experiment, and 
therefore used a lower frequency source and had much longer offsets. The sea-
floor was extremely hard, with velocities in excess of 3000 ms-t, and very rough. 
The topography not only made it difficult to model the multiples, it also 
produced severe diffractions which were as significant a noise problem as the 
multiples themselves. However, prestack migration using the water velocity was 
very successful at collapsing the diffractions into the reflections, resulting in a 
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major improvement in the amount of energy Raymult was able to remove from 
the data. Subsequent FK attenuation followed by post-stack predictive 
deconvolution was able to remove much of the remaining multiple energy. 
Consequently, the final stack was relatively multiple-free. Unfortunately, the 
primary reflectors were very weak, so although the stack Joes appear to contain 
a number of possible primary events, they are somewhat questionable and their 
exact timing is difficult to ascertain. They do, however, agree \\';th the general 
prediction of eastward dipping geological structures. 
7.4 Future Research 
There are a number of areas on which future research could focus, both for 
improving the performance of Raymult and for extending its use into related 
noise suppression. First, Raymult does cause some attenuation of primary 
energy at those locations where the multiples and primaries intersect. It should 
be possible to separate the primary and multiple components at the cross-overs 
since the technique already produces a good estimate of the wavelet. 
Deconvolution may be able to do this. 
It would also be good to use Raymult for attenuating pegleg multiples. This 
should be relatively easy to implement, since it only requires changes to the 
raytracing code. However, it does require a good model for the reflector which 
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is generating the peglegs. Wavelet iterations could be avoided by simply using 
the wavelet estimates from the water-bottom multiple attenuation. This could 
also reduce the potential damage to the primaries, since it would be difficult to 
construct a good wavelet estimate from the peglegs which would likely be more 
poorly estimated. 
Finally, it would be relatively easy to adapt Raymult into a surgical event 
editor. Essentially, any coherent noise that can be picked in pre-stack gathers 
could be effectively attenuated using Raymult's adaptive approach. While this 
would not be recommended as part of a standard processing stream, there are 
times when .:vents are clearly identifiable as noise, such as side scattering from 
off-line events or refractions, c1nd c1re not easily c1ttenuated by usual techniques. 
[t might be c1 useful tool. 
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