This paper considers stabilization and command following of uncertain dynamical systems and presents a new adaptive control approach with improved system performance. The proposed framework consists of a novel architecture involving modification terms in the adaptive controller and the update law. Specifically, these terms are activated when the system error between an uncertain dynamical system and a given reference model, which captures a desired closed-loop dynamical system behavior, is nonzero and vanishes as the system reaches its steady-state. This key feature of our framework allows to suppress the effect of system uncertainty on the transient system response through a gradient minimization procedure, and hence, leads to improved system performance. We further show that by automatically adjusting the design parameter of the added terms in response to system variations, we can enforce system error to approximately stay in a priori given, userdefined error performance bounds. Several illustrative numerical examples are provided to demonstrate the efficacy of the proposed approach.
I. Introduction
Model reference adaptive control concept is originally proposed in Refs. 1, 2 and has three major components, namely, a reference model, an update law, and a controller. The reference model captures a desired closed-loop dynamical system behavior for which its output (resp., state) is compared with the output (resp., state) of the uncertain dynamical system. This comparison results in a system error used to drive the update law online. Then, the controller adapts feedback gains to suppress this error using the information received from the update law. From a practical standpoint, the output (resp., state) of the uncertain dynamical system can be far different from the output (resp., state) of the reference model during transient time (learning phase) and this difference can lead to poor transient performance, although a model reference adaptive control scheme can guarantee that this system error vanishes asymptotically 3, 4 .
Poor transient performance phenomenon is a long standing problem for most model reference adaptive control schemes and authors of Refs. 5-12 presented modifications to the update law to address this problem.
Specifically, Refs. 5-7 use filtered versions of the control input and state, Refs. 8-10 use a moving time window of the system uncertainty, and Refs. 11, 12 use recorded and instantaneous data concurrently. In contrast to these approaches, Refs. 13, 14 present an approach called artificial basis functions that adds modification terms not only to the update law but also to the adaptive controller and show that the system error can be suppressed during the transient system response. Common denominator of the approaches in Refs. 5-14 is that they introduce additional mechanisms to model reference adaptive control that capture a form of system uncertainty for suppressing its effect.
This paper considers stabilization and command following of uncertain dynamical systems and presents a new adaptive control approach with improved system performance. Unlike the approaches in Refs. 5-12, the proposed framework i) consists of a novel architecture involving modification terms in both the adaptive controller and the update law such that these terms are activated when the system error is nonzero and vanishes as the system reaches its steady state, and ii) directly allows to suppress the effect of system uncertainty on the transient system response through a gradient minimization procedure, and hence, leads to improved system performance. Unlike the approaches in Refs. 13, 14, iii) the proposed framework is computationally less expensive, and iv) we further show that by automatically adjusting the design parameter of the added terms in response to system variations, we can enforce system error to approximately stay in a priori given, user-defined error performance bounds. Several illustrative numerical examples are provided to demonstrate the efficacy of the proposed approach.
The notation used in this paper is fairly standard. Specifically, R denotes the set of real numbers, R n denotes the set of n × 1 real column vectors, R n×m denotes the set of n × m real matrices, R + (resp. R + ) denotes the set of positive (resp. non-negative-definite) real numbers, R n×n + (resp. R n×n + ) denotes the set of n × n positive-definite (resp. non-negative-definite) real matrices, S n×n denotes the set of n × n symmetric real matrices, (·) T denotes transpose, (·) −1 denotes inverse, tr(·) denotes the trace operator, and ' ' denotes equality by definition.
II. Model Reference Adaptive Control Overview
We begin by presenting a brief review of the model reference adaptive control problem. Specifically, consider the uncertain dynamical system given bẏ
where x(t) ∈ R n is the state vector available for feedback, u(t) ∈ R m is the control input restricted to the class of admissible controls consisting of measurable functions, δ : R n → R m is an uncertainty, A ∈ R n×n is a known system matrix, and B ∈ R n×m is a known control input matrix such that det(B T B) = 0 and the pair (A, B) is controllable.
Assumption 1. The uncertainty in (1) is parameterized as
where W ∈ R s×m is an unknown weight matrix and σ : R n → R s is a known basis function of the form
Next, consider the reference model capturing a desired closed-loop dynamical system performancė
where x r (t) ∈ R n is the reference state vector, c(t) ∈ R m is a bounded command, A r ∈ R n×n is the Hurwitz reference system matrix, and B r ∈ R n×m is the command input matrix. The objective of the model reference adaptive control problem is to construct a feedback control law u(t) such that the state vector x(t) asymptotically follows the reference state vector x r (t) subject to Assumption 1.
For the purpose of solving this problem, consider the feedback control law given by
where u n (t) and u a (t) are the nominal feedback control law and the adaptive feedback control law, respectively. Let the nominal feedback control law be given by
where K 1 ∈ R m×n and K 2 ∈ R m×m are the nominal feedback and the nominal feedforward gains, respectively, such that A r = A + BK 1 and B r = BK 2 hold. Now, using (4) and (5) in (1) with Assumption 1 yieldṡ
Next, let the adaptive feedback control law be given by
whereŴ (t) ∈ R s×m is the estimate of W satisfying the update laẇ
where γ ∈ R + is the learning rate matrix, e(t) x(t) − x r (t) is the system error state vector, and P ∈ R n×n + ∩ S n×n is a solution of the Lyapunov equation
where R ∈ R n×n + ∩ S n×n can be viewed as an additional learning rate. Now, using (7) in (6) yieldṡ
and the system error dynamics is given by using (3) and (10) aṡ
whereW (t) Ŵ (t) − W and e 0 x 0 − x r0 .
Remark 1. The update law given by (8) can be derived using Lyapunov analysis by considering the Lyapunov function candidate
Note that V(0, 0) = 0 and V(e,W ) > 0 for all (e,W ) = (0, 0). Now, differentiating (12) yieldṡ
where using (8) in (13) results iṅ
which guarantees that the system error state vector e(t) and the weight errorW (t) are Lyapunov stable, and hence, are bounded for all t ∈ R + . Since σ(x(t)) is bounded for all t ∈ R + , it follows from (11) thatė (t) is bounded, and hence,V(e(t),W (t)) is bounded for all t ∈ R + . Now, it follows from Barbalat's lemma that
which consequently shows that e(t) → 0 as t → ∞.
Remark 2. For the case when the nonlinear uncertain dynamical system given by (1) includes bounded exogenous disturbances, measurement noise, and/or the uncertainty in (1) cannot be perfectly parameterized, then Assumption 1 can be relaxed by considering
where W (t) ∈ R s×m is an unknown time-varying weight matrix satisfying W (t) F ≤ w and Ẇ (t) F ≤ẇ with w ∈ R + andẇ ∈ R + being unknown scalars, σ :
is the system modeling error satisfying ε(t, x) 2 ≤ with ∈ R + being an unknown scalar, and D x is a compact subset of R n . In this case, the update law given by (8) can be replaced byẆ
to guarantee the uniform boundedness of the system error state vector e(t) and the weight errorW (t), where Proj denotes the projection operator 15 .
The contribution of this paper is to i) modify structure of the adaptive controller in (7) and the update law in (8) such that the mismatch termė(t)−A r e(t) in (11), which captures the system uncertainty, is suppressed through a gradient minimization procedure to improve transient system response without requiring the knowledge ofė(t), and ii) automatically tune design parameter of the proposed design to enforce system error to approximately stay in a priori given, user-defined error performance bounds.
III. A Direct Uncertainty Minimization Mechanism
For the model reference adaptive control framework introduced in the previous section, we now develop a direct uncertainty minimization mechanism to improve transient system response. Specifically, we first modify the adaptive feedback control law given by (7) as
where φ(t) ∈ R m satisfies
with k ∈ R + being a design parameter. Using (18), the system error dynamics in (11) becomeṡ
Notice that the ideal system error dynamics has the forṁ e(t) = A r e(t), e(0) = e 0 ,
under nominal conditions when there is no system uncertainty, W ≡ 0, and φ(t) ≡ 0. Motivating from this standpoint, the mismatch termW T (t)σ(x(t)) + φ(t) in (20) has to be minimized during the transient system response to improve system performance. In the next theorem, we show that (19) allows to achieve this objective through a gradient minimization procedure.
Theorem 1. The modification term of the adaptive feedback control law in (19) is the negative gradient of the cost function given by
Proof. Negative gradient of the cost function given by (22) with respect to φ(t) has the form
where (24) can be rewritten using (20) as
To construct the modification term of the adaptive feedback control law in (19), leṫ
where (19) is a direct consequence of (25) using integration by parts.
Remark 3. The proposed modification term of the adaptive feedback control law in (19) allows to shape the system error by suppressing the mismatch termW T (t)σ(x(t))+φ(t) in (20) due to gradient minimization, since it is constructed to be the negative gradient of (22) with respect to φ(t). Therefore, by adjusting k in (19), the uncertain dynamical system response and the reference system response can be made close to each other for all time including the transient phase.
Next, we modify the update law given by (8) aṡ
with ξ = k/c and c ∈ R + being a design parameter. The next theorem shows the asymptotic stability of the pair e(t), φ(t) as well as the Lyapunov stability ofW (t).
Theorem 2. Consider the uncertain dynamical system given by (1) subject to Assumption 1, the reference model given by (3), the feedback control law given by (18) with (19) and (26). In addition, let R and ξ be chosen such that
holds. Then, the solution e(t), φ(t),W (t) of the closed-loop dynamical system is Lyapunov stable for all initial conditions and t ∈ R + , lim t→∞ e(t) = 0, and lim t→∞ φ(t) = 0. In addition, the system error dynamics satisfy the transient performance bounds given by
Proof. To show Lyapunov stability of the solution e(t), φ(t),W (t) , consider the Lyapunov function candidate given by
Note that V 0, 0, 0 = 0 and V e, φ,W > 0 for all e, φ,W = (0, 0, 0). Differentiating (29) along the closed-loop dynamical system trajectories yieldṡ
with q(t) e T (t), φ T (t) T , which guarantees the Lyapunov stability of the solution e(t), φ(t),W (t) . Since this implies the boundedness of e(t), φ(t), andW (t) for all t ∈ R + , it follows from (20) and (25) thatė (t) andφ(t) are bounded for all t ∈ R + , and hence,V e(t), φ(t),W (t) is bounded for all t ∈ R + . It now follow from Barbalat's lemma 16 that
which shows that lim t→∞ e(t) = 0 and lim t→∞ φ(t) = 0. Additionally, becauseV(e(t), φ(t),W (t)) ≤ 0 for t ∈ R + , this implies that
Then using the inequalities
and
Since · ∞ ≤ · 2 , and this bound is uniform, then (35) yields
Therefore, (28) is a direct consequence of (36) because it holds uniformly in τ . The remaining two bounds given in (28) are found using the same process.
Remark 4. Since (19) is chosen to minimize the cost function given by (22), φ(t) is driven towards the system uncertaintyW T σ(x(t)). To that end, the modification term in (26) also allows the update law to contribute to this objective.
From a practical standpoint, if e(t) is sufficiently small, then the design parameter ξ, which affects both modification terms in (18) and (26), can be chosen to be small such that (27) holds. However, as e(t) becomes large, then ξ may need to be increased accordingly to put more weight on minimizing the cost function given by (22), and hence, to enforce system error to approximately stay in a priori given, user-defined performance bounds. To achieve this objective, we let ξ(t) = k(t)/c, where ξ(t) ∈ [ξ min , ξ max ], ξ min ∈ R + , ξ max ∈ R + , and consider the cost function given by
Choosing the modification term in (18) as the negative gradient of (37), i.e.,φ(t) = − ∂J (·) ∂φ(t) , and following similar steps as highlighted in the proof of Theorem 1, it follows by integration by parts that
Notice that in this case the modified update law becomeṡ
and the condition (27) needs to be replaced with
In addition, we choosė
where γ ξ ∈ R + and f (e) ∈ [0, 1] is a continuously differentiable function such that it is close to 1 when e(t) is sufficiently small and otherwise close to 0. It follows from (41) that ξ(t) ∈ [ξ min , ξ max ] and ξ(t) approaches to ξ min (resp., ξ max ) when f (e) = 1 (resp., f (e) = 0). A candidate f (e) has the form f (e) = 1 − 1 − sech(c 1 ||e(t)|| P ) c2 , ||e(t)|| P e T (t)P e(t), where it is depicted in Figure 1 for c 1 = 5 (this is chosen to drive ξ(t) to ξ max if ||e(t)|| P is larger than 0.5) and c 2 = 10.
IV. Illustrative Examples
In order to illustrate the direct uncertainty minimization mechanism, consider the uncertain dynamical system representing a controlled wing rock dynamics model given by
where x 1 represents the roll angle in radians and x 2 represents the roll rate in radians per second. In (4), (5), (18), (19), and (26), we choose ξ = 4, c = 0.2, R = 0.1I 2 , and
T , where (27) holds. Figure 2 shows the performance of this controller,
where it is evident the uncertain system tracks the reference system smoothly. Since we did not try to enforce an error constraint with this controller, this figure also shows that ||e(t)|| P exceeds a worst-case bound (WCB) of 0.5 (this value is enforced in the next example).
Next, we utilize the proposed adaptive controller design given by (4), (5), (18), (38), and (39), and resort to (41) for enforcing ||e(t)|| P ≤ 0.5. Note that ξ min = 4 is selected to satisfy (40) and we use the same basis function and R. Figures 3 and 4 shows the performance of this controller, where it is evident that the uncertain system not only tracks the reference system smoothly but also ||e(t)|| P stays within a priori assigned worst-case bounds. Finally, measurement noise is added to the uncertain system in Figures 
V. Conclusions
To contribute previous studies in model reference adaptive control, we presented a novel architecture involving modification terms in the adaptive controller and the update law, where these terms allow to i) suppress the effect of system uncertainty on the transient system response through a gradient minimization procedure for improved system performance and ii) system error to approximately stay in a priori given, user-defined error performance bounds by the proposed automatic design parameter adjustment procedure in response to system variations. Future research will include studies for achieving stringent performance specifications in the presence of a more general class of nonlinear dynamical systems and applications of the proposed framework in experiments involving real hardware.
