This paper presents a recursive least-squares approach to estimate simultaneously the state and the unknown input of linear time varying discrete time systems with unknown input. The method is based on the assumption that no prior knowledge about the dynamical evolution of the input is available. The joint input and state estimation are obtained by recursive least-squares formulation by applying the inversion lemmas. The proposed filter is equivalent to recursive three step filter. To illustrate the performance of the proposed filter an example is given.
INTRODUCTION
During the last decades, the problem of unknown input filtering has received growing attention due to its applications in environmental state estimation [1] , [2] . The unknown input filtering problem has treated in the literature by different approaches. The first approach assumes that the model for dynamical evolution of the unknown input is available. When the properties of the unknown input are known, the augmented state Kalman filter (ASKF) is a solution. To reduce computation costs of the ASKF, Friedland [2] proposed the two stage Kalman filter where the estimation of the state and unknown input are decoupled. The second approach treats the case when not have a prior knowledge about the dynamical evolution for the unknown input. Kitanidis [1] was the first to solve the problem using the linear unbiased minimum-variance. Darouach et al, [3] extend Kitanidis's filter using a paramaterizing technique to obtain an optimal filter (OEF). Hsieh [4] has developed an equivalent to Kitanidis's filter noted by robust-two stage Kalman filter (RTSKF). Later, Hsieh [5] developed an optimal minimum variance filter (OMVF) to solve the performance of degradation problem encountered in (OEF). Gillijns & De Moor [6] has treated the problem to estimate the state in the presence of unknown input which affects only the systems model. They developed a recursive filter which is optimal in the sense of minimum-variance. This filter has been extended by the same authors [7] for joint input and state estimation to linear discrete-time systems with direct feedthrough where the state and the unknown input estimation are interconnected. This filter is called recursive three step filter (RTSF) and is limited to direct feedthrough matrix has full rank. Cheng et al, [8] proposed a recursive optimal filter with global optimality in the sense of unbiased minimum-variance over all unbiased estimators, but this filter is limited to estimate the state. Recently, the case of an arbitrary rank has been solved by Hsieh (2009) in the designed optimal filter [9] , known as ERTSF (Extend RTSF). Other methods are proposed by Gillijns and Bart de Moor in [10] , [11] and [12] which use leastsquares (LS) technique and the information formulas.
In this paper, we present an unbiased minimumvariance estimation of the state and the unknown input. These estimates are obtained by solving the information formulas using the weighted least-squares method. The advantage of this method is to provide a direct estimate of the state and unknown input in a single block with a simple calculation.
The paper is organized as follow. Section 2, presents the problem under consideration and some preliminaries. In section 3, we set up the design of the filter equation by recursively solving the weighted least-squares problem. An illustrative example is presented in section 4. Finally, in section 5 we conclude our obtained results.
PROBLEM AND PRELEMINARIES

Problem formulation
Consider the linear stochastic discrete-time system with unknown input in the following form: x is given by: (2) and (3), we obtain the following equation:
So, the corresponding WLS problem is given by
where k W denotes the weighting matrix.
From (5) the interpretation of an MVU (Unbiased Minimum-Variance) estimator is obtained by choosing
The proposed solution of the LS problem (5) is given in the following form:
Where the gain matrices
still have to be determined later.
Preliminaries
The following lemmas are essential for later developments. A BD C is non-singular, and
The following formula provides a manner to invert a 2 2 u block matrix based on the matrix inversion lemma, 
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FILTER DESIGN
The calculation of the optimal matrices k M and k K is addressed in the subsection 3.1 which call the measurement update, yields an estimate of k x and unknown input k d . The time update of the state estimation is presented in subsection 3.2.
Measurement update
The measurement update is derived from (5) by extracting the rows that depend only on k x and k d . This yield,
.
Now we derive an explicit update formula by solving the problem state and unknown input estimations. Firstly, note that (9) is equivalent to the least-squares problem
where
Using the Gauss-Markov theorem [13] , the solution is written as:
Using (11) the covariance matrix
In the next section we will determinate an unbiased estimate of the state and unknown input by seeking a solution to the equation (13).
Lemma 3.1:
The expression of the error covariance matrix
and the error covariance matrix of the state is given in the following form :
Note that,
can be identified as error
Where the inverse of
are given, respectively, by
Then, by applying lemma A.1 the equation (13) is rewritten as follows: 
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The gain matrix k K that minimize the error covariance is given by
(33) Setting the Derivate of (25) with respect to k K , we get
Let replace the 
We consider the minimum-variance unbiased state estimation /k k x given in the following form:
The equation (12) can be written as follows
Substituting (20) in (38), we obtain
and estimation of unknown input is given in the following form:
Let us apply the lemma A.1 and A.3 to the equation (39) and (40), the estimate of the unknown input is given by:
Remark 3.1: to evaluate the performance of the filter in case where H k has an arbitrary rank we use the heuristic extension presented in [9] by replacing equation (14) and (36) by:
Time update
Firstly, we extract from (4) the equation that depends on
ILLUSTRATIVE EXAMPLE
To show the proposed results, the numerical example given by Darouach, Zasadzinki and Boutayeb (2003) is considered, where the parameters of systems (1) and (2) are given as follows, the parameters of the system (1) and (2) 
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