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Abstract
Millions of user generated video blogs expressing opinions and feelings about
products, events, news and many other issues are produced and uploaded to websites
including social networks every day. These videos are usually produced and edited
by non-professional producers using inexpensive equipment, which results in the
audio tracks containing noisy, spontaneous and unstructured speech. The popularity
of such videos and creditability of their content has increased the demand for suitable
automatic analysis techniques since the traditional methods were not designed to
address such content and quality challenges. These techniques will help the
development of applications such as detecting offensive content and collecting user
feedback about products to support manufacturing and production decisions.
This thesis presents a system for speaker independent keyword spotting (KWS)
in continuous speech that can help in automatic analysis, indexing, search and
retrieval of such videos by content. The keyword spotting system is based on
dynamic time warping (DTW) for matching one spoken example to a test utterance.
The system introduces a solution for the speaker dependency problem of the
traditional DTW approach. Compared to a hidden Markov model (HMM) approach
as traditionally used in automatic speech recognition (ASR), the proposed approach
does not require acoustic modelling, training or language modelling. This is of
particular relevance to user blog videos since they often contain key words of interest
that have not been adequately represented in a training database (e.g. topical words
that are emerging in society, coarse language, product names and personal names). A
DTW distance histogram for automatic estimation of similarity thresholds for every
keyword-utterance pair is introduced.
Experiments conducted on a wide range of sentences of clean speech and
keywords show that when only a few examples of the keyword are available, the
proposed system has a higher performance than an HMM-based approach. Extensive
experiments also confirm that the proposed approach is superior to a HMM approach
when applied to speech corrupted by two types of noise and with different signal-tonoise ratio (SNR) levels. The superior performance of the proposed approach is also
maintained following the application of a variety of traditional speech enhancement
i

algorithms as well as a feature enhancement algorithm used within a HMM
approach.
Another contribution of this thesis is that it investigates the feasibility of
temporal sentiment detection for those videos by analysing the transcription
generated by a speech recognition system. Also proposed is a solution to the problem
of fixed threshold estimation used for the output probabilities of a Naïve Bayesian
classifier applied to the transcription text and irrelevant text filtering for improving
the sentiment classification. The proposed solution uses clustering algorithms instead
of static thresholds for predicting sentiment from the output probabilities of the
Naïve Bayesian classifier. Experiments show that the proposed use of clustering
improved the sentiment analysis results compared to using a traditional thresholdsbased approach. The proposed keyword spotting was also used with the text
sentiment analysis system to develop a temporal sentiment analysis system suitable
for the unconstrained nature of user-generated videos.
The proposed KWS was successfully used to detect swear words and names of
products and persons in a test set of online user generated videos. The proposed
temporal sentiment analysis system was also used successfully to identify at which
points of time the user was speaking positively, negatively or neutrally about a
product inside a video.
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Chapter 1 Introduction
1.1 Overview
The first decade of this century witnessed the rise in popularity of social
networking web sites such as YouTube, Facebook, Twitter and MySpace [17]. These
social networks provided the rich soil for the growing popularity of video blogs,
which are videos recorded by users (amateurs and non-professionals) expressing
their feelings and opinions about events, products and many other issues [18-20].
The rising popularity of such websites and the video blogs results in boosting the
amount of videos uploaded and accessed through these websites everyday [17, 20,
21].
The significant number of videos uploaded every hour contain a large amount
of information and opinions about many topics including products, movies, social
and political issues [22]. Studies found that video blogs became more effective than
the commercially produced videos because of the perceived creditability of the
unbiased individual bloggers [23, 24]. This is very evident by the significant
contribution of the social media to the Arab spring (an uprising that changed many
regimes and governments in the middle east) when the ordinary people referred to
social media to exchange information instead of the controlled or biased media to the
extent that it has been titled as the “Social Media revolution”[25]. Also, many studies
reported that consumers tend to spend more time searching the internet for reviews of
a product before buying them rather than spending time with the retailers directly
because the bloggers have no interest in selling or not selling a product [23, 24].
This has made the social media a powerful marketing tool and well-known
companies have started collecting and analysing what they can from the huge
database of opinions available on social networks to improve their products [26]. The
demonstrated effect of the video blogs in social media plus the huge amount of such
content available urges the need for automatic analysis by organizations and
individuals [26-29].
However, this massive amount of daily video uploads creates a problem in that
it allows publishing unconstrained material that may contain inappropriate content
such as coarse language [21]. Also, such videos are usually recorded in noisy
1

environments using inexpensive capturing devices resulting in low visual quality
contents. All of this has raised the challenge of designing video content classification
mechanisms for automatic identification of videos with inappropriate content such
coarse language and automatic extraction of users opinions from this type of low
quality and noisy video [21, 30, 31], which is the key problem addressed in this
thesis.
A common approach to derive information from those videos is by analysing the
user’s tags and comments as meta-data [32-35]. But these methods face the problem
that most of the comments are about the video producer or the video itself and not
about the subject of the video [36]. Often the comments will be about the whole
video overall while in reality the video may have different opinions about different
aspects of the subject. Thus, temporally analysing the video content will be more
reliable.
Video blogs are typically recorded with the user in front of the camera speaking
about certain issues [20], resulting in the most semantically important information
being contained within the spoken content. Hence, most existing video analysis
algorithms that depend on visual features perform poorly for these types of videos
[37, 38].
While one approach would be to analyse the output text of an automatic speech
recognition (ASR) system, the accuracy of this approach for spontaneous speech is
generally quite low (around 40% error rates) [39, 40] compared to cleaner, more
structured speech such as broadcast news [41]. To overcome this challenge, this
thesis suggests that keyword-spotting (KWS) can be used [24, 27, 42-45]. To
overcome the challenge associated with the requirement for a large amount of
labelled training data associated with a Hidden Markov Model (HMM) approach
(particularly difficult for product names and swear words that are typically not well
represented in standard training databases), template matching approaches that avoid
training have been successfully used [24, 27, 42, 43, 45, 46].
The focus of this work is on developing a Dynamic Time Warping (DTW) based
keyword spotter that can work without training data. This includes designing
adaptive similarity estimation mechanisms that can detect the similarity between an
example word (template) and the segments of the video speech track while coping
2

with different speakers and levels of noise. It will also show that the proposed
keyword spotting is more effective in detecting offensive words that are not properly
available in training databases than a training-based approach. Another achievement
presented in this thesis is the use of the proposed KWS system to improve the
automatic temporal opinion (sentiment) detection from user generated video blogs.

1.2 Thesis Outline
The work presented in this thesis is organized as follows: Chapter 2 presents
background knowledge needed to understand the content of this thesis and critically
reviews research into user generated content analysis, keyword spotting and
sentiment detection. The first part of this chapter is dedicated to previous work on
video blogs. It will show why analysing the audio track is more important and useful
for extracting meaningful information from the video. The second part will present
the available methods for analysing the speech in the audio track including the
current ASR systems showing that a KWS approach can achieve higher accuracy
rates. This will be followed by a comparison between using training-based and
template-based approaches for keyword spotting in speech to extract useful
information for the two challenging applications raised by the popularity of video
blogs described in Section 1.1. It will show that training based keyword spotting
approaches are very efficient and accurate given that adequate training examples are
available while template based keyword spotting is more accurate when limited
resources are available. Then it will describe the common successful techniques for
sentiment classification from text and how they work.
In Chapter 3, the proposed template based KWS that uses only one example for
searching (to address the challenge of unconstrained content such as unusual words
and names with low resources) with the solution of threshold estimation problem that
makes it speaker independent is introduced and tested in clean speech. It also
describes the theory and observations used as the basis for the designed KWS, which
is that the DTW distances between speech signal segments that contain the keyword
will be relatively lower than the DTW distances between it and other segments. It
will show how this affects the histograms of such distances and how this was
exploited to build the speaker independent KWS and it will clearly demonstrate that
it performs better than the training based approach when only low training data is
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available. Then it will show as a generalization of these observations, and by using
two methods to build a template from a small number of examples that it does not
significantly improve the results more than using one template selected randomly.
Chapter 4 introduces another threshold estimation method for the proposed KWS
system and both methods are tested in different noise conditions to address the
challenge of unconstrained conditions (noisy recording environments). It will show
that the proposed KWS system with any of the two proposed threshold estimation
methods is significantly superior to the training-based approach in noisy conditions
even after using noise removal algorithms. This thesis will also show how the
proposed KWS system succeeded in the application of identifying videos that contain
inappropriate language by detecting a set of offensive keywords in databases of
online user video blogs.
A temporal sentiment detection system that detects the blogger opinions in each
time point of a product review video is introduced in Chapter 5. It shows that similar
to the results for KWS, using DTW distances; different bloggers need different
thresholds to determine positive, neutral and negative opinions. After introducing the
use of adaptive class boundary estimation it shows that the use of the proposed KWS
to filter the text first improves the sentiment classifications with the two famous and
common sentiment classification tools (Naïve Bayesian and SVM).

1.3 Contributions
The contributions made in this work are presented below. The contributions are
arranged according to the order they appear in the thesis. The contributions and the
associated publications are:
•

Introducing the theory that the distance between a single keyword
example and speech regions containing the keyword is lower than the
distances with regions that do not contain the keyword. Inference of the
effect of the occurrences of these low distances and its absence is based
on the histograms of these distances. Exploiting this theory to propose a
method for automatic adaptive threshold estimation and using it to build
a keyword spotter that works with different speakers and dialects using
only one spoken example. Results are presented showing the
4

improvement in the downloaded user generated video blogs from
YouTube. (Chapter 3) [47], paper 1 in Section 1.4. and (Chapter 4)
[43], paper 3 in Section 1.4.
•

Introducing another threshold estimation approach for the template
based KWS and showing that it works better than the preceding one for
specific signal to noise ratio levels. It is also shown that both methods
perform significantly better than the training based approach for
keyword spotting in noisy conditions even after using noise removal
algorithms. (Chapter 4) [31], paper 4 in Section 1.4.

•

Building a temporal sentiment detection system for video product
reviews published online that goes beyond classifying the overall video
sentiment to determining sentiment of every statement at every time
point. This will help companies and other organisations collect
feedback about which specific aspects of a product the customer is
interested in. (Chapter 5) [36], paper 5 in Section 1.4.

•

Improving the accuracy of the temporal sentiment detection of user
video blog reviews to reach a level close to the sentiment detection of
error free text by using the proposed KWS for text filtering. (Chapter 5)

1.4 Publications
Publications directly arising out of this thesis are:
1. M.S.Barakat, C.H.Ritz, and D.A.Stirling, "Keyword spotting based on the
analysis of template matching distances," in the 5th International Conference
on Signal Processing and Communication Systems (ICSPCS), 2011, pp. 1-6.
2. M.S.Barakat, C.H.Ritz, and D.A.Stirling, "An Improved Template-Based
Approach to Keyword Spotting Applied to the Spoken Content of User
Generated Video Blogs," in IEEE International Conference on Multimedia
and Expo (ICME), 2012, pp. 723-728.
3. M.S.Barakat, C.H.Ritz, and D.A.Stirling, "Detecting Offensive User Video
Blogs: An Adaptive Keyword Spotting Approach " in proc. International
5

Conference of Audio, Language and Image Processing (ICALIP), 2012, pp.
419-425.
4. M.S.Barakat, C.H.Ritz, and D.A.Stirling, "NOISE ROBUST KEYWORD
SPOTTING FOR USER GENERATED VIDEO BLOGS " in proc. IEEE
International Conference on Multimedia and Expo (ICME), San Jose, USA,
2013, pp. 1-6.

5. M.S.Barakat, C.H.Ritz, and D.A.Stirling, "temporal sentiment detection for
user generated video product reviews," in Proc. The 13th International
Symposium on Communication and Information Technologies (ISCIT),
Thailand, 2013, pp. 580-584.
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2 Chapter 2 Literature Review
2.1 Introduction

The popularity of social networks and the progress of Internet technology in
terms of speed and capacity provided the opportunities for regular individuals to
produce and publish their own videos. Studies found that these type of videos, called
video blogs, carry important creditable information and opinions about products,
events and many other issues because they are produced by normal end users. This
creditability with the simplicity of producing them has increased their popularity
resulting in a huge amount of such videos produced and published on social networks
every day. For example, About 100 hours of videos are uploaded to YouTube every
minute [48] and about 100 million videos are viewed online every day [49]. This
triggered the increased demand for automatic methods to analyse and extract
important information from this special type of video. But the special nature of such
videos in terms of the unconstrained content and recording conditions requires
different approaches to fulfil this demand since the current video content analysis
and classification technologies were developed to analyse other types of videos.
Hence the work presented in this thesis targets this problem by designing a
speaker independent and noise robust keyword spotting in speech system (KWS) that
is capable in detecting unusual keywords (such as names and swearing words to
address the unconstrained content) in noisy signals (to address the uncontrolled
conditions). KWS is the speech recognition task of finding predefined keywords in
continuous speech [50]. The proposed KWS system also uses only one example and
no training databases. This is a very important requirement since training-based
approaches do not and cannot cover all the new words emerging in a specific
language and they are very sensitive to the mismatch between the training and testing
data recording conditions.
The KWS proposed in this work is based on dynamic time warping (DTW) to
match the similarity between a keyword example and speech segments with a
solution to the speaker independence problem for DTW based systems by developing
an adaptive similarity threshold estimation schema. This thesis also shows that in
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addition the proposed KWS not requiring training data; it is robust to noise and can
be used to improve sentiment detection for user generated video blogs. This chapter
will present a critical review of the previous work in user generated video blogs and
the present background knowledge required to understand the content and decisions
made in this work.

2.2 Definition of User Video Blog
Video blogs are typically videos recorded by amateurs of users speaking and
expressing their feelings and opinions about events, products and many other issues
[18-20]. Video blogs are usually uploaded to online social networks accompanied
with supporting text data (tags) about the video content [20]. Originally, blogging
was a textual activity but in recent years, with the explosion in the amount of digital
multimedia information on the web, video blogs have become the most popular type
of blogs [20]. A lot of work has been done on text blogs making it a mature area of
research [22, 51]. However only limited work has been done on video blogs due to
their challenging nature including the very diverse, spontaneous and noisy content
[22].

2.3 Analyzing User Tags
As mentioned in the definition, in online social networks the videos are
uploaded accompanied with textual tags and titles. So, the first idea was to analyse
these tags to derive semantic information about the videos to avoid dealing with the
complex challenges of the video content.
Studies into user tagging in [32-35] found that user tags have certain patterns
and structures that make them useful metadata and they used these properties to
extract some semantics that helped in topic identification and similar video retrieval.
The authors of [49] combined the provided tags and low-level features
extracted from the video to organize the videos retrieved by a search query in a
hierarchical structure according to their relevance to the query. They also introduced
the idea of using the related videos by expanding the query to collect more data and
clustering the results for organizing them. But they had the problem of only near
duplicate videos being assigned to the same cluster resulting in a very high number
8

of clusters with a small size which leads to poor organization. Also they limited their
work to search queries relating to specific events not objects or names.
Xiaoyu et al. [20] alternatively search for videos using a similar video as a
query input. They also use the tags uploaded with the video and the search to
compare the query text with the text annotation of every video and the visual and
audio features of the query video to the target ones and choose the closest. The
problem is that the user has to provide a similar video to the query.
The Authors in [52] used a combination of tags, titles, related videos and the
video source based on the observations that videos uploaded by the same user tend to
be from similar classes to improve video categorization. However, they faced the
problem of depending on the textual information, which is usually short and noisy.
In general, using user tags and other textual information associated with the
video can help in providing information about the whole video, but it cannot provide
any temporal information related to time points inside the video. The authors of [53]
tried to address this problem by building a system that enables the users to enter tags
temporally at different time points in the video. However, they faced other obstacles,
such as relying on a manual task of tagging, which suffers from user incentives, and
motivations for tagging that can produce inconsistent information. This type of
textual information is also usually in the form of very short text and suffers from
noise (spelling mistakes, slang language and unrelated words). Hence, it is believed
that analysing the video contents itself even with its challenging nature will give
more reliable information than analysing the data about the video.

2.4 Traditional Video Classification
Usually Text, Audio and Visual features or combinations thereof are used for
classification. The features are extracted according to the classes that the videos are
going to be classified as according to mapping between low-level features and high
level semantics. This approach incorporates cinematic principles or theories e.g.
horror movies tend to have low-light levels, or drama has low motion rate while
action has high motion rate in an attempt to classify videos into one of several broad
categories (Sports, comedy, action,...etc.) [37]. For example, the authors in [54]
introduced the extraction of block intensity comparison code (BICC) features and
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used Hidden Markov Models to build class models for limited number of video types
such as cartoon, sports, commercial, news and series. However the problem with this
approach is that it is very class specific and needs extensive training.
The authors of [55, 56] mapped low-level features to high-level semantics by
proposing probabilistic multimedia objects (multijects). Examples of multijects in
movies include an explosion, a mountain, a beach, outdoors, music etc. As an
example of the probabilistic mapping, the detection of sky and water boosts the
chances of beach, and reduces the chances of detecting Indoor. The problem with
this approach is that the classes will be limited to the modelled objects, which makes
it very class specific and sensitive to the object occurrence plus the huge amount of
training data required to build the models. In a similar way the authors in [57] used a
face recognition system to detect the existence of celebrities instead of objects which
suffers from the same disadvantages.
Another content based video classification system that classifies videos to
cartoons, commercial, music and sports was introduced in [58]. But the significant
problem it suffers from that it is for videos recorded in MPEG format only. This is
because they depend on using the feature vectors already extracted for this format
such as the motion vector.
A different approach is classifying videos according to the events detected
within them such as the existence of a whistle sound indicates sports [59]. However
this has the disadvantage of making the system even more event and class specific.
For example the system in [60] was designed for sports while the work in [59] was
designed only for basketball videos and the work in [61, 62] was designed for soccer
video classification only. In [37] the author provides a survey of the literature of
video (movie) classification systems. A comparison of different approaches and
types of features that considered more than 80 references as presented in [37] is
shown in Table 1.It can be seen that if the video transcription is not manually
provided the classification faces serious challenges that limits their performance. The
study also appraised that most of the systems work with only six or fewer classes of
videos on clean structured test data and the classification error rate is still
approximately 30%.
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Table 1: Comparison of different approaches used for video classification.
Feature Type

Pros/Cons

Text Features:
Closed Captions

High accuracy when not produced in real-time, Computationally
cheap to extract. But not available for every video.

OCR

Can extract video text not present in dialog, computationally
expensive.

Audio Features
Require fewer computational resources than visual features; clips are
typically shorter in length and smaller in size than video, difficult to
distinguish between multiple sounds.
Visual Features
Color-Based
MPEG
Shot-Based

Simple to implement and process, crude representation.
Easy to extract, but video must be in MPEG format.
Difficult to identify shots automatically, so may not be accurate.

Object-Based

Difficult, limited on number of objects, computationally expensive.

Motion-Based

Difficult to distinguish between types of motion, computationally
expensive if MPEG format not used.

Because of this and the challenges of the UGC videos of the arbitrary and
nonstandard unconstrained, noisy and diverse content [21], the traditional video
classification approaches are not considered suitable for UGC [52] and little research
has been reported in this area [17, 20, 63].

2.5 Analysing the Audio Track
Because of these explained challenges in processing the contents of the user
generated video blogs and the fact that these type of videos are usually focused on
the blogger in front or behind the camera speaking about certain issues, important
information lies primarily in the speech [31, 43].

Especially for the target

applications of this work of detecting offensive language and automatic sentiment
analysis, this requires processing the speech since the related information is
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contained within this content. The next section will survey previous work and
feasibility of using automatic speech recognition and keyword spotting with this
challenging type of videos.
2.5.1

Automatic Speech Recognition
One solution is analysing the spoken content of video audio tracks by applying

automatic speech recognition (ASR) to obtain a text transcription. ASR is very
successful in isolated word recognition where words are either recorded separately or
segmented manually, achieving an accuracy in the region of 98% [64]. However,
when the speech is continuous ASR has been successful in the broadcast news
domain only, where the speech is clean, planned and well structured [41]. In contrast,
very high error rates were recorded when the speech is unclean (noisy), unplanned
(non-read spontaneous speech having accelerated speaking rate, filled pauses,
repairs, hesitations, repetitions, partial words, and disfluencies [39, 65]) or
unstructured (containing syntactic mistakes affecting the long-distance relationships
among words [66]) [39, 41], which are some of the challenges of video blogs content
[20, 21, 63].
However, even for high quality professionally recorded movies, applying this
approach results also in high word error rates from the ASR system, resulting in the
text suffering from severe misspelling and even omissions [37]. In addition, since
most ASR systems use a pre-defined lexicon, there may be many instances of words
in the test data that are out of vocabulary (OOV), especially when those words are
not available in the training data (e.g. new names of people or products), and this can
lead to poor recognition accuracy for these words [67]. Figure 1 shows the latest
evaluation of the different types of ASR application published by National Institute
of Standards and Technology (NIST). Speech recognition systems applied to
conversational speech and meeting speech has error rates of approximately 40%,
which is much higher than broadcast news [39, 40, 67]. Such high error rates are also
expected for the spoken content of user generated videos [43], which have similar
challenges to those associated with ASR for conversational and meeting speech in
terms of spontaneity of spoken words .
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Figure 1: The latest NIST evaluation for the different types of ASR systems.

Another strategy to reduce the amount of required training data and overcome
the out of vocabulary problem involves analysing and searching through the phone or
lattice of a phoneme recognizer and use language models to correct the recognition
error [68, 69]. While these systems require no predefined vocabulary, they still rely
on speech recognizers which, as mentioned earlier, suffer from high error rates,
especially when the speech is unclean, unplanned, unstructured and disfluencies [39,
65] [66] [39, 41]. Further, these approaches also depend on language modelling and
this makes them highly adjusted and fitted to the training environment and hence
building a word-based approach to search for keywords will be more accurate [50,
70].
2.5.2

Keyword Spotting
Keyword spotting (KWS) in speech refers to the special speech recognition

task of searching for occurrences of a specific word in continuous speech signal [50,
71]. This task has become very important in a variety of applications that do not
require knowledge of the whole content of an utterance such as voice command
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detection, audio indexing and spoken document retrieval. KWS in speech has
achieved much higher accuracies than ASR in continuous speech. As an example, in
1990 the authors of [44] presented a keyword spotting system with an accuracy more
than 90% for telephone speech. It is believed that it can be applied in this work to
locate speech segments when specific keywords that are not commonly represented
in training databases such as the names of famous persons, new products and
emerging offensive words in online communities and society are detected; examples
for such keywords are available in [72].
One of the earliest strategies for keyword spotting introduced in 1970s by
Bridle [73] and used in [74, 75] suggests the use of Dynamic Time Warping (DTW)
to search for a match between a keyword template and a given utterance using a
fixed similarity threshold. The major problems associated with DTW based matching
include the computational complexity and determining the appropriate similarity
threshold which made it speaker dependent following the used template [76].
Then at the beginning of 1990s, Hidden Markov Models commonly used in
automatic speech recognition (ASR), have also been proposed for KWS [44, 50, 77].
The basic idea of this approach is to build HMMs for both keywords and nonkeywords, the latter model referred to as the garbage or filler model. Then during the
search, probabilities are calculated for each speech region to see if it closer to the
keyword model or to the garbage model.
A third strategy involves analyzing and searching through the phone or word
lattice of a speech recognizer to spot keyword occurrences [68, 69]. While these
systems require no predefined vocabulary, they rely on speech recognizers Further,
they also depend on language modeling and this makes them highly adjusted and
fitted to the training environment [50].
Because of these weaknesses for DTW and phone-lattice based keyword
spotters with the popularity and dominance of HMM in automatic speech recognition
[78, 79], the HMM was the basis for most of the previous work on keyword spotting
[80]. However, The HMM was exposed to severe criticism in the last few years
regarding many points of weakness points. One of them is the very poor
representation of the long temporal dependencies in speech acoustic feature vector,
which is a vital property of speech dynamics [78, 79, 81-83]. The main reason for
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this poor representation is the conditional independent and identical distribution
assumption of the HMM [79].
Also, speech contains two types of information, verbal information that carry
mainly the content of the speech and non-verbal (paralinguistic) information that is
more related to the form such as speech rate and F0 [79]. Human speech perception
experiments in [84-86] have shown that such paralinguistic information is a very
important factor in human speech perception and recognition. The HMM framework
also relies on another assumption in that speech can be described as a sequence of
discrete units, usually phonemes. In this symbolic invariant approach, the focus is
only on the verbal information, and the input speech signal is pre-processed to filter
out most of the paralinguistic information [78, 79].
On the other hand, in the template based approach words are not represented as
symbol sequences (or a sequence of states as in HMM), all the frames of the template
(example), with the information about their relative position (keeping the long
temporal and the paralinguistic information), are used during the matching procedure
providing an implicit modelling of co-articulation effects [83]. And since templates
are real utterances, they can model the dynamics of the trajectories generated by the
speech features better than HMM states in the currently used models [87]. This
reflects to the fact that research understanding of the nature of speech is still very
limited and that even the indispensable HMM modelling aspects are not also
completely understood either [88-90]. Another evidence of the current poor
understanding and modelling of speech derived by the authors of [89] is the wide gap
between the high quality concatenative speech synthesis systems and the model
based approaches.
Another weakness point for HMM-based approach is the handicap in working
in noisy conditions where a mismatch occurs between the training and testing data
conditions [3]. Even after applying speech enhancement on the input speech a
significant drop in the performance still occurs [3, 31]. This is due to many factors
but the most important of these being that speech enhancement techniques usually
remove some weak consonants from the speech with the noise results in a mismatch
between the training and test data [91]. Chapter 4 will show by extensive
experiments that include all well-known speech enhancement methods listed in [92]
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that a template-based approach performs significantly better than HMM in noisy
(mismatched) conditions.
Another important problem of a HMM-based approach is the amount of
training data required. Insufficient training data will result in a lot of out of
vocabulary (OOV) cases in the test data [67] as mentioned before for ASR. HMMbased KWS requires a large amount of labelled and annotated data for training which
is not available for several KWS applications [93, 94]. The annotation alone is very
time consuming and requires language expertise [45]. Another problem related to the
training data amount is the low flexibility, since new keywords cannot be added to
the system without retraining it again, whilst making sure that enough occurrences of
the new keyword exists in the training database in different contexts [71]. There were
attempts to reduce the amount of training data by building keyword models
composed from pre-trained phone or syllable models but a significant drop in the
performance was observed [50]. This is because the main strength of the HMM is the
context-dependent models [83, 89, 90], where the training data must contain the
words to be modelled in as many different contexts as possible [71]. Building phone
models or syllable models and then composing them together will result in context
independent models.
There were other attempts including searching for training schemas, building
different types of models or combining more than one approach to overcome the
limitations of the HMM. However, these approaches still require training data [45,
50, 95], which can be a problem for the audio retrieval of new and emerging words
when large speech corpora are not available [93, 94], and this is the target application
of this work. In addition, even when training data is available they are usually in the
form of reading speech, which is clean, well planned and well structured, which is
why HMM-based systems perform well for such speech but less well for
conversational, spontaneous or casual speech recognition [79].
2.5.3

Template-based Systems
Because of these problems with the fact that statistical based models lead to

optimal results when the model is correct and everybody now agrees after decades of
research that it is NOT [90]. Because of that, many researchers started revisiting
template-based approaches as an alternative to overcome the limitations of HMM16

based approaches for both ASR and KWS [45, 87, 89, 90, 96]. Template-based
approaches have been declared as a promising area of future research for speech
recognition tasks including KWS [78, 79].
Some of this research focus in exploiting the current progress in computational
power and optimized DTW implementations that reduce complexity of DTW from
O(n2) to O(n) [97, 98] to overcome the time complexity problem. To overcome the
speaker dependency problem, the research in [87, 89, 90] used several real examples
for each target syllable. While [45, 83, 96] combine template-based with trainingbased approach and language information to reduce the space complexity.
User video blogs have two main characteristics: firstly, the unstructured nature,
unpredicted variability and diversity of content [17, 38, 99]. Secondly, the
unconditional recording environment leading to noise and low quality [17, 38, 99].
Since HMM-based approach cannot cope with casual, spontaneous, unstructured and
noisy speech as derived before it is proposed that template-based approaches will be
more suitable for detecting unusual and uncommon words such as names and
offensive words (since it does not depend on training or language information) under
the conditions of this type of videos while, HMM approaches be more effective in
recognizing the usual words adequately represented in training databases.

2.6 Principles of Hidden Markov Model (HMM)
The most successful and widely used acoustic models in recent years for
speech recognition tasks including KWS have been Hidden Markov Models
(HMMs). Most major speech recognition systems are generally implemented using
HMM. The Hidden Markov model is a finite state machine, which makes one state
transition at each time unit (i.e, frame). First, a decision is made to which state to
succeed (including the state itself) according to a discrete probability sij that
represent the probability of moving from state number i to state number j. Then an
output vector is generated according to the probability density function (pdf) for the
current state. The type of the probability density function is determined according to
the modeled data such that if the input data are discrete values (i.e, result of tossing a
coin) the pdf should be discrete and if the input data represents continuous values the
pdf should be continuous (i.e, speech data). In this section the KWS process using
HMMs will be explained.
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2.6.1

Definition of the Recognition problem in HMM
As mentioned earlier, model-based speech recognition systems generally

depend on the assumption that the speech signal speech utterance can be represented
as a sequence of one or more symbols representing one or more syllables. The
syllables here will be representing a complete word, either a target keyword or
garbage (non-keyword). To recognize the underlying symbol sequence given a
spoken utterance, the continuous speech wave-form is first converted to a sequence
of equally spaced discrete parameter vectors also referred to as feature vector. This
sequence of parameter vectors represents an exact representation of the speech
waveform given that they are extracted from segments of the utterance (frames) short
enough in duration to have stationary behaviour (usually 20 to 100 ms frame).
Although this is not strictly true, it is a reasonable approximation [2]. Popular
parametric representations (features) are the smoothed spectra or linear prediction
coefficients and Mel frequency cepstral coefficients (MFCCs) plus various other
representations derived from these[2, 100].
The function of the recognizer is to establish a mapping between sequences of
speech feature vectors and the target underlying symbol sequences representing the
syllable labels. This task is very challenging since the mapping from symbols or
labels to speech is not one-to-one. Different underlying labels can refer to similar
speech sounds especially with the diversity of speakers, genders accents, etc.
Let each spoken speech segment represented by a sequence of speech vectors
B, be defined as:
! =    !! , !! , … , !!

(1)

where Bt is the speech vector observed at time t. The word recognition problem
can then be regarded as that of calculating:
arg !"#! {!(!! |!)}

(2)

where wi is the i’th vocabulary word and the vocabulary consists of the set of target
keywords and the garbage. This probability is not computable directly but using the
Bayes Rule by
! !! ! =

! ! !! !(!! )
!(!)
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Given that X is unknown, the required likelihood is computed by summing over all possi
state sequences X = x(1), x(2), x(3), . . . , x(T ), that is
�

T
�

state sequence X is calculated simply as the product of the transition probabilities and
the output probabilities. So for the state sequence X in Figure 2
! !, ! Ω = !!" !! !!   !!! !! !! !!"   !! !! …

(4)

Because only the input sequence B is known and the underlying state sequence
X is not given, the model is called Hidden Markov Model. Since the state sequence
X is unknown, the required probability is computed by summing over all possible
Model state sequences X = x(1), x (2), x(3), . . . , x(T ), as
!

! !Ω =

!!

! !(!)   

!

!!(!) (!! )!!(!)!(!!!)

(5)

!!!

where x(0) is the model entry or starting state and x(T + 1) is the model exit or last
state. As an alternative to equation (5), the probability of B given Ω can be
approximated by only considering the most likely state sequence, that is
!

! ! Ω = !"#!   !!

! ! !

  

!!

!

!! !!

! ! !!!

(6)

!!!

However, if equation (2) is computable then the recognition problem is solved
since we will get the model generating the most similar sequence to B. Then, using
the given set of models Ωi corresponding to words wi, equation (2) is solved by using
(3) and assuming that
! ! !! = ! ! Ω!

(7)

Then P(B|Ω) can be computed using equation (6). This is based on that the
parameters {sij} and {pj(bt)} are priory known and estimated using a wide range of
training examples for each model Ωi covering variation of speakers and
environments. In speech applications usually continuous density HMM systems are
built since the speech in nature is continuous and the feature vector values. The
output distributions are represented using by Gaussian Mixture Densities by the
formula:
!! !! =   ! !! ; !! , Σ!   
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(8)

where ! is the Gaussian or normal distribution meaning that:

        !! !! =

1

!!

! !! (! !! )
!
!

! !   (  !!!!!) !!

2! ! |Σ! |

(9)

Given a set of training examples corresponding to a particular model, the mean
and variance parameters !! and Σ!   of state j in that model can be determined
automatically by a training or re-estimation procedure called Baum-Welch [2, 101]
that will be described in Section 2.6.2. Hence, when a sufficient number of
representative examples of each keyword (and non-keywords for the garbage) are
collected then an HMM can be constructed which implicitly models the variability in
real speech based on the collected data statistics. To recognize some unknown input
vector sequence (derived from input speech segment), the probability of that this
sequence similar to the generated sequence from each model is calculated and the
model with the highest probability identifies the word deciding whether it is one of
the keywords or not if the highest probability was for the garbage model.
2.6.2

HMM Baum-Welch Training
Given a set of T speech examples of the target word for modeling where the

training sequence will be denoted as A instead of B that was denoting an input
sequence to be recognized, the initial values for the state parameters can be
calculated as the simple mean and variance of the extracted observation sequences
(features) from the training examples by:
1
! =   
!

1
Σ =   
!

!

!!     

(10)

(!! − !! ) (!! − !! )!

(11)

!!!

!

!!!

The probability of generating an input sequence is based on the summation of
all possible state sequences, each input vector of the word example at has effect on
the computation of the parameter values for each state j. So, each vector is assigned
to every state in proportion to the probability of the model being in that state when
21

the vector was observed which is not equally distributed for all the states and will
contribute the estimation of the state transition probabilities. Thus, if Lj(t) denotes the
probability of being in state j at time t then the equations (10) and (11) given above
become the following weighted averages
!! =   

Σ =   

!
!!! !!

!
!!! !! !   !!
!
!!! !! (!)

!   (!! − !! )(!! − !! )!
!
!!! !! (!)

(12)

(13)

Equations (12) and (13) constitute the Baum Welch re-estimation for the mean
and covariance of HMM. But as can be seen their calculation need the state
occupation probability Lj(t) to be calculated first. This is done efficiently using the
what is called the Forward-Backward algorithm [2]. Let the forward probability αj(t)
for some model Ω with N states be defined as:
!! ! = ! !! , … , !! , ! ! = !   Ω

(14)

That is, αj(t) is the joint probability of observing the first t speech vectors and
being in state j at time t. This forward probability can be efficiently calculated by
!!!

!! ! =

!! ! − 1 !!"   !! !!

(15)

!!!

This formula depends on the fact that the probability of being in state j at time t
and seeing vector at can be derived by summing the forward probabilities for all
possible preceding states i weighted by the transition probability sij.. The initial
conditions are
!! 1 = 1  

(16)

!! 1 = !!! !! !!

(17)

for 1 < j < N and the final condition
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!!!

!! ! =

!! ! !!"

(18)

!!!

From the definition of αj(t) that the probability occurred at the final state will
represent the probability of the observation given the model
! ! Ω = !! !

(19)

Hence, the calculation of the forward probability also yields the total likelihood
P(A|Ω). The backward probability βj(t) is defined as
!! ! = ! !!!!   , … , !! ! ! = !, Ω

(20)

Like the forward case, the backward probability can be calculated by:
!!!

!! ! =

!!" !! !!!! !! (! + 1)

(21)

!!!

with initial condition:
!! ! = !!"   

(22)

for 1< i < N and final condition:
!!!

!! 1 =

!!! !! (!! )!! (1)  

(23)

!!!

In the definitions above, the forward probability is a joint probability whereas
the backward probability is a conditional probability. From the definitions,
!! ! !! ! = ! !, ! ! = !   Ω

(24)

!! ! = ! ! ! = !   !, Ω

(25)

Hence,

=

!(!, ! ! = !  |Ω)
!(!|Ω)
23

(26)

=

1
  ! ! !! !
! !

(27)

where P = P(A| Ω).
By this, all of the information needed to perform HMM parameter reestimation including the mean and covariance defining the Gaussian distributions
and the transition probabilities inside each state using the Baum-Welch algorithm is
now in place and the training process is complete.
2.6.3

Recognition using Viterbi Algorithm
The previous section has described HMM parameter re-estimation or training

using the Baum-Welch algorithm. Now when an input sequence B representing a
speech segment need to be recognized, the maximum P(B|Ωi) need to be calculated
efficiently given that all possible models should be part from this. Also, calculating
this probability as mentioned in equation (5) need summation over all possible state
sequence which is very time complex. A similar idea to the forward probability
calculation in the training algorithm is used to calculate the likelihood except that the
summation is replaced by a maximum operation.
For a given model Ω, let ℓj(t) represent the maximum likelihood of observing
speech vectors b1 to bt and being in state j at time t. This partial likelihood can be
computed efficiently by:
ℓ! ! = !"#! ℓ! ! − 1 !!" !! !!

(28)

ℓ! 1 = 1

(29)

ℓ! 1 = !!! !! !!

(30)

where

for 1 < j < N. The maximum likelihood P(B|Ω) is then given by
ℓ! ! = !"#! ℓ! ! !!"
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(31)

The syllable model M that gives the highest P(B|Ω) will be considered the
syllable of the recognized symbol. This forms what is called Viterbi algorithm, more
details about the HMM training and recognition algorithms can be found in [2, 101].
To summarize the process, for keyword spotting using HMM, a model is built
for the keyword and another model called garbage or filler model. The training data
will be labelled by the keyword in its positions and every other word will be labelled
as garbage. Then the speech data of each label is introduced to its corresponding
model and the Baum-Welch re-estimation is used to train the models. And when a
speech segment is subject for search, the Viterbi algorithm will be used to see
whether the keyword or the garbage models likelihood probability is higher given
this speech signal. It is obvious that besides the complexity of the process, the HMM
needs a substantial number of examples for each word and the garbage to build
representative states distribution.

2.7 Template based Recognition using Dynamic Time Warping
Another idea for recognizing speech is using word or syllable templates and
comparing these with an input acoustic pattern to be recognized using a distance
measure. The template that provides the minimum distance will be declared as the
classification result. Of course this is done after pre-processing the speech and
extracting the representative feature vectors. One problem is that in speech
production the same word pronounced multiple times by the same speaker will have
different time durations. This will lead to different vector lengths in what is called
the scaling variability [102].
2.7.1

The Problem of Scaling Variability in Template based Recognition
The problem of scaling variability comes from the fact that the same syllable

signal will have different duration when spoken at different times by different
speakers or even by the same speaker. The problem here is that comparing and
measuring the distance between vectors having different length is not feasible by
simple mathematics taking care of the local temporal information of the word. For
example, the word “psychology“ maybe pronounced one time with longer “y” than
the “o” and the opposite at another time. This is dealt with in HMM by building the
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Figure 3: An example warping path.

Figure 3: Time alignment of two signals with different lengths N and M.

2.1 Constraining the classic dynamic time warping algorithm
The problem of singularities was noted at least as early as 1978 (Sakoe, & Chiba
1978)). Various methods have been proposed to alleviate the problem. We briefly review
Gaussian distributions using many examples with different lengths and by generating
them here.
the state sequence at the end. In template matching another technique called
1) Windowing: (Berndt & Clifford 1994) Allowable elements of the matrix can be
Dynamic Time Warping (DTW) is used to match two vectors of different lengths,
restricted to those that fall into a warping window, |i-(n/(m/j))| < R, where R is a
which
now will
be discussed.
positive
integer
window width. This effectively means that the corners of the
matrix are pruned from consideration, as shown by the dashed lines in Figure 3.
have experimented
other shaped warping windows (Rabiner et
2.7.2Others
Principles
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Timevarious
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al 1978, Tappert & Das 1978, Myers et. al. 1980). This approach constrains the
maximum
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Let A(m),size
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3) Step Patterns (Slope constraints): (Itakura 1975, Myers et. al. 1980) We can
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The constrained beginning and end points in Figure 3 can formally be expressed as
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constraints on w(m), that is w(1) = 1 and w(N) = M. For any two patterns, w(m) is
that function or path which minimizes the distance between them. In mathematical
terms, w(m) can be determined by solving the optimization problem expressed as:
!

!∗ = !"#  

! ! ! , !(!(!))

(32)

!!!

where d[A(m), B(w(m))], is the distance between frame m of A and frame w(m)
of B and D* is the accumulated distance between A and B over the optimal path w(m).
The solution to this problem may be found by a technique called dynamic
programming, which was first applied in the design of optimal control systems [103,
104].
2.7.3

Finding the Optimal Path in Dynamic Time Warping Algorithm
Dynamic Time Warping is a dynamic programming technique that uses multi-

stage decision processes (where decisions are made at discrete time intervals during
the course of some transaction) in which the outcome of the transaction is a function
of all the decisions throughout the all the stages [104]. The set of rules for making
decisions throughout a particular matching (warping) process is called a policy; and a
policy that results in an optimal process is called optimal policy. Fundamental to the
method of dynamic programming is the principle of optimality which states that ‘An
optimal policy has the property that, whatever the initial state and the initial decision
are, the remaining decisions must constitute an optimal policy with respect to state
resulting from the first decision’. Applying this principle to the pattern-matching
example of Figure 3 means that if the best path starting initially from point (1,1) to
any point (m,n) in the grid passes through the point (3,4), for example, then the best
path from (1,1) to (3,4) is part of the best path from (1,1) to (m,n). Hence, the overall
final optimal path can be obtained by locally choosing the path that minimizes the
distance between two-pattern points [104]. Besides the start and endpoint constraint
mentioned earlier, another obvious constraint is that the slope of the path cannot be
negative to avoid long path sequences, since comparing two points in reverse timeorder does not make sense. So, the time order is preserved by increasing w(m)
monotonically.
27

From all the rules and principles mentioned above, the optimal path for
matching two patterns will be obtained via accumulating the minimum local distance
between the current point and the three neighboring points (right, up and upright)
then moving to this point and repeating the process until the endpoint is reached. It is
also very common to start the process from the top right point of the grid (M,N) and
decrement the positions recursively with calculating the minimum distance as
explained until the point (1,1) is reached. Suppose that DC(m,n) represents the
minimum accumulated distance along any path from point (M,N), then using
dynamic programming DC (m,n) can be calculated as:
!! !, ! =   ! ! ! , !(!) + !"#   !! !, ! − 1 , !! ! − 1, ! − 1 , !! (! − 1, !)

(33)

The above equation forms the basis of the DTW algorithm for pattern matching
in template-based speech recognition. Initially DC(M,N) is set equal to d[A(M), B(N)]
that is the local distance between the last frame in each one pattern. Then DC(m,n) is
computed sequentially for all the values from m=M to m=1 and n=N to n=1. At the
end of this accumulation the distance D* over the optimal path will be obtained. The
optimal path w(m) can be obtained via backtracking the path.
Figure 4 illustrates the use of the above dynamic time warping algorithm to
compute the distance between A={2,7,10,7,6} and B={3,7,9,10,9,4} using the
distance measure:
! !, ! =

! ! −   !(!)

(34)

!

Firstly, a local distance matrix is drawn up as shown in Figure 4 by taking the
difference between each frame in A and B. For example the entry in row 3 column 2
of the matrix, that is 2, is the local distance between frame 3 of B and frame 2 in A,
that is |8-6|=2. The accumulated distance matrix in Figure 5 is calculated using
equation (34). For example, the entry in column 3 row 3 is the accumulated distance
to the point (3,3) which is equal to the local distance between frame 3 in A and frame
3 in B plus the minimum accumulated distance to the points (3,2), (2,2) and (2,3),
that is 1 + Min {4,1,3}=2. The total distance between the two patterns over the
optimal path is the distance matrix that is 6. The time-alignment path may be
obtained by backtracking from the top right hand of the accumulated-distance matrix
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Table 2: The mapping between the two patterns
m

n= w(m)

2

3

7

7

10

9,10

7

9

6

4

as shown in Figure 5 by following the path with the smallest accumulated distances.
The complete time alignment function w(m) is given in Table 2. The frame 3 of
pattern A is mapped onto both frame 3 and frame 4 of pattern B. Which also show us
the local temporal difference between these two patterns by saying that the pattern B
is longer than A because the speaker pronounced this segment over two frames inside
B while it was pronounced faster in just one frame inside A.
2.7.4

Speaker-Independent Template-based Recognition
One problem of template-based recognition is that unlike the HMM there is no

training and only one template is used online during the matching process. So, a
representative pattern or template for each word needs to be obtained or prepared to
be used for matching since using all the examples will significantly increase the time
and space complexity of the system making it impractical.
The word templates are usually obtained by collecting a number of samples
from different speakers with different age groups, genders and accents. Then a
representative pattern can be obtained by averaging all the collected word examples
[104]. Because as mentioned earlier these examples will be of different durations, a
DTW algorithm is usually applied to obtain this average. One of the latest
implementations of this method was introduced in [105] and will be explained in the
next section.
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2.7.5

Building Templates using DTW
In [105] the authors suggested combining DTW and vector quantization

principles to build one vector that can be used as a reference template from a
reasonably small set of speech examples. This is in attempt to overcome the variation
in pronunciation since dynamic programming can temporally align patterns to
account for differences in speaking rates across different speakers or the same
speaker.
Suppose !!! is a template from a set of Y templates of a word with length !!
frames written as:
!
  !!! = [!!! , !!! , … , !!
]  
! !!

(35)

!

where a! represent a feature vector for frame number i of template number y and
where 0 ≤ y ≤ Y − 1.
The DTW algorithm searches the best path that minimizes the cumulative
distance. Consider comparison between template pairs A!! and      A!! but for
simplicity let A! = A!!   and  B! = A!! . Figure 6 shows an example of a distance
matrix between the two vectors with the optimal path highlighted in bold font and
light shading. The quantized DTW algorithm in [105] considers every cell c(i, j) in
Figure 6 as a class and calculates the centroid vectors as:

      !!" =

!!!!!
!!
!!!

+   

!+!

!!!!!
!!
!!!

(36)

where R ≥ 1 is the number of consecutive cells in the same row j and L ≥ 1 is
the number of consecutive cells in the same column i. Figure 7 shows an example of
using equation (36) to calculate the centroid matrix. In the example, the beginning of
the optimal path of Figure 6 results from comparing vectors a! and b! and hence the
centroid of these vectors is their average. The next two cells in the optimal path
occur in the same row and hence the centroid is calculated as the average of the three
vectors !! , !! and !! . This process is continued to find the centroids of the remaining
cells of the optimal path. The result is a reference template C, which will replace both
vectors A!   and  B! .
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Figure 7: Matrix of the calculated centroids.
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collected word examples. More importantly is developing a word matching schema
that works with any example without significant difference in the results compared
with the selected template using the cluster centre based approach or the quantized
DTW approach of [105]. This will give an important advantage of abandoning the
collection of training data. This cannot be applied with an HMM approach because
Gaussian distributions cannot be accurately built without a satisfactory amount of
examples.
2.7.6

Problems of Template-based KWS
The template-based KWS was originally abandoned [73, 75] because of two

problems which are the time complexity and the speaker dependency problem. For
keyword spotting, only one word is searched for and not every word in the utterance
needs to be recognized, which reduce the time and space complexity dramatically.
Current progress in the hardware speed [89] and the latest research reducing the time
complexity of DTW algorithms [97, 98] have seen the re-emergence of DTW as a
viable alternative to HMM approaches.
This work tries to solve the second important problem of speaker dependency
by finding a schema that judges adaptively whether the word exists inside the subject
utterance regardless of the speaker unlike a fixed distance threshold used in DTW
that cannot cope with these conditions in [73, 75]. As mentioned, the speaker
dependency problem in this work is dealt with by the threshold estimation or the
template matching process not by just preparing the template to avoid the training
data problem. As mentioned earlier, this work specially targets unusual and new
words emerging in society that are not adequately available in training databases.

2.8 Keyword Spotting Evaluation Measures
In this section the two common previously used evaluation measures of
keyword spotting systems that were also chosen to evaluate the keyword spotting
processes in this work will be described. The first set of measures that was used in
[93, 94, 106] is the precision, recall and F-Score. The second measure used in [50,
68, 69] is the Figure of Merit.
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2.8.1

Recall, Precision and F-Score

Recall, precision and F-Score measures are used to measure the performance of
the systems as in [38, 93]. The recall (37) represents the ratio of the spotted
keywords (True Positives) to the total number of keywords existing in the database
(True Positives and False Negatives) while the precision (38) represents the ratio of
the number of correctly spotted words (True Positives) to the total number of
detections (True and False Positives) [107]. These are described by:
!"#$%% =

!"
!" + !"

!"#$%&%'( =

!"
    
!" + !"

(37)

(38)

Where, tp and fp are the true positives and false negatives, respectively. Usually
there is a trade-off between the recall and the precision so, the F-Score was
introduced in [108] to provide a measure that balances these to make sure that a
system does not have a high recall while retrieving the rest of the data as false
alarms.
! − !"#$%   = 2×

2.8.2

!"#$%&%'(×!"#$%%
  
!"#$%&%'( + !"#$%%

(39)

Figure of Merit
Figure of Merit (FOM) is a measure for keyword spotting defined by NIST

[40] and was introduced in [4], which is simply an upper-bound estimate on word
spotting accuracy averaged over 1 to 10 false alarms per hour [2]. In more detail, the
keyword spotting performance is evaluated by the FOM as the total fraction of true
detections for a given false-alarm rate (usually 10). Figure 8 shows a curve for a
typical experiment representing the relation between the recall and false alarm rate
per hour. Usually the interest is on the false-alarm rates below 10 false alarms per
keyword per hour; therefore, we characterize the result of an experiment by
averaging the value the curve over the range of 0 to 10 false alarms per hour rates.
This allows for a more stable statistically of performance evaluation.
34

Figure 8: An example of the relation between the False Alarms per Hour and
the recall with the shaded region representing the FOM [4]

2.9 Clustering
Some of the proposed ideas in this work as will be shown later required
processing some output values to divide or separate them into several groups. This
purpose matches that of clustering algorithms, which is partitioning a set of objects
to a number of subsets or categories without previous learning or supervision [109,
110]. Each subset is considered a cluster and the process itself is called clustering.
Clusters are described by the internal homogeneity of each cluster and the explicit
difference externally separating the clusters by examining the similarity among
objects belonging to the same cluster and dissimilarity among objects belonging to
different clusters [109, 111, 112]. Giving a set of input objects O={o1,…, oN}, the
clustering target and conditions can be simply described mathematically by finding K
groups or clusters of O, C={C1, …, Ck} where K  ≤ N has the following conditions:
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1)          !!    ≠   ∅,      ! = 1, … , !

(40)

!

2)          

!! = !

(41)

!!!

3)          !!    ∩    !! =   ∅,          !, ! = 1, … , !  !"#  ! ≠ !.

(42)

The third condition is to make sure that no object belongs to more than one
cluster at the same time, which is known as hard clustering. There is another type of
clustering that allows object to be members of several clusters at the same time with
a degree of membership but due to the nature of the problems and data in this work
with the confusion caused by the membership approach the popular hard clustering is
exclusively used and presented [109].
The different proposed similarity and dissimilarity measures with the criterion
used to group or separate the objects led to many algorithms available for clustering.
But since the number of groups or clusters the data was required to be divided into
was known, k-means and its modification the k-medoid algorithms were chosen in
this work. The k-medoid algorithm is considered as a modification for the k-means
which is known to be the best partition-based clustering algorithm when the number
of clusters is known [109, 113].
2.9.1

K-means Clustering
In clustering, an object o is required to be assigned to one of K clusters

according to a certain criterion. The k-means clustering algorithm uses the widely
used sum of squared error or sum of squares (SSQ) [109, 111, 114]. Assume that a
set of N objects oj where j=1,2,…, N which is required to be partitioned into K
clusters C={C1, C2, …, Ck}, then the square criterion is defined as:
!

!

!

!

! Γ, ! =

!!" !! −    !!     

(43)

where Γ is a partition matrix and ||oj - mi|| is the quantitative distance between
two feature vectors extracted from the object oi and centroid mi ,
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µ is the clusters means or centroids matrix,
mi is the mean or the centroid of cluster Ci which is calculated by:

!! =   

!
!!! !!"   !!

!!

(45)

where Ni is the number of objects in cluster Ci.
Since the k-means algorithm is an unsupervised technique, the centroids and
criterions need to be calculated over several iterations until reaching a stable state
which is summarized in the following steps:
1. Initialize all clusters randomly or based on some prior knowledge.
Then, calculate the cluster means and use them as initial centroids
µ=[m1,m2,…, mk].
2. Assign each object in the data set to the cluster Cs of the nearest cluster
centroid ms as:

                                        !!   ∈    !!     !"   !! −    !!   
<    !! −    !!                 !"#  !

(46)

= 1, … , !  ;   ! ≠ !  !"#  ! = 1, … , !
3. Recalculate the new clusters means or centroids after the population of
the objects changed.
4. Repeat steps 2 and 3 until no change occurs in the cluster centroids and
population.
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Figure 9: The difference between cluster centroids in k-means and kmedoid algorithms.
2.9.2

K-medoid Clustering
The k-means algorithm is easy to implement and time efficient and that is

enabled it to be widely applied to solve practical problems. One problem it suffers
from is that it is very sensitive to noise in objects distributions or outliers [109, 115].
This causes the undesirable scenario of forcing some objects that are maybe very far
away from most of the other objects into the cluster because the centroid is
calculated as an artificial point in the middle of all the objects. This leads to objects
being assigned to the wrong clusters and also affects the calculation of the clusters
centroids in the following iterations.
One solution to this problem introduced by Kaufman [116, 117] is selecting the
median (medoid) of a cluster to be its centroid instead of calculating the mean. This
means that an actual object will be the cluster centroid to prevent generating a
centroid in the middle between an outlier and the remaining of cluster members as
shown in
Figure 9 This algorithm is called the k-medoid algorithm [109, 115, 116, 118].
As explained, the only difference between k-means and k-medoid is the
calculation of the clusters centroids, which means that the steps of the k-medoid
algorithm is the same as k-means except that the centroid will not be calculated by
equation (45) and will be calculated by:
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By this way the k-medoid keeps the efficiency and implementation simplicity
of the k-means algorithm in addition to the resistance to the noise and extreme outlier
effect [115].

2.10 Machine Learning for Sentiment Detection
Sentiment detection for user generated video reviews is one target application
for this work as this will help producers collect feedback about what aspects need
improvement in their products and help consumers in making decisions about
products. This work will investigate the use of ASR and KWS to facilitate sentiment
detection for these types of videos. Those signal-processing tasks are used to
improve the automatic generation of transcription from those videos. Then sentiment
detection from text is needed with some adaptation to address the challenges of user
generated videos.
Sentiment detection or opinion mining is the computational study of people’s
opinions toward entities and their attributes [27]. The two main approaches to
sentiment analysis are lexical or dictionary approaches and machine learning
approaches [26-28, 119]. The lexical approach uses linguistic rules and predefined
opinion word lists or dictionaries to classify text sentiment [27, 119]. Research has
focused on ways of automatically generating and expanding these dictionaries and
word lists [27, 119-121]. A known problem is word context, for example, the word
“unpredictable” might indicate a negative opinion when it is used to describe a car
and a positive one when describing a movie plot [27]. Further, the language in blogs
is usually informal and colloquial, which makes the use of lexicon based approaches
very difficult [28, 122], requiring complicated natural language processing [27].
To overcome these limitations, building and training machine-learning models
with training text examples [27, 28, 119] has been proposed. The Naïve Bayesian
classifier and support vector machine (SVM) are the most common approaches [27,
119], with the former approach providing the best results in many cases [119, 123,
124] and outperforming a lexical approach, even after applying more sophisticated
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language models [119]. A drawback of machine learning approaches is the need for
large amounts of training data, but this is becoming more available now, especially in
the form of product reviews[27, 51]. There were attempts to combine both
approaches (lexical and machine learning), however the major improvement was
reducing the amount of training data required for the classifier, even when using
more complex language models [26, 119]. Hence, machine-learning approach is
chosen for this work. This section will provide description for the two most common
approaches of machine learning sentiment analysis, the Naïve Bayesian classifier and
Support Vector Machine (SVM).
2.10.1 Naïve Bayesian Classifier
Bayesian classifiers are statistical based classifiers that decide whether a
pattern belongs to a certain class by calculating a probability based on previous
supervised learning [125]. Naïve Bayesian classifier (NB) is a Bayesian classifier
that is based on the class independence assumption. This assumes that every attribute
value effect in a class is independent of the values of other attributes.
It was found through several comparative studies that NB performance is
similar, and not less than the performance of other classifiers such as decision trees
and neural networks. In addition to that it is distinguished with high accuracy and
speed in processing large databases with the added benefit of simplicity in
implementation [125].
The NB classifier is based on the Bayes Theorem. Let X be a pattern with
unknown class name that needs to be classified and let H be a hypothesis that the
pattern X belongs to class C. The statistical or probability based classification aims to
determine P(H|X), which is the conditional probability that hypothesis H is true given
the input pattern X.
P(H|X) the posterior probability, of H conditioned on X. For example, suppose
that the aim is to recognise or classify fruit patterns described by their shape, colour
and size. Assume that X is round, green and big, and H is the hypothesis that X is a
watermelon. Then P(H|X) reflects the confidence that X is a watermelon given that X
has the features of being round, green and big. On the other hand, P(H) is the prior
probability of H, which represents in the fruit example the probability that any given
pattern is a watermelon regardless of the features carried by this pattern. The
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posterior probability P(H|X) is based on more background knowledge (extracted
features) than the prior probability P(H) which is independent of X. At the same
manner, P(X|H) is the posterior probability of X conditioned on H. which is the
probability that X is green, round and big given that it is known that X is a
watermelon. And P(X) is the probability that a pattern is green, round and big.
The probabilities P(X), P(H) and P(X|H)can be estimated from the given data
examples (training). The Bayes theorem is useful in calculating the posterior
probability, P(H|X) from P(H), P(X), and P(X|H) as:

! !! =

! ! ! !(!)
  
!(!)

(48)

The Naïve Bayesian classifier works based on the Bayes theorem as follows:
1. Each pattern is represented by an n-dimensional feature vector X=(x1,
x2, …, xn), depicting n measurements measured in the pattern from n
attributes, A1, A2,…, An , respectively.
2. Assume that there are m classes, C1, C2, …, Cm. Given an unknown data
object or pattern X (needed to be classified) the classifier will estimate
that X belongs to the class having the highest posterior probability
conditioned on X. That is the Naïve Bayesian classifier assigns an
unknown pattern X to class Ci if and only if:

! !! ! >   ! !! !                 !"#  1 ≤ ! ≤ !, ! ≠ !

(49)

The class Ci for which P(Ci|X) is called the maximum posterior
hypothesis. By Bayes theorem equation (48)

! !! ! =   

! ! !! ! !!
! !

(50)

3. As P(X) is constant for all classes, only P(X|Ci)P(Ci) needs to be
maximized. If the class prior probabilities are not known then it is
commonly assumed that the classes are equally likely that is P(C1) =
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P(C2) =… = P(Cm) and the focus will be only on maximizing P(X|Ci)
and P(X|Ci)P(Ci). When classes examples available, the class prior
probability may be estimated by P(Ci) = si/s where si is the number of
training examples of class Ci and s is the total number of training
examples.
4. Given data sets with several attributes it would be extremely
computationally expensive to calculate P(X|Ci). In order to reduce
computation in evaluating P(X|Ci), the Naïve assumption of class
conditional independence is made. This presumes that the values of the
attributes are conditionally independent of one another given the class
label of the pattern, which means that there is no dependence relation
among the attributes. Thus:

!

! ! !! =   

! !! !!

(51)

!!!

The probabilities P(x1|Ci), P(x2|Ci), …, P(xn|Ci) are estimated from the
training samples where:
a) If Ak is categorical then P(xk|Ci)= sik/si where sik is the
number of training examples of class Ci having the values
xk for Ak and si is the number of training examples
belonging to Ci.
b) If Ak is continuous-valued then the attribute is assumed to
have a Gaussian distribution so

! !! !! = ! !! , !!! , !!! =

where ! !! , !!! , !!!

1
2!"  !!

!

!

(!! !!!! )!
!!!!

!

(52)

is the Gaussian distribution for

attribute Ak while !!! , !!! are the mean and standard
deviation of the values of attribute Ak in training examples
for class Ci.
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5. In order to classify an unknown object or pattern X, P(X|Ci)P(Ci) is
evaluated for every class Ci and the pattern X will be assigned to the
class Ci if and only if
! ! !! ! !! >   ! ! !! ! !!                       !"#  1 ≤ ! ≤ !, ! ≠ !  

(53)

which means that X will be assigned to the class Ci for which
P(X|Ci)P(Ci) is the maximum [125].
For text or sentiment classification problems the features (or attributes) used will
not be color and shape like the fruit example. However they will be the words
existing in the text and the NB will estimate the prior and posterior probabilities for
the presence of specific words or terms in certain classes [27, 126].
In theory, Bayesian classifiers have the same minimum error rate and highest
accuracy among all other classifiers but in practice this is not always the case. This is
due to inaccuracies in the assumptions of Bayesian theory such as the class
conditional independence assumption. In addition, obtaining the prior probabilities
depends on the available training data and its distribution which is different from one
application to another with the lack of available satisfactory data [125].
However many empirical studies comparing the Naïve classifier to decision trees
and neural network classifiers found that it is superior and comparable to them in
several domains[125]. The description of the Naïve Bayesian classifier and its theory
were obtained from [125, 127], where more details can be found.
2.10.2 Support Vector Machine (SVM)
The other very popular machine learning tool used for many classification
problems in general and especially sentiment classification is the support vector
machine (SVM). While SVM also depend in supervised learning by collecting
labelled examples, unlike the NB it does not classify unlabelled patterns by
calculating the maximum probability of belonging to a class. SVM analyses the
training data to estimate a hyper-plane that separates classes in a way that the
margins or the distances between the classes and the hyper-plane is maximized. It
then tests the unknown pattern that needs to be classified to see on which side of the
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Figure 10: Example of separating two linearly separable classes.

mal to the line, and
b theit bias
hyper-plane
lays and assign it to the class on this side. This is usually done by

applying a sign testing function [128, 129].
as the weight vector

Suppose that a training data (xi,yi) for i=1 … N with all patterns xi are with d

dimensions and yi ∈ {-1,1} where a value of yi = -1 represents that it belongs to a
certain class and yi = 1 means that it is a member of the other class. The target of the
learning phase is to find a classifier function f(x) that satisfies the condition:

! !! =

  ≥ 0                !""        !! =    +1
  < 0                !""          !! =    −1

(54)

In other words, yi f(xi)>0 for the correct answer. For example, in Figure 10, the
target is to define the function f(x) of the separating vector in a way that if f(x) results
in a negative value the input pattern will be assigned to the class of the circles and if
it is positive the input will be assigned to the triangles class. If the value was exactly
equal to zero it means that the pattern is on the border between the two classes and it
should be assigned to any of the two classes according to the application
requirements or specifications. In this example only two dimensions or features x1
and x2 were used and that is why a line was enough for separating the classes, but if
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• maximum margin solution: most stable under perturbations of the inputs

Support Vector Machine
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Figure 11: Estimating the separating vector for linearly separable data
using the support vectors on the surface of each class after normalization.
three dimensions were used, for example, a 2D plane will be needed to separate the
classes and so on.
If the data are linearly separable, like in the previous example, finding the
separating vector function f(x) is as simple as:
! ! = ! !   ! + !

(55)

where W is the normal to the line which also known as the weight vector and b
is the bias. Since the value of f(x) is equal to zero the pattern on the line is greater
than zero when y = 1 while it is less than 0 if y = -1. This can be written as:
! !   ! + ! = 0

! !   !! + ! =

  ≥ 0                !""        !! =    +1
  < 0                !""          !! =    −1
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(56)

(57)

Now the mission of the training process is to analyze the training examples to
estimate the weight vector and the bias.
Figure 11 shows how the separating vector should be estimated to have
maximum distance between the closest support vectors on the surface of each class in
both directions. But to make sure that the distance comparison is correct, especially
when classifying unseen patterns, w needs to be normalized first.
The normalization of w is carried out in a way that wT x+ + b = +1 for the
positive support vector wT x- + b = -1 for the negative support vector. The margin
that is the distance between the two support vectors can be obtained based on:
!
! ! (!! − !! )
2
  . !! −   !! =   
   =
  
!
!
!

(58)

Introduce “slack” variables

Then the learning function of SVM can be defined as the optimization of:

{! x #

Misclassified
point

{! "

!
!!!!!

" '%()* (+ ,-*.--)
" $%& # # { w !!!
!""""""""""""#
!!
!""""""""""""#
/0&1() 0)2 3%&&-3*
+(2- %$ 45'-&6
!""""""""""""""""#
'70)-8 94(+ (+ 0 !"#$%& '%()"*%(&
!""""""""""""""""""#
"
" $%& { " !!!!! '%()*
(+ !%+,)"++%!-.
""""""""""""""""""""""#

Margin =

{! #

Support Vector

"
!!!!!

Support Vector
[=0

wTx + b = 1

w

wTx + b = 0
wTx + b = -1

Figure 12: Support vectors for linearly non-separable data.

“Soft” margin solution
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In other words and equivalently it can be obtained by optimization of:
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since this is a quadratic formula, there is a unique minimum which means that it will
have a unique solution.
All of the above is valid if the data are linearly separable; to generalize the
SVM for handling separable and non-separable data like the case in Figure 12 the
slack variable ζ is introduced. In Figure 12 there were two examples of two points
causing two different problems. The first point lies between its class support vector
and the separating vector having a distance ζi from its class support vector less than
half the margin, which will affect the recognition. The other point has a distance ζi
from its class support vector more than the margin making it inside the area of the
wrong class. The slack variable idea is to modify the optimization problem to
consider the distance variable ζi during the training to be optimizing:
!

!"#!,!!    !

!

!!   !ℎ!"!  ! ! !   !! + ! ≥ 1 − !!         ∀!
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!

C is a constant regulation parameter to adjust the tradeoff between the margin and
classification error in the training data. This is still a quadratic optimization problem
that has a unique solution [129, 130]. More detailed explanation about the SVM
training procedure can be found in [128-130] which were the basis of this section.
If the problem is a multiclass problem where the number of classes is more
than two, the classification is carried out using a combination of multiple SVM
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classifiers. There are two very common approaches for combining multiple SVMs
for multiclass problem with M classes:
1) One-versus-all using winner takes all strategy for voting: in this
approach M classifiers will be built with one SVM for each class j.
Each classifier is trained in a way that the examples of class j

are

positive and the rest of training examples belonging to all the other
classes are negative. The unseen pattern is introduced to all classifiers
and the classifier that produces the highest SVM function value
(distance between the pattern and the vector) will be the winner [131,
132].
2) One-versus-one using max win voting: in this approach an SVM
classifier is trained and built for every pair of classes. The number of
classes will be M(M-1)/2. The unseen pattern will be introduced to
every SVM and the decisions will be counted. For example if classifier
m said that the pattern belongs to class j, the count of j will be
incremented by one. The class that obtains the largest number of votes
will be considered the class of the unseen pattern [131, 132].
For text or sentiment classification, the Naïve Bayesian classifier converts the
text data to numerical values by calculating the probabilities of certain words
occurring in text belonging to a certain class. This was done during the prior and
posterior probabilities calculations. However, the described training process of SVM
does not include such step and deals with numerical dimensions values. So, for SVM
to work with text classification problems the text must be transferred to a vector
space before learning and classification.
This is usually done using the common method of term frequency-inverse
document frequency (TF-IDF) [133]. Firstly, the text is processed to eliminate
unnecessary words by removing stop words and performing word stemming which is
deriving the root of the word. Then, each word will be considered as one dimension,
and identical words mean the same dimension values. Let the word wi correspond to
the ith dimension of the vector space. The TFIDF(i,j) of the ith coordinate and the jth
transformed text will be:
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!"#$" !, ! = !" !, ! . !"# !

(62)

where TF(i,j) is the number of times the word i was occurred in the jth text
example (or document) and
!"# = log

!
!"(!)

(63)

N is the number of examples and DF(i) is the number of examples containing
the word i at least one time [128, 133]. In this way the text data are converted to the
vector space where SVM can work.

2.11 Sentiment Detection
The freedom that social networks provide to its users, allowing the
generation and uploading of any content they want without restrictions made them
the most popular web platforms [17, 29]. Recent studies declared that YouTube has
become the most popular website and its popularity is rising [17, 122]. While this
popularity and the freedom results in some challenges like inappropriate contents, it
has also resulted in a large amount of information and opinions about any topic
including products, movies, social and political issues [22]. Many studies reported
that consumers tend to spend more time searching the internet for reviews of a
product before buying them than spending time with the retailers directly [23, 24].
This is mainly because of the perceived creditability of the blogger is superior to the
salesman creditability since he has no interest in trying to sell the product to them
[23, 24].
This makes social media a very powerful marketing tool that is now being
actively used by governments, major organizations and producers to improve their
products and services [23, 28, 29]. Well-known companies have started collecting
and analysing what they can from the huge database of opinions available on social
networks to improve their products. As an example, Buick automotives cancelled a
product line of a proposed model as a response to negative sentiment collected from
social media [26]. This also motivated General Motors, Toyota and Ford to look
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actively and seriously to social media [26]. The demonstrated effect of the product
reviews in social media plus the huge amount of such content available urges the
need for automatic sentiment analysis by organizations and individuals [26-29].
While sentiment analysis has become a very active research area in textual
blogs and reviews [26-29, 119] to the extent that it has been considered a mature
research area [22], less research has been done into sentiment analysis of video blogs
[20, 134, 135], which are videos recorded and published by ordinary users expressing
their feelings and opinions about products, events and many other issues [20, 30].
Video blogs have recently become the most popular types of blog or review [20, 122]
when compared to text-based reviews. One reason is increased perceived credibility
due to the visibility of the source of the review (i.e. the blogger), especially if they
appear as an ordinary unbiased end-user [23, 24]. Secondly, a study appraised that
video product reviews, provide broader context to the evaluation that goes beyond
the basic description, functionality and cost by providing a real visual demonstrations
of the product [134]. User blogs are also attractive to companies, as they can quickly
gain feedback about their products. This popularity of video product reviews with the
huge amount of videos uploaded every minute (100 hours of video are uploaded to
YouTube every minute [136]) urge the need for automatic sentiment analysis of
video product reviews. Such systems will help in retrieving videos about certain
products by content besides collecting unbiased feedback automatically and quickly
[22]. This chapter will show a more detailed analysis that can help identify
automatically which specific aspects and features about the products that are loved or
hated by users [36].
2.11.1 Sentiment Detection in Text Blogs Reviews
Sentiment analysis or opinion mining is the computational study of people’s
opinions, appraisals and attitude toward entities, issues, topics, events or attributes
[27]. The two main baseline approaches to sentiment analysis are the lexical or
dictionary approaches and the machine learning approaches [26-28, 119].
The lexical approach uses linguistic rules and predefined opinion word lists or
dictionaries that contain opinionated words with associated polarities to classify text
sentiment [27, 119]. Because of the importance of knowing as much possible
opinionated words with its polarities, most of the research on this approach focused
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in ways of automatically generating and expanding these dictionaries and word lists
[27, 119-121].
However this approach faces the serious problem that a single word can carry
different meanings or polarities in different contexts. For example, the word
“unpredictable” might indicate a negative opinion when it is used to describe a car
since it implies that it is difficult to control while it carries a positive one when
describing a movie plot [27]. The special problem that arises when the lexical
approach is used for analyzing user blogs on social media is that the language used in
social media is usually informal and colloquial using new urban words emerging in
society, besides suffering from typographical and grammatical mistakes [28, 31,
122]. These factors made the use of lexicon based approaches for sentiment analysis
of user blogs very difficult [28, 122], requiring complicated natural language
processing (NLP) which is not an easy task [27].
The alternative approach to overcome the lexical-based limitations is to build
text classifiers using a large amount of labelled text examples using machine learning
techniques [27, 28, 119]. In this way the need for opinionated word lists will be
eliminated since machine learning algorithms build probabilistic or mathematical
models by searching and analyzing the training examples to find the relationships
among the tokens (word features) and the label (sentiment class). The Naïve
Bayesian classifier and support vector machine (SVM) are the most common
classifiers used for sentiment detection [27, 119], with the former approach providing
the best results in many cases [119, 123, 124, 137]. It was reported in [119, 137, 138]
that both machine learning approaches (Naïve Bayesian and SVM) performed
marginally better than the lexical approach, even after applying more sophisticated
language models.
A drawback of machine learning approaches is the need for large amounts of
training data, but this is becoming more available now, especially in the form of
product reviews [27, 51]. There were attempts to combine both approaches (lexical
and machine learning), however the major improvement was limited to reducing the
amount of training data required for the classifier (which is not a real problem for
this domain with a large number of available training databases such as the Amazon
reviews [139, 140]), even when using more complex language models [26, 119].
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Because of these reasons, current approaches to machine learning approaches are
employed in most sentiment detection from user text blogs results in [26, 29, 123,
124].
2.11.2 Sentiment Detection in Video Blogs
While sentiment detection for textual user blogs in social networks became a
rich research area in recent years, very little work has been done on sentiment
detection for video blogs. This is because the opinion of the user or blogger will be
obtained from the video transcription that is generated using automatic speech
recognition (ASR). Automatic speech recognition for such audio streams is very
difficult due to many factors including the unconstrained recording environment and
tools that lead to noisy speech, different accents, spontaneous speech that contain
informal language with new terminologies, and the diverse range of topics [22, 36,
122] resulting in inaccurate transcripts. Hence, sentiment analysis for video blogs
combines all the challenges of the textual sentiment analysis with the mentioned
speech recognition ones, which make it a very hard task.

Figure 13: A YouTube product review video shot example that contains a
demonstration of a product
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2.11.3 Multimodal based Sentiment Classification
The authors of [122] tried to overcome those challenges by detecting sentiment
from the comments posted on the video, but this means that the detected sentiment
will express the opinions of users about the video [122] not the product. Recently the
authors of [135, 141] proposed incorporating audio and visual features for sentiment
detection of video blog reviews of movies only. The authors [135] first researchers
combined audio and visual features and used hidden Markov models for sentiment
classification but they achieved a poor F-Score of 55.3%.
Most recently, the authors of [141] tried to enhance the accuracy of the
sentiment resulting from classifying (using an SVM) the inaccurate transcripts
generated via an ASR by detecting the blogger emotions towards the product from
his facial expression using facial tracking technologies. But they achieved an F-Score
of 63.8% when only the ASR transcript was used and 65.7% when the visual features
were incorporated. Hence, 2% improvement was obtained when audio-visual features
were used with ASR. Compared to this system it was built only for one product
domain (movies) and most importantly, it was assumed that the blogger is facing the
camera. This is not necessarily true, in most video reviews, which tend to have a
visual demonstration of the products making the camera focused on the product not
the face of the blogger most of the time [36], as will be validated later with
experimental results.
Figure 13 shows an example of a shot from a YouTube product review where
the blogger was describing and pointing to some attribute about a watch. There is no
visual information that can indicate any sentiment about the product in that shot
while there is information in the audio stream since they were talking at the same
time. It is believed that this is one reason why the same schema performed worse in
different datasets, when the visual features were incorporated giving an F-Score of
62.2 while the F-Score of using the audio alone without visual features was 65.0
[141].
2.11.4 Audio Stream based Sentiment Classification
In the same year the authors of [22] proposed a sentiment classification system
for online videos for different product domains by analysing the ASR-generated
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transcripts, achieving promising results of 82% accuracy. However, they did not
provide any information about the ASR and its performance that was used to
generate the transcripts, and the system was tested over a very small test set of only
28 videos. Most importantly, their introduced classifier is a binary classifier that
classifies videos as positive or negative sentiment and does not detect neutral
sentiment. This assumption makes the task much simpler but not very realistic, since
user product reviews tend to be creditable and unbiased opinions, as mentioned
earlier, making it very common to find many positive and negative statements in the
same document [29].
2.11.5 Overall Video Sentiment Detection and Temporal Sentiment Detection
Existing research [22, 135, 141] shares the same target output, which is a class
label for the whole video for applications such as retrieving videos that carry an
overall positive or negative sentiment about a certain product. But this cannot help in
extracting or detecting specific parts or features the users like or disliked about the
product, which will be more helpful to the manufacturer to improve their products.
As mentioned before, overall positive videos may still contain some negative
statements about minor issues that the user did not like and vice versa. To achieve
this goal, temporal sentiment analysis that detects the change in the blogger
sentiment with time in the video is needed and will be investigated in this thesis.
Existing work [22, 135, 141] has not investigated the effect of inaccurate ASR
generated transcripts or how to deal with this inaccuracy. Alternatively, because of
the challenging nature of the audio component in video blogs, existing work
incorporates other features (such as visual features) to enhance the classification
despite that it is agreed that the audio features are the most important for detecting
sentiment in video blogs.

2.12 Summary and Conclusion
The work presented in this thesis targets automatic ways for processing and
deriving metadata and useful information from user generated video blogs. The
literature review presented in this chapter covers the previous research on key word
spotting and sentiment analysis for user video blogs as well as covering the basis
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needed for this work. The purpose from going through the previous work on video
blogs is investigating the current opportunities offered by user video blogs and
demanded applications for those videos, discovering the challenges faced during
working on this type of videos, studying the previous attempts to address these
challenges and the current common working approaches.
User video blogs have become one of the most popular user generated contents
on the web containing freely produced materials, which gave it high creditability and
increased impact, especially as a marketing tool. The free production property raised
the demand for applications of automatic identification of inappropriate content
besides retrieving such videos by content and the creditability with the marketing
impact independent uses has urged the need for automatic sentiment analysis for
such videos.
The development of such applications faces significant challenges caused by
the nature of the video blogs contents. User video blogs are freely produced by end
users armatures rather than professionals resulting in high diversity of content, nonread spontaneous speech, urban language and different accents. Another challenge is
that the use of inexpensive recording tools and recording in normal rooms results in
highly noisy content.
To avoid these difficulties researchers have tried to analyse the textual
information usually uploaded with the video like title and tags but they faced many
other problems such as user tags tend to be short and also that the information carried
by those tags is affected by user motivation for tagging. Also that textual data usually
cannot provide temporal information and only provides information about the whole
videos. Also attempts, to combine textual data with other types of features like visual
or audio features only work in limited applications like organizing query results due
to the challenges faced by both types of information.
So, fulfilling the targeted applications requires processing and analysing the
content of these videos. Using traditional movie classification systems did not work
with these type of videos because of the mentioned challenges and that movie
classification systems are usually built for particular classes and types. Also the
important information in this type of videos lays in what the blogger is saying
(spoken content) because these videos are usually a recording of the blogger sitting
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or standing in front of the camera and talking about an issue. Hence, this work
focuses in speech processing approaches to help achieve the target applications.
For these reasons, this chapter provided the current progress of automatic
speech recognition (ASR) and keyword spotting in speech (KWS) showing that the
performance of KWS is higher than ASR, especially in continuous and spontaneous
speech. Also KWS can help in retrieving videos by content and identifying spoken
content containing offensive words.
The most successful approach for KWS in the last two decades has been the
Hidden Markov Model (HMM), which received significant criticism in the last few
years. Regardless of its sophisticated implementation, the most important drawback
is the large amount of labelled training data at the word-level in different contexts
required by HMM systems which is not available for new words like products names
or urban language. In addition, its sensitivity to mismatches between the training and
testing data conditions which exemplifies its sensitivity to noise.
These issues motivated many researchers to revisit the older approach of
dynamic time warping (DTW) in favour of the HMM for both ASR and KWS. While
DTW based KWS and ASR were originally launched in 1970s, it was abandoned
primarily because of the high complexity and speaker dependency, for which HMM
did offer a solution for in the 1990s. However, the current progress in the
computational power with other research to reduce the processing complexity of
DTW helped in reducing the running time problem of DTW. Hence, this thesis
focuses in finding a similarity estimation procedure to develop a DTW-based KWS
that is speaker independent without training data using only one spoken example,
which will guarantee speaker independency and also noise robustness since there is
no training. This will facilitate retrieving user video blogs containing new or rarely
used words, like products names, by content and searching for offensive words to
detect inappropriate content. It is believed also that this KWS can help temporal
sentiment analysis of such videos by identifying which statements contain sentiment
about the target product and which ones do not.
Sentiment analysis of textual data is a mature area of research while not much
work has been done to extract sentiment from video speech content because of the
challenges associated with it. The limited work done on video blogs is usually
limited to a specific product domain and also gives the overall sentiment about the
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whole video, while even if the overall video is positive, it usually contains some
statements saying what is wrong about the product and vice-versa. This work aims to
identify, which time points inside the video contain positive, negative or neutral
sentiment about the product to help producers gain feedback about what specific
features were liked or disliked about the product. Sentiment analysis usually is
performed using a dictionary-based approach, which is very sensitive to mistakes and
errors in the text or using a machine learning approach that depend on building
models by training examples. This chapter also provides a description of the two
most common machine learning approaches used for sentiment classification, the
Naïve Bayesian classifier and Support Vector Machines.
The work presented in this chapter is used in the following chapters to build
and evaluate a KWS that is speaker independent and robust to noise. The proposed
KWS system is then used to build and evaluate a temporal sentiment analysis system
for user generated video blogs.
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3 Chapter 3 Distance histogram Analysis based Keyword
Spotting
3.1 Introduction
The literature review introduced in Chapter 2 illustrated the importance of
KWS for analysing user generated video blogs. It also demonstrated the need to
switch to a template based KWS instead of the more traditional and popular HMM
when there are not enough training examples. However, the main problem facing
KWS using one template (example) is the speaker dependency that makes the
similarity threshold chosen to decide a hit adjusted or fitted to the speaker according
to the template.
This chapter introduces the basis of a template based KWS that uses one
template only and is speaker independent. This is done by statistical analysis of the
DTW-based matching distances between the template and the recorded test utterance
or sentence subject for search and does not require any prior modelling or training as
required in alternative techniques such as the Hidden Markov Model (HMM). This is
of particular relevance to applications such as detection of words that have not been
adequately represented in a training database (e.g. searching for topical words that
are emerging in society).
Experiments conducted on a wide range of speech sentences and keywords
show that when only a few examples of the keyword are available, the proposed
system has higher recall ratio than an HMM-based approach. Also, this chapter will
show that in the proposed spotting method the use of any randomly selected template
is not significantly different to building a template from several example templates
using the method in [105] or selecting it from a set of examples as proposed in this
chapter [30].

3.2 Theoretical basis of the Proposed System
It is known that two occurrences of the same word, even if pronounced by the
same person, may be of different durations. In addition, the distance (opposite of
58

similarity) between two different words may be coincidently shorter than the distance
between two occurrences of the same one. This could be due to many factors
including different speakers, pronunciation and accents resulting in sections of two
different words sounding quite similar and hence resulting in similar feature vectors.
Based on these facts and observations, the theories behind the proposed system
are developed. The first theory is about the relative change in template matching
distances when the key word occurs. The second theory, derived from the first, is
about the effect of the keyword existence on the distribution of those matching
distances.
3.2.1

Template Matching Distances Changes
The proposed approach depends on the theory that the distance between the

word template and sections of the utterance containing the word is small compared
with the distance resulting from comparisons of the template with other parts of the
utterance that do not contain the word. This will apply regardless of speakers and
dialects because with different speakers the common parts that contain the keyword
will be relatively more similar to the template than other parts.
Also, while the distance between a template and some sections of the speech
that do not contain the keyword may be small (e.g. because of similar sequences of
phonemes), it is unlikely that a sequence of such minimum distances will occur. In
other words, when comparing the template again after shifting it by a small time
interval (one frame) the distance should stay small if this segment contains the
keyword because a large portion of the utterance segment is still common with the
template. While if the segment contains a different word, shifting will cause a more
rapid difference since the portion of the utterance segment that is common is
relatively small.
Examples of these observations are shown in Figure 14, Figure 15 and Figure
16. Figure 14 shows the suggested process of sliding a template of the target
keyword over a recorded utterance subject for a search that contains the keyword
highlighted by the dashed circle. During each slide, the template is matched multiple
times against speech segments with length starting from half the template length and
stretched up to double the template length to overcome the scaling
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during sliding and stretching the template when the keyword exists.
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speech that do not contain the keyword may be small (e.g.
because of similar sequences of phonemes), it is unlikely that
a sequence of such minimum distances will occur.
The proposed KWS is designed based on this hypothesis;
the template is compared with varying length segments,
started at each analysis frame (frame by frame) of the
utterance as in Figure 4, and the resulting minimum distance

B. Sliding and Stretching of analysis windows
To address the problem of scaling variance; for every
starting frame n, the template will be aligned and compared
against segments of feature vectors with different lengths.
This is illustrated in Figure 4. Suppose that a p length feature
vector (in this case of MFCCs) for one frame, is represented
as !! !!m=0,1,…,M-1 then the template can be defined
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windowed segment as illustrated in Fig. 2 (it was found

to higher and the minimal region was not wide (less than K) because the common
part of the speech between the template and this segment was small since it is not the
word.
The problem now will be determining the distances considered small or short
enough for different utterances and different speakers. This is because when the same
template matched against different utterances the distance level will be different due
to change in content and speaker. For example, Figure 17 shows an example of a
distance plot for a different utterance that contains the desired keyword. It can be
seen that if the same threshold hypothetically used in Figure 15 was used, many false
alarms occurs. Hence, different thresholds need to be estimated for every utterance.
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This will be done using the characteristics of the distance histogram, which will be
explained in the next section.
3.2.2

Template Matching Distance Histogram Characteristics
The first theory informs us that the existence of a keyword in an utterance

results in an area of relatively small matching distance values compared to the rest of
the utterance. But it also showed that the level of distance values is different among
different recordings due to phonetically different content and speakers. So, different
boundaries for the distance values that are considered small and large need to be
estimated for every set of distances resulting from matching the template to one
utterance. This is actually true for judging or classifying any pattern depending on
physical measurements from the real life.
For example, the average height of a male person in Vietnam is 1.66 meters
[142] while the average height of a male person in Norway is 1.82 meters [143]. This
means that a person 1.75 meters tall in Vietnam is considered a tall person since he is
taller than the average height of males in that country. However, the same person in
Norway is considered short because his height is less than the average Norwegian. A
person who is 2 meters in height is considered tall in Norway while in Vietnam they
are considered extremely tall. This also applies to many other aspects, such as weight
and even social behaviour. Some social behaviours considered offensive or rude to
some societies while they may be tolerated, or even welcomed in other societies.
This leads to the second theory that since that the values of every group is
different, different measurements and thresholds should be applied for each group
and that global boundaries or thresholds are not suitable for all groups. These
individual thresholds should be estimated depending on an analysis of the statistical
characteristics of each group of values. The central limit theorem states that, the
arithmetic mean of a sufficiently large number of iterations of independent random
variables, each with a well-defined expected value and well-defined variance, will be
approximately normally distributed (normal distribution is referring also to a
Gaussian distribution) [144]. For example, the distribution of the length of males in a
certain country mentioned earlier is that few people are very tall and very short while
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Figure 18: Examples for plots of distance histograms obtained from
match a template to different utterances.
most of the population will have the length around the mean according to the
variance. Normal distributions are extremely important in statistics and are often
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f(x)

Figure 19: Areas under the normal distribution [1].
used in the natural and social sciences for real-valued random variables whose
distributions are not known [144, 145].
Based on this and since the template of the keyword is selected randomly and
also the test utterance is randomly subject for search since it is unknown and
unlabelled (unlike carefully prepared training data) the distribution of the distances
between the sliding template and the utterance segments will approximate the normal
distribution (the longer the utterance the more frames and slides occur the closer
approximation to the normal distribution). Figure 18 show examples for plots of
distance histograms obtained from matching a sliding template to several utterances.
It can be seen that they all approximate the behavior of the Gaussian (normal)
distribution shown in Figure 19 in the manner that the most frequently occurring
distances are around the middle area, and the further the distance value is from this
area, the lower the frequency of occurrence.
This is a very important characteristic that will be exploited later to determine
what are the common normal values, which values can be considered short and
which values can be considered high. For example, according to Figure 19, the
standard normal distribution can give us an indication of what are considered normal
values, which are the values between -σ and +σ from the peak, while rarely
occurring high values are the ones > +σ from the peak and rarely occurring low
values are the ones < -σ from the peak. This is also known as the empirical rule [146148]
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Figure 20: Example of a histogram for the distances of an utterance containing
the keyword.
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Figure 21: Example of a histogram for the distances of an utterance NOT
containing the keyword.
Another important characteristic that helps in estimating different distance
boundaries and thresholds for different utterances is that the distributions of the
utterances containing the keyword and the distribution of the utterances not
containing the keyword have different shapes. This was to be expected according to
the observations of the changes in the template matching distance when the keyword
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occurs and when it is absent, as described in Section 3.2.1. From Figure 15 and
Figure 16 it was observed that the distances at the region containing the keyword
drop until reaching the minimum and rise again during the sliding process for several
frames, which does not happen in the utterances that do not contain the keyword.
This has two effects on the matching distance statistics:
1. The statistical variance of the matching distances for utterances
containing the keyword is higher than the variance of the matching
distances for the utterances not containing the keyword. This is because
there are many occurrences of relatively small distances compared to
the regions not containing the key word, increasing the diversity in the
distance values in this utterance. While when the keyword does not
exist, the distance values are alternating between high and higher values
and the occurrence of small distance values for very short periods is
rare, making the distance values diversity or variance smaller than the
utterances containing the keyword.
2. This occurrence of small distances between the template and the
utterances containing the keyword results in many small distinct
distance values with a small number of occurrences in the histograms
before the histogram rises up. This shifts the histogram peak to the right
making it far from the minimum left end. This will give more chance in
getting a suitable minimum distance threshold at multiple of -σ from
the peak. While the opposite happens when the keyword does not exist,
the number of distinct distance values with small number of
occurrences is smaller shifting the histogram peak to the left closer to
the minimum and further from the mean and the maximum. This will
mean that the selected threshold will be very small if chosen to be a
multiple of -σ from the peak since the peak is closer to the minimum.
This will lead to a lower probability of finding a sequence of distances
less than this very small value according to the histogram leading to
true negative.
To validate these findings, Table 3 and Table 4 show the average of these
measurements collected from the distance histograms built from matching 20
templates for 20 different words to 500 recorded utterances selected from the TIMIT
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Table 3: Different measures for histograms of utterances containing the
keyword.
Measure

Average

Confidence

Variance

1.61

0.02

Peak - Minimum distance

5.98

0.14

Peak - Mean distance

0.84

0.08

Table 4: Different measures for histograms of utterances NOT containing
the keyword.
Measure

Average

Confidence

Variance

1.27

0.01

Peak - Minimum distance

4.47

0.05

Peak - Mean distance

1.2

0.03

speech database [149]. From the 500 utterances, 160 of them contain the target
keyword (each word had 8 different utterances containing it) and their measurements
are shown in Table 3 while 340 utterances do not contain any of the keywords and
their measurements are shown in Table 4. The templates used for searching for the
key words were selected randomly from outside the 500 utterance test dataset.
In Table 3 and Table 4, the Variance row is the average variance of the
histograms, the Confidence column is 95% confidence interval, the Peak-minimum
distance is the distance between the peak of the histogram and its left boundary and
Peak-mean distance is the distance between the peak of the histogram and its
middle).
It can be seen that the histograms variance was higher when the keyword exists
than when the keyword is absent which reflects that the occurrence of more distinct
distance values when the keyword exists than when it does not. Also, the difference
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Figure 22: Overview of the proposed template-based KWS.
between the histogram peak and the minimum (left boundary) is always higher when
the keyword exists than when it is absent.
This means that when the keyword exists the peak tends to be at the right side
of the histogram and at the left side when the keyword does not exist as in Figure 20
and Figure 21. It also means that the greater number of distinct distance values in the
case of the presence of the keyword is due to the smaller distances resulting from
matching the template to the word region. Also, the peak is closer to the mean when
the keyword exists than when the keywords are absent. It is believed that these
properties can be exploited with the normal distribution area classification explained
in Figure 19 to determine a different threshold from each histogram that can be used
to find the keyword when it exists and eliminate the utterances that do not contain it.

3.3 The Proposed System
Figure 22 shows an overview of the template based KWS proposed based on
the theories and findings introduced in Section 3.2. First, features are extracted from
both the template waveform and the test utterance waveform to produce two feature
vectors. Then the template vector is slid over the test utterance vector on a frame-by-
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frame basis and is matched against segments of different length to overcome the
scaling variability.
This matching is conducting using DTW and the matching between vectors of
different lengths and the minimum distance is recorded in a new table called the local
minimum distance (LMD) table, which also records the starting frame of a segment
in the test utterance and the minimum matching distance obtained during the
stretching process. Examples of LMD were shown in Figure 15, Figure 16 and
Figure 17. After which a histogram is built for the distance values in the LMD such
as those in Figure 18 and using the properties of the Gaussian distribution and
exploiting the findings in Section 3.2.2, a threshold will be estimated to be used for
determining the low distance values only for this utterance.
This threshold will be used to scan the LMD for consecutive numbers of
frames having matching distances less than it. And this region will be considered as a
hit. It is clear that unlike the HMM the statistical analysis is conducted in the test
utterance not on previously collected examples, which means that it is not a training
based approach and solves the problem of the lack and cost of obtaining labelled
training data for the keywords of interest. Also that since this histogram will be
formed for each test utterance the value of the threshold will change for each test
utterance, which addresses the problem of speaker dependency for the traditional
template-based and DTW based KWS.
More details are available in the flowchart shown in Figure 23. Each process in
this flowchart will be described in more details in the following subsections.
3.3.1

Feature Extraction
All speech introduced to this system (templates and test utterances) are filtered

to a bandwidth of 100-3200 Hz and down-sampled to 8 kHz [47] [44]. Speech is preemphasized with a pre-emphasis factor of 0.95 and formed into frames of 45ms in
length and an overlapping of 15ms as in [44, 47]. Similar to previous work [45, 50,
71], 12 Mel Frequency Cepstral Coefficients (MFCCs) coefficients which are one of
the most common speech features [100] were extracted from each frame with the two
time derivatives since the time derivatives improve performance of both ASR and
KWS applications [71, 80, 150].
70

3.3.2

Sliding and Stretching
To address the problem of scaling variance; for every starting frame n, the

template vector will be aligned and compared against segments of feature vectors
with different lengths. Suppose that a p length feature vector (in this case of MFCCs)
for one frame, is represented as !!     !=0,1,…,M-1 then the template can be defined
by  !! = [!! , !! , … , !!!! ], where M is the length of the template in terms of the
number of frames. For each frame n in the utterance, !! will be compared against
the features of several segments of the utterance with different lengths, l, where
0.5*M < l < 2*M are the number of frames in the windowed segment as illustrated in
Figure 14 (it was found that this covered the majority of varying durations of the
same word for the test database [47]).
Suppose that the p-length feature vector in the utterance is represented by !! , for
  ! = !, ! + 1, … , ! + ! − 1, then a feature segment in the utterance can be defined
by   !!! = [!! , !!!! , … , !!!!!! ]. This feature segment will be aligned using standard
DTW as in [104] to generate the two sequences !!!   and !!! having the same length L
(L is the length of the new vectors resulting from the DTW alignment) representing
the original template feature vector !! and the feature segment of the utterance !!!
at time n, respectively. Hence, the Euclidean distance between these two segments
can be described by:

!

!! !!! , !!! =

!!! − !!! !!! − !!!

!

(64)

!!!

Where  !!! and !!! are the feature vectors resulting from DTW alignment of the
template and utterance segment, respectively [47]. This is repeated for every l in the
range mentioned previously and the Local Minimum Distance (LMD) during this
scaling will be associated with the starting frame n and recorded in the LMD table
using (2).
!"# ! =

min

!.!!!!!!!
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{ !! }

(65)

3.3.3

Threshold Estimation from Distance Histogram
The LMD table contains a list of every frame number in the utterance and the

LMD resulting from (65) after smoothing by applying interpolation to its value to for
reduce data noise and binning with bin size equal one (as it was found to give the
best results [47]). According to the theory and findings, the keyword exists when
several consecutive frames in this table have small distances. Since training to define
what is deemed a ‘small’ distance is not desired, the approach used here is to analyze
the histogram formed from the LMD measures calculated for all segments in the
utterance. As found in Section 3.2.2, compared to when the keyword is not present,
when the keyword is present, the histogram tends to have a larger variance of the
Euclidian distances; the peak is closer to the center; and contains a higher occurrence
of small distances. Since small distances are desired, the area on the left side that
starts one standard deviation (σ) from the histogram peak is the one of interest.
Hence, the distance threshold TH can be estimated by:
!" = !"   !"# −    (!  σ)

(66)

Where Mo is the statistical mode (histogram peak), {LMD} is the set of local
minimum distances in the histogram, σ is the standard deviation and c is a constant
multiplied by σ as in Figure 19 that can be to relax or strict the search. The
relationship between the chosen value of c and the keyword detection accuracy is
investigated with experiments. In this way, a new threshold is estimated for every
utterance based on simple statistical analysis for individual test utterances without
any modeling of previously collected data or language information.
3.3.4

Detecting the Keyword

The remaining step is finding the position of the keyword if it is exists. This is
done by scanning the LMD table for a number of consecutive frames, having an
LMD value lower than the threshold. This can be expressed as:
!!!!!/!

ℎ!"! =

!" − !"#(!)
!!!!!/!
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(67)

where, positive values of ℎ!"! indicates that a keyword has been detected within a
segment centred at frame l. the relationship between the value chosen for the number
of consecutive frames, K, and the keyword detection accuracy and different ways for
automatically estimating it will be investigated in Chapter 4.

3.4 The Proposed System Evaluation
This section will introduce experiments and results for evaluating the
performance of the proposed template-based KWS system showing that it is viable
with only on randomly selected speech example. The experiment will also compare
the proposed system with an HMM-based KWS as ground truth to show also in
which cases the proposed system is superior and vice versa and why the proposed
system is more suitable to be used for user generated video blogs. The aim of the
experiment is to also show that the system built based on the proposed theory in
general is viable with only one example not searching for the best parameters c and K
in equations (66) and (67)which will be discussed in Chapter 4.
3.4.1

Experiments Methodology and Dataset
A set of 500 utterances were selected for testing from the TIMIT clean

database [149], with 160 utterances containing the keywords (8 utterances for each
keyword) from different dialects and speakers. The 20 keywords are “academic”,
“reflect”, “equipment”, “program”, “national”, “rarely”, “social”, “movies”,
“greasy”, “water”, “dark”, “suit”, “first”, ”price”, “twice”, “redwoods”, “first”,
“attitude”, “subject” and “serve”.
For the proposed KWS only one template was selected randomly from outside
the test database for each keyword and used to search the utterances containing the
keyword. For the HMM-based approach, a HMM has been built for both the garbage
model and each keyword using the occurrences of the keywords in the whole training
portion of the TIMIT speech database.
The whole word model was selected for comparison in this thesis because there
were attempts to build keyword models composed from pre-trained phone or syllable
models but a significant drop in the performance was observed [50]. This is because
the main strength of the HMM is the context-dependent models [83, 89, 90], where
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Table 5: The average results of the HMM-based KWS
Measure

Value

Confidence

FOM

0.33

0.03

F-Score

0.4

0.03

Precision

0.53

0.03

Recall

0.33

0.02

the training data must contain the words to be modelled in as many different contexts
as possible [71]. Building phone models or syllable models and then composing them
together will result in context independent models. Also the garbage model will
model any phone sequence including the keyword itself resulting in a possible
confusion between garbage and keyword models [71].
Another reason is that building phone models will need annotation of the
training data in phone-level. The annotation alone is very costly, time consuming and
requires language expertise [45]. All of this made the word-model HMM has the
highest results [43, 47, 50].
The number of states and Gaussian mixtures has been modified and adjusted
for every keyword model individually to search for the best parameters for every
word model since the words contain different numbers of phonemes [70, 151]. For
both systems, cepstral mean subtraction (CMS) [108] was applied to enhance the
features and overcome the volume level variability of different capturing devices.
For the proposed system, results for different values of c and K will be shown
and for both systems recall, precision, F-Score and FOM evaluation measures will be
calculated as explained in Chapter 2. All the average results are supported by 0.95
confidence values in tables and error bars in results charts.
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Figure 24: The F-Score of the HMM-based KWS for the 20 keywords selected
from the TIMIT database.

3.4.2

HMM Results
For the HMM-based approach, a HMM has been built for both the garbage

model and each keyword using the occurrences of the keywords in the whole training
part of the TIMIT speech database (3696 utterances spoken by 462 speakers); this is
significantly more data than used in the proposed template matching approach. This
approach was chosen as ground truth over connecting phone models since it is still
the most accurate KWS because the main strength of the HMM is the contextdependent models [83, 89, 90], where the training data must contain the words to be
modelled in as many different contexts as possible while building phone models or
syllable models and then composing them together will result in context independent
models [71] as explained in Section 2.5.2.
The number of states and Gaussian mixtures has been modified and adjusted
for every keyword model individually to search for the best parameters for every
word model since the words contain different numbers of phonemes [70, 151]. The
HMMs were designed and trained using the Hidden Markov Model toolkit [2].The
built HMM-based KWS was tested using the test dataset described in Section 3.4.1
and the results presented in Table 5. It can be seen from the table that the average
recall of the HMM-based KWS is only 0.33, which means that it could only spot
33% of the keyword occurrences in the test dataset. This poor recall affected also the
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F-Score and FOM as they both represent a compromise between the recall and
precision.
For deeper analysis of the reason for these poor results, Figure	
   24 shows the FScore of each keyword individually. It can be seen that the HMM-based system
could not detect any occurrence of 8 of the 20 words (F-Score, recall and precision
were zero). The words “greasy”, “water” and “suit” have the highest recall in the
HMM approach, which is because they were spoken by every speaker in the TIMIT
database. However, the remaining words that occurred fewer times in the training
database have much lower F-Score and consequently recall compared with the
proposed approach. However, the spotted keywords using the HMM approach have
high precision because of the low number of false positives generated. This is due to
the very costly garbage (filler) model, which was trained with every word in the
TIMIT database that is not a keyword. This is also causing the expected imbalance
between the precision and recall in the HMM system. This imbalance and poor recall
when insufficient training examples are available area the main motivation for the
template-based KWS.
3.4.3

The Proposed Template-based KWS Results

This section will present the results for spotting the 20 keywords using the
proposed template-based KWS by matching only one spoken example selected
randomly from outside the test dataset. However, the system depends on selecting or
trying different values for c and K in equations (66) and (67), respectively, to relax or
restrict the search according to the required application.
Figure 25 shows the average recall, precision and F-Score using the proposed
KWS for different values of both parameters c and K. Each chart shows the results of
certain value for c and different values for K. The trade-off between the precision
and recall is clear when the value of K is increased in every chart the recall decreases
while the precision decreases and vice versa. This is because when the threshold is
relaxed the number of true positive increases which raises the recall and the number
of false positive also increases which reduces the precision. While restricting the
condition results in reducing the number of true positives, which reduces the recall
consequently, and the number of false positives also reduces, which increases the
precision.
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Figure 25: The precision, recall and F-Score of the proposed system with
different values of c and K.

This continues until the threshold reaches a point that the number of true
positive become very low resulting in reducing both recall and precision as well
since the calculation of precision depends on the true positives with the false
positives.
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Table 6: The overall FOM of the proposed system and the best F-Score
with the associated precision and recall
Measure

Value

Confidence

FOM

0.54

0.01

F-Score

0.55

0.01

Precision

0.50

0.02

Recall

0.63

0.02

The proposed system was designed to address the poor recall of the HMMbased KWS. The system achieves a very high recall of 0.73 and F-Score of 0.54 but
with poor precision of 0.4 when c was equal to one and K is only 2, which mean 2
consecutive frames only having LMD value less than TH (which depends on c)
calculated by (66) will be considered a hit. Increasing the value of K will keep
changing the values of recall and precision in the manner explained earlier but it can
be seen that in all the charts for K less than 6 frames the system is still able to
achieve an F-Score over 0.5 which is significantly higher than the HMM-based KWS
F-Score.
This was expected to happen and is not a software problem. The recall and
precision calculation depends on the true and false positives. The HMM weakness
were the keyword models which results in small TP and small recall. The strength
was the garbage model which result in small FP and high precision.
This asymmetry between precision and recall is expected. Since the proposed
KWS can catch more instances of the keyword (because of the flexible threshold
estimation) it produces higher number of False Positives because no garbage model
to compare with. So, it will have higher recall but lower precision. Because of the
difficulty to analyse results with this high difference between precision and recall, FScore and FOM measure are also provided.
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Figure 26: The individual keywords F-Score for the proposed templatebased KWS with c = 1 and K = 6 frames.
As indicated before the aim of this experiment is not determining the proper
values of c and K but proving that the system is viable and can work with only on
example. Because of this there are several precision, recall and F-Score values for
different c and K; the FOM measure will be more appropriate in this case since it
shows the overall performance of a system using all values of its threshold making
sure that this performance is not very sensitive or adjusted to a specific threshold
value. Table 6 shows that the FOM of the proposed KWS over the test dataset was
0.54 with confidence of 0.02, which is significantly higher than the HMM-based
KWS and that the system also achieve an F-Score of 0.55
3.4.4

Discussion
From the presented results it can be seen that statistical analysis of the

matching distances between one randomly selected template and the test utterance
can indicate the position of the keyword. The figure of merit also shows that the
spotting is not sensitive to the value of c or K, which generalizes the findings.
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Unlike the HMM, the spotting performance is not dependent on the amount
and diversity of previously collected data beforehand. This is the reason why the
results of the HMM-based KWS differ from word to word according to their
representation in the training database resulting at times in words that could not be
spotted at all in any of their occurrences in the test dataset. This was not the case
with the proposed template-based KWS.
Figure 26 shows the F-Score for spotting each individual keyword using the
proposed template-based KWS with c = 1 and K = 6 as an example. It can be seen
that no single word has a zero F-Score, which means that no word has zero true
positives. This also was the case for all tested values of c in
Figure 25. However, as indicated before, the precision of the HMM is higher
than the proposed template-based KWS but with the associated high cost of a huge
amount of “garbage” (non-keyword) examples required.
To show how the amount of training data and its cost has a great effect on the
performance of the HMM-based KWS, a Receiver Operating Characteristic (ROC)
curve is drawn for both systems. A ROC curve is a graphical plot which illustrates
the performance of a classification or recognition system as its discrimination criteria
is varied. It is created by plotting the fraction of true positives out of the total actual
positives (TPR = true positive rate or recall) versus the fraction of false positives out
of the total actual negatives (FPR = false positive rate), at various criteria settings
[152, 153].
To show the effect of training data on the spotting performance, the varying
criteria for the HMM-based System will be the amount of training data represented
by the number of labelled sequences (words) used for training. While for the
proposed system it will be the parameter c and K and the TPR vs. FPR is plotted.
Figure 27 shows the ROC of both systems for detecting the 20 keywords, it can
be seen that the HMM has a recall of 0.33 with very small FPR but it needed 38870
labelled training sequence (including garbage examples) to achieve this high balance.
When reducing the amount of training data the performance started to degrade until it
became equal to the performance of the proposed system (that uses only one labelled
sequence per word) at the amount of 31740 sequences of training. After this point the
proposed system was superior to the HMM-based one.
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Figure 27: The ROC of the HMM-based and template-based (DTW) KWS.

In conclusion, the HMM-based KWS is very accurate and has the highest
spotting performance when the appropriate training data with diversity of context is
available. But for the case when limited examples are only available, the HMMbased KWS results in a much lower number of true positives than the proposed KWS
leading to very poor recall, F-Score and FOM, which makes the template-based
KWS more appropriate under these circumstances.
An important part of any template-based or DTW-based speech recognition or
keyword spotting system is the template. As pointed out earlier, typical templatebased recognition systems use several templates for each syllable to improve the
performance, which results in significantly increasing the memory and time
complexity of the system motivating researchers to abandon DTW-based systems in
the 90s.
The next section will show that because the proposed system and theory were
dependent on the statistical analysis of the matching distance, the effect of the
template is minimized. It will show that with using two state of the art different
methods for obtaining a template the spotting performance of the system was not
significantly different from using a random selected one.
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3.5 Template Forming
In order to improve the matching results in a template-based ASR task, in
general including KWS, a suggested solution is to increase the number of templates
where each template is compared to the segment of interest during matching [30]
[105]. However this technique also results in a dramatic increase in the required
memory size and processing time complexity. Consequently, the authors of [105]
introduced the Quantized DTW (QDTW) algorithm to build a more reliable single
word template from a small set of examples (8 examples). However, the Quantized
DTW causes loss of duration information because the template is shorter than most
words occurring in practice.
In this work an alternative mechanism for selecting (not building) a template
based on a k-medoids clustering [14] of a set of example spoken word templates is
proposed [30]. This overcame the problem of the shorter artificial template built
using the QDTW resulting in improvement in the spotting performance.
While both methods presented an improvement in the spotting performance of
the proposed template-based KWS when they were used to obtain the keyword
template to be used by the system, this improvement was not significant compared to
using any template (randomly selected). This limited improvement also comes with
the cost of preparing a set of examples, even if it is a small set (only 8) compared to
the tens of thousands of sequences required by the HMM, but it is still greater than
one template which was the number of examples used in the previous experiments.
This is because unlike the traditional template-based systems that use multiple
templates and a fixed threshold, the proposed system estimates the threshold based
on the distribution of the matching distances between the template and the utterance.
This means that when a different template is used, the distribution of these distances
will change and the threshold will change consequently. While in traditional systems,
where thresholds are fixed, when a different template is used the threshold will stay
the same, making the results sensitive to the template.
The next section will describe the QDTW based template building method then
the proposed k-medoid based template selection will be described. Then results are
presented for using both methods for forming templates to be used by the proposed
KWS and compared with selecting a template randomly.
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3.5.1

Quantized Dynamic Time Warping (QDTW) for Template Formation
The quantized DTW template form was introduced in [105] to build templates

for word recognition. The idea was to combine several templates together to form
one new artificial template instead of comparing several templates against the test
signal to reduce time and space complexity.
The problem is that different templates have different length so they were
introduced using DTW between every pair of templates to form a new vector
representing the average of these two templates and repeating the process again
between the produced vectors in a symmetric binary tree manner until only one
template is formed. Because of this, the number of templates needed must be a power
of two [105] [30].
The problem is that the vector resulting from averaging every pair of templates
will be shorter than both of the input templates because every two or more
consecutive points in the same row or column on the warping path will be substituted
by only one point as explained in Section 2.7.5 [105] [30]. This leads to a very short
final template loosing important duration information [30]. More details about the
QDTW and mathematical analysis can be found in Chapter 2. To overcome this
problem, selecting a real template from the same set of templates is introduced in this
work [30].
3.5.2

K-medoid based Template Selection
It is suggested here that when a small number of examples were available,

choosing one representative from among these to become the reference is better than
aggregating them together to form one. This is because using the real examples will
overcome the problem of losing the duration information of the QDTW and if the
quantization is not performed the length will become longer which also has the same
effect. Also this will align with the new trend of using the real examples for
recognition instead of artificial models or vectors [79, 89].
Because of this, it is suggested to consider the available set of examples as a
cluster and use its centre as the representative reference template for KWS. But since
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one actual (unmodified) example is needed to establish the centre of this cluster this
will be calculated using the k-medoid algorithm [115] (which is used for many data
mining problems) not the classic k-means algorithm. The k-medoids algorithm is an
adaptation of the classic k-means algorithm that chooses a representative element
from the cluster (or medoid) as the centre instead of calculating the mean of the
elements in the cluster [115, 118].
Suppose !!! is a template from a set of Y templates of a word with length !!
frames written as:
!
  !!! = [!!! , !!! , … , !!
]    
! !!

(68)

Where !!! represent a feature vector for frame number i of template number y and
where 0 ≤ ! ≤ ! − 1.
The medoid template vector !! =!!! of a set (cluster) of word templates
{!!! }, is found by:
  ! = min
!

!(!!! , !!! )     

(69)

!!!

Where !(!!! , !!! ) is the DTW distance between the two vectors, since they have
different vector lengths. DTW here is applied only to measure the similarity not to
form a new vector or template as in quantized DTW [14]; the reference will be the
real example that provides the minimum distance after DTW alignment [104]. The
idea is to find the center vector, which is the one having the minimum total distance
between it and all the members of the cluster (the rest of templates).
This approach aims to find the word template that most closely resembles all
word templates within the set of examples since it is the closest to all of them. Unlike
the k-means algorithm, which uses an artificial object as the class representative or
centre, the k-medoid algorithm uses a real object as its cluster representative. This
leads to the k-medoid providing better results in the presence of extreme outliers and
is less sensitive to noise in the data since the cluster centre is always within the core
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Table 7: The QDTW measured overall FOM and the best F-Score with the
associated precision and recall.
Measure

Value

Confidence

FOM

0.55

0.02

F-Score

0.56

0.03

Precision

0.55

0.03

Recall

0.62

0.03

Table 8: The k-medoid based template selection method measured overall
FOM and the best F-Score with the associated precision and recall.
Measure

Value

Confidence

FOM

0.56

0.01

F-Score

0.57

0.02

Precision

0.51

0.01

Recall

0.7

0.03

of the cluster distribution while applying the k-means could result in cluster centres
being positioned outside of the cluster cores [115].

3.6 Template Forming Evaluation
This section will show the spotting results of the proposed template-based
KWS using the two methods of forming the keyword template compared to selecting
a template randomly. The evaluation dataset is the same test data set used in Section
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3.4. The FOM, precision, recall and F-Score measures were measured over the
different possible values of c and K.
3.6.1

Quantized DTW results
For each of the target 20 keywords, 8 examples as suggested in [105] were

selected from outside the test dataset and the QDTW algorithm was used after
extracting the features as described in Section 3.3.1 to build a template. Then these
templates were used to search for the keywords in the test dataset using the proposed
template-based KWS.
Table 7 shows the results for using the QDTW method for building templates
and using them for spotting the keywords. Compared with the results in Table 6 of
using a template selected randomly, the FOM of the QDTW is only higher by 0.01,
which is not significantly superior.
3.6.2

K-medoid Template Selection
The same 8 examples for each keyword used to build the word templates using

the QDTW method were used to select the closest example of them to the rest using
the k-medoid method. The selected templates for the keywords were used by the
proposed KWS to search for the target keywords inside the test dataset.
Table 8 shows the overall FOM and the best F-Score with the associated
precision and recall of the KWS when the templates were selected using the kmedoid method. The FOM of the k-medoid based system is higher than the QDTW
method by 0.01 and higher than selecting a random template by 0.02 which still is
not a significant improvement.
3.6.3

Discussion
The results in Sections 0 and 3.6.2 show that using a small set of examples to

form a template for spotting keywords using the proposed statistical matching
distance histogram analysis-based KWS resulted in a small and not significant
improvement. This small improvement also in both tested methods came with the
cost of collecting eight examples per keyword while using any available template
(which is the main advantage of the system) was not significantly lower.
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This is due to the fact that the proposed histogram analysis based KWS
depends on analysing the relative matching distances between the template and the
test utterance to estimate the hit threshold. So, with every different template or
utterance a different distribution will appear leading to a new suitable threshold. In
contrast, traditional systems use a fixed threshold determined from previous tests and
experiments making these systems highly dependent on the chosen template.
Since the improvement in the performance is not worth the cost of preparing
the examples, the templates for the rest of experiments in this dissertation will be
selected randomly.

3.7 Summary
In this chapter, the theories behind the distance histogram analysis based KWS
were introduced followed by the proposed design of the system and set of
experiments for evaluation. The experiments and measurements showed first that
when a word template is slid and stretched over a test utterance, the distances tend to
change rapidly and quickly and when it reaches a keyword region the distances tend
to be relatively lower than other speech regions for several consecutive frames.
The experiments and measurements showed that these characteristics also
affect the distribution of those matching distances, which could be exploited with the
properties of the normal Gaussian distribution to estimate different thresholds for
every keyword and test utterance. This made spotting keywords with only one
example possible and viable, which will help in spotting unusual keywords that are
not available in speech training databases in, such as in the public media on social
networks.
The performance of the proposed system was comparable with the performance
of the HMM-based system when 38870 words were used to train the HMMs. When
this number was reduced to 31740, the proposed system was superior while it is
using only one example.
Two different methods were applied to form a template from a set of several
examples of the same word. However, the improvement in the performance was not
significant due to the fact that the proposed system estimate different thresholds with
every different template or utterance according to the distances distribution making it
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adjustable to different templates. Because of this, using any template selected
randomly will be the method of selecting templates because of the cost and
insignificant improvement resulting from using more templates.
The next chapter will investigate different methods for estimating the number
of consecutive frames that should have LMD values less than the threshold to declare
a hit. It will also investigate the performance of the proposed KWS in different noise
environments and in processing real user generated contents downloaded from social
networks.
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4 Chapter 4 The KWS Applied to Noisy and Spontaneous
User
Blogs
4.1 Introduction
Chapter 3 introduced template matching distance histogram KWS that uses
only one example to overcome the problem of requiring large databases for trainingbased approaches. The system was based on the idea that when a keyword example is
compared against a test utterance, the region containing the keyword will have
distances relatively lower than other regions for a number of consecutive frames K.
This has an effect on the distribution of the matching distances and was exploited to
estimate a different threshold TH for each utterance based on the parameters c and K.
The system was tested on a clean speech test dataset for different values of c
and K. While c is a constant chosen by the user according to the application to
control the precision and recall trade-off based on the Gaussian distribution
characteristics, K should not be constantly estimated since different templates have
different lengths, which will affect the number of consecutive frame having distances
lower than the threshold. Also, different speakers have different speaking rate
leading to quick transition among phonemes and a shorter number of frames, which
will affect the number of frames lower than the threshold with different utterances
and templates. This difference in durations and speaking makes selecting a fixed
number of frames a hard task.
In this chapter a modification to the KWS is introduced by adding a new
module to the system for estimating K in parallel with estimating TH, which are used
in the next stage to spot the keywords. Figure 28 shows the diagram of the proposed
system after adding the K estimation module. After extracting the features from the
template and the utterance, the template vector is stretched and matched over the
utterance vector and the minimum DTW distance is recorded with the corresponding
frame in the LMD table. A histogram is built from the LMD and its statistical mode,
Mo, and standard deviation, σ, are calculated and used to estimate the threshold, TH.
At the same time, the number of consecutive frames that must have distances less
than TH is estimated. Finally, TH and K are used to search the LMD for a hit.

90

A#$%&'#!
L.%'$/%62,!

ܣԦெ !

@#$(&'6,:!J6(%$,/#(!
&(6,:!J*9!

ሬԦே !
ܤ

*#345$%#!
Utterance
7$1#!"2'3!
wave
form

/0%

J6(%$,/#!
*+'#(+250!

ı

B$5/&5$%6,:!
ı-!#1!

#1
3

ሼ
ሺͲሻǡ
ሺͳሻǡ
ǤǤǤǡ
ǤǤǤǡ
ǤǤǤǡ
ሺሻ 
ሽ

L(%63$%6,:!%+#!
`&38#'!2"!
B2,(#/&%61#!A'$3#(!
3!

*+'#(+250!
B234$'6(2,!
K6%!J#/6(62,
3+-"$#"$*+#!N'242(#0!>;(%#3!

!
!
ሬԦ !!$,0!
ሬԦ !"'23!%+#!
"#$%&'#()!*+#,-!%+#!#.%'$/%#0!"#$%&'#!1#/%2'(!
%#345$%#!$,0!%+#!&%%#'$,/#!$'#!/234$'#0!$,0!$!3$%/+!6(!6,06/$%#0!
7+#,!
%+#!presents
06(%$,/#!
3#$(&'#0!
8#%7##,! %+#! %#345$%#(! 6(! 8#527! $!
This
chapter
three
main contributions:
%+'#(+250)! 9+65#! (&/+! $44'2$/+#(! :#,#'$55;! '#<&6'#! %'$6,6,:! %2!
1-0#%#'36,#!
Introducing%+#!
two different
methods
for estimating
K. 06""#'#,/#! 6,! %+#!
$44'24'6$%#!
%+'#(+250-!
$! =#;!
4'#(#,%#0!
+#'#! 6(!of %+#!
$&%23$%6/!
0#%#'36,$%62,!
2-$44'2$/+!
Investigating
the performance
the proposed
KWS
with the two K 2"! %+#!
%+'#(+250)!*+6(!6(!"&'%+#'!0#(/'68#0!6,!%+#!"255276,:!(#/%62,()!
estimation methods in controlled noisy environment.
!
Figure 28: The proposed modified KWS with the K estimation module.

3- Testing the performance of the KWS in a user video blogs dataset

!"#"$%&'()*+,-$./0$.+(1',2&($

! downloaded from YouTube.
*2! $00'#((! %+#! 4'285#3! 2"! (/$56,:! 1$'6$,/#-! "2'! #1#';! (%$'%6,:!
"'$3#! !-! %+#! %#345$%#! 7655! 8#! $56:,#0! $,0! /234$'#0! $:$6,(%!
In the next section, the two methods for estimating K will be introduced
(#:3#,%(!2"!"#$%&'#!1#/%2'(!76%+!06""#'#,%!5#,:%+()!>&442(#!%+$%!$!"!
followed
by experiments
for testing
the /$(#!
performance
of both"2'!
methods
in clean
5#,:%+!
"#$%&'#! 1#/%2'!
?6,! %+6(!
2"! @ABB(C!
2,#! "'$3#-!
6(!
speech.'#4'#(#,%#0!$(!ܽ
Then the effect ofሬሬሬሬሬԦ3DE-F-G-#$F!%+#,!%+#!%#345$%#!/$,!8#!0#"6,#0!
noise on the matching distances will be described followed

ԦெKWS
8;ܣ
ൌ ሾܽ
ሬሬሬሬԦǡ
ܽcontrolled
ܽெିଵ
by testing
the
in
noisy environment containing different types and
 aሬሬሬሬԦǡ
ଵ ǥ ǡ ሬሬሬሬሬሬሬሬሬሬԦሿ-!7+#'#!#%6(!%+#!!5#,:%+!!2"!!%+#!%#345$%#!
6,!
%#'3(!
2"!
%+#!
,&38#'!
2"% "'$3#()! A2'! #$/+! "'$3#! !! 6,! %+#!
levels of noise. Then the performance of the KWS is evaluated on real user video
&%%#'$,/#-! ܣԦெ ! 7655! 8#! /234$'#0! $:$6,(%! %+#! "#$%&'#(! 2"! (#1#'$5!
91
(#:3#,%(!2"!%+#!&%%#'$,/#!76%+!06""#'#,%!5#,:%+(-!&-!7+#'#!'()*#%+%
&%+%,*#!$'#!%+#!,&38#'!2"!"'$3#(!6,!%+#!76,027#0!(#:3#,%!?6%!7$(!
"2&,0! %+$%! %+6(! /21#'#0! %+#! 3$H2'6%;! 2"! 1$';6,:! 0&'$%62,(! 2"! %+#!
($3#!72'0!"2'!%+#!%#(%!0$%$8$(#C)!!

FYF
;):<&*$6=$>22)*&,2&(

Template
_%%#'$,/#!
wave
form
7$1#!"2'3!

FXF

FPF

FEF

ZF

YF

XF

PF

F

3+-"$4
+$

!
6(! '#4#$
3#,%62,
0&'6,:!%
'#/2'0#0


$
!"!"$/5

!
Q,! %+#!
/2,(#/&
%'$6,6,:
%+#!$44'
O@J!3
0#%$65(!$
<&$,%6T#
/2,%$6,6
4'#(#,%+6:+#'!2
0#(6'#00#16$%62
%+#!06(%$
!

!
9+#'#!#
6(! $! /2,
&%%#'$,/
76%+2&%!

blogs downloaded from YouTube with comparison against state of the art ASRbased keyword spotting showing the superiority of the proposed system in the target
application is introduced.

4.2 Estimating K
In this section, the two proposed methods for estimating the number of
consecutive frames that must have a relatively lower matching distance according to
the threshold TH to overcome the problem of different durations will be described.
After describing both methods, a set of experiments will be provided for testing and
comparing their performance in spotting keywords inside clean speech.
4.2.1

Ratio of Template Length K (RTL-K)

According to the theories and observations validated in Chapter 3, the distances
between the word template and the utterance segments starting from a number of
consecutive frames should be lower than or equal to the threshold if the keyword
exists. This number of consecutive frames (K) will depend on the duration of the
word inside the utterance with the speaking rate and the length of the template.
Hence, a constant number of frames will not be suitable and the value of K should be
different for every template-utterance pair. The proposed system uses only one
spoken example of the word without any modelling of the words or their duration,
which makes estimating K very vital and challenging.
The first method proposed here is to choose K to be greater than or equal to
specific ratio of the template length as an attempt to overcome the varying keyword
templates lengths. This method will be referred to as RTL-K (Ratio of Template
Length based K) [31]. In this method K is calculated as:

! = !×!

where 0 < r ≤ 1 and N is the length of the used template in frames.
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4.2.1.1 (70)
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length

Figure 29: Example of a plot for the changing rate histogram.

4.2.2

Changing Rate Histogram K Estimation (CRH-K)

The changing-rate histogram-based method for K estimation depends on building
another histogram from the LMD values for the occurrences of all segments (the
number of consecutive frames) that have the same LMD values. This new histogram
will provide temporal information about how frequently the speech content changes
in this utterance, which enables estimation of the longest number of consecutive
frames that are stable (have the same LMD) but occur infrequently (since according
to the theory behind the system the sudden drop occurs only when the keyword
exists).
This is based on the theories and the observations validated in Chapter 3 that
comparing the template with a speech segment that does not contain a similar word
results in rapid and quick changes in the LMD values, making the number of
consecutive frames having close LMD values very small. In contrast, if the keyword
exists the LMD values will remain low for a longer sequence of consecutive frames.
To estimate which number of consecutive frames have the same distance values
but infrequently occur, a histogram of the number of consecutive frames having the
same value is built like the one shown in Figure 29. The plot in Figure 29 illustrates
how the changing rate histogram decays approaching the value one. This means that
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short segments occur more frequently than the longer segments and when the length
increases the number of occurrences drops until it reaches a stable state.
In this method, K is chosen to be greater than or equal the starting point of the
stable state, since this represents a reasonably long sequence length that does not
occur too frequently. In this way, statistical information from the utterance and from
the template was used to estimate K (since the LMD was built using the template).
This will result in a different K value estimated for each utterance that will differ
according to the speaking rate of the speaker. Figure	
   30 shows four changing rate
histograms built from four different LMD obtained from comparing a keyword
template with four different speech tracks spoken by four different speakers. It can
be seen that the four decaying exponentially like histograms approach the value one
at different points resulting in four different K values. The value of K was chosen
according to:
! = !"#(ℎ ! = 1)
!
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Figure 31: The algorithm for selecting the value of K from the changing rate
histogram.

where ℎ ! represents the histogram value for a k length sequence of frames having
the same LMD values after applying histogram smoothing and binning as in Section
3.3.3. The simple algorithm for selecting K from the changing rate histogram is
shown in Figure	
   31. This method will be referred to as CRH-K (Changing Rate
Histogram based K) [43]. A match is indicated if a number of consecutive frames K
have a minimum distance less than the threshold TH. The RTL-K method needs only
the template length while the CRH-K method needs only the LMD set. The next
section will show experiments for evaluating both methods of K estimation in the
matching distances histogram analysis based KWS.

4.3 Evaluating the K Estimation Methods in Clean Speech
This section will show experiments evaluating the template matching distances
histogram analysis based keyword spotting system when the two proposed methods
for K estimation are applied. The results will be compared with the HMM-based
KWS and using the fixed number of frames as K. The testing was conducted on the
clean test TIMIT dataset used for evaluation in Chapter 3 and the templates were
selected randomly from outside the test set as concluded in Chapter 3.
4.3.1

Evaluating the RTL-K method
This section will show a set of experiments and measurements to evaluate the

RTL-K method and to find the best value of r in (70) that gives the best results for
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Figure 32: The average F-scores of detecting the 20 keywords using the
RTL-K method with different values of K (K=r×N) and c.
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Figure 33: The average precision, recall and F-score for detecting the 20
keywords using the RTL-K method when K=20% of the template length
and different values of c.

this method. It will also compare the performance of the proposed system when the
RTL-K method was used for estimating K against the HMM-based KWS
performance.
Figure 32 shows the average F-Score of detecting the 20 keywords in the clean
TIMIT dataset by using different values of K (from 10% to 100% of template length)
96

Table 9: The average precision, recall and F-score for detecting the 20
keywords with K=20% of the template length and different values of c

c

Pre

conf

Rec

conf

F-Score

conf

1.0

0.497

0.017

0.619

0.017

0.551

0.011

1.1

0.584

0.016

0.613

0.017

0.598

0.011

1.2

0.59

0.014

0.6

0.017

0.595

0.011

1.3

0.607

0.013

0.588

0.017

0.6

0.011

1.4

0.621

0.014

0.58

0.018

0.6

0.012

1.5

0.627

0.014

0.58

0.017

0.6

0.013

and different values of c. It is clear that using K=20% of the template length results
in the highest F-Scores for all values of c and hence this value will be used for
detecting the keywords in the rest of the experiments.
When K=20% of the template length, the F-Scores for different values of c are
similar. The F-Score indicates the balance between the precision and recall but it
does not indicate which approach has higher recall or higher precision. Since there is
a trade-off between the precision and the recall, a proper selection of this search
parameter will depend on the application. For example if the search is for coarse
language words, recall is very important since missing these words causes severe
consequences but if the search is for entertainment words and missing them means a
loss in usefulness of the metadata then precision may be more [47]. Hence, to select
the proper value of c when K=20% of the template length, a study of the recall and
the precision is also needed.
Figure 33 and Table 9 show the average precision, recall and F-Score for
detecting the 20 keywords when K was equal to 20% (r = 0.2) of the template length
and for different values of c. It can be seen that using c=1 gives the highest recall but
with the lowest precision and F-Score. The trade-off between the recall and the
precision can also be seen when the value of c is increased without significant
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Table 10: The FOM with the average precision, recall and F-score for detecting
the 20 keywords using the proposed system using Fixed-K, RTL-K and HMM.

HMM

Conf

Fixed-K

Conf

RTL-K

Conf

FOM

0.33

0.03

0.54

0.01

0.55

0.01

Precision

0.53

0.03

0.50

0.02

0.584

0.02

Recall

0.33

0.02

0.63

0.02

0.613

0.02

F-Score

0.4

0.03

0.55

0.01

0.598

0.01

difference in the F-Score. Other than c =1, the results are not statistically different
so, using any of these values for c will give reasonable results (also because the FScore is very similar). However, since the recall is more important for the proposed
application (detecting coarse language in user video blogs and spotting names) and
the highest value for the recall with highest F-Score is when c=1.1, which gives an FScore of 0.598 (≈ 60%), recall of 61.3% and precision of 58.4%, c=1.1, a value of
K=20% of template length will be the selected parameters of the RTL-K in the rest of
the experiments.
Table 10 shows the overall FOM, precision, recall and F-Score of the HMMbased and fixed K template matching distances histogram analysis based KWS
compared to using the RTL-K method for estimating K. It can be seen from the table
that the RTL-K method has the highest FOM, precision and F-Score of the three
systems while the Fixed-K estimation best recall was higher than the RTL-K one but
not significantly according to the 0.95 confidence interval.
The overall FOM was 0.55, which is slightly higher than the FOM when the
possible values of the fixed number of frames were tried and measured in Chapter 3.
This is because for both methods the FOM represents the average of the recall for the
tested number of frames (with less than 10 false alarms). In the RTL-K the number
of frames was fixed to the utterance but changing with the word resulting in reaching
higher maximum results at proper r-values but very low values when r increased due
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Figure 34: The average precision, recall and F-score for detecting the 20 keywords
when K estimated using the CRH-K method with different values of c

to the high threshold restriction. This affects the overall FOM but resulted in higher
maximum results when the proper r and c was selected.

4.3.2

Evaluating the CRH-K method
This section will show the performance of the proposed KWS when the CRH-

K method was applied for K estimation. Unlike the RTL-K method there is no
variable parameter that is needed to be adjusted or searched for besides c, since the
number of consecutive frames is estimated by building the changing rate histogram
for each input test utterance.
Figure 34 shows the average precision, recall and F-Score for detecting the 20
keywords for different values of c when K were estimated automatically using the
CRH-K method. The trade-off between the precision and the recall is clear with the
balance of the F-Score. It can be seen that the system can achieve a recall of 75% but
with a relatively poor precision of 42.3%. The highest F-Score is 0.57 when c=1.7
giving a recall of 67.5% and precision of 49.2%. The FOM of using the CRH-K for
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Table 11: The FOM with the average precision, recall and F-score for detecting
the 20 keywords using the proposed system using CRH-K, Fixed-K, RTL-K and
HMM.
HMM Conf

Fixed-K

Conf RTL-K Conf CRH-K

Conf

FOM

0.33

0.03

0.54

0.01

0.55

0.01

0.57

0.01

Precision

0.53

0.03

0.50

0.02

0.584

0.02

0.49

0.01

Recall

0.33

0.02

0.63

0.02

0.613

0.02

0.675

0.01

F-Score

0.4

0.03

0.55

0.01

0.598

0.01

0.57

0.01

KWS in TIMIT clean speech was 0.57 with 0.01 confidences which is higher than
the RTL-K.
From these results it can be seen that for a clean TIMIT dataset, estimating K
automatically using the LMD changing rate histogram results in higher FOM and
recall but lower precision and F-Score compared with using RTL-K method.
4.3.3

Clean Speech Evaluation Discussion
Table 11 shows the results for the HMM and the template matching distances

histogram analysis based KWS using Fixed-K, RTL-K and CRH-K methods for
estimating K. It can be seen that the RTL-K was better in terms of precision and
consequently the F-Score while the CRH-K was better in terms of recall and
consequently the FOM.
The reason behind this is that the CRH-K was designed to cope with the
speaking rate of the speaker by building the changing rate histogram to choose
smaller K for fast spoken utterances than the K for slowly spoken utterance. The
smaller the value of K that is selected the more highly probable it is to find a region
satisfying the hit condition, which increases the number of declared hits including
true and false positives (this is according to the exponential decaying behaviour
properties of the changing rate histogram). This consequently will raise the recall and
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drops the precision. While in the RTL-K, the number of consecutive frames is stiffer
since it does not change according to the input utterance. So, if the input utterance
was spoken fast, the K will not go smaller (since it is not selected through the
histogram) resulting in reducing the number of true positives and false negatives,
which will raise the precision and drop the recall.
For example, the template of the word academic was 30 frames long. This
means that using the RTL-K method with K=20% of the template length as found in
the experiments, K will equal 6 for any input utterance. While for the CRH-K, K will
be estimated after the input utterance is introduced and the changing rate histogram is
calculated. In one input utterance that was spoken fast (faster than the template
recording because of different speaker and dialect) that did not contain the keyword,
K was estimated by the CRH-K to equal 4. From the exponential decaying curve
properties like those of in Figure 29, the probability of finding six consecutive
frames is lower than the probability of finding 4 according to the number of
occurrence. This means that the CRH-K is exposed to produce a false positive more
than the RTL-K.
In the other hand, when another utterance also spoken fast was introduced and
it was containing the keyword, the probability of getting a true positive by the CRHK is higher than of getting it using the RTL-K. So, CRH-K is better for applications
that are more interested in recall and the RTL-K is better for applications that are
more interested in precision. Both systems (RTL-K and CRH-K) perform better than
the fixed-K so the comparisons in the rest of this work will be with them.

4.4 The Performance of the Proposed KWS in Noisy Conditions
The proposed template matching distances histogram analysis-based KWS was
proven to overcome the problem of low training resources of the training based
approach to search for new emerging words in society, urban words and names. This
was done in order to address the problem of spontaneous and informal speech, which
is one of the major challenges facing the analysis of user-generated videos.
Another challenge was the noise added to the speech due to the use of cheap
recording devices and recording in normal and non-isolated rooms. This section will
show that the theory behind the proposed template matching distances demonstrates
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4.4.1

The Theory behind Noise Robustness of the Proposed System

Similar to existing work, the proposed keyword spotting approach compares
feature vectors derived for a reference template with feature vectors derived for a
segment of a speech sentence under test. The system was designed based on the fact
that the distance between the word template and sections of the utterance containing
the word is small compared with the distance resulting from comparisons of the
template with other parts of the utterance that do not contain the word. This will
apply regardless of speakers and dialects. Also, while the distance between a
template and some sections of the speech that do not contain the keyword may be
small (e.g. because of similar sequences of phonemes), a long enough sequence of
such minimum distances will not occur.
This is still applicable with the presence of noise since the distance between the
template and regions that have noise and do not contain the keyword will still be
higher than the distances of regions that have noise and contain the keyword due to
the common phonemes. For example, Figure 35 shows a plot of the matching
distances resulted from comparing a keyword template against clean utterance
containing the keyword. Figure 36 shows the distances of the same template and
utterance in Figure 35 but after adding white noise with 0 dB signal-to-noise ratio
(the energy of the speech is equal to the energy of the noise).
It can be seen that all the distances have been raised because of the presence of
noise. However, the distance reduces in the region that contains the keyword
(although the reduction is less than with clean speech) but not as much as the clean
utterance. Because the threshold estimation is adaptive based on the utterance
matching distances histogram, it can be seen that the value of the threshold will be
different in each utterance to enable detection of word regions if they exist in
different conditions.
This means that also in the presence of noise, the distance histograms will
still carry the same characteristics found in the clean speech and described in Chapter
3. Compared to when the keyword is not present, when the keyword is present, the
histogram tends to have a larger variance and standard deviation (width) of the
Euclidian distances; the peak is closer to the centre; and contains a higher occurrence
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Table 12: Average variance, peak-minimum and peak-mean distances for 7500
histograms when the keywords exist and absent in different noise conditions.
Word Exists

Word does Not Exist

Peak-

peak-

peak-

peak-

Var

Conf

min

conf

mean

conf

Var

conf

min

conf

mean

conf

0SNR

0.663

0.005

2.106

0.051

0.322

0.025

0.627

0.003

1.775

0.035

0.481

0.018

5SNR

0.977

0.005

3.979

0.072

0.164

0.044

0.859

0.006

3.117

0.045

0.573

0.032

10SNR

1.163

0.011

4.784

0.094

0.265

0.041

0.969

0.007

3.664

0.052

0.559

0.038

15SNR

1.069

0.013

4.318

0.113

0.337

0.044

0.916

0.007

3.362

0.060

0.642

0.034

20SNR

1.171

0.015

4.823

0.109

0.434

0.051

0.996

0.007

3.700

0.056

0.699

0.042

25SNR

1.279

0.018

5.179

0.121

0.499

0.851

1.059

0.009

3.924

0.048

0.795

0.035

30SNR

1.350

0.019

5.724

0.127

0.341

0.065

1.092

0.009

4.234

0.055

0.699

0.032

0SNR

0.937

0.002

3.056

0.047

0.122

0.031

0.786

0.004

1.825

0.036

0.386

0.014

5SNR

0.996

0.009

4.229

0.055

0.148

0.044

0.839

0.004

2.767

0.035

0.401

0.021

10SNR

0.997

0.011

4.409

0.076

0.238

0.042

0.858

0.004

2.964

0.031

0.429

0.028

15SNR

1.087

0.012

4.468

0.104

0.281

0.046

0.900

0.007

3.162

0.053

0.455

0.020

20SNR

1.199

0.014

5.023

0.097

0.292

0.053

0.976

0.008

3.700

0.050

0.559

0.030

25SNR

1.348

0.019

5.329

0.113

0.364

0.054

1.000

0.011

3.838

0.048

0.837

0.031

30SNR

1.409

0.018

6.044

0.106

0.260

0.063

1.022

0.010

4.127

0.059

0.725

0.029

clean

1.613

0.009

5.977

0.139

0.840

0.081

1.266

0.008

4.471

0.049

1.199

0.034

white

Babble

of small distances (this makes the peak tend to the right of the centre since there are
occurrences of small distances).
To validate and generalize these properties, the average variance, peak to
minimum difference and peak to mean difference have been measured as in Chapter
3 but for 7500 histograms built from the distances of matching 20 word templates to
7500 speech sentences in different noise conditions and two types of noise (white
and babble). 	
  
Table 12 shows the results of these measurements when the keyword was
present and in case of absence in different noise conditions. In Table 1, Var is the
average variance, Conf is 95% confidence interval, Peak-min is the distance between
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the peak of the histogram and its left boundary and Peak-mean is the distance
between the peak of the histogram and its mean).
It can be seen that the histograms variance was higher when the keyword
exists in all cases compared to when the keyword is absent. Also, the difference
between the histogram peak and the minimum (left boundary) is always higher when
the keyword exists than when it is absent, which means that when the keyword exists
the peak tends to be at the right side of the histogram and at the left side when the
keyword does not exist. Also the peak is closer to the mean when the keyword exists
in all cases compared to when the keywords are absent. Since the distance
histograms still hold the same properties in noisy environment as in clean speech (but
with different values) it is believed that this system using these properties can still
survive in mismatched conditions (when the template is clean and the speech is
noisy).
The next sections will provide a set of experiments testing the performance of
the proposed template matching distances histogram analysis based KWS with the
RTL-K and CRH-K methods for K estimation in speech contaminated with two types
of noise and different noise levels. The results also will be compared against the
performance of the HMM-based KWS.
4.4.2

Noisy Test Dataset
For testing in noisy speech, the set of the 500 utterances used to evaluate the

systems in clean speech in Chapter 3 is selected here initially. Then two types of
noise were added (white and babble noise) along with 8 SNR conditions (0, 5, 10, 15,
20, 25, 30 and ∞) dB where SNR=∞ dB means noise free. This resulted in 15 noisy
databases. Besides testing the noisy speech without filtering, each database was then
processed by one of the 16 common enhancement filters as in [3, 92]. The used
common enhancement filters are listed with their original references are listed in
Table 13 like in [3]. This resulted in total in 255 databases each containing 500
utterances. Then the proposed KWS with the RTL-K and CRH-K methods and the
HMM-based KWS were tested on each one of these datasets similar to [3] by using
them to search the spoken documents for words.
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Table 13: The used common 16 enhancement algorithms with references [3].
Enhancement Algorithm

Reference

SSUB

[5]

MBAND

[6]

RDC

[7]

Wiener-as

[8]

Wiener-wt

[9]

MMSE

[10]

MMSE-SPU

[10]

logMMSE

[10]

logMMSE-SPU-1

[11]

logMMSE-SPU-2

[11]

logMMSE-SPU-3

[12]

logMMSE-SPU-4

[13]

STSA-weuclid

[14]

STSA-wcosh

[14]

KLT

[15]

pKLT

[16]

For the proposed KWS only one template was selected randomly from outside
the test database for each keyword as appraised in Chapter 3 and used in [42, 43].
While for the HMM-based approach, a HMM has been built for both the garbage
model and each keyword using the occurrences of the keywords in the training
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portion of the TIMIT speech database (3696 utterances spoken by 462 speakers)
using the HTK tool [2]. For both systems, cepstral mean subtraction (CMS) [108]
was applied to enhance the features after enhancing the speech as in [3].
It is important to mark that the objective of this test is not to identify the best
speech enhancement algorithm as we are not evaluating the enhancement algorithms,
but is to prove that the distance-histogram template based KWS is superior to a
HMM approach in noisy conditions, even when applying signal or feature
enhancement algorithms. So, the comparison will be between the best results (FOM,
F-Score, recall and precision) obtained by each KWS method in every type and level
of noise with any enhancement algorithm.
4.4.3

Performance Evaluation Results
The set figures starting from Figure 37 to Figure 44 shows several bar charts of

the average F-Score of the HMM KWS and the proposed system using the RTL-K
and CRH-K methods for K estimation applied on the white noise contaminated
dataset. Each bar chart shows the results obtained in contaminated dataset with
specific SNR levels after pre-processing the dataset by the speech enhancement

HMM
RTL-K

pKLT

KLT

STSA_wcosh

STSA_weuclid

logMMSE_SPU_4

logMMSE_SPU_3

logMMSE_SPU_2

logMMSE_SPU_1

Log_MMSE

MMSE_SPU

MMSE

wiener_as

wiener_wt

RDC

MBAND

CRH-K

Noisy
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0.45
0.4
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0.3
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0.2
0.15
0.1
0.05
0

SSUB

F-score

algorithms of Table 13.

Figure 37: Average F-Score for the HMM based KWS and proposed system using
RTL-K and CRH-K for K estimation of the white noise contaminated datasets
with SNR=0 and using the 16 speech enhancement algorithms.
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Figure 38: Average F-Score for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR=5 and using the 16 speech enhancement algorithms.
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Figure 39: Average F-Score for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR=10 and using the 16 speech enhancement algorithms.
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Figure 40: Average F-Score for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR=15 and using the 16 speech enhancement algorithms.
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Figure 41: Average F-Score for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR=20 and using the 16 speech enhancement algorithms.
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Figure 42: Average F-Score for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR=25 and using the 16 speech enhancement algorithms.
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Figure 43: Average F-Score for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR=30 and using the 16 speech enhancement algorithms.
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Figure 44: Average F-Score for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR= ∞ and using the 16 speech enhancement algorithms.

The label “Noisy” indicates the F-Score of the systems without applying any
speech enhancement algorithm. In SNR=∞ the speech is clean and not contaminated
and that is why the results are worse when applying the filters as can be seen in
figures from Figure 37 to Figure 44, as this adds side effects (removing some speech
data like weak consonants) without any benefits.
It can be seen that for all tested SNR levels, when using the same filter, the
RTL-K and CRH-K has similar results. However, both of these methods result in
significantly higher F-Scores than the HMM for all levels of SNR using all the tested
filters except the pLKT filter when SNR>=25. Further, the pKLT was the worst
performing filter and the proposed system gives much higher results using the other
filters at the same SNR levels. More importantly, in severe conditions when SNR=0,
the HMM was not able to detect many keywords, with a maximum F-Score of 0.076.
In contrast, the RTL-K and CRH-K results in a maximum F-Score of 0.463 and
0.471, respectively, in 0 SNR which is significantly higher than the HMM in both 0
SNR and even in clean speech. Further, for the 15 SNR the RTL-K and CRH-K give
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F-Score of 0.447 and 0.477 respectively without using any enhancement algorithm
which is also higher than the HMM F-Score in clean conditions.
The same pattern of results appeared for the dataset contaminated with babble
noise. The HMM performance was slightly higher than its performance in white
noise but the performance of both the RTL-K and CRH-K methods for K estimation
of the proposed system was always higher than the HMM using all the filters in all
tested SNR levels like the white noise results. Also in SNR=0, HMM performance is
still very poor with a maximum F-Score of 0.104 while the CRH-K has maximum FScore of 0.436 which significantly higher than the HMM in 0 SNR and even in clean
speech.
Table 5 provides a summary of results presented from Figure 37 to Figure 44 ,
by listing the maximum F-Score for each system in every tested SNR level in the
white and babble noise. It also provides deeper insight to the results by listing the
corresponding precision and recall. The result highlighted by bold font is the
maximum of its type (precision, recall or F-Score) in this SNR level (row).
It is obvious that the CRH-K gives the highest recall in all cases and that RTLK gives the highest precision in all cases except in 0 SNR babble noise the CRH-K
precision was higher but by only 0.011. This differs regarding the F-Score, where
RTL-K gives the highest F-Score for SNR>=20 in both types of noise. For SNR <20,
the RTL-K has highest F-Score when SNR=5 in white noise and when SNR=10 in
babble noise and the six rest cases CRH-K has the highest F-Score. It is also obvious
that HMM was out of the game in all cases.
The set of figures starting from Figure 45 to Figure 52 show the several bar
charts of the average FOM of the HMM KWS and the proposed system using the
RTL-K and CRH-K methods for K estimation applied on the white noise
contaminated dataset. Each bar chart shows the results obtained in contaminated
dataset with specific SNR levels after pre-processing the dataset by the speech
enhancement algorithms of Table 13.
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Table 14: The maximum precision, recall and F-Score for detecting the 20
keywords using the three KWS systems after pre-processing the speech with the
speech enhancement algorithms for different levels of SNR.

HMM

Noise/SNR

Pre

Rec

F

RTL-K

CRH-K

conf

Pre

Rec

F

conf

Pre

Rec

F

conf

White
0 dB

0.119 0.056 0.076

0.017

0.537

0.406

0.462

0.018

0.383

0.613

0.471

0.012

5 dB

0.234 0.144 0.178

0.029

0.505

0.588

0.543

0.016

0.451

0.619

0.521

0.014

10 dB

0.379 0.213 0.272

0.026

0.505

0.588

0.543

0.016

0.467

0.656

0.546

0.012

15 dB

0.435 0.263 0.327

0.029

0.516

0.594

0.552

0.013

0.481

0.671

0.560

0.013

20 dB

0.479 0.288 0.359

0.029

0.543

0.600

0.570

0.012

0.477

0.663

0.555

0.013

25 dB

0.530 0.313 0.393

0.029

0.584

0.606

0.595

0.015

0.491

0.670

0.567

0.014

30 dB

0.534 0.319 0.399

0.029

0.584

0.613

0.598

0.013

0.491

0.670

0.567

0.013

∞ dB

0.534 0.325 0.404

0.029

0.584

0.613

0.598

0.011

0.492

0.675

0.569

0.011

0 dB

0.144 0.081 0.104

0.018

0.444

0.319

0.371

0.011

0.455

0.419

0.436

0.012

5 dB

0.315 0.169 0.220

0.023

0.495

0.456

0.475

0.012

0.492

0.563

0.525

0.012

10 dB

0.439 0.269 0.333

0.029

0.544

0.550

0.547

0.014

0.475

0.638

0.544

0.012

15 dB

0.439 0.288 0.347

0.029

0.525

0.613

0.565

0.013

0.492

0.669

0.567

0.013

20 dB

0.480 0.300 0.369

0.029

0.573

0.606

0.589

0.015

0.492

0.675

0.569

0.013

25 dB

0.480 0.325 0.388

0.030

0.584

0.613

0.598

0.016

0.492

0.675

0.569

0.014

30 dB

0.526 0.319 0.397

0.029

0.584

0.613

0.598

0.013

0.492

0.673

0.569

0.013

∞ dB

0.534 0.325 0.404

0.029

0.584

0.613

0.598

0.011

0.492

0.675

0.569

0.011

Babble
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Figure 45: Average FOM for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR=0 and using the 16 speech enhancement algorithms.
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Figure 46: Average FOM for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR= 5 and using the 16 speech enhancement algorithms.
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Figure 47: Average FOM for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR=10 and using the 16 speech enhancement algorithms.
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Figure 48: Average FOM for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR= 15 and using the 16 speech enhancement algorithms.
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Figure 49: Average FOM for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR=20 and using the 16 speech enhancement algorithms.

0.6
0.5

0.3

KLT

pKLT

STSA_wcosh

STSA_weuclid

logMMSE_SPU_4

logMMSE_SPU_3

logMMSE_SPU_2

logMMSE_SPU_1

Log_MMSE

MMSE_SPU

MMSE

CRH-K

wiener_as

0

wiener_wt

RTL-K
RDC

0.1
MBAND

HMM

SSUB

0.2

No_Filter

FOM

0.4

Figure 50: Average FOM for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR= 25 and using the 16 speech enhancement algorithms.
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Figure 51: Average FOM for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR=30 and using the 16 speech enhancement algorithms.
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Figure 52: Average FOM for the HMM based KWS and proposed system
using RTL-K and CRH-K for K estimation of the white noise contaminated
datasets with SNR= ∞ and using the 16 speech enhancement algorithms.
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Table 15: The maximum FOM for detecting the 20 keywords using the three
KWS systems after pre-processing the speech with the speech enhancement
algorithms for different levels of SNR.
Noise/SNR

HMM

RTL-K

CRH-K

FOM

Conf

FOM

Conf

FOM

Conf

0 dB

0.056

0.017

0.404

0.021

0.507

0.018

5 dB

0.144

0.029

0.459

0.021

0.525

0.017

10 dB

0.213

0.026

0.499

0.020

0.539

0.018

15 dB

0.263

0.029

0.513

0.019

0.553

0.019

20 dB

0.288

0.029

0.544

0.017

0.569

0.017

25 dB

0.313

0.029

0.55

0.018

0.57

0.016

30 dB

0.319

0.029

0.55

0.018

0.57

0.016

∞ dB

0.325

0.029

0.55

0.014

0.57

0.014

0 dB

0.081

0.018

0.282

0.014

0.358

0.012

5 dB

0.169

0.023

0.385

0.015

0.449

0.012

10 dB

0.269

0.029

0.471

0.017

0.538

0.015

15 dB

0.288

0.029

0.508

0.019

0.57

0.016

20 dB

0.300

0.029

0.55

0.019

0.57

0.018

25 dB

0.325

0.030

0.55

0.018

0.57

0.017

30 dB

0.319

0.029

0.55

0.018

0.57

0.017

∞ dB

0.325

0.017

0.55

0.014

0.57

0.014

White

Babble

Table 15 provide a summary of the results shown from Figure 45 to Figure 52
by listing the best FOM for every KWS in the corresponding noise type and level
including the babble noise. Like the F-Score results, for all tested SNR levels when
using the same filter, the RTL-K and CRH-K has significantly higher FOM than the
HMM based KWS. But in terms in FOM both RTL-K and CRH-K based systems
have insignificant difference between their performance except in severe noise
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conditions when SNR = 0 and 5 the CRH-K has significantly higher FOM than the
RTL-K.
This is due to the facts mentioned in Section 4.3.3 that when there is a factor
making a strong difference between the input utterance and the template (speaking
rate in the clean speech case and severe noise in the noisy case) the CRH-K will
choose a different appropriate K every time according to the changing rate histogram
while the RTL-K keeps the value of K as a ratio of the template length. This
increases the probability of a hit for the CRH-K and reduces it for the RTL-K
especially when the difference is maximized in severe noise conditions.
Also, in severe conditions when SNR=0, the HMM was not able to detect
many keywords, with a maximum FOM of 0.056. In contrast, the RTL-K and CRHK results in a maximum FOM of 0.404 and 0.507, respectively, in 0 SNR which is
significantly higher than the HMM in both 0 SNR and even in clean speech.
Another important remark is starting from SNR = 20 in white noise and 15 in
babble noise the CRH-K gave the same FOM as clean speech. The RTL-K did the
same thing starting from SNR = 25 in white noise and 20 in babble noise. Also that
from Figure 50 that the performance of both CRH-K and RTL-K in noisy speech was
not significantly lower than their performance in the enhanced one.
4.4.4

Evaluation Summary
From all of the results presented above it can be concluded that in noisy

conditions, the HMM performance is very poor compared to the proposed system
and is not viable in severe noise conditions. Also, in general the RTL-K method for
estimating K gives the highest precision in approximately all cases and the highest FScore when SNR>=20 while the CRH-K gives the highest recall in all cases and
tends to get the highest F-Score when SNR<20. The CRH-K also gives the highest
FOM in all cases and was significantly higher than the RTL-K in severe noise
conditions.
It can be seen from these results that the proposed template matching distances
histogram analysis based KWS with both methods gives significantly higher results
than HMM using all the tested enhancement filters. This means that the histogram
analysis method itself is more resistant to the noise than HMM regardless of the
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enhancement filters. And that it is viable in noisy speech like the conditions of the
user generated video blogs.

4.5 The Performance of the Proposed KWS in User Generated
Videos
In Chapter 3 and Section 4.3, the template matching distances histogram
analysis based KWS was proven to handle the problem training data and context
dependency of the training-based approach by using only one example making it
suitable to work on spontaneous informal speech. It was also proven to be viable in
severe noise conditions and to perform very close to clean conditions performance in
medium noise levels (SNR>=20) in Section 4.4. Since these two challenges
constituting the main challenges facing the analysis of user generated video blogs
audio track, it is believed that the template matching distances histogram analysis
based KWS is suitable for this challenging task.
This section will show how the system is able to work in user generated video
blogs by testing its performance in searching for a set of challenging words inside a
set of user generated video blogs audio tracks downloaded from YouTube. The set of
keywords subject for search includes a number of swearing words and entities
names. This is relevant also to the problem of identifying offensive user generated
contents and looking for videos containing or talking about specific names. The
performance will be compared against other training based approach for the same
task.
The next sections will describe the test dataset followed by a description of the
state of the art systems compared with the proposed KWS. Then the results will be
provided with a discussion about their performance.
4.5.1

The Test Data Set
For testing on user generated video blogs, a set of 250 English audio tracks of

YouTube User Blogs video clips were used, with 80 videos containing the keywords
(8 utterances for each keyword) from different speakers, genders and accents. The 10
keywords were a mix of seven coarse language words selected from the Urban
dictionary [72] and the names of products or persons. The words set is “swear word
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1”, “swear word 2”, … , “swear word 7” (offensive), “The Hurt Locker”(movie),
“Osama Binladen” (person) and “iPad” (product).
This set of words was selected to simulate the significant challenges of KWS in
video blogs, such as the automatic identification of videos with inappropriate content
[21], or assisting manufacturers to collect feedback of their product from the Internet.
The last three words were chosen, as they were popular topics of conversation in user
video blogs at the time the research was conducted and also they resemble the
problem of searching for unusual names [43].
To our extent of knowledge, these words are not included in standard video
spoken content test databases and so they have to be collected manually. The shortest
video clip was 33 seconds long and the longest was 3 minutes with an average length
of 1.24 minutes.
The experiments in Section 4.4 showed that the adaptive threshold estimation
for the template based KWS using the distances histogram analysis is more tolerant
to mismatched conditions between the example and the test data than the HMM. This
included mismatching as a result of noise or the side effect of enhancement filtering,
which can remove weak consonants and fricatives from the speech in addition to the
noise [91].

Since every speech enhancement technique performs differently in

different noise types and levels which is very difficult to be estimated automatically
and blindly without prior knowledge [3, 92] it has been decided to do not use any of
the speech enhancement filters in the video dataset and to compare the system on the
noisy data. This is because it has already proven that the relative distance measuring
in the template based system was more tolerant to the mismatched conditions in all
cases whether enhancement filtering was applied or not.
4.5.2

The ASR-based Systems

An HMM-based system could not be built for this type of keywords since there
are no known speech corpuses that include such words as mentioned earlier which
expresses the flexibility problem of HMM-based KWS which. This is one of the
major problems of the HMM-based approach that it is infeasible to build in many
cases when the word level context dependent training data is not available.
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So, the results of the proposed system on the user video blogs dataset were
compared with two existing ASR-based systems with 1-best hypothesis for keyword
spotting as in [22, 154]. The two ASR-based systems are Pocketsphinx speech
recognition system which is based on HMM [155, 156]
Automatic

Transcription

and

the

YouTube

service (which uses Google speech recognition

techniques to provide automated captions for video [48, 157]).
Pocketsphinx is a well-trained HMM-based ASR system that was built by training
HMMs for 39570 context-dependent triphones with a 5-state Bakis topology and
semi-continuous output probabilities. It was trained from a 1600 utterances speakerindependent training corpus, using 256 tied Gaussian densities, and 1245 tied
Gaussian Mixture Models [155]. Pocketsphinx gives 86.05% accuracy when tested
on DARPA resource management corpus [155, 158]. The YouTube transcription
service has been chosen since it uses the same recognition system used in the widely
used commercial system Google Voice [157] and it is the currently working
transcription system in YouTube.
4.5.3

Performance Evaluation Results
Table 16 shows the average precision, recall, F-Score and FOM for the two

tested ASR-based KWS systems (Pocketsphinx and YouTube-Transcriber) and the
proposed systems using the RTL-K and CRH-K methods for K estimation. It is clear

Table 16: The average precision, recall and F-score for the tested systems for
detecting the 10 keywords in the YouTube Video Blogs dataset.

Method

Pre

conf

Rec

conf

Pocket-sphinx

0.4

0.04

0.063

0.01

0.11

0.7

0.04

0.25

0.02

RTL-K

0.63

0.01

0.60

CRH-K

0.60

0.01

0.71

YouTubeTranscriber
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F-Score conf

FOM

conf

0.01

0.063

0.01

0.37

0.02

0.25

0.02

0.02

0.62

0.02

0.61

0.02

0.01

0.65

0.01

0.64

0.02

that both RTL-K and CRH-K give higher recall, F-Score and FOM than both the
ASR-based systems. In fact the Pocketsphinx gives a very poor and unacceptable
recall of only 0.063 (6.3%) and the lowest precision and F-Score. While the
YouTube-Transcriber gives the highest precision of 0.7 (70%) but it still gives a poor
recall of 0.25 (25%) and poor F-Score of 0.368 (36.8%). It is clear also that the
CRH-K gives the highest recall and F-Score and FOM while that the precision of the
RTL-K is higher than the CRH-K precision.
4.5.4

Discussions
The very poor performance of Pocketsphinx was mainly because it could not

detect any occurrence of 6 from the 10 keywords while the YouTube-Transcriber
could not detect any occurrence of 3 of these words which is very similar to the
HMM case in clean speech in Section 4.3. In contrast, this does not occur with both
RTL-K and CRH-K, since they did not have 0 precision, recall or F-Score for any
keyword.
Another important remark is that the precision for the detected words by both
the ASR-based systems was very high (equal to 1) but because many words have
zero true positives the average result was low. This is due to the nature of recognition
systems chosen, which is when a segment is misrecognized, it will be assigned to one
label from the vocabulary which is very unlikely to be the keyword. This is because
in this case the probability of this label to be the keyword will be 1/(vocabulary size)
that is very close to zero in a large vocabulary system if the keyword is in the
vocabulary and zero if it is not. This results in no false positives counted for the
subject keyword in the results presented here [43].
The results of the user video blogs in Table 16 are better than the clean TIMIT
results in Table 11, as expected, because the average length of the video blogs is 1.24
minutes while every TIMIT recording contains only one sentence in few seconds.
This results in more speech segments compared to the word template which means
more distances will be recorded in LMD(n) leading to larger statistical sample space
producing reliable distribution [145] and histograms for estimating the threshold and
K as well [31]. This larger sample size enabled also the CRH-K from estimating K
more accurately resulting in higher F-Score than the RTL-K which was not the case
in the TIMIT test set results in Table 11.
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4.6 Summary and Conclusion

In this chapter three major contributions were introduced. The First
contribution was developing two methods for estimating the appropriate number of
consecutive frames K having matching distances less than the threshold to declare a
hit. One method was to select K as a ratio of the used template length (RTL-K) and
the second method was selecting K by analysing the changing rate histogram built
from the matching distances.
It was shown that both methods were superior to the HMM based approach and
to using fixed constant number of frames as K in the template matching distances
histogram based KWS when tested on the same clean TIMIT dataset used in Chapter
3. The RTL-K gives higher precision and F-Score than the CRH-K while the CRHK gives higher recall and FOM. This was because for each new input utterance the
CRH-K estimates a new K to cope with its conditions (like the speaking rate and
noise) resulting in higher probability of declaring a hit leading to higher number of
true and false positives than the RTL-K that changes K only with each template but
not for each input utterance.
The second contribution was showing that the proposed template matching
distances histogram analysis based KWS with both K estimation methods is noise
robust and can tolerate the mismatch between the template and test utterance
conditions. This was done by demonstrating how the adaptive threshold estimation
estimates different threshold for every different input utterance whether it is noisy or
clean.
It was shown by extensive experiments that the proposed KWS was superior to
the HMM-based KWS in two different types of noise different SNR levels when the
speech was enhanced using the common 16 enhancement filters. It was shown that
for all cases the proposed template based KWS was superior to the HMM and it was
viable in severe noise conditions unlike the HMM. The CRH-K performance was
significantly higher than the RTL-K in severe noise conditions (SNR=0 and 5) while
the different was not significant in higher SNR. In general the proposed template
matching distances performance was higher than HMM in all conditions regardless
of the enhancement filters.
124

The third contribution was applying the template matching distances histogram
analysis based KWS to search for a set of offensive keywords and entities names in a
set of downloaded user video blogs from YouTube and comparing it’s performance
with two state of the art ASR-based systems (Pocketsphinx and YouTube
Transcriber). An HMM-based system in word level could not be built because of the
lack of training data. The results show that both RTL-K and CRH-K have better FScore and FOM than both ASR-based systems and that the CRH-K has higher FScore and FOM than the RTL-K unlike the clean dataset case. This is because the
longer the utterance the more statistical space available to estimate K accurately.
From all the results presented in this chapter the proposed template-based
KWS is able to work in user generated video blogs and it was able to detect a set of
offensive keywords and entities names in a set of 250 videos downloaded from
YouTube with Figure of Merit of 0.65. The next chapter will show how this system
can be used beyond just finding keywords by helping in automatic temporal opinion
analysis of user generated video blogs.
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5 Chapter 5 Temporal Sentiment Analysis
5.1 Introduction

This chapter of the thesis introduces a system for temporal sentiment analysis
of video product reviews that determines at which time points the speaker is talking
positively, neutrally or negatively about a product. This is done via analysing the
audio stream only. The system also includes a proposed post-processing step for the
Naïve Bayesian classifier to cope with different language styles and different ASR
error rates obtained with different videos to cope with the diversity of speakers,
accents and recording conditions.
Then it also presented is an investigation via extensive experiments, into the
effect of the inaccurate ASR output transcriptions on the sentiment analysis.
Applying ASR to analyse videos was not successful in the past due to the high word
error rate [37], especially when the speech is non-read (spontaneous) [39, 40, 67]
such as the spoken content of user generated videos. However, since not every word
is very important in sentiment analysis it is believed that the error rate effect can be
minimized [36].
This investigation discovered that most of the error occurs in recognizing
names. Hence, to minimize the ASR error effect, a modification to the system is
proposed to incorporate keyword spotters introduced in the preceding chapters to
filter the statements that are not talking about the product. It will prove also by
experiments that adding keyword spotters improves the sentiment classification
performance for both Naïve Bayesian classifier and the support vector machine
sentiment classifiers.
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Figure 53: The proposed temporal sentiment detection schema.

5.2 Temporal Sentiment Detection in Video blogs Reviews Schema
A description of the proposed schema for temporal sentiment detection is
shown in Figure 53. The first step is extracting the audio stream, which is then
processed using ASR to generate a text transcription. Then, the generated text is
classified using a Naïve Bayesian textual sentiment classifier. The final step is postprocessing the Naïve Bayesian classifier output probabilities to produce a firm
decision, as will be explained in more details in the following subsections.
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5.2.1

Transcription Generation using ASR
The ASR selected to be used in this system is the YouTube Automatic

Transcriber which uses the same ASR system used in the popular commercial system
Google Voice [157]. This system was chosen because it was proven by experimental
comparison in the preceding chapters that the YouTube transcriber offers superior
performance to an alternative speech recognizer Pocketsphinx [155, 156] when
analyzing the spoken content of YouTube videos in [30, 43].
There are no published reports about the performance of the YouTube
transcriber. Hence, a test was conducted to evaluate its word error rate by manually
counting the number of correctly recognized words from a set of 17839 words
spoken in user video blogs that is described in more details in Section 5.3.1. An
expert listener in an offline environment conducted the evaluation when he was
allowed to replay any unclear video clip and the word error rate was found to be
25.3%. However as proved earlier in the preceding chapter experiments and will be
validated by more experiments in this chapter, it has a problem in recognizing
products names which constitutes a non-small portion of this word error rate.
5.2.2

Naïve Bayesian based Sentiment Training and Classification
The generated transcriptions using the chosen ASR system will be in the form

of the short statements the blogger is speaking them. The next step is introducing the
ASR generated text statements to the textual sentiment classifier. Since previous
research [119, 123, 124, 137] showed that Naïve Bayesian classifier outperforms the
SVM, it was initially chosen to classify the generated statement in the proposed
schema. Results comparing with the SVM approach will be presented in Section 5.7.
The sentiment Naïve Bayesian classifier relies on calculating the probability of
a class given a set of features extracted from an appropriate amount labelled text
examples (training data). Based on Bayes theorem, this can be expressed as:
! !! =

! ! ! !(!)
!(!)
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(72)

Where F={f1,f2,…fn} is the set of features (tokenized words extracted from the input
text) and the class set C ={positive, negative} which are the two target classes [126,
138, 159]. The features are extracted using a simple word tokenizer that uses the
delimiters {. , ; : ' " ( ) ? ! Tab carriage-return and line-feed} as separators.
To ensure robust probability estimation for the classes given the extracted
feature vectors, these features need pre-processing to select the important features
only (feature selection or reduction) and avoid repetitions. This is done through two
important steps:
1) Word Stemming: is the process for reducing inflected (or sometimes derived)
words to their stem, base or root by removing the common morphological and
inflexional endings from words for word normalization. This is very
important for factoring out a significant number of morphological and
semantic differences between linguistic expressions in text categorization
applications [160]. For example, if the words “displaying”, “displayer” or
“displayed” were extracted by the tokenizer from input text they will be
converted to their root word or token which is “display”. This will avoid
obtaining different small ineffective probability values for different words
(“displayer”, “displayed” and “displaying”) that imply the same meaning and
will result in one higher effective probability value for the root word
(“display”). In addition, if a derived word found in an input text from a test
set that was NOT in the training data (such as “displays” for the previous
example), it still can be effective in the classification since other derived
word/s from the same root were in the training data. The most common
popular stemming algorithm is the Porter Stemmer [161] available on [162,
163], which is the one used in this thesis.
2) Stop-word removal: is the process of removing words that are frequently
used and do not affect the classification and do not carry significant semantics
(sentiment) such as “and”, “are”, “is” ,”an” …. etc [164]. This is to prevent
the probabilities of associating such words with any of the target classes from
affecting the classification since they do not carry or imply any sentiment or
polarity. Different text categorization applications use different stop-word
lists that are suitable for class domains [165]. For example, the word “like”
can be considered as a stop word for a text spam classifier since it does not
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carry any meaning that distinguishes between spam and non-spam mail.
However, it is an important word for sentiment classification since it indicates
positive polarity. Because of this the stop-word list used in the proposed
schema in this thesis is one designed especially for sentiment detection that
is available and included in the used Amazon reviews training corpus [140].
The Naïve Bayesian classifier used in this system is trained similar to the one
in [126] using the Amazon product review database. The Amazon product reviews
database initially contained 4000 reviews about 4 different product domains [139].
Then it was expanded to include 38,548 reviews in total with 16,576 negative
reviews and 21,972 positive ones about products from 25 different domains and
available with the suitable stop-word list at [140]. The Amazon product review
database was built through collecting real reviews from normal users containing
casual informal language (even swear words) making it suitable for social media
applications gaining high popularity in the last few years and used by many
researchers like in [22, 166-168]. The Naïve Bayesian classifier in this thesis was
built using the common machine learning tool WEKA in a way very similar to and
by the help of the producers of the online available classifier at [169] which gives a
10 fold cross validation F-Score of 78%.
5.2.3

Class Boundaries Estimation
The recognized statements are introduced to the Naïve classifier to be

classified to one of the three classes: negative, neutral and positive. The classifier
output will be the probability of each input statement being either positive or
negative according to (72) satisfying the probability condition:
                                                          !! ! + !! ! = 1  
!"#ℎ                    0   ≤ !! ! ≤ 1                !"#                0   ≤ !! ! ≤ 1

(73)

Where Ps(p)   is the probability of statement   s   being positive and   Ps(n)   is the
probability of it being negative. These probabilities do NOT give a hard decision
about the statement sentiment class since the expected values can be any number
between 0 and 1. Usually, the class is decided using thresholds that define the
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boundaries between the classes (negative, neutral and positive) and these thresholds
are selected to be the ones giving the best results for the application [126].
However, using a fixed number as an absolute threshold is a non-flexible
solution for the problem since the threshold is selected based on testing using
specific test data, and the threshold may be over fitted for this data, resulting in
unexpected results when a different dataset is introduced. This will be very essential
to our target application, since it deals with videos from social networks produced
from different speakers from different ethnics with different favored terminologies
and accents and a non-accurate text that is generated from an ASR with different
error rates for each different speaker and video [36].
Hence, this chapter proposes clustering the probabilities of all the statements
that constitute the input video to three clusters then all the statements that belong to
the cluster with the center having the highest Ps(p)   among the three clusters to be
positive. All the statements belonging to the cluster with the center having the lowest  

Ps(p)   will be classified as negative and the remaining cluster statements will be
classified as neutral. It will be shown that clustering the statement probabilities
resulted in significantly better F-Scores compared to fixed thresholds with the extra
advantage of eliminating any parameter tuning or adjusting. Then, by retrieving the
stored time stamps for each statement, it will be easy to mark which time periods of
the video contain positive, negative or neutral opinions about the product. The next
section will explain how the fixed threshold was used in this thesis followed by
explaining how the clustering was used.
5.2.4

Identifying Classes Boundaries using Thresholds
By the definition of neutrality, the ideal case is that a statement is considered

neutral if:
  !! ! = !! ! = 0.5    

(74)

But having a probability of a statement being positive 53% may still be considered
neutral in practice since the difference is not significant (50% compared with 53%)
especially since these probabilities are generated from a statistical model that
depends on the sample size (training data) and have a margin of error. As an example
for the fuzziness in reality and the hard threshold in applications, if a function is
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designed to consider any person who is higher than 200 cm as tall, a person with a
height of 199 cm will be declared as short in this function while in reality he is not.
Identifying the class boundaries manually was done in this thesis similar to [126] by
trying different values for the boundaries of the Neutral class from zero to one.
Since the ideal value for the neutral class is 0.5 (50%) this value will be
considered as the centre value of the class and the threshold value λ will represent
half the width of the neutral class with the full width will equal to λ to the negative
direction plus λ to the positive direction for symmetry. The class value Cs of a
statement s can be identified by:

        !                          0.5 − !   ≤    !! !    ≤   0.5 + !  
  
!                            !! !    >   0.5 + !                                                     
                        !!    =   
  
!                            !"ℎ!"#$%!                                                        
     

(75)

!ℎ!"!            0 ≤   !! !    ≤ 1                    !"#                      0 ≤   ! ≤   0.5

A value of Cs = u indicates that the statement s is neutral and Cs = p indicates a
positive class while Cs = n indicates negative one. For example, selecting a value for
λ=0.05 means that the borders of the neutral class are 0.45 and 0.55 and the
statements having output positive probability values between these borders will be
considered neutral. If the output positive probability of a statement is higher than the
upper border it is positive, otherwise it is negative.
Figure 54 shows a scatter plot of positive sentiment probabilities, P(p) for 16
statements obtained using Naïve Bayesian classifier from a product review video. It
also shows the estimated classes borders according to (75) for value of λ=0.1 and the
actual ground truth label determined manually by expert listener for each statement is
indicated by different scattering marks as declared in the legend. It can be seen that
the negative class was perfectly separated from the other classes but two neutral
statements did lay in the positive class region with this threshold.

132

Figure 54: Naïve Bayesian classifier output probabilities of labelled 16 statements
extracted from one product video review with the highlighted classes borders
when λ =0.1

Figure 55: Naïve Bayesian classifier output probabilities of labelled 16 statements
extracted from one product video review with the highlighted classes borders
when λ =0.2
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Figure 55 shows the same scatter plot for the same video in Figure 54 but for a
threshold value of λ=0.2. The two statements missed from the neutral class when
λ=0.1 have been correctly identified but stretching the borders results in three
negative statements being misclassified as neutral, which show how a fixed threshold
method is problematic for class boundary estimation for one video.
These are illustrative examples to clarify the weakness of a threshold based
method for one video. A general result over a large sized test database with all
possible values of λ will be explored in Section 5.3.
5.2.5

Identifying Classes Boundaries without Thresholds
A static threshold for all videos was found to be unsuitable for application to

different videos because different speakers and videos tend to use different
vocabulary and opinion words that affect the Naïve classifier probabilities. Due to
the freedom in publishing and the unconstrained content of user generated videos,
some bloggers use very firm emotive words even swearing words expressing their
opinion while others try to appear unbiased or not very judgemental about the
product which will have a direct effect on probability scatters.
For example, when the statement input to the sentiment Naïve classifier
available at [169] was “this camera looks like old cameras” the classifier output
positive probability Ps(p) was 42.3% which is less than 50% but not firmly a
negative decision. While when another blogger says about the same item “it looks
like -swear word-” the same classifier output positive probability was only 0.2%
which is a very firm negative sentiment and close to 0%. Hence, a different threshold
is needed to identify the class boundaries for these two videos since the different
terminology they used influenced by their background and personality affects the
sentiment scores. This means that probabilities that are considered low for one
blogger may be considered high for another one and vice versa and these boundaries
should be estimated adaptively.
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Figure 56: Scatters of statements Naïve sentiment probabilities extracted
from two different videos (a) and (b) by two different bloggers
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In addition, speakers have different accents, which result in different word
error rates for the speech recognition process in different videos. This word error rate
affects the sentiment classification since the ratio of correct input text will vary
between different speakers. For example, as mentioned earlier that the accuracy of
detecting swearing words by ASR systems is very low, when a blogger is swearing
about a product and this swearword was misclassified, the sentiment will be lost.
Figure 56 shows a scatter of the sentiment probabilities for each statement for two
different videos produced by two different bloggers. It can be seen from the dashed
lines that the optimum class borders (thresholds) should be different for the two
videos to obtain higher accuracy and that using a thresholds optimized for one of
them will produce the wrong boundaries for the other video. In video (b) the speaker
was more firm than the blogger in video (a), resulting in six positive sentiment
having probabilities above 0.9 while only two positive statements having positive
probability over 0.9. In addition the word error rate (WER) for video (b) was 29%
while speaker (a) WER was 37.1%.
The solution proposed in this thesis adaptively estimate class boundaries for
each video by clustering the output positive probabilities of all the statements that
belong to the same video review to three clusters (positive, neutral and negative).
Since the number of clusters is known, the two clustering techniques investigated in
this work are the k-means and k-medoid algorithms [115, 118]. This has not been
proposed or investigated before and not applicable to the video reviews sentiment
detection in [22, 135, 141] since it produces scores for the whole video and they do
not have enough scores to cluster. The experimental results from testing will show
that both clustering methods are superior to using the regular thresholds while the
two clustering algorithms performance was very similar with no significant
difference.
The following section will show experimental testing to prove the feasibility of
using ASR generated transcripts for the video review temporal sentiment detection
using the proposed schema and analysis of the characteristics of this type of video
and the sentiment classification results. From this analysis another idea will be
introduced to modify the schema in Figure 53 by combining a keyword spotter to
improve the sentiment detection performance and another set of experiments will be
conducted for testing the modified schema.
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5.3 Testing the Temporal Sentiment Detection in Video Blogs
This section describes and discusses a set of experiments conducted to analyse
some properties of the video product reviews and examine the performance of the
proposed temporal sentiment detection system with different algorithms for boundary
estimation.
5.3.1

The Test Data
Since the system is targeting user generated video product reviews, YouTube

videos are an ideal choice for evaluation since they contain speakers using very
natural and spontaneous speaking style which made it a popular source for research
test data sets [22, 170]. Because of the lack of test data corpuses for user blogs and
specially the video blogs [28, 36, 134], the test data set has to be prepared manually
like in previous research [22, 24, 122, 134, 135, 141].
To examine the feasibility of temporal sentiment classification based on ASR
for product reviews, a set of 100 English review video clips about 10 different
products (10 videos per product) from different domains has been downloaded from
YouTube in November 2012. The collected videos were published by bloggers and
reviewers from different genders, countries and ethnicities having different accents
and speaking styles. There were no special conditions were applied during selecting
the videos, such as to be about a specific domain or ensuring the appearance of the
blogger’s face as in [141]. The total duration of the videos was 123.2 minutes with an
average of 1.23 minutes per video.
The ten products and their domains are “iPad mini” (computer), “Norton
antivirus” (software), “Galaxy S3” (phone), Coriolanus (movie), Nivea (beauty
cream), GoPro (camera), Lumix (camera), The Possession (movie), Vizio
(electronics) and Invecta (jewelry & watches). Also included in the dataset were the
recent comments associated with each video. The video’s text transcripts were
generated using the YouTube video transcriber to be used for the sentiment
classification system as described in Section 5.2.1.
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Table 17: The downloaded YouTube user video products reviews test data set
statistics
Parameter
Value
Total number of statements

1458

Number of positive manually labelled statements

521

Number of neutral manually labelled statements

699

Number of negative manually labelled statements

238

Total number of words

17839

Number of miss-recognized words

4508

YouTube Transcriber WER

25.27%

The YouTube transcriber produced recognized statements (sentences)
according to the speaking and stopping times of the blogger. Then, the sentiment of
each statement was manually labelled by an expert listener on the basis that
statements containing positive or negative opinion words or phrases about the target
product are labelled as positive or negative, respectively. Statements stating facts
about the product or containing opinions about another product (in the case of
product comparisons) or any irrelevant information to the product were labelled as
neutral.
The statistics of the dataset after labelling the transcriptions is described in
Table 17. The expert listener also counted the number of the miss-recognized words
manually. No previous system is known to produce temporal sentiment for using
video blogs and the diversity of datasets and targeted applications makes the
objective comparison between different approaches very difficult [171]. Hence, the
system will be compared with the result of the sentiment classifier when the input
text transcription is manually entered and error free, (taken as the ground truth).

138

5.3.2

The Evaluation Measure
To evaluate the proposed system, the F-Score of classifying the 1458

statements to the three classes is calculated since it is the most common sentiment
evaluation measure [124, 171-173]. The F-Score F1 is calculated by:
!! =   

2  . !  . !
    
!+!

(76)

Where P and R are the Precision and Recall respectively:
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Where tp is the number of true positives, fp is the number of false positives and fn is
the number of false negatives.
But there are two ways to calculate the average F1 for a classifier[171]:
1) Micro average: in which the average F1 of the system is calculated via
collecting and adding the tp,	
  fp and fn of each class together and then
calculating P,	
  R and F1using these added values.
2) Macro average: in which the F-Score of each class is calculated
individually and then the system’s F1 is obtained by averaging them.
The macro-averaged F-Score is the chosen one to evaluate the proposed system
to give equal weight to the three classes, since their population is different according
to Table 17 while, the micro average is used when all the classes have equal
population [171, 174]. Also, all averaged results will be provided with a 95%
confidence error bars to show their statistical significance.
5.3.3

User Generated Video Reviews Properties

After analysing the content of the downloaded videos of the test dataset previously
described, it was found that they resemble the same properties found in [134]. The
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contents are provides broad context for deeper understanding of the product and any
issues related to it.
It was found that in 96% of the videos, a detailed evaluative description with visual
demonstration of some aspects about the product or explanation of how to use it, tips
for improving its productivity and testing was provided. This visual demonstration
makes the camera most of the time focusing on the product not in the reviewers face.
This has the effect of distracting the sentiment detection by the emotion detection
approach using visual features analysis like the one used in [135, 141] because of the
lack of facial expressions.
From 1291 text comments posted on the wall of the published videos, only 243
comments (18.82%) were related to the product and the remaining comments were
unrelated to the target product. Some comments were about the presentation quality
and the production of the review not the product itself. For example, in one review
about the iPad mini the blogger and one commentator did engage in a hostile
discussion posting several comments abusing each other personally without talking
about the product and in another video some commentators proposed to the female
blogger. In addition, 8% of these videos did not contain any comments. Because of
the previous problems with comments and despite that they are written manually and
do not suffer from recognition error, it is believed that analysing the comments will
not provide significant information for the sentiment detection about the product. That
is why it has been decided to analyse the video transcription produced by an ASR.
Also, in 94% of the videos another product from the same domain was
mentioned or compared with the target product, which makes them more attractive
and understandable. This property is very important and essential as will be
demonstrated later because some statements carry opinions about other products and
for comparison reasons will be classified according to these opinions while they
should be labelled as neutral as explained in Section 5.3.1.
The summary of these findings is:
1) Video blogs reviews provide deep insight with visual demonstration of
the product and related issues.
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2) The camera is usually focusing on the product not the blogger’s face,
providing limited visual feature for sentiment detection by emotion
analysis.
3) Comments posted on the video wall (if any) are usually not about the
product making them unreliable for product sentiment analysis.
4) The diversity of the blogger’s ethnicity and background reflects the
diversity of frequently used terminology and accents, as explained in
Section 5.2.5.
5) The same video may contain opinions about another product for
comparison, which makes it confusing in detecting the sentiment about
the target product.
5.3.4

Testing the System When Class Boundaries are Identified Using a

Threshold
This section will provide experimental results and analysis of testing the performance
of the temporal sentiment analysis system in Figure 53 on the test set described in
Section 5.3.1 when the classes boundaries were estimated using the threshold method
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Figure 57: The macro F-score of the temporal sentiment analysis performed on
the YouTube video reviews test data using the threshold λ method for class
boundaries identification with 95% confidence intervals as error bars.
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described in Section 5.2.4.
The curve in Figure 57 shows the macro F-Score of the proposed system when
it was used to classify the test dataset using the threshold method to estimate class
boundaries as in (75) for the entire range of the threshold λ value from 0 to 0.5. At
λ=0 only statements with Ps(p) = 0.5 exactly will be classified as neutral. Of course
the probability for satisfying this condition is very small because this range is very
narrow resulting in that any neutral statement having a Ps(p) fractionally over or
under 0.5 (because of the fuzziness problem shown in Section 5.2.4) is missclassified as positive or negative respectively. In fact in this experiment the number
of correctly classified neutral statements when λ = 0, was zero. This will lead to tp≈0
for the neutral class and high number of false positives for the positive and negative
classes that will produce a macro F-Score of 0.35.
By increasing λ, the number of correctly classified neutral statements
increases, resulting in higher values for the neutral tp values and lower fp values for
both positive and negative classes, which will improve the macro F-Score. It can be
seen that the macro F-Score continues rising until it reaches its highest value 0.55 at
λ = 0.1 and then the macro F-Score starts reducing after this point.
This is because increasing the range of the neutral class threshold after the
highest value λ will start entering the probability ranges of the positive and negative
classes. This will reduce the tp of both positive and negative classes and increases
the fp of the neutral class, which will consequently reduce the macro F-Score. When
λ reaches 0.5, every statement will be classified as neutral, which means that the fp
of the neutral class will be equal to the whole population of both positive and
negative classes (521+238), while their tp will be zero. This will give a macro FScore of 0.22, which is the lowest value.
5.3.5

Testing the System When Class Boundaries are Identified by Clustering
This section will show results from testing the system when using clustering

the statements probabilities for class boundary estimation (see Section 5.2.5) instead
the threshold approach of Section 5.2.4. The output probabilities Ps(p) from the
Naïve classifier of the statements belonging to the same video were clustered first.
Then the statements belonging to the cluster with the center having the highest Ps(p)
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Table 18: Results of the different methods used for class boundaries estimation
Boundary Estimation Method

Macro F-Score

Threshold best value λ=0.1

0.55

k-mean clustering

0.58

k-medoid clustering

0.59

will be classified as positive and while the statements belonging to the cluster with
the center having the lowest Ps(p) will be classified as negative and the remaining
will be classified as neutral.
This approach was tested using the two popular clustering algorithms k-mean
and k-medoid described in Chapter 2 which are known to perform well when the
number of clusters is known as in this case it is known to be three [115, 118]. A
further advantage of using clustering is that training to find the appropriate value of λ
is not needed since the clustering algorithm adaptively estimates cluster boundary.
Table 18 shows the macro F-Score of the two used clustering algorithms for
class boundary estimation compared with using a fixed threshold. When k-means
was applied instead of the fixed threshold, the macro F-Score was 0.58 while the kmedoid gave a macro F-Score of 0.59 and both are significantly higher than the best
value given using a fixed threshold. The k-medoid uses an actual data point as a
cluster centre rather than an average synthetic value as in k-means. However, both
methods gave insignificantly different results since the clusters are tightly
concentrated.
5.3.6

Temporal Sentiment Detection in video Blogs Summary of Results
From the analysis of conducted experiments it can be seen that while detecting

sentiment from the ASR transcripts faces several challenges, it is still viable and
promising and is open to many opportunities for improvement. As an example, by
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Figure 58: Temporal sentiment detection in video blogs with ASR filtering of
statements that do not contain the product name or a pronoun.
144

adaptively estimating class boundaries, the performance improved with two different
algorithms.
Investigating adaptive class boundary estimation helps to address the contained
challenges in the properties of user generated video blogs described in Section 5.3.3
including the probability diversity resulting from different terminologies used by
different bloggers and different ASR error rates. But it does not help in addressing
the problem of the confusion resulting from the presence of opinions about other
products (which should be considered neutral to the target product) in the same video
as demonstrated that by the fact that 94% of the test dataset videos contain references
to other products. This is because the threshold estimation and clustering were
performed on all the statements, whether they were talking about the target product
or another one.
In the next section, a modification of the temporal sentiment detection system
described in Figure 53 will be proposed to attempt addressing this confusion and will
be tested using the same test dataset and the boundary estimation methods in Table
18.

5.4 Temporal Sentiment Detection in Video Blogs Reviews with
ASR Transcription Post-processing
This section attempts to separate the statements talking about the target product
and any other one by searching the ASR generated text transcript and introduce only
the statements that contain the target product name or a pronoun that refers to the
target product (“it”, ”its”, “it’s” and “this”) to the Naïve Bayesian classifier [36].
The remaining statements will be considered as neutral.
This process is described in Figure 58, similar to the original system, the
sentiment detection process starts with extracting the audio track from the video file
and generates a text transcription using ASR. Unlike the original system in Figure
53, the recognized statements will not be introduced directly to the Naïve classifier,
but will be first checked for the presence of the target product name or a relevant
pronoun. If neither one of these is found in the statement then it will be automatically
assigned to the neutral class. Otherwise the process will continue by classifying the
statements using the Naïve classifier and then estimating the class boundaries and
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Figure 59: Macro F-score of the temporal sentiment detection using threshold λ for
class boundary estimation with and without using ASR based text transcription
post-processing for eliminating irrelevant statements.
their final sentiment will be regrouped with the neutral ones coming from the check
according to their time stamp.

5.5 Testing the Effect of ASR Transcription Post-processing
The temporal sentiment detection system of Figure 58 will be tested in this
section. The effect of ASR text filtering will be examined with all the class boundary
estimation methods tested in Section 5.3.4 and Section 5.3.5. The system will be
tested using the same test data set used to evaluate the original system that was
described in Section 5.3.1
5.5.1

ASR Transcription Post-processing with Fixed Threshold for Class

Boundaries Estimation
Figure 59 shows the macro F-Score for the sentiment classification when class
boundaries were estimated using the threshold λ with the ASR based text filtering in
the solid curve compared with the macro F-Score when the ASR text filtering was
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not used as dashed curve. The dashed curve represents also the original system that
does not eliminate any statements in Figure 57.
As explained in Section 5.3.4, when λ = 0 only statements with Ps(p) = 0.5
will be classified as neutral and it was found that in this data set the number of
statements satisfying this condition was zero. This led to zero recall and precision for
the neutral class producing a very poor macro F-Score of 0.35.
When the text transcription post-processing was used to assign irrelevant
statements to the neutral class without introducing these statements to the threshold
classification, the number of correctly classified statements in the neutral class was
boosted from zero to 424 statements. In addition, these statements were usually
misclassified as positive or negative, which causes high fp for theses to classes.
Having them correctly classified the fp rate of the positive and negative classes are
dropped. The number of fp for the positive and negative classes has fallen down
from 391 and 464 to 208 and 229 respectively. Consequently this boosted the macro
F-Score from 0.35 to 0.58 at λ=0, which is even higher than the best macro F-Score
obtained without the transcription post-processing which was 0.55 at λ=0.1.
As with the original threshold-based method, increasing λ led to an increase in
the macro F-Score to a certain point when the neutral class starts to be wider than
necessary, causing high fp and lower tp rates. At λ =1 every statement will be
classified as neutral leading to the same poor macro F-Score as in the original system
at the same point. The best macro F-Score when the text filtering was used is 0.60
obtained at the same position when λ=0.1 which is significantly higher than the
original system.
In general the results show that filtering the ASR-transcription to remove
irrelevant statements has a great effect on the sentiment detection performance. This
was not only by comparing the best result at the optimal λ value but for all the values
of λ the macro F-Score when the transcription post-processing is used was greater
than or equal the macro F-Score with no filtering as in Figure 59.
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5.5.2

ASR Filtering with Clustering for Class Boundaries Estimation
The same test was conducted but with using the k-mean and k-medoid

clustering algorithms for boundary estimation. As in using the threshold method λ,
using the text filtering had the same effect of increasing the tp for the neutral class
while reducing the fp of both the positive and negative classes, leading to higher
overall macro F-Score. Table 19 shows the macro F-Score for the sentiment
detection when both clustering algorithms were used for boundary estimation and the
optimal result for the fixed threshold.
It can be seen that text transcription post-processing improved the macro FScore of all three method for boundaries estimation, which shows the importance of
this process. Also, both clustering methods gave better result than the threshold one
while the k-medoid was insignificantly better than the k-means algorithm.

5.6 Using KWS to Improve Statements Filtering for Sentiment
Detection
The previous section showed the importance of removing the irrelevant
statements in the sentiment detection. Using ASR to search for product names, and
pronouns to eliminate the irrelevant statements did improve the results significantly.
However, it is believed that the ASR performance is not good in capturing special
words such as the product names, as demonstrated in chapters 3 and 4. The template
–based keyword spotting systems in chapters 3 and 4 were developed to solve this
Table 19: Macro F-score for the sentiment detection using the three
methods of Boundary estimation with and without text filtering
Boundary Estimation Method

Text Filtering

No Text Filtering

Threshold best value λ=0.1

0.60

0.55

k-mean clustering

0.63

0.58

k-medoid clustering

0.64

0.59
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Table 20: Figure of merit and average precision for the RTL-K,
CRH-K and ASR based keyword spotting for detecting the 10
products name in the YouTube review videos test dataset
KWS

FOM

Average Precision

ASR (YouTube Transcriber)

0.28

0.72

RTL-K

0.62

0.59

CRH-K

0.67

0.66

problem and are expected to perform better than ASR in detecting statements that
contain product names [30, 31, 43]. To verify this theory, the performance of the
YouTube transcribe in spotting the 10 products in the test dataset will be compared
against the two KWS systems RTL-K and CRH-K introduced earlier in chapters 3
and 4.
5.6.1

Template-based vs. ASR-based KWS for Statements Filtering
The RTL-K, CRH-K and ASR based KWS performance will be evaluated on

the downloaded YouTube video test dataset by measuring the 10 false alarms per
hour figure of merit (FOM) as in [50, 69, 77] for detecting the 1-best hypothesis [22]
of the 10 products that are subject of the test.
Table 20 lists the FOM and average precision of spotting the 10 products using
these systems. The YouTube transcriber gave an extremely poor FOM of 0.28, which
means that in one hour of recordings it is able to detect only 28% of the keywords
instances with less than 10 false alarms (false positives). It is proven before that the
ASR-based systems produce a small number of false alarms resulting in a high
precision, which was 0.72, the highest in this case. The highest FOM was for the
CRH-K keyword spotter of 0.67, followed by the RTL-K with 0.62. The lower
precision for both the template based keyword spotters than the ASR-based one does
not compensate for the huge difference in the FOM in their favour. In fact, having
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Figure 60: Temporal sentiment detection using ASR and template-based
KWS text filtering
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some more false alarms is not very effective in this application since it still will be
introduced to the Naïve Bayesian classifier and may be correctly classified.
This result does not mean that the ASR is dispensable in this system, since the
generated transcription is needed for the sentiment and it still have only 25.27%
word error rate, but names are a large part of this error. Also, the ASR is more
capable of detecting the pronouns since they are highly represented in the training
databases unlike the names. But incorporating the template based KWS will help in
assuring that eliminated statements as irrelevant to the target product do not have a
miss-recognized name from the ASR. This will reduce the number of false positives
for the neutral class and increase the true positives for the remaining classes, which
were proven to be important for improving the sentiment classification.
5.6.2

Incorporating Template-based KWS with ASR for Text Filtering

Figure 60 shows the temporal sentiment detection that combines both ASR and
template-based KWS for text filtering to capture the relevant statements only and
eliminate the irrelevant ones. It is very similar to Figure 58, the added step is that
the audio track is introduced to both the ASR to recognize the statements and the
KWS to spot the time positions of the product name. The output of both the ASR and
KWS is checked to determine if a recognized statement contains the product name or
its time range is covering the KWS spotting times, in which case it will be
considered relevant and introduced to the Naïve classifier. Otherwise it will be
considered irrelevant and classified as neutral. The next section will show results of
using this system with the threshold method for boundary estimation followed by
results from using the clustering methods for boundary estimation.
5.6.3

Testing Combined Filtering with λ for Boundaries Estimation
This section will show results comparing the sentiment detection performance

of combining the KWS with the ASR for the text transcription post-processing with
the ASR alone for text filtering and without using transcription post-processing.
Figure 61 shows the macro F-Score of adding the RTL-K and CRH-K KWS systems
to the ASR transcription post processing stage, the macro F-Score of using only the
ASR for filtering and not using filtering at all.
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Figure 61: macro F-Score of the sentiment analysis with different methods for text
filtering

It can be seen that the macro F-Score when any of the two KWS systems is used was
significantly higher than when the ASR alone is used for transcription postprocessing, while the CRH-K gives an insignificantly higher performance than the
RTL-K. In fact both KWS curves are approximately a shifted up version of using the
ASR alone.
This is because the KWS succeeded in capturing more statements containing
the product names than using the ASR alone. This led to reducing the number of
neutral fp and increasing the positive and negative classes tp. Consequently this
increased the precision of the neutral class, since   fp is the important factor in
calculating it and increased the precision and recall of the positive and negative
classes, since tp is a factor in calculating both of them.
For example at λ = 0, when the text filtering was done using the ASR alone the
neutral class precision was 0.74 while when the RTL-K KWS was added to the
system for text filtering this precision raised to 0.80 and when the CRH-K was used
it became 0.84. At the same time, the positive and negative class precisions when the
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ASR was used solely was 0.6 and 0.37, respectively, while when the RTL-K was
used these precisions raised to 0.62 and 0.39, respectively, and to 0.64 and 0.40
respectively when the CRH-K was used. A similar improvement occurred for the
recall; it raised from 0.60 and 0.57 for the positive and negative classes, respectively,
to 0.66 and 0.63, respectively, when the RTL-K and to 0.70 and 0.65 when the CRHK was used.
Figures from Figure 62 to Figure 66 demonstrate these findings in details.
Figure 62 shows how the neutral class precision was significantly higher when any of
the KWS systems were used than using the ASR alone until λ reaches 0.2 where a lot
of the false alarms occurred due to the expansion of the neutral class region over the
positive and negative classes, as explained in Section 5.3.4.
Figure 63 and Figure 64 show that the precision of the positive and negative
classes, respectively, improved when any of the KWS were used with the ASR.
While the improvement was not as high in the positive class precision as in the
neutral class but it was statistically significant according to the error bars until λ
reaches 0.15. This is
ASR text filtering
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Figure 62: The precision of the neutral class with the ASR text filtering compared
with the ASR incorporated with the two KWS based text filtering for different
values of λ.
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Figure 63: The precision of the positive class with the ASR text filtering compared
with the ASR incorporated with the two KWS based text filtering for different
values of λ.
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Figure 64: The precision of the negative class with the ASR text filtering
compared with the ASR incorporated with the two KWS based text filtering for
different values of λ.
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Figure 65: The recall of the positive class with the ASR text filtering compared
with the ASR incorporated with the two KWS based text filtering for different
values of λ.
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Figure 66: The recall of the negative class with the ASR text filtering compared
with the ASR incorporated with the two KWS based text filtering for different
values of λ.
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Table 21: The macro F-score of the sentiment detection system using different
boundary estimation methods and different text filtering methods.
Text Filtering
Method

Threshold best
value λ =0.1

k-means
Clustering

k-medoid
Clustering

No Text Filtering

0.55

0.58

0.59

ASR

0.60

0.63

0.64

ASR and RTL-K

0.64

0.69

0.70

ASR and CRH-K

0.66

0.71

0.72

because the number of statements eliminated from neutral class when a product name
spotted some of them will be assigned to the negative and some will be assigned to
the positive class, according to the carried sentiment beside that the precision will
depend on their fp value as well.
Figure 65 and Figure 66 show the recall of both the positive and negative
classes. Using either of the KWS systems with the ASR improved the recall
significantly until λ reaches 0.3. The difference was more significant in the recall
than the precision, since the recall calculation depends only on the tp  value.  It can be
seen also from all the these figures that while both KWS systems gave better results
than using ASR alone, the CRH-K gave the highest performance in all cases (it was
not significant in some cases but still higher) and most importantly in the overall
macro F-Score.
5.6.4

Testing Combined Post-processing with Clustering for Sentiment

Probability Boundary Estimation
This section will show the effect of incorporating KWS with the ASR for text
filtering on the sentiment detection when clustering is used for the class boundary
estimation instead of the threshold λ. The results also will be compared with using
the ASR alone and with no text filtering performed. Table 21 shows the results of
this comparison by measuring the macro F-Score of the sentiment detection using the
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different boundary estimation methods and the different text filtering methods
explained earlier.
It can be seen that incorporating either of the KWS systems improves the
macro F-Score for all boundary estimation methods. Another important remark is
that using the threshold λ for boundary estimation and RTL-K with the ASR instead
of the ASR solely for text filtering improved the macro F-Score by 0.04 (from 0.60
to 0.64). While using the k-mean clustering instead of λ improved the macro F-Score
by 0.06 from 0.63 in the case of using the ASR solely for text filtering to 0.69 when
the RTL-K was incorporated, despite that the RTL-K is spotting the same number of
statements before the classification in both cases.
This is due to eliminating the confusing irrelevant statements before the
classification and boundary estimation helped the clustering algorithm calculate more
accurate cluster centres relative to the statements related to the product. While using
the fixed threshold will not change with spotting more statements, since λ stays the
same. The same thing happened with the CRH-K, the improvement was 0.06 in case
of using λ between the ASR alone and incorporating CRH-K did improve it by 0.08
and the same improvement also occurred with the k-medoid clustering.
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Figure 67: The precision of the neutral class for different filtering and boundary
estimation methods.
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Figure 68: The precision of the positive class for different filtering and
boundary estimation methods.
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Figure 69: The precision of the negative class for different filtering and
boundary estimation methods.
So, using KWS with clustering methods for boundary estimation has the same
effect explained in Section 5.6.3 on improving the precision of the neutral, positive
and negative classes and the recall of both the positive and negative classes. But the
improvement will be more significant because of the more accurate clusters centres
estimation since irrelevant statements probabilities were excluded before the
clustering.
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Figure 70: The recall of the positive class for different filtering and boundary
estimation methods.
0.85

ASR

0.8

ASR & RTL-K

0.75

ASR & CRHK

Recall

0.7
0.65
0.6
0.55
0.5
0.45
0.4
λ =0.1

k-mean

k-medoid

Figure 71: The recall of the negative class for different filtering and boundary
estimation methods.
Figure 67 shows the precision of the neutral class for different filtering and
boundary estimation methods. It can be seen that using either KWS systems
improves the neutral class precisions in the entire boundary estimation methods and
that the CRH-K is insignificantly better than the RTL-K. This is due to the spotted
statements containing the product names being not mistakenly assigned to the neutral
class, which reduces the neutral fp  value. Also, the columns show that the difference
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between the ASR column and the ASR & RTL-K in the k-means columns is bigger
than the difference in the case of the λ = 0.1. Because more keywords are correctly
spotted keywords this leads to more irrelevant statements being eliminated whilst
keeping more relevant statements and better clusters being built while the λ stays
fixed and eliminating irrelevant statements will not result in a change on the
boundary.
This was clearer in Figure 68 to Figure 71 that capturing more statements
containing the product names using the KWS resulted in increasing the precision and
recall of both the positive and negative classes. It can be also seen that using the
KWS with clustering was more effective than using it with the fixed threshold for the
same reasons mentioned earlier. All of this has the effect of improving the overall
macro F-Score as demonstrated in Table 21.
From the experiments and results presented in this section, it can seen that
using ASR and KWS helps overcome user generated video blogs challenges of the
unconstrained spoken content in user generated video blogs. Also that by combining
them together with the appropriate boundary estimation the sentiment improved
significantly, reaching a 0.72 macro F-Score which is very promising given that the
Naïve classifier F-Score is 0.78 when the text input is manual and correct.
The next section will show that using these signal processing algorithms before
extracting the sentiment helps overcome these challenges independent of the type of
classifier used. This will be done by examining the effect of using the ASR and KWS
on sentiment classification when a support vector machine (SVM) is used instead of
the Naïve Bayesian classifier.

5.7 Temporal Sentiment Detection using the SVM Classifier
This section will generalize the advantages of using the signal processing
algorithms for sentiment classification by proving that they improve the macro FScore with another classifier, which is the SVM. This will prove also that the idea is
not valid only for Naïve Bayesian classifier and that detecting the keywords and
eliminating the irrelevant statements using ASR and efficient KWS will improve the
results with different classifier types.
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Table 22: The macro F-score for the SVM based sentiment detection using
the three methods of Boundary estimation with and without text filtering
Boundary Estimation Method

Text Filtering

No Text Filtering

Threshold best value λ=0.1

0.56

0.51

k-mean clustering

0.59

0.53

k-medoid clustering

0.60

0.55

This will be done by replacing the Naïve Bayesian classifier in the sentiment
detection system with a Support Vector Machine (SVM). The SVM is trained and
tested using the same databases used for training and testing the Naïve Bayesian
classifier that was described in Sections 5.2.2 and 5.3.1 respectively.
5.7.1

Building and Learning the SVM
The same pre-processing procedures of tokenization, word stemming and stop-

word removal were employed on both the training and test data as with the Naïve
classifier. The Term-Frequency / Inverse-Document Frequency (TF/IDF) that is
widely used with SVM is used to incorporate the number of occurrences of a specific
term with the statements of specific class as the feature for training and retrieval of
the class that most probably contains the tokens of an input text [141].
The SVM is built using the data mining tool WEKA [175] available at [176].
WEKA is a collection of machine learning tasks that can be used for data mining and
pattern recognition [175-177]. The SVM was trained using an implementation of the
stochastic gradient descent function for textual data in WEKA. The 10 fold cross
validation evaluation of the SVM on the training data (Amazon Product Reviews)
gave a macro F-Score of 0.76 while it was 0.78 with the Naïve Bayesian classifier.
However, as noted earlier that this work does not aim to compare between the
two methods or favouring one over the other but it investigates the effect of the
speech processing algorithms as a pre-processing before the sentiment on different
classifiers. So, the next section will investigate the performance of the SVM without
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Table 23: The macro F-score of the SVM based sentiment detection system using
different boundary estimation methods and different text filtering methods.
Text Filtering
Method

Threshold best
value λ =0.1

k-means
Clustering

k-medoid
Clustering

No Text Filtering

0.51

0.53

0.55

ASR

0.56

0.59

0.60

ASR and RTL-K

0.62

0.66

0.67

ASR and CRH-K

0.64

0.69

0.70

using any text filtering, using ASR solely and using ASR with KWS on the
downloaded YouTube video dataset.
5.7.2

Testing the Effect of Post-processing on SVM Classifier
It can be seen from Table 22 that like the Naïve Bayesian classifier results and

for the same reasons, the text filtering improved the macro F-Score of all three
method for boundary estimation. Also, both clustering methods gave better results
than the threshold approach while the k-medoid was slightly better than the k-means
algorithm.
5.7.3

Testing Incorporating KWS and ASR for Post-processing SVM

Classifier outputs
Table 23 shows the results of this comparison by measuring the macro F-Score
of the sentiment detection using the different boundary estimation methods and the
different text filtering methods explained earlier.
Like the Naïve Bayesian based sentiment detection, it can be seen that
incorporating any of the KWS improves the macro F-Score for all boundary
estimation methods. The same remark noted in Section 5.6.4 of that using the KWS
with clustering improves the macro F-Score more than using the KWS with λ.
Threshold λ for boundary estimation and RTL-K with the ASR instead of the ASR
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solely for text filtering improved the macro F-Score by 0.06 (from 0.56 to 0.62).
Using the k-mean clustering instead of λ improved the macro F-Score by 0.07 (up
from 0.59). In the case of using the ASR solely for text filtering, it increased to 0.66
when the RTL-K was incorporated despite that the RTL-K is spotting the same
number of statements before the classification in both cases.

5.8 Conclusions and Summary
The results presented in this chapter have shown that using the transcripts
generated by an ASR from a user generated video review audio track can be used for
temporal sentiment detection from product reviews despite the WER. It also has
shown that these transcripts will be more reliable than the text comments published
about the video since 81.18% of the collected comments were not about the product.
It have also shown that unlike the traditional fixed threshold using clustering
techniques for processing the classifier outputs helps in overcoming the problem of
vocabulary and social background diversity of the bloggers as well. This is because
different bloggers from different backgrounds tend to use different levels of words in
terms of aggression or enthusiasm resulting in different classification probabilities.
Besides the diversity of accents that causes different WER. Using the suggested
clustering instead of the fixed threshold did improve the Naïve Bayesian sentiment
classification macro F-Score from 0.55 to 0.59 besides eliminating the problem of
determining the best threshold value.
Furthermore, filtering the transcripts by assigning statements that do not
contain the product name or a pronoun to the neutral class and introducing the
statements were the product name or a pronoun was found to the classifier improved
the results even more. With clustering the classifier output probabilities, filtering the
statements using the ASR improved the results to reach 0.64 macro F-Score.
Combining the proposed KWS with the ASR in filtering the statements helped
in overcoming the high WER of the ASR in recognizing products names and unusual
or new words. Furthermore using the KWS helped in capturing more related
statements and eliminating more irrelevant ones to the products, which led to more
accurate clusters. This raised the macro F-Score when clustering is used with the
ASR incorporated by the RTL-K KWS to 0.70 and to 0.72 when the ASR
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Table 24: The macro F-Score for the Naïve Bayesian and SVM based sentiment
classifiers with k-medoid used for boundary estimation and different
transcription post-processing methods.
Transcription Postprocessing method
No transcription postprocessing
ASR-based post-processing

Naïve Bayesian

SVM

0.59

0.55

0.64

0.6

0.7

0.67

0.72

0.7

ASR and RTL-K based postprocessing
ASR and CRH-K based postprocessing.

incorporated by the CRH-K. Achieving 0.72 from ASR generated transcripts is very
promising knowing that the used Naïve Bayesian sentiment classifier macro F-Score
is 0.78 when the input text is manually written and error free.
These results have been generalized by showing that applying the proposed
combination of ASR and KWS for text filtering the classifier output clustering
improve the results for support vector machine based classifier as well not only the
Naïve Bayesian classifier as shown in Table 24. The macro F-Score of the SVM
based sentiment classifier have improved from 0.51 to 0.70 when the proposed
methods applied which also very promising knowing that the SVM macro F-Score
for error free input text is 0.76.
The work in this chapter shows the feasibility of extracting temporal
sentiments from user generated product review video blogs from the ASR generated
audio track transcripts. It shows that the proposed template based KWS and
processing the classifier output scores adaptively effectively improves the traditional
sentiment classifiers F-Score reaching levels close to the F-Score of the error free
text.
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6 Chapter 6 Conclusions and Future Work
6.1 Introduction

This thesis presented a speaker independent, noise robust and training data free
KWS system that uses only one example to search for keywords. The KWS system is
template based and adaptive threshold estimation based on the analysis of the
histogram of template matching distances is proposed in this work. This system was
able to address the problems of speaker dependency of the template-based systems.
By using only one context independent example of the keyword and addressing
the problems of speaker dependency and noise, this system addresses the main
challenges facing the analysis of the spoken content of user generated video blogs.
The proposed system was successfully used to search for a set of unusual keywords
within user generated video blogs to help detect offensive content or certain entity
names.
The work in this thesis also provides a method for analysing the output of a
sentiment classifier to adaptively estimate boundaries between the three sentiment
classes (positive, neutral, negative) according to the blogger aggression and attitude
for each different video blog. It was shown that also using the proposed KWS with
the adaptive sentiment analysis resulted in improving the overall sentiment detection
performance of the user-generated video blogs to be close to the performance of
clean text-based sentiment detection despite the word error rate. The rest of this
chapter will summarise the results obtained in this work and propose future work for
this research.

6.2 The Design of the Proposed KWS
The design of the proposed template matching distances histogram analysis
based KWS that was introduced in Chapter 3 depends on the fact that when a word
template is sliding and stretching over a test utterance and the minimum distance of
the stretched regions values were recorded, the distance in the regions containing the
keyword will be relatively smaller than the distances not containing the keyword in
the same utterance. This small distance value also will hold for a number of
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consecutive frames that is greater for the case when similar words sharing common
phonemes occur. This gives different properties between the histograms built from
the distances of an utterance containing the keyword and the utterances not
containing the keyword. These properties were exploited with the characteristics of
the normal distribution to adaptively estimate different threshold for each different
input utterance overcoming the speaker dependency and training data problem.
The results in Chapter 3 showed the proposed KWS performance gives a
comparable result to the HMM-based KWS when it was trained with 38870 words
while the performance of the proposed KWS with only one example selected
randomly was higher when the HMM training data was less than 31740 words. The
overall F-Score and FOM of the proposed system in clean speech were 0.55 and
0.54, respectively while the HMM gives 0.4 and 0.33, respectively when both were
tested on a TIMIT clean speech dataset which is significantly lower than the
proposed KWS.
Chapter 3 also looked at two other methods for forming the keyword template.
The first one introduced in 2010 was called the quantized dynamic time warping
(QDTW) algorithm which depends on collecting a small number of examples
(approximately 8) and calculate their average by applying DTW between each pair of
the while deleting the redundant points in the DTW path and continuing doing that in
a hierarchical manner. This process causes the resulting vector to be the template that
is smaller in length than the input ones causing the loss of duration information.
The chapter proposed another method using a number of example templates,
performing a k-medoid algorithm to calculate their medoid which is the vector close
to all of the other ones and use it as the template to keep the duration information.
The QDTW gives F-Score and FOM of 0.56 and 0.55 respectively while the kmedoid gives 0.57 and 0.56 respectively which slightly higher than the QDTW.
However the results also showed that there is no significant difference between the
results of selecting the template using random selection, QDTW or k-medoid. This is
because of the adaptive threshold estimation which adjust itself according to the
histogram with new value for every new template or utterance. So to save the cost of
collecting more examples and forming a template the random template selection is
used in the rest of the work.
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6.3 Estimating K and the Performance in Noisy Conditions

Chapter 4 of this thesis looked at estimating the number of consecutive frames K that
should occur in the utterance having a distance less than the threshold when
compared to the template adaptively. Two different methods were proposed for this
task, the first method was selecting K to be a ratio of the template length (RTL-K),
which means that the value of K will be changed for every new keyword. The second
method depends on building a changing rate histogram (CRH-K) and choosing the
stable point in this histogram, which represents a relatively long sequence in this
utterance having the same distances. The two methods were tested against HMMbased KWS in clean and noisy conditions then their performance was tested on a set
of online user-generated video blogs.
6.3.1

The performance in Clean Speech
When the systems were tested in the same TIMIT clean speech the RTL-K

gave an F-Score and FOM of 0.598 and 0.55 respectively while the CRH-K gave
0.57 for both measures. Both systems performed better than the HMM and using a
fixed number of frames as K for all the words and utterances as in Chapter 3.
The RTL-K was better than the CRH-K in terms of precision and F-Score
while the CRH-K was better in terms of recall and consequently the FOM. The
reason behind that is that the CRH-K was designed to cope with the speaking rate of
the speaker by building the changing rate histogram to choose smaller K for fast
spoken utterances than the K for slowly spoken utterance. The smaller the K selected
the more highly probable it is to find a region satisfying the hit condition which
increases the number of declared hits including true and false positives (this is
according to the exponential decaying behaviour properties of the changing rate
histogram). This consequently will raise the recall and drops the precision. While in
the RTL-K, the number of consecutive frames is stiffer since it does not change
according to the input utterance.
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6.3.2

The Performance in Noisy Speech
The two systems with the HMM-based KWS were test in a designed noisy data

set containing two types of noise in different levels of SNR (from 0 to 30) and
processed with 16 of the most common enhancement algorithms. Both the RTL-K
and CRH-K systems were performing significantly better than the HMM in all
conditions (0 SNR) and in severe ones the HMM was not able to work with an FScore of only 0.076 while the RTL-K and CRH-K gave 0.462 and 0.471 respectively.
In general the RTL-K method for estimating K gives the highest precision in
approximately all cases and the highest F-Score when SNR>=20 while the CRH-K
gives the highest recall in all cases and tends to get the highest F-Score when
SNR<20. The CRH-K also gives the highest FOM in all cases and was significantly
higher than the RTL-K in severe noise conditions.
6.3.3

The Performance in User Generated Video Blogs
The template matching distances histogram analysis based KWS was proven to

handle the problem of training data and context dependency of the training-based
approach by using only one example making it suitable to work on spontaneous
informal speech. It was also proven to be viable in severe noise conditions and to
perform very close to clean conditions performance in medium noise levels
(SNR>=20) . Since these two challenges constituting the main challenges facing the
analysis of user generated video blogs audio track, it is believed that the template
matching distances histogram analysis based KWS is suitable for this challenging
task.
To test the performance of the KWS in user generated video blogs, a set of 250
user generated video blogs was downloaded from YouTube and the keyword spotting
task of spotting a set of offensive words and entities names was performed. An
HMM-based system could not be built for these type of keywords since there are no
known speech corpuses that include such words as mentioned earlier which
expresses the flexibility problem of HMM-based KWS which. This is one of the
major problems of the HMM-based approach that it is infeasible to build in many
cases when the word level context dependent training data is not available.
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Thus, the results of the proposed system on the user video blogs dataset were
compared with two existing state of the art ASR-based systems with 1-best
hypothesis for keyword. The two ASR-based systems are Pocketsphinx speech
recognition system, which is based on HMM, and the YouTube Automatic
Transcription service.
The Pocketsphinx gives a very poor and unacceptable recall of only 0.063
(6.3%) and the lowest precision and F-Score. While the YouTube-Transcriber gives
the highest precision of 0.7 (70%) but it still gives a poor recall of 0.25 (25%) and
poor F-Score of 0.368 (36.8%). It is clear also that the CRH-K gives the highest
recall of 0.71, F-Score of 0.65 and FOM of 0.64 while that the precision of the RTLK is 0.63, which is higher than the CRH-K precision.
The results of the user video blogs are better than the clean TIMIT results as
expected, because the average length of the video blogs is 1.24 minutes while every
TIMIT recording contains only one sentence in few seconds. This results in more
speech segments compared to the word template which means more distances will be
recorded in LMD(n) leading to larger statistical sample space producing reliable
distribution and histograms for estimating the threshold and K as well. This larger
sample size enabled also the CRH-K from estimating K more accurately resulting in
higher F-Score than the RTL-K, which was not the case in the clean TIMIT test set
results.

6.4 Sentiment Analysis for User Generated Video Blogs

The results presented in this Chapter 5 have shown that the transcripts
generated by an ASR applied to a user generated video review audio track can be
used for temporal sentiment detection from product reviews despite the word error
rate. It also has shown that these transcripts will be more reliable than the text
comments published about the video since 81.18% of the collected comments were
not about the product.
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6.4.1

Sentiment Classification of Video blogs Generated Transcription
A new test set of 100 user generated product reviews about 10 products was

collected to test the performance of the sentiment detection. The aim of the
classification task is not classifying or detecting the opinion of the overall video but
detecting the temporal sentiment by analysing each statement.
It was shown that unlike the traditional fixed threshold using clustering
techniques for processing the popular Naïve sentiment classifier outputs helps in
overcoming the problem of vocabulary and social background diversity of the
bloggers as well. This is because different bloggers from different backgrounds tend
to use different levels of words in terms of aggression or enthusiasm resulting in
different classification probabilities. This is in addition to the diversity of accents that
causes different WERs. Using the suggested clustering instead of the fixed threshold
improved the Naïve Bayesian sentiment classification macro F-Score significantly
from 0.55 to 0.59 besides eliminating the problem of determining the best threshold
value.
6.4.2

Filtering the Transcript Statements
Filtering the transcripts by assigning statements that do not contain the product

name or a pronoun to the neutral class and introducing the statements were the
product name or a pronoun was found to the classifier improved the results even
more. With clustering the classifier output probabilities, filtering the statements
using the ASR improved the results to reach 0.64 macro F-Score.
It was found that the ASR system WER on the downloaded YouTube video
product reviews was 25.27%, which is very good in general, but the FOM of
detecting the 10 keywords was 0.28. This means ASR is very powerful at
recognizing general words but is weak in detecting product names. Thus, combining
the proposed KWS with the ASR in filtering the statements helped in overcoming the
high WER of the ASR in recognizing products names and unusual or new words.
Furthermore using the KWS helped in capturing more related statements and
eliminating more irrelevant ones to the products, which led to more accurate clusters.
This raised the macro F-Score when clustering is used with the ASR incorporated by
the RTL-K KWS to 0.70 and to 0.72 when the ASR incorporated by the CRH-K.
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Achieving 0.72 from ASR generated transcripts is very promising knowing that the
used Naïve Bayesian sentiment classifier macro F-Score is 0.78 when the input text
is manually written and error free.
These results have been generalized by showing that applying the proposed
combination of ASR and KWS for text filtering the classifier output clustering
improve the results for Support Vector Machine based classifier as well not only the
Naïve Bayesian classifier. The macro F-Score of the SVM based sentiment classifier
have improved from 0.51 to 0.70 when the proposed methods applied which also
very promising knowing that the SVM macro F-Score for error free input text is
0.76.

6.5 Future Research Areas

The work in this thesis revisited the template based approach for keyword
spotting which was abandoned in the favour of the training based approach for its
time and space complexity and speaker dependency problems. While this thesis
addressed the speaker dependency and space complexity problem by finding
adaptive threshold methods using only one example, other research areas still open.
One shortcoming of the proposed KWS is the high processing time complexity.
So, The system can benefit from future research about reducing the time complexity
of the DTW or measuring the template matching distances using a faster method.
This can be done by applying comparisons elimination methods like in [97].
It also can benefit from researching into using other types of features or
developing new features instead of the MFCC. Also another future research an
include applying the proposed KWS to different languages since it does not use
training data or language information.

6.6 Conclusion
This thesis introduces the template matching distances histogram analysis
based KWS to address the speaker dependency problem of the traditional templatebased KWS. This is based on the statistical analysis of the relative distances in the
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test utterance without training. While the HMM training based approach is very
accurate and unbeatable for the tasks when appropriate amount of context-dependent
training data available, the proposed template based KWS is superior when this is not
the case. Also the proposed template based KWS is less sensitive to the mismatched
conditions between the example and test set. This makes the matching distances
histogram analysis based KWS more suitable for analysing the user-generated video
blogs. The proposed KWS was significantly superior to the HMM-ASR based KWS
in spotting offensive keywords in user generated reviews. It also improved the
performance of temporal sentiment detection in user generated video product reviews
significantly when it was combined with ASR instead of using the ASR alone for the
task.
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