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 Strain-sensing ability of a

nanoengineered self-sensing
cementitious composite is assessed
by integrating multiscale finite
element analysis simulations and
machine learning.
 Hyperparameter-optimized feedforward multilayer perceptron-based
neural network showed excellent
efficacy for the prediction of strainsensing ability.
 Shapley Additive Explanations
algorithm reveals that coating
thickness shows higher influence on
the sensing ability than fraction of
coated sand.
 Comprehensive approach presented
here can be used as starting point
toward development of reliable
performance standards for selfsensing cementitious composites.
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Prediction of in-situ strain sensing efficiency of self-sensing cementitious composites using machine
learning (ML) requires a large, representative, consistent, and accurate dataset. However, such large
experimental dataset is not readily available. Moreover, the success of the ML approach depends on its
ability to abide by the fundamental laws of physics. To address these challenges this paper synergistically
integrates a validated finite element analysis (FEA)-based multiscale simulation framework with ML to
predict the strain-sensing ability of self-sensing cementitious composites enabled by incorporating
nano-engineered interfaces. The multiscale simulation framework is leveraged to develop a balanced,
representative, complete, and consistent dataset containing 3000 combinations of strain-dependent electromechanical responses. This large dataset is used to predict the strain-sensing ability of the nanoengineered cementitious composites using a feed-forward multilayer perceptron-based neural network (NN)
approach which shows excellent prediction efficacy. This paper also applies a Shapley Additive
Explanations (SHAP) algorithm to interpret the NN predictions in light of the relative importance of different design parameters on the strain-sensing ability of the composite. Overall, the synergistic and comprehensive approach presented here can be used as a starting point toward the development of reliable
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performance standards to accelerate the acceptance of these self-sensing cementitious composites for
large-scale applications.

1. Introduction

the composite electrical properties such as electrical resistance.
Such a nature is attributed to piezoresistive behavior. Thus, by
incorporating smart-nanoengineered materials, cementitious
materials can surpass the issue of incompatibility in civil structures and enable a self-sensing mechanism to the whole structure.
Owing to piezoresistivity, these smart composites have been used
for strain and damage-sensing [22,30–36]. One of the major drawbacks in this domain has been the issue of agglomeration of conductive additives such as CNTs and, if the functional additives
are not appropriately dispersed, this can lead to poor performance
by preventing the formation of the network connectivity which is
necessary to enable strain sensing. Simply increasing the fiber concentration can overcome this issue, but it is impractical since it can
adversely affect the workability of the mixtures, and also it leads to
higher costs [37–39]. An alternative solution has been proposed
where CNT-based thin films are used as coatings around the sand
particles to modify the cement paste-aggregate interfaces [37–
42]. This approach has been shown to preserve the mechanical
properties of the system and, at the same time, it enables enhanced
strain and damage sensing. Such an approach has shown to be
cost-effective and sensitive to deformation, making them attractive to SHM in concrete structures [37–39]. Such smart mortars
can be potentially applied as coating or overlays on the existing
large concrete structures to enable strain sensing and structural
health monitoring. Despite the progressive research in smart
cementitious material, this procedure has not been extensively
implemented in industrial applications. One of the major reasons
behind this could be attributed to the lack of reliable performance
standards.
While experimental studies have been widely reported evaluating the electromechanical response for such self-sensing cementitious composites enabled by implementing nano-engineered
inclusion-matrix interfaces [37–40,43], limited numerical studies
exist on the prediction of strain sensing efficiency of such systems
[44]. Although limited numerical studies are available towards the
prediction of strain-sensing efficiency of smart cementitious composites with nano-engineered interfaces, a wide range of numerical
studies for smart polymer composites are available in the literature. Electro-mechanical modeling has been implemented to predict the response of CNT-polymer composites using equivalent
resistor network models, micromechanics-based models, and by
developing analytical models. The equivalent resistor models
[45–50] are developed by considering the interactions of individual
nanofillers in which they collectively form inter-connected networks within a microscale domain. However, these models are
computationally expensive as a large number of nanofillers are
needed to form a percolated network. On the other hand, the analytical techniques [51–53] are not computationally demanding.
However, oversimplification of heterogeneity in these analytical
models often results in inadmissible predictions especially when
there is damage in the system or when large deformations are considered. Electro-mechanical models are also developed to predict
the response of CNT-polymer composites implementing higherorder tensor-based resistivity-strain relations which showed excellent predictions under complex strain states [53]. Computational
micromechanics-based models [54–61], on the other hand, are
able to mimic the intricate microstructural features present in such
heterogenous composites only being limited by high computational expense. The multiscale computational homogenization

Structural Health Monitoring (SHM) [1–5] enables timely
inspection and maintenance of structures. The core functions of
the SHM are to detect and locate the damages of the large-scale
structures, evaluate and quantify the severity of the damage, predicting the service life of the structures, and real-time monitoring
and diagnosis of the structural condition [6]. In the past, the most
common non-destructive test (NDT) techniques adopted were
ultrasound testing [7], thermography [8], radiography [9], X-rays
[10], etc. These approaches require direct access to parts of the
structures which are not always easily accessible [11]. Thus, their
application towards detailed structural health monitoring (SHM)
in large-scale structures becomes limited. Although the development of external sensors for SHM has been thoroughly discussed
in the literature [11,12], for real applications, the obvious drawbacks of these techniques are high cost; time-consuming, laborintensive installation and maintenance; lower performance efficiency in extreme environments which limit their performance
and deployment on civil structures [13–15]. Moreover, such a technique is practically exhaustive for large structures because of the
requirement of a large number of sensors to cover such large surfaces which may not be realistically viable. Besides these existing
problems, for complex structures, most of the damage-prone parts
are inaccessible. The breakthrough in SHM came after integrating
different modern technologies such as magnetic, electrical, thermal
response evaluation with computer science technologies [16].
Hence, sensing technology has gained more attention in the past
decade to circumvent the existing issues [11,12]. Modern SHM
techniques require a sensory system, a data acquisition system,
transmission, a management system, and an evaluation or diagnosis of structural health. The most crucial part of the SHM system is
the reliable and stable sensing system. Several sensing techniques
have been proposed and implemented with specific functions and
mechanisms to diagnose and evaluate the structural condition
properly [2,6,17]. Damage assessment in the concrete using the
SHM tool can be realized with the help of strain measurements
such as strain gauges [18] or vision-based measurements [19].
These techniques are integrated with remote sensing and smart
materials combined with a computer-based knowledge system in
which the performance of large infrastructures such as tunnels,
bridges, offshore platforms, railways, and other inaccessible sites
can be monitored and evaluated [20]. The major problem with
these monitoring devices is the compatibility between the sensor
and the concrete structure [21] and environmental interference
[11]. Therefore, there is a need to develop advanced SHM sensing
technologies. Detailed reviews on the sensors for health monitoring of concrete structures can be found in the literature [11,12].
With the rapid growth in modern science and engineering, it is
possible to develop a smart/intelligent cementitious material that
has its own sensing functionality without the integration of any
external sensing element [15]. Smart-cementitious materials, also
known as intrinsic self-sensing, are fabricated by incorporating
functional fillers such as carbon fibers (CF) [22–24], carbon nanotubes (CNTs) [25–27], graphene [28], and nickel powder [29] into
traditional concrete. These intrinsic functional materials are inherently electrically conductive in nature. Any changes in the cementitious composite caused by applying forces or environmental
actions can alter the network connectivity, leading to changes in
2
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The first scale defines the characteristics of the coating, which
contains carbon nanotubes (CNTs) and matrix. The second scale
represents the mortar. At the mortar scale, mortar can be considered as a multi-phase composite material consisting of hardened
cement paste matrix, sand inclusions, the coating around sand
inclusions, and interfacial transition zone (ITZ) between the coated
sand particles and the matrix. These ITZs form porous interfacial
regions around the inclusions during the hydration of cement.
Cement grains tend to pack loosely near and around the inclusion
surfaces [74] which leads to the formation of these porous interfacial regions. ITZ is inherently the weakest link in concrete, and the
damage in concrete is initiated at these weakest regions. Thus, ITZs
play a critical role in defining the mechanical behavior of cementitious composites. Thus, this study adopts a hierarchical bottom-up
approach [75,76] where the responses obtained from the CNT-PSS
scale are assigned as coating properties around sand inclusions in
the mortar scale to obtain the strain-sensing response of the mortars. Such an interactive approach requires an accurate representation of geometric parameters at each scale and a robust simulation
framework as described hereafter.
The numerical simulation framework for the prediction of
macroscopic electromechanical response of random heterogeneous
smart materials is summarized in Fig. 2. It starts with the generation of unit cell geometry which is exported to the mechanical
module to obtain stress response and deformed configuration
when subjected to applied strain. As the performance of cementitious composites is primarily characterized by the compressive
response, this paper evaluates the strain-sensing ability of the
smart mortars in terms of uniaxial compressive response. However, it would be interesting to implement the aspect of multiaxial strain-sensing with non-dimensional responses, as reported
in the literature [75,76] for CNT-based polymer composites,
towards cementitious composites which can form an effective
future study. The deformed geometry, as obtained from uniaxial
compression simulation, is re-meshed in the remeshing module
and exported to the electrical module. The electrical module
applies external potential and obtains electric current density distribution in the unit cell. Thus, an electrical response is obtained
for the unit cell for an applied strain. This process is repeated with
strain increments to generate the electromechanical behavior of
the composite. All these above-mentioned steps and modules are
implemented at each length scale and are detailed in the forthcoming sub-sections.

essentially associates a heterogenous unit cell to every Gauss point
of the virtual macro-homogenous structure in the subsequent
scales. The robustness of the approach lies in its ability to capture
both physical and geometric evolution at each scale resulting in a
homogenized constitutive relation at the top length scale. In other
words, no a-priori constitutive information is assumed for the
macro-level problem which is instead obtained from the volumeaveraged field response of the unit cell (representative of the previous length scale) when subjected to a unit gradient. This is
achieved by solving a boundary value problem on a unit cell with
consistent boundary conditions obeying the Hill-Mandel principle
that equates work done at interactive length scales. Multiscale
numerical simulation of CNT-based polymer composites has
gained significant attention in the past few decades. The mechanical properties of these hierarchical composite materials are evaluated by either following the bottom-up approach [62] or the topdown approach [63]. Such approaches can be implemented either
by hierarchically homogenizing the properties at every interactive
length scale [61–65] or by using a concurrent framework [66].
Upscaling the properties of composites from nanoscale to higher
scale has garnered significant attention over the years where the
characteristics of the matrix and the fiber–matrix interfaces are
simulated using molecular dynamics (MD) simulations [61,64].
By evaluating the stress transfer behavior at multiple length scales,
such multiscale simulations provide valuable insights towards
enhancing the mechanical properties of these composites.
Recently, machine learning-based interatomic potentials have
been implemented to enable first-principles multiscale modeling
of lattice thermal conductivity in graphene/borophene
heterostructures [67].
For self-sensing cementitious composites with nano-engineered
inclusion-matrix interfaces, a microstructure-guided electromechanical response prediction framework was developed by the
authors [44] for a large class of smart heterogeneous materials.
Despite the progressive research on smart cementitious materials
enabled by nano-engineered inclusion-matrix interfaces, this procedure has not been extensively implemented in industrial applications. One of the major reasons behind this could be attributed
to the lack of reliable performance standards. While multiscale
simulation-based predictive models have been developed
[61,64,68–72] for self-sensing cementitious composites, these
models are computationally expensive because of hierarchical
intricacies at multiple length scales. Because of such high computational demand and complex modeling approaches, such computational approaches have not captivated the civil engineering
materials industries.
Towards this, the primary focus of this paper is to synergistically integrate high throughput multiscale numerical simulations
with machine learning (ML) to develop a robust and yet userfriendly simple predictive model for efficient prediction of electromechanical response of such smart cementitious composites.
In particular, a feed-forward neural network [73] is implemented
here. Such ML-based predictive models can be used as a starting
point toward enabling the development of simple and userfriendly materials design tools that can be easily leveraged by
designers and decision-makers for the widespread application of
these emerging in-situ strain-sensing cementitious materials.

2.1.1. Geometry generation approach
In this paper, the representative unit cells are generated by
employing the Lubachhevsky-Stillinger algorithm [77,78]. In this
algorithm, a hard contact model is implemented such that no overlapping of the inclusions is allowed. The random microstructure
with inclusions is formed by randomly seeding the inclusion
within a cubic matrix volume. The approach involves an iterative
process where the inclusions are randomly assigned in the periodic
bounding box and then subjected to a growth rate to obtain the
desired particle size distribution. During the process, a constant
velocity is assigned to update the position of the inclusions for
every time increment and then are checked for any overlaps. The
time increment at every step is considered as the minimum of
those corresponding to every possible colliding inclusion pair.
The algorithm continues to assign the positions of the inclusion
resulting from collision and growth of inclusions within the
bounding box at every step until the desired volume fraction is satisfied. The detailed formulations for generating the unit cell can be
found in [44,79]. For the matrix, a homogenous solid section is generated where the solid matrix cut is obtained by taking the difference of geometric areas of the solid matrix and the inclusions. The
inclusion embedded matrix geometry is obtained by stitching the

2. Methodology
2.1. Multiscale simulation approach
To evaluate the piezoresistive nature of the self-sensing cementitious composites, two different hierarchical length scales are
implemented here, as shown in Fig. 1.
3
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Fig. 1. Representative length scales implemented for electromechanical response evaluation.

Fig. 2. Flowchart of the piezoresistive simulation framework.

solid cut geometry and the inclusions at the boundaries. Such unit
cell generation algorithm has been also successfully applied in our
previous studies [44,80]. Please refer to section B of the supplementary material for more details. The generated microstructure
is then imported to commercial finite element software ABAQUSTM
via python scripting and MATLAB subroutine.

Since the effective properties are computed based on the
repeated RVEs, the deformation of the RVE should be spatially periodic. This is achieved by applying PBCs along its boundary. The
periodic boundary condition is imposed at the two opposite surface boundaries of the RVE at points A and B, where the respective
displacement can be related as



uAk  uBk ¼ eavg xAk  xBk ¼ eavg LRVE

2.1.2. Mechanical module
For mechanical response, the effective properties are evaluated
for the RVEs after imposing periodic boundary conditions (PBCs).
The constitutive relationship for a linear elastic material is written
as

r ¼ Ce

where x is the position vector of the points A and B on the parallel
boundaries, and LRVE is the edge length of RVE. Eq. (4) is enforced in
the simulation by setting constraint equations that relate the degree
of freedom (DOF) of each pair of nodes on opposite boundaries to
the 6 DOFs of a master node, corresponding to the 6 components
of the homogenized strain tensor eavg . More details on the periodic
boundary conditions are available in section D of the supplementary material. The representative steps involved in the mechanical
module are shown in Fig. 3. The deformed geometry of the unit cell
obtained from the mechanical module is re-meshed as described in
the next sub-section.

ð1Þ

where r; e refer to the stress and strain vectors, and C corresponds
to stiffness tensor. The averaged stress r and strain e vectors are
described as spatial averages of the local distribution over the representative volume described as:

r¼

1
V

e¼

1
V

Z

V

Z
V

rdV

ð2Þ

edV

ð3Þ

ð4Þ

2.1.3. Intermediate re-meshing rule
The re-meshing technique involves a mesh refinement on the
deformed geometry wherever the aspect ratio of the elements
4
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Fig. 3. Schematic representation of the mechanical module.

processing module results in an average conductivity. The average
electrical conductivities are then expressed in terms of resistance.
With varying strain, the change in resistance (DR) is calculated.
Here the strain-sensing response is expressed by evaluating the
fractional change in resistance (FCR) with varying strain. The FCR
is calculated as the ratio of the change in resistance (DR) to the bulk
resistance (R0 ) as shown below [81]:

exceeds 3. This re-meshing module thus improves the quality of
the mesh in the deformed unit cell. The re-meshed deformed
geometry is then exported to the electrical module for electrical
analysis. Similar implementation has also been successfully
adopted elsewhere[44,69].
2.1.4. Electrical module
Similar to the mechanical analysis, the electrical response is
evaluated for the RVEs at respective length scales. In finite element
analysis, the electrical flow of current (J) can be described by Ohm’s
law where the constitutive equation is formulated as

J ¼ jE

FCR ¼

ð5Þ

E¼

1
V

2.1.6. Simulation approach for CNT- PSS matrix nanocomposite
In this study, the CNTs are generated as straight solid cylinders
with a 2 nm radius, and the length is set to follow a gaussian distribution with a mean length of 100 nm and a standard deviation of
20 nm, as adopted from the literature [69]. The geometry generation approach mentioned in Section 2.1.1 is followed. The RVE considered herein has an edge length of 300 nm. The RVE size is
adopted based on a sensitivity study [69]. A geometric periodicity
is also implemented, which has been previously shown to evaluate
the percolation effectively [69]. A target volume fraction of 0.035 is
obtained based on the percolation studies as shown in the supplementary material. A similar volume fraction is achieved in a previous study for CNT-modified microstructures and such volume
fraction has been shown to form percolating microstructure [69].
The RVE is then meshed, and periodic boundary conditions (PBCs)
are implemented by constraining the nodes on the parallel surfaces. The formulation for PBC has been adequately detailed in
the authors’ previous publications [44,69,80]. A tetrahedral mesh
(C3D10 elements) is used with a total of approximately
1,240,000 elements beyond which any further mesh refinement
resulted in insignificant changes in the response. For simplicity, a
perfect bonding is considered between the matrix and the inclusions. Under low compressive strains, the strain levels experienced
within the CNT-PSS coating are well below the cracking strains,
and as such damage state is not encountered within the CNT-PSS
composite. Thus, under such low strain values, CNTs are considered perfectly bonded to the PSS matrix and damage models are
not incorporated in the CNT-PSS scale. The geometry generation,
meshing, and application of PBCs are implemented by using a

Z
JdV

ð6Þ

EdV

ð7Þ

V

Z
V

Hence, Eq. (5) can be reformulated in a homogenized sense as


J

R

JdV
EdV
V

j ¼ ¼ RV
E

ð8Þ

The periodic boundary conditions for the electrical potential at
the nodes of opposite boundaries are defined as

V A  V B ¼ E LRVE

ð10Þ

In order to observe the change in electrical response, the mapping is incorporated where the interpolated spatial distribution for
defining solution-dependent material properties is implemented at
every material domain [44,69].

where j is the electrical conductivity tensor, and E is the electric
field. The average quantities of the current density and electric field
can be evaluated as

1
J¼
V

DR
R0

ð9Þ

The schematic representation of the electrical module is provided here in Fig. 4 for ease of reference.
2.1.5. Evaluation of the effective strain-sensing properties
After the mechanical module, remeshing module, and electrical
module, the obtained responses are post-processed to yield an
effective strain-sensing response. In this study, a unit potential difference is applied across the microstructure in one of the principal
directions (say X). Using Ohm’s Law (J ¼ j E), the electrical module
computes current density (J) from the input electrical conductivity
(j) of component phases and the applied electric field (E). The simulation yields the electric field and current density distribution in
the unit cell which when volumetrically averaged by a post5
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Fig. 4. Schematic representation of the electrical module.

python script and the analysis is carried out using commercial
ABAQUSTM software [82]. Table 1 shows the input properties
adopted to carry out the mechanical and electrical analysis for
the CNT-PSS composite.

Table 2
Input properties implemented in the sand-coated-HCP composite [44].

2.1.7. Simulation approach for mortars with coated sand inclusions
Here, the RVE microstructures of the coated sand-HCP composite are obtained by generating sand inclusions as solid spheres
where no overlapping of the inclusions is allowed. This method
is employed following the Lubachhevsky-Stillinger algorithm
[77,78]. The volume fraction of sand in this analysis is considered
as 45% [37,44]. The median size of the sand particles is adopted
as d50 ¼ 600lm [83], which are dispersed in the unit cell. The randomness of the generated RVEs is ensured by evaluating the randomness of the nearest neighbor distance distributions of the
generated inclusions within the RVEs (Please refer to sections B2
and C of the supplementary material). RVE size sensitivity studies
were also performed to ensure the representativeness of the generated 3D unit cells. For more details, please refer to sections B2 and
C of the supplementary material. The RVE size of 2 mm is selected
based on a sensitivity study and any further increase in the size of
RVE results in an insignificant change in the responses (Please refer
to sections B2 and C of the supplementary material). A variation of
thickness for the conductive coating is considered to evaluate the
influence of coating thickness. The microstructures are then
meshed and PBCs are implemented accordingly as discussed in
the previous section. For each case, a mesh convergence study
was conducted to obtain optimal mesh for the microstructures.
Table 2 shows the input properties adopted to carry out the
mechanical and electrical analysis as described earlier in order to
evaluate the effective properties of coated sand incorporated HCP
matrix. For ITZ, the values for tensile strength (f t Þ, total fracture
energy (GF Þ and the Initial fracture energy (Gf ) are adopted as
2.7 MPa, 25 N/m and 19 N/m respectively as reported in the literature [44,84,85].

Material

Elastic modulus
(E) GPa

Poisson’s
ratio (m)

Electrical
conductivity (j)

HCP
Conductive
Coating
ITZ
Sand

20 GPa
2.46 GPa

0.2
0.2

0.002 S/m
71.3 ± 2.5 S/m

10
60

0.2
0.25

0.002 S/m
10-6 S/m

Although strain levels experienced within CNT-PSS coating are
lower when compared to its capacity, in the case of the mortar
scale, the strain states at the inclusion-HCP matrix interfaces are
likely to reach the cracking strain initiating interfacial debonding.
This is implemented in this work by adopting a cohesive zone
model for the interfacial transition zones (ITZ) at the inclusionmatrix interfaces to define the interfacial debonding behavior at
the mortar scale. As such, the interfacial debonding between sand
and the HCP matrix plays a major role in the evaluation of the
mechanical and electrical responses [44]. This study implements
debonding at the matrix-inclusion interfaces by incorporating
cohesive zero thickness interface elements and interfacial debonding is implemented using a continuum approach coupled with a
cohesive zone model (CZM) [84]. Isotropic damage is incorporated
in the matrix so as to obtain the post-peak effective constitutive
response of the composite. Such an approach has been successfully
implemented for fracture response in particulate-reinforced smart
cementitious composites [86], the electro-mechanical response of
self-sensing structural materials [44], and dynamic fracture in
cementitious materials [87]. In this work, CZM coupled with continuum damage is implemented for interfacial debonding. The
zero-thickness interface elements are implemented to ensure continuity in displacement. Such implementation has been successfully modeled for relative slip or separation studies in the
literature [44,84]. The mode-I fracture is initiated in the CZM when

Table 1
Input properties incorporated in the CNT-PSS composite [44,69].
Material

Elastic modulus (E)

Poisson’s ratio (m)

Electrical conductivity (j)

Diameter (DCNT Þ

Length (LCNT Þ

CNT
PSS

500 GPa
2.4 GPa

0.35
0.3

106 S/m

4 nm
–

500 nm
–

108 S/m
6
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where f N ðÞ : R ! R is a continuous bounded function which is usually referred to as the activation function, Ai : Rdi ! Rdiþ1 is the
transformation matrix that contains weights between two layers
of perceptron [89]. The NN has been widely adopted to study the
patterns in the data due to the proven universal approximation
property, which states that the feed-forward NN architectures with
a sigmoid activation function are capable of approximating any set
of functions between two Euclidean spaces for the canonical topology [90]. This paper uses sigmoid functions as an activation function since it yields the least error when considering other
activations functions such as ReLU, tanh, etc. A similar observation
is also reported in the literature [91]. The weights can be solved by
formulating the above mapping into a constrained optimization
problem as stated below,

the stress state exceeds the tensile strength of the matrix. The traction separation law that governs the damage propagation is
obtained by calculating an equivalent interface opening, k; and
equivalent traction, rc as shown in Eq. (9) and Eq. (10), respectively
[44,84,88].

k¼

qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h½un i2 þ h½ut i2
(

rc ¼

K p k; k < ko


oÞ
; k  ko
f t exp  f t ðkk
GF

ð11Þ

ð12Þ

where un and ut are normal and tangential displacement jumps, ko
is the threshold limit defined by 2Gf =f t (where Gf is the initial fracture energy) up to which the rc increases with k with a penalty stiffness (K P Þ, f t is the tensile strength and GF is the total fracture
energy. The volume integral of rc is partially differentiated with
respect to un and ut to obtain equivalent normal traction ðt cn Þ and
tangential traction ðt ct Þ. The partial derivatives of the traction with
respect to displacement jump defines the mechanical tangent material matrix C uc as shown in Eq. (13) [44,84,88].

" @t

C uc

cn

@un
@t cn
@un

¼

@t cn
@un
@t cn
@un

 
 
argminAj f N AN ;    f 2 ðA2 ; ðf 1 ðA1 ; xÞÞ   Þ þ kg Aj

where k is the regularization intensity constant and g ðÞ is a functional form of the weights to be regularized. The optimization problem is solved by using any optimizing tools and the weights are
updated using a backward propagation algorithm.
Due to the non-convexity of the neural network, the solution to
this optimization problem is not unique. Moreover, the number of
hidden layers and the selection of the number of neurons in each
layer affects the result of the regression, and it is subjected to high
variance problems when large numbers of neurons and layers are
used. As such, proper regularization is needed when NN is implemented. In this study, while training an NN model, a sigmoid function is implemented as an activation function and the Adam
algorithm [92] is opted as an optimizer. Fig. 5 shows the schematic
diagram of the neural network with the chosen input parameter
and the output.

#

ð13Þ

The mechanical stiffness of each cohesive element is obtained
by transforming the tangent material matrix C uc to its local coordinate system. When k  ko the traction separation law is governed
by K P whereas when k > ko , the mechanical stiffness matrix is
modified at every iteration with increasing k based on the phenological damage model using a scalar interface damage parameter
Dc which is defined as

Dc ¼

k
kr

ð14Þ

2.2.2. Model tuning and cross-validation
To avoid the possibility of overfitting, a fraction of the data
points is kept fully hidden from the models and is used as a test
set to evaluate the accuracy and performance of the model on
these unseen data. To this end, a k-fold cross-validation (CV) technique is adopted in this study to evaluate the accuracy of the
model. To tune the hyperparameters of the model, this study
adopts a nested two-level CV approach as detailed in the article
by Cawley and Talbot [93]. First, the dataset is split into the training set (which is 80% of the data) and the test set (20% of the data).
In outer CV, the model is run for the number of iterations and the

where kr corresponds to equivalent interface opening at a very low
traction value in the post-peak regime of the traction-separation
behavior. kr is computed at 0.1f t in the post-peak regime. The
approach described herein is implemented in ABAQUSTM via usersubroutine where the initial fracture energy (Gf ), total fracture
energy (GF ) and tensile strength of the matrix (f t ) are adopted as
inputs [84,85]. As explained earlier in Section 2.1.4, the deformed
geometry is remeshed and exported to the electrical module. When
any interfacial element is damaged, the electrical conductivity of
the damaged element is set to zero which prevents any further electric conduction in that element. Such interfacial debonding influences the distribution of current density and strain sensing
response in the RVE.

average value of the scores (i.e R2 and MSE), obtained from each
fold, is used to compare the performance offered by the ML algorithm. Next, to calculate the proper setting for the hyperparameters from each model, a 5-fold inner CV is implemented within
the training set. A similar approach has been successfully adopted
to study the composition-dependent mechanical properties using
ML techniques [94,95]. To reach an ideal trade-off between accuracy and computational demand, models need to be optimized
by tuning the hyperparameters. This can be achieved by gradually
increasing the degree of complexity (e.g., number of neurons, number of trees, number of terms, etc.) and tracking the accuracy of the
model prediction for both the training and validation datasets. The
metrics adopted in this study are mean squared error (MSE) and
linear coefficient of determination R2. The details of the model tuning and validation with the evaluation of the metrics can be found
in [96].

2.2. Machine learning approach
The FE simulation framework presented above is leveraged to
generate a large database of strain-dependent FCR values with
varying thickness of coating and fraction of coated aggregates for
implementation of machine learning-based performance prediction. This paper primarily focuses on neural network (NN), which
is discussed in the forthcoming sub-section.
2.2.1. Neural network
A neural network is a mathematical model that maps a given set
of predictors, x, to a set of the desired response, y. This mapping
between the predictor and the response is comprised of multiple
layers of perceptron and activation functions and it is called a
feed-forward neural network. The estimated response can be
expressed as follows,

y ¼ f N ðAN ;    f 2 ðA2 ; f 1 ðA1 ; xÞÞ   Þ

ð16Þ

2.2.3. Model interpretability
To interpret the ML results, a Shapley Additive Explanations
(SHAP)-based model interpretation technique is used in this study
[97,98]. The importance of feature ‘j’ in SHAP for the output of

ð15Þ

model f , /j ðf Þ, is a weighted sum of the feature’s contribution of
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Fig. 5. Schematic diagram of neural network adopted in this paper.

the model’s output f ðxi Þ over all possible feature combinations

curved CNTs was 0.00192 S/m [103]. In this study, the CNTs are
modeled as straight cylinders and the effective conductivity of
the CNT-PSS composite, obtained from the simulation, correlates
well with the experimental value for the CNT-epoxy composite.
Moreover, an excellent correlation between simulation and experimental values was obtained at the mortar scale, as explained later,
which justifies the responses obtained in the CNT-PSS scale.
Fig. 6 shows the computed FCR values with varying strain for
the CNT-PSS composite. A linear correlation between the FCR and
the strain is observed from Fig. 6, and such correlation can be
attributed to the piezoresistive characteristics of the percolated
CNT network in the RVE. These mechanically induced deformations
alter the current distribution in the RVE leading to an increasing
change in the overall resistance of the composite. The piezoresistive responses of CNT-PSS nanocomposite obtained here, serve as
input coating property in the analysis of mortars with a varying
fraction of coated aggregates. Fig. 7(a) shows the generated
meshed microstructure. Fig. 7(b-e) shows the stress distribution
and the respective current distributions in the RVE with varying
strain. From the stress distributions in Fig. 7(b) and (c), it can be
observed that the stresses are concentrated inside the CNTs which
can be attributed to the significantly higher stiffness of the CNTs as
compared to that of the PSS matrix. Similarly, the electric current
density (ECD) distributions in Fig. 7(d) and (e) show that the ECD

[99]. /j ðf Þ is expressed as:

/j ðf Þ ¼

X
Svfx1 ;;xp gfxj g


jSj!ðp  jSj  1Þ!   G  j 
f S
x
 f ðSÞ
p!

ð17Þ

where xj is feature j, S is a subset of features, and p is the number of
features in the model.
3. Results and discussions
3.1. Multiscale simulation results
3.1.1. Prediction of effective electro-mechanical response for CNT-PSS
nanocomposite
For the CNT-PSS composite, a CNT target volume fraction of
0.035 is obtained based on the percolation studies as shown in section A of the supplementary material. The effective electromechanical response of CNT-PSS nanocomposite is obtained following the methodology explained earlier. A strain-dependent
conductivity response for the tunneling zone, as reported in
[56,60,100], is implemented. Within the tunneling zone, as the
strain varies spatially across different elements, the conductivity
is mapped to the tunneling zone elements depending on the strain
state of each element following the strain-sensitive conductivity
response of the tunnel. Thus, for a given externally applied strain,
the conductivity varies spatially within the tunneling zones based
on the strain-sensitive mapping relationship. The inherent strain
sensitivity of the CNTs is considered to be 60, where the variation
could be between 1 and 150 as reported in the literature
[56,60,101]. The thickness of the tunnels around the CNTs was
taken as equal to the radius of CNTs i.e., 2 nm, as per
[56,60,69,100]. The electrical simulation applies a unit voltage gradient along X with periodic boundaries along Y and Z [102] to
obtain an effective electrical response. For CNT-PSS composite,
RVE size-sensitivity and mesh convergence studies are performed
to obtain representative and converged solutions. Please refer to
section C1 of the supplementary material for more details. From
the simulation, under no externally applied strain, a conductivity
of 71:25  2:45 S/m was predicted for CNT-PSS coating. For direct
comparison, no experimental piezoresistivity data is available for
the CNT-PSS composite under compression. For the CNT-epoxy
composite, Yin et al. [103] reported the effect of the shape of CNTs
on the electrical conductivity of the composite. While the composite with straight nanotubes yielded an experimental electrical conductivity of 65:8S=m, the conductivity for the composite with

Fig. 6. The fractional change in resistivity with strain for CNT-PSS under compressive strain.
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Fig. 7. (a) Representative meshed geometry of CNT-PSS composite. Representative stress state of the CNT-PSS microstructure at a compressive strain of (b) 600 me, (c) 1600 me
and the corresponding electric current density for strain equal to (d) 600 me (e) 1600 me.

the sensitivity studies as detailed in the section C of the supplementary material. Similar relative RVE with identical inclusion size
has also been implemented [44] to evaluate micromechanical
responses of cementitious composites. In this study, the interfacial
transition zone (ITZ) is also incorporated around the sand particles.
The interfacial debonding is modeled by employing a cohesive
zone model (CZM) [88] where zero thickness interfacial elements
are implemented at the conductive coating-ITZ interface as
explained earlier in this paper. The traction separation law in
CZM is defined by tensile strength (t f ), total fracture energy (GF )
and initial fracture energy (Gf ) as described in Section 2.1.7. The
values of these parameters are obtained from our previous study
[44]. Initially, the values of the scalar interface damage parameters
(Dc ) is taken as zero. With increasing strain, the scalar value gradually increases to 1 which denotes that the element is completely
damaged. The unit cell is finely meshed using C3D10 elements in
ABAQUSTM.
The deformed geometry due to mechanical loading is imported
to the re-meshing module to refine the mesh, ensuring a good
quality of elements. The re-meshed unit cell is then imported to
an electrical module for electrical analysis. In the electrical module,
the faces parallel to the x-axis are insulated, and a unit potential
difference is applied along the x-axis to obtain ECD and electric
field in the unit cell. The post-processing module involves the computation of the FCR, as explained earlier. Fig. 8(b-c) shows the
stress state of the unit cell under the applied compressive strain
of 27 me and 170 me respectively. The corresponding ECD distribution is shown in Fig. 9(d-e). Due to the piezoresistive behavior of
the conductive coating, the ECDs are altered, resulting in a change
in the characteristic of the electrical response in the unit cell with
an increase in compressive strain.
To validate the prediction of strain sensing behavior of the
smart cementitious material containing nano-engineered cement
aggregate interface under compression, Fig. 9 draws a comparison
between the numerical analysis results and the experimental
results reported in an experimental study [37].

is more concentrated inside the CNTs as compared to the PSS
matrix which can be attributed to the significantly higher electrical
conductivity of the CNTs as compared to the PSS matrix. Overall,
with increasing strain, the state of stress in the RVE increases,
and consequently it alters the resistivity of the microstructure
due to the change in the conductivity path.
3.1.2. Prediction of strain sensing ability of nano-engineered smart
mortar
This section describes the application of the framework to the
smart self-sensing cementitious material enabled through nanoengineered cement aggregate interfaces [37–41,104]. The electromechanical response of the CNT-PSS nanocomposite serves as
input property for the coating in this scale. The forthcoming subsections describe the application of the electro-mechanical simulation framework to explore the influence of coating thickness and
the fraction of coated sand on the electromechanical behavior of
the composite. In addition, this study also compares the numerical
simulation results with the experimental value reported in the literature [37] for the smart self-sensing cementitious material for
validation. As described earlier, a mechanical module is first implemented on the generated unit cell (Fig. 8(a)). The generated
microstructure unit cell is meshed, and a periodic boundary is
applied, followed by the displacement-controlled simulation to
obtain the deformed unit cell. To obtain representative and converged solutions at the mortar scale, RVE size-sensitivity and mesh
convergence studies are conducted. Please refer to section C2 of the
supplementary material for more details. The volume fraction of
sand inclusion is taken as 45% [44]. The fraction of coated sand particles ranges in between 20%100%. Such mortars with such a fraction of coated sand particles are able to form percolated paths for
electric conduction. Please refer to section A.2 of the supplementary
material for more details on percolation studies in the mortar scale.
The median size of sand inclusions is considered as 600 lm[44]
and sand inclusions are dispersed randomly in the unit cell with an
edge length of 2 mm. The size of the unit cell is selected based on
9
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Fig. 8. (a) Generated and meshed sand-coated microstructure. Representative stress state of the sand-coated-hcp microstructure at a compressive strain of (b) 27 me (c) 170
me and the corresponding electric current density for strain equal to (d) 27 me (e) 170 me.

increases with an increase in coating thickness for all the applied
strains. However, the rate of increase in FCR with respect to the
increase in coating thickness decreases beyond a thickness of 20
lm. Such trend can be attributed to the fact that for a coating
thickness of 20 lm the coating surfaces from neighboring inclusions almost overlap thereby achieving maximum strain sensitivity. Thus, any further increase in the coating thickness beyond
20 lm does not alter the connected path significantly which is
reflected in the form of no significant improvement in FCR beyond
a coating thickness of 20 lm. Similar observations are reported in
the literature for composites with conductive phases embedded in
non-conductive matrices [105,106]. It is observed that a thin conductive film of around 10–20 lm is sufficient to obtain an efficient
strain-sensing ability in these materials. Fig. 10(b) shows the variation of the FCR with the fraction of coated sand particles. Here, the
thickness of the coating is fixed at 10 lm and the strains are varied.
For every simulation, 10 different randomly generated RVEs are
considered, and the mean value of FCR is obtained. The general
trend in Fig. 10(b) suggests that the FCR increases with increasing
fraction of coated aggregates. However, with a coating fraction
beyond 80%, no significant change in FCR is observed with an
increasing fraction of coated aggregates.
While the above responses show a significant variation of FCR
with change in coating thickness and fraction of coated sand particles, the forthcoming section leverages the electromechanical simulation framework to develop a large dataset that is required for
ML implementation.

Fig. 9. Simulated piezoresistivity of a sand-coated cement mortar for compressive
strain compared with the experimental values reported in an experimental study
[37].

A good correlation is achieved between the numerical analysis
and the experimental results. This verifies the efficacy of the
numerical approach adopted here. While Fig. 9 highlights the
strain sensing capability of the smart material, Fig. 10 illustrates
the influence of the thickness of the coating and the fraction of
coated aggregates on the overall sensing efficiency.
Fig. 10(a) shows the influence of the thickness of the coating on
the FCR while the fraction of coated aggregates is fixed at 100% and
strains are varied. From Fig. 10(a), it is observed that the FCR

3.2. Machine learning-based performance prediction
3.2.1. Dataset generation
The sequentially coupled simulation technique illustrated earlier is exploited to generate the electromechanical response of
10
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Fig. 10. (a) Variation of FCR with varying thickness of the coating for the case of 100% coated aggregates; (b) relationship between FCR and the fraction of coated sand
inclusions for a coating thickness of 10 lm under varying applied strain.

pleteness of the dataset is ensured here by choosing all the possible
ranges of the coating thickness and fraction of coated sand
observed experimentally. Moreover, the consistency of the dataset
is carefully maintained by following the analysis on RVE, loading
conditions, and evaluation of piezoresistive procedure within the
electro-mechanical simulation for all the RVEs generated. Thus,
the overall adequacy of the dataset is ensured by careful implementation of all the four above-mentioned criteria during the dataset generation and model training/testing procedure. In this study,
the dataset consists of 3000 pairs of inputs and output vectors. The
dataset was divided into an 80:20 ratio, where 80% of the dataset
was used for the train set and the remaining 20% for the test set.
The test set is kept hidden from the network during training. A sigmoid function is used as the activation function on the hidden layers. For more details on the dataset adequacy, please refer to
section E of the supplementary material.

the RVEs. Under variable strain, multiple combinations are
employed by linearly varying the fraction of coated sand (20% to
100%) and the thickness of the coating (10 lm to 30 lm). This
information is used as training data for machine learning prediction. While this study implements input parameters such as coating thickness, the fraction of coated sand, and compressive strain
as a starting point, it needs to be noted that the influence of other
parameters such as CNT dosage, selection of polymer matrix material for the coating, variations in the size distribution of sand inclusions, longevity, or bonding characteristics of the coating, etc. and
their relative sensitivity in the light of strain sensing ability of the
composite, can be incorporated in the future to improve the generalizability and robustness of the model.
For adequacy, the database generated for ML should be (i) balanced, (ii) representative, (iii) complete, and (iv) consistent [95]. In
the current study, the dataset is generated by varying the thickness
of the coating and the fraction of coated sand particles in a uniform
fashion. This is to ensure that the data points from all possible
ranges are equally represented. For the representativeness of the
dataset, the data are split into training (80%) and test set (20%).
The hyperparameters are tuned by implementing 5-fold crossvalidation. At every fold in cross-validation, the training data is further divided into 80% of the training set and 20% for validation. The
errors (training error and validation error) calculated from each
fold are averaged to represent the average model error. The com-

3.2.2. Prediction from trained neural network
The choice of the NN hidden layers and neurons in each layer
was based on the hyperparameter optimization where a tradeoff between the minimum MSE and maximum R2 was obtained.
Fig. 12 shows the MSE and R2 values with an increasing number
of neurons for hidden layers equal to 2. It is observed from
Fig. 11(a) that that the MSE drops as the number of neurons is

Fig. 11. (a) MSE value an (b) R2 value of the neural network model with respect to hidden nodes for a hidden layer equal to 2.
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Fig. 12. Comparison of the measured FCR from the FE model with the predicted FCR from the trained NN model using (a) test set, (b) validation set, and (c) test set of data.

increased and beyond a neuron number of 11, the MSE for the
validation set almost converges to a constant value. Similarly,
for the same number of neurons, the R2 value also gets saturated
as shown in Fig. 11(b) and any increase in the number of neurons beyond 11 does not make any significant change to the
R2 values. Hence, the number of neurons equal to 11 is selected
for this study.
The network was trained using TensorFlow [107], where the
optimal weight matrices and bias arrays are obtained by minimizing the MSE between the true value (prediction from FE simulations) and the predicted value from NN. Such optimization was
performed via backpropagation, using the Adam algorithm. The
network was converged for a learning rate equal to 0.001 and
500 epochs.
To check the accuracy of the optimized NN, the predicted values
from NN are compared with the measured values from multiscale
simulations for the training, validation, and test dataset as shown
in Fig. 12.
While an R2 value of 0.98 is observed for training and validation

Fig. 13. SHAP values for each input from the trained NN model.

datasets, an excellent correlation is obtained with a R2 value of 0.97
for the test dataset that was not seen by the NN model during
training and validation, as shown in Fig. 12. It needs to be noted
that the prediction accuracy of the ML models presented here is
only evaluated within the range of parameters considered within
this study. As such, detailed extrapolation studies are needed to
assess the prediction accuracy and associated uncertainties when
the values of the input parameters go beyond the ranges considered in this study.

4. Conclusion
This paper presents a comprehensive approach toward the prediction of electromechanical response and strain sensing ability of
a smart cementitious composite. A multiscale approach is implemented to obtain the electro-mechanical behavior of the nanoengineered CNT-based coating which serves as the input coating
property for the electro-mechanical simulation of the mortar. The
electro-mechanical simulation adopted herein followed a sequential approach where the mechanical module is initiated to obtain
the deformed geometry and then re-meshed before exporting to
an electrical module to compute the change in resistance at different strain values. The efficacy of the simulation is evaluated by
comparing the simulated responses with the experimental results
available in the literature, where a good correlation is obtained.
Such good correlation enables confidence in the ability of the simulation methodology to represent the complex hierarchical structure of the smart cementitious composite with thin-film coating
effectively. The validated Numerical framework is used to evaluate
the influence of coating thickness and the fraction of coated aggregates towards strain-sensing efficiency. The results suggest that
the FCR increases as the coating thickness is increased and the
trend continues till a coating thickness of 20 lm is reached beyond

3.2.3. Insights from the NN model
This section demonstrates the interpretability of the NN predictions by using SHAP [97]. In SHAP, the impact of each feature on
the prediction is obtained by assigning each feature an importance
value for a respective prediction. The result shown in Fig. 13
demonstrates that the FCR is dominated by the coating thickness,
followed by the strain and the fraction of coated sand present in
the system. In other words, for a given strain, coating thickness
shows more influence on the FCR than the fraction of coated aggregates. Such inferences can significantly influence the strategies to
optimize these smart mortar systems for enhanced strain-sensing
efficiency.

12

Materials & Design 209 (2021) 109995

G.A. Lyngdoh and S. Das

which the FCR tends to saturate and no significant increase in FCR
is observed when the coating thickness is increased beyond 20 lm.
Such trend can be attributed to the fact that for a coating thickness
of 20 lm the coating surfaces from neighboring inclusions almost
overlap thereby achieving maximum strain sensitivity. Any further
increase in the coating thickness does not alter the connected path
significantly which is reflected in the form of no significant
improvement in FCR beyond a coating thickness of 20 lm. Similar
trends are observed when the fraction of coated sand inclusions is
varied where the rate of increase in FCR decreases progressively
with an increasing fraction of coated sand. The validated simulation framework is also leveraged to build a large, consistent, and
representative database of strain-dependent FCR by varying the
coating thickness and fraction of coated sand particles. The large
database is used to build an NN-based predictive model. By judiciously selecting the optimal parameters, an optimal trade-off
between the level of complexity and accuracy is obtained while
ensuring there is no under-or overfitting. Excellent prediction efficacy is obtained using 11 neurons and 2 hidden layers. To interpret
the NN predictions, SHAP values are also computed for all the input
parameters to elucidate their relative influence on the FCR values
From the SHAP values, after considering all the possible combinations that evaluate the importance of each model features on the
model’s output, for a given strain, the coating thickness showed a
higher influence on the obtained FCR than the fraction of coated
sand. Overall, synergistically integrated multiscale FE simulation
with ML approach, presented in this paper can be used as a starting
point for designing a wide range of strain-sensing materials for
multifunctional applications.
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