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ABSTRACT 
 
Groundwater serves as one of the main and reliable water sources for human-
being and groundwater dependent ecosystems (GDEs). GDEs are threatened by 
insufficient groundwater supply, due to increasing groundwater extraction and climate 
change. Sustainable groundwater management should address the water needs for both 
human and ecosystems, which requires a better understanding of the complex 
interactions between GDEs and groundwater. This dissertation examines plant-
groundwater interactions and their implications at a range of scales.   
At the plant scale (~1 m
2
), a physically-based model was developed to explore 
the hydraulic mechanisms of plant groundwater use. New functions of root water uptake 
and hydraulic redistribution (HR) in the model were driven by the potential gradients 
along the groundwater-soil-plant-atmosphere continuum, and a new water stress function 
was based on the linear relationship between stomatal conductance and root hydraulic 
conductance. These functions were further incorporated into a groundwater-land surface 
model, ParFlow.CLM, to develop a spatial distributed ecohydrological model at the 
stand scale (~1000 m
2
). The modified ParFlow.CLM was used to conduct a 8-year 
simulation with half hourly time step at a AmeriFlux oak savanna site in California. It 
performed well when simulating daily, hourly, and spatial changes of water and energy 
dynamics. It captured the seasonal shift of plant water source from soil water during the 
wet season to groundwater during the dry season. The model simulated both hydraulic 
 iii 
 
lift and hydraulic descent during oak active and dormant seasons. The model suggested 
that HR at this site was a mechanism for oaks to compete for water with annual grasses. 
At the regional scale (~1000 km
2
), a method was proposed to identify vegetative 
GDEs using remote sensing data and to generate a detailed GDEs map for the Edwards 
aquifer region in Texas. This method used Landsat ETM+ and MODIS images to track 
the changes of NDVI for each vegetation pixel under different precipitation conditions. 
The NDVI dynamics were used to identify the vegetation with high potential to use 
groundwater. The method produces a detailed map of potential GDEs, which represents 
the first step towards sustainable water management associated with these ecosystems. 
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CHAPTER I  
INTRODUCTION  
 
Groundwater provides a reliable source for anthropogenic water use, and also 
serves as one of the main water sources for particular ecosystems. These ecosystems, 
known as groundwater dependent ecosystems (GDEs), rely on or partly rely on either the 
surface expression or subsurface presence of groundwater. The groundwater 
consumption of GDEs potentially influences regional groundwater recharges and 
baseflow in streams, and further impacts the water available for human consumption. 
GDEs are especially sensitive to the stressors caused by groundwater extraction, land use 
practices, and climate change. Therefore, it is necessary to address these ecosystems in 
sustainable water and land management. Several government agencies have already 
incorporated considerations of GDEs in management practices and on-going research 
activities, including the European Union Water Framework Directive, Australian 
National Groundwater Action Plan, and U.S. Geological Survey Great Basin Integrated 
Landscape Monitoring Pilot.  However, studies of GDEs are still at very early stages. 
Therefore, this dissertation focuses on the vegetation dependent on groundwater to 
develop a better understanding of plant-groundwater interactions and their implications, 
at perspectives ranging from a small plant scale (~1 m
2
), to a medium stand scale (~1000 
m
2
), and to a large regional scale (~1000 km
2
). This dissertation addresses the plants 
belong to two distinct types of groundwater-dependent ecosystems [Eamus and Froend, 
2006]: 1) lowland GDEs which rely on the surface expression of groundwater and are 
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typically found around springs, within groundwater-fed wetlands, and along streams; 2) 
upland GDEs which access deeper groundwater (>2m) by their deep root system. These 
GDEs require the subsurface presence of groundwater, and are known as phreatophytes. 
A third class of GDEs is the groundwater-inhabiting microbial communities found in the 
saturated zone. They are substantially different in their character compared to vegetative 
GDEs and are not considered in this dissertation. 
At different scales, the following specific questions were addressed: 
 At the plant scale, this study strives to explore the mechanism underlying plant-
groundwater interactions: When and how much groundwater is withdrawn by 
plants? Why do plants switch water uptake between soil water and groundwater 
during wet/dry seasons? What role does groundwater uptake play in mitigating 
plant water stress? This dissertation developed a physically-based model at the 
plant scale using system dynamics modeling approach to answer these questions.  
 At the stand scale, this dissertation aims to study the spatial and temporal impacts 
of plant-groundwater interactions, including: How does groundwater interact 
with land surface processes, such as soil moisture and ET, through plant 
groundwater uptake and HR? How do these plant-controlled groundwater-land 
surface interactions drive feedbacks on the climate system? How do multiple 
plant species compete for available water sources at different depths? How do the 
plant groundwater use and the heterogeneous vegetation cover, soil types and 
topography influence the distributions of ET, soil moisture, infiltration, runoff 
and groundwater recharge? And overall, how do these interactions lead to the 
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complex ecohydrological implications at the stand scale? The plant-scale model 
was incorporated into a spatial distributed groundwater-land surface model 
(ParFlow.CLM) to develop a fully-integrated ecohydrological model for 
groundwater dependent ecosystems to test these research questions.  
 At the large scale, this dissertation intends to remotely identify GDEs to answer: 
Where are these GDEs located? This dissertation proposed a cost-efficient 
method to identify the vegetative GDEs using remote sensing. It produced the 
detailed map of potential GDEs, which represented the first step towards 
sustainable water management associated with GDEs. The information of GDEs 
distribution was provided for groundwater managers and researchers to assess 
GDEs in their study areas. The GDE map could also be used for stand scale 
modeling in the future. It could work as the input land cover data with GDEs and 
non-GDEs for model simulation, so that the model could simulate the role of 
GDEs in ecohydrological processes at large scale. 
The structure of this dissertation progresses from small scale (Chapter II) to large 
scale (Chapter V). In Chapter II, the mechanisms of plant-groundwater interactions were 
explained by the model developed at plant scale. This new phreatophytic vegetation 
water uptake model was driven by the potential gradients along groundwater-soil-plant-
atmosphere continuum (GSPAC). The model calculated water potential and water 
content changes in both soil and plant media simultaneously.  Water flow could be into 
or out of vegetation depending on the direction of water potential gradient, allowing the 
model to simulate hydraulic redistribution (HR) [Amenu and Kumar, 2008]. A new 
 4 
 
water stress function was introduced that adjusts transpiration depending on the loss of 
hydraulic conductance along GSPAC pathway. To the best of our knowledge, it is the 
first time that the linear relationship between stomatal conductance and plant hydraulic 
conductance [Domec et al., 2006; Sperry et al., 2003] was used in model simulations of 
plant water stress. The differential equations developed were implemented in a system 
dynamics framework and were solved iteratively. The simulation methodology allows 
for the quantitative analysis of nonlinear systems with complex feedbacks [Forrester, 
2007]. The model was applied to simulate the groundwater dependent blue oaks 
(Quercus douglasii) at a California oak savanna site . It performed well in capturing soil 
moisture dynamics, transpiration and leaf water potential of the blue oaks. This model 
resolved the challenge of explicitly simulating plant groundwater uptake, hydraulic 
redistribution, and water stress. 
Plant-groundwater interactions at the plant scale can impact large scale water and 
energy dynamics. Therefore, the study in Chapter III integrated the representation of 
GDEs in Chapter II into a spatial distributed groundwater-land surface model 
(ParFlow.CLM). The modified model was tested at a semiarid oak savanna site and 
performed well, capturing the daily, hourly, and spatial water and energy patterns in a 8-
year model simulation with a half-hourly time step. The model matched groundwater 
uptake results estimated from diurnal water table fluctuations. The simulations 
highlighted that the groundwater uptake from deep roots coordinated tightly with the soil 
water uptake from shallow roots to support transpiration and HR. It captured the 
seasonal shift of plant water source from soil water during the wet season to 
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groundwater during the dry season. It revealed an interesting finding that the time of this 
shift occurred when surface soil water content dropped around the point of inflection in 
soil water retention curve. The model simulated both hydraulic lift and hydraulic descent 
during the oak active and dormant seasons. It indicated that hydraulic lift promoted oak 
transpiration and hydraulic descent served as another pathway of downward soil water 
movement rather than percolation. The model also revealed that HR at this site is a 
competitive mechanism for oaks, allowing them to compete water with annual grasses. 
In Chapter IV, four scenario tests were conducted to further explain the findings from 
the plant scale and stand scale models in Chapter II and III. These scenarios addressed 
how groundwater, soil types, HR and root distribution controlled the dynamics of the 
whole GSPAC system. 
In Chapter V, the dissertation further expanded its scope from the stand scale to 
the state to regional scale, placing the studies of plant-groundwater interactions into a 
GDE and groundwater management context. The first step effort towards GDE 
management was to develop a method to cost effectively identify the distribution of 
GDEs at scales appropriate for management. The detailed GDEs distribution produced 
by remote sensing may be useful for managers attempting to prioritize conservation and 
restoration efforts in sustainable groundwater management. It also provides researchers a 
guiding tool for the study of GDEs, including field-based assessment and monitoring. In 
the future, the product of GDE map generated from this remote sensing based method 
can be used as the input land cover data with GDEs and non-GDEs for the model 
developed in Chapter III. With these date, the model can simulate how the GDEs 
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impacts regional groundwater recharge and streamflow. The remote sensing based 
method proposed in Chapter V also highlighted the potential in documenting the changes 
in GDE distribution over time, which could also provide the historical land cover inputs 
for model simulation in the studies of water and energy changes caused by land cover 
changes. 
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CHAPTER II  
MODELING PLANT WATER STRESS, UPTAKE, AND HYDRAULIC 
REDISTRIBUTION

 
 
Introduction 
 
Groundwater serves as one of the main and reliable water sources for 
phreatophytic vegetation; it can buffer the impacts of prolonged droughts and support 
the continued existence of vegetation in otherwise dry regions [Eamus et al., 2006; 
Orellana et al., 2012]. Groundwater uptake by phreatophytic vegetation has important 
implications for the study of the complex interactions and feedbacks in groundwater-
soil-plant-atmosphere continuum (GSPAC). At the stand scale, it influences plant water 
use patterns and plant survival strategies under severe water limitations. At the 
watershed and landscape scales, it influences water and energy balance of the land 
surface [Ferguson and Maxwell, 2010; Kollet and Maxwell, 2008], groundwater 
recharge, and baseflow in streams [Huxman et al., 2005; Wilcox, 2002a].  
Several experimental approaches are available for quantifying groundwater 
uptake. Using diurnal water table fluctuations, the White-Loheide method [Loheide et 
al., 2005; White, 1932]  calculates daily groundwater consumption by phreatophytic 
vegetation in riparian zones [Butler Jr et al., 2007; Lautz, 2008; Loheide, 2008; Martinet 
                                                 

 Reprinted with permission from “A groundwater-soil-plant-atmosphere continuum approach for 
modeling water stress, uptake, and hydraulic redistribution in phreatophytic vegetation” by Gou, S., and G. 
Miller, 2013. Ecohydrology, doi: 10.1002/eco.1427, Copyright 2013 by John Wiley and Sons. 
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et al., 2009], shallow water table areas [Vincke and Thiry, 2008], and even regions with 
relatively deep groundwater [Miller et al., 2010b]. The water balance closure method is 
commonly used to estimate the proportion of annual water use derived from 
groundwater [Scott et al., 2008b; Steinwand et al., 2006]. Other methods, which 
combine stable isotope analysis of xylem and source waters with mixing models, have 
been used to determine spatial and temporal variations in the uptake of soil water and 
groundwater by phreatophytic vegetation [Busch et al., 1992; Dawson, 1996; Dawson 
and Pate, 1996; Meinzer et al., 2001]. Groundwater uptake rates also can be measured 
by some direct monitoring methods, such as sap flow measurements on roots [Doody 
and Benyon, 2011]. 
The tight linkage between plant water use patterns and spatial and temporal soil 
water content variation and groundwater fluctuations [Newman et al., 2006] makes root 
water uptake modeling a challenging, but critical area. Previous efforts have focused on 
coupling soil water dynamics with water use by vegetation [Feddes et al., 2001; Wang 
and Smith, 2004], but rarely have included plant groundwater uptake from the saturated 
zone.  A stochastic model has been developed to analytically describe the probability 
distribution of root water uptake by groundwater dependent ecosystems [Tamea et al., 
2009] and associated long-term groundwater dynamics [Laio et al., 2009]. In contrast, 
we develop equations that explicitly depict root water uptake processes and estimate 
actual groundwater uptake rates, appropriate for inclusion in process-based, land surface 
and vadose zone models.   
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The special characteristics of phreatophytic vegetation present several challenges 
for modeling groundwater uptake. First, a realistic model should include physically-
based functions to specify the water and potential status within GSPAC. Potential 
gradients drive water movements through GSPAC, controlling when the dominant 
sources for transpired water switch between the unsaturated and saturated zones. 
Specific parameters of plant and soil properties are needed for these physically-based 
functions (Table 2.1), but some of these parameters (e.g., root distribution) are difficult 
to measure directly. Second, a model must simulate hydraulic redistribution (HR) across 
the root system, which frequently occurs at sites hosting phreatophytic vegetation 
[Amenu and Kumar, 2008; Scott et al., 2008a]. HR has important implications in plant 
water use, namely supporting  transpiration and plant growth during dry season, 
promoting plant water conservation by redistributing water into deeper soil, or 
increasing the water uptake of shallow roots by lifting water into shallow soil layers 
[Caldwell et al., 1998; Dawson, 1993; Dawson and Pate, 1996; Ryel et al., 2004; Scott et 
al., 2008a]. Scott et al. [2008a] suggested that HR be incorporated into many 
ecohydrologic models due to the significant hydrologic and ecologic effects of HR and 
its frequent occurrence in many ecosystems. Third, modeling the influence of 
groundwater on plant water stress is critical for accurately simulating overall root water 
uptake rates.  
The most commonly used approaches to simulate vegetation water stress are 
based on the soil moisture conditions; transpiration decreases linearly as a function of 
soil moisture, once the “onset of water stress” point has been reached [Feddes et al., 
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1978; Federer, 1979; Laio et al., 2001; Porporato et al., 2001]. However, the impacts of 
groundwater on plant water stress status are not addressed in these approaches. In 
addition, roots experience various spatial and temporal soil moisture distributions that 
are not considered in these formulations. We hypothesize that some proportion of roots 
in dry layers may encounter severe water stress and nearly cease water uptake, while 
other roots in wet layers may still be able to access sufficient water storage to take water 
for transpiration. Therefore, a new water stress function is needed in order to incorporate 
the spatial and temporal influences of both groundwater and soil moisture on the water 
stress of phreatophytic vegetation.  
Here, we propose a phreatophytic vegetation water uptake model, which 
combines a water potential gradient-based approach to simulate root water uptake from 
different sources with a new water stress function that adjusts transpiration depending on 
the loss of hydraulic conductance along the GSPAC pathway. The plant “vulnerability 
curve” concept is used to link the hydraulic conductance loss along the GSPAC with the 
water potential changes in saturated and unsaturated subsurface layers [Sperry and 
Tyree, 1988; Sperry et al., 1993; Sperry et al., 2003; Sperry et al., 2002; Tyree and 
Sperry, 1989]. Soil and plant hydraulic conductivities are varied depending on soil and 
plant water potential status.  
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Table 2.1 Model Parameters 
Parameters Values Units Definition 
Soil 
Properties 
   
Z1  0.1 m Thickness of soil layer 1 
Z2 0.2 m Thickness of soil layer 2 
Z3 0.4 m Thickness of soil layer 3 
Z4 8.3 m Thickness of soil layer 4 
h 9 m Groundwater depth 

 0.55 - Porosity 
frun 0.94 - Runoff coefficient (See Miller et al. 2012) 

soil1 0.45 1/m van Genuchten parameter of soil, reservoir 1 

soil2 1 1/m van Genuchten parameter of soil, reservoir 2 

soil3, 4 0.9 1/m 
van Genuchten parameter of soil, reservoir 3 
and saprolite reservoir 
nsoil1 1.42 - van Genuchten parameter of soil, reservoir 1 
nsoil2 1.33 - van Genuchten parameter of soil, reservoir 2 
nsoil3, 4 1.35 - 
van Genuchten parameter of soil, reservoir 3 
and saprolite reservoir 
Sres ,soil1 0.08 m/m 
van Genuchten parameter, residual water 
content of soil, layer 1 
Sres ,soil2 0.1 m/m 
van Genuchten parameter, residual water 
content of soil, layer 2 
Sres ,soil3, 4 0.13 m/m 
van Genuchten parameter, residual water 
content of soil, layer 3 and saprolite reservoir 
Ssat 1 m/m 
van Genuchten parameter, saturated water 
content of all soil reservoirs 
Ks,soil1  0.009 m/half an hour Sat. hydraulic conductivity of soil, layer 1 
Ks,soil2, 3, 4 0.06 m/half an hour 
Sat. hydraulic conductivity of soil, layer 2, 3 
and saprolite reservoir 
Ks,gw 0.006 m/half an hour 
Sat. hydraulic conductivity of groundwater 
aquifer 
Plant 
Properties 
   
Ks_root,i 0.002 m/half an hour 
Hydraulic conductivity of lateral roots with 
100% conductance in soil layer 1, 2, and 3 
Ks_root,gw 0.004 m/half an hour 
Hydraulic conductivity of tap roots with 
100% conductance reaching groundwater 
aquifer 
Ks_stem 0.0004 m/half an hour 
Hydraulic conductivity of stem and branch 
with 100% conductance 
fs1  0.21 fraction Root fraction, soil layer 1 
fs2  0.28 fraction Root fraction, soil layer 2 
fs3 0.36 fraction Root fraction, soil layer 3 
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Table 2.1 Continued 
Parameters Values Units Definition 
fs3 0.36 fraction Root fraction, soil layer 3 
fgw  0.15 fraction Root fraction, groundwater aquifer 
b/r 250  - 
Ratio of distance between the nearby two 
roots (b) and root diameter (r) 
r 0.002 m Root diameter of lateral roots 
l 0.2 m 
Length of absorbing root part of lateral and 
tap roots 
L 1 m 
Horizontal length of transporting root part of 
lateral roots 
At_a_root /Aleaf 0.5 - 
Ratio of total absorbing root surface area: leaf 
area without cavitation in roots 
 
The model calculates water potential and water content changes in both soil and 
plant media simultaneously.  Water flow may be into or out of vegetation depending on 
the direction of water potential gradient, allowing the model  to simulate hydraulic 
redistribution [Amenu and Kumar, 2008]. The differential equations developed are 
implemented in a system dynamics framework. This type of simulation methodology 
allows for the quantitative analysis of nonlinear systems with complex feedbacks 
[Forrester, 2007], making it uniquely adept at describing the processes, patterns, and 
feedback loops inherent in the GSPAC. 
Thus, the objective of this study was to develop a new model framework to 
simulate root water uptake of phreatophytic vegetation. The model was applied to a 
California oak savanna site, where our previous study [Miller et al., 2010b] had 
determined that the blue oaks (Quercus douglasii) are obligate phreatophytes. We 
compared the model results against measured soil moisture, ET and leaf water potential 
data to test the model’s performance. This paper discusses model formulation and case 
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study results, focusing on: a) the mechanisms of soil water-groundwater use pattern 
controlled by the dynamics of rhizosphere resistances, root resistances and potential 
gradients, b) the influence of hydraulic redistribution on plant water use patterns, and c) 
the feedback loops that link stomatal conductance with the water status of saturated and 
unsaturated layers in the subsurface.  
 
Methods 
  
Potential-based Function for Root Water Uptake and Hydraulic Redistribution 
The system is conceptualized and illustrated using an electrical circuit analogy 
(Figure 2.1). The junction point between the root system and stem is set as the reference 
point, which is also at the same elevation of the ground surface. Each root is considered 
to have a transporting portion and an absorbing portion, i.e., the short absorbing zone 
behind the root tip [Sperry et al., 1998]. Water is absorbed from unsaturated and 
saturated zones by the absorbing root portions, conveyed along the transporting root 
portions to converge at the reference point, and moved through the stem to the leaves. 
This uptake and transport is driven by potential gradients along the rhizosphere-leaf 
pathway (rhizosphere ↔ root ↔ reference point ↔ stem ↔ leaf). 
Considering water absorbing and transporting of a single root within soil, we 
modify Gardner’s  equation [1960] to depict the process of absorbing water by a single 
root: 
 14 
 
 
Figure 2.1 A Conceptual Diagram of Root Water Uptake Model Using Electrical Circuit 
Analogy. The red dots represent the water potential points within plant, soil and 
groundwater layers (gw, groundwater; l_root, lateral root in soil; t_root, tap root 
accessing groundwater; ref, reference point). These dots are connected by the resistances, 
which represents the different resistances along GSPAC path (Rrhizo, rhizosphere 
resistance; Rl_root, lateral root resistance; Rt_root, tap root resistance; Rstem, stem and 
branch resistance). 
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2 ( )
ln( )
soil root
root soil soilQ lK b
r
 
 


                                                                                  (2.1) 
where  Qroot is the root water uptake rate [L
3
T
-1
], Ψsoil is the soil water potential, in units 
of hydraulic head [L] (soil and plant osmotic potentials are assumed to be negligible), 
Ψroot is the root  water potential [L], Ksoil(Ψsoil) is the hydraulic conductivity of the soil 
[LT
-1
] which is assumed to be the same as the hydraulic conductivity of the rhizosphere 
zone, l is the length of the absorbing root portion [L], r is the root diameter [L], and b is 
the distance from the edge of the rhizosphere zone to the axis of the root [L] [Gardner, 
1960; Gardner, 1965; Gardner and Ehlig, 1962]. We assume the water potential within 
rhizosphere zone is the same as the soil water potential at the outer edge of the zone. The 
b value defines the outer radius of the “zone of influence” for each root. Gardner’s 
equation [1960] was derived for steady state flow conditions [Cowan, 1965; Gardner, 
1960; Newman, 1969], but is used to approximate the transient case by assuming that the 
zone of influence for each root does not vary with as water uptake rates change.  
The root water storage term is negligible; absorbed water is continuously moved 
through the transporting root portion from root to the reference point: 
 
2 ( )
0.5
root ref
root root root
z
Q r K
l L z
 
 
 

                                                                             (2.2) 
where Ψref is the potential at the reference point [L], Kroot (Ψroot) is the hydraulic 
conductivity of the absorbing and transporting root portions [LT
-1
], L is the horizontal 
length of the transporting root portion [L], and z is the vertical length of the transporting 
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root portion [L], which is also equal to the vertical depth from the soil layer to the 
reference point. 
Combining equations 2.1 and 2.2, we find: 
_
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root a root
s r
z
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
                                                                                             (2.3) 
where _
2a rootA rl is the area of the absorbing root surface [L2], 
ln( / )
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s
soil soil
r b r
K 
 
  
represents the resistance of the rhizosphere zone per unit absorbing root surface area 
[TL
-1
L], and 
2 (0.5 )
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r
root root
l l L z
rK 
 
 
 represents the resistance of the root per unit absorbing 
root surface area [TL
-1
L]. 
Equation 2.3 demonstrates that root water uptake is a function of the potential 
gradient between the soil and the reference point. When Ψsoil – Ψref – z > 0, the potential 
gradient drives water absorption from the soil and moved upward towards the reference 
point. In this case, Qroot is a positive value, which implies water uptake by the root. If 
Ψsoil – Ψref – z < 0, the potential within root system is higher than the potential of 
surrounding soil. In this case, Qroot becomes negative, implying that water is released 
from the root to the soil. This release is important, as soil water content can vary 
significantly with depth. The roots within wet zones can be driven to uptake water by the 
potential gradient towards the plant, while the roots in dry areas may be driven to release 
water by the potential gradient towards the dry soil. Thus, Equation 2.3 also estimates 
hydraulic redistribution rates. We assume that root hydraulic conductivity is non-
hysteretic. 
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Next, we divide the root zone into several soil layers and one groundwater layer. 
The roots in the same layer are assumed to have the same geometric and hydraulic 
properties. For simplicity, the model ignores root growth and assumes a “static” rooting 
profile during the model simulation period, although the redistribution of root may 
respond quickly to water table fluctuations and variations in soil moisture [Naumburg et 
al., 2005]. 
Water flow from the i
th
 soil layer is represented as: 
,
, , _ ,
, ,
soil i ref i
s i root i a root i
s i r i
z
Q nf A
  

  
                                                                                 (2.4) 
where Qs,i is the soil water uptake from or release to i
th
 soil layer [L
3
 T
-1
], froot,i is the root 
fraction in the i
th
 layer. The root fraction froot,i  can be obtained from experimental data or 
estimated using the standard exponential model [Jackson et al., 1996]. We assume all 
roots are first-order roots which directly connect to the reference point. The total number 
of the first-order roots in the whole plant is given by n. Water extracted from the 
groundwater layer is written using a similar formula:  
, _ ,
, ,
gw ref
gw root gw a root gw
s gw r gw
h
Q nf A
  

  
                                                                              (2.5) 
where Qgw is the groundwater uptake or recharge [L
3
T
-1
] and h is the depth to 
groundwater from the reference point [L]. 
The total net water uptake from all the soil and groundwater layers equals the 
transpiration of the phreatophytic vegetation, on the assumption that the plant water 
storage change is negligible: 
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where, T is the plant transpiration rate [LT
-1
] and At_a_root/Aleaf is the ratio of the total 
absorbing root surface area to the total leaf area. We also assume that the absorbing root 
surface area is the same for every root, thus _ _ , _ ,a root a root i a root gw
A A A 
and 
_ _ _t a root a rootA nA  . Equation 2.6 then becomes the governing equation for the 
simulation of potential-based root water uptake and hydraulic redistribution. Two 
unknown variables, T and Ψref, remain, requiring another equation to calculate the plant 
transpiration rate according to the potential ET and a water stress function (Section 2.2). 
The water flux within the soil media is calculated by the Richards’ equation, and 
the lateral soil water flux is assumed negligible in the model: 
( ) 1soilsoil soilK S
t z z
 

    
                                                                                    (2.7) 
where  is the soil water content [L3L-3], t is time [T], S is the sink/source term [T-1] that 
corresponds to the water uptake by roots or the water release from roots due to hydraulic 
redistribution. The equations for other hydrologic processes, such as infiltration, 
groundwater recharge and surface runoff, are similar to those presented by Miller et al. 
[2012]. 
 
Phreatophyte Water Stress Function based on Plant Hydraulic Conductivity Loss  
The van Genuchten [1980] curve for unsaturated soil conductivity is used to 
describe soil water characteristics in the model. We also use a functionally similar 
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relationship, known as the vulnerability curve, to depict the relationship between xylem 
hydraulic conductivity and xylem water potential [Sperry and Tyree, 1988; Tyree and 
Sperry, 1989]. Vulnerability curves can be measured using experimental methods 
[Pockman et al., 1995; Sperry et al., 1988; Sperry et al., 2003; Tyree, 1997]. In a typical 
vulnerability curve (Figure 2.2), xylem hydraulic conductivity declines non-linearly as 
xylem pressure decreases. Previous studies have also revealed that roots are more 
vulnerable to cavitation than stems and shoots, making them the weakest links in the 
GSPAC [Jackson et al., 2000; Saliendra et al., 1995; Sperry and Saliendra, 1994]. The 
loss of hydraulic conductance in the root system limits the whole plant’s ability to 
uptake water to support transpiration. 
Stomata sense the changes of plant water status and adjust their conductance 
accordingly. Sperry et al. [2003] reviewed the previous studies and indicated that “there 
is a strong and often linear relation between the diffusive conductance of stomata to 
water vapor and the hydraulic conductance of SPAC.” This relationship suggests three 
important interactions and feedbacks between the loss of hydraulic conductance and 
transpiration rate: 1) the stomata respond linearly to the loss of hydraulic conductance by 
adjusting transpiration rate, 2) the change of transpiration rate regulates plant water 
potential, and 3) the altered plant water potential further influences plant hydraulic 
conductance to prevent catastrophic hydraulic failure of plant [Sperry, 2000; Sperry and 
Tyree, 1988; Tyree and Sperry, 1989]. 
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Based on these findings, we introduce a new water stress function for use in root 
water uptake modeling of phreatophytic vegetation. For the whole root system, the loss 
of hydraulic conductivity is given as: 
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where  is the fractional loss of hydraulic conductivity of the whole root system. For the 
roots within the i
th
 soil layer, Ks_root,i is the saturated root hydraulic conductivity [LT
-1
], 
rs,i  is the root diameter [L], and Lt_s,i is the total length of one single root [L]. This 
nomenclature is continued for the roots within the groundwater layer, which is labeled 
with the subscript “gw.” The variable root hydraulic conductivity Kroot,i (Ψroot,i) and 
Kroot,gw (Ψroot,gw) are determined from the root xylem vulnerability curves for the species 
of interest.  
In the model, we assume that the hydraulic conductivity loss of roots can 
represent the hydraulic conductivity loss of the whole GSPAC path, and the stomata 
respond linearly to the hydraulic conductivity loss of the whole root system. Thus, the 
value of  in Equation 2.8 directly impacts transpiration rate, and serves as the water 
stress in Equation 2.9: 
potT ET                                                                                                                      (2.9) 
where ETpot is the potential ET [LT
-1
], as calculated by the Penman-Monteith equation. 
In addition, we assume the loss of root hydraulic conductivity recovers immediately 
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when the root potential increases. Therefore, the model does not incorporate the 
thresholds of the permanent root hydraulic conductivity loss and ignores the possible 
hysteresis of the vulnerability curve [Sperry et al., 2003]. By combining Equations 2.6 
and 2.9, the model is capable of simulating root water uptake of phreatophytic 
vegetation.  
 
Model Case Study 
 
Study Site 
The Tonzi Ranch site was chosen as a test site. The site is an oak savanna located 
in the foothills of the western Sierra Nevada in California (latitude: 38.4311
o
N, 
longitude: 120.966
o
W, altitude: 177m). The climate is Mediterranean with a wet, cold 
winter and a dry, hot summer, and the mean annual precipitation is around 560 mm 
[Baldocchi et al., 2004; Chen et al., 2008; Ma et al., 2007]. The dominant woody 
vegetation type is deciduous blue oak (Quercus douglasii), and the grasses are a mix of 
non-native annual species [Baldocchi et al., 2010]. The savanna at the site has limited 
annual water supply and undergoes seasonal temperature and soil water depletion 
extremes [Baldocchi and Xu, 2007]. The site is underlain by a shallow soil layer which is 
approximately 60-100 cm of silt loam to rocky silt loam, followed by a 4-8 m saprolite 
zone and then the fractured greenstone bedrock. The water table varies from 7 to 12 m 
below the ground surface [Miller et al., 2010b]. 
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In 2001, two eddy covariance towers were established to measure the latent heat 
flux at the site every half an hour, and data collection has occurred continually since 
[Baldocchi et al., 2010]. The overstory and understory towers are 23 m and 2 m high, 
respectively. The difference in latent heat flux measured at the two towers can be used to 
estimate the transpiration of woody vegetation at the site [Chen et al., 2008; Miller et al., 
2010a]. Soil moisture at 5, 20 and 50 cm depths was monitored at half-hourly intervals 
using theta probes (Delta-T Devices, Cambridge, UK). During the oak growing season, 
the midday and predawn leaf water potentials of blue oak leaves (sampled at a height of  
2-3 m) were measured every 10-14 days [Miller et al., 2010b; Osuna, 2011]. 
Estimates from diurnal water table fluctuation data and stand-scale water 
balances showed that during the dry season, when soil water is depleted, a significant 
amount of groundwater is used by the blue oaks (4 to 25mm per month). Water potential 
measurements suggested that groundwater uptake is energetically favorable over soil 
water use during June, July, and August [Miller et al., 2010a]. 
 
Model Structure and Parameters 
Vensim (Ventana Systems Inc., Harvard, MA), a software package designed to 
simultaneously solve sets of differential equations, was used to create the system 
dynamics model. Our model simulates the dynamics of both water and water potential 
systems. The water system is represented by the stock-flow loops in the system 
dynamics model—the stocks represent the changes of water within different “reservoirs” 
of roots, soil and groundwater layers, while the flows represent the water fluxes among 
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the reservoirs and the water fluxes out of model boundary, such as the precipitation, 
infiltration and runoff. The water potential status of each component is represented by its 
state variable (e.g., root water potential, soil water potential, leaf water potential) which 
links to the stock-flow loops of water to drive water flowing among the reservoirs. The 
water potential variables change simultaneously with the water status in the reservoirs. 
While we chose to use this framework to test our theoretical model, the differential 
equations developed may be used, with only minor adaptations, in a range of Earth 
system models. 
We adapted our system dynamics model to simulate the water uptake of the blue 
oaks at the Tonzi Ranch site. The shallow soil layer was divided into three soil water 
reservoirs, from 0 to 10 cm, from 10 to 30 cm, and from 30 to 70 cm. The saprolite zone, 
from 70 cm to 9 m, was considered as the 4th water reservoir. The bedrock zone was 
viewed as the groundwater reservoir with the depth from 9 to 20 m. The depth to 
groundwater was considered constant at 9 m. The model simulation was conducted with 
the half-hourly time step. Meteorological data from the site were used to calculate the 
potential ET and to force the model with actual rainfall events. 
Xylem cavitation parameters for Quercus species [Cochard and Tyree, 1990; 
Matzner et al., 2001; Tyree et al., 1993] were used to generate vulnerability curves for 
the blue oaks. Matzner et al. [2001] showed that the roots of greenhouse-grown live oak 
seedlings lose 50% of conductance at -1.4 MPa pressure, 81.9% at -3.0 MPa and 93.9% 
at -5.0 MPa. We created a vulnerability curve with a slightly higher maximum 
conductance value than those determined by Matzner et al [2001], since the xylems of 
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older trees have higher cavitation resistance than the seedling xylems (Figure 2.2). We 
used the same vulnerability curve for all roots and stems, although some studies show 
that the smaller roots may be more vulnerable to cavitation [Jackson et al., 2000; Sperry 
et al., 2003; Sperry et al., 2002]. 
 
 
Figure 2.2 Vulnerability Curve for Blue Oaks. The grey line represents the vulnerability 
curve of greenhouse-grown live oak seedling roots from the experiment results of 
Matzner et al. [2001], while the black line is the vulnerability curve used to simulate the 
xylem hydraulic conductance loss of mature blue oak.  
 
To examine the model’s performance, we compared the results it produced 
against the soil moisture, ET, and water potential measurements from the site. Since the 
soil moisture measurements are impacted by a combination of blue oak water uptake, 
grass water uptake, and soil evaporation, we added soil evaporation and grass 
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evapotranspiration components into the model (see Miller et al. [2012] for equations). 
Soil evaporation losses were limited to the top soil reservoir, while the grass obtained 
water from the three soil reservoirs, according to its root distribution. The phenological 
stages of blue oaks and grasses were applied in the model based on the observed data.  
 
Model Calibration and Validation 
The system dynamics model reported the results for every stock, flow and 
variable at each simulation time step. The model was calibrated against data measured in 
2007, and validated against those collected in 2008. Soil moisture values produced by 
the model were strongly correlated with half-hourly measurements at depths of 5, 20, 
and 50 cm (r
2
~ 0.85 in model validation) (Figure 2.3a). The model was able to precisely 
simulate the timing and rate of decline in soil moisture at the beginning of dry season 
(May to June). However, it slightly over-predicted the soil moisture at 5 cm during the 
dry period, from June to September (by 0.02 cm
3
/cm
3
), which resulted in a higher 
antecedent soil water content prior to the October onset of the rainy season and further 
led to the overestimation of soil water content in October. The model also effectively 
captured the daily transpiration dynamics of the blue oak (Figure 2.3b). In the model 
validation, the modeled and measured transpiration showed a positive correlation (r
2
 = 
0.69). The modeled soil moisture and transpiration rates showed the successful 
simulation of water dynamics within the GSPAC system. 
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Figure 2.3 Model Validation Results in Oak Active Season (April-October of Year 
2008). The model was calibrated against data measured in 2007 and validated against 
data from 2008. The soil moisture results are shown at a half-hourly time scale, and 
transpiration and leaf water potential are shown at a daily time scale. Most rainfall 
events occurred from April to May and there were no significant rainfall events during 
the prolonged dry period from June to the end of September. Winter precipitation came 
in October. The model had a good prediction for the soil moisture during the dry period, 
but overpredicted the soil water content especially in October. The model accurately 
captured the transpiration dynamics. However, there were big differences between 
measured leaf water potential and model results during the dry period. Taking account 
for the uncertainty of leaf water potential measurements (0.5~0.9 MPa) in the dry period, 
we considered the model was able to predict the general trend of leaf water potential 
changes. 
 
The model also captured the general trend of leaf water potential (Figure 2.3c). 
The model matched the lowest leaf water potential measurement in August (-4 to -4.6 
MPa) and the relatively high leaf water potential data at the beginning of the dry season 
in May and June (-0.7 to -1.7 MPa). However, the model failed to reproduce the leaf 
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water potential during the dry season from June to August. This error was not 
necessarily model induced; the measured values were also subject to considerable 
uncertainty due to tree-to-tree variability and imprecise instrumentation.  
Each time, nine leaves were taken from three individual trees to conduct leaf 
water potential measurements.  The nine measured values had lower variation during the 
wet period with the standard deviation of around 0.1 MPa. But the measurements were 
more dispersed during the dry period and the standard deviation reached as high as 0.9 
MPa. The average standard deviation of leaf water potential measurements at this site 
was 0.38 MPa. The high uncertainty of the measured values during the dry season 
contributed to the mismatch between modeled leaf water potential results and 
measurements from June to August. 
 
Results  
 
Groundwater Uptake 
The model results showed the different annual water use patterns of the blue oak 
at the site. During the oaks’ active season (April-October) in Year 2007, precipitation 
was 122 mm and modeled groundwater uptake (79 mm) contributed to 48% of modeled 
transpiration (165 mm). During the oak active season in Year 2008, precipitation was 
only 30 mm and modeled groundwater uptake (99 mm) contributed to 71% of modeled 
transpiration (140 mm). Significantly lower precipitation input in Year 2008 did not 
result to a dramatic decrease in total transpiration. The model showed that in Year 2008 
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the time of groundwater uptake was earlier and a larger amount of groundwater was used 
to buffer the impacts of precipitation deficit on transpiration.  
 
 
Figure 2.4 Plant Water Use Pattern. In these stacked area charts, the contributions from 
each source are additive. For example, in June of 2008, the total net water uptake was 
around 1.25 mm/d, which was divided into 0.75 mm/d from groundwater, 0.04 mm/d 
from soil reservoir 1, 0.16 mm/d from soil reservoir 2, and 0.30 mm/d from soil reservoir 
3. For both years, groundwater uptake started in April, peaked in May, and declined 
steadily through the dry season. Overall groundwater uptake in 2008 was higher than in 
2007 due to the significant decrease of precipitation in 2008. 
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The model results also revealed the seasonal water use patterns of the blue oak 
(Figure 2.4). At the beginning of the oaks’ active season (April to May), the precipitation 
input and the antecedent soil moisture, built up over the wet winter, provided sufficient 
soil moisture for trees. During this period, the model showed that most water for 
transpiration was taken from soil. The rainy season ceased at the middle of May. 
Without the inputs of precipitation, the oaks quickly dried the soil water reservoirs. The 
soil water storage in the top layers was depleted most rapidly, and the soil water uptake 
rates from the deeper soil layers successively increased. To compensate, the modeled 
groundwater uptake rate started to increase. During the dry season (June to August), soil 
water reservoirs were depleted and soil water uptake only contributed to a small 
proportion of transpiration. The model results indicated that the proportions of transpired 
water from groundwater uptake in Year 2007 were 62% in June, 73% in July, and 84% 
in August, and 69%, 85% and 96% in June, July and August of 2008, respectively. The 
modeled groundwater uptake rate reached the maximum rate in June and slightly 
decreased as the dry month progressed.  
The model showed the dynamics of water uptake throughout at the site: soil 
water uptake generally followed the Mediterranean precipitation regime, i.e., it was 
higher in wet season and much lower in dry season. Groundwater uptake worked in an 
opposite manner, complementing the deficit of soil water in dry season and buffering the 
impacts of drought on woody vegetation. It supplied most of the transpired water during 
the dry season, but this proportion decreased markedly during the wet season.  
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Hydraulic Redistribution 
To illustrate the daily and seasonal dynamics of hydraulic redistribution, we 
plotted the average diurnal cycles of water uptake and release for three two-week time 
periods: 102
th
 to 115
th
 day during the wet season, 131
th
 to 144
th
 day during the 
transitional season, and 224
th
 to 237
th
 day during the dry season in Year 2007 (Figure 
2.5).  During the wet period, the highest proportion of transpired water was taken from 
the soil reservoirs, which were consistently wet due to regular rain events. For every 
reservoir, the modeled water fluxes approached zero in the nighttime, indicating that 
hydraulic redistribution was not significant. A minimal amount of groundwater was 
extracted during the daytime. During the transition period in late May, the rainy season 
ended and soil layers started to dry. In the daytime, the modeled maximum water uptake 
rate occurred in the soil layer 3, indicating that the trees directed water uptake to deeper 
and wetter soil layers when the top soil layers were dry. Hydraulic redistribution 
happened in the nighttime; water was removed from layer 3 and the groundwater, and 
transferred to the shallow soil layers (represented by layer 1 and 2). Soil water storage 
was nearly depleted during the dry period in August, making the saturated zone the only 
water source for hydraulic redistribution. During this time, the model indicated that 
groundwater was withdrawn during the night and released to all of the soil reservoirs, 
confirming that hydraulic redistribution was actively occurring. 
 31 
 
 
 
Figure 2.5 Daily and Seasonal Hydraulic Redistribution Dynamics. Three periods in the 
oak active season were chosen to indicate HR dynamics in variant moisture conditions: 
the wet period (Days 102 to 115), the transitional period (Days 131 to 144), and the dry 
period (Days 224 to 237).  Positive water fluxes indicate a release of water to a reservoir, 
while negative values indicate uptake from a reservoir. During the wet period, the model 
predicted little to no hydraulic lift; water fluxes to all layers were negative throughout 
the day. This trend shifted during the transitional period, when soil layers 1 and 2 
received additions of water at night, indicating hydraulic redistribution. The source of 
this water was the groundwater and soil layer 3, which had correspondingly negative 
fluxes at night.  A similar pattern occurred during the dry period, except the only source 
of water for hydraulic redistribution was groundwater.  
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During the transition period, the daily patterns indicated that the total amount of 
water released to soil during the night was smaller than the total amount of water taken 
from soil during the day, for soil reservoirs 1 and 2. This finding implied that soil water 
previously stored in these reservoirs still contributed to transpiration in the transition 
period. However, in August, the total amount of water released to each soil layer during 
the night was nearly the same as the total amount of water taken from each soil layer 
during the day. Net water uptake from soil was almost zero, and soil water contributed 
little to transpiration. However, hydraulic redistribution still had important implications 
in plant water use during this dry period. It helped the soil layers maintain the minimum 
soil moisture level needed to avoid extremely low soil water potential caused by soil 
evaporation and further prohibited the hydraulic failure of the whole GSPAC system. 
Hydraulic redistribution also recharged lateral roots in top dry soil layers using 
groundwater during the night.  As a result, it protected the further cavitation in lateral 
roots. In addition, water release curves showed that water release rate reached to a 
relatively constant value from 0200 to 0500, which implied the whole system 
approached an equilibrium state around the predawn period.  
  
Water Potential  
The modeled leaf water potential results generally followed the trend of biweekly 
measured leaf water potential data (Figure 2.3c). At the beginning of April, the 
antecedent soil moisture built up in soil layers was sufficient to support the plant 
transpiration. The modeled leaf water potential was as high as -0.2 MPa at this time. 
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During the wet season (April and May), soil water potential largely influenced leaf water 
potential, as most water was taken from soil layers. Leaf water potential decreased 
dramatically with the rapid decline of soil water potential and reached -2 MPa at the end 
of May. From late June to August, the highest proportion of transpired water came from 
groundwater uptake. However, the limited tap roots reaching groundwater constricted 
the plant groundwater uptake and transmission capacity. Although the blue oaks could 
access groundwater, the modeled leaf water potential dropped to -4 to -5 MPa during the 
dry season, indicating the blue oaks still experienced severe water stress when accessing 
the constant water source from the saturated zone. In late September, soil water potential 
increased quickly after several significant rain events, and subsequently leaf water 
potential increased to -1 to -2 MPa.  
Blue oaks at the site are known to be drought tolerant, and predawn leaf water 
potentials of as low as -6 MPa have been measured during the dry period [Baldocchi et 
al., 2010; Xu and Baldocchi, 2003]. In the model, leaf water potential during the dry 
period was primarily controlled by the groundwater depth and the hydraulic conductance 
of tap roots and their degree of cavitation. Therefore, both groundwater depth and plant 
characteristics affected the degree of water stress that the trees suffer during the dry 
season.  
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Discussion 
 
Mechanism of Soil Water-Groundwater Uptake Pattern 
The water uptake pattern of blue oaks is controlled by both resistance and 
potential gradient within GSPAC system. The resistance in root water uptake path 
consists of two components— rhizosphere resistance and root resistance.  In the model, 
the changes of rhizosphere resistance are controlled by the change of soil conductivity in 
the rhizosphere zone; the changes of root resistance are caused by cavitation in the root 
system. When the soil is wet, the simulated root resistance is much higher than the 
simulated rhizosphere resistance. Thus, root resistance dominates the total resistance of 
water uptake path during the wet season, which is in agreement with previous research 
[Federer, 1979; Gardner, 1965; Newman, 1969; Sperry et al., 1998]. When soil goes 
dry, rhizosphere resistance increases because of the declining soil hydraulic 
conductivity. Root resistance also rises and remains as the dominating resistance 
component, due to the higher degree of cavitation in the roots caused by the decline of 
root water potential. Under extremely dry conditions, rhizosphere resistance can reach 
the same magnitude as root resistance and start to exert a remarkable influence on water 
uptake. 
Combining the changes of resistance with the dynamics of potential gradients 
throughout the wet-dry cycle, we can explain the soil water-groundwater uptake pattern 
of the blue oak. During the wet season, the soil water potential was on the same order of 
magnitude as the groundwater potential. However, transporting groundwater to the 
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reference point needed extra energy to overcome gravitational pressure due to the deep 
groundwater level. Thus, soil water uptake was more thermodynamically favorable than 
groundwater uptake when soil layers were wet. Although the hydraulic conductivity of 
tap root was higher than the hydraulic conductivity of lateral roots, the relatively low 
root density and long root length of the tap root resulted in a total tap root resistance on 
the same order as the total lateral root resistance. Therefore, the gravitational force on 
the stem water column was the critical factor that influenced plant water uptake during 
the wet season, when the oaks tended to take more water from soil layers than from 
saturated zone. During the dry season, the influence of gravity on water uptake was 
insignificant compared to the tremendous decline in soil water potential associated with 
soil drying. Groundwater uptake became thermodynamically favorable over soil water 
uptake when soil water potential was very low. Cavitation led to a maximum of 85% 
hydraulic conductivity loss of lateral roots in soil layers in August. The significant 
increase in both rhizosphere resistance and lateral root resistance in the soil layers led to 
a higher resistance in the soil-plant pathway as compared to the groundwater-plant 
pathway.  Thus, in the model, both resistance and potential gradient were the key factors 
affecting plant water uptake during the dry season; the oaks tended to uptake more 
groundwater through the smaller hydraulic resistance pathway driven by the higher 
groundwater-plant potential gradient. 
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Tradeoffs 
Blue oaks develop deep roots to access groundwater to support subsistence 
during the dry season. The model indicated that the root fraction accessing groundwater 
cannot represent more than 15% of the total roots. This observation begs the question: 
why not develop additional hydraulic capacity in the tap roots (more root fractions or 
higher maximum conductance) to access the reliable groundwater source from saturated 
zone? Four tradeoffs should be considered. One tradeoff is between the “carbon cost” of 
developing and maintaining deep roots and the “carbon benefit” of having a continual 
groundwater supply. Since the water table depth is around 7 to 12 meters in this case 
study, it is relatively costly for the oaks to develop more deep roots to penetrate the 
thick, but fractured, bedrock layer to access groundwater. The second tradeoff is 
between the risk of cavitation vulnerability and the benefit of high hydraulic sufficiency 
of roots [Hacke et al., 2000; Tyree and Sperry, 1989]. The tap root with higher hydraulic 
conductance has bigger pores which make the root more vulnerable to cavitation. The 
third tradeoff is between the efficiency of soil water use and groundwater uptake. 
Additional or more highly conductive deep roots will form a relatively lower hydraulic 
resistance path to access groundwater. Therefore, the groundwater uptake rate will be 
higher and begin earlier, resulting in lower soil water use. The unused soil moisture 
reserves may be squandered through evaporation or co-opted by shallow-rooted grasses. 
Finally, insufficient nutrients may be available from the groundwater, and soil moisture 
use may be necessary to obtain nitrogen. This limited groundwater uptake capacity only 
allows the blue oak to survive rather than to flourish; thus the oaks still suffer from water 
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stress even though they can access groundwater. Considering these tradeoffs, the current 
configuration (lower deep root mass and capacity) may indeed represent the optimal use 
of the available water sources. 
 
Performance of the New Water Stress Function 
The new water stress function provides a physically-based approach to relate 
stomatal conductance with the water status in saturated and unsaturated zones. The 
critical assumption which lies behind this function is that stomata respond linearly to the 
changes of hydraulic conductance of the whole root system. Previous experiments have 
revealed the strong, linear relationship between stomatal conductance and hydraulic 
conductance of GSPAC [Sperry et al., 2003]. Although the new water stress function in 
our model performed well, future field and modeling studies are still needed to 
determine if the relationship between stomatal conductance and hydraulic conductance 
of GSPAC is linear, and whether the hydraulic condition of root system can be used to 
represent the hydraulic condition of the whole GSPAC.  
The new water stress function altered transpiration based on the variable 
influence of water status across the deep root zone, without assigning water stress 
parameters (e.g. stress point and wilting point) to each soil layer. The new function 
showed distinct advantages when simulating water stress in deep-rooted vegetation and 
could solve two previously unresolved issues: 1) modeling plant water stress when some 
fraction of the roots is encountering serious water deficits in dry layers while other roots 
are able to access sufficient water sources in wet layers; and 2) simulating plant water 
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stress when some fraction of the roots have ceased water uptake while other roots  are 
still absorbing and transporting water for transpiration.  
 
Conclusions 
 
We proposed a physically-based model using system dynamics modeling 
approach to explore how phreatophytes manage soil water and groundwater resources 
throughout the growing season. The model was also able to capture the dynamics of 
hydraulic redistribution. A new water stress function was introduced to incorporate the 
influence on transpiration caused by the spatially variable levels of water availability 
throughout the saturated and unsaturated subsurface layers.  
The model was applied to simulate water uptake of Quercus douglasii (blue oak) 
in a California savanna. The model results indicated that groundwater uptake can support 
around 50-70% of transpiration over the 6 month oak growing season. Based on our 
modeling observations, groundwater also protected the plants from extreme cavitation 
and hydraulic dysfunction by recharging lateral roots in top soil layers through hydraulic 
redistribution and maintaining the minimum soil moisture level during the dry season. 
Plant water stress in the wet season largely depended on water potential in shallow soil 
layers. However, during the dry season, the depth to groundwater and the plant hydraulic 
conductance together determined the water stress of plant. Blue oaks must make several 
tradeoffs to reach an optimum state—the trees maintained only a small portion of deep 
roots as a protection mechanism to mitigate the impacts of drought. The model results 
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indicated that, without a sufficient number of deep roots, the blue oaks would suffer 
severe water stress in the dry season. 
The model illustrated the relationship between water and water potential status 
along GSPAC pathway. While this model was calibrated and validated against measured 
potential and water status data (transpiration, soil moisture and leaf water potential data), 
for future applications, we recommend the development and implementation of an 
integrated measurement system to monitor a high spatial and temporal resolution suite of 
potential and water statuses in soil, vegetation, and saturated zone. The integration of the 
model and the new data sets will provide crucial understanding of plant water use pattern 
and plant water stress. 
The proposed model also improves our understanding of the influence of 
groundwater on land-surface processes. Without phreatophytes, the surface energy and 
mass fluxes are not sensitive to deep groundwater dynamics when the water level 
exceeds a critical depth range [Ferguson and Maxwell, 2010; Kollet and Maxwell, 2008]. 
However, phreatophytes can act as the linkage between deep groundwater and land 
surface processes. In our case study, even though the groundwater depth was 9 m, it 
could still influence land surface processes in two ways: 1) through hydraulic 
redistribution, groundwater uptake directly contributed to transpiration and influenced 
the moisture in the top soil layers; and 2) groundwater use patterns indirectly affected 
soil water use pattern and controlled the dynamics of soil water storage. In the future, the 
proposed model can be incorporated into the coupled land surface and groundwater 
models, such as ParFlow.CLM [Maxwell and Miller, 2005], to improve model 
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performance when studying the effects of groundwater uptake on ecohydrological 
processes at larger scales. The model also could have significant implications for 
improving climate prediction by considering the transpiration supported by groundwater.  
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CHAPTER III  
INCORPORATING PLANT GROUNDWATER DYNAMICS INTO 
GROUNDWATER-LAND SURFACE MODEL 
 
Introduction 
 
Groundwater dynamics significantly influences land surface processes, such as 
soil moisture, evapotranspiration (ET), infiltration, runoff and groundwater recharge, 
which further impact the atmospheric boundary layer. These groundwater-land surface-
atmosphere interactions have been addressed in a number of previous modeling studies 
aimed at incorporating water table dynamics into climate, hydrological and land surface 
models [Chen and Hu, 2004; Fan et al., 2007; Liang et al., 2003; Maxwell and Miller, 
2005; Maxwell et al., 2011; G-Y Niu et al., 2007; York et al., 2002]. However, 
vegetation-based groundwater dependent ecosystems (GDEs) significantly influence the 
groundwater-land surface-atmosphere connection through two mechanisms: 
groundwater evapotranspiration (ETgw) and hydraulic redistribution (HR). Groundwater 
dynamics are directly linked to ET through plant groundwater uptake, while HR 
indirectly impacts the groundwater-land surface-atmosphere interaction by redistributing 
soil water and groundwater [Dawson, 1993; 1996; Hultine et al., 2003; Ludwig et al., 
2003; Orellana et al., 2012]. Groundwater dependent vegetation widely spread in the 
lowland areas along streams, around springs and within groundwater-fed wetland, and in 
the upland areas where the plants can access groundwater using their relative deep roots 
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[Eamus and Froend, 2006; Eamus et al., 2006; Orellana et al., 2012]. It is necessary to 
incorporate the dynamics of these plants into current models to improve 
ecohydrological, hydrogeological, and climate models.  
Recent modeling studies have mainly focused on the impacts of shallow water 
table on water and energy fluxes at the land surface.  These modeling efforts examined 
how shallow groundwater directly interacts with unsaturated zone, leading to wetter soil 
moisture and increased ET [Chen and Hu, 2004; Fan and Miguez-Macho, 2010; Fan et 
al., 2007; Liang et al., 2003; Miguez-Macho and Fan, 2012a; G Y Niu et al., 2007; York 
et al., 2002]. These changes may further enhance precipitation in some regions [Anyah et 
al., 2008; Jiang et al., 2009] and alter surface runoff and stream flow rates [Gusev and 
Nasonova, 2002; Gutowski et al., 2002; Miguez-Macho and Fan, 2012b; Yeh and Eltahir, 
2005]. However, the existences of groundwater dependent vegetation, especially the 
deep-rooted phreatophyte species, can link relatively deep groundwater dynamics (~ 10 
m) with land-atmosphere system, since their roots can reach over 20 m [Bleby et al., 
2010; Canadell et al., 1996; Lewis and Burgy, 1964]. The groundwater transpired by 
phreatophytes may contribute to a large portion of total plant transpiration  [Orellana et 
al., 2012], significantly impacting the surface energy budget. Therefore, modeling efforts 
also need to address the impacts of relatively deep groundwater on water and energy 
fluxes at the land surface through the groundwater uptake of phreatophytes. 
Hydraulic redistribution (HR) refers to the water movement from higher water 
potential layers to lower potential layers through plant roots [Burgess et al., 1998; 
Caldwell and Richards, 1989; Caldwell et al., 1998; Dawson, 1993; Hultine et al., 
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2003]. It occurs worldwide, across a range of plant species, in both dry  and wet regions 
[Oliveira et al., 2005] and in both active and dormant vegetation [Hultine et al., 2004; 
Scott et al., 2008a]. HR has been frequently observed in groundwater dependent 
ecosystems [Dawson, 1993; 1996; Hultine et al., 2003; Ludwig et al., 2003; Orellana et 
al., 2012]. It redistributes both soil water and groundwater, which impacts plant water 
use and changes the temporal and spatial patterns of water and energy fluxes at large 
scale [Jackson et al., 2000; Lee et al., 2005]. Due to the significant hydrological and 
ecological effects of HR, Scott et al. [2008a] suggested account HR into ecohydrological 
models. Most physically based HR modeling efforts were currently conducted at plant-
scale [Amenu and Kumar, 2008; Gou and Miller, 2013; Mendel et al., 2002]. The 
conceptual HR scheme of Ryel et al. [2002] was coupled into land surface models and 
climate models to simulate the potential hydrological and climatic impacts of HR at 
large scale [Lee et al., 2005; Wang, 2011; Zheng and Wang, 2007]. However, the 
conceptual HR scheme did not describe the HR processes explicitly. More physically 
based HR schemes were needed in model simulations at large scale.  
To address the influence of plants, especially phreatophytes, on the groundwater-
land surface-atmosphere interactions, we previously developed a plant-scale model to 
simulate root water uptake, HR and water stress in phreatophytic vegetation [Gou and 
Miller, 2013]. This physically-based model performed well when simulating water and 
energy transfer along GSPAC. The root water uptake function proposed in this model 
was driven by the potential gradients along the groundwater-soil-plant-atmosphere 
continuum (GSPAC), which allowed it to simulate both root water uptake and HR 
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simultaneously.  In addition, we introduced a new water stress function in the plant-scale 
model [Gou and Miller, 2013], which depended on “the linear relation between the 
diffusive conductance of stomata to water vapor and the hydraulic conductance of 
SPAC” [Domec et al., 2006; Sperry et al., 2003]. To the best of our knowledge, it is the 
first time that the linear relationship was used to simulate plant water stress.  
The results from the study highlighted the seasonal shift in plant water sources– 
during the wet season, plant water uptake was predominantly from the upper, wet soil 
layers. As the dry season progressed and upper soil dried, trees exploited more water 
from deeper, wetter soil layers or increasingly tapped groundwater, and vise versa. The 
phenomenon of seasonal shift in plant water sources was widely observed in many 
species, especially in the species with deep roots or dimorphic root systems in water 
limited environments [Bleby et al., 2010; Dawson and Pate, 1996; Ehleringer and 
Dawson, 1992; Meinzer et al., 2001; Meinzer et al., 1999; Rose et al., 2003; White et al., 
1985]. Some studies found that plants can respond to the changes in soil water rapidly 
using sap flow measurements and stable isotope [Bleby et al., 2010; Ehleringer and 
Dawson, 1992; Hultine et al., 2004; Scott et al., 2008a] so that the shift in plant water 
sources can also occur at daily scale. The shift in plant water sources suggests that the 
linkages between ET and soil moisture memories at different depths vary daily and 
seasonally, which can significantly impact the climate [Koster and Suarez, 2001]. 
However, few modeling efforts addressed this phenomenon in land surface models, 
hydrological and climate models [Feddes et al., 2001], which may lead to significant 
biases especially in the model simulation with deep rooted vegetation.  
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The objective of this study was to develop a modeling tool to determine the 
influence of plants on the temporal and spatial interactions between groundwater, the 
land surface, and the atmosphere at stand to landscape scales. We implemented the 
functions developed by Gou and Miller [2013] into a distributed groundwater-land 
surface model, ParFlow.CLM [Jones and Woodward, 2001; Kollet and Maxwell, 2006; 
Kollet and Maxwell, 2008; Maxwell and Miller, 2005]. These revisions allowed the 
model to explicitly describe vegetation water use and HR by a range of plant species, 
which effects both surface and subsurface water flow and alters the water and energy 
balances at the land surface. The model was then applied to conduct a long term 
simulation of the water and energy dynamics in a savanna system at an AmeriFlux site in 
California. Specifically, the model was used to address (1) the contribution of 
groundwater to stand-scale ET and the strength of the link between soil water uptake and 
groundwater uptake; (2) the seasonal and daily shift in plant water sources; (3) the 
influence of both hydraulic lift and hydraulic descent on ET and soil moisture 
distribution during oak active and dormant seasons; and (4) how HR influences the water 
competition between oaks and grasses.  
 
Method 
 
A Plant Scale Phreatophytic Vegetation Water Use Model 
Both root water uptake and HR in the phreatophytic vegetation water use model 
[Gou and Miller, 2013] are driven by the potential gradients along GSPAC. Water may 
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flow into or out of vegetation roots depending on the direction of water potential 
gradient between roots and surrounding soils, allowing the model to simulate HR. The 
net water uptake from all soil layers and groundwater equals to the transpiration, 
assuming that the plant water storage does not change. Equation 3.1 was the governing 
equation for the functions of plant water uptake and HR. 
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where T is the plant transpiration rate [LT
-1
], At_a_root/Aleaf is the ratio of the total 
absorbing root surface area to the total leaf area. This model can be adopted to study the 
impacts of root to leaf area ratio on plant water use pattern [Hacke et al., 2000; Jackson 
et al., 2000; Sperry et al., 1998]. froot,i is the root fraction in the i
th
 layer. Ψsoil,i is the soil 
water potential [L] in the i
th
 layer, zi is the vertical length of the transporting root portion 
[L] in the i
th
 layer. A reference point is defined in the model, which referred to the 
junction point between root system and stem located at the same elevation of the ground 
surface. The potential of the reference point, Ψref [L], was further used to estimate the 
leaf water potential by accounting the energy consumption of overcoming gravitational 
potential and resistance to transport water from the reference point to leaves. ,s i

 refers 
to the resistance of flowing from surrounding soil into roots and vice versa [TL
-1
L], and 
,r i  refers to the resistance of transporting from root tip to the reference point [TL-1L], 
which. The explicit equations for ,s i

and ,r i

 were in Gou and Miller [2013]. Soil and 
plant hydraulic conductivities both varied depending on soil and plant water potential 
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status, respectively. When Ψsoil,i – Ψref – zi > 0, the potential gradient drives the water 
uptake from surrounding soil to root in the i
th
 layer, while when Ψsoil,i – Ψref – zi < 0, the 
negative potential gradient implies the water releasing from roots to surrounding soils. 
Therefore, Equation 3.1 estimated both plant water uptake and hydraulic redistribution 
rates.  
A new water stress function was introduced based on the linear relationship 
between stomatal conductance and root hydraulic conductivity was used to simulate 
plant water stress [Domec et al., 2006]. The loss of hydraulic conductivity in the whole 
root system was calculated by Equation 3.2. 
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where x  is the fractional loss of hydraulic conductivity of the whole root system. For the 
roots within the i
th
 soil layer, Ks_root,i is the root hydraulic conductivity when caviatation 
does not occur [LT
-1
], Kroot,i(Ψroot,i) is the root hydraulic conductivity in cavitated roots 
[LT
-1
], which changes with the root water potential Ψroot,i, rs,i  is the root diameter [L], 
and Lt_s,i is the total length of one single root [L]. In this study, the stomatal conductance 
calculated in CLM linearly responded to x, which further limited transpiration.  
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ParFlow.CLM 
ParFlow.CLM was developed to couple a variably saturated groundwater model 
(ParFlow) and a land surface model (CLM) together [Kollet and Maxwell, 2006; Kollet 
and Maxwell, 2008; Maxwell and Miller, 2005]. CLM was incorporated into ParFlow as 
a module [Kollet and Maxwell, 2008]. Thus, each soil column in ParFlow had one 
corresponding CLM module to calculate the water and energy fluxes at the land surface 
of this column under a specific land cover type. The subsurface formulations in CLM 
were replaced by ParFlow, which simulated soil water and groundwater movements and 
overland flow. The two models communicate with each other over the root zone at every 
time step: ParFlow passes the subsurface information (soil moisture and groundwater 
dynamics) to CLM; CLM considers the subsurface information into its calculation of 
infiltration and plant water uptake. These land surface fluxes were treated as 
sinks/sources in Richards’ equation in ParFlow. The coupled ParFlow.CLM can describe 
the hydrological and ecological processes related to the vertical and horizontal 
heterogeneity of vegetation, topography, and hydrogeology [Atchley and Maxwell, 2011; 
Ferguson and Maxwell, 2010; Kollet and Maxwell, 2008; Rihani et al., 2010].  
 
Incorporating New Functions from the Phreatophytic Vegetation Water Use Model into 
ParFlow.CLM 
First, the previous root water uptake function in CLM was replaced by the new 
one (Equation 3.1) from the phreatophytic vegetation water use model. In the previous 
function, the total transpiration was distributed over layers within root zone according to 
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the root fraction in each layer [Dai, 2001]. In the previous function, plants extracted 
water simultaneously from each layer at the same water uptake rate per unit root 
fraction. However, in the new function, the root water uptake from each layer was 
controlled by the layer’s water potential, the plant’s water potential, and the soil-root 
resistance (see Equation 3.1). It allowed the model to simulate root water uptake in a 
more physically-based approach, which captured the seasonal and daily shift in plant 
water source.  
Second, the plant water stress function in CLM [Dai, 2001] was replace with 
Equation 3.2. The previous function in CLM was a most commonly used function which 
simulated plant water stress as a linear function of soil water condition between wilting 
point and stress point [Feddes et al., 1978; Federer, 1979; Laio et al., 2001; Porporato 
et al., 2001]. However, the previous function has its limitations in simulating water 
stress of deep rooted plant. The root system expanded across various water content 
layers. Some roots in wetter and saturated layers may be more active (less cavitated) 
while other roots in drier layers maybe less active. The previous water stress function 
considers the aggregate water availability over the root zone based on the root fraction, 
but neglects the influence of root activity on plant water stress. The new function 
integrates the influence of various soil water contents, groundwater and root activity on 
plant water stress. After the replacement of the new function, the stomatal conductance 
calculated by CLM was linearly limited by the plant water stress x in Equation 3.2.  
One critical assumption was made in these modifications of ParFlow.CLM. In 
the original functions [Gou and Miller, 2013], the root hydraulic conductivity in 
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cavitated roots Kroot,i(Ψroot,i) changed with the root water potential Ψroot,i (see Equation 
3.3), making Kroot,i(Ψroot,i) a critical variable in the calculation of plant water 
uptake/release rate and transpiration. However, the root water potential Ψroot,i was also 
related to the plant water uptake/release rate and transpiration. Therefore, whe whole 
model was solved iteratively in the study of Gou and Miller [Gou and Miller, 2013]. In 
this study, we assumed the root hydraulic conductivity in cavitated roots Kroot,i changed 
with the water potential of surrounding soil Ψsoil (i.e. Kroot,i (Ψsoil,i )), rather than the root 
water potential Ψroot (i.e. Kroot,i (Ψroot,i )). This assumption avoids model iteration, 
increasing simulation efficiency.  
In addition, a new vegetation type, winter grass, was added into the model. The 
original ParFlow.CLM model only contained the grass type that was active based on the 
soil temperature [Dai, 2001]. The green-up and senescence of the new winter grass type 
were controlled by the soil moisture of the top soil layer in the model, which represented 
some specific grass types active with rain. In the modified ParFlow.CLM, only the old 
functions in CLM were replaced by our new functions. All functions in ParFlow 
remained the same. Therefore, these new functions could be incorporated into other land 
surface models, such as the stand-alone version of CLM in the Earth System Modeling 
Framework. 
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Model Application 
 
Study Site 
The model application aimed to test the model performance in capturing the 
spatial and temporal water and energy dynamics at a savanna site known. The study site 
was Tonzi Ranch site, a blue oak savanna in the lower foothills of the western Sierra 
Nevada (latitude: 38.4311
o
N, longitude: 120.966
o
W). The Mediterranean climate leads 
to wet, mild winters and dry, hot summers [Baldocchi et al., 2004; Chen et al., 2008; Ma 
et al., 2007]. The mean annual precipitation is about 560 mm, which mainly occurs 
between October and May (wet season) [Chen et al., 2008]. Previous study had 
determined that deciduous blue oaks (Quercus douglasii), the dominant woody 
vegetation type at this site, are obligate phreatophytes and that plant groundwater use 
supports most transpiration during the dry season [Miller et al., 2010b]. Blue oak 
phenology is tightly related to temperature; they leaf out at the end of March and senesce 
around the beginning of October. In contrast, the grasses at the site are the annual 
species which only depend on the soil water [Ma et al., 2007]. The active season of the 
grass is linked to soil water availability; they typically green up in November and 
senesce in May of the next year [Ma et al., 2007]. The site has a shallow soil layer 
consistently of rocky silt loam approximately 60-100 cm deep, underlain by a 4-8 m 
saprolite zone followed by fractured, metamorphic bedrock. The water table depth 
ranges from 7-12 m [Miller et al., 2010b]. 
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A suite of measurements have been collected at the site for over thirteen years. 
Two eddy covariance towers, placed in the overstory (23 m height, above tree canopy) 
and the understory (2 m height, under tree canopy), measure  fluxes of CO2, water 
vapor, and sensible heat using the eddy covariance method [Baldocchi et al., 2010]. 
Continuous soil moisture measurements have been collected at half-hourly intervals 
using theta probes at 5, 20 and 50 cm depths under a blue oak tree. In addition, time 
domain reflectometry (TDR) probes were installed at nine locations (five under tree 
canopy and four in the open spaces) to weekly or biweekly measure soil moisture under 
trees and grasses [Chen et al., 2008]. The biweekly measurements of the midday and 
predawn leaf water potentials of blue oak leaves (sampled at a height of  2-3 m) were 
monitored in the oak active season [Miller et al., 2010b; Osuna, 2011]. The root 
distribution in the soil layer was measured with ground penetrating radar in 2011 
[Baldocchi, 2012]. Three observation wells were drilled to manually measure water table 
depth at biweekly intervals since the end of 2006, and the half-hourly groundwater depth 
was automatically recorded in one well since May 2007 [Miller et al., 2010b]. Other 
variables, such as leaf area index, stomatal conductance and plant height, have been 
periodically monitored [Baldocchi, 2012]. 
 
Model Setup 
A 200 m × 200 m area with a depth of 15 m was chosen for model simulation. 
Previous LIDAR images showed 43% coverage by blue oak, 52% by grass, and 5% by 
pine (Figure 3.1) [Chen et al., 2008]. The model domain was discretized into 100 x 100 
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x 28 cells, with a lateral resolution of 2 m (Δx= Δ y=2 m) and variable vertical 
resolutions (Δ z) ranging from Δ z=0.2 m for soil layers and layers within the range of 
water table fluctuations to Δ z=0.8 m for saprolite layers. The bottom of the 
computational domain was set as a no-flow boundary. Four lateral boundaries were 
defined as monthly-changed constant head boundary conditions according to the 
groundwater depth measurements from nearby three wells. Vegetation distribution and 
land surface elevation (ranging from 166 m to 170 m) were obtained from the LIDAR  
imagery and a DEM created from it [Chen et al., 2008]. Only the blue oaks in the model 
simulation were considered as the phreatophytes, with tap roots reaching groundwater 
table. The grasses and pines in the model simulation solely relied on soil water. Only one 
vegetation cover type was assigned to each surface model cell, neglecting grasses 
occurring under the tree canopy. Four soil types were applied for the top soil layer, the 
deeper soil layers, the saprolite layers and the bedrock layers. The van Genuchten 
parameters of these four soil types were based on previously obtained site data [Miller, 
2009]. Most parameter values of blue oak properties were the same as the ones used in 
Gou and Miller [Gou and Miller, 2013], except the root distribution with 45% of roots in 
0-20 cm top soil layer, 30% of roots in 20-40 cm soil layer, 15% of roots in the soil 
layers ranging from 40 to 60~100 cm depth, and the remaining 10% of roots accessing 
groundwater.   
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Figure 3.1 Modeling Study Site Showing the Three Dominant Plant Species. 1) Blue 
oaks, which were believed to use both soil water and groundwater with the active season 
from March to October; 2) annual winter grasses, which only depended on soil water and 
had an active season from November to May of the subsequent year; and 3) evergreen 
grey pines, which were considered to use soil water only in model simulation. Two eddy 
covariance systems were located at this site: one on a 23-m high overstory tower and 
another on a 2-m high understory tower. 
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Model Simulation  
Conditions at the site were simulated for 8 years (2002 to 2009), with a half-
hourly time step. The whole model was forcing with incoming radiation, wind speed and 
direction, surface air temperature, precipitation, pressure and humidity. The model 
performance was tested by comparing the model results and measurements for daily and 
hourly timescales and at different spatial locations. First, the half-hourly model results 
were summarized into daily results to compare against the 8-year measurements of 
overstory ET, understory ET, soil moisture at different depths at a single location, and 
available predawn leaf water potential. Second, the half-hourly model results for latent 
heat were compared against the half-hourly measurements from 23 m overstory eddy 
covariance tower, to test if the model captured diurnal changes of latent heat in different 
seasons/years. Third, the model simulation from Year 2004 (drier year) and 2005 (wetter 
year) were chosen to analyze the spatial patterns of soil moisture dynamics under 
different vegetation covers, as measured by the spatially distributed TDR probes. We 
further analyzed the model results to determine if  the model captured the seasonal plant 
groundwater use and the hourly dynamics of HR.  
 
Comparison to Field Data 
 
Comparison between Measurements and Simulation Results at a Daily Time Scale 
Micrometeorological conditions at the site were typical of savannas in 
Mediterranean climates (Figure 3.2a). During the 2001-2009 interval, Years 2004 and 
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2008 were the driest, while Years 2005 and 2006 were the wettest. Net radiation (Rn), 
measured above the canopy, averaged 3.15 GJ/m
2
/year. The energy balance was 
computed based on the latent heat (LE), sensible heat (H) and soil heat (G) flux 
measurements (Figure 3.2a), neglecting storage in the canopy air space and biomass , as 
per Wilson et al. [Wilson et al., 2002]. The comparison between measured Rn and 
measured LE+H+G implied that significant energy imbalance occurred during all 
winters and the dry summers in wet years of 2005, 2006 and 2009. The days with 
significant energy imbalance (when daily |(Rn-LE-H-G)/Rn|>30%) counted 24% of total 
days. While this site provided reliable data with high degree of energy balance closure 
[Baldocchi et al., 2004; Wilson et al., 2002], the issue is important as it can significantly 
influence on model calibration and validation [Foken, 2008].  
The model produced results at half-hourly time interval for the 8-year simulation 
from 2002 to 2009, which were further aggregated into daily sums and averages for 
comparison to the field data. We assumed that the energy and water fluxes from the 
domain (200 m × 200 m) were representative of the fluxes from the footprints of both 
overstory and understory eddy covariance towers. Thus, the total ET (ETtotal) measured 
by the overstory tower was compared to the total ET averaged over the entire model 
domain (Figure 3.2b).  
Initially, the modeled ETtotal was higher than the measured value, and the 
modeled and measured results showed a positive correlation, with r
2
=0.71 (Figure 3.2f). 
Typically, the model failed to match the measured ETtotal during the winter periods when 
significant energy imbalance occurred (Figure 3.2a). Significant energy imbalance in 
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early spring during 2005 and 2006 (Figure 3.2a) also corresponded with clear 
mismatches between modeled and measured ETtotal at the same time (Figure 3.2b). We 
removed the results for days with poor energy budget closure (i.e., when daily |(Rn-LE-
H-G)/Rn|>30%), or 24% of total days. This correction improved the agreement between 
modeled and measured data, with r
2
=0.87 (Figure 3.2g).  
The measured understory ET (ETunder) (Figure 3.2c) was estimated from the 
measurements from the understory eddy covariance tower (2 m height), which captured 
the fluxes under the tree canopy, i.e. the fluxes from grasses and soil. The measured 
ETunder from the understory tower was compared to the modeled ETunder averaged from 
ET of grass covered areas and the soil evaporation under the tree canopy over the entire 
model domain (Figure 3.2c). The model ignored the grasses under the tree canopy, since 
the CLM code only allows one plant functional type in each grid cell. This limitation led 
to the underestimation of ETunder, restricting its ability to study water competition and 
facilitation between trees and grasses. Energy balance closure problems in measured 
data are still an issue in ETunder simulation, with significant mismatches between 
measured and modeled results during winter periods when large energy imbalances 
occurred.  
In the model, the critical soil water potential to control the activity of winter 
grass was set to -1.2 Mpa.  In the model simulation, the winter grass was active in the 
winter when soil water potential in the top 20 cm depth of soil exceeded -1.2 Mpa, while 
the grass senescent when soil water potential at top soil layer dropped below -1.2 Mpa. 
This relationship helped to capture the changes of ETunder (Figure 3.2c) with soil 
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moisture (Figure 3.2e), especially the fast decrease in ETunder after the rains ceased. 
According to this relationship, the average grass green-up date was the 314
th
 day of year, 
and the average grass senescence date was the 143
th
 day of year, which were within 24 
days of those observed on site [Ma et al., 2007].  
A new feature of this model allowed the simulation of leaf water potential, which 
could be used to explore the water stress of plants. Leaf water potential measurements 
for blue oaks were available in Years 2002, 2003, 2007 and 2008 from wet season to dry 
season when blue oak was active [Osuna, 2011] (We noted that the measurements in 
2008 were less reliable than the others due to an equipment malfunction.). Modeled 
predawn leaf water potential results were averaged of all blue oaks within model 
domain. The model successfully captured the predawn leaf water potential dynamics 
(Figure 3.2d). For each year, the predawn water potential was high (~0.2 MPa) during 
the wet season when soil water potential was high. It decreased dramatically following 
the rapid decrease of soil water potential from May to June. During the dry season from 
June to September, the predawn leaf water potential dropped to -4 to -6 MPa, even 
though the blue oaks were mainly relying on groundwater at this time. Even with access 
to deep groundwater, the blue oaks still suffered water stress  due to the limitations of 
plant hydraulic structure (e.g., xylem hydraulic conductance and cavitation in tap roots). 
The predawn leaf water potential bounced up and reached ~-0.2 MPa during September 
and October when winter rains commenced. It quickly responded to the soil water 
potential dynamics. For the inter-annual changes, the predawn leaf water potentials 
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during the dry seasons were lower in dry years (Year 2004 and 2008) and higher in wet 
years (Year 2005 and 2006).  
We chose the modeled soil moisture results at the location where  the soil 
moisture sensors (theta probes) were installed to compare against measurements at 
different depths (Figure 3.2e).  The model generally matched the measurements, but it 
failed to exactly reproduce the soil moisture from May to August when soil was dry. The 
soil evaporation simulation in CLM tends to be overestimated [Lawrence et al., 2007], 
possibly resulting in the rapid decrease of soil moisture at the beginning of dry season in 
May. Therefore, the modeled soil moisture reached low soil water content rapidly rather 
than decreasing gradually during dry season as the measurements show. In addition, 
lacking of the understanding of water movement in the fractured saprolite zone, the 
saprolite zone underlying the shallow soil layers was simply treated as low permeable 
soil, which may also effect the soil moisture simulation of upper soil layers. 
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(a) 
 
(b) 
 
                                                                      (c)  
 
Figure 3.2 Daily Aggregated Modeling Results for a 8-year-long Simulation. Measured 
Rn and H+LE+G from the overstory eddy covariance tower showed the energy 
imbalance problem in measured data (a).Model results compared well with the measured 
ET from the overstory tower (b) and the understory tower(c). The model captured the 
measured predawn leaf water potential of blue oaks (d). Modeled soil moisture results 
compared with the measurements at different depths measured by theta probes(e); 
Removing measurements with poor energy budget closure from the analysis improved 
the model’s fit with total ET (g vs. f). 
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(d) 
 
(e) 
Figure 3.2 Continued. 
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(f) 
Figure 3.2 Continued. 
 
 
Comparison between Measurements and Simulation Results at a Diurnal Scale 
We further examined the model performance in simulating the diurnal changes of 
latent heat. We chose the results from four biophysically representative time periods: the 
wet season during winter when the oaks were dormant and the grasses were active (wet, 
January), the wet season during spring (wet, April) and the transitional period between 
wet and dry seasons (transitional, May) when both the oaks and grasses were active, and 
the dry season during summer when the oaks were active and the grasses were senescent 
(dry, August) (Figure 3.3). During each time period, we took the half-hourly average 
over a five-day period to display the diurnal cycle of latent heat. These five days were 
chosen from the days with high degree of energy closure measurements.  
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Modeled latent heat generally followed the diurnal patterns found in the 
measured results, albeit with some notable exception. Modeled values tended to be lower 
during nighttime, especially during the winter wet season (January in Figure 3.3). One 
possible cause: the model can simulate dew while the measurements from eddy 
covariance tower did not capture dew during the night. This phenomenon became more 
obvious in winter nights when temperature was low. Both overestimations (e.g. May 
2005 and 2009) and underestimations (e.g. May 2002 and 2003) of midday latent heat 
were shown in Figure 3.3. These mismatches did not show any seasonal or annual biases 
that they may occur in any seasons in both wet and dry years. We suspect one reason of 
these mismatches was that the model domain did not represent the footprint of the eddy 
covariance tower [Miller, 2009]. Since the spatial dimension of the flux footprint was 
not fixed and it changed with the atmospheric conditions [Wilson et al., 2002], the 
modeled results from the fixed model domain may overestimate or underestimate the 
measured flux captured in the dynamic footprint.  
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Figure 3.3 Model Performance. When simulating 5-day average diurnal changes of 
latent heat from the overstory tower, the results were broken down by plant 
physiological stage and season. 
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Comparison between Spatial Patterns in Measurements and Simulation Results 
We chose the modeled soil moisture results at nine locations where the nine sets 
of TDRs were installed to compare against the measurements under different oak and 
grass covers at 10 cm depth in Year 2004 and 2005 (Figure 3.4). The modeled results 
generally captured the soil moisture changes under different vegetation cover. During 
the wet winter seasons, the soil moisture values under oak and grass were similar 
because canopy interception and ET were low. After major precipitation events ceased in 
May, soil moisture decreased rapidly and the soil water content under oak and grass 
were differentiated due to unequal plant water uptake and soil evaporation rates ; the soil 
moisture under grass decreased more slowly than the soil moisture under oaks did. This 
pattern became more obvious when comparing the model results of seasonal changes in 
soil moisture at different depths (Figure 3.5). For example, soil moisture in January 2004 
was wetter and more homogeneous across the model domain than soil water in April and 
May. In the model simulation, individuals of the same species were assigned the same 
species specific parameters. For example, every oak tree had the same leaf area index 
and root distribution. Therefore, the soil moisture results under the same species were 
very similar and only slightly altered by topographic factors. However, the differences of 
soil moisture under different species (Figure 3.1) could be easily distinguished (Figure 
3.5). 
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Figure 3.4 Soil Moisture Under Oak and Grass Covers at 10 cm Depth in 2004 (A Dry 
Year) and 2005 (A Wet Year). The black circles were the averaged measurements 
collected by TDRs under oak canopies, and the blue triangles were the averaged 
measurements from TDRs in the grass.  The pink columns indicated the periods which 
were chosen to highlight the HR dynamics in Figure 3.8.  
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Figure 3.5 Monthly Average Soil Moisture Modeled at Different Depths During 2004.  
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Results and Discussion 
 
Groundwater Uptake and the Shift in Plant Water Sources 
The seasonal shift in plant water sources was also found at our study site. Miller 
et al. [2010] presented a suite of direct and indirect methods to examine the groundwater 
uptake by blue oak at this site. The results indicated that the blue oaks switched to take 
more water from saturated zone when soil water was depleted in dry season. We 
followed the White-Loheide method [Loheide et al., 2005; White, 1932] reported in the 
study of Miller et al. [2010] using diurnal water table fluctuation data to estimate 
groundwater consumption by the blue oaks at this site. Continuous groundwater 
measurements with half hourly time interval were collected since May 2007. The daily 
groundwater uptake rate was estimated from May 2007 to December 2009 with two 
major measurement gaps from January 2008 to March 2008 and from August 2008 to 
September 2008 (Figure 3.6, estimated groundwater uptake). Considerable uncertainty 
and errors in this estimation were subjected to the measurements, the assumptions, the 
parameter value selection and the method itself (see discussions in Miller et al. [2010]). 
The estimated results (Figure 3.6) showed that groundwater uptake started increasing in 
May when soil water was decreasing and reached the maximum rate around June when 
net radiation was maximum (Figure 3.2a). The total ET measured from the overstory 
eddy covariance tower was decreasing at the same time. It indicated that soil water 
uptake was decreasing rapidly and plant water source switched from soil water to 
groundwater. Groundwater uptake decreased after June with the decreasing in net 
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radiation. Comparing to the wetter year 2009, the estimated groundwater uptake in the 
drier year 2008 started increasing earlier and had a greater contribution to total ET. It 
indicated that the time and duration of groundwater uptake tightly related to precipitation 
and as Bleby et al. [2010] found.  
 
 
Figure 3.6 The Model Captured the Plant Groundwater Uptake, as Estimated from An 
Analysis of Diurnal Water Table Fluctuations.   
 
The new root water uptake function in our model was based on the dynamics of 
potential gradients and resistances in the groundwater-soil-plant-atmosphere continuum. 
Therefore, it was capable of capturing the daily and seasonally shifts in plant water 
source. Figure 3.6 showed a good agreement between the modeled groundwater uptake 
and the estimated values from the groundwater fluctuation data from May 2007 to 
December 2009. Because only the blue oaks were considered to reach groundwater in 
the model simulation, the modeled groundwater uptake dropped to nearly zero when 
 70 
 
blue oak canopy was dormant from around mid-October to mid-March next year. 
However, the estimated groundwater uptake continued to occur with a low rate after the 
blue oaks litter fell which may due to groundwater use by the evergreen grey pines at 
this site [Miller et al., 2010b].  Therefore, the modeled groundwater uptake results were 
slightly lower than the estimated values from water table fluctuation. The model 
generally matched the trend of increasing and decreasing in groundwater uptake from 
May to September and captured the seasonal shift in plant water source.  
The modeled groundwater uptake in the 8-year simulation showed that the 
groundwater uptake by blue oaks supported most dry season ET at the site. During the 
dry seasons, over 60% of total ET during June, July, August and September came from 
groundwater uptake. The highest groundwater contribution to dry season total ET 
occurred in Year 2008 (76%) and the lowest happened in Year 2005 (42%). It implied 
the oaks used more groundwater during dry season in drier year (Year 2008) to buffer 
the impacts of drought, while they used more soil water in the wetter year (Year 2005). 
The modeled maximum groundwater uptake rates were almost the same in each year, 
with the rate of 0.61 mm/day. It was mainly limited by the ability of tap root to transport 
water (tap root hydraulic conductivity and cavitation) and tightly related to the 
groundwater depth.  
Considering the dynamics of soil moisture of the top 20 cm depth, Figure 3.6 
revealed that the time when groundwater uptake started increasing (groundwater uptake 
started to exceed 10% of total plant water uptake) corresponded to the time when the 
volumetric soil water content dropped to around 0.11 m
3
/m
3
. Figure 3.7 showed the van 
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Genuchten curves used in model simulation for the top soil layer, which described the 
relationships of volumetric soil water content, soil water potential and soil hydraulic 
conductivity. The critical soil water content value 0.11 m
3
/m
3
 (the red dot shown in 
Figure 3.7) approached to the point of inflection (when soil water content equals to 
0.107 m
3
/m
3
) in both curves. When soil moisture dropped below a threshold soil water 
content of 0.11 m
3
/m
3
, corresponding to a soil water potential of -0.26 Mpa, past which a 
slight decrease in soil water content would lead to dramatic decrease in soil water 
potential and soil hydraulic conductivity. Under that situation, when plant extracts a 
small amount of water from the soil water, it needs to overcome a large amount of 
negative potential and resistance. It is at this point that groundwater uptake starts to 
become more thermodynamically favorable than soil water uptake and the plants 
subsequently increased their groundwater uptake. This relationship may help to explain 
the phenomena found in other studies whereby deep roots are tightly coordinated with 
shallow roots to supply plant water use and HR [Bleby et al., 2010]. A threshold 
approach could also help make future applications of the model more computationally 
tractable. 
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Figure 3.7 van Genuchten Curves Used for the Top Soil Layer in Model Simulation. 
The red dots indicated the critical soil water content point (0.11 m
3
/m
3
). When soil 
moisture dropped below this point, groundwater uptake became thermodynamically 
favorable than soil water uptake, and plants switched to extracting more groundwater.  
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 Hydraulic Redistribution 
While no observations of sap flow in roots or conclusive stable isotope data at 
this site [Miller et al., 2010b] were available to measure HR directly, the diurnal 
fluctuation in soil moisture measurements at different depths under the blue oak canopy 
indicated that HR likely occurred [Miller, 2009].  The model results revealed that HR 
(both hydraulic lift and hydraulic descent) occurred throughout the year, even during the 
periods when blue oak canopy was dormant (Figure 3.4). Hydraulic lift mainly arose in 
nighttime during the dry season when blue oaks were active. During these periods, the 
upper soil layer dried, and a water potential gradient formed between the upper dry soil 
and the deeper wet soil or/and groundwater. For example, in 2004, daily hydraulic lift 
ranged from 0.04 to 0.2 mm/day, with the average of 0.07 mm/day. The water lifted by 
HR during the night contributed to 5-47% of oak transpiration next day, with the average 
of 10%. Hydraulic lift during 2005 was similar, with daily ranges from 0.03 to 0.22 
mm/day and an  average of 0.06 mm/day. It contributed to 4 to 19% of next day oak 
transpiration, with the average of 8%. Hydraulic lift became noticeable at Day 120 in 
Year 2004 and at Day 174 in Year 2005. Generally, hydraulic lift occurred earlier and 
had larger effects to increase transpiration in dry year (Year 2004) than did in wet year 
(Year 2005). Hydraulic descent occurred following the rainfall events. The precipitation 
stored the shallow soil layers was taken by the lateral roots and transferred downward 
into the deeper, drier layers. It formed a likely more favorable pathway to transfer 
precipitation into deep soil layers than did infiltration through the soil pores. The model 
results showed that hydraulic descent was larger than hydraulic lift. Hydraulic descent 
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ranged from 0.08 to 1.89 mm/day, with the average of 0.2 mm/day. The magnitudes of 
both hydraulic lift and hydraulic descent fell into the  ranges reported in Neumann and 
Cardon’s review of HR  [Neumann and Cardon, 2012].  
Figure 3.8a showed both hydraulic lift and hydraulic descent in blue oak active 
season in Year 2005. Upper Soil Water uptake, Middle Soil Water Uptake, Lower Soil 
Water Uptake, and GW uptake in Figure 3.8a indicated the root water uptake from upper 
soil layer (0-20 cm), middle soil layer (20-40 cm), lower soil layers (40-60~100 cm), and 
groundwater, correspondingly. The positive value indicated the water was taken from the 
soil layers and saturated layers into the roots, while the negative value implied the water 
was released from the roots to the surrounding layers. From Day 530 to 532 before the 
small rainfall events, the soil layers were drying. During the daytime, the water taken 
from the dry soil layers decreased while the water used from deep groundwater 
increased. During the nighttime, the root water uptake from groundwater was positive 
while the water uptake from soil layers were negative, which implied hydraulic lift 
occurred that water was taken from groundwater and released into the dry soil layers. At 
the end of Day 532, small rainfall events commenced and the upper soil layer  became 
wetter. Hydraulic descent occurred at approximately Day 533 (i.e., June 16, 2005) when 
the lateral roots took water from the wetter, upper soil layer  and transferred the water 
downward into the drier, middle and lower soil layers. At the same time, the saturated 
layer and the soil layers did not reach equilibrium during Day 533. Therefore, the 
groundwater uptake values were still positive in nighttime of Day 533, indicating a small 
amount of hydraulic lift from groundwater to soil layers still occurred. These model 
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results revealed that hydraulic lift and hydraulic descent could theoretically happen at 
the same time. From Day 535 to 540, as the soil layers gradually dried, nighttime 
hydraulic lift from groundwater to soil layers became more apparent again. The drier the 
soil layer (i.e. upper soil layer in this case), the larger amount of water was released into 
the layer through hydraulic lift. Figure 3.8a also showed that the daily shift in plant 
water source during the daytime that groundwater uptake was increasing when soil water 
was depleting (from Day 530 to Day 532 before the rain, and from Day 533 to Day 540 
after the rain), and it decreased rapidly after the rain in Day 533. The soil water uptake 
functioned oppositely as the groundwater uptake did.  
When the canopy was leafless, there were no strong diurnal fluctuations in root 
water uptake, compared to the obvious diurnal changes during the active season (Figure 
3.8b vs. Figure 3.8a). Slight diurnal fluctuations in root water uptake occurred during 
Day 288 and 289 due to soil evaporation. The roots in the wetter, middle and lower soil 
layers lifted a small amount of water to the drier, upper soil layer, which compensated 
for some water loss from soil evaporation. Groundwater was continuously lifted into soil 
layers due to the disequilibrium between dry soil layers and groundwater. In Day 290 
(i.e., October 16, 2004), the incoming precipitation led to obvious hydraulic descent 
whereby the roots moved water from upper soil layer and transported it into deeper soil 
layers. The root water uptake from groundwater diminished immediately after the 
rainfalls. Hydraulic descent continued after the rainfalls and it occurred during both 
daytime and nighttime. During the rainy days from Day 290 to 299, soil evaporation was 
very small and no apparent diurnal fluctuations were found during these days. In Day 
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298, a large rainfall event happened. However, the magnitude of hydraulic descent 
caused by this large rainfall was much smaller compared to the hydraulic descent 
amount in Day 290 following the small rainfalls. Before Day 290, all soil layers were 
dry. The incoming rainfalls in Day 290 caused a significant soil water potential gradient 
between the top soil layer and the rest soil layers, which led to a large magnitude of 
hydraulic descent. From Day 290 to 297, precipitation was gradually distributed into 
different soil layers through hydraulic descent and percolation. The soil water potential 
gradients among these soil layers decreased. Even a large rainfall occurred at Day 298, 
the small soil water potential gradients only resulted to a small magnitude of hydraulic 
descent. The similar phenomenon was shown in Figure 3.8a that the small rainfalls at 
Day 532 led to significant hydraulic descent. Therefore, the magnitude of hydraulic 
descent did not only depend on precipitation amount, but also depended on the water 
potential gradients among layers.  
The downward water movements in soil layers through hydraulic descent had 
different mechanisms compared to the downward soil water movements through 
infiltration and percolation. For example, during Day 532 and 533 in Figure 3.3b, the 
total amount of the small rainfalls was only 6 mm, while the saturation of the upper 20 
cm soil layer was only 31% before the rains. These small rainfalls were not enough to 
trigger percolation. However, the occurrence of hydraulic descent moved these small 
rainfalls down into middle and lower soil layers. If hydraulic descent did not occur, the 
small precipitation would be confined in the top soil layer and may be wasted through 
soil evaporation later. Therefore, hydraulic descent could help the plants take advantages 
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of small rainfalls, which may have important ecological and hydrologic impacts 
especially for the plants in arid areas. 
 
                                                                    (a)  
 
Figure 3.8 Two HR Examples. (a) HR when blue oak canopy was active in Year 2005 
during the dry season. (b) HR when blue oak canopy was dormant in Year 2004 at the 
beginning of wet season in winter. Upper, Middle and Lower Soil Water Uptake and 
GW uptake indicated the water was taken by the roots in upper soil layer (0-20 cm), 
middle soil layer (20-40 cm), the remaining lower soil layers (40-60~100 cm), and 
groundwater, correspondingly. The positive water uptake values indicate that the water 
was removed from the soil layers and saturated layer by the roots, while the negative 
values implied the water was released from the roots to the surrounding layers.  
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(b) 
Figure 3.8 Continued. 
 
In addition, we found both hydraulic lift and hydraulic descent of the blue oaks at 
this site served as the competitive mechanism between trees and annual grasses. 
Hydraulic lift became obvious at Day 120 in Year 2004 and at Day 174 in Year 2005. At 
that time, the surface soil layers were dry and the grasses had almost senescenced. 
Hydraulic lift of blue oaks occurred too late in the dry summer to benefit the surrounding 
annual grasses. It only improved the water use for blue oaks themselves. The similar 
conclusion was found in Ishikawa and Bledsoe’s study [2000] in a California blue oak 
woodland; hydraulic lift did not appear until June and was unlikely to facilitate annual 
grasses. During the wet winter when the grasses were active and the trees were dormant, 
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hydraulic descent by blue oaks moved surface soil water into deeper layers, away from 
the reach of shallow rooted grasses. Such water would be stored in deeper layers and 
utilized later by the blue oaks when they were active. Therefore, the HR of the blue oaks 
at this site only benefited the oaks themselves, rather than profited the shallow rooted 
grasses. This finding was different from some findings at various sites that the shallow 
rooted plants could benefit from HR by using significant portion of water lifted by deep 
rooted plants [Dawson, 1993; Koster and Suarez, 2001; Ludwig et al., 2003]. 
 
Conclusions 
 
We integrated new functions for modeling uptake by phreatophytic plants [Gou 
and Miller, 2013] into the spatial distributed groundwater-land surface model, 
ParFlow.CLM [Maxwell and Miller, 2005] to improve its performance in simulating 
plant root water uptake, hydraulic redistribution, and plant water stress. The modified 
model was tested at a semiarid, oak savanna site and performed well, capturing the daily, 
hourly and spatial water and energy patterns in a 8-year model simulation. The energy 
balance closure problem in the measured data from the eddy covariance tower resulted to 
significant influence in our model testing. Future modeling efforts using similar datasets 
should address this issue in model calibration and validation.  
The new plant water stress function used for the blue oak simulation was based 
on the linear relationship between the changes of stomata conductance and the changes 
of hydraulic conductance in roots [Meinzer et al., 2001; Sperry et al., 2003]. This new 
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plant water stress function was again capable of capturing the latent heat dynamics in 
our model tests and proved to be valuable for simulating deep rooted trees and 
groundwater dependent vegetation. It also had advantages in the simulation of plants in 
arid and semiarid areas where the plants may suffer periodic cavitation in roots. In 
addition, the model predicted leaf water potentials which are not available in most land 
surface models although they serve as a critical indicator of plant water status. In future 
study, the new feature of leaf water potential simulation will allow the model to estimate 
the potential impacts on plants introduced by groundwater overpumping or climate 
change.  
The analysis of diurnal water table fluctuation data indicated that the trees took 
most water from soil water during the wet season and switched to mainly depend on 
groundwater during the dry season at this site. This seasonal shift of plant water source 
was captured by our model. The model revealed that deeper soil water and groundwater 
contributed to tree transpiration later when top soil layer was depleted. It indicated that 
the soil moisture memories at different depths and groundwater linked to atmosphere 
through transpiration during different time periods. This phenomenon is currently 
ignored in many land surface models. The plant water uptake functions in previous 
versions of CLM extracted water from different layers simultaneously, potentially 
leading to biases in the modeling of land surface-atmosphere interactions, especially in 
long term simulations. 
The simulation of plant water uptake in our model also highlighted how 
groundwater uptake from deep roots coordinated tightly with the soil water uptake from 
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shallow roots in order to support transpiration and HR. The critical soil water content 
value was found to be near the point of inflection of the soil water retention curve. When 
surface soil water content dropped below the critical point, groundwater uptake became 
thermodynamically favorable than soil water uptake and plants switched to use 
groundwater. This critical point was tightly related to the soil water characteristics. Thus, 
soil types should have significant impacts on the critical point value. Also, the cavitation 
of plant roots was also impacted by surrounding soil. It would further change the 
resistance of GSPAC and root water uptake. Therefore, the hydraulic characteristics of 
both soil (depicted by soil water retention curve) and plant (depicted by xylem 
vulnerability curve) should be considered together to analyze the complex root water 
uptake dynamics in future studies. 
The model predicted both hydraulic lift and hydraulic descent during blue oak 
active and dormant seasons. The timing of HR suggested that HR helps the blue oaks 
compete for water with the annual grasses at this site. Hydraulic lift became obvious 
during the dry season when oaks were active and grasses had senescenced, potentially 
enhancing oak transpiration without benefiting grasses. The simulations for 2004 and 
2005 showed that the water lifted by hydraulic lift during the night contributed to 4-47% 
of next day oak transpiration. Hydraulic descent was more detectable than hydraulic lift, 
and ranging from 0.08 to 1.89 mm/day. Hydraulic descent occurred after rains, but large 
rainfall events did not always trigger significant hydraulic descent, as the magnitude of 
hydraulic descent also depended on water potential gradients between layers. Hydraulic 
descent served as another pathway of downward soil water migration, supplementing or 
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even eclipsing percolation. Our model allows simulation of the impacts of hydraulic 
redistribution on the spatial and temporal patterns of soil moisture and ET and can be 
used to determine their further impacts on regional energy and water dynamics.  
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CHAPTER IV  
IMPACTS OF HYDRAULIC REDISTRIBUTION, SOIL TYPE, 
GROUNDWATER DEPTH AND ROOT DISTRIBUTION ON 
ECOHYDROLOGICAL PROCESSES 
 
Introduction 
 
The two models developed in Chapter II and III were capable of capturing a 
series of key ecohydrological processes acting along the groundwater-soil-plant-
atmosphere continuum (GSPAC) at a range of scales. Various factors, such as climate, 
soil type, groundwater depth, and plant physiology, may influence these ecohydrological 
processes and lead to changes in water and energy dynamics at larger scale. Therefore, 
in Chapter IV, four scenario tests were conducted using the models discussed in 
Chapters II and III, to address how hydraulic redistribution, soil texture, groundwater 
depth and root distribution impacts the dynamics of the whole GSPAC system. 
Previous studies have found many ecohydrological impacts of HR. Hydraulic lift 
increases dry season transpiration by lifting water up into the dry top soil layer where 
most root biomass located [Caldwell and Richards, 1989; Caldwell et al., 1998; 
Emerman and Dawson, 1996; Ryel et al., 2002; Scott et al., 2008a]; Hydraulic lift 
recharges the shallow roots in dry season, prolonged the life span of these roots, and 
helped them maintain hydraulic contact with the surrounding dry soil [Bauerle et al., 
2008; Domec et al., 2004], all of which could further promote plant nutrient and water 
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uptake; Hydraulic descent distributed precipitation into deep soil and promoted plant 
water conservation [Hultine et al., 2004; Scott et al., 2008a]; And HR serves as an 
important mechanism for trees competing with shallow-rooted species for water, or 
facilitating the water use of whole ecosystem  [Dawson, 1993; Ludwig et al., 2003; 
Quijano et al., 2012]. The last impacts of HR had been discussed in previous Chapter III. 
In this chapter, Scenario 1 was constructed to test the first three impacts of HR by 
comparing the two cases with/without HR. 
The results in Chapter III indicated that soil characteristics directly influenced 
plant soil water uptake, while indirectly impacting the timing and amount of plant 
groundwater use. Sperry and Hacke [2002] proposed the hypotheses that the plants in 
finer textured soils in arid climates experienced lower plant and soil water potential 
during drought, had higher xylem cavitation resistance, and developed shallower root 
systems than the plants in coarser soils. These hypotheses were supported by field study, 
model simulation and literature review of global rooting depth [Hacke et al., 2000; 
Jackson et al., 2000; Jackson et al., 1996; Sperry and Hacke, 2002; Sperry et al., 1998]. 
In this chapter, Scenario 2 was designed to explore how various soil textures influenced 
plant water use, and provide reasonable explanations of the impacts of soil texture on 
plant characteristics in the hypotheses of Sperry and Hacke [2002]. 
With the increasing demand for human water use and the changing climate 
regime, decreasing water tables caused by groundwater over-exploration and drought, 
may introduce severe stresses to groundwater dependent ecosystems. Sustainable 
groundwater management needs to address the water demand of human while 
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maintaining a low risks to GDEs [Eamus and Froend, 2006]. Information on the 
relationship between GDE health and groundwater depth is needed [Eamus et al., 2006; 
Orellana et al., 2012]. Therefore, Scenario 3 was conducted to test how the whole 
GSPAC system responded to different groundwater depths, and provided information of 
the influences of groundwater depth on groundwater-land surface-atmosphere 
interactions and the water use of GDEs. 
Root distribution is considered as a critical factor in root water uptake simulation 
from local to global scales in many hydrological, land surface and climate models 
[Feddes et al., 2001; Jackson et al., 2000; Zeng, 2001; Zeng et al., 1998]. Plant roots 
provide the linkage from soil water and groundwater to the atmosphere through root 
water uptake and transpiration, which directly impacts the atmospheric boundary layers 
and is closely related to climate prediction [Feddes et al., 2001; Zeng et al., 1998]. 
Feddes et al. [2001] reviewed the root water uptake simulation in a number of 
hydrological and climate models, and summarized two broad classes of root parameters 
used: the bottom-up or microscopic models with detailed description of plant root 
distribution and functions, and the top-down or macroscopic modeled with simply 
parameterized root properties. The models in Chapter II and III belonged to the first 
category of bottom-up model. Such models allow the explicit description of root 
influences on plant water use. In Scenario 4, cases with a range of root distributions were 
compared to address its impacts on ecohydrological processes. 
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Method  
 
All scenarios in Chapter IV used the modified ParFlow.CLM model in Chapter 
III.  Scenario 1 examined the water and energy changes of blue oak with and without HR 
at the Tonzi site, aiming to illustrate the implications of HR in the whole system. A 1-D 
model was created that the soil column had shallow soil depth from 0 to 60 cm, 
underlain by a 8 m saprolite zone and then the fractured bedrock. The soil column was 
divided into 28 uneven layers, including three shallow soil layers with 20 cm thickness 
for each layer. All the parameters related to soil characteristics were the same values as 
those used in Chapter III. The vegetation cover of this 1-D model was blue oak, 
represented by the deciduous broadleaf forest type in CLM with the newly modified 
phreatophtic vegetation functions and the blue oak specific vegetation parameters. The 
water table depth was set to 9 m below ground. For the case with HR, all the functions in 
CLM were the same as those in Chapter III, allowing water release from root to soil and 
bi-direction water movement in roots.  For the case without HR, the HR function in 
CLM was turned off so that there was no water leaking from the roots to the soil, and 
water was only transported from root tip to stem. Other functions and model settings 
were the same in both cases. Both simulation cases were forced by the measured 
meteorological data at Tonzi site used in Chapter III, including short wave radiation, 
long wave radiation, precipitation, air temperature, wind speed, atmospheric pressure, 
and specific humidity. The scenario tests were conducted at a half-hour time step for 8-
year simulation, from 2002 to 2009.  
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Scenario 2 testing included twenty-one simulations with different soil textures to 
explore the effects of soil characteristics on the GSPAC system. The model settings were 
almost identical to those in the 1-D model used in Scenario 1, except shallow soil texture 
was altered for each simulation. The computer program ROSETTA [Schaap et al., 2001] 
was used to predict the van Genuchten parameters [van Genuchten, 1980] needed for 
model simulation, based on the percentages of sand, clay and silt. All twenty-one 
simulations were conducted at half-hour time step with one year meteorological forcing 
of Year 2002. Soil texture also impacted soil evaporation. Scenario 2 only focused on 
the impacts of soil texture on plant water use. Therefore, the soil evaporation under the 
blue oak canopy was set to zero. Although soil texture could influence plant 
characteristics, such as root distribution, xylem cavitation resistance and root to leaf area 
ratio, the parameters related to plant characteristics were kept the same in all twenty-one 
simulations due to a lack of reliable data for these parameter values.  
Scenario 3 testing had four simulations with various groundwater depths (3 m, 5 
m, 7 m and 9 m). Scenario 3 helped interpret how the groundwater disturbed the 
vegetation water use. The model settings in Scenario 3 were the same as those used in 
Scenario 1, except that the groundwater depth changed in each simulation.  
Scenario 4 had five simulations with the root fractions in groundwater increasing 
from 10% to 50% of total roots, in order to examine the influence of root distribution on 
the whole system dynamics. The root fractions in soil layers were decreased 
correspondingly. The model settings in Scenario 4 were also the same as those used in 
Scenario 1, except the changes of tap roots in each simulation. All simulations in 
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Scenario 3 and 4 were conducted at half-hour time step using the forcing data of Year 
2002. 
 
Results and Discussion 
 
Scenario 1: With/Without Hydraulic Redistribution 
Neumann and Cardon [2012] reviewed the empirical and modeling studies of HR 
and found the magnitude of HL represented 2-80% of transpiration. Figure 4.1 shows the 
transpiration difference of blue oak between two cases with/without HR. The averaged 
annual transpiration was 7% (15 mm) greater with HR (Table 4.1 (a)). HR promoted 
transpiration, especially in dry years of Year 2004 and 2008, which implied that the 
ecohydrological impacts of HR were more significant in dry years/seasons. In Chapter 
III, the model simulation showed that significant HL occurred during the transitional 
period and the dry season. Therefore, in Figure 4.1, the difference in transpiration 
between the two cases with/without HR became obvious mainly in the transitional and 
dry period from May to October. Table 4.1 (b) showes there were nearly no transpiration 
difference in wet season until May and the difference becomes obvious from May to 
October. HR increased dry season transpiration by 11%. Therefore, the contribution of 
HR to the land-atmosphere water flux was significant only in the dry season. 
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Figure 4.1 Impacts of HR on Transpiration. The black dots showed daily transpiration 
when HR did not occur in blue oak, while the grey dots showed the results of the case 
with HR. HR slightly promoted transpiration, especially during the dry season. The 
transpiration differences between two cases were more obvious in the dry years 2004 
and 2008. 
 
However, the impacts of HR on land surface processes may also be significant in 
wet season, since hydraulic descent (HD) occurred following rainfall events even 
through the trees were dormant. HD moved precipitation down into deeper soil layers, 
which may largely change soil moisture distribution in different depths. Figure 4.2 (a) 
showed the difference of soil moisture in the top soil layer at 10 cm. Hydraulic lift 
during the dry seasons did not lead to obvious difference in soil moisture at 10 cm, 
because most water lifted to top soil layer by HL was contributed to transpiration and 
soil evaporation. However, although the lowest soil water content during the dry season 
seemed nearly the same in two cases, the soil water potential was slightly higher in the 
case with HR. As a result, soil moisture rebounded faster after rain in the HR case. At 
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the end of dry season in October, soil moisture in the HR case was slightly higher than 
the results in the No-HR case (Figure 4.2 (a)).  
 
Table 4.1 Transpiration Differences With/Without HR 
(a) Annual averaged difference ((With HR-Without HR)/With HR) 
Year 
Transpiration Difference 
(mm/yr) (%) 
2002 12 6 
2003 10 6 
2004 12 9 
2005 13 6 
2006 15 8 
2007 9 6 
2008 14 11 
2009 11 7 
Average 12 7 
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Table 4.1 Continued. 
(b) Monthly averaged difference 
Month 
Transpiration Difference 
(mm/month) (%) 
Jan 0 0.0 
Feb 0.003 0.2 
Mar 0.006 0.2 
Apr 0.078 0.2 
May 2.85 6.3 
Jun 4.68 16.1 
Jul 2.127 10.9 
Aug 1.278 8.8 
Sep 0.516 8.7 
Oct 0.099 9.5 
Nov 0 0 
Dec 0 0 
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Figure 4.2 Impacts of HR on Soil Moisture. From the top to the bottom, the figures are 
soil moisture at 10 cm depth in the upper soil layer, at 30 cm depth in the middle soil 
layer, and at 50cm depth in the deep soil layer. The deeper soil layer was, the more 
obvious differences between two cases were during the wet season. 
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Although the soil moisture difference was small in top soil layer, it was 
interesting that the difference became more obvious in deeper soil layers (Figure 4.2 (b) 
and (c)). These differences were mainly due to hydraulic descent, which formed 
alternative pathway to distribute water into deeper layers. As a result, the soil moisture 
of deeper soil layers after the dry season was significant higher in the case with HR. The 
difference at 50 cm (Figure 4.2 (c)) was most significant. The deeper the layer was, the 
more obvious the difference was. When rainfall commenced after the dry season, the soil 
moisture in deep layers in the HR case increased earlier, which indicated that the 
precipitation that was moved downward through hydraulic descent reached the deep 
layers earlier than that was percolated. 
In addition, HR also acted as the mechanism to recharge top dry soil layers and 
the roots in these layers in dry season. HR helped the top soil layers keep a certain 
potential to avoid further cavitation in lateral root. Without HR, the soil water potential 
in the dry season was slightly lower since the soil water reservoir kept losing water from 
soil evaporation, but it was not refilled with water from groundwater. More severe 
cavitation occurred in lateral roots as the hydraulic conductivity loss in shallow roots 
increased from 85% to approximate 95%. When the winter rainfall arrived, the lateral 
roots could not recover quickly because of the more intense cavitation during the dry 
period. Thus, HR serves as a protection mechanism to prevent hydraulic failure during 
dry season and to allows lateral roots to quickly respond when soil water becomes 
available.  
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Scenario 2: Different Soil Textures 
We selected 21 soil textures located in USDA textural triangle (Figure 4.3) and 
used ROSETTA [Schaap et al., 2001] to predict the van Genuchten parameters 
associated with each soil texture (Table 4.2).. Across the 21 simulations, only the van 
Genuchten parameters were changed, while the plant parameters of rooting depth and 
xylem cavitation (vulnerability curve) were kept the same. While previous studies have 
revealed that plants in different soil textures have different strategies of rooting depth 
and cavitation resistance, we assumed this was not the case to better constrain this 
sensitivity analysis. 
Soil properties influenced water retention and movement, which further impacted 
the water availability of plants. Monthly transpiration rates varied by up to 127% across 
the 21 soil textures (Figure 4.4). During the wet season before May, the site was energy-
limited condition. Nearly all the soil types could provide enough water to meet the 
transpiration demand. No obvious differences in wet-season transpiration were induced 
by soil texture variation. However, precipitation diminished since May and conditions at 
the site became water-limited. The differences in dry-season transpiration from May to 
October were distinct (Figure 4.4).  In general, the impacts of soil characteristics on 
transpiration were significant during dry season in water-limited condition. Such impacts 
were not obvious when energy was the major limitation.  
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Figure 4.3 Twenty-one Soil Textures Used in Scenario 2. The dots showed the twenty-
one soil textures which composed by different fractions of sand, silt and clay. Their 
locations in USDA soil textural triangle indicated their soil types. 
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Figure 4.4 Monthly Transpiration Results with Twenty-one Soil Textures. The legend 
showed the soil texture with sand and clay fractions. For example, “s0c0” was 0% of 
sand (0%) and 0% of clay, and it indicated the soil is silt; “s0c20” was 0% of sand and 
20% of clay, the rest 80% were silt. The differences among all soil textures were only 
significant in dry season from May to October when water was the major limit factor at 
Tonzi site. 
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Table 4.2 van Genuchten Parameters from ROSETTA Predication 
Sand 
(%) 
Silt  
(%) 
Clay  
(%) 
Qr Qs alpha 
(1/m) 
n 
(-) 
Ks 
(cm/day) 0 0 100 0.11 0.50 1.59 1.15 18.45 
0 20 80 0.11 0.53 1.99 1.18 17.09 
0 40 60 0.11 0.53 1.69 1.27 25.53 
0 60 40 0.10 0.51 1.13 1.44 10.36 
0 80 20 0.08 0.47 0.73 1.59 9.11 
0 100 0 0.04 0.58 1.41 1.62 37.99 
20 0 80 0.10 0.48 2.07 1.13 13.66 
20 20 60 0.10 0.49 2.10 1.21 17.73 
20 40 40 0.09 0.47 1.21 1.39 12.53 
20 60 20 0.07 0.43 0.49 1.64 15.02 
20 80 0 0.04 0.52 0.68 1.69 101.06 
40 0 60 0.09 0.44 2.94 1.14 14.32 
40 20 40 0.08 0.43 2.26 1.27 6.91 
40 40 20 0.06 0.41 0.97 1.50 9.94 
40 60 0 0.03 0.46 0.75 1.62 139.54 
60 0 40 0.08 0.39 2.63 1.20 18.30 
60 20 20 0.06 0.39 2.60 1.36 18.79 
60 40 0 0.02 0.42 2.81 1.43 89.98 
80 0 20 0.07 0.36 2.24 1.45 25.74 
80 20 0 0.03 0.40 5.14 1.78 130.31 
100 0 0 0.05 0.38 3.44 4.42 1428.50 
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The water sources of transpiration were further examined. Three extreme cases 
were chosen to show their results in following figures. They were the three cases with 
100% sand, 100% clay and 100% silt, correspondingly. The soil water retention curves 
of three soil types were depicted by the van Genuchten curves in Figure 4.5. The 
contributions of groundwater to transpiration were shown in Figure 4.6 (a), while the 
portions of transpiration from soil water were shown in Figure 4.6 (b). In the case with 
sandy soil, most water for transpiration was from groundwater. Because the large pores 
in sand hold water only when soil water potential was high and the hydraulic 
conductivity of sand was extremely high, the soil water was available for plant only after 
the rainfall pulses. Therefore, soil water uptake in sand soil only occurred immediately 
after the rainfall pulses in wet season. In contrast, in the other two cases with finer soils 
of clay and silt, soil water supported most transpiration. Groundwater uptake was much 
lower and it occurred mainly during the dry season. The relatively small pores in finer 
soil held more water when soil water potential was low, which provided the plants more 
available water in dry season than the coarse sand did. Among the three cases, the 
shallow soil water in clay supported highest portion of transpiration, while the deep 
groundwater in sand contributed to the largest portion of transpiration. The results 
suggest that plants in coarser soil may tend to explore relatively deep water source, while 
the plants in finer soil mainly depend on the shallow water source and only used the 
deep water source when necessary (i.e., the plants in silt and clay only used groundwater 
during the dry season when shallow soil water was not adequate). This result coincided 
with the findings in previous studies that the plants in coarser soil needed to develop 
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deeper root system to access deeper and more reliable water source than the plants in 
finer soil [Hacke et al., 2000; Sperry and Hacke, 2002]. The study of global root 
distribution also showed that 95% of root biomass in deserts and arid shrublands located 
among “1.06±0.15 m on clay and loam soil and 1.90±0.53 m on sandy soil” [Jackson et 
al., 2000; Jackson et al., 1996]. Although the root distributions in all the cases of 
Scenarios 2 were the same, it is expected that, in reality, the plants in sandy soil would 
develop relatively deep root system as a rooting strategy to cope with the large demand 
of deep water source, while the plants in silt and clay soil would develop relatively 
shallow root system to exact shallow soil water at low soil water potential.  
 
 
Figure 4.5 Soil Water Retention Curves for Three Represented Soils. The water 
retention curves of three cases with 100% sand, 100% clay and 100% silt were depicted 
by van Genuchten curves with the parameters predicated by ROSETTA. 
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Figure 4.6 Contributions of Groundwater and Soil Water to Transpiration. (a) Daily 
groundwater uptake from the plants in three soils in Year 2002; (b) Daily soil water 
uptake from the plants in three soils. The plants in coarser soil tended to explore deeper 
water source, while the plants in finer soil used most water from shallower water source. 
Therefore, groundwater supported most transpiration of the plants in sand, while soil 
water contributed to most transpiration of the plants in clay. 
 
The total soil water uptake was further explored to show the soil water uptake 
from different depths (10 cm, 30 cm, and 50 cm) in Figure 4.7. The soil water uptake 
from all three layers was very small in sandy soil. Clay is finer than silt. Thus, the plants 
in clay took more soil water from top 10 cm soil than in silt, while the plants in silt 
explored more water from deeper soil at 50 cm than in clay. It also demonstrated the 
previous finding that the plants in finer soil used more water in shallower soil layers. 
The negative values in plant water uptake from 30 and 50 cm indicated that hydraulic 
descent occurred during these days following the rain pulses. The phenomenon of 
hydraulic descent was obvious in the plants in clay and silt. However, hydraulic descent 
was very small in the plants in sandy soil. Water moved downward into deep soil 
through two pathways: percolation through soil itself, and hydraulic descent through 
plant roots. When large rainfall event commenced, the hydraulic conductivity of sand 
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was extremely high and formed a very effective pathway in sand itself to move water 
downward through percolation. Instead, downward water movement through hydraulic 
descent in roots was very slight at sandy site. The results indicated that the soil 
characteristics also influenced hydraulic redistribution.  
 
 
Figure 4.7 Soil Water Uptake from Three Soil Layers. (a) Soil water uptake from top 10 
cm soil in Year 2002; (b) Soil water uptake from 30 cm soil; (c) Soil water uptake from 
50 cm soil. The positive value indicated the roots took water from surrounding soil, 
while the negative value implied the roots released water into soil. The results showed 
the similar finding in Figure 4.6 that the plants in clay took more water from top 10 cm 
soil than the plants in silt did, while they took less water from deep 50 cm soil than the 
plants in silt did. The soil water uptake of the plants in sand was very small. In addition, 
the most negative soil water uptake from clay indicated that hydraulic descent was most 
significant at clay site. Hydraulic descent was not obvious in the plants in sand. 
Therefore, the soil textures also impacted HR that HR was more significant in the plants 
in finer soil. 
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The soil moisture and soil water potential in the top soil layer were shown in 
Figure 4.8. To focus on the impacts of soil characteristics on transpiration, the 
simulations in Scenario 2 did not include soil evaporation. Very low soil water content 
kept in sand due to its large pores and high hydraulic conductivity (Figure 4.8 (a)). 
However, the soil water potential in sand was relatively high (Figure 4.8 (b)) because the 
plants only took small amount of water from soil and soil evaporation was set to zero in 
model simulation. In contrast, the dry-season soil water potential in silt and clay was 
lower because the plants kept exacting water from soil during the dry season. A similar 
phenomenon was found in the study of Sperry and Hacke [2002]: finer textured soil was 
associated with lower soil water potential during drought. They also found the cavitation 
in the shallow roots was more severe at the loam site than at the sand site because of the 
lower soil potential at the loam site. In addition, previous studies revealed the plants in 
coarser soil had less cavitation resistance than the plants in finer soil [Hacke et al., 2000; 
Sperry and Hacke, 2002]. This phenomenon could be explained by the results of 
Scenario 2: the plants in finer soil experienced lower soil water potential and they 
needed higher cavitation resistance to avoid severe cavitation in their roots; the plants in 
coarser soil needed roots with higher hydraulic conductivity to rapidly extract and 
transport soil water in coarser soil before water was fast evaporated or/and leaked. As a 
tradeoff, the higher root hydraulic conductivity was, the less cavitation resistance was. 
Therefore, comparing to the plants in finer soil, the plants in coarser soil may develop 
roots which were more vulnerable to cavitation, but had higher ability to absorb and 
transport water. 
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Figure 4.8 Soil Water Content and Soil Water Potential in Top 10 cm Soil. (a) Soil 
water content in top 10 cm soil in Year 2002; (b) Soil water potential. In Scenario 2, soil 
evaporation was set to zero in order to segregate the impacts of soil texture on 
transpiration and on soil evaporation. Therefore, without soil evaporation, the soil water 
potential shown in (b) was higher than reality. The soil water potential in clay was the 
lowest, indicating that the roots in clay experienced higher risk of cavitation and these 
roots were expected to develop more cavitation resistance to avoid extreme cavitation. 
 
 
Scenario 3: Different Groundwater Depths  
The results of Scenario 3 showed that the changes of groundwater depth had little 
influences on the whole system behaviors during the wet season until the beginning of 
May, but exhibited significant influences during the transitional season (the middle of 
May to June) and the dry season (July to October), at the time when the groundwater 
uptake largely occurred which was revealed from the previous model results. The 
shallower groundwater table was, the larger amount of groundwater was taken, since the 
shallower groundwater is more energetically favorable over the deep groundwater 
(Figure 4.9 (a)). The annual groundwater uptake ranged from 81 mm/yr (9 m water 
table), 88 mm/yr (7 m water table), 90 mm/yr (5 m water table) to 116 mm/yr (3 m water 
table).  The shallower water table also led to higher rate of hydraulic lift during the dry 
season. The maximum daily hydraulic lift rate was from 1.4 mm/d (3 m water table), 1.1 
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mm/d (5 m water table), 0.6 mm/d (7 m water table) to 0.2 mm/d (9 m water table). The 
higher hydraulic lift in shallower water table case also promoted soil water uptake and 
transpiration during the dry season. In addition, the plants in shallower water table cases 
experienced less water stress and their roots in upper soil layers were more hydraulic 
active during dry season, which further promoted soil water uptake. Therefore, in 
shallower water table cases, the larger water uptake from both saturated layers and soil 
layers resulted to the higher transpiration rate during the transitional and dry seasons 
(Figure 4.9 (b)). During the wet season, the transpiration rates were nearly identical 
across all groundwater depths, but differed in the dry season when groundwater uptake 
and hydraulic lift largely occurred. Increasing the groundwater table from 9 m to 3 m 
promoted a 109 mm (60%) increase in transpiration for Year 2002, which implied that 
groundwater table changes may significantly influence the water and energy balances.  
Previous understanding believed the relatively deep groundwater had very little 
influences on the surface water and energy processes [Maxwell and Kollet, 2008]. 
However, the presence of the deep-rooted plants may link the deep groundwater to the 
surface processes. The energy status of top soil layers were influenced by groundwater 
depth through the water use of plants and HR, especially during the transitional and dry 
periods (Figure 4.9 (c)). The deeper groundwater was, the lower soil water potential was 
during the dry season.  
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Figure 4.9 Scenario 3 Results with Four Groundwater Depths. (a) Groundwater uptake 
rate during the oak active season in Year 2002; (b) Transpiration difference; (c) Leaf 
water potential changes; (d) Soil water potential at top 10 cm soil. The results showed 
that the changes of groundwater depth had more significant influences on the whole 
system behaviors during the dry season than during the wet season, because dry season 
was the time when large amount groundwater was used to support plant water demand. 
 
Meanwhile, the shallower groundwater level led to less severe plant water stress. 
The lowest leaf water potential increased from -8 Mpa (9 m water table), -6 Mpa (7 m 
water table), -3 Mpa (5 m water table) to -1.2 Mpa (3 m water table) in the dry season 
(Figure 4.9 (d)). The monthly averaged leaf water potential results for each case during 
oak active season were shown in Figure 4.10. For each month, R
2 
value of the linear 
regression between leaf water potential and groundwater depth was shown in Table 4.3. 
During the dry season from June to October when groundwater contributed to most 
transpiration, the leaf water potential and the groundwater depth showed significant 
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linear relationships. In wet season when transpiration was mainly supported by soil 
water, the linear relationships were less significant with the lower R
2 
values. For 
example, in March, more than 95% of transpiration was from soil water. Therefore, the 
R
2 
value of the linear regression was only 0.04 in March, indicating there was no linear 
relationship between leaf water potential and groundwater depth. However, in August, 
nearly 80% of transpiration was contributed by groundwater. Thus, R
2 
value of the linear 
regression was 0.99 only in August, indicating the significant linear relationship between 
leaf water potential and groundwater depth. In short, the linear regression analysis 
indicated that the leaf water potential closely related to the plant water uptake pattern 
that the groundwater depth largely controlled the leaf water potential dynamics during 
the dry season when groundwater uptake was dominant, while it had little relationship 
with the leaf water potential dynamics during the wet season when most transpiration 
was from soil water.  
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Figure 4.10 Linear Regression between Monthly Leaf Water Potential and Groundwater 
Depth. The results of trend lines were shown in Table 4.3. Leaf water potential linearly 
related to groundwater depth during the dry season when groundwater uptake was 
dominant, while they had little relationship during the wet season when most 
transpiration was from soil water. 
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Table 4.3 Linear Regression between Leaf Water Potential and Groundwater 
Depth 
March  y = -0.0006x - 0.06 R² = 0.04 
April  y = -0.02x - 0.06 R² = 0.79 
May  y = -0.20x + 0.45 R² = 0.89 
June  y = -0.73x + 1.68 R² = 0.95 
July  y = -0.98x + 1.90 R² = 0.98 
August  y = -0.96x + 1.73 R² = 0.99 
September  y = -0.83x + 1.60 R² = 0.99 
October  y = -0.22x + 0.37 R² = 0.99 
(x: Groundwater depth (m); y: Leaf water potential (Mpa)) 
 
 
Scenario 4: Different Root Distributions  
Root distribution is a key variable in modeling the carbon, water and nutrient 
fluxes in soil-plant-atmosphere continuum [Jackson et al., 1996]. The results of more 
root fraction reaching groundwater (Figure 4.11) were similar to the Scenario 3 results 
with shallower groundwater table. More groundwater root fraction resulted to the 
smaller total root resistance for the groundwater-root-reference point path in Scenario 4, 
while shallower groundwater table led to the smaller energy consumption of 
groundwater uptake in Scenario 3. Both changes in resistance and energy can generate 
the similar results that the groundwater uptake increases (Figure 4.11 (a)). Since the 
groundwater uptake occurred mainly during the transitional period and the dry season. 
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The effects of more root fraction in groundwater also became obvious during these 
seasons. The increasing in groundwater root fraction (from 10% to 50%) largely 
increased the annual groundwater uptake from 77 mm/yr (10% tap roots), 112 mm/yr 
(20% tap roots), 140 mm/yr (30% tap roots), 177 mm/yr (40% tap roots), to 202 mm/yr 
(50% tap roots). The annual transpiration increased from 179 mm to 290 mm, with 62% 
increasing (Figure 4.11 (b)). The higher root fraction in groundwater promoted hydraulic 
lift from groundwater to the top dry soil layers. The maximum daily hydraulic lift rate 
was from 1.0 mm/d (50% tap roots), 0.8 mm/d (40% tap roots), 0.5 mm/d (30% tap 
roots), 0.3 mm/d (20% tap roots) to 0.2 mm/d (10% tap roots). More groundwater was 
lifted to soil layers through HR. But the soil water uptake did not increase significantly, 
because of lower root fractions in soil layers. The root fractions also impacted soil water 
potential in the top soil layer because of the changes in root water uptake and HR 
(Figure 4.11 (c)). Soil water potential at 10 cm was higher in cases with a higher 
percentage of tap roots. More tap roots also resulted in higher leaf water potentials 
during the dry period (Figure 4.11 (d)). The lowest leaf water potential increased from -8 
Mpa (10% tap roots), -4 Mpa (20% tap roots), -2.7 Mpa (30% tap roots), -2 Mpa (40% 
tap roots) to -1.5 Mpa (50% tap roots) in dry season, which were huge changes in leaf 
water potential. Therefore, both tap root fraction in Scenario 4 and groundwater depth in 
Scenario 3 impacted the dry-season leaf water potential.  
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Figure 4.11 Scenario 4 Results with Different Percentages of Tap Roots. (a) 
Groundwater uptake rate during the oak active season in Year 2002; (b) Transpiration 
difference; (c) Leaf water potential changes; (d) Soil water potential at top 10 cm soil. 
The results were similar to the results of changing groundwater depth in Figure 4.9, 
because both more tap roots (in Scenario 4) and shallower water table (in Scenario 3) led 
to the smaller energy consumption of groundwater uptake. 
 
 
Conclusions 
 
The four scenarios address how plant characteristics (Scenario 1 and 4), soil 
(Scenario 2) and groundwater (Scenario 3) impacted the dynamics of the whole GSPAC 
system. Several ecohydrological impacts of HR were demonstrated in Scenario 1, such 
as promoting transpiration, preventing extreme cavitation in shallow roots during dry 
season, and distributing precipitation into deeper layers to limit water loss through soil 
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evaporation. Scenario 1 indicated that the impacts of HR on the whole GSPAC system 
had obvious seasonal trend since hydraulic lift mainly occurred during the dry season 
and hydraulic descent usually happened during the wet season following the rainfalls. 
Hydraulic lift was the main mechanism to promote transpiration, while hydraulic descent 
was the critical process to change soil moisture dynamics, especially the soil moisture in 
deeper soil layers. Therefore, the impacts of HR on transpiration were obvious in dry 
season and the changes of soil moisture were significant during wet season. HR was 
highly influenced by groundwater fluctuations and plant root distributions (Scenario 3 
and 4), because groundwater was the major source of hydraulic lift and the roots forms 
the pathway of HR.  
The results of Scenario 2 generally matched the hypotheses proposed by Sperry 
and Hacke [2002] that the plants in finer soil experienced lower soil moisture and tended 
to extract water from shallower soil layer, compared to the plants in coarser soil. The 
results further indicated that the plants in coarser sandy soil were expected to develop 
deeper roots with higher root hydraulic conductance, which led the deeper roots to be 
more vulnerable to cavitation. Soil texture impacted HR, which was more obvious in 
finer soil than in coarser soil. The impacts of soil texture on GSPAC dynamics also 
showed the seasonal changes that the changes of transpiration caused by soil texture 
mainly happened during dry season when water was limited. Therefore, it may expect 
that the influences of soil types on water and energy dynamics were more significant in 
arid and semi-arid regions rather than wet areas. The plant characteristics, such as root to 
leaf area ratio, xylem cavitation resistance and root distribution, were expected to change 
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in different soil textures to develop strategies for efficient plant water use. Such changes 
were not included in Scenario 2, but the model developed in Chapter II and III had 
corresponding components to depict these plant characteristics. Therefore, the model 
could be used to explore more complex GSPAC system responses to soil texture in 
future. 
The changes related to groundwater fluctuation (Scenario 3) had distinct 
influences during the transitional and dry periods. The vegetation could adjust their root 
distributions (Scenario 4) to adapt the external groundwater changes. However, Scenario 
3 and 4 also implied that plant water stress during the dry season closely related to 
groundwater depth and tap root fraction. The groundwater uptake acted as a protection 
mechanism for plant to survive during the dry period. The deeper groundwater and less 
tap roots resulted to severer plant water stress. Therefore, if the groundwater drawdown 
became too deep for plant to access, or if the rate of groundwater table decline was much 
faster than the plant root allocation rate [Naumburg et al., 2005], the severe water stress 
would risk the vegetation survival. In addition, hydraulic redistribution acted as another 
plant protection mechanism. Through HR, groundwater was lifted to recharge the top 
dry soil layers and lateral roots. HR prevented the hydraulic dysfunction of GSPAC and 
kept the lateral roots active (Scenario 1).  Thus the water table decline also impacted HR, 
which also led to risks to vegetation survival. 
Pollacco and Mohanty [2012] estimated the uncertainties in inverting the water 
fluxes from the remote sensing retrieved topsoil moisture and evapotranspiration. They 
found the uncertainty increases as climate becomes drier, soil texture is coarser, root 
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goes deeper and groundwater depth goes shallower. Under those situations, soil moisture 
and transpiration decoupled that the topsoil moisture was no longer representative of 
root zone soil moisture [Pollacco and Mohanty, 2012]. Such findings can be explained 
by the scenario results in this chapter. Scenario 2 indicated that the plants in coarser soil 
tended to use deeper water source than the plants in finer soil did. In coarser soil, the 
plant transpiration links more closely to the deep soil moisture, rather than to the topsoil 
moisture. Therefore, the topsoil moisture of coarser soil retrieved from remote sensing is 
not enough to indicate the whole root zone soil moisture and evapotranspiration, which 
would increase the uncertainties in inverting the water fluxes in the study of Pollacco 
and Mohanty [2012]. Scenario 3 indicated that if the groundwater table rises, the plant 
tended to use more groundwater rather than soil water. Therefore, the soil moisture 
decoupled with transpiration. The uncertainty in inverting the water fluxes increases 
when groundwater table rises. Scenario 4 implied that if the plants grow more deep 
roots, they tended to use more groundwater rather than shallow soil water. Thus, the 
topsoil moisture could not represent the root zone soil moisture in this case. In addition, 
our model revealed that the plants mainly depended on groundwater during dry seasons 
and took more water from soil during wet seasons. Thus, the transpiration mainly linked 
to groundwater during dry season, while mainly coupled with soil moisture during wet 
season. These results explained why the uncertainties in inverting the water fluxes in the 
study of Pollacco and Mohanty [2012] increased when the climate goes drier.  
The four scenarios in this chapter the linkages between groundwater, soil and 
plant. The changes in one of these components led to different responses in various time 
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periods. The results in all scenarios showed the distinct seasonal-responses. Most 
impacts were significant only during dry season, except the impacts of hydraulic descent 
on soil moisture were more obvious during wet season. The scenarios also implied that 
the impacts of groundwater, soil, plant and atmosphere were integrated together to 
impact energy and water dynamics. However, the scenario tests in Chapter IV only 
focused on one factor each time. The models developed in Chapter II and III allowed 
integrating the implications of these factors together. In future, the model can be used to 
conduct simulations with the combination of various factors to test the whole system 
dynamics of GSPAC.  
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CHAPTER V  
MAPPING POTENTIAL GROUNDWATER DEPENDENT ECOSYSTEMS

 
 
Introduction 
 
Multiple ecosystems in semi-arid regions are likely to be stressed by the 
increasing pressures of climate, land use, and population change [Baldwin et al., 2003; 
Smith et al., 2003]. Groundwater-dependent ecosystems (GDEs), typically vegetative 
communities that rely on the surface or subsurface expression of groundwater, are 
especially sensitive to these changes. Greater understanding of GDEs will enable more 
informed management strategies as changes are observed. While previous studies have 
been able to identify and monitor individual GDEs, much remains to be done to 
document their collective spatial distribution, influence on the water balance, and 
response to changing water availability. The purpose of this study is to develop a method 
to map GDEs using existing geospatial and remote sensing datasets and apply this 
method to create state and aquifer scale maps in Texas.  
GDEs in the USA occur in a number of potentially stressed ecoregions, 
particularly the Great Basin in Nevada [Naumburg et al., 2005; Steinwand et al., 2006], 
the Edwards Plateau in Texas [Jackson et al., 1999; McElrone et al., 2004], the Sonoran 
Desert in Arizona [Scott et al., 2008b], and in California, the Owens Valley [Elmore et 
                                                 

 Reprinted with permission from “Mapping Potential Groundwater-Dependent Ecosystems for 
Sustainable Management” by Gou, S., S. Gonzales and G. Miller, 2014. Ground Water, doi: 
10.1111/gwat.12169, Copyright 2014 by John Wiley and Sons. 
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al., 2003; Goedhart and Pataki, 2010] and the foothills [Miller et al., 2010] and riparian 
meadows of the Sierra Nevadas [Loheide and Gorelick, 2005; 2007; Loheide et al., 
2009; Lowry et al., 2011]. Two distinct types of groundwater-dependent ecosystems are 
significant for sustainable groundwater development [Eamus et al., 2006]: 1) biota living 
in and around springs, groundwater-fed wetlands, and riparian zones, all of which rely 
on the surface expression of groundwater; and 2) vegetation with root access to deeper 
(>2 m) stores of water which require the subsurface presence of groundwater. A third 
class of GDEs, subsurface microbial communities, is also recognized. While these 
populations and the processes they facilitate are environmentally significant, they are 
substantially different in their character and thus will not be included in this study. We 
considered the vegetation belongs to the first two types of GDEs in this study, and have 
referred to them as “lowland GDEs” and “upland GDEs”, correspondingly. Eamus et al. 
[2006] also suggested that the vegetation may rely on groundwater if it meets one or 
more of the following criteria: 1) the groundwater or the capillary fringe is within the 
vegetation rooting depth; 2) significant surface expressions of groundwater are present 
(e.g. springs), and the vegetation associated with these expressions is different from 
other nearby vegetation; 3) the vegetation, or a portion of it, remains green and 
physiologically active during extended dry periods; 4) the vegetation shows slow 
seasonal changes in leaf area index while others do not; 5) the vegetation exhibits lower 
water stress than the nearby vegetation without accessing groundwater; 6) the annual 
transpiration is significantly larger than the annual rainfall and run-on rate; and 7) daily 
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or seasonal changes in groundwater depths are observed, not due to lateral flow or 
percolation.  
Table 5.1 shows the wide variety of known phreatophyte species in the 
southwestern United States. Within Texas, at least six phreatophyte species have been 
identified; two in karst upland areas (juniper and live oak), one in deep upland soils 
(mesquite), and three lining riparian zones (willow, salt cedar, and giant reed, Arundo 
donax).  
 
Table 5.1 Selected Studies of Known Phreatophytes in the Southwestern U.S. 
Source  Location Species  
McElrone et al. [2003] Texas, karst uplands Juniper (Juniperus ashei) and live 
oak (Quercus fusiformis) 
Wilcox et al. [2006] Texas 
  
Riparian zones Saltcedar (Tamarix chinensis, 
Tamarix ramosissima) 
Karst uplands Ashe juniper (Juniperus ashei 
Buchholz) 
Deep soils Mesquite (Prosopis glandulosa 
Torr. var. glandulosa) 
Schaeffer et al. [2000] Arizona, stream channels Willow (Salix goodingii Ball) and 
cottonwood 
(Populus fremontii Wats.) 
Scott et al. [2008b] Arizona, savannas Velvet mesquite (Prosopis 
velutina Woot.) 
Miller et al. [2010] California, savannas Blue Oak (Quercus douglasii) 
Steinwand et al. [2006] California, scrubland  Rabbitbrush (Chysothamnus 
nauseosus), Nevada saltbush 
(Atriplex lentiformis ssp. torreyi), 
and greasewood (Sarcobatus 
vermiculatus) 
Loheide et al. (2005, 2007) California, riparian zones Wet-meadow vegetation (sedges, 
rushes, and some other 
herbaceous species)) 
Martinet et al. [2009] New Mexico, riparian zones Cottonwood (Populous deltoids 
spp. wislizeni), salt cedar 
(Tamarix chinesis), Russian olive 
(Elaeagnus angustifolia), 
mesquite (Prosopis pubescens), 
saltbush (Atriplex L. spp.) 
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Two prior approaches have been used to predict the presence or absence of GDEs 
in a given region. The most common is the creation of an index based on key factors 
linking GDEs and abiotic factors, such as pedological, morphological, hydrological, and 
climate characteristics [Bertrand et al., 2012]. Based on these existing datasets, some 
studies created index values for small watersheds; for example, studies had been 
conducted at the hydrologic unit code -12 (HUC-12, subwatersheds with the average 
area of  ~40 mile
2
) scale [Howard and Merrifield, 2010] and the HUC-6 (basins with the 
average area of ~10,000 mile
2
) scale [Brown et al., 2010]. This method can highlight 
areas with high index values which indicate the areas host large numbers of GDEs. The 
results can provide useful information to incorporate GDEs into groundwater 
management at large scale. However, the previous GDE index systems had only 
considered the factors related to the lowland GDE types (gaining streams, springs, 
riparian zones, potential groundwater-fed wetlands and perennial lakes) and did not 
include the factors linked with the deep-rooted, upland phreatophytes. In addition, the 
index approach considered watershed scale areas of interest (e.g., HUC-12) as the 
smallest estimation units. Thus, the detailed information on GDE distributions within a 
watershed was unavailable.  
Alternate approaches directly identified potential GDEs based on their own 
specific characteristics or behaviors, such as relatively slower changes in their 
physiological activity than that of nearby, non-GDE plants. Various remote sensing 
based indices, such as Normalized Difference Vegetation Index (NDVI), Normalized 
Difference Wetness Index (NDWI) and MODIS Enhanced Vegetation Index (EVI), have 
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been used to detect such GDE characteristics. Based on the changes in NDVI and NDWI 
response to water-limiting conditions, Barron et al. [2012] identified potential GDEs in 
Western Australia using Landsat imagery. Dresel et al. [2010] combined three remote 
sensing measures, including the NDVI data derived from Landsat images, the changes of 
MODIS EVI, and the remote sensing based classification, to identify GDEs in Australia. 
GIS modeling can further improve remote sensing based GDE identification methods. 
Combining remote sensing derived NDVI, vegetation greenness and soil moisture, and 
the GIS modeled groundwater and landscape wetness information, Münch and Conrad 
[2007] classified the potential GDEs for a 2400 km
2
 region in South Africa.  
These remote sensing based approaches can provide more detailed GDE distribution 
than the index system approach. However, the previous studies did not consider the 
impacts of vegetation density and plant phenology on NDVI dynamics. The potential 
biases need to be addressed when NDVI dynamics was used to identify plant 
groundwater use. The combination of various remote sensing measures may ameliorate 
these biases. In addition, the remote sensing based approaches usually needed high 
quality images combined with additional calculations and careful user interpretation. 
Therefore, they were typically used only for GDE identification at small scales. 
Our study aims to combine the best features of both approaches to address the 
different management needs found at various scales and to produce a more holistic 
assessment. At the large state/province scale, a GIS-based GDE index approach was 
used to generally identify which areas contained considerable numbers of both lowland 
and upland GDEs. The GDE index approach highlighted the critical areas where water 
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and ecosystem managers should consider GDEs in their planning. For these critical 
areas, a remote sensing-based approach was developed to provide more thorough 
information about the spatial location of GDEs. Thus, the objectives of this study are to: 
1) develop a GIS-based method to estimate a GDE index value for each subregion in 
Texas; 2) propose a remote sensing-based method to delineate detailed GDE 
distributions for the area highlighted in objective 1); and 3) analyze the impacts of 
various factors on GDE distribution, including vegetation types, soil depth, and 
landforms. These mapping efforts represent a key step towards providing groundwater 
managers and modelers with the information they need to assess GDEs at different 
scales. 
 
Methods 
 
We mapped GDEs based on the criteria proposed by Eamus et al.(2006) using a 
two-step approach: at the state scale, a GIS-based method was first used to calculate a 
GDE index for each state subdivision, i.e., groundwater management area (GMA) or 
hydrologic unit code-6 (HUC-6) sized watershed in Texas. We chose GMAs and HUCs 
for GDE index estimation because these areas are the spatial scales used for groundwater 
and watershed management in Texas [TWDB, 2012]. Using publically available data, the 
GIS-based method served as a screening tool to identify critical regions with a high 
potential to host a significant number of GDEs. Next, at the aquifer/basin scale, a remote 
sensing method was applied to a critical region in order to identify ecosystems that 
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exhibit the physiological hallmarks of groundwater dependence. This method provided 
detailed, smaller scale information on GDE distributions. 
 
GDE Index Method for State/Province Scales 
The criteria proposed by Eamus et al. [2006], especially the first two criteria (see 
Introduction), mainly focus on two aspects—whether the groundwater is accessible by 
vegetation, and whether the vegetation’s dynamics are associated with the available 
groundwater. Therefore, we created a new GDE index system, which combined two 
categories of GDE indicators—vegetative and hydrological. The vegetative indicators 
denoted the vegetation with high potential to be GDEs based on ecosystem type, while 
the hydrological indicators identified the areas where groundwater is most likely to be 
accessed by ecosystems. To derive these indicators, a GIS database was established with 
a variety of geospatial information on Texas topography, hydrology, and ecology, 
including previously generated data on springs [Brune, 1975; USGS, 2012b], wetlands 
[USFWS, 2012; USGS, 2012a], landuse/landcover [USGS, 2012a], vegetation types 
[TPWD, 2012], base flow index [Wolock, 2003], gaining/losing streams [Slade et al., 
2000], HUCs [USGS, 2012b], and GMAs [TWDB, 2012].  
The vegetative indicators included representation of groundwater-fed wetlands 
and phreatophytes, which represented dominant ecosystem types of lowland and upland 
GDEs. The lowland GDEs in the riparian zones and around the springs were excluded in 
the estimation of the vegetative indicators, since our analysis suggested that their areas 
were insignificant when compared to the total area of wetlands and phreatophytes (see 
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Results and Discussions). Groundwater-fed wetlands were specified based on wetland 
types in National Wetland Inventory of U. S. Fish and Wildlife Service [2012] and 
included all non-coastal wetland types: freshwater emergent wetland and freshwater 
forested/shrub wetland. In some inland areas not covered by the National Wetland 
Inventory, wetland locations were derived from the USGS National Land Cover 
Database [2012a], and the emergent herbaceous wetlands and woody wetlands in these 
areas were considered to be groundwater-fed wetlands. To identify potential upland 
GDEs, the vegetation belonging to phreatophytic species was identified from vegetation 
cover data based on the list of species known to occur in the southwestern US (Table 
5.1). The vegetative index was calculated for each state subdivision (GMA or HUC-6) 
(Equation 5.1).  
Phreatophyte Area + Wetland Area
Vegetative Index = 
Total Subdivision Area
                                                 (5.1) 
A higher vegetative index value denoted that the area had more of the ecosystem 
types that are likely to use groundwater. However, in some areas, groundwater is too 
deep to be accessed by these ecosystems. In that case, even though the dominant 
vegetation belongs to the phreatophytic species, they may not be groundwater 
dependent. Therefore, a hydrological indicator was introduced to show the areas where 
groundwater is accessible by ecosystems. Ideally, the hydrological indicators should 
include the information on the location and depth of near surface water tables. However, 
this information is unavailable in many regions. Instead, we used the USGS Baseflow 
Index (BFI) was used as a surrogate hydrological indicator of regional groundwater-
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surface water interactions. BFI is a measure of the contribution of baseflow to a stream’s 
overall flow and was produced by USGS based on their stream gaging data [Wahl and 
Wahl, 2007; Wolock, 2003]. It also included some spring flows contributing to the 
streams [Wahl and Wahl, 1995]. A high BFI shows a high proportion of total flow 
coming from more reliable groundwater sources, which implies a high potential that 
groundwater presented to land surface or water table rised near land surface to contribute 
to streamflow.  
The USGS BFI data used in this study were point-based estimates created from 
and assigned to individual USGS streamgages, rather than the spatially interpolated grids 
that were also available [Wolock, 2003]. In some cases, a HUC-6 watershed contained 
multiple USGS streamgages with different BFI values, while in others, a HUC-6 
watershed did not have any stream gages or had stream gages not reporting BFI values. 
For the watersheds with multiple USGS stream gages, BFI values were averaged. For the 
watersheds without data, a BFI value was assigned based on the average BFI value of 
the larger HUC-4 watershed where the HUC-6 watershed resides (e.g., Upper Beaver, 
HUC 111001, was assigned the average BFI value for North Canadian, HUC 1110). For 
each GMA, a BFI value was determined to be the area weighted average of 
corresponding HUC-6s’ BFI values (Equation 5.2). The area of a specific HUC-6 within 
a certain GMA was calculated in ArcGIS.   
n
i i j
i=1
j
j
HUC _BFI Area of HUC  within GMA
GMA _BFI = 
Total Area of GMA  

                                            (5.2) 
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Finally, a GDE index was developed to integrate both vegetative and 
hydrological indices. For each state subdivision (GMA or HUC-6), the vegetative index 
was multiplied by the hydrological index (regional BFI) to calculate the GDE Index of 
each specific area:  
     GDE Index Vegetative Index Hydrological Index                                                     (5.3) 
The two indices were combined multiplicatively, such that if one index was not 
satisfied then another index could not compensate for it. Both hydrological and 
vegetative indices need to be above zero in order for an area to be identified as 
potentially hosting a GDE. Multiplying the two indices yielded zero if one of the indices 
was not satisfied, which eliminated some directly. When both indices were above zero, 
those areas with higher multiplication results implied a higher potential to host GDEs.  
Efforts to sustainably manage groundwater in areas with high GDE indices should focus 
attention on these vulnerable ecosystems as potential groundwater consumers.  
 
Remote Sensing-based Method at Aquifer Scale 
For regions identified as highly likely to contain GDEs, more accurate 
information about the spatial distribution of GDE was needed to support sustainable 
groundwater management. The exercise was not straightforward; many factors combined 
together to impact GDE distribution, such as plant characteristics, climate, soil, and 
geology. Not all the plants belonging to the phreatophytic species depend on 
groundwater. For example, if a mesquite was on deep soil and the local precipitation was 
adequate to support its water use, this mesquite may only rely on water stored in deep 
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soil from rainfall events, rather than using groundwater. However, even in the same 
climate regime, another mesquite may be located on shallow soil with a lower available 
water content. Under such conditions, a mesquite may need to access deeper 
groundwater to support its water use. Even though the two mesquites were the same 
species under the same climate, they may be different in groundwater dependency. 
Additionally, different, yet co-occurring, species may have different levels of 
groundwater dependence.  For example, if a live oak is located in upland area with 
shallow water table, this live oak may access groundwater using its deep roots, while 
shallow-rooted grasses around it may not access groundwater directly. Therefore, we 
needed to develop a more complex method, based on remote sensing data, to detect the 
physiological signatures of groundwater dependent vegetation.  
The criteria of Eamus et al. [2006] were also applied to guide the GDE identification 
using remote sensing. Two of these criteria can be assessed by analyzing remote sensing 
data: (1) A proportion of the vegetation that uses groundwater remains green and 
physiologically active during extended dry periods, and (2) The vegetation that accesses 
groundwater exhibits lower seasonal changes in leaf area index than the other nearby 
vegetation does. In addition, Tweed et al. [2007] highlighted a third criterion for GDE 
identification: (3) Vegetation with low inter-annual variability of vegetation 
photosynthetic activity is likely to access groundwater. 
To assess these criteria remotely, the Normalized Difference Vegetation Index 
(NDVI) was chosen as an indicator. NDVI is widely used to monitor vegetation cover 
and biomass production. It is sensitive to leaf area index change until a full vegetation 
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cover has been reached [Carlson and Ripley, 1997] and provides useful information 
about vegetation physiological function under clear weather conditions [Tweed et al., 
2007; Wang et al., 2004]. Two different remote sensing products from Landsat 7 
Enhanced Thematic Mapper (ETM+) and MODIS were used to relate vegetation NDVI 
variability to groundwater use (Figure 5.1). Landsat ETM+ has relatively high spatial 
resolution, which helps to discern the fine scale distribution of GDEs, while MODIS has 
relatively high temporal resolution, enabling it to capture NDVI changes of vegetation 
within short time periods.  
We selected the Edwards Aquifer region, belonging to GMA 10, as case study 
area for the remote sensing-based methods. This area hosts three known phreatophytic 
species: live oak (Quercus fusiformis), ashe juniper (Juniperus ashei), and mesquite 
(Prosopis glandulosa) [McElrone et al., 2004; Wilcox et al., 2006]. Numerous springs 
appear along the Balcones fault zone. The data from National Land Cover Database 
[USGS, 2012a] showed that the dominant plant functional types were shrublands (48% 
of total natural vegetative areas), grasslands (22%), evergreen forests (20%), deciduous 
forests (8%) and woody wetlands (1%). Data from Web Soil Survey [USDA, 2013] 
showed that 57% of the Edwards Aquifer region has shallow soil s(average depth of 45 
cm), and the remaining 43% has deep soils (>200 cm).  The region also has a subtropical 
to semi-arid climate. Precipitation is highly variable in time, but is generally highest in 
May and September. In July and August, the precipitation is usually low, while the 
potential evapotranspiration is high. The precipitation is “out of phase” with potential 
evapotranspiration during this period. This implies that GDEs are most likely to rely on 
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groundwater during July and August. Therefore, satellite imagery from July was used in 
the analyses relating to Criteria One and Three.  
During the extended summer dry season, vegetation with high NDVI values was 
considered to be physiologically active, indicating that there was a high likelihood it was 
using groundwater (Criterion One). To verify the first criterion remotely, Landsat ETM+ 
images (30×30 meters) from July 2002 were used; these images were high quality and 
relatively cloud-free. The NDVI value of each pixel was calculated (Equation 5.4). Since 
we only considered the natural vegetation in this study, the pixels representing urban 
areas, water, farmlands, and pastures were removed from the NDVI results based on 
land cover data from USGS [2012a].  
( )
( )
j j
j
j j
NIR R
NDVI
NIR R



                                                                                                   (5.4) 
where,  j is the j
th
 vegetation pixel, NIRj and Rj refers to the spectral reflectance 
measurements in the near-infrared and red regions, respectively. 
We chose an unsupervised classification technique, K-means, to cluster the 
NDVI results into five groups. K-means is a widely used algorithm to automatically 
classify the data into K clusters according to their similarity [MacQueen, 1967].  Unlike 
supervised classification methods, this unsupervised classification technique does not 
need prior knowledge to define training sets. Instead, it attempts to find the underlying 
cluster structure automatically [Canty, 2007], thus it was suitable for our region of 
interest, which lacked previous studies of GDEs.  We conducted the K-means 
classification in ENVI software (version 4.8) (Canty 2007), which we used to classify 
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the pixels into five groups according to the similarity of their NDVI values. We then 
calculated the average NDVI value of the pixels in each group and assigned each group a 
value from 1 (the group containing the lowest average NDVI value) to 5 (highest NDVI 
group).  
Vegetation exhibiting low seasonal changes in leaf area index over a whole year 
may also access groundwater (Criterion Two). For each vegetation pixel, the standard 
deviation in NDVI across a year-long time series was calculated by equation (5.5).  
2
, ,
1
1
( )
n
j t j mean j
t
SD NDVI NDVI
n 
 
                                                                                (5.5) 
where, n is the number of time-series satellite images, j is the j
th
 vegetation pixel, NDVIt,j 
is the NDVI value of the j
th
 pixel at time t, NDVImean is the mean NDVI value of the j
th
 
pixel for the n images. A low NDVI standard deviation implies that the vegetation pixel 
had slow changes in leaf area during the study period. 
MODIS NDVI products (MOD13Q1, 250×250 meters), collected every 16 days 
in Year 2011, were used to analyze the seasonal NDVI changes over the whole year. The 
dry year 2011 was chosen for the analysis because Year 2009 and Year 2010 were also 
dry years, minimizing the potential impacts of antecedent soil moisture on vegetation 
dynamics. As in the previous analyses, urban areas, water, farmlands and pastures were 
also removed. The K-means technique was then applied to cluster the seasonal NDVI 
standard deviation into five groups. Five groups were assigned the values from 1 (the 
group with highest average seasonal NDVI standard deviation) to 5 (lowest NDVI SD). 
 129 
 
Higher group values indicated that the vegetation located within a pixel had relatively 
higher potential to be using groundwater.  
A similar method was used to identify the vegetation with low inter-annual 
changes in leaf area index (Criterion Three). The MOD13Q1 data (250×250 meters), 
from images taken in July for each year from 2002 to 2011, were used to calculate the 
inter-annual NDVI standard deviation value for each natural vegetative pixel. The results 
were also clustered into five groups using the K-means algorithm and assigned from 1 
(the group with highest average inter-annual NDVI standard deviation) to 5 (lowest 
NDVI SD). Both results from the MODIS-based analyses in Criteria Two and Three 
were further resampled in ArcGIS to change the cell size from 250×250 meters to 30×30 
meters resolution to correlate to the spatial resolution of Landsat ETM+.  
Each criterion yielded a dataset containing potentially unique information to 
identify GDEs. However, each criterion still had its own disadvantages, which centered 
on its biases in regard to certain plant functional types (see Results and Discussion). To 
overcome these, we merged all three datasets from Criteria One, Two and Three using 
the raster calculator in GIS. The assigned values (1 to 5) were summed for each pixel 
and the resulting sum had the values ranging from 3 to 15. Using the K-means algorithm, 
these values were further classified into five GDE likelihood groups of the final 
results—very likely to be GDEs (the group with highest average values), likely to be 
GDEs, about as likely as not to be GDEs, unlikely to be GDEs and very unlikely to be 
GDEs (the group with lowest average values).  
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Results and Discussion 
 
GDE Index at the State/Province Scale 
We estimated the GDE index for each GMA and HUC-6 in Texas. Phreatophytes 
clustered in the middle regions of Texas, from the High Plains through the Central Great 
Plains and Edwards Plateau to the Southern Texas Plains. Live oak and mesquite were 
the two dominant phreatophyte species (Figure 5.1a). Other phreatophytes, including 
cottonwood, saltceder, and willow oak, were found in riparian areas. The woody 
wetlands and the emergent herbaceous wetlands were mainly found in eastern Texas 
(Figure 5.1b). A large number of these wetlands were located in riparian areas, where 
they may be fed by shallow groundwater. The regions with the highest vegetative index 
were located in central Texas. BFI values indicated that the streams in central and 
eastern Texas had high baseflow ratios (Figure 5.1c). Correspondingly, the highest 
hydrological index values were also found in the central Texas.  
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Figure 5.1 GDE Index. Developed by integrating the vegetative and hydrological 
indicators (a,b,c) for each GMA (d) and HUC-6 (e) watershed. Darker areas indicate a 
higher likelihood of supporting significant numbers of GDEs. 
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GMAs 7, 9 and 10 had the highest GDE index values, indicating they had the 
highest potential to contain GDEs (Figure 5.1d). The HUC-6 basins with the highest 
GDE index values were the Colorado River and the Neuces River (Figure 5.1e). The BFI 
values in these regions ranged from 0.3 to 0.45, and they are underlain by a number of 
major aquifers, including the Edwards, Edwards-Trinity, Trinity, Ogallala, Pecos Valley 
and Seymour. Karsted carbonate rocks and other permeable formations in these areas are 
known to produce numerous springs, including the two largest: Comal and San Marcos. 
These areas were almost fully covered by phreatophytic plant species, with wetlands 
scattered in the riparian areas and around the large springs, making upland GDEs the 
dominant type. Plans for sustainable groundwater management need to address the 
groundwater use of potential GDEs and the risks of disturbances on GDEs, such as the 
land use changes, groundwater over-extraction and climate change. In addition, 
managers in some specific areas need to consider the influence of GDEs on public water 
supplies, including the potential changes to groundwater recharge and baseflow that may 
result from their presence or expansion [Wilcox, 2002b]. 
 
Remote Sensing-based Results in the Edwards Aquifer Region 
Results Using the Three Groundwater-Dependence Criteria 
Each criterion captured the groundwater use potential of different plant 
functional types. Table 5.2 shows the percentages of each plant functional type, as 
classified into likelihood groups (with 5 being the highest). If one plant functional type 
had the largest portion in the highest likelihood group and the smallest portion in the 
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lowest likelihood group, it was considered as the type has the highest likelihood to use 
groundwater, such as the wetland in Criterion One. 
 
Table 5.2 Plant Functional Types Captured by Each Criterion 
Plant Functional 
Types 
Percentage of Each Type (%) 
Criterion 1  Criterion 2  Criterion 3  
Highest 
Likelihood 
(5) 
Lowest 
Likelihood 
(1) 
Highest 
Likelihood 
(5) 
Lowest 
Likelihood 
(1) 
Highest 
Likelihood 
(5) 
Lowest 
Likelihood 
(1) 
Deciduous Forest 10* 42 13 4 27 9 
Evergreen Forest 4 43 23 2 36 6 
Shrubland 2 67 14 8 11 18 
Grasslands/ 
Herbaceous 
2 78 9 16 10 26 
Wetlands 36 22 28 11 28 9 
Total Vegetation 
Covered Areas 
3 62 15 8 17 16 
(* Percentage was calculated as 10%=Deciduous Forest in Group 5/Total Deciduous 
Forest×100%. Other percentages were calculated in the same way.) 
 
Criterion One identified the areas with high NDVI values in the dry summer 
(Figure 5.2a). The pixels in the highest likelihood group (group 5) had an NDVI value 
greater than 0.5, similar to the 0.35 to 0.5 range suggested by Barron et al. [2012]. 
Wetlands were identified as the plant functional type most likely to use groundwater. In 
contrast, a large portion of the grasslands (78%) was classified into the lowest likelihood 
group. These grasslands likely depend only on soil water. There were 10% of deciduous 
forests classified into the highest likelihood group, while only 4% of evergreen forests 
were included into this group. The different results between deciduous and evergreen 
forests may because of vegetation density rather than differences in their groundwater 
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dependency; NDVI is tightly related to the vegetation density [Carlson and Ripley, 
1997; Purevdorj et al., 1998]. Van Auken et al. [1981] found that in central Texas, the 
evergreen forests had significantly lower density and species richness than the deciduous 
forests. Therefore, Criterion One can exclude some non-GDEs with low NDVI in the dry 
season because they did not access groundwater, but it may also ignore some GDEs with 
low NDVI due to their low density, such as the evergreen forests. The similar problem 
occurred for the shrublands due to their low canopy coverage. Only 2% of total 
shrublands were included in the highest likelihood group.  
Criterion Two indicated areas with slow seasonal changes in NDVI for a dry year 
(Figure 5.2b). As compared to Criterion One, more areas (15% of the total vegetation 
covered areas) were classified into the highest likelihood group and much fewer areas 
(8%) were in the lowest likelihood group (Table 5.2); obvious increases occurred in the 
number of both evergreen forests and shrublands in the highest likelihood group. 
Wetlands were still the type with the highest potential to use groundwater, while 
grasslands were still the type with the lowest groundwater use potential. Criterion Two 
focused on the rate of change in NDVI rather than the NDVI value itself, which 
eliminated the impacts of vegetation density on NDVI in Criterion One. The percentage 
of the deciduous forests in the highest likelihood group (13%) only increased slightly. 
Due to their growth pattern and phenological stages, the deciduous forests essentially 
exhibited faster seasonal NDVI changes compared to the evergreen forests. Therefore, 
Criterion Two may ignore some GDEs with faster seasonal NDVI changes due to their 
essential seasonal growth pattern rather than their dependence on groundwater. 
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However, Criterion Two still had its own advantage to capture the species which may 
access groundwater at times outside of the dry season, while Criteria One and Three only 
analyzed the NDVI variability in dry periods to distinguish vegetation with different 
water use patterns.  
The third criterion analysis indicated areas with low inter-annual changes in 
NDVI in dry seasons for multiple years (Figure 5.2c). By using only the satellite images 
collected in July, each plant functional type in the images was at a consistent 
phenological stage for every year. It eliminated the impacts of plant growth pattern on 
NDVI standard deviation in Criterion Two. Focusing on the responses of vegetation in 
various precipitation conditions during the dry season, Criterion Three segregated the 
effects of annual variations in precipitation from the impact of vegetation growth 
patterns and phenological stages. Compared to the results of Criterion Two, more 
deciduous forests (27%) were classified into the highest likelihood group. Grasslands 
still had the lowest potential to use groundwater based on Criterion Three. Evergreen 
forests had the highest groundwater use potential in Criterion Three, rather than wetlands 
as identified in Criteria One and Two.  
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Figure 5.2 Remote Sensing Results Using Three GDE Criteria. The left three figures 
show the individual results from the three criteria, shown in blue. The areas with higher 
criterion values imply the higher probability of containing GDEs. These three results 
were synthesized together to generate the five likelihood groups in Figure 5.3.  The right 
three figures show the relationship between each two criteria, shown in green. The areas 
with the highest agreement imply the two criteria had the same results in these areas. 
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We analyzed the results to determine if the three criteria each contained distinct 
information on GDEs. For one vegetation pixel, if two criteria yielded the same results, 
we considered that these criteria had the highest agreement. For example, if both Criteria 
One and Two classified a pixel into Group 5, they had highest agreement in this pixel; if 
they classified the pixel into Groups 1 and 5, they had the lowest agreement. Similarity 
maps for each pair of criteria are shown in Figure 5.2 (parts d, e, and f). The results 
indicated that Criteria One and Two had the highest agreement over wetlands, and the 
lowest agreement in shrublands. Therefore, if the results of Criteria One and Two were 
summed, their combination would strengthen the final results in wetlands and would 
help ameliorate the disadvantage of Criterion One in shrublands. Criteria One and Three 
also had the highest agreement in wetlands, but the lowest agreement in evergreen 
forests s; Criteria Two and Three had the highest agreement in deciduous forests s, but 
the lowest agreement in the wetlands s. In general, Criteria One and Two had the most 
distinct results (Figure 5.2d): 14% of the total vegetation cover had the highest 
agreement and 9% had the lowest. Criteria Two and Three had the most similar results 
(Figure 5.2f), with 27% in this highest agreement category and 2% in the lowest 
agreement category.  
 
Combination of Three Criteria 
Across the Edwards Aquifer, the sum of the three criteria ranged from 3 to 15. 
The K-means algorithm was used to find classification thresholds for the five groups— 
very likely to be GDEs (values ranging from 12 to 15), likely to be GDEs (10 to 11), 
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about as likely as not to be GDEs (8 to 9), unlikely to be GDEs (6 to 7) and very unlikely 
to be GDEs (3 to 5).  The five groups, from “Very Likely” to “Very Unlikely,” were 8%, 
19%, 32%, 26%, and 15% of total natural vegetation covered areas, respectively (Figure 
5.3). The group “Very Likely to be GDEs” was further divided into lowland and upland 
GDEs. Potential GDEs within 200 meters from a stream or within 500 meters around a 
spring or a wetland were classified as lowland GDEs. The analysis showed that 11% of 
the potential GDEs belonged to lowland category, with 8% occurring in riparian zones 
and around springs and 3% in other groundwater-fed wetlands. The remaining 89% of 
the potential GDEs were located in uplands, indicating that they were the dominant GDE 
category in the Edwards Aquifer region. 
  For the areas very likely to contain GDEs, we examined vegetation types, the soil 
depth, and the landforms to determine whether or not the remote sensing results 
coincided with our understanding of important GDE characteristics. While water table 
depths for surficial, unconfined aquifers were not available for this area, the soil data 
from Web Soil Survey [USDA, 2013] indicated that more than 99% of the study area had 
a water table deeper than 2 meters. Therefore, in order for vegetation to access 
groundwater in this area, it must possess a deep root system;. Previous studies have 
found that live oak, ashe juniper and mesquite are able to develop such rooting patterns 
[McElrone et al., 2004; Wilcox, 2002b].  
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Figure 5.3 GDE Mapping in the Edwards Aquifer Using the Remote Sensing Method. 
Three areas were highlighted to show that GDEs were most likely to be found around 
springs, along the streams, and in the upland where groundwater is accessible by 
phreatophytes. The figure on the left corner showed the soil depth of the Edwards 
Aquifer region; deep soil refers to that with depths over 200 cm. A large number of 
pixels classified as “Very Likely to Contain GDEs” (shown in dark green color) were 
found on shallow soils over carbonate rocks, while the remaining were associated with 
deep alluvial soils. 
 
In the Edwards Aquifer region, live oaks and ashe juniper dominated 45% of 
total natural vegetation, and mesquite dominated 47% [TPWD, 2012]. However, 81% of 
the potential GDEs were live oak-ashe juniper parks/woods, while only 14% were 
mesquite dominated forests and shrublands. We further determined that a large fraction 
of potential GDEs (75%) were located on shallow soils, where live oaks and ashe 
junipers are chiefly found (Mesquite may be located on both shallow and deep soils.) 
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Why is this significant? Shallow soil areas had the average soil depth of 45 cm, which 
places significant limits on soil water storage. As a result, vegetation may need to access 
groundwater to complement its water use, especially during the dry season. However, 
deep soil areas had depths greater than 200 cm, creating with large storage reservoirs 
which may be used to buffer the impacts of droughts and low rainfall periods. Therefore, 
plants on shallow soils exhibited a higher potential to use groundwater than those on 
deep soils.  
Landform type was also correlated with areas highly likely to support GDEs; 
66% of potential GDEs were located on ridges with shallow soils weathered from 
limestone, and 9% were located on plains covered by shallow soils, also weathered from 
limestone (Figure 5.3a and c). The remaining GDEs were found on deep soils, mainly 
near streams (Figure 5.3b) with alluvial deposits: 10% on flood plains 12% on stream 
terraces and their erosion remnants, and 3% on paleoterraces.  
In the Edwards Aquifer region, the total area potentially hosting GDEs was 840 km
2
. 
Assuming 90 mm/year of groundwater is consumed by GDEs, based on literature 
estimates [Orellana et al., 2012], a total of 2.0 × 10
10
 gallons of groundwater is used by 
the potential GDEs every year in the Edwards aquifer region. For comparison, this rate 
of water consumption is nearly 30% of the annual net groundwater use of the City of San 
Antonio [TWDB, 2013b], indicating the significance of GDEs to groundwater 
management. 
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Conclusions 
 
We proposed a methodological framework to identify potential groundwater 
dependent ecosystems and applied it to map GDEs in Texas. To address the different 
management requirements at various scales, we developed a two-step approach for the 
state/province scale using GIS and the aquifer/basin scale using remote sensing-based 
techniques. We produced state scale GDE index maps for GMAs and HUC-6s in Texas 
and aquifer/basin scale, 30×30 meter resolution maps of potential GDEs distributions in 
the Edwards Aquifer region. The GDE index maps aimed to identify critical regions with 
vulnerable GDEs. These GDE index maps indicated that areas in central Texas, which 
host streams with high baseflow ratios, numerous springs, large areas of phreatophyte 
species, and groundwater-fed wetlands, had a high potential to contain a significant 
amount of GDEs.  
The remote sensing-based analysis aimed to identify GDEs for more specific 
management and study; in this case, the Edwards Aquifer region was used as a 
demonstration of the method. Three criteria were developed, and these captured the 
physiologic signature of groundwater use associated with different plant functional 
types. Analysis of the criteria showed that each had identifiable biases when assessing 
plant groundwater use. Criterion One captured the potential groundwater use of 
wetlands, but failed to capture  it in shrublands and evergreen forests, due to the impact 
of their low vegetation density on NDVI. This disadvantage was eliminated by Criterion 
Two, but Criterion Two failed to capture the deciduous forests due to their relatively fast 
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seasonal changes in their leaf areas. These impacts were mitigated by Criterion Three, 
but Criterion Three failed to capture the groundwater use potential of wetlands. Three 
criteria were combined together to ameliorate their disadvantages and yield a final 
detailed map of the locations of potential GDEs. The results indicated that not all plants 
belonging to phreatophyte species or within wetlands were groundwater dependent. Only 
9% of the total phreatophytes and 31% of woody and herbaceous wetlands were 
classified as having the highest potential to use groundwater. Soil depth and landforms 
were found to be the critical factors impacting vegetation groundwater use. Of potential 
GDEs, 75% were found on ridges and plains with shallow soils. The remaining 25% of 
potential GDEs were located on soils deeper than 200 cm, and these were mainly 
associated with streams.  
The proposed methods had several limitations. In the GDE index method, 
phreatophytes, woody wetlands and emergent herbaceous wetlands were considered as 
the vegetative indicators. However, this assumption led to overestimation of the 
potential GDEs, as compared to the independent remote sensing-based results. In some 
instances, the overestimated vegetative index values may have overwhelmed the effect of 
the hydrological index on the overall GDE index. In the remote sensing-based method, 
due to the relatively coarse spatial resolution of the satellite images from Landsat ETM+ 
and MODIS, vegetation pixels with mixed vegetation coverage (e.g., phreatophytes 
mixed with bare soil or grasses) may have NDVI changes that do not accurately reflect 
the actual vegetation water use pattern. Also, the Criteria Two and Three results from 
MODIS data were resampled to 30×30 meters resolution, which produced some loss of 
 143 
 
information. Finally, due to the lack of previous GDE studies in our study area, future 
field studies are needed to fully verify the results produced by the remote sensing 
method. 
In summary, this two-step approach can provide useful GDE information for 
decision makers. The general understanding of the occurrence of GDEs gained from 
GDE index maps can help groundwater managers screen areas and integrate the 
consideration of GDEs into management practices. Detailed GDE distributions obtained 
from remote sensing provides researchers with a guiding tool for the study of GDEs, 
indicating priority areas for field-based assessment and monitoring. The results can also 
be used in numerical models intended to simulate the groundwater use of GDEs and 
their potential impacts on water supply, including the tools developed by the Texas 
Groundwater Availability Modeling program [TWDB, 2013a]. In addition, the remote 
sensing-based method highlights the potential to use satellites to remotely monitor GDE 
dynamics and health under changing hydrological and climatological conditions. 
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CHAPTER VI  
SUMMARY 
 
The interactions between groundwater and vegetation have received more 
attention in recent years because of the potential impacts of groundwater extraction and 
climate changes on the health of groundwater dependent ecosystems (GDEs), and the 
potential influence of GDE groundwater consumption on anthropogenic water 
availability. GDEs act as a critical linkage to tightly couple groundwater, soil and 
atmosphere dynamics. The efforts to explore GDEs and their complex interactions and 
feedbacks in water and energy dynamics from local and regional scale to global scale 
can provide valuable information for sustainable water and ecosystem management 
under the stresses of increasing water demand and climate change. This dissertation 
aimed to improve the understanding of the plant-groundwater interactions from plant 
scale, local scale to large regional scale.  
Several useful tools were developed to address different objectives in the studies 
of plant-groundwater interactions. The plant scale model developed in Chapter II was a 
physically-based modeling tool, which proposed new functions for the simulations of 
root water uptake, hydraulic redistribution (HR) and plant water stress. This model was 
used to test the basic mechanism of plant groundwater use and demonstrated good 
performance in capturing transpiration, soil moisture and leaf water stress. It provided a 
new 1-D GDE modeling module, which could be easily incorporated into spatial 
distributed land surface models to represent GDEs. Chapter III proposed an example 
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how to incorporate the plant scale model in Chapter II into land surface model. These 
new functions were implemented into a groundwater-land surface model, ParFlow.CLM. 
The modified ParFlow.CLM was tested in long term simulation to prove its performance 
in capturing temporal and spatial water and energy dynamics. This model can be used to 
simulate the impacts of GDEs on groundwater and baseflow in large scale, which can 
provide information about the effects of removing/restoring GDEs on regional water 
balance. It can also be used to simulate the interactions and feedbacks of GDEs and 
atmosphere, which can help understand the impacts of GDE groundwater use on climate 
prediction and the potential risks of GDEs caused by climate change. The two models in 
Chapter II and III have other utilizations in scientific studies and resource management. 
For example, Chapter IV provided an example how these models could be used to test 
the impacts of potential decreasing of water table. It also highlighted the potential to use 
these models to understand field data collected from various sites with different soil 
types. In Chapter V, a remote sensing based framework was proposed to identify GDE 
distribution at large scale. The method should prove useful for land mangers needing to 
prioritize conservation and restoration efforts. It also highlighted the potential to 
document the change in GDEs through time using satellite data. In addition, the 
combination of the model in Chapter III and the GDE identification method in Chapter 
V could provide powerful tools for future groundwater management. For example, the 
GDE map generated using the method in Chapter V could be used as the input land 
cover data with GDEs and non-GDEs for the model in Chapter III, and the model could 
simulate how these GDEs impact local and regional water availability of human. The 
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model could also simulate how groundwater extraction and drought influence GDE 
health and distribution, which could be monitored by the method in Chapter V using 
remote sensing. 
Using these modeling and mapping tools, this dissertation revealed a series of 
important scientific findings.  
 The model in Chapter II demonstrated that the linear relationship between the 
loss of hydraulic conductance in roots and the changes of stomatal conductance 
can be used to simulate plant water stress, which highlighted a new and tractable 
modeling method for future studies of plant water stress. Both HR and plant 
groundwater use acted as short-term protection mechanisms for the blue oaks at 
the Tonzi site, which prevented hydraulic dysfunction in GSPAC during dry 
season. However, if the oaks relied too much on these protections, they could use 
more groundwater and waste valuable soil water.  
 The study in Chapter III further explored that plant groundwater use was tightly 
related to plant soil water use. The blue oaks at Tonzi site switched to use more 
groundwater when soil water was depleted. This finding highlighted an 
interesting critical point that the starting time of groundwater use occurred when 
surface soil water content dropped around the point of inflection in soil water 
retention curve. In addition, it also highlighted that plant water source switched 
temporally, which implied that the soil moisture memories at different depths 
linked to atmosphere at different time. This finding could have implications in 
future studies of land surface-climate model in climate prediction. The model in 
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Chapter III was capable of capturing the detailed processes of both hydraulic lift 
and hydraulic descent in both tree active and dormant seasons. The detailed 
information on HR revealed the time and driving forces of HR: hydraulic lift 
usually occurred during dry seasons, while hydraulic descent happened following 
the rainfall pulses. The magnitude of hydraulic descent did not only depend on 
precipitation, but also related to potential gradients among layers. Hydraulic 
descent could move water from even small rainfalls into deeper soils, which 
could have important ecohydrological impacts in arid areas.  
 The scenario tests in Chapter IV examined the influences of HR, soil textures, 
groundwater and root distribution on the whole GSPAC system. The HR scenario 
demonstrated several ecohydrologcial impacts of HR found in previous model 
and field studies, including increasing dry season transpiration, preventing 
hydraulic dysfunction, and moving precipitation into deeper soil. The scenario 
with different soil textures generally matched the findings in previous studies 
that, comparing to the plants in coarser soil, the plants in finer soil used more 
water in shallower soil layer, experienced lower soil potential, had more severe 
cavitation in shallow roots, and were expected to develop the roots with less 
hydraulic conductivity but more cavitation resistance. More tap roots accessing 
groundwater and shallower groundwater table had the similar impacts because 
groundwater uptake was less energy consuming in these cases. All four scenarios 
in Chapter IV highlighted that these impacts had distinct seasonal changes 
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between dry and wet seasons, which implied climate was also a critical factor to 
control GSPAC system.  
 The GDE distribution identified in Chapter V revealed that GDEs were most 
likely to locate in shallow soil areas in Edwards Aquifer region in Texas. The 
GDEs in deep soil areas were usually near streams. 
These scientific findings can be used to guide water and ecosystem management 
in future. For example, the GDE identification in Chapter V could be used to find the 
hotspots where GDEs had high risks due to surrounding groundwater extraction. Using 
the model in Chapter III to simulate the impacts of groundwater extraction on GDEs 
could help optimize the location of groundwater extraction. Another example is based on 
the findings in Chapter IV that the decreasing of water table had severe impacts on GDE 
water use only during dry seasons. It provided information to optimize the timing of 
groundwater extraction.  
This dissertation also suggested two specific questions for future research: 1) 
How do groundwater uptake and soil water uptake link together? More evidence from 
other sites is needed to examine whether the point of inflection in soil water retention 
curve relates to the shift from soil water uptake to groundwater uptake. If so, how do the 
different climates, soil textures, plant characteristics, and groundwater depth combine 
together to impact the switch of plant water sources? 2) How do the soil moisture 
memories at different depths link to atmosphere through transpiration at different times? 
This phenomenon may impact long-term soil moisture and ET simulation and further 
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impact climate prediction. It is needed to test the magnitude of such impacts to 
determine whether future land surface-climate models should address this problem. 
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