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1. INTRODUCTION 
In this paper we show the existence of continua of solutions with prescribed 
nodal properties for a class of nonlinear Sturm-Liouville problems. We let 
L be the differential operator obtained from an expression 
-(P(4 Y’Y + dX)Y, O<xtl (f-1) 
together with real separated boundary conditions at x = 0 and x = 1. 
Under conditions to bc imposed below, the problemLy = ha(x)y, a > 0, 
will possess a sequence of eigenvalues h, < h, < h, < 1.. increasing to -I- co 
with corresponding eigenvectors wl, w2 , zus ,.~. where wb has precisely 
k - 1 nodal zeros in the interval (0, 1). For convenience we assume X, > 0. 
The equation we will study is 
LY = W44Y + -w% Y&)9 Y’(4, y, 4) (1.2) 
where N is a nonlinear map, described in detail in Section 3; X > 0 is an 
eigenvalue parameter; and t is a real number in the interval [- 1, 11. We 
assume N(x, y, x, u, X) has superlinear growth in the variable y  E Iw and 
growth lower than second order in z E [w, uniformly on bounded subsets of 
the variable y. The growth conditions are assumed uniform in x E [Q, I]; 
in the element u from the function space Cl[O, 11; and in h, for h in any set 
O<~<.X<qs<m. WealsoassumeNiso(jyj+~x/)neary=x=O 
uniformly in the other variables and that N maps bounded sets in Cl[O, I] 
into bounded sets in CO[O, I]. 
By a solution of (1.2) we mean a pair (X, y). We show, in Theorem 3.3, 
that for t = 1, for any integer k > 1, and for any numbers 0 < Q < 7s < X, t 
the equation (1.2) possesses a continuum of solution’s (X, y) in [ql , q2] x 
GI[O, l] intersecting (7J x Cl and (Q) x Cl. Moreover each y  has precisely 
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K - 1 nodal zeros in (0, 1) and is positive near x = 0. A similar continuum 
exists with y negative near x = 0. If - 1 < t < 0, the same result holds for 
ql, r/2 satisfying 0 < 71 < 72 < co. 
The existence results are obtained by use of the Leray-Schauder degree 
theory [l] and, more particularly, by use of a fundamental result in that 
theory guaranteeing the existence of a continuum of solutions for certain 
operators depending on a parameter. Suppose Q (with boundary X?) is 
an open set in a Banach space SY and X is a real parameter in the interval 
[0, 11. Let K(h, x) be a compact continuous map of [0, l] x 3 into X 
and suppose x - K(h, x) has no zeros on [0, 11 x aQ. If x - K(h, x) 
has a finite number of zeros on (0) x Q with nonzero degree there, then 
x - K(h, x) possesses a continuum of zeros in [0, l] X 51 intersecting 
(0) x D and (1) x s2. It is a simple matter to put the equation (1.2) in the 
form x - K(h, x). Then to apply the Leray-Schauder results one must 
choose a suitable &?, show there are no solutions on the boundary (a priori 
estimates) and do a degree computation. A program in this spirit, though 
with different methods of proof, was carried out by M. Crandall and 
P. Rabinowitz [2] for a particular class of Sturm-Liouville problems. 
When t = 1, equation (1.2) includes the class (I+)-(II) studied by 
Wolkowisky [3] and Theorem 3.3 extends his results. While it is somewhat 
difficult to compare the present work with Pimbley’s [4], many of his results 
are also extended here. When t = 0 the results here extend work of Nehari 
[5]. P. Rabinowitz [6], independently, has extended Nehari’s results, though 
to a more restricted class of equations than is treated here. Also included are 
results of J. W. Hooker [7] which we learned of at the close of this work. 
When t = -1 Eq. (1.3) includes Eq. (l-) of Wolkowisky [3] and our 
Corollary 3.4 extends his results concerning negative eigenvalues. 
2. A PRIORI ESTIMATES 
We examine a second order differential equation and obtain bounds on 
a solution knowing only that the solution has a prescribed number of nodal 
zeros. While the equation is second order, it is convenient to bound just 
the first derivative. We work in Cl = Cl[O, I] where C’” = C*[O, l] denotes 
the real Banach space of functions on [0, l] with k continuous derivatives 
and having the norm 
II y Ilk = sup sup I yv4l. 
O<i<lC O+z<l 
By S,+ we denote the set of functions y in Cl which have precisely k - 1 zeros 
in (0, l), which are positive in an interval to the right of x = 0, and which 
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satisfy y”(x) + (y’(x))” # 0 f or all x in [0, 11. We let Sk- = --Sk+ and 
Sk = Ski- u s,. 
Let f(x, y, z) be a continuous function defined on [0, l] x If8 x R with 
values in 88. We suppose f satisfies 
hl : y-lf(x, y, z) -+ + co as y + I cc uniformly in x and x. 
h2: kf(x, y, x) -+ 0 as x -+ 500 uniformly in [O, l] x I where I is 
a bounded y interval. 
We now consider the equation 
-Y” = f(& Y, Y’) (2.1) 
and show that for each R there is a constant Mk such that a solution of (2.1) 
on 0 < x < 1 which lies in Sk must satisfy jj y /ii < M, . In the sequel, for 
convenience of discussion, we extend f(x, y, 2) setting 
and accordingly consider any solution as extended to a maximum domain 
of existence. 
The results on boundedness are contained in Theorem 2.5 and Corollary 2.6 
and are the outcome of a series of lemmas. We begin with a technical lemma. 
LEMMA 2.1. Let w(y) b e a continuous function on (0, 00) and suppose 
that y-“w(y) 2 g(y) > 0 where g is continuous on (0, XI) and g increases to 
+ 00 as y  --+ + CO. Given y. 3 0 let h(y) = s”,, w(t) dt awd set 
w = j-1 ($2 -~y))l12 ) (2.2) 
whf373 y1 = Y,(s) (f or all su$%iently large s) is the first point to the right of 
y0 at which h(y,) = s2. Then 
Q) B 4(g(Ylm-“” 
Proof. We first show that for 0 < z < y, 
JY Q?(t) dt3 g (=g) 5 (Y - 4. 
z 
If 0 < x <y/2, then 
1’ ?@> dt 2 g (+) j-l,, t dt 2 
bg + ( 1 
.+g($+(y-“). 
160 TURNER 
I f  y/2 < z < y, then 
j’ G’(t) dt 3 g ($) j; t dt 
2: 
2g(~)i”,““) >g($)$(y-4. 
Now, since h’(y) = w(y) 3 yg( y), for y  < y1 we have 
As such 
$2 - h(y) = jyl h’(t) dt > jyl tg(t) dt. 
Y Y 
I(‘) = .i; (9 --; y))l/2 ’ s 
Yl 
y. (J-3 tg;) dt)1/2 
s 
Yl 
d 
dy 
Yo MYlP) * Y1/4 . (Yl - YW2 
< 4 (g (-+j)-l’, 
From hypothesis hl it is clear that there is a smallest amplitude K,, such 
that yf(x, y, x) > 0 if ( y  / > K, . To treat the solutions of (2.1) in the 
range 1 y  j < K, we require the next lemma. 
LEMMA 2.2. Let hl and h2 be satis$ed and let y be a solution (2.1). 
Suppose that at a point x = a, 0 <y(a) < K, and y’(a) = s > 0. Then there 
exist numbers a,(s) < a < a,(s) such that for all su$iciently large s, y equals 0 
at a, and equals K, at a2 . Further, y’(a,(s)) > s/2, y’(a,(s)) > s/2, and 
a2(s) - a,(s) ---f 0 as s -+ + co. Analogous results hold for s < 0 and for 
-K,,<y<O. 
Proof. We treat the behavior of y  to the right of a, the estimates to the 
left and the remaining cases of the lemma being similar (or obtainable 
through changes of variable). Since we are dealing with y  in the bounded 
interval [0, K,,] we may assume that there is a function /3(t), 1 < t < 00, 
which monotonically decreases to zero as t---f CO, such that 
I fh Y? 41 G a% x I> for \x\>l. 
We choose 0 > 1 so that /3(a) ,( K;’ log 2 and restrict s to values greater than 
20. Now y’(a) = s and 
Y”(X) = -.f(x, Y9 Y’> 3 +TY’>(Y’)” 3 -P(Q>(Y’>” 
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if y’ > (T. Using elementary facts about differential inequalities one sees that 
the solution E(x) of I’(x) = -/3(o) P(X), l(a) = s, will be a lower bound for 
y’(x) as long as y’ > o; i.e., Y’(X) > Z(x) as long as I(X) >, u. We have 
and soy’(x) >, E(x) for a < x < a + (#3(o))-‘. For such 2 and for 0 <Y < KQ 
we have 
Y(X) = y(a) + JZY’W dt 
a 
2 Y(4 + ptu) __ log(l + $(4(x - 4>* 
But since p(o)” log 2 > K, , we see that y reaches the level K,, at a point 
u,(s) in [a, a + ($(cr))-“1 and y’(a,(s)) >, s/2. Clearly a,(s) - a + 0 and 
y’(a,(s)) -+ + 00 as s 3 + co. 
Next we show that a solution starting at a level jK(K > K,) with a large 
slope proceeds to a large amplitude and does so in a short interval. 
LEMMA 2.3. Sappose hl and h2 are satisfied and that y is a solution of 
(2.1). Suppose y(a) = K > K,, and y’(a) = s > 0. Then there is a jrst point 
6 = b(s) > a such that y’(b) = 0. Moreozlm, b(s) - a -+ 0 and y@(s)) -+ + 00 
as s + + 00. Analogous results hold for s < 0 and for y(a) < - K0 . 
Proof. Let [a, 6), b < cc be a maximal interval on which y’ > 0. Then y(x) 
is monotonically increasing on [a, b) and if 
then there will be a continuous function x(y) inverse to y(x), defined on 
[K, yr) and monotonically increasing there. Now, if we set 
I 2@(Y), YT Y’@(Y)>); w’y) = 2f(*(K), Y, Y’(~W)), Y>K O<y<K (2.3) 
then by virtue of hypothesis hl we see that w(y) sa.tisfies the hypotheses of 
Lemma 2.1; namely there exists a function g on (0, co), which we can assume 
is increasing and continuous, such that w(y) > yg(y).Since we are concerned 
with y >, K we may also assume g 3 0. Using Eq. (2.1) we have 
so 
-Y” . Y’ = f@, Y, Y’) Y’Y 
s 
z 
-y” -y’dz = 
a s 
:f(a,y,yf)y’dz, 
162 
or 
TURNER 
- idY’(4)” + *(Y’(aN2 = i j:“’ W(Y) dY = @(Y(X)), 
using the notation from Lemma 2.1 with y0 = K. Since y’(u) = s, the last 
equation can be written as 
2 = (9 - h(y))l’“. (2.4) 
Since h(y) -+ + co as y  --f + cc we see that for a given s, y’ will decrease to 
zero when y  reaches yr = y,(s) satisfying h(y,(s)) = 9. Then y(6) =yr 
and we have 
b - a = jl d% = j: (s2 -;y))l,2 * 
I f  we show that y@(s)) = yl(s) --t 03 as s + co, then the remaining conclusion 
of the lemma, that 6(s) - a --f 0, will follow from Lemma 2.1. 
Suppose there were arbitrarily large values of s > 0 with corresponding 
numbers y,(s) bounded by m > 0, independently of s. Using hypothesis h2 
we could find a constant y  > 0 and a continuous function P(t) on [0, co) 
which decreases monotonically to zero as t ---f co such that 
I f(? Y> 41 G x2/w + Y> 230 
as long as 0 < y  < m. Since we are concerned with the range y  3 K, where 
f  3 0, y’ will be ,<s. Then for s > 0 with y,(s) ,< m, 
s2 = 4Ylb)) = 2 j;fMY), YI YWY)>> dY 
Gjf4+2jfdy 
WkY <s> 
which, for large s, yields a contradiction. The remaining cases can be obtained 
through changes of variable. 
Next we show that a solution starting from a large amplitude will return 
to the level / y  1 = K,, in a short interval and arrive there with a large slope. 
LEMMA 2.4. Let h, and h, be satisjied and let y  be a solution of (2.1). 
Supposey(b) = M > K,, andy’(b) < 0. Then there is a smallest c = c(M) > b 
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such that y(c) = K,, . As n/r-+ + co, c(M) - b--t 0 and y’(c(M)) ---;r -co. 
Analogous results hold for M < --I& and for y’(b) 3 0. 
Proof. Let (b, c,), 6 < c, < co, be a maximal interval on which y  > 0, 
y’ < 0, and y” < 0. Since y”(b) < 0, cr > b and since y  is concave on (b, cl) 
with y’ < 0 there, one sees that y  must assume the value K, at a first point 
c(M) = c > b. If  y’(c) = s < 0, then as in (2.5) above 
i’ 
M 
c-b= & 
K,, (s2 - h(r))“” 
where h is now obtained from f  and the section of y  over the interval [b, c]. 
Since h(M) < s2 and h + cc as M -+ co, independently of the particuhr 
interval over which it’s obtained, we see that sz + cg. But following y  to 
the left from a point c(M), we have seen in Lemma 2.3 that it reaches its 
maximum in an interval [b, , c] where c - b, -+ 0 as s2 --f + 00. Accordingly, 
c - b --f 0 as 9 + 00 which occurs when M -+ co. These are the desired 
conclusions and the remaining cases are treated as before. 
We are now prepared to obtain a priori bounds for solutions of (2.1). 
THEQREM 2.5. Let f&y, z) satisfy hl and h2. Thelz for each k > 0 
there is a constant Mk such that any solution y  E C2[0, I] n Sk of (2.1) satisfies 
Proof. I f  the conclusion does not hold then we can find solutions yn E S, 
(n = 1, 2, 3,...) satisfying (2.1) and having j/y= jjr-+ co as a-+ CO. Then 
either 1 Ye\ -+ co for an infinite sequence of integers n and points x, 
x’, E [O, 11 or 1 Ye’\ + co for such a sequence. We will treat the latter case, 
the former being similar. We will also assume that the points x, lie in [O, l/2] 
and follow the solutions to the right. Otherwise one starts in [l/2, l] and 
works to the left. 
From Lemmas 2.2-2.4 we see that starting at a zero ,s of a solution y  with 
y’(x) = s, and s sufficiently large, one arrives at the level y  = Ka with a slope 
3 s/2, then proceeds to a maximum which increases to infinity with s, thence 
back to y  = K,, with a large negative slope, going to -CD as s -Z + CO, 
thence down to a zero z’ with a slope which goes to - 00 as s--t + CD. 
Moreover, the length of the interval from z to z’ decreases to zero as s + co. 
Similar behavior occurs starting with a negative slope. We let O(] s 1) be 
an upper bound for z’ - z and see that we can choose a(\ s 1) so that 
d(i s 1) -+ 0 as / s / + + 00. We let G(\ s 1) be a lower bound on the absolute 
value of the slope at a’, starting with a slope s at z. From the lemmas we see 
that G( j $ 1) + + crt as j s j -+ + co. If  we let GL denote the Z-fold composition 
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of G, we see that the distance from a zero 2; at which y’(x) = s to the kth zero 
to the right of z is at most 
and it is clear that &(I s 1) -+ 0 as 1 s 1-j + co. Suppose we have solutions 
yn E S, , as above, with x, < l/2 and slopes 1 ylz’(x,)I --j. + co. Use of Lemmas 
2.2-2.4 shows the existence of zeros x,’ < 3/4 such that (yJ~~‘)j --+ CO as 
n -+ co. However, this would require yn to have more than k zeros on (0, 1) 
for large n. 
Suppose that P is a topological space of parameters and that F is a continuous 
map from [0, l] x R x R x c1 x P into Iw which satisfies: 
Hl : y-lF(z, y, z, u, p) -+ + co as y -+ -& cc uniformly for (x, z, u, p) in 
[O, l] x R x Cl x P. 
H2: r2F(x, y, z, u, p) -+ 0 as z -+ -& 00 uniformly in [0, 11 x I x Cl x P 
where I is a bounded y interval. 
If y0 E P[O, l] is a solution of 
-Y”(X) = F(x, Y(X), Y’@>> Y, PI (2.7) 
then it is also a solution of 
-Y”(X) = F(% YM YW, Yo > P>. (2.8) 
Since Hl and H2 merely require hl and h2 to hold uniformly in the last two 
coordinates the estimates above yield 
COROLLARY 2.6. Let F satisfv Hl and H2. Then for each k > 0 there is 
a constant ibIk such that any solution y E C2[0, I] n S, of (2.7) satisjies 
3. DEGREE COMPUTATIONS AND EXISTENCE 
The differential operator L is defined by 
LY = -(P(X>Y’>’ + 4(4Y7 O<x<l 
COY SE @oY@) + PoY’(O) = 0 (3.1) 
ClY = %Y(l> + BlY’(l) = 0. i 
See (1 .l), where p > 0 is in Cr[O, 11; 4 is in C”[O, 11; and 01~ , PO , 011, pr are 
real constants satisfying (01~~ + &,02)(~r2 + /?r2) f 0. Let a(x) be a positive 
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function in P[O, I]. It is known that the problemLy = hu(x)y has a sequence 
of distinct eigenvalues X,(/z = 1, 2,...) with corresponding eigenfunctions 
in S, . For convenience we assume that the eigenvalues are positive and, 
since we can multiply a(x) by a positive constant, there is no loss of generality 
inassumingl <h,<A,<.... 
Let N be a continuous map from [O, l] x R x R x Cr x (0, co) to W 
satisfying hypotheses Hl and H2 for each compact subinterval P of (0, co). 
The assumed continuity of N implies that the map (again called N) taking 
(A, y) in (0, 1) X Cl to N(+, y(q)), y’( .), y, A) in Co is continuous. We further 
assume : 
H3: If P is compact in (0, co) and B is a bounded set in G then N takes 
P x B to a bounded set in CO. 
A final assumption is: 
J74: I WT y, x, u, 41 = 00 y I + I x I) as (I Y I + I x i) -+ 0, for (x, a, A) 
in [0, 1] x C1 x P where P is any compact subinterval of (0, co). 
The results of this section relate to the problem 
LY = Yt44 Y(X) + wx, Y(4 YW, Y, 8) 
coy = c,y = 0 t (3.2) 
in the space P[O, l] where t is a real number satisfying -1 < t < 1. We note 
that by introducing the new variable 
Z(x) = 1,” (p(s))-1 as 
and setting y(x(x”)) = y( “) x we obtain an equation of the type (3.2) in which 
the left hand side has the form -y”” + gy. The right-hand side of the new 
equation has the form h(t@ + m) where, one checks, ?? again satisfies 
Nl - H4. Without loss of generality, then, we will assume that p(x) ZE 1 
in the original equation (3.2). For the purposes of estimates we can then write 
(3.2) in the form 
-Y” = F(x, Y(X)> YW, Y, A t) (3.3) 
where 
satisfies HI, H2 and H3 for (A, t) in the parameter space P x C-1, l] with P 
as above. Letting 
?z =fyECl/ coy = c,y =o> 
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and using the Green’s operator G = L-l, the problem of finding solutions 
(A, y) of (3.2) for a given t becomes equivalent to finding zeros of the map 
CD: (0, co) x zz-+.F 
(A Y> -+ Y - ~G@Y + N). 
(3.4) 
We will also write @(t, A) to indicate the map of X into X. Note that Q, has 
the trivial zeros (A, 0) for each t. Given the properties of N, it is easily seen 
that the map (t, A, y) -+ tuy + N is continuous from [- 1, 11 X (0, co) X S 
into Co. Further if B is a bounded set in 57 and P, a compact set in (0, co) 
the image of [- 1, 11 x P x B is bounded in Co. Since G takes bounded sets 
in Co into compact sets in X and is continuous one sees that XG(tuy + N) 
is continuous from [- 1, l] x (0, co) x X. If  P is compact in (0, CD) and B 
is bounded, then the image of [-1, l] x P x B is a compact set. Thus we 
see that for each t, @ is a suitable operator to which to apply the Leray- 
Schauder degree theory and t occurs as an allowable homotopy parameter. 
For use below we let B, = {y E 9 1 11 y  (I1 < r}. We will also use the fact 
that, while Sk+ (or Sk-) is not necessarily an open set in Cr, it is open in X 
where C,y = 0 and C,y = 0 are satisfied. 
We will need the following lemma (cf. Lemma 2.15 of [2]). 
l/mmm 3.1. Suppose N in Eq. (3.2) satisfies hypothesis H3 and H4 and let 
A= y;’ 
I , 
5 -y=:>:, 
\ \- 
Thengiven 0 < Q < 7, < A, there is an E > 0 such that (3.2) has no solutions 
(A Y) in h 7 ~1 x P, n %J. 
Proof. I f  we suppose the lemma to be false, then there must exist solutions 
(A, , yn) in [Q , r/a] x (Blln n Sk) for n = 1,2, 3 ,... . Using the form (3.3) 
and letting w, be the unit vectors w, = yn/lj yn /I1 , we would have 
*, = LG ( ta*, + ,, yla ,,1 -?- N@, Y&)> ~nl(4, in > &I). 
Since N satisfies H4, the term 11 yn 11~~ N(x, y,(x), y,(x), y= , A,) converges 
to zero in CO[O, l] as n + co. Further, the sequence {wn} is the image under 
G of a bounded set in Co and will be compact in b. Thus a subsequence w,~ 
converges to a unit vector w in C 1. We can further assume, without loss of 
generality, that A, converges to h in [r/1 , ~1. Taking limits we see that w 
satisfies w = hG(&w) or -w” + qw = Xtaw and thus w E S, for some 1. 
Since S, C 9 is open and since each w, was in Sk, we must have I= k. 
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However, by the choice of A, the problem -wa + qw = Xtaw has no 
solution (X, w) with h E [Q , Q] and w E S, . Thus there must be an E > 0 
as asserted in the lemma. 
Remark. If N depends upon a parameter, say T, lying in [O, I] and satisfies 
W3 and H4 uniformly in 7, then in an appropriate generalization of Lemma 3.1 
there is an E > 0 which serves for all T. 
As a particular case of the last lemma we see that for a given k > 0 there 
is an E > 0 such that @( 1, 1) has no zeros in B, n S, . For this same K, 
if we apply Corollary 2.6 to the equation (3.3), we see that there is a constant 
M = rW, > 0 such that @(l,l) (cf. (3.4)) has no zeros in (X - RN) n S, . 
Thus the Leray-Schauder degree of @(l, 1) on (B, - BE) n S,* with 
respect to zero is defined. Using “d” for degree we have 
THEOREM 3.2. 
d(@(l, I), (B, - B,) n Sk+) = d(@(l, I), (& - BE) n S,-) = -&I. 
Proof. We note from the discussion above that the desired degree will 
be the same if M is increased and E is decreased, provided E remains positive. 
We will make such changes in the sequel, but retain the same letters M, E. 
We begin by a homotopy to a simpler problem. Letting 7 be a parameter in 
[0, 11, we consider the map 
r(7):y-t~ - G(ay + (1 - 7)N-t 3”) (3.5) 
of % into .%. One easily checks that X’(e) is continuous from [0, l] x % 
into 95 and maps [0, 11 x B, into a compact set for each Y. Most importantly, 
however, -qy + ay + (1 - T) Ny + q3 satisfies hypotheses Nl and 252 
uniformly for 0 < T < 1. Then Corollary 2.6 together with the remark 
following Lemma 3.1 enables us to choose M sufficiently large and E suffi- 
ciently small, so that F(T) has no zero on the boundary a[(Bnn - BE) n S,+] 
for any 7 in [0, I]. That is, there are no zeros on a(B, - B,) n S,* and since 
aS’$ contains only trivial solutions (cf. [8], Lemma 2.1) there are none in 
(BM - BE) n as,+. Using the homotopy invariance of degree we see that 
r(O) and P(1) have the same degree on (B, - BE) n S,+ with respect to 0. 
It thus sufIices to compute the degree of r(l) or, equivalently, to work with 
the problem 
-Y’ + qy = @y + y3) (3.6) 
in 9’ for h = I. We remark that if (p, yO) is a solution of (3.6), with ys E S,*, 
then p < h, , for (p, ys) will also be a solution of the linear problem 
9” + 4y = Yay + yo”34 (3.7) 
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in X and since a(x) + yo2(x) 2 a(x), standard variational arguments show that 
the kth eigenvalue of (3.7) can be no greater than X, . 
Now we let I be a linear functional of the form a,y(O) + &y’(O), chosen 
to be independent of the boundary functional C, . I f  w1 and ws are elements 
of S,+ having the same zeros in (0, 1) then the segment tw, + (1 - t) ws , 
0 < t < 1, lies in Ski-. I f  w E S,+ has interior zeros (zl ,. .., ati,-r} and T(X) 
with G(jc) > 0 on (0, 1) is a diffeomorphism of the interval with I = j/l;, 
then ~((1 - t)x + h(x)) g ives a path from w to a function with zeros at 
j/k, j = 1, 2 ,..., k - 1. In this way one sees that Sk+ is path connected and 
hence 1 must have one sign (we will assume it is +) on Sk+. Otherwise 0 
would occur in the range of 1, restricted to Sk+ n 9. This would entail a 
double zero at x = 0 which is not allowable in Sk+. For 01 E R let 
I,: (A, x) + h - d(x) 
be a linear functional on R x X and let N, be the hyperplane where 1, = 1. 
For u = 0, this is just the set of pairs (1, y) with y  E 3. We let v  be the 
projection of an element (X, y) in N, to the vector y  and let m-l be the inverse 
map. We define 
Y(a, T): x -+ Lz- 
y s (A Y) -+ y  - =(aY + YY”) I 
(3.8) 
for (y. > 0 and 0 < Y < 1. Note that Y(0, 1) is just the map I’(l). Lemma 2.1 
of [g] applied to the problem 
Y = hG(ay + yy”) w 
in 3, for 0 < Y < 1, shows that there is a constant c = c(M) such that any 
solution (X, y) of (3.9) lying in [0, X,] X B, satisfies jl y  (I1 < c ( I(y)[. We 
then choose an integer m such that m-rc(X, - 1) < M. Since 1 is not an 
eigenvalue for (3.6), we can choose E sufficiently small, so that Y(a, l), 
0 < 01 < m, has no zeros on aB,. Since 12 0 on Sk+, h > 1 on 
N, n (R x S,+). Then (3.6) will have no solutions (X, y) E N, , 0 < a! < m, 
with 1 < X < & and y  E aB, n S,+. Since (3.6) has no solution y  in Sk+ 
for h > h, , Y(ol, 1) will have no zeros on a[(B, - B,) n S,+] for 0 < 01 < m. 
The family Y(ol, 1) satisfies the continuity and compactness conditions for 
an allowable homotopy and we obtain 
d(Y(0, l), (BM - B,) n Sk+) = d(!P(m, l), (BM - Be) n Sk+). 
Again, d indicates the degree with respect to zero. A final homotopy will take 
us from Y(m, 1) to Y(m, 0) for which we can easily compute the degree. 
The continuity and compactness conditions are easily verified and we need 
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merely show that as Y varies between 0 and 1, no zeros of Y(m, r) occur on 
a[(& - B,) n Sk+]. A s e ore, E can be decreased, if necessary, to insure b f 
that no zeros occur on aB, . For 8.EM we examine separately the ranges 
X-cl, 1 <X<h,, and X, < h. Since I> 0 on SA+, (X, y) EN, implies 
X = 1 + ml(y) > 1, so h < 1 is ruled out. We have already observed using 
problem (3.6) that h > X, is impossible, so only the range 1 < h < Xk remains. 
However if X < hl, then Z(y) = m-r@ - 1) < m-i& - 1). For a zero of 
Y(m, r) we then have j/y Ill < c * Z(y) < c . m-r& - 1) < M by our choice 
of m, so no zero can occur on aB, . As no zero of Y(m, Y) can occur on 
a[(BM - BE) n Sk+] we can conclude from the homotopy invariance once 
again that Y((m, 1) and Y(m, 0) have the same degree on (B,, - Be) n S,+, 
The only zero of Y(m, 0) in Sk+ arises from that of the linear problem 
-y” + qy = hay. Letting yk E Sk+ be the solution of this last problem 
satisfying I(y,) = 1, one sees that m-l@, - 1) yR is the only zero of Y(m, 0) 
in (B, - BE) n S k+. A computation essentially the same as that done in [S] 
p. 145 shows that Y(m, 0) has a nonsingular derivative at the zero and hence 
dk = d(Y(m, 0)) = d(Y(m, 0), (B, - B) n S,+) = ‘rl. 
While we do not need the result, one can show that dk = (-1)“. We have, 
however, shown that 
c& = d(Y(m, 0)) = d(Y(0, 1)) = d(@(l, 1)) 
and hence 
d(@(l, l), (BM - B,) n Sk+-) = &l. 
Since Y(0, 1) is an odd map, its degree on (B, - BE) fi StiY is the same 
for v = + or - and the theorem is proved. 
Suppose 52 is any open set in 27 and I is an interval [a, b]. Let B(t, y) = 
y - H(f, y) where H is a continuous, compact map of 1 x &? into 9Y. If 9 
has no zeros on I x X2 and has a finite collection of zeros in {CZ} x B with 
nonzero total degree there, with respect to zero, then a result of Leray and 
Schauder [I], p. 63 implies that 0 has a continuum (a closed, connected set) 
of zeros in I x !2 intersecting (a> x B and (b} x Q. Using this result we 
obtain the following theorem: 
THEOREM 3.3. Let t, E [-1, l] and an integer k > 0 be given. Let 
A = &“A, if tk > 0 and A = + 00 otherwise. Given 0 < 7jl < 71% < A, 
there exists constants M > 0 and E > 0 such that, letting 52v denote 
(B, - BJ n Skv(v = + OP -), 
the problem (3.2) with t = t, possesses solutions (X, y) which form a contilzuum 
in [ql, Q] x Szy. The continuum intersects (73 x A?’ and (Q} x A?‘. 
170 TURNER 
Proof. We treat &+; the proof for S,- is similar. As before, we use 
Corollary 2.6 and Lemma 3.1 to obtain upper and lower bounds on the 
solutions. We choose M so that j y  II < A/I if y  is a solution of (3.2) in S, , for 
X=1 and -1 <t<l or for ~E[T~,Q] and t=t,. By our choice of 
Q , Q we can also choose E > 0, using Lemma 3.1, so that (3.2) has no solu- 
tions in a[(B, - BE) n 5’,+] for such pairs (t, h) as just described. We also 
choose M and E so that they are, respectively, larger and smaller than any 
values used in earlier arguments. To use the Leray-Schauder result we let 
~‘2 = (B,, - BE) I-I Sk+ and must relate @(t, h) through homotopy to a map 
with a finite number of zeros in Q as well as a nonzero degree. We have 
already done this, however, with the map Y(m, 0) in the proof of Theorem 
(3.1). Accordingly, we define the map 8(f) on Q = (BM - BE) n Sk+ by 
Recalling that Y(0, 1) = r(l) and I’(0) = @(I, l), we see that 0 is continuous 
and compact from [-4, Q] x D into 9”. Since 0 has a single zero in D when 
f  = -4 and has degree f  1, the result of Leray and Schauder yields a con- 
tinuum of zeros in [-4, q2] x ~‘2 meeting (-4) x D and {q2} x 52. This same 
continuum must intersect (Q} x Q and the part of it in [Q , v2] x Q is 
what we were seeking. 
The last theorem (with t = 0) includes as a special case results of Nehari [5] 
and shows that results like his can be obtained for a much wider class of 
nonlinearities than he allowed. 
Another type of result that we can extend using Theorem 3.3 is the 
existence of negative eigenvalues for a particular form of nonlinear equation 
(cf. Wolkowisky [3]). We have 
COROLLARY 3.4. Let N satisfy Hl-H4 and consider the equation 
LY = PPY - N(x, ~64 Y’@)> Y, d) (3.11) 
in C2 f~ 55”. Given - co < .$l < [% < 0 and k > 0, there are constants M 
and E such that (3.9) has a continuum of solutions in 
(V = + OY -) which meets the ends at tl and f2 . 
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Proof. We merely use Theorem 3.3 with ql = --cz , 92 = --tI , t = -1 
and X = -p. 
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