Most realistic control problems involve both some type of timedomain constraints and model uncertaiunty. However, the majority of controler desig procedures currently available focus only on one aspect of the problem, with only a handful of method capable of simultaneously addressing, albeit in a limited fashion, both issues. In this paper we propose a simple design procedure that takes explicitly into account both time domain constraints and model uncertainty. Specifically, we use a operator norm approach to define a simple robustness measure for constrained systems. The avalable degrees of freedom are then used to optimize this measure subject to additional performance specifications. We believe that the results presented here provide a useful new approach for designing controllers capable of yielding good performance under substantial uncertainty while meeting design constraints.
I. Introduction
A substantial number of control problems can be summarized as the problem of designing, with minimal design effort, a controller capable of achieving acceptable performance under system uncertainty and design constraints. This statement looks deceptively simple, but even in the case where the system under consideration is linear, the problem is far from solved.
Several methods have been proposed recently to deal with constrained control problems [1] , but as a rule, they assume exact knowledge of the dynamics involved, ruling out cases where good qualitative models of the plant are available but the numerical values of various parameters are unknown or even change during operation.
On the other hand, during the last decade a considerable amount of time has been spent analyzing the question of whether some relevant properties of a system (most notably asymptotic stability) are preserved under the presence of unknown perturbations. This research effort has led to procedures for designing controllers, termed 'robust controllers", capable of achieving desirable properties under various classes of plant perturbations while, at the same time, satisfying frequency-domain constraints. However, these design procedures cannot accommodate directly time domain constraints.
Recently, some progress has been made in this direction. By using a parametrization of all stabilizing linear controlers in terms of a stable transfer matrix Q, the problem of finding the "best" linear cotroller can be formulated as the constrained optimization problem of minimizing a weighted ornorm over the set of suitable Q. In this formulation, additional specifications can be imposed by further constraining the problem. The resulting optimization problem has been solved using convex programming [2] and constrained nondifferentiable optimization [3) . However, although the methods based upon the Q-parametrization are effective when the specifications are easily expresed in terms of the frequency response, they can handle time-domain constraints only in a very conservative fashion. Further, these methods rely on rough approximations to transform the problem into a finite dimensional optimization, which in some cases leads to badly conditioned problems and numerical difficulties. An additional drawback is that the order of the resulting controlle is not bounded a priori and can conceivably be extremely high. A different approach has been pursued in [4, 5] where time-constraints over a finite horizon are incorporated into an H1. optimal control problem which is then transformed into a finite dimenional optimization problem. Presently, the main drawback of this method is its inability to handle constraints over an infinite horizon.
In a recent paper [6] we proposed to approach time-domain constrained systems using an operator norm-theoretic approach and we introduced a simple robustness measure that indicates how well the family of systems under consideration satisfies a given set of timedomain constraints. This approach has the advantage of yielding a simple design procedure that takes explicitly into account timedomain constraints and model uncertainty. In this paper we apply the operator-norm approach to the problem of designing simple controllers capable of maximizing this robustness measure subject to additional performance specifications of the form of upper bounds on a quadratic performance index. This design philosophy reflects the fact that in most applications the larger effort is incurred in identifying the model and deriving uncertainty bounds. The proposed design method clearly identifies the trade-offs between uncertainty and performance, displaying the admissible level of uncertainty for a given level of performance. Hence, in addition to providing a very simple design methodology for dealing with uncertain constrained systems, our method is also valuable as an analysis tool in a pre-design stage, to indicate whether an additional identification effort is required.
The paper is organized as follows: In section II we introduce a simple robustness measure and we formaDly define the optimally robust constrained linear control problem. The main result of this section is a necessary and sufficient condition that guarantees the constrained stability of a family of systems. In Section III we show that a suboptimal solution to the optimally robust control problem can be found by considering an auxiliary Discrete Linear Quadratic Problem. In section IV we present a controller design algorithm and several examples of application. Finally, in section V we summarize our results and we indicate directions for future research.
II. Definitions and Statement of the Problem
In this section we introduce several required concepts and a formal definition of the optimally robust constrained inear control problem.
We begin by introducing the concept of constrained stability: * Def. 1: Consider the linear, time invariant, discrete time, autonomous system modeled by the difference equation: (5) subject to the constraint z E Q 5c R" where A S RI"' and where r indicates z is a vector quantity. The system (SI) is Constraint Stabk (C-stable) if for any point j E 5, the trajectory z*(I) originating in j remains in a for all k. z*+, Az*, k-°= ,
We proceed to introduce now a restriction on the class of constraints allowed in our problem. This restriction introduces more structure into the problem, playing a key role in deriving necessary and sufficient conditions for constrained stability.
Constraint Qualification Hypothesis
In this paper, we will limit ourselves to constraints of the form:
where w E RE wi > 0, the inequalities should be interpreted on a component by component sense and where G: RI --R1 has the foilowing properties:
As examples of constraints that satisfy these conditions we can mention [7] * Theorem 2: Assume that the perturbation set D is a closed cone with vertex at the origin [8] , i.e: A" ePD e-aA" E DV O < a. 
Find: a constant feedback matrix F such that the nominal closedloop system is constrained stable and e4 is maximized subject to the constraint JF(L, F)=J(2,-FZ) . 7 (8) Note that in general, the solution F. to this optimal control problem will depend on the initial condition z,. This difficulty can be solved by assuming that the the initial condition is a random variable uniformly distributed over the Q-norm unity ball and taking the expectation of the performance index (8)-Hence we have the modified performance specification:
Since the nominal closed-loop matrix is stable, we have that [10] : (9) where P > 0 is the unique solution to the following Lyapunov equation:
(A -BF)'P(A -BF) -P = -Q-F'RF +FM'+ MF (10) Hence it follows that (9) is equivalent to:
where V = E{r,}. Throughout this paper we will refer to the problem defined by maximizing e4 subject to the conditions (10) and (11) as the Suboptimaly Robust Constrained Control Problem.
IV. Controller Design Algorithm III. Main Results
Ih principle the Suboptimally Robust Constrained Control Problem could be solved using non-smooth optimization techniques (see for instance [11] for a description of several techniques) since eF is usually non-dfferentiable. Although we plan to explore this approach in the future, we expect that, given the form of the objective function and the constraints, it will result in a fairly complex design procedur. In this paper we will use a different approach. Fmt, we wil formulate a LQR problem equivalent to the problem of maximizing the constrained robustness measure 4. Thea, we will use a homotopy-like procedure to find a suboptimial solution to our problem. This approach has the advantage of resulting in a very simple design procedure that uses tools commonly available to the control engineer. Furthermore, it displays clearly the trade-offs between optimal performance and robustness, indicating whether an additional identification effort is required and providing a better understanding of the physical limitations of the desig.
We begin by showing the equivalence of the constrained robust control problem with a particular LQR problem. To this effect, we will investigate the discrete inverse Linear Quadratic Regulator Problem. Although the continuous-time domain version of this problem has been extensively investigated (see for example [12- (1) Proof: The proof, omitted for space reasons, is based upon noting that since A -BF is stable then P. exists. Furthermore, with the choice of Q and M, F is precisely the solution to the LQR problem (13). Finally, it can be shown from Finsler's Theorem [14] that R> 0 can be selected so that H >Oo. Step 2: Use Theorem 4 with Re = 1 to find an equivalent LQR problem.
Step Step 5: In this cae a simple two-dimensional grid shows that the optimal solution is achieved with F = (-0.0941 0=257) which -yields J(PF) = 6 and (P) = 0.154.
Remark 2: Note that the value yielded by step 4 is whithin approximately 2% of the true optimum. It is also interesting to note that in this case although a perturbation such that 1ju = 0.16 can be tolerated by our controller, it wil destabilize (not only in the constrained sense but also in the classical sense) the closed-loop system obtained using the LQR methodology.
A Realistic Problem:
Consider the problem of controlling an F-100 jet engine. The system at intermediate power, sea level static and Power Lever Angle (PLA) = 83°can be represented by the following discrete time model Step 1: Since the perturbations are unstructured, it can be shown [61 that:
Hence, the problem of finding the feedback gain that maximizes #g is equivalent to the problem of minimizing 1AsflII. Solving Step 2: Use Theorem 4 with R = 101, to get the equivalent LQR problem.
Step 3: Elementary calculations show that a random variable uniformly distributed over the unity C-bal has covariance V = 7WW' where W = diag(w:...w,). Hence, the modified performance index is given by 3(F) = Tr {PV) where P satisies (191).
Step 4 Step 5: Usig non-smooth optimizato, a lca optimum is adceved at: * Finally, the numerical examples seem to indcicate that the approximate solution generated by step 4 is very close to at least a local minimum. This suggest that several design alternatives could be quickly explored using the approximate solution, while leaving the more time consuming non-smooth optimization to refine the final design. However, more research should be carried-out to substantiate this point.
The main drawback of the proposed solution method is the fact that it yields suboptimal solutions. Note that the equivalent LQR problem introduced in Theorem 4 and used in step 2 of the design procedure is not unique. Hence, the use of different equivalent LQR problems leads in principle to different solutions at step 4, which in turn could result in different local minima. As we mentioned before, this problem could be solved using an homotopic continuation method rather than the method proposed here, and keeping track of the bifurcations. However, we expect this approach to be fairly complex. Alternatively, since the transformation used in step 2 of the algorithm is a local transformation, the approxmate and exact solution are close for small values of the relaxation parameter e. Hence, the proposed method can be improved by alternating sweeping steps with non-smooth optimization and a recalculation of the equivalent LQR problem. Note that this is essentially equivalent to an homotopic continuation method. Research relating to the properties of this modified algorithm is currently been pursued.
Finally, we are cumntly looking into a method based upon a parametrization, in terms of a stable transfer function Q, of all the dynamic controUers that achieve a specific performance level. Although more complex that the method presented here we expect this alternative to result in convex minimization problems, hence garanteed to have only a global minimum. However, at this stage we feel tkat the drawbacks of the method proposed here are offset by its relative simplicty (most of the design is essentially a LQR step which can be carried-out very efficiently with tools comrnonly available) and by the additional information that it provides about the trade-offs between performance and uncertainty.
Appendix A: Proof of Theorens 2 and 3
The following 2 lemmas are introduced without proof. * Lemma 2: Consider the system (S'). Assume that the perturbation set D is a cone with vertex at the origin [8] Assume that ef is not continuous. Then, given e > 0, for every 6 > 0 there exist As such that IA, -Alj0 < 6 and e14(As) -e4' > e.
Furthermore, it is easily seen that the sequence V' is bounded. Hence 
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