Up-states represent a key feature of synaptic integration in cortex and striatum that involves activation of many synaptic inputs. In the striatum, the sparse firing and tight control of action potential timing is in contrast to the large intracellular membrane potential depolarizations observed during the up-state. One hallmark of striatal spiny projection neurons is the delay to action potential generation in both up-states and suprathreshold depolarization by somatic current injection. ] i transients that resulted from local NMDA application in conjunction with backpropagating action potentials. We conclude that precisely timed, single action potentials during striatal up-states control peak dendritic calcium levels. We suggest that this mechanism might play an important role in synaptic plasticity of the corticostriatal pathway.
Introduction
Up-states are large intracellular membrane potential fluctuations in striatal spiny projection neurons (Wilson and Kawaguchi, 1996; Stern et al., 1997) and cortical pyramidal neurons (Lampl et al., 1999) . They occur spontaneously in vivo and in systems with intact cortical circuitry in vitro (Plenz and Aertsen, 1996; Plenz and Kitai, 1998; Kerr and Plenz, 2002) and are brought about by highly coordinated synaptic activation (Wilson and Kawaguchi, 1996; Plenz and Kitai, 1998; Stern et al., 1998; Kerr and Plenz, 2002) . Action potential generation occurs only during up-states, so given the tight correlation of up-state transitions between nearby neurons (Stern et al., 1998; Lampl et al., 1999) and the modulation of up-states by neurotransmission (Plenz and Aertsen, 1996; Lewis and O'Donnell, 2000) , up-states are a key feature of synaptic integration during network activation.
Because the striatum receives the majority of cortical inputs to the basal ganglia, striatal action potential generation is important for relaying convergent cortical information to basal ganglia output structures (for review, see Gerfen and Wilson, 1996) . The first step in this process is the transition of a spiny projection neuron into the up-state. Although the majority of these neurons simultaneously transition into an up-state (Stern et al., 1998) , not all fire action potentials during this period (Wickens and Wilson, 1998; Sandstrom and Rebec, 2003) , and the action potentials that are elicited are not tightly correlated between different neurons (Stern et al., 1998) . These intracellular findings correspond well with extracellular studies both in primates (Hikosaka et al., 1989b) and rodents (Jog et al., 1999; Sandstrom and Rebec, 2003) , demonstrating that many striatal neurons are quiescent or display low levels of action potential discharge. The reluctance to fire action potentials is further documented by the multitude of inwardly rectifying potassium currents (Nisenbaum et al., 1994; Nisenbaum and Wilson, 1995) in spiny projection neurons that delay action potential generation in response to intracellular membrane potential depolarizations.
These hallmarks of striatal physiology raise the question of how much of an influence do single action potentials have on striatal function during up-states? In the cortex, during low levels of synaptic activity, single action potentials precisely timed to coincide with synaptic inputs critically regulate dendritic intracellular calcium ([Ca 2ϩ ] i ) levels (Koester and Sakmann, 1998 ) and synaptic plasticity (Magee and Johnston, 1997; Markram et al., 1997 ; for review, see Stuart and Hausser, 2001 ). In the present study, we demonstrate that the time delay between up-state transition and first action potential generation determines dendritic calcium levels in striatal neurons. The resulting timing function originates from the interaction between the backpropagating action potential and NMDA receptor activation. Together, these findings emphasize the importance of single action potentials in striatal function and provide the first step in merging the concept of spike-time-dependent plasticity with the concept of up-states.
Materials and Methods
For the preparation of cortex-striatum-substantia nigra organotypic cultures, coronal rat slices (350 -500 m at postnatal days 0 -2) from the cortex, striatum, and substantia nigra were combined and grown on a coverslip for 31 Ϯ 7 d (n ϭ 29 cultures) (Plenz and Kitai, 1998; Kerr and Plenz, 2002) . For whole-cell patch recording, cultures were submerged in artificial CSF (ACSF) containing (in mM): 126 NaCl, 0.3 NaH 2 PO 4 , 2.5 KCl, 0.3 KH 2 PO 4 , 1.6 CaCl 2 , 1.0 MgCl 2 , 0.4 MgSO 4 , 26.2 NaHCO 3 , and 11 D-glucose saturated with 95% O 2 and 5% CO 2 at 35.5 Ϯ 0.5°C (300 Ϯ 5 mOsm). The intracellular patch pipette solution contained (in mM): 132 K-gluconate, 6 KCl, 8 NaCl, 10 HEPES, 2 Mg-ATP, 0.39 Na-GTP and was supplemented with 100 M fura-2 (pentapotassium salt; Molecular Probes, Eugene, OR) and 0.2% Neurobiotin (Vector Laboratories, Burlingame, CA), with pH adjusted to 7.2-7.4 and a final osmolarity of 290 Ϯ 10 mOsm. The open pipette resistance was 4 -6 M⍀.
The recording chamber was mounted on an inverted microscope (IX-70; Olympus, Tokyo, Japan), placed on a custom-made sliding table allowing for a change in field of view during the experiment. Intracellular signals were recorded using an Axopatch 1-D amplifier with CV-4 1x head stage (Axon Instruments, Foster City, CA). After the formation of a gigaseal, electrode capacitance was compensated for and serial resistance compensation was switched off. Data were recorded in current clamp, preamplified (Cyberamp380; Axon Instruments), digitized at 10 kHz for voltage and 5 kHz for current, and stored in continuous stream mode using the CED1401plus (Cambridge Electronic Design, Cambridge, UK). Electrophysiological data analysis was performed in Spike2 (Cambridge Electronic Design), Origin version 7.0 (Microcal, Southampton, MA), and Excel (Microsoft, Seattle, WA). All membrane potential values were corrected for K-gluconate liquid junction potential. Striatal spiny projection neurons were identified by a spherical soma size of 10 -12 m in diameter using Hoffmann Modulation Contrast optics (40ϫ) and, after breakthrough, were also identified by their polarized resting membrane potential, inward and outward rectification, delayed action potential firing in response to somatic current injections, and the presence of dendritic spines (for details, see Kerr and Plenz, 2002) .
To increase temporal precision in evoked action potential firing, exponentially decaying somatic current pulses were used (see Fig. 4 A, inset). The variability of spontaneous up-states did not allow us to predict beforehand how many, if any, action potentials would be generated during up-states. However, because of the low firing rate during spontaneous up-states, current-evoked action potentials could be easily distinguished from spontaneous action potentials.
DL-2-amino-5-phosphonovalerate (DL-APV, 50 M; Sigma, St. Louis, MO) and 6,7-dinitro-quinoxaline-2,3(1H,4H)-dione (DNQX, 30 M; Sigma) were solved in ACSF for bath application. NMDA (100 M in ACSF; Sigma) was locally applied with a patch pipette (internal tip diameter of ϳ5 m) positioned under visual control close to the dendrites of the neuron from which we recorded. NMDA was applied using single pressure pulses (ϳ4 psi, 10 msec duration; Picospritzer II; Parker Hannifin), and responses were monitored from somatic recordings. To ensure that NMDA application was reaching the dendritic region of the neuron, initial experiments were done under visual control, and the pressure pulse profile was mapped extensively using Oregon Green BAPTA-1 (100 m; Molecular Probes) in the pipette (see Fig. 7F ). To evoke action potentials with identical exponentially decaying current pulses, current pulses were first adjusted to elicit single action potentials in combination with local NMDA application. In the absence of NMDA application, a depolarizing square-wave pulse at the soma was used to compensate for the lack of somatic membrane potential depolarization while eliciting action potentials.
For intracellular calcium imaging, neurons were loaded with a 100 M concentration of the calcium-sensitive indicator dye fura-2 (for details, see Kerr and Plenz, 2002) . Briefly, fluorescence measurements were started 10 -15 min after break-in (Helmchen et al., 1996) , and one to two primary dendrites and corresponding higher-order dendrites were analyzed simultaneously. Dye excitation was achieved with a polychromatic illumination system coupled to the microscope via a quartz light guide and wavelength selection via diffraction grating (TILL Photonics, Munich, Germany). Fluorescence measurements were made with a thermoelectrically cooled CCD camera using commercially available software (Tillvision version 4.0; TILL Photonics). Overview pictures (1 sec exposure) were taken at the completion of each experiment for determining individual regions of interest (ROIs). ROIs were grouped into primary, secondary, and tertiary dendrites, with each area defined by dendritic branching points. Background was defined as the area adjacent to each ROI that was located outside the neuron of interest. Calculations for ROIs and associated changes in [Ca 2ϩ ] i were measured with singlewavelength imaging (380 nm) and expressed as ⌬F/F for each frame as (F i Ϫ F 0 )/F 0 and expressed as percentage change, where F 0 indicates the baseline fluorescence obtained from the average of 10 -20 frames during the down-state and F i indicates individual fluorescence measures at frame i. Background correction was calculated for each image frame and subtracted from both F i and F 0 .
Custom-written routines in assembler code scanned the intracellular membrane potential on-line in order for detection of up-state transitions as well as down-state periods. The detection was based on on-line statistical membrane potential analysis with a threshold calculated at 5ϫ SE during periods of low spontaneous activity (down-states). Positive threshold-crossing by the membrane potential indicated a transition to the up-state, whereas negative threshold-crossing indicated a return to a down-state. On average, threshold for up-state detection was Ϫ66 Ϯ 4 mV. Thus, neurons were depolarized on average by 18 Ϯ 5 mV before the first frame was captured. On average, cells spent 90% of their time below threshold. Down-state imaging (20 -40 frames, 20 -40 msec duration each) was performed when the cell was in a down-state for at least 1.5 sec, to prevent the predepolarization effect that has been shown to affect the latency to first spike in spiny projection neurons (Mahon et al., 2000) . This ensured that [Ca 2ϩ ] i transients from the previous up-state did not bias down-state measurements. After down-state fluorescence measurements, threshold crossing by a spontaneous up-state subsequently triggered up-state measurements. On average, 120 -300 consecutive images (20 -40 msec duration each, 380 nm) were collected to measure a downstate and subsequent up-state. To exclude possible additive effects of [Ca 2ϩ ] i transients, up-states that occurred Ͻ1.5 sec after a preceding negative threshold-crossing were not included in the analysis.
Data are expressed as means Ϯ SE. For statistical data analysis, the Mann-Whitney nonparametric test was used unless stated otherwise (StatView; SAS Institute, Inc., Cary, NC).
Results
Wide range of delays to first action potential during spontaneous up-states Spontaneous up-states were recorded from 30 striatal spiny projection neurons ( Fig. 1 A) , and the time course and spatial distribution of somatic and dendritic [Ca 2ϩ ] i transients were simultaneously measured using fura-2 (Figs. 1 D, 2B, E). Up-states lasted 0.9 Ϯ 0.2 sec on average and occurred irregularly at an average interval of 10.5 Ϯ 1.9 sec (n ϭ 30 neurons; 10 up-states per neuron). Readily noticeable during these spontaneous up-states were the highly variable time intervals between up-state onset and first action potential firing ( Fig. 1 B) , which ranged from 5 to ϳ600 msec over the population (Fig. 1C) (n ϭ 87 up-states from 30 neurons). The ranked distribution of up-states in Figure 1 revealed that up-states with only one action potential (filled triangle) did not rank differently with respect to latency to first spike onset when compared with up-states with multiple action potentials (open triangle). The distribution in delays also compares favorably with that reported in vivo (Mahon et al., 2001) . Given that relative timing between synaptic inputs and somatic action potentials has been shown to control intracellular calcium in neurons during the down-state (Koester and Sakmann, 1998; Schiller et al., 1998) , we assessed the correlation between transition into an up-state and action potential delay on dendritic [Ca 2ϩ ] i transients. These data were extracted from peak ⌬F/F differences (⌬F/ F max ) for dendritic [Ca 2ϩ ] i transients during up-states with just one spontaneous action potential. At the single neuron level, when comparing two separate up-states with a time to action potential of 10 and 88 msec, respectively (temporal difference of 78 msec) ( Fig. 2 A, B) there was a decrease by 50 -100% in ⌬F/ F max for the latter up-state. This occurred despite similar membrane potential distributions and action potential waveforms (Fig. 2C,D) . Thus, the closer the spontaneous action potential was generated to the onset of the up-state, the greater the corresponding ⌬F/F max value recorded at soma and dendrites.
This temporal relationship between action potential timing and ⌬F/F max during up-states was also present at the population level ( Fig. 2 F , 45 up-states with single action potential pooled). These population data revealed that ⌬F/F max values were maximal between 10 and 20 msec of up-state onset, at which time they were multiple times that of ⌬F/F max values obtained for subthreshold up-states from the same group of neurons (Fig. 2 F) . ⌬F/F max decayed quickly within 50 -200 msec, at which time single action potentials did not elicit values significantly different from subthreshold up-states (⌬t ϭ 0 -50 msec, p Ͻ 0.0001; ⌬t ϭ 150 -200 msec, p ϭ 0.63; tertiary dendrite). The wide range of delays to spontaneous, single action potentials after up-state transitions (Fig. 1C) allowed us to obtain a timing function. A fit using a first-order exponential decay of this relationship revealed time constants of 52 Ϯ 15 and 47 Ϯ 26 msec for secondary and tertiary dendrites, respectively (Fig.  3B ). Such temporal dependence on intracellular calcium dynamics was only seen in suprathreshold up-states; in subthreshold up-states, average ⌬F/F transients at soma and dendrites were highly correlated with average membrane potential trajectories ( Fig. 3 A, C) (R 2 ϭ 0.8 -0.9; soma to tertiary dendrites). This suggests that the temporal dependency of ⌬F/F max values in response to single action potentials could not have been predicted from the time course of synaptic activation during the up-state.
Together, this analysis demonstrated that timing of the first action potential during spontaneous up-states is highly predictive of elicited ⌬F/F max transients, predominately in higher-order dendrites of spiny projection neurons.
Evoked action potentials at soma reproduce timing relationship in higher-order dendrites
If the delay between action potential firing and up-state onset is the main determinant for the changes in ⌬F/F max described in the previous section, then action potentials evoked by somatic current injection during subthreshold up-states should reveal a similar functional relationship. Briefly, suprathreshold somatic current pulses were injected at various times after up-state onset (Fig. 4 A) , and the resulting ⌬F/F max values were obtained for all compartments. Only up-states with a single action potential evoked through somatic current injection were chosen for this analysis.
As described for up-states with spontaneous action potentials, evoked action potentials elicited greater ⌬F/F max values in both soma and dendrites, the closer they were elicited to up-state onset (Fig. 4 A, B ). This timing relationship held true for ⌬F/F max values at the single-neuron level (Fig. 4 A, B) , as well as for the population of neurons (Fig. 4C) (n ϭ 12 neurons) . There were no differences between action potential waveforms at different injec- Figure 1 . Spontaneous up-states in spiny projection neurons display a large variation in delay to first action potential with transitions to the up-state. A, Spontaneous subthreshold and suprathreshold up-states in a spiny projection neuron (whole-cell patch recording; cortex-striatum-substantia nigra organotypic coculture). Note fluctuations indicative of irregular spontaneous synaptic inputs during the down-state interrupted by large up-state depolarizations. B, Up-states in striatal spiny projection neurons are characterized by a fast transition from the down-state near resting potential to a subthreshold membrane potential range. Four individual up-states with variable delay to action potential firing relative to up-state onset are shown (a-d, indicated in A). C, Timing of the first action potential relative to up-state onset ranked for a random selection of spontaneous up-states in decreasing order. Time delays cover a range of 5-600 msec across the population. Up-states with multiple action potentials (open triangles) display a similar range in delays to first action potential compared with up-states with only one action potential (filled triangles). In the present study, only up-states with one action potential were used for analysis. D, Fluorescence image 25 min after break-in at 380 nm (100 M fura-2, 1 sec exposure, composite from 12 individual images). Scale bar, 20 m. Note spines on dendrites (inset: scale bar, 10 m).
tion times (data not shown). The ⌬F/F max values for evoked action potentials displayed the same timing relationship as spontaneous action potentials and were not significantly different (see Fig. 6 , 0 -50 msec; p ϭ 0.7-0.9; soma to tertiary dendrite). No significant differences were found between subthreshold up-state ⌬F/F max values for both conditions, and data from subthreshold up-states were pooled from both groups. These experiments expanded on our previous finding that somatic action potentials propagate into the higher-order dendrites of spiny projection neurons during up-states (Kerr and Plenz, 2002) (Koester and Sakmann, 1998; Schiller et al., 1998) . We hypothesized that the NMDA receptor might also account for the temporal dependence of dendritic [Ca 2ϩ ] i described here during the up-state. Because up-state generation requires activation of the neuronal network, we had to refer to a method that would allow NMDA receptor manipulation without affecting the surrounding network. This was achieved using a high internal magnesium concentration ([Mg 2ϩ ] i ) inside the patch pipette to selectively block the NMDA receptor channels from the neuron from which recorded (Li-Smerin and Johnson, 1996; Wollmuth et al., 1998; Li-Smerin et al., 2001) .
Under conditions of high [Mg 2ϩ ] i , the temporal dependency that was observed during up-states between backpropagating action potentials and up-state onset was completely abolished (Figs. 5, 6 ). At the single neuron level, there was no difference in ⌬F/F max values between up-states in which the action potential occurred 10, 88, or 288 msec after up-state onset (Fig. 5 A, B) . More specifically, ⌬F/F max values for both spontaneous and evoked up-states were significantly decreased for up to 100 msec after up-state onset, effectively abolishing the timing relationship ( Fig. 5C) ] i transients in higher-order dendrites of spiny projection neurons and might be responsible for blocking calcium entry via the NMDA receptor, triggered by a backpropagating action potential. First, in the presence of DNQX (30 M) local pressure application of NMDA alone resulted in a somatic membrane potential depolarization that lasted for 3-4 sec. This depolarization was accompanied by somatic and dendritic [Ca 2ϩ ] i transients of similar time course, which reached 3-7% ⌬F/F max (n ϭ 10 neurons) (Figs. 7A, B, 8A , soma to higher-order dendrites). Under conditions of high [Mg 2ϩ ] i , dendritic ⌬F/F transients in response to NMDA application alone were not different in amplitude and time course compared with control conditions (Fig. 7B) ( p ϭ 0.68 -0.76; soma to tertiary dendrite). In contrast, three somatic action potentials elicited fast ⌬F/F transients at soma and dendrites that reached 7-14% ⌬F/F max under control conditions (Figs. 7 A, (Figs. 7, 8 B) ( p ϭ 0.009 -0.007; primary to tertiary dendrite). Finally, when local NMDA application was combined with evoked somatic action potentials, fast ⌬F/F transients up to 24% ⌬F/F max were obtained under control conditions, whereas these ⌬F/F max values were highly reduced in dendrites in the presence of high [Mg 2ϩ ] (Figs. 7, 8C) ( p ϭ 0.007-0.0001; primary to tertiary dendrite). This reduction in the combined case reached up to 55% (e.g., tertiary dendrite) (Fig. 8) Several important controls were conducted to test for the selective involvement of NMDA receptor function in these results. First, to ensure that the induced somatic membrane potential depolarization and [Ca 2ϩ ] i transients were not biased by pressure injection artifacts, we demonstrated that both components were blocked by bath application of the NMDA receptor antagonist APV (30 M) (Fig.  7E) . Second, to demonstrate that high [Mg 2ϩ ] i was blocking the NMDA channel, we bath-applied APV (30 M) while eliciting action potentials in the presence of high [Mg 2ϩ ] i . Because backpropagating action potentials alone elicit dendritic [Ca 2ϩ ] i influx through the NMDA channel (Schiller et al., 1998; Yuste et al., 1999) , if high [Mg 2ϩ ] i was not blocking the NMDA channel, then we would expect application of APV to further decrease [Ca 2ϩ ] i transients brought about by backpropagating action potentials into the dendrites. However, this was not the case, suggesting that high [Mg 2ϩ ] i blocks NMDA channels in higher-order dendrites of spiny projection neurons (Fig.  8 B) ( p ϭ 0.45-0.12; soma to tertiary dendrite).
Together these experiments show that high [Mg 2ϩ ] i selectively blocks the NMDA channel contribution to dendritic Ca 2ϩ influx elicited by backpropagating action potentials in striatal spiny projection neurons. We therefore conclude that the dependence of dendritic [Ca 2ϩ ] i on the delay between up-state onset and action potential generation results from temporal dynamics of NMDA receptor activation during up-states.
Discussion
The current study introduces a timing function that determines dendritic [Ca 2ϩ ] i levels during up-states. With a transition into the up-state, the subsequent delay to firing an action potential determines the increase in [Ca 2ϩ ] i in higher-order dendrites. This increase in dendritic [Ca 2ϩ ] i depends on the interaction between the backpropagated action potential and NMDA receptors during the up-state.
Our results tie together two characteristic aspects of striatal neuronal activity that have been reported in many studies over the last few decades. At the intracellular level, a large depolarization into a subthreshold membrane potential range, the up-state, has been described by Wilson and colleagues (Wilson and Kawaguchi, 1996; Stern et al., 1997) and reflects how striatal spiny projection neurons operate in the context of corticostriatal inputs. These synaptically driven, prominent up-state transitions are contrasted by relatively sparse action potential firing during the up-state, which is in accordance with findings from extracel- lular studies in vivo (Hikosaka et al., 1989b; Jog et al., 1999) . Whereas many studies on striatal function focus on the role of action potential bursts and firing rate changes (Schultz and Romo, 1988; Hikosaka et al., 1989a; Jog et al., 1999) , our findings suggest that spiny projection neurons, through [Ca 2ϩ ] i transients, regulate their activity based on a temporally precise mechanism already at the level of single action potentials.
The temporal precision of the resulting parametric function depends on a multitude of factors. First, threshold for up-state detection was derived statistically from down-state activity, which introduces a jitter for up-state determination of ϳ10 msec. Our temporal resolution for imaging of 20 -40 msec per frame averages [Ca 2ϩ ] i transients, thereby reducing fast-peak ⌬F/F values. Similarly, fura-2 acts as a [Ca 2ϩ ] i buffer (Helmchen et al., 1996) , also reducing fast [Ca 2ϩ ] i transients. Spatial averaging that includes large regions of the dendrite such as the spiny head, necks, and dendritic shafts will also reduce fast [Ca 2ϩ ] i transients (Denk et al., 1996) . Therefore, reported ⌬F/F transients in the present study most likely underestimate actual fast changes in dendritic [Ca 2ϩ ] i , and the time constants of 40 -50 msec reported here should be taken as upper boundaries for temporal precision.
Regulation of action potential timing in spiny projection neurons
A delay in action potential firing in response to depolarizing somatic current injection is a hallmark for spiny projection neurons. This characteristic delay is controlled by several inwardly rectifying potassium currents (Surmeier et al., 1989; Nisenbaum and Wilson, 1995) that activate with depolarization from rest and increase the time to reach action potential threshold. A fast and a slow transient potassium current (Nisenbaum and Wilson, 1995) were reported that, together with a noninactivating and/or slowly inactivating potassium current (Nisenbaum et al., 1994) , cover the temporal scale of 10 to ϳ500 msec in spiny projection neurons. These currents are modulated by acetylcholine (Akins et al., 1990) and dopamine (Surmeier and Kitai, 1993) , neuromodulators central to striatal function. These potassium channels are also activated on a transition to the up-state, where they contribute to delayed action potential firing (Wilson and Kawaguchi, 1996; Kitano et al., 2002) . Our results suggest a new context in which these elaborate intrinsic mechanisms to delay action potential firing can be interpreted: delays can be directly translated into dramatic changes in dendritic [Ca 2ϩ ] i transients in higherorder dendrites.
Similarly, Ͼ98% of striatal neurons are GABAergic (Oorschot, 1996) . The impact of GABAergic input to spiny projection neurons has been suggested to delay action potential firing rather than blocking action potentials altogether (for review, see Plenz, 2003) . Both feedforward inhibition from GABAergic fast-spiking interneurons (Plenz and Kitai, 1998; Koos and Tepper, 1999) and feedback inhibition from surrounding GABAergic spiny projection neurons (Czubayko and Plenz, 2002; Tunstall et al., 2002) are likely to control action potential timing during the up-state. Our results suggest that intrinsic mechanisms and synaptic inputs from the local network, through control of action potential timing, regulate dendritic [Ca 2ϩ ] i at a precise temporal scale in spiny projection neurons. 
NMDA receptor function in spiny projection neurons
The present study demonstrates for the first time that NMDA receptor activation is involved in calcium entry to the dendrites in spiny projection neurons. NMDA receptors have been located at postsynaptic sites in spiny projection neuron dendrites that receive corticostriatal inputs (Wang and Pickel, 2000) . Striatal spiny projections neurons possess all major NMDA subunits, including NMDA subunit NR1, NR2A, and/or NR2B (Standaert et al., 1999; Dunah and Standaert, 2003) , that are known to be involved in regulation of intracellular calcium during the coincidence of synaptic activity and backpropagating action potentials in pyramidal neurons (Schiller et al., 1998; Yuste et al., 1999) . Functionally, local NMDA application strongly depolarizes striatal spiny projection neurons (Cepeda and Levine, 1998) and in addition, NMDA receptor activation is important for the induction of corticostriatal long-term potentiation (Calabresi et al., 1992b) .
The use of high concentrations of intracellular Mg 2ϩ preferentially blocks NMDA channel currents, mainly above 0 mV membrane potential in cultured pyramidal neurons (Li-Smerin and Johnson, 1996; Li-Smerin et al., 2001 ) and in oocytes (Wollmuth et al., 1998 ] i was not further affected by the application of an NMDA receptor-specific antagonist. Thus, the current study demonstrates for the first time a highly significant interaction between NMDA receptor activation and somatic action potential firing that controls dendritic [Ca 2ϩ ] i levels in striatal spiny projection neurons.
The time dependency of intracellular [Ca 2ϩ ] i transients elicited through backpropagating action potentials was completely abolished by blocking NMDA channels internally. Furthermore, we were able to reproduce this timing dependency by evoking action potentials at the soma. These findings strongly imply that with transition to the up-state, the population of activated NMDA receptors that interact with backpropagating somatic action potentials is a key factor that determines this timing function. Because the spatiotemporal characteristics of synaptic inputs for up-state generation are currently unknown, two scenarios will be outlined. In its simplest form, glutamatergic inputs could synchronously activate NMDA receptors at the upstate onset. In this case, the timing function would be dominated by the average deactivation of this receptor population (Gotz et al., 1997) . Alternatively, the average number of activated NMDA receptors by synaptic inputs might decrease as the up-state progresses. In the latter case, the timing function would reflect the decrease in the number of NMDA receptors activated during the up-state.
Precisely timed action potentials during up-states and their relevance to corticostriatal plasticity
The cortex is the main source for glutamatergic inputs that drive striatal spiny projection neurons into the up-state. These corticostriatal inputs are highly plastic and exhibit long-term depression (Calabresi et al., 1992a; Lovinger et al., 1993) as well as long-term facilitation (Kerr and Wickens, 2001; Reynolds et al., 2001) . In pyramidal neurons during low levels of synaptic activity, single action potentials precisely timed to coincide with synaptic inputs critically regulate dendritic calcium levels (Koester and Sakmann, 1998) and synaptic plasticity (Magee and Johnston, 1997; Markram et al., 1997 ; for review, see Stuart and Hausser, 2001 ). These findings have established timing rules that link the delay between a backpropagating somatic action potential and few synaptic inputs to the direction of synaptic change (Bi and Poo, 1998) . Whether these findings on spike-timedependent plasticity can be extended to up-states is currently not known, because up-states present an entirely different set of parameters compared with periods of little synaptic activity (Waters et al., 2003) . During an up-state, there is a dramatically reduced neuronal input resistance (Wilson and Kawaguchi, 1996) and a high level of synaptic "background" noise (Destexhe and Pare, 1999) ; in addition, multitudes of various neurotransmitters are released (Lewis and O'Donnell, 2000; Blackwell et al., 2003) . Together, these and the nonlinear dendritic processing at depolarized membrane potentials commonly reached during the up-state (Johnston et al., 1999; Williams and Stuart, 2000) profoundly affect synaptic integration and dendritic processing during up-states. The present study demonstrates that a timing function exists that translates the delay between a transition into the up-state and action potential firing into dendritic calcium levels through NMDA-dependent mechanisms. These findings thus provide the important first step to uniting the concept of spike-time-dependent plasticity and up-state generation and introducing timing of single action potentials as an important variable into striatal function. 
