ABSTRACT Cloud computing is the next generation computing model, which has a significant position in the field of scientific and business computing. By predicting cloud service's QoS in next period, it is helpful for end users to choose the most suitable cloud service that meets their needs. The underlying hardware/software resources of cloud architecture may have a certain influence on cloud service QoS. However, existing cloud service QoS prediction approaches do not take this influence into account. As these effects are real during the process of cloud service QoS prediction, ignoring the impact of these effects may create a big gap between the prediction results and the actual results. Therefore, in this paper interactive information is first used to describe the correlation between the hardware/software resources and the QoS attributes of the cloud service. Then, a Bayesian network model is established to predict cloud QoS. Bayesian network prediction reasoning algorithm is used to predict and reason about the future QoS values. A set of dedicated experiments is conducted to validate that our approach can accurately predict QoS of cloud service and the accuracy rate is better than state-of-the-art approaches.
I. INTRODUCTION
Nowadays, academic researchers, as well as industrial participants are paying more and more attention to Cloud Computing. Many experts believe that Cloud Computing is the foundation of future Internet computing [1] , [2] . However, due to the changeable network environment, server parameters and other unpredictable impact factors, Cloud Computing may not provide acceptable service. Recently, QoS (Quality of Service) is an important criterion for distinguishing different services with similar function. QoS for Cloud services may change without notifications. In this way, how to help end users to choose the most suitable Cloud service at hand is one of the most important problems.
By analyzing historical QoS data and predicting values in the near future, QoS prediction techniques are an effective way to overcome this problem. Recently, many classic QoS prediction approaches have been proposed, including collaborative filtering technology [3] , [4] , artificial intelligence [5] , [6] , Bayesian networks [7] , case-based reasoning [8] , and combinational prediction approach [9] .
Although these approaches can be directly used for predicting QoS values of Cloud services, they do not consider the influence factors underlying Cloud architecture. In literature, Zheng et al. [10] propose a novel QoS ranking prediction for Cloud services [10] . However, the approach does not consider the influence of underlying software/hardware resources of Cloud architecture. Furthermore, a novel trusted QoS computation model for data in Cloud Computing environment is proposed in [11] . However, this approach neither considers QoS properties in view of Cloud services, nor the underlying hardware/software resources of Cloud architecture.
To address the limitations of existing QoS for Cloud QoS prediction approaches, in the paper we propose a novel QoS prediction for Cloud services that can fully consider all the software/hardware characteristics of Cloud Computing architecture itself. In our opinion, it is not only necessary but also important to fully consider the software/hardware characteristics of Cloud Computing for Cloud QoS prediction. We believe that there is a close relationship between QoS values of Cloud service and the underlying hardware/ software resources. In another word, the underlying hardware/software resources of Cloud environment will definitely affect QoS values of high-level Cloud services. However, as we already mentioned in [12] such kind of effect has high uncertainty and needs to be further investigated. In literature, it is well known that Bayesian network model [13] has a strong ability to deal with uncertain problems. The Bayesian network uses conditional probability to express the relationship between various elements of information and can deal with limited, incomplete, and uncertain information by learning and reasoning. Towards this research direction, in our opinion, the Bayesian network model is a suitable model which can be used to characterize such kind of relations and consequently in previous work a novel QoS prediction approach for Cloud service is proposed in [12] . In this paper, we consolidate our previous work and make the following novel contribution.
• Interactive information theory is used to measure the correlation between the hardware/software resources and QoS attributes of Cloud services.
• A novel Bayesian Network Model (BNM) is established by collecting real data from Cloud Computing architecture. The Bayesian network structure and parameters are trained and updated to form the final QoS prediction model for Cloud service.
• Based on the constructed Bayesian Network model, a set of dedicated experiments under a real-world Cloud service environment is performed to validate the proposed approach. The rest of the paper is organized as follows. Section 2 discusses basic concepts of the paper. Section 3 introduces our QoS prediction approach for Cloud services with the Bayesian network model. The experiments are conducted in Section 4. Section 5 reviews related work and discuss their limitations. Finally, Section 6 concludes the paper and gives a list of future work.
II. PRELIMINARIES
In order to facilitate the understanding of our QoS prediction approach for Cloud service, this section introduces the definition and related concepts of Cloud service QoS.
A. BAYESIAN NETWORKS
Bayesian Networks [14] , [15] is a model which is composed of a directed acyclic graph and probabilistic inference. The main idea of probabilistic inference is to obtain the probability information of other variables according to existing variable information. Bayesian Networks is a combination of probability and graph theory. It provides a natural approach for dealing with the problem of uncertainty and incompleteness. In general, a Bayesian network is represented by variables of nodes and connecting the directed edges. Each node attaches a variable, and edges manifest the connection between nodes.
Variables can be an abstract representation of the problem and is used to represent a phenomenon of interest, parts, states or properties, and so on. Directed edges show the relationship among variables or the corresponding causal relations. Furthermore, the directed arrows of Bayesian Networks indicate the directions of causal relation influence. Those nodes with no connection between sides express that there is a conditional independence between variables, for the corresponding qualitative description of the problem domain. Conditional probability table is defined to list each node relative to the parent under all possible conditional probability. Bayesian network agreement is subject to the parent node, with any non-child node conditional independence. Probability value expresses the relationship intensity and confidence among the child nodes and parent nodes, and there is no parent node probability for the prior probability. In fact, each node can be influenced by its parent node. Normally, the parent nodes represent reasons and its child nodes represent the results. Bayesian network joint probability distribution of each variable can be calculated by the product of his parent as the conditional probability of each node. Finally, the joint probability distribution of X is represented as:
In general, this equation means [16] that the joint probability distribution for node x is the same as the product of the probability of each component x i where x is the parents of x pa(i) .
B. BAYESIAN NETWORK INFERENCE
Bayesian network inference is obtained based on the condition of a Bayesian network model. According to the known conditions, with a conditional probability calculation method, the node probability can be calculated. With Bayesian network, the value of other nodes can be inferred according to the value of any nodes in the network. In general, Bayesian network inference has the following four different modes: 1) predicting inference, pushed by the reason conclusion, namely having known evidence, uses Bayesian network inferences and calculates the value of this probability in some special cases that have been derived; 2) diagnosis inference, through the conclusion deduced the reason that is known as a result. It aims to find the original cause of the outcome and the reason of probability calculation; 3) reasons associated inference, namely reasoning learning to produce the same result of the relationship between different reasons; 4) mixed inference, the combination of three kinds of reasoning model mentioned above. The reasoning method can be used for solving the probability distribution of all the nodes in the network. In general, Bayesian network probabilistic forecast reasoning algorithms are divided into two different kinds: exact inference and approximate inference. Both inferences are based on the basic properties of Bayesian networks. The goal of this inference is to use marginal probability distribution calculation to avoid the complex problem of the joint probability distribution. Exact inference algorithm is very suitable for the network with the simple structure and small-scale Bayesian inference. Under the accuracy of approximate inference algorithm, the computation precision is decreased to simplify the complexity of computation. It is mainly used for the network with complex structure and larger Bayesian inference.
C. BAYESIAN NETWORK JOINT PROBABILITY REASONING ALGORITHM
Bayesian network joint probability reasoning algorithm is the joint tree engine reasoning method (also known as Clique Tree Propagation transformation algorithm) [13] . Bayesian Network Toolbox provides a variety of different reasoning engine algorithms, a joint tree engine reasoning method, elimination method, scoring search method and dependencybased learning methods. Joint tree engine reasoning is the basis of all precise reasoning engines, which offers accurate reasoning result, and high computation efficiency. The basic principle is to transform the Bayesian network directed graph into the corresponding joint tree. Then, the prediction reasoning operation of the Bayesian network is completed by the process of message passing on the joint tree, updating the numerical value and probability calculation. The main process of reasoning is described in the following 5 steps: 1) establish reasoning function; 2) add proof function; 3) add the input node evidence of the evidence function; 4) enter the node number or name of ''subject'' to be inferred; 5) run inference function, with the probability distribution under the influence of the parent node.
III. CLOUD SERVICE QoS PREDICTION APPROACH USING BAYESIAN NETWORK MODEL
This paper presents a novel QoS prediction approach for Cloud Services using Bayesian networks model, mainly consisting of the following four steps, as shown in Fig. 1 In this step, we not only consider two QoS attributes that are response time and availability, but also consider the correlation between each QoS attribute and software/hardware resource of the underlying Cloud layer (infrastructure layer and platform layer). Response time is defined as the time interval between a consumer sending a message and the corresponding response is received, in milliseconds. Availability is defined as the service is available or successfully responding to a user's request. It is described as a ''1'' when the service is a successful response and ''0'' otherwise. In the virtual machine implementation process, the approach mainly collects the hardware resources related to the underlying data in the infrastructure layer and platform layer, namely the number of processes, CPU usage, physical memory usage and other parameters. Cloud platform has many physical quality data (including the number of processes, the number of threads, CPU usage, the number of handles, physical memory usage, and physical memory size, etc.). In this paper, we only select data that is more general, useful and relatively easy to obtain. For example, the process can be a unit of measure of the allocation resources, while threads are a separate unit of operation and scheduling, which most likely do not consume any system resources. Consequently, processes are selected. The CPU usage represents the ratio of the running program and the CPU resource, indicating the specific condition of the machine at a certain time. The physical memory usage can measure the proportion of the physical resources used in the current situation to the total resources. The total size of the physical memory does not explain the current situation of the use of physical resources, while the use of physical memory size can explain the current use, but does not explain the total physical resources. Therefore, we select three representative underlying physical resource data, namely, the number of processes, the usage rate, and the physical memory usage.
B. DATA PRE-TREATMENT
Our approach predicts Cloud service QoS according to the correlation of QoS attribute and underlying software/hardware resource data. That is to say, the correlation between response time (availability) and software/hardware resources such as the number of processes, CPU usage, and VOLUME 6, 2018 the physical memory usage are found. After data is collected, the primary task is data pre-treatment. Firstly, invalid data is cleaned. Taking response time data as an example, shown in the box diagram for response time of Fig. 2 . There are five eigenvalues of maximum, minimum, median, the upper quartile and the next quartile that intuitively reflect the distribution of data. From Fig. 2 it can be seen that the response time is greater than 3000ms and the relative error is relatively large, and a threshold e 0 is set. If the relative error is greater than this threshold, the invalid data should be discarded.
• Response time (Rt): To make response time be effective, it should fluctuate within a reasonable variation range. As shown in Fig.2 , the values within the upper and lower edges of the box graph are validated. Those values located outside the chart box and those with a relative error less than or equal to the threshold of the response time belong to invalid response time. These invalid data should be discarded.
• Availability (Av): Availability is defined as the service is available or successfully response to users. If it is described as a True state, it is available. If it is described as a False state, it is unavailable.
• The number of processes (Pn): When the system is in stable state, the abnormal opportunity is very small. When the number of processes (Pn) varies within a reasonable range, it is described as a TRUE state that abnormal opportunities are relatively small. When the number of process reaches N 1 , the system delays its responses, halts or unusual opportunity starts to get large, it is described as a FALSE state that abnormal opportunities are relatively large.
• CPU usage (Cu): As shown in Fig.3 , the box graph shows CPU usage of current time unit and the next time unit. When the variation is within the upper and lower edges of the box chart, the system is stable and has a very small chance of abnormal behavior. It is described as a TRUE state when the chance of an exception is minimal. When a certain variation is above the upper edge of the value, CPU usage is easy to be abnormal and consequently the system appears unusual, which is described as a FALSE state.
• Physical memory usage (Pr): Physical memory usage data is processed as the same way to CPU usage data. As shown in Fig. 4 , when the amount of change between the current time unit and the next time unit in the box chart is near the lower edge of the data, the system is stable and has a very small chance of exception. It is described as a TRUE state. When a variation of physical memory usage is above the upper edge value, it is indicated that the physical memory usage has exceptions and the system appears unusual. It is described as a FALSE state. After data is transformed into a unified format, it is convenient to calculate the statistics. The data format after pretreatment is shown in Tab.1.
C. BAYESIAN NETWORK TRAINING
Bayesian network training has three steps: variable definition, structure learning, and parameter learning. As variable definition has been described earlier, this section mainly introduces structure learning and parameter learning. Structure learning builds a Bayesian network structure, and its goal is to find the best Bayesian network structure which can exactly match the sample data17. Parameter learning is used to study the probability distribution of each node under fixed network structure.
1) CONSTRUCT A BAYESIAN NETWORK STRUCTURE
There are two main categories of structural learning methods: the first category is the scoring method, which offers a feasible solution to the acyclic graph learning. Through the scoring function, the network structure with the best score can be found. The second category is based on the dependency relation, which generally uses information theory to find the most consistent network structure with dependencies between node variables. In this paper, we use mutual information theory to find the dependency relationship between QoS and hardware/software resource, and find the optimal Bayesian network structure through dependency relation.
Definition 1 (Entropy): Entropy [17] is the average amount of information contained in each message received, also known as information entropy.
Information entropy is a measure of the degree of uncertainty or the amount of information for an event [18] . In the information world, the higher the entropy value, the higher the average amount of information. The higher the degree of randomness, the higher the amount of transmission information, and the higher the degree of uncertainty of an event. It Indicates that the transmitted information is small [19] .
According to the rules of entropy chain:
We can conclude:
The difference is called mutual information of X and Y , recorded as I (X ; Y ). According to the definition, entropy can be obtained:
Therefore,
Consequently,
Mutual information is a useful information measure in information theory that describes the ability of a variable to determine the value of another variable and also measures the correlation between two event sets [20] . Mutual information can be seen as extracting the amount of information about another random variable from a random variable, which does not exceed the amount of information contained in another random variable itself. It can also show that a random variable is known as another random variable reduced uncertainty. The concept is defined as follows: Definition 2 (Mutual Information): Supposing the joint distribution of two random variables (x, y) is P(x, y), the marginal distribution is p(x) and p(y), the mutual information I (X ; Y ) is the relative entropy of the joint distribution P(x, y) and the product distribution p(x)p(y) [20] . That is
I (X ; Y |Z ) is the mutual information of X and Y in the case of known condition Z, where r, q, and s represent the number of states of X , Y , and Z, respectively; p(x i , y j , z k ) represents the probability of (X , Y , Z ) when the state is x i , y j , z k . The mutual information I (X ; Y ) and I (X ; Y |Z ) have the following properties:
(
iff x and y conditions are independent, I (X ; Y ) = 0. Similarly, iff z, x and y conditions are independent, I (X ; Y |Z ) = 0. In this paper, we study the correlation between each QoS attribute of Cloud service and the hardware/software resources. The first group to be studied includes the relation between response time and hardware/software resources, and the second group includes the relationship between availability and hardware/software resources. 10 data sets are randomly selected from pre-treatment data, and each has 1000 data. Structure learning is generally divided into five steps: (1) discretization of the values of the variable; (2) establishment of undirected graphs; (3) pruning undirected graphs; (4) establishment of directed graphs P * ; (5) using expert knowledge to correctly determine the Bayesian network structure. Specific steps are described as follows:
Step 1: The variables are discretized When the collected training data is complete, each of collected data sets only involves discrete values. Consequently, the pre-treatment data set satisfies the required condition.
Step 2: Establishment of undirected graphs As shown in Fig.5 , we first set a data set D with N variables w to construct the undirected graph P, which is expressed as
Supposing U is a complete set of variables, we can calculate the amount of mutual information of each pair of variables X i , Y j ∈ U , (X i = Y j ). Given a threshold e 1 , if I (X i , X j ) < e 1 , the edge X i − X j is connected. The value of e 1 is set to a very small positive number.
In the following tables, ''A'' represents the number of processes, ''B" represents CPU usage, ''C" represents physical memory usage, ''D" represents response time, and ''E" represents usability. Based on 10 data sets, the mutual information between the variables is shown in Tab.2 and Tab.3, respectively.
Here the parameter is set as 0.010, from Tab.2 we can obtain the undirected graph of response time and software/hardware resources shown in Fig.6 . From Tab.3 we can obtain the undirected graph of availability and software/hardware resources in Fig.7 .
Step 3: Pruning undirected graphs From the properties given above, when given a probability distribution p(x), the X and Y conditions can be determined by I (X ; Y |Z ) = 0 in the case of condition Z. If I (X ; Y |Z ) = 0, in case of condition Z , X and Y are conditional independent, so edges X i − Y j in P can be removed. Otherwise it can be concluded that X and Y are interdependent.
As there is no true probability distribution p(x) in the actual computational analysis, an empirical probability distribution p D (x) calculated by the sample data set D is used to approximate p(x). The I (X ; Y |Z ) value is evaluated using the approximation of I D (X ; Y |Z ) on p D (x). Consequently its value is always greater than zero. e 2 is the threshold which is a small positive number. If I (X ; Y |Z ) is less than e 2 , it is determined that Z , X and Y are conditionally independent. Otherwise it is determined that Z , X and Y are conditionally dependent. The main process is described in Fig.8 .
Based on the process shown in Fig.8 , we can make the appropriate pruning of the undirected graphs of Fig.6 and Fig.7 , by setting e 2 = 0.30 to obtain the undirected graph after pruning. The results are shown in Fig.9 and Fig.10 respectively.
Step 4: Establishment of directed graphs P * We use mutual information between the QoS attribute variable and hardware/software resource to determine the direction of the edge between the variables. Assuming that a threshold e 3 is given (e 3 is a small positive number), the process for constructing the directed graph P * is shown in Fig.11 :
, there is a directed edge X i → X j , and vice versa, there is a directed edge X j → X i .
Threshold parameter is set as e 3 = 0.020, and the analysis and calculation are shown in Tab. 4 and Tab. 5 respectively.
According to the table, it is found that there are X i → X j and X j → X i edges, indicating that there is a dependency between nodes X i and X j in Bayesian network. At this point, this training data set has a variety of Bayesian network structures.
Step 5: Using expert knowledge to correctly determine Bayesian network structure During the process of establishing the network model, we often use an expert knowledge database to correctly determine a network model of high efficiency and accuracy. In order to evaluate the possible network structure, we choose one of the most suitable and optimal Bayesian network structures as the target network structure.
The pseudo-codes of Bayesian network structure learning algorithm are shown in Algorithm 1: 
END FOR // Step3: Do not delete the undirected graph P 8.
FOR
IF I (Xi, Xj|Z ) < e2 11.
END IF 13.
END FOR 14.
END FOR // Step4: Build directed graph P * 15.
END IF 25.
END FOR 26. END Finally, through expert knowledge, the correct choice of a most suitable Bayesian network structure is determined.
The time complexity of Algorithm 1 is O(N 2 ). As shown in Fig. 9 and Fig. 10 , the undirected graph is transformed into a directed graph. After expert knowledge is added, the final Bayesian network structure is shown in Fig.12 and Fig.13 respectively.
In the following, we will show how to conduct parameters learning based on the constructed Bayesian network structure.
2) PARAMETER LEARNING
Genernally, parameter learning is a key step and a difficult part of Bayesian network model training. It aims to construct a directed acyclic graph and calculate the distribution parameters of all the nodes in the graph. That is to say, every node has a conditional probability table (CPT). Because the collected data involve discrete values, a statistical approach is usually used to get the conditional probability distribution of each node. The conditional probability is defined as follows:
Probabilities of event A and event B occurring simultaneously is equal to the probability that when B occurred multiplied by the probability of A under the condition of the probability that A occurred. From the conditional probability formula, we can deduce the famous Bayesian formula:
The Bayesian network is a directed acyclic graph whose node represents a random variable, and the directed edge represents the conditional dependency between variables. The information in the node corresponds to the conditional probability distribution of its parent node. The probability distribution table shows the strength of the dependencies between the variables, which makes full use of the organic combination of prior information and sample knowledge. Taking the 5000 sample data as an example, the probability distribution table corresponding to each node of the Bayesian network between the response time and hardware/software resources is calculated in tables 6, 7, and 8, respectively (with T = TRUE; F = FALSE). Then using the probability distribution table of each node in MATLAB, we can construct the final Bayesian network. Bayesian network prediction reasoning is carried out by fully utilize domain knowledge and sample data information. Anyone engaged in the actual modelling tasks knows that priori information or the importance of domain knowledge in the process of modelling, especially in the cases of sparse sample data or difficult to obtain data; some business expert system completely depends on domain expert knowledge to build a well exemplification. Bayesian networks express dependency relationship between variables, using probability distribution table to display the strength of the dependencies.
D. CLOUD SERVICE QoS PREDICTION
Using the joint tree inference engine mechanism provided in Bayesian network toolbox in MATLAB, the Bayesian network can be easily transformed into a joint tree. Then the predictive reasoning operation of the Bayesian network is completed by the process of message passing on the joint tree, and the numerical value and probability calculation are updated.
In this paper, the joint tree probability reasoning algorithm is used to predict Cloud service QoS, which is one of the most used common inference algorithms for the Bayesian networks. It also uses a Java tool called Bayesian formula to calculate the conditional probability:
where, b represents one node in the Bayesian network; a represent the parent node, and the probability of b is calculated under the condition of the probability of a. After the same study, the probability distribution table of each node can be obtained. The probability distribution table of each node in the MATLAB is then viewed as input to construct the final Bayesian network. Bayesian network joint probability distribution of each variable is equal to the product of his parent node which is viewed as the conditional probability of each node [7] . The node joint probability distribution of X is calculatedas:
where I represents the set of all nodes in the graph, and let X equal i ∈ I , which is the random variable represented by one node in the directed acyclic graph, and pa(i) represents the reason of node i. Then, evidence can be propagated from parent to children as well as from children to parent, making the approach very effective for both prediction and diagnosis. Then we establish the Bayesian network structure in MAT-LAB, the conditional probability distribution of each node is entered, and engine = jtree_inf _engine (bnet) is used to transform the directed graph into a joint tree. Next we use the joint tree engine reasoning in Bayesian network to predict and reason. Finally, the probability information of the node under the influence of the parent node is obtained.
IV. EXPERIMENTAL RESULTS
In this section, we conduct a set of experiments to validate our proposed approach. The prediction results are compared with state-of-the-art approaches such as time series forecasting model, BP neural network prediction and arithmetic average forecasting model. Then, four evaluation indexes are used to analyse and compare the accuracy of various prediction models.
A. EXPERIMENTAL SETUP 1) EXPERIMENTAL HARDWARE AND SOFTWARE ENVIRONMENT
The Cloud platform used in this paper is under Linux system. Hadoop can deploy and build fully distributed computer cluster. Here we only set up a small scale cluster which is composed of three machines. Hadoop cluster has the following characters: Master, Slave1 and Slave2. Circumstance parameter requirements have processors, memory, hard disks and so on. The running environment for the operating system is Ubuntu14.04 64, JDK version: oracle-jdk1.7, Hadoop version: 2.4.0, and communication environment: openssh. The host file is modified and the IP address of the three clusters nodes alias is set. After the environment variables are configured, Cloud Computing platform is ready. Bayesian network prediction reasoning algorithm is achieved using the programming language used for MALAB, version MALAB R2012a. VOLUME 6, 2018 2) EXPERIMENTAL DATA SETTINGS Although there are many publicly available data sets of QoS, to the best of our knowledge, the data sets that contain layer Cloud services and the corresponding hardware/software resources in the Cloud Computing environment cannot be found. In order to validate our approach, we built the Hadoop Cloud platform, collected the relevant data for experimentation, and expanded the data set on the GitHub platform. 1 We use real data sets to collect and organize 22,000 data sets. After pre-treating these data sets, we randomly extract 10 data from 10 groups of 10 data. According to the experimental requirements, 10 sets of data were experimented separately to reflect as much as possible the actual application of QoS data in real-life situation.
3) EXPERIMENTAL EVALUATION INDICATORS
There are a number of experimental evaluation indicators used to evaluate the prediction accuracy and accuracy of the model. In order to compare the accuracy of several prediction approaches in an intuitive and comprehensive way, four kinds of error evaluation indexes are used to evaluate the accuracy of the prediction model. The four kinds of error evaluation indexes are mean relative error, mean absolute error, mean square error and square root error. (14) where N is the total number in the forecast period, y i is the ith actual value, and y i is the corresponding ith prediction result value. MRE is the average of the relative errors. The size of MRE reflects the extent to which the predicted result is deviated from the actual value. 2) Mean Absolute Error, MAE:
1) Mean Relative Error, MRE:
The magnitude of the mean absolute error MAE and the mean relative error both measure the magnitude of the predicted value from the actual value. 3) Square Sum Error, SSE:
Where N is the total number in the forecast period, y i is the i-th actual value, and y i is the corresponding ith predicted result value. The SSE value indicates the size of the overall absolute error. The smaller the SSE; the smaller the error; and the higher the accuracy of the predicted value. 4) Root Mean Squared Error, RMSE:
The root mean square error (RMSE) not only indicates the magnitude of the absolute error, but also indicates the stability of the prediction results and can better measure the accuracy of the prediction results. Obviously, the smaller value of the four error evaluation indicators, the more accurate the prediction model.
4) COMPARATIVE APPROACHES
The proposed approach (called Bayesian Network Forecasting Model (BNM)) is compared with other traditional QoS prediction approaches:
( 
B. EXPERIMENTAL RESULTS AND ANALYSIS 1) COMPARISON OF EXPERIMENTAL RESULTS
The prediction results of response time are shown in figures 14-16. The horizontal axis in the figure represents the number of groups. On the contrary, the vertical axis represents various group prediction probability values and the real probability values. As is shown in Fig.14 , we use BNM approach to obtain the probability value of the real result of the single attribute of Cloud service QoS and the comparison result of the predicted result of Cloud service QoS arithmetic mean (AVG) forecasting method. We can see from the figure that the BNM approach is closer to the real probability value than AVG. AVG can only calculate the average value of the next forecast value, and estimate the trend of the forecast results, but does not take into account the recent trend of data changes, and cannot accurately predict the next value. Fig.15 shows the comparisons of response time prediction results by BNM and ARIMA. It can be seen from the figure that the BNM approach is closer to the true probability value than the result of time series prediction model (ARIMA). ARIMA predicts the next value with higher accuracy rate, that is, the forecast for short-term trends. However, as predicted time increases, the predicted value and the real value gradually diverge, and the error becomes larger and larger. Consequently, the accuracy rate is getting worse. Fig.16 shows the comparisons of response time prediction results by BNM and BP. From the figure, we can see that the BNM approach is also closer to the true probability value than BP model. BP neural network prediction has a strong self-learning ability, but the choice of learning rate is very difficult. Moreover, the BP neural network requires more iteration, suffers from the problem of slow convergence, and the prediction result is unstable and fluctuates. Figures 17-19 show the probability comparison results of availability in a similar way for the prediction of the response time. From the graphs, we can see that the BNM is closer to the real probability than the predicted results of AVG, ARIMA and BP prediction model. Fig.17 shows comparisons of availability prediction results by BNM and AVG. AVG approach can only estimate the trend, but cannot accurately predict. When the trend of the first group to the fourth group is not obvious, the result of AVG approach becomes more accurate. When the trend of group 4 to the 8th group is obvious, AVG approach is not accurate. BMN approach can make an accurate prediction, is much closer to the real value and can fully utilize prior knowledge and expert knowledge.
As is shown in Fig.18 , BNM prediction approach is also closer to the true probability value. ARIMA predicts the value of the future time period, and the accuracy rate is reduced. BNM can effectively express and fuse the correlation of information so that the prediction result of BNM is more accurate and the error is smaller.
As shown in Fig.19 , the predicted results of BP neural network are quite different from the real probability values. In the prediction results of group 1 to group 7, BNM basically coincides with the real probability values. This is because BNM is a probabilistic reasoning model that can visualize multiple pieces of knowledge, and appropriately express the dependencies and conditional relations between nodes of the network. BP neural network learning and memory is unstable. It will not remember the weight and threshold of previous training. Consequently, the predicted results are also unstable, giving very accurate prediction occasionally, resulting in larger error between the final prediction results and the true value. Fig.20 gives the comparison results of the four prediction approaches for integrated QoS value. The integrated QoS values reflect the average forecast level of the four prediction approaches. It is defined by the weight of response time and availability, among which the comprehensive QoS value P can be calculated by P = 1/2 * P 1 + 1/2 * P 2 , where, P 1 is the probability value of response time, and correspondingly P 2 is the probability value of availability.
From Fig.20 we can see that there are three curves in group 1 to group 7, which are close to each other, namely BNM, ARIMA and integrated QoS probability value, but the BNM is closest to the true value. AVG and BP prediction results are not close to the true integrated QoS probability values.
2) EVALUATION OF EXPERIMENTAL RESULT
In order to further validate our approach, the probability values of the predicted results are evaluated using the four error indices MRE, MAE, SSE, RMSE, as shown in Tables 9-11. As shown in Tab.8, the four error indicators are calculated for the response time, it is found that the four error indexes of BNM are the smallest and the accuracy is the highest. Although ARIMA, AVG, and BP can predict the next time value, the prediction accuracy is not very high, while BNM can predict the value of the next time.
As shown in Tab. 10, the four error indicators of BNM are the smallest for the forecast of availability. Moreover, the RMSE of BNM is much smaller than those of the other three prediction approaches, which shows that the probability value of BNM has good stability.
As shown in Tab.11, the error prediction of BNM is the smallest based on the four error indicators calculated for the prediction results of integrated QoS value. ARIMA and BP neural network are next, followed by AVG. The integrated QoS value reflects the comprehensive effect of response time and availability. The results show that BNM can predict probability value accurately.
Boxplot can be used to represent the relative error, absolute error and relative error distribution, and the absolute error distribution of the prediction. eigenvalues with minimum, maximum, median, upper quartile and lower quartile, which together reflect the central position of the predicted data distribution and the extent of the spread. Fig.21 depicts the relative error distributions of the respective models to response time prediction, where the median of the BNM is the smallest, and the upper quartile and the lower quartile of the other three prediction approaches are similar. Fig.22 depicts the relative error distribution for the availability prediction, where the median of BNM is also smallest, and the median of AVG is the largest. The upper quartile of the BNM is smaller than the position of the next quartile of the other approaches. Fig.23 depicts the relative error distribution for the integrated QoS value prediction, where BNM prediction error interval is relatively concentrated and the median is the smallest.
As can be seen from the relative error boxplot, the relative error distribution of BNM prediction results is consistent with the average relative error of the smallest optimal model. Fig. 24-26 show the absolute error box charts of the 10 sets of data, where the horizontal axis represents the four QoS prediction approaches, and the vertical axis indicates the absolute error. Fig.24 depicts the absolute error distribution of the response time prediction results for each model, where the median of the BNM is not only minimized but also the position of the error interval and the upper quartile, are similar to the other approaches. Fig.25 describes the absolute error distribution of the availability prediction results. The overall VOLUME 6, 2018 error interval is relatively narrow, indicating that the absolute error distribution is concentrated. AVG has the largest absolute error interval. Fig.26 describes the absolute error distribution of the integrated QoS values. Obviously, the error interval of the BNM is most concentrated and its median is the smallest.
Based on the experimental analysis described above, it is shown that BNM is superior to other widely used approaches such as AVG, BP, and ARIMA. The AVG has the worst prediction result, and only the average value of the next predicted value can be roughly estimated, and the next value cannot be accurately predicted. Because this prediction approach is simple, only when the forecast object changes when the value of change is small and there is no obvious trend of change, we can use this approach for the short-term forecast. However, when the change value of the predicted object becomes larger and there is a significant trend of change, this prediction approach tends to have a large error and is no longer suitable for use. BP has strong adaptability and ability to solve nonlinear function problems, but it is also flawed. The convergence speed of the algorithm is very slow, the number of iterations is large and the global optimal solution cannot be obtained. In addition, the prediction results are not stable, as the predicted value of the interval is sometimes large. ARIMA performs well in short-term prediction but is not suitable for long-period prediction. BNM uses a wide range, expressed Cloud service QoS and Cloud computing architecture software/hardware resources. The probability value of Cloud service QoS is predicted, and the prediction accuracy is high, but it cannot predict the specific value, and it is difficult to find the appropriate probability model. By analysing the relative error box diagrams and absolute error box diagrams, it is shown that the accuracy of BNM is high, and the prediction results of BNM is stable, due to the fact that the dependence or causality of the directional variables of the Bayesian network, and the relationship strength is expressed by the conditional probability.
V. RELATED WORK
Recently, researchers have proposed a variety of QoS prediction approaches. In this -section, we will review existing QoS prediction approach for Cloud services and other approaches which make use of Bayesian Network as the underlying model for QoS prediction.
As Cloud Computing becomes an important computing paradigm, many scholars have focused on Cloud service QoS prediction, to help end users to choose the most suitable service at hand. In order to address the QoS prediction problem of Cloud service, Zheng et al. [10] propose a novel approach based on past experience of service consumers. Furthermore, they make use of the Cloud service QoS ranking framework and service preference aggregation algorithm to generate the service rank and then select the optimized one from those Cloud services which can satisfy functionalproperties. However, one limitation of the work is that it is independent of different QoS properties for ranking, and the other limitation is that it does not consider the underlying software or hardware resources, which may have influences on QoS prediction. In another work, Tang et al. [22] propose a new Cloud service QoS prediction approach which combines location data smoothing approach and collaborative filtering theory. This approach uses a special approach to explore the interaction relationships between users of the historical information of QoS and the corresponding services, and then location data smoothing is combined with collaborative filtering approach to predict Cloud services QoS. Although the approach can solve the problem of data sparsity between the users and network environment, and also improves prediction accuracy, the accuracy of the approach is limited due to the density of different users' historical data. In another work, L Qu et al. [23] also propose a novel service selection approach for Cloud service to aggregate both subjective and objective assessments through a fuzzy additive weighting system. However, this approach still lacks full consideration of all safety factors. Tao et al. [11] propose a novel trustworthy management approach for Cloud services QoS in order to ensure data credibility. The approach has three steps. Firstly, service providers will publish all the QoS data sets, and all the execution of QoS data are monitored by a device. Secondly, all the collected QoS is gathered and stored in a Cloud database and then a trustworthy QoS data computing model is set up to evaluate the corresponding data. Finally, the trustworthy computing approach can amend distorted QoS data in an efficient way and also remove the bad influence of all malicious attacks. Guofeng [7] propose an approach to measure QoS of Web services based on bayesian networks. The Bayesian network is used to measure each QoS value of the Web services. From the experimental results, it is shown that this approach can measure QoS of Web services in a very effective way. Wu et al. [15] propose another approach, called Bayesian network based QoS assessment model. The approach can learn online and update Bayesian network dynamically. The model can also correctly predict the provider's capability which can combine different QoS requirements. The experimental results show that the model is very effective. Gao and Wu [5] propose a novel Web service relevancy ranking algorithm based on different QoS parameters. The approach can find an automatic and objective way to recommend a suitable Web service for users. The ranking process can reduce correlation degree and also extract special user preference. Then, attributes weight is adjusted automatically through neural network. Consequently, the accuracy of the Web service ranking algorithm is improved. However, in general, all these approaches only consider traditional environments and do not consider the QoS prediction, measurement or other assessment in Cloud Computing environments.
In summary, all the approaches mentioned above do not fully take into account the influence and relevance of QoS attributes and hardware/software resources of the underlying Cloud Computing architecture. We believe this is the main novelty and contribution to our approach.
VI. CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK
This paper considers that hardware/software resource data in Cloud Computing environments will have a certain influence on Cloud service QoS, but existing Cloud service QoS prediction approaches have not taken this into account. Therefore, a novel QoS prediction approach based on Bayesian network model called BNM is proposed. Firstly, the data in real Cloud Computing environments is collected, and the correlation between the hardware/software resource data and QoS attributes of the Cloud service is obtained by using mutual information theory. Secondly, the Bayesian network model is constructed and then used to predict Cloud service QoS. Finally, a set of dedicated experiments is performed to validate that our approach can accurately predict the QoS of Cloud service and the accuracy rate is better than state-of-theart approaches.
The research of Cloud service QoS prediction is an important research topic. There are still some open problems need to be further studied.
• During data pre-treatment, the rule of data processing should be refined, so that the conditional probability of training Bayesian network is more accurate, which can effectively improve the prediction accuracy of Cloud service QoS.
• We can consider more underlying hardware resource data and the relevance of other Cloud service QoS attributes; also we can increase the number of QoS attributes combined with software/hardware resources to predict Cloud QoS, although the complexity will increase clearly.
• This paper considers the correlation between the QoS attribute and the hardware/resource data of the underlying layer (infrastructure layer and platform layer). The factors that affect the change in QoS attributes are the subtle effects of various dynamic changes in the environment, such as load time, virtue machines and load balance. We also plan to study the correlation among them and construct a new model to predict Cloud QoS values. 
