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The first aim of this paper is to derive under minimal hypotheses Ehrenfest’s theorem concerning the time
evolution of the Wick symbol for a quantum observable (i.e, its average taken on coherent states). This
theorem (see [CTDL]) says that the Wick symbol follows the classical mechanics equations as the semiclassical
parameter h goes to 0. This result shall be precisely stated in section 1 and proved in section 6 for observables
that are not pseudo-differential operators and consequently in the case where this theorem cannot be deduced
from Egorov’s theorem. One may see [R2], [CF], [CR1], [CR2], [S], [U1], [U2] for references concerning
coherent states and some of their applications and Ammari-Nier [AN1][AN2] in the case of the infinite
dimension.
Following our preceding work [AKN], the second purpose here is to study the time evolution of the Wick
symbol of a trace class operator solution to the time dependent Hartree Fock equation (TDHF). The work
in [AKN] is devoted to the Weyl symbol of such of an operator ρh(t) under the hypothesis that the initial
operator ρh(0) is a pseudo-differential trace class operator belonging to the the class of operators studied by
C. Rondeaux [R] (actually, the class of operators in [R] is independent on h and the parameter h is inserted
here in order to consider semi-classical operators). Under weaker hypotheses than those assumed in [AKN]
we shall study here the Wick symbol of such a solution, instead of its Weyl symbol. A solution to (TDHF) is
a trace class operator and its Wick symbol is a function belonging to L1(IR2n). We shall prove that the time
evolution of the Wick symbol for a solution to the (TDHF) equation ”tends to the time evolution associated
to the Vlasov equation” as the limit h goes to 0. This limit shall be understood in the L1(IR2n) sense. The
precise statement of this result is written in section 2 (see theorem 2.1) and its proof is given in section 7.
One of the tools used in order to established both of these two results is the approximation of a bounded
operator in L2(IRn), (resp. of a trace class operator), verifying rather weak hypotheses, by pseudo-differential
operators lying in the class of Calderon-Vaillancourt [CV] (resp. in the class of C. Rondeaux [R]). This process
is similar to a convolution where translations are now replaced by an action in the Heisenberg group. The
details are found in section 5.
In order to motivate the introduction of the Wick symbol it is given in section 3 an explicit example of a
trace class operator having a Weyl symbol which is not in L1(IR2n). On the contrary, the Wick symbol of
a trace class operator is always in L1(IR2n) (this point is proved by C. Rondeaux [R]) together with all of
its derivatives (this fact is derived in section 4). Moreover, an asymptotic expansion of the Wick symbol
for the product of two operators when one of them is a semi-classical pseudo-differential operator and when
the other one is any trace class operator is written in section 8. The bound for the remaining term of this
asymptotic expansion is effectuated in the L1(IR2n) norm. Note that an analysis for the commutator of an
operator defined by the Weyl calculus with another operator defined with the anti-Wick formalism is found
in R. Schubert [S] (theorem 4.1.12). The results in section 8 below can be formally seen as the dual in some
sense of those in R. Schubert. One may also see lemma 2.4.6 of N.Lerner [L1]. In section 9 it is obtained
an equation being approximatively satisfied by the Wick symbol of a solution to (TDHF) with an arbitrary
small error term (see [DLERS] for the idea of such an equation). Finally in section 10, it is observed that the
1
convergence’s result established in corollary 2.2 is not uniform on IR even if the two potentials are entirely
vanishing.
1. Statement of the result : the case of bounded operators and Ehrenfest’s theorem.
In this section the time evolution of the system is associated to the following Hamiltonian (which depend on
h > 0)
(1.1) Ĥh = −h2∆+ V
where V is a C∞ real-valued function on IRn which is bounded together with all of its derivatives. We
also denote by Ĥh the unique self-adjoint extension of this operator. Let (Ah)h>0 be a family of bounded
self-adjoint operators in L2(IRn). The operator Ah(t) corresponding to the evolution of the operator A at
the time t is
(1.2) Ah(t) = e
i t
h
ĤhAhe
−i t
h
Ĥh .
According to the standard statements of Ehrenfest’s theorem (see [CTDL]) the average of Ah(t) taken on
coherent states is supposed to approximatively follow the classical mechanics’s laws as h tends to 0 .
The coherent state centered at the point X = (x, ξ) in IR2n is the following function, depending on h > 0
(1.3) ΨX,h(u) = (pih)
−n/4e−
|u−x|2
2h e
i
h
u.ξ− i
2h
x.ξ X = (x, ξ) ∈ IR2n.
The average taken on ΨXh of a bounded operator A in H = L2(IRn) is
(1.4) σwickh (A)(X) =< AΨXh,ΨXh > .
The function σwickh (A) is called the Wick symbol of A. When A is a bounded operator we shall notice
(see proposition 4.1) that the function σwickh (A) is C
∞ on IR2n and we shall give precise estimations on its
derivatives in terms of the parameter h and of the norm of A. Let us now specify in which sense does this
function follows the classical mechanics equations under the limit h tends to 0.
Let ϕt(x, ξ) = (qt(x, ξ), pt(x, ξ)) denotes the Hamiltonian flow of the function H(x, ξ) = |ξ|2 + V (x) starting
at (x, ξ), i.e., the solution to,
(1.5) q′t(x, ξ) = 2q(t, x, ξ) p
′
t(x, ξ) = −∇V (q(t, x, ξ))
such that q0(x, ξ) = x, p0(x, ξ) = ξ. One can say that a function f(x, ξ, t) ”follows the classical mechanics
laws” when f(X, t) = f(ϕt(X), 0) for all X ∈ IR2n and all t ∈ IR.
If the initial data Ah is not assumed to be a semiclassical pseudo-differential operator (see D. Robert [R1]),
then the function σwickh (Ah(t)) may not have a limit as h→ 0. Nevertheless, we shall precisely state in which
sense this function ”follows the classical mechanics’s equations under the limit h tends to 0”. Our goal is to
prove under rather weak hypotheses and for all time t ∈ IR that,
(1.6) lim
h→0
∣∣∣σwickh (Ah(t))(X)− σwickh (Ah(0))(ϕt(X))∣∣∣ = 0
In particular, this is not σwickh (Ah(t))(X) that has a limit when h→ 0 but the difference between this function
and another one which follows the classical mechanics laws and takes the same value as σwickh (Ah(t))(X) at
time 0.
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Let us now precisely state the hypotheses implying the validity of the limit (1.6). We shall denote by
Wmp(IR2n) the space of functions in Lp(IR2n) having all of its derivatives up to order m in Lp(IR2n) (1 ≤
p ≤ +∞, 0 ≤ m ≤ +∞).
First, let us recall how the Egorov theorem is classically applied the case of operators Ah which are semiclas-
sical pseudodifferential operators. In this case, Ah is associated, through the Weyl calculus, to a function
Fh in W
∞∞(IR2n), which is bounded in W∞∞(IR2n) independently of h ∈ (0, 1]. Namely, for all f ∈ H,
(1.7) (Ahf)(x) = (2pih)
−n
∫
IR2n
Fh(
x+ y
2
, ξ)e
i
h
(x−y).ξf(y)dydξ
According to Calderon-Vaillancourt [CV], Ah is bounded in H. We agree to express (1.7) under the two
following expressions
(1.8) Ah = Op
weyl
h (Fh) Fh = σ
weyl
h (Ah)
(The Weyl symbol of an arbitrary bounded operator being a priori in H is a tempered distribution on IR2n.)
If Fh is either independent of h or admitting an asymptotic expansion in the powers of h as h tends to 0,
Egorov’s theorem shows that:
(1.9) lim
h→0
(
σ
weyl
h (Ah(t))(X)− σweylh (Ah(0))(ϕt(X))
)
= 0
In that case, the limit (1.6) then follows. Indeed,
(1.10) σwickh (Ah(t)) = e
h
4
∆σ
weyl
h (Ah(t))
(Even if this result is standard, we shall nevertheless give a proof in proposition 4.4.) Besides, Egorov’s
theorem also shows that, if Ah is written as in (1.7) with Fh in W
∞∞(IR2n) and uniformly bounded in
h ∈ (0, 1] then σweylh (A(t)) is also a function in W∞∞(IR2n), bounded uniformly on h ∈ (0, 1]. As a
consequence,
(1.11) lim
h→0
(
σwickh (Ah(t))(X)− σweylh (Ah(t))(X)
)
= 0
for all t ∈ IR. In this case, the limit (1.6) then follows from (1.9) and (1.11).
The assumption A = Opweylh (F ) with F in W
∞∞(IR2n) is rather strong and may be expressed in terms of
commutators in a standard way. Let Pj(h) and Qj(h) be the momemtum and the position operators,
(1.12) Pj(h) =
h
i
∂
∂xj
Qj(h) = xj
According to Beals characterization result [B], the fact that Ah may be written as Ah = Op
weyl
h (F ) with F
in W∞∞(IR2n) is equivalent to the fact that the commutators (ad P (h))α(ad Q(h))βA are bounded (for all
multi-indexes α, β). Saying that F (which may depend on h) stays bounded in W∞∞(IR2n) is equivalent to
the fact,
h−(|α|+|β|)‖(ad P (h))α(ad Q(h))βA‖L(H) ≤Mαβ
with Mαβ independent on h.
We are first concerned with the proof of the limit (1.6), which may possibly be viewed as a form of Ehrenfest’s
theorem, but under much weaker hypotheses than in the case where Ah is a semiclassical operator. Namely,
only single commutators (instead of iterated commutators) of the operator Ah with the operators Pj(h) and
3
Qj(h) defined in (1.12) are assumed to be bounded operators. Our estimates shall involve the following
expression,
(1.13) I∞h (A) =
1
h
n∑
j=1
‖[Pj(h), A]‖L(H) + ‖[Qj(h), A]‖L(H)
The theorem below provides the inequality on which rely the proof of Ehrenfest’s theorem with weakened
hypotheses.
Theorem 1.1 For all operators A in L(H) such that the commutators [Pj(h), A] and [Qj(h), A] are bounded
operators in H (1 ≤ j ≤ n), the operator Ah(t) defined in (1.2) and the Hamiltonian flow ϕt defined in (1.5)
satisfy
(1.14)
∥∥∥σwickh (Ah(t))− (σwickh (A)) ◦ ϕt∥∥∥
L∞(IR2n)
≤ C(t)
√
hI∞h (A)
where t 7→ C(t) is a function defined on IR, bounded over any compact set, depending only on n and on V
and where I∞h (A) is defined in (1.13).
In order that (1.6) can be viewed as Ehrenfest’s theorem it suffices to replace A by a family of operators
Ah such that the right hand-side of (1.13) tends to 0 as h goes to 0. This assumption is satisfied when
Ah = Op
weyl
h (Fh) with Fh in W
∞∞(IR2n) and uniformly bounded in h ∈ (0, 1].
2. Statement of the result: the case of trace class operators and the time dependent Hartree
Fock equation.
Before introducing the time dependent Hartree Fock equation (TDHF) let us first specify the space to which
the solution belongs. We shall denote by L1(H) the space of all trace class operators on H = L2(IRn). We
shall denote by D the subspace of operators A in L1(H) such that the commutator [∆, A] is also in L1(H)
where ∆ is the Laplacian.
We consider two real-valued functions V and W in W∞∞(IRn). For all h > 0 we shall say that a function
t→ ρh(t) being C1 from IR into L1(H) is a classical solution to the time dependent Hartree Fock (according
to the terminology of Bove da Prato Fano [BdF1,BdF2]) when this mapping is also continuous on IR into D
and if,
(2.1) ih
∂
∂t
ρh(t) = −h2[∆, ρh(t)] + [Vq(ρh(t)), ρh(t)]
where Vq(ρh(t)) denotes the multiplication operator by the function:
(2.2) Vq(x, ρh(t)) = V (x) + Tr(Wxρh(t))
where Wx is the multiplication operator by the function y →W (x− y).
We consider a family (ρh(t))h>0 of classical solutions to (TDHF). We suppose that the operator ρh(0) is
trace class, self-adjoint ≥ 0 with a trace equal to 1. We set:
(2.3) uh(X, t) = (2pih)
−nσwickh (ρh(t))(X)
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As we shall see in section 4 this function lies in W∞1(IR2n), it is ≥ 0 and
(2.4)
∫
IR2n
uh(X, t)dX = 1
We denote by vh(X, t) the solution to the Vlasov equation,
(2.5)
∂vh
∂t
+ 2
n∑
j=1
ξj
∂vh
∂xj
−
n∑
j=1
∂Vcl(x, vh(., t))
∂xj
∂vh
∂ξj
= 0
such that
(2.6) vh(X, 0) = uh(X, 0)
We have set,
(2.7) Vcl(x, vh(., t)) = V (x) +
∫
IR2n
W (x− y)vh(y, η, t)dydη
The function vh(., t) is itself in L
1(IR2n), it is ≥ 0 and its integral equals to 1.
The counterpart of Ehrenfest’s theorem for a family of solutions to (TDHF) consists into saying that the
function uh(., t) defined in (2.3) satisfies Vlasov equation ”under the limit h tends to 0”. This point of view
may specified in different ways. In this section our aim is to compare as in theorem 1.1 the functions uh(., t)
and vh(., t) and to show that, under suitable assumptions on ρh(0), their difference in norm tends to 0. Since
we are concerned with trace class operators it makes sense that the norm involved in the estimation of the
difference uh(., t)− vh(., t) is the L1(IR2n) norm. A first answer to this issue is given in our preceding article
(preprint) [AKN] where we assume that the operator ρh(0) is a pseudo-differential operator belonging to
a class of operators introduced by C. Rondeaux [R] (the only modification here being the insertion of the
parameter h). The article [AKN] also gives an asymptotic expansion at any order of uh(., t) − vh(., t). We
consider here this problem with a weaker hypothesis than the one in [AKN]. We are only assuming that all
the commutators [Pj(h), ρh(0)] and [Qj(h), ρh(0)] are trace class operators. All these estimates shall use the
expression,
(2.8) Itrh (ρh(0)) =
1
h
n∑
j=1
‖[Pj(h), ρh(0)]‖L1(H) + ‖[Qj(h), ρh(0)]‖L1(H)
Theorem 2.1. Let (ρh(t))h>0 be a family of classical solutions to (TDHF) with real-valued potentials V and
W in W∞∞(IR2n). We suppose that the operator ρh(0) is trace class, self-adjoint ≥ 0, with a trace equal
to 1. We assume that all the commutators [Pj(h), ρh(0)] and [Qj(h), ρh(0)] are trace class operators. Then,
there exists a function t 7→ C(t), bounded on any compact set of IR such that, for all h ∈ (0, 1] and for all
t ∈ IR,
(2.9) ‖uh(., t)− vh(., t)‖L1(IR2n) ≤ C(t)
√
hItrh (ρh(0))e
C(t)Itrh (ρh(0))
Corollary 2.2. Under the assumptions of theorem 2.1, if Itrh (ρh(0)) remains bounded when h tends to 0,
then we have,
(2.10) lim
h→0
‖uh(., t)− vh(., t)‖L1(IR2n) = 0
for all t ∈ IR.
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If ρh(0) is a pseudo-differential operator written as ρh(0) = (2pih)
nOp
weyl
h (Fh) with Fh in W
∞1(IR2n) and
uniformly bounded in h then the assumption in corollary 2.2 is always satisfied according to the analogous
result of the Beals’s characterization given in [R] (see [AKN] for dependence on the parameter h).
Theorem 2.1 shall be proved in section 7. An other way to give an insight into Ehrenfest’s theorem consists
into proving that the function uh(X, t) satisfies an equation that formally shrink to the Vlasov equation
when h tends to 0. It is this point of view that we shall develop in section 9.
3. A counter-example.
By making explicit an idea of C. Rondeaux [R] we shall give an example of a trace class operator having a
Weyl symbol not being in L1(IR2n). Let us mention before some properties for the Weyl symbol of a trace
class operator that lead us to the choice of the counter-example.
Proposition 3.1. If A is trace class, then its Weyl symbol is a continuous function on IR2n going to 0 at
infinity and also belonging in L2(IR2n). If this function is also ≥ 0 then it is necessarily in L1(IR2n).
Proof. If A is trace class then it is also Hilbert-Schmidt and it is well-known that its Weyl symbol belongs
to L2(IR2n) (cf D. Robert [R1]). This symbol is bounded since when A is trace class we have,
(3.1) σweylh (A)(X) = 2
nTr(A ◦ ΣXh) X ∈ IR2n
The fact that it is continuous and that it is going to 0 at infinity is easily verified using (3.1) for an operator
written as u→ A(u) =< u,ϕ > ψ, where ϕ and ψ are in S(IRn). One then concludes this point by density,
first for any finite rank A, then for any trace class operator since the set of finite rank operators is dense in
L1(H). For all functions F in W∞1(IR2n) and G in W∞∞(IR2n) it is well-known (cf D. Robert [R1]) that,
(3.2) Tr(Opweylh (F ) ◦Opweylh (G)) = (2pih)−n
∫
IR2n
F (X) G(X) dX
Let A be a trace class operator and G be a C∞ function on IR2n with compact support. From theorem
5.2 there exists a sequence of functions (Fj) in W
∞1(IR2n) such that the sequence of operators Opweylh (Fj)
converges to A in L1(H), implying from (3.1) that Fj converges uniformly to σweylh (A). It is then deduced
that,
(3.3) Tr(A ◦Opweylh (G)) = (2pih)−n
∫
IR2n
σ
weyl
h (A)(X) G(X) dX
We replace G by an increasing sequence GN of C
∞ functions on IR2n with compact support and converging
pointwise to 1 when N goes to +∞, the functions |∂αx ∂βξGN | being all uniformly bounded on N . When
σ
weyl
h (A) ≥ 0 we deduce from (3.3) that,
0 ≤ (2pih)−n
∫
IR2n
σ
weyl
h (A)(X) GN (X) dX ≤ ‖A‖L1(H) ‖Opweylh (GN )‖L(H)
According to Calderon-Vaillancourt the right hand-side remains bounded as N tends +∞. If the function
σ
weyl
h (A) is ≥ 0 then it is therefore in L1(IR2n).
Proposition 3.1 and the results of C. Rondeaux [R] suggest the construction of an example of a trace class
operator having a Weyl symbol not being in L1(IR2n). We may assume that h = 1. Let α be a real number
such that n2 < α ≤ n. We define the operator P by:
(3.4) P = Opweyl1 (p) p(x, ξ) =
e2ix.ξ
(1 + |x|2 + |ξ|2)α (x, ξ) ∈ IR
2n.
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The function p is not in L1(IR2n). For all λ > 0 we define an operator Aλ by
Aλ = Op
weyl
1 (aλ) aλ(x, ξ) = e
2ixξ−λ(|x|2+|ξ|2).
We have:
(3.5) P =
1
Γ(α)
∫ ∞
0
e−λλα−1Aλdλ
provided that we verify the convergence. From definition (1.7) the integral kernel of Aλ is the function Kλ
defined by:
Kλ(x, y) = (2pi)
−n
∫
IRn
ei(x−y).ξaλ
(
x+ y
2
, ξ
)
dξ.
An explicit computation shows that:
Kλ(x, y) = (2piλ)
−n/2 e−(a(λ)|x|
2+b(λ)|y|2+2c(λ)x.y) a(λ) =
λ
4
+
1
λ
b(λ) = c(λ) =
λ
4
.
We can express the operator Aλ as a product,
(3.6) Aλ = (2piλb(λ))
−n/2 Ta(λ) ◦Bλ ◦ T−1b(λ) ◦ S
where for all a > 0, (Taf)(x) = f(x
√
a), Sf(x) = f(−x) and:
(3.7) (Bλf)(x) =
∫
IRn
e−(|x|
2+|y|2)+2µ(λ)x.yf(y)dy µ(λ) =
c(λ)√
a(λ)b(λ)
.
The operator Bλ is self-adjoint ≥ 0 (since 0 < µ(λ) < 1 and B(λ) may be identified, up to a multiplicative
constant, to the exponential of an harmonic oscillator). We then see:
‖Bλ‖L1(H) = Tr(Bλ) =
∫
IRn
e−2(1−µ(λ))|x|
2
dx =
(
pi
2(1− µ(λ))
)n/2
.
From (3.6) we have,
‖Aλ‖L1(H) ≤ (2piλb(λ))−n/2 ‖Ta(λ)‖L(H) ‖Bλ‖L1(H) ‖T−1b(λ)‖L(H).
The right hand-side is polynomially increasing as λ→ +∞ and it is O(λ−n/2) when λ tends to 0. With the
choice of α > n2 , the integral (3.5) converges in norm in L1(H) and it properly defines a trace class operator
P , the Weyl symbol of which is the function p defined in (3.4), and is not belonging to L1(IR2n).
For trace class operators, it is natural to give a variant of Ehrenfest’s theorem where the limit is understood in
the L1(IR2n) sense. The above counter-example shows that the Weyl symbol is not suitable for this purpose
without any supplementary hypothesis. However, proposition 4.2 below shows that the Wick symbol of a
trace class operator is C∞ from IR2n into L1(IR2n) together with all of its derivatives.
4. Differentiability of the Wick symbol.
Proposition 4.1. Let A be a bounded operator in H. Then the Wick symbol of A, namely, the function
σwickh (A) defined on IR
2n by (1.4), is a C∞ function on IR2n, bounded together with all of its derivatives.
For each multi-index α there exists Cα such that:
(4.1) ‖∇ασwickh (A)‖L∞(IR2n) ≤ Cαh−|α|/2 ‖A‖L(H).
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Proof. We shall use the following function,
(4.2) Sh(A)(X,Y ) =
< AΨXh,ΨY h >
< ΨXh,ΨY h >
,
defined on IR2n × IR2n, where the functions ΨXh are given in (1.3). Direct computations shows that:
(4.3) < ΨXh,ΨY h >= e
− 1
4h
|X−Y |2+ i
2h
Im(X.Y ).
In particular,
(4.4) | < ΨXh,ΨY h > | = e− 14h |X−Y |
2 ‖ΨXh‖ = 1.
Consequently:
(4.5)
∣∣∣Sh(A)(X,Y )∣∣∣ = e 14h |X−Y |2 | < AΨXh,ΨY h > | ≤ e 14h |X−Y |2 ‖A‖L(H).
An important property verified by coherent states is that:
(4.6) < f, g >= (2pih)−n
∫
IR2n
< f,ΨXh > < ΨXh, g > dX
for all f and g in H. Applying this equality, we see that:
(4.7) σwickh (A)(X) = Sh(A)(X,X) = (2pih)
−2n
∫
IR4n
Bh(X,U, V,X)Sh(A)(U, V )dUdV
where for all (X,U, V, Y ) we have set:
(4.8) Bh(X,U, V, Y ) = < ΨXh,ΨUh >< ΨUh,ΨV h >< ΨV h,ΨY h >
< ΨXh,ΨY h >
.
From (4.3) we have:
(4.9) Bh(X,U, V,X) = e− 12h (X−V )(X−U)− 12h |U−V |
2
.
We verify that:
hm/2|∇αXBh(X,U, V,X)| ≤ CmKm(X,U, V, h)e−
1
4h
|U−V |2
where
Km(X,U, V, h) =
(
1 +
|X − U |+ |X − V |√
h
)m
e−
1
4h
(|X−U|2+|V−X|2).
Consequently:
(4.10) hm/2
∣∣∣∇mXσwickh (A)(X)∣∣∣ ≤ Cm(2pih)−2n ∫
IR4n
| < AΨUh,ΨV h > |Km(X,U, V, h) dUdV.
By bounding from above | < AΨUh,ΨV h > | by the norm of A we then obtain (4.1).
Proposition 4.2. If A is in L1(H), then its Wick symbol σh(A) belongs toW∞1(IR2n). For each multi-index
α there exists Cα > 0 such that,
(4.11) (2pih)−n‖∇mσwickh (A)‖L1(IR2n) ≤ Cmh−
m
2 ‖A‖L1(H).
Inequality (4.11) is proved when m = 0 by C. Rondeaux [R].
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Proof. Similarly to proposition 4.1, we have inequality (4.10). Integrating with respect to X we obtain:
hm/2(2pih)−n‖∇mσwickh (A)‖L1(IR2n) ≤ Cm(2pih)−2n
∫
IR4n
| < AΨUh,ΨV h > Gm
(
U − V√
h
)
dUdV
Gm(U) = (1 + |U |)me−
|U|2
8 .
Since the function Gm is in L
1(IR2n), proposition 3.2 is a consequence of the following lemma.
Lemma 4.3. Let A be a trace class operator and G be a function in L1(IR2n). Then we have:
(4.12) (2pih)−2n
∫
IR4n
∣∣∣ < AΨXh,ΨY h > G(X − Y√
h
) ∣∣∣ dXdY ≤ (2pi)−n‖G‖L1(IR2n)‖A‖L1(H).
Proof. We can write A = B1B2 where B1 and B2 are two Hilbert-Schmidt operators. Using the fundamental
indentity (4.6) verified by the coherent states we see that, for all X and Y in IR2n,
< AΨXh,ΨY h >=< B2ΨXh, B
⋆
1ΨY h >= (2pih)
−n
∫
IR2n
uZh(X) vZh(Y ) dZ
where we have set uZh(X) =< B2ΨXh,ΨZh > and vZh(X) =< ΨZh, B
⋆
1ΨXh >. Let Ih be the left hand-side
of (4.12). From Schur’s lemma:
Ih ≤ (2pih)−3nhn‖G‖L1(IR2n)
∫
IR2n
‖uZh‖L2(IR2n) ‖vZh‖L2(IR2n)dZ.
From (4.6), we have ‖uZh‖L2(IR2n) = (2pih)n/2‖B⋆2ΨZh‖ and ‖vZh‖L2(IR2n) = (2pih)n/2‖B1ΨZh‖. Conse-
quently,
Ih ≤ (2pih)−2nhn‖G‖L1(IR2n)
∫
IR2n
‖B1ΨZh‖ ‖B⋆2ΨZh‖ dZ.
From the basic indentity (4.6) for coherent states,
(2pih)−n
∫
IR2n
‖BjΨZh‖2dZ = (2pih)−n
∫
IR2n
< B⋆jBjΨZh,ΨZh > dZ
= Tr(B⋆jBj) = ‖Bj‖2L2(H)
where ‖Bj‖L2(H) is the Hilbert-Schmidt norm of Bj . Therefore,
Ih ≤ (2pi)−n‖G‖L1(IR2n) ‖B1‖L2(H) ‖B2‖L2(H).
Taking the infimum over all A written as A = B1B2 we then obtain (4.12).
Let us finally recall the following proposition even if it is standard.
Proposition 4.4. The Wick symbol σwickh (A) of an operator A is related to its Weyl symbol σ
weyl
h (A) by
(4.13) σwickh (A) = e
h
4
∆σ
weyl
h (A)
where ∆ is the Laplacian on IR2n.
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Indeed, setting Fh = σ
weyl
h (A), the expression in definition (1.7) for the Weyl calculus may be written as:
(4.14) A = (pih)−n
∫
IR2n
Fh(Y )ΣY hdY,
where, for all Y = (y, η) in IR2n, ΣY h is the operator (”symmetry operator”) defined by,
(4.15) (ΣY hf)(u) = e
2i
h
(u−y)ξf(2y − u) Y = (y, η) ∈ IR2n.
A direct computation shows that:
(4.16) σwickh (ΣY h)(X) =< ΣY hΨXh,ΨXh >= e
−
|X−Y |2
h .
Equality (4.13) then follows.
5. Pseudo-differential approximation.
The class of operators having a Weyl symbol in W∞1(IR2n) (introduced by C. Rondeaux) is dense in the
set of trace class operators similarly to the fact that W∞1(IRn) is dense in L1(IRn). The approximation
process has a strong connection with convolutions and may probably be also applied to Schatten’s classes.
This process is often employed in representation theory. However, as for a function in L∞(IRn) needs to be
continuous in order to be in the closure of W∞∞(IRn), a bounded operator needs additional hypotheses in
order to be in the closure of the class of Calderon-Vaillancourt for operators.
For all X = (x, ξ) in IRn and for all h > 0 let Wx,ξ,h be the operator defined by
(5.1) (WX,hf) = (Wx,ξ,hf)(u) = f(u− x)e ihu.ξ− i2hx.ξ
for all f ∈ L2(IRn). It is a common representation of the group of Heisenberg. Thus, the coherent state ΨXh
verifies,
(5.2) ΨX,h =WX,hΨ0,h
We have, for all X and Y in IR2n
(5.3) WX,hWY,h = e
i
2h
σ(X,Y )WX+Y,h
where σ is the symplectic form σ((x, ξ), (y, η)) = y.ξ− x.η. For all operators A in L(H) and for all h > 0 let
us define,
(5.4) ThA = (pih)−n
∫
IR2n
e−
|X|2
h WX,hAW
⋆
X,h dX
We begin with the case of bounded and trace class operators satisfying some hypotheses involving their
commutators with position and momentum operators.
Theorem 5.1. a) We have:
(5.5) ‖ThA‖L(H) ≤ ‖A‖L(H)
for all operators A in L(H) and for all h > 0.
b) When the commutators [Pj(h), A] and [Qj(h), A] are bounded operators we have:
(5.6) ‖A− ThA‖L(H) ≤
C√
h
n∑
j=1
‖[Pj(h), A]‖L(H) + ‖[Qj(h), A]‖L(H).
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c) When the operator A is trace class together with the commutators [Pj(h), A] and [Qj(h), A], we have:
(5.7) ‖A− ThA‖L1(H) ≤
C√
h
n∑
j=1
‖[Pj(h), A]‖L1(H) + ‖[Qj(h), A]‖L1(H).
d) The Wick symbol of the operators A and ThA are related with:
(5.8) σwickh (ThA) = e
h
4
∆σwickh (A).
The Weyl symbol of ThA is equal to the Wick symbol of A.
Proof. Point a) is clear since WXh is unitary. For any θ in [0, 1] define:
T (θ, h)A = (pih)−n
∫
IR2n
e−
|X|2
h WθX,hAW
⋆
θX,h dX.
Thus T (1, h)A = ThA and T (0, h)A = A. We verify that:
∂
∂θ
WθX,hAW
⋆
θX,h =
i
h
n∑
j=1
[
xjWθX,h[Pj(h), A]W
⋆
θX,h − ξjWθX,h[Qj(h), A]W ⋆θX,h
]
.
Consequently:
‖A− ThA‖L(H) ≤
1
h
n∑
j=1
(pih)−n
∫
IR2n×[0,1]
e−
|X|2
h
[
|xj | ‖[Pj(h), A]‖L(H) + |ξj | ‖[Qj(h), A]‖L(H)
]
dxdξdθ
≤ C√
h
n∑
j=1
‖(adPj(h))A‖L(H) + ‖(adQj(h))A‖L(H)
proving point b) and also point c) with straightforward modifications. For the point d) we see that:
σwickh (ThA)(X) =< (ThA)ΨXh,ΨXh >=< (ThA)WX,hΨ0h,WX,hΨ0h >
= (pih)−n
∫
IR2n
e−
|Y |2
h < WY,hAW
⋆
Y,hWX,hΨ0h,WX,hΨ0h > dY
= (pih)−n
∫
IR2n
e−
|Y |2
h < AWX−Y,hΨ0h,WX−Y,hΨ0h > dY.
We have used here (5.3). Consequently,
σwickh (ThA)(X) = (pih)−n
∫
IR2n
e−
|Y |2
h σwickh (A)(X − Y )dY
which is (5.8). According to proposition 4.4 we also have:
σwickh (ThA) = e
h
4
∆σ
weyl
h (ThA).
Since the operator e
h
4
∆ is one to one we then deduce as it is mentioned,
σ
weyl
h (ThA) = σwickh (A).
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Next we consider the case of trace class operators without additional assumptions. The result below does
not have any counterpart in the case of bounded operators.
Theorem 5.2. The space of operators written as OPweylh (F ) with F in W
∞1(IR2n) is dense in the space
L1(H) of trace class operators.
Proof. For this purpose, we modify the approximation process and we set:
T ′λA = (piλ)−n
∫
IR2n
e−
|X|2
λ WX,1AW
⋆
X,1 dX
for all λ > 0 and for all trace class operators A. Let us show that:
(5.9) lim
λ→0
‖T ′λ(A)−A‖L1(H) = 0
for all trace class operators A. Since we clearly have
A = (piλ)−n
∫
IR2n
e−
|X|2
λ A dX
then we see that:
‖T ′λ(A)−A‖L1(H) ≤ (piλ)−n
∫
|X|<δ
e−
|X|2
λ ‖WX,hAW ⋆X,h −A‖L1(H) + ...
...+ (piλ)−n
∫
|X|>δ
e−
|X|2
λ
[
‖WX,λAW ⋆X,h‖L1(H) + ‖A‖L1(H)
]
dX
for all δ > 0 and for all λ > 0. For all trace class operators A and for all ε > 0 there exists δ > 0 such that:
|X | < δ,=⇒ ‖WX,1AW ⋆X,1 −A‖L1(H) < ε.
Indeed, this property is first verified when A is of the form f →< f, ϕ > ψ with ϕ and ψ in S(IRn), it is next
derived by density for finite-rank operators and then, by density again for trace class operators. Besides,
δ > 0 being fixed, we have:
lim
λ→0
(piλ)−n
∫
|X|>δ
e−
|X|2
λ
[
‖WX,1AW ⋆X,1‖L1(H) + ‖A‖L1(H)
]
dX = 0.
The limit in (5.9) is then easily obtained. From (5.3), for all X in IR2n we have:
WX,1T ′λ(A)W ⋆X,1 = (piλ)−n
∫
IR2n
e−
|Y |2
λ WX+Y,1AW
⋆
X+Y,1 dY
= (piλ)−n
∫
IR2n
e−
|X−Z|2
λ WZ,1AW
⋆
Z,1 dZ.
Consequently, for all λ > 0, the mapping X →WX,1T ′λ(A)W ⋆X,1 is C∞ from IR2n into L1(H). We see, setting
X = (x, ξ) as the variable of IR2n,
∂
∂xj
WX,1T ′λ(A)W ⋆X,1 = −WX,1
[
Pj(1), T ′λ(A)
]
W ⋆X,1
∂
∂ξj
WX,1T ′λ(A)W ⋆X,1 =WX,1
[
Qj(1), T ′λ(A)
]
W ⋆X,1
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where Pj(1) is the operator of differentiation with respect to uj and Qj(1) is the multiplication operator by
uj . Consequently, all order iterated commutators T ′λ(A) with the position and momentum operators Pj(1)
and Qj(1) are trace class. From the result of characterization of C. Rondeaux [R] (the analogous one of
Beals’s characterization for trace class operators and recalled in the first part of this work) it follows that
T ′λ(A) is written as Opweyl1 (Fλ) with Fλ in W∞1(IR2n) for all λ > 0.
6. Proof of theorem 1.1.
Let A be an operator in L(H) satisfying the assumptions in theorem 1.1. Set Fh(X) = σwickh (A)(X).
This function is C∞ from proposition 4.1. Denoting by ϕt the Hamiltonian flow associated to the function
H(x, ξ) = |ξ|2 + V (x), we shall use the following function and operators:
(6.1) wh(X, t) = Fh(ϕt(X)) Ch(t) = Op
weyl
h (wh(., t)).
We shall also use the operator ThA appearing in section 5 and the following operator:
(6.2) Bh(t) = e
i t
h
ĤhTh(A)e−i th Ĥh .
We shall compare Wick symbols of the operators Ah(t), Bh(t) and Ch(t) and then compare the Wick symbol
of C(t, h) with the function wh(., t). This is accomplished in the three steps below.
First step. We have, from theorem 5.1,
(6.3) ‖σwickh (Ah(t)−Bh(t))‖L∞(IR2n) ≤ ‖Ah(t)−Bh(t)‖L(H) = ‖A− Th(A)‖L(H)
... ≤ C
√
hI∞h (A)
where I∞h (A) is defined in (1.13).
Second step. The comparison of Bh(t) and Ch(t) comes from Egorov’s theorem. Nevertheless this requires
some precisions due to unusual estimates satisfied by the derivatives of wh(., t) that we first need to specify.
Since wh(., 0) = σ
wick
h (A) we deduce that:
∂wh(., 0)
∂xj
=
i
h
σwickh ([Pj(h), A])
∂wh(., 0)
∂ξj
= − i
h
σwickh ([Qj(h), A]).
Applying proposition 4.1 to the above commutators we see when k ≥ 1 that:
‖∇kwh(., 0)‖L∞(IR2n) ≤ Cαβh1−(k+1)/2I∞h (A).
The derivatives of order ≥ 1 of the Hamiltonian flow ϕt associated to the symbol H(x, ξ) = |ξ|2 + V (x) are
bounded in R2n with a bound equaling to O(1 + t2). Then there exists Mk(t) such that:
(6.4) ‖∇kwh(., t)‖L∞(IR2n) ≤Mk(t)h1−(k+1)/2I∞h (A).
The operators Bh(t) and Ch(t) satisfy:
(6.5) −ih∂Bh(t)
∂t
= [Ĥh, B(t, h)]
−ih∂Ch(t)
∂t
= −ihOpweylh (∂twh(., t)) = −ihOpweylh ({H,wh(., t)}).
From a standard result on the Weyl calculus recalled in proposition 3.2 of [AKN] (first part of this work),
for all functions F and G in W∞∞(IR2n), the operator R̂
(2)
h (F,G) defined by:
[Opweylh (F ), Op
weyl
h (F )] =
h
i
Op
weyl
h ({F,G}) + R̂(2)h (F,G)
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satisfies the following estimate:
(6.6) ‖R̂(2)h (F,G)‖L(H) ≤ C
∑
j≥2,k≥2
4≤j+k≤6n+8
h(j+k)/2‖∇jF‖L∞(IR2n) ‖∇kG‖L∞(IR2n).
With these notations, one may write:
(6.7) −ih∂Ch(t)
∂t
− [Ĥh, Ch(t)] = R̂(2)h (H,wh(., t)).
Note that R̂
(2)
h (∆, wh(., t)) = 0 and consequently
R̂
(2)
h (H,wh(., t)) = R̂
(2)
h (V,wh(., t)).
We then may apply inequality (6.6) with the functions F = V and G = wh(., t). The inequality (6.6), those
in (6.4) which are verified by wh(., t), and the fact that all derivatives of V are bounded allows us to write:
(6.8) ‖R̂(2)h (H,Gh(., t))‖L(H) ≤M(t) h3/2 I∞h (A).
From theorem 5.1, the operator ThA appearing in section 5 has a Weyl symbol equal to the Wick symbol
of A. Consequently, the Weyl symbol of Bh(0) = Th(A) and the one of Ch(0) which is Fh = σwickh (A) are
equal. Thus,
(6.9) Bh(0) = Ch(0).
From (6.5), (6.7) and (6.9), Duhamel’s principle implies:
ih[Bh(t)− Ch(t)] =
∫ t
0
ei
t−s
h
Ĥh R̂
(2)
h (H,Gh(., t)) e
−i t−s
h
Ĥh ds.
Consequently, when t > 0:
‖Bh(t)− Ch(t)‖L(H) ≤
1
h
∫ t
0
‖R̂(2)h (H,Gh(., s))‖L(H)ds.
We then deduce that:
(6.10) ‖σwickh
(
Bh(t)− Ch(t)
)
‖L∞(IR2n) ≤ ‖Bh(t)− Ch(t)‖L(H) ≤M(t)
√
h I∞h (A).
Third step. From proposition 4.4,
σwickh ((Ch(t)) = e
h
4
∆σ
weyl
h (Ch(t)) = e
h
4
∆wh(., t).
Then
‖σwickh ((Ch(t))− wh(., t)‖L∞(IR2n) ≤
h
4
∫ 1
0
‖∆e θh4 ∆wh(., t)‖L∞(IR2n) ≤ ‖∆wh(., t)‖L∞(IR2n).
In view of the estimates (6.4) satisfied by wh(., t), we obtain:
(6.11) ‖σwickh (Ch(t))− wh(., t)‖L∞(IR2n) ≤M(t)
√
hI∞h (A).
Since wh(., t) =
(
σwickh (A)
)
◦ ϕt, then inequality (1.14) in theorem 1.1 arises from (6.3), (6.10) and (6.11).
7. Proof of theorem 2.1.
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Let ρh(t) be a family of solutions to the equation (TDHF) (2.1), satisfying the hypotheses of theorem 2.1.
Let uh(., t) be the function defined in (2.3). Let vh(., t) be the solution to Vlasov equation (2.5) such
that vh(., 0) = uh(., 0). We shall use the functions Vq(., ρh(t)) and Vcl(., vh(., t)) defined in (2.2) and (2.7)
respectively. We shall also use the following functions
(7.1) HHFh (x, ξ, t) = |ξ|2 + Vq(x, ρh(t)) HV Lh (x, ξ, t) = |ξ|2 + Vcl(x, vh(., t))
and the associated operators through the Weyl calculus, namely:
(7.2) ĤHFh = −h2∆+ Vq(., ρh(t)) ĤV Lh = −h2∆+ Vcl(x, vh(., t)),
by using the same notation for the function and the corresponding multiplication operator. We shall denote
by wh(X, t) the solution to
(7.3)
∂wh
∂t
(., t) = {HHFh (., t), wh(., t)},
such that
(7.4) wh(., 0) = vh(., 0) = uh(., 0).
In order to compare vh(., t) with wh(., t) we note that the Vlasov equation (2.5) is written as
(7.5)
∂vh
∂t
(., t) = {HV Lh (., t), vh(., t)}.
We shall use the operator Bh(t) solution to
(7.6) ih
dBh(t)
dt
= [ĤHFh (t), Bh(t)] Bh(0) = Th(ρh(0)),
where Th is the mapping used in section 5. Finally, we shall also use the following operators:
(7.7) Ch(t) = (2pih)
nOp
weyl
h (wh(., t)) Dh(t) = (2pih)
nOp
weyl
h (vh(., t)).
According to the point d) in theorem 5.1, we have
(7.8) σweylh (Bh(0)) = σ
weyl
h
(
Th(ρh(0))
)
= σwickh (ρh(0)) = (2pih)
nuh(., 0).
Consequently,
(7.9) Bh(0) = Ch(0) = Dh(0)
Theorem 2.1 is a consequence of the comparison between the Wick symbol of the operators ρh(t) and Bh(t),
between those of Bh(t) and Ch(t), between those of Ch(t) and Dh(t), and finally between the Wick symbol
of Dh(t) and the function vh(., t). Each of these comparisons shall be written using the expression I
tr
h (ρh(0))
defined in (2.8), and shall correspond to one step of the proof, but before that, we need three more lemmata.
Lemma 7.1. Let ρh(t) be a family of solutions to the (TDHF) equation satisfying the assumptions in
theorem 2.1. Let vh(., t) be the function defined above. Then, for all integer numbers k ≥ 0 we have
(7.10) ‖∇kvh(., t)‖L1(IR2n) ≤ Ck(t)h−k/2‖ρh(0)‖L1(H)
and for all integer numbers k ≥ 1
(7.11) ‖∇kvh(., t)‖L1(IR2n) ≤ Ck(t)h−(k−1)/2Itrh (ρh(0)).
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These estimates remain valid when replacing the function vh(., t) by the function wh(., t).
Proof of the lemma. Since we have (7.4) for t = 0, then the estimates (7.10) and (7.11) when t = 0 come from
proposition 4.2 applied with the operator ρh(0) (for (7.10)) and with the commutators [Pj(h), ρh(0)] and
[Qj(h), ρh(0)] (for (7.11)). Since the potentials V and W are in W
∞∞(IRn), then the functions Vq(., ρh(t))
and Vcl(., vh(., t)) are uniformly bounded together with all of their derivatives. Consequently, the estimates
satisfied at t = 0 by vh(., 0) = wh(., 0) remain valid along the Hamiltonian flows associated to the two
symbols HHFh (., t) and H
V L
h (., t). Thus, the estimates (7.10) and (7.11) remain valid for all t for the function
vh(., t) and the function wh(., t).
Lemma 7.2 If W is a function in W∞∞(IRn), if we denote by Wx the multiplication by y →W (x− y) and
if A is trace class, then
(7.12) e
h
4
∆xTr(Wx ◦A) = (2pih)−n
∫
IR2n
W (x − y)σwickh (A)(y, η)dydη.
Proof of the lemma. From (3.2), if W is as in the lemma and if A = Opweylh (F ) with F in W
∞1(IR2n), then
we have:
Tr(Wx ◦A) = (2pih)−n
∫
IR2n
W (x− y)σweylh (A)(y, η)dydη
and then
e
h
4
∆xTr(Wx ◦A) = (2pih)−n
∫
IR2n
W (x− y)e h4∆xσweylh (A)(y, η)dydη.
Besides ∫
IR2n
W (x− y) (e h4∆η − I) σweylh (A)(y, η)dydη = 0,
and taking into account proposition 4.4 we deduce (7.12). Suppose now that A is an arbitrarily given
trace class operator. Then theorem 5.2 shows that there exists a sequence of operators Aj , written as
Aj = Op
weyl
h (Fj) with Fj in W
∞1(IR2n) converging to A in L1(H), (h > 0 being fixed). Equality (7.12)
valid for all the Aj is also true for A when taking the limit while using proposition 4.2.
Lemma 7.3. With the above notations, we have:
(7.13) ‖vh(., t)− wh(., t)‖L1(IR2n) ≤ C(t)Itrh (ρh(0))
[
h+
∫
[0,t]
‖vh(., s)− uh(., s)‖L1(IR2n)ds
]
.
Proof of the lemma. We deduce from (7.3) and (7.5) that:
∂(vh − wh)
∂t
(., t) = {HHFh (., t), (vh(., t)− wh(., t))} + {(HHFh (., t)−HV Lh (., t)), vh(., t)}
From Duhamel’s principle, since vh(., 0) − wh(., 0) = 0 and since the Hamiltonian flow associated to the
function HHFh (., t) preserves the norm of L
1(IR2n), we obtain
‖vh(., t)− wh(., t)‖L1(IR2n) ≤
∫
[0,t]
‖{HHFh (., s)−HV Lh (., s) , vh(., s)}‖L1(IR2n)ds.
We have:
HHFh (., s)−HV Lh (., s) = (I − e
h
4
∆x)Tr(Wx ◦ ρh(t)) + e h4∆xTr(Wx ◦ ρh(t))−
∫
IR2n
W (x− y)vh(y, η, t)dydη.
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From lemma 7.2, we have:
e
h
4
∆xTr(Wx ◦ ρh(t)) =
∫
IR2n
W (x− y) uh(y, η, t)dydη.
We then deduce
HHFh (x, ξ, s)−HV Lh (x, ξ, s) = (I − e
h
4
∆x)Tr(Wx ◦ ρh(t)) + ...
...+
∫
IR2n
W (x− y)
(
uh(y, η, t)− vh(y, η, t)
)
dydη.
In view of the preceding points,
‖vh(., t)− wh(., t)‖L1(IR2n) ≤ C
∫
[0,t]
‖∇vh(., s)}‖L1(IR2n)
[
h+ ‖uh(., s)− vh(., s)‖L1(IR2n)
]
ds.
From lemma 7.1 (with k = 1) we then deduce (7.13).
End of the proof of theorem 2.1. First step. With the above notations, (TDHF) equation is written as:
ih
dρh(t)
dt
= [ĤHFh (t), ρh(t)].
We consequently have
ih
d(ρh(t)−Bh(t))
dt
= [ĤHFh (t), (ρh(t)−Bh(t))].
Since the propagator associated to this equation preserves the trace norm, and since Bh(0) = Th(ρh(0)), we
then deduce
‖ρh(t)−Bh(t)‖L1(H) ≤ ‖ρh(0)− Th(ρh(0))‖L1(H).
Consequently, from the proposition 4.2 (with m = 0) and theorem 5.1 (point c)),
(7.14) (2pih)−n‖σwickh
(
ρh(t)−Bh(t)
)
‖L1(IR2n) ≤ ‖ρh(0)− Th(ρh(0))‖L1(H) ≤ C
√
hItrh (ρh(0)).
Second step. We shall bound in norm Bh(t) − Ch(t) and in this aim we shall show that Bh(t) and Ch(t)
verify similar equations. The operator Bh(t) verifies (7.6) whereas
ih
dCh(t)
dt
= ih(2pih)nOPweylh ({HHFh (., t), wh(., t)}).
With the notations of section 3 in [AKN] we have:
[OPweylh (H
HF
h (., t)), OP
weyl
h (wh(., t))] =
h
i
OP
weyl
h ({HHFh (., t), wh(., t)}) + R̂(2)h (HHFh (., t), wh(., t)).
Consequently,
(7.15) ih
dCh(t)
dt
− [ĤHFh (t), Ch(t)] = (2pih)nR̂(2)h (HHFh (., t), wh(., t)).
We know that R
(2)
h (F,G) = 0 for all function G when F (x, ξ) = |ξ|2. We can then replace HHFh (., t) by
Vq(., ρh(t)) in the right hand-side of (7.15). By combining (7.15) with equation (7.6) verified by Bh(t) and
using Duhamel’s principle and (7.4), we obtain
‖Bh(t)− Ch(t)‖L1(H) ≤
1
h
(2pih)n
∫
[0,t]
‖R̂(2)h (Vq(., ρh(s)), wh(., s))‖L1(H)ds.
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From theorem 3.1 of [AKN] applied with N = 2, F = Vq(., ρh(s)), G = wh(., s), p =∞, q = 1, we have
‖R̂(2)h (Vq(., ρh(s)), wh(., s))‖L1(H) ≤ Ch−n
∑
α+β≤6n+8
α≥2,β≥2
h(α+β)/2‖∇αVq(., ρh(s))‖L∞(IRn) ‖∇βwh(., s)‖L1(IR2n).
Since the potentials V and W are in W∞∞(IRn) and since the L1(IR2n) norm of wh(., s) is bounded (lemma
7.1) then the derivatives of all order of Vq(., ρh(s)) are bounded. For β ≥ 1 the function ∇βwh(., s) verifies
the estimates (7.11) of lemma 7.1. Consequently, when h ∈ (0, 1],
‖R̂(2)h (Vq(., ρh(s)), wh(., s))‖L1(H) ≤ C(s)h3/2Itrh (ρh(0)).
Consequently,
‖Bh(t)− Ch(t)‖L1(H) ≤ C(t)
√
hItrh (ρh(0)).
We then deduce (from the Proposition 4.2 with m = 0) that:
(7.16) (2pih)−n
∥∥∥σwickh (Bh(t)− Ch(t))∥∥∥
L1(IR2n)
≤ C(t)
√
hItrh (ρh(0)).
Third step. From the proposition 4.4, we have
(2pih)−n‖σwickh (Ch(t)−Dh(t))‖L1(IR2n) ≤ ‖e
h
4
∆(vh(., t)− wh(., t)‖L1(IR2n) ≤ ‖(vh(., t)− wh(., t)‖L1(IR2n).
Then, from lemma 7.2,
(7.17) (2pih)−n‖σwickh (Ch(t)−Dh(t))‖L1(IR2n) ≤ CIh(ρh(0))
[
h+
∫
[0,t]
‖uh(., s)− vh(., s)‖L1(IR2n)ds
]
.
Fourth step. From proposition 4.4 we have
(2pih)−nσwickh (Dh(t)) = (2pih)
−ne
h
4
∆σ
weyl
h (Dh(t)) = e
h
4
∆vh(., t).
Consequently, from the lemma 7.1 with k = 2, we obtain
‖vh(., t)− (2pih)−nσwickh (Dh(t)‖L1(IR2n) ≤ ‖(e
h
4
∆ − I)vh(., t)‖L1(IR2n) ≤ ...
(7.18) ... ≤ Ch‖∇2vh(., t)‖L1(IR2n) ≤ C(t)
√
hItrh (ρh(0)).
Since uh(., t) is defined by (2.3), we obtain from estimates (7.14), (7.16), (7.17) and (7.18) obtained in the
four steps that:
‖uh(., t)− vh(., t)‖L1(IR2n) ≤ C(t)Itrh (ρh(0))
[√
h+
∫
[0,t]
‖uh(., s)− vh(., s)‖L1(IR2n)ds
]
.
From Gronwall’s lemma, we have
‖uh(., t)− vh(., t)‖L1(IR2n) ≤ C(t)
√
hItrh (ρh(0))e
C(t)Ih(ρh(0))
if h ∈ (0, 1], with a different constant C(t). Theorem 2.1 is complete.
8. Approximative composition of symbols with the Wick calculus.
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Being given two continuous operators A and B in S(IRn) we can define the Wick symbols σwickh (A), σwickh (B)
and σwickh (A ◦ B). When one of these two symbols σwickh (A) or σwickh (B) is a polynomial function, we can
express σwickh (A ◦ B) using an exact formula with the following notations. For any function F ∈ C1(IR2n)
we set
∂jF =
1
2
[
∂F
∂xj
− i ∂F
∂ξj
]
∂jF =
1
2
[
∂F
∂xj
+ i
∂F
∂ξj
]
.
For any multi-index (α, β) we set
∂α∂
β
= ∂α11 ...∂
αn
n ∂
β1
1 ...∂
βn
n .
When F is a function of several variables in IR2n denoted by W , Y , etc..., we shall write as a subscript the
letter giving the variable on which act the operator.
With these notations, if one of the two symbols σwickh (A) or σ
wick
h (B) is a polynomial function then we have:
(8.1) σwickh (A ◦B)(X) =
∑
|α|<m
(2h)α
α!
[
∂ασwickh (Ah)(X)
] [
∂
α
σwickh (Bh)(X)
]
.
This formula justifies the terminology since it carries the Wick order of creation and annihilation operators.
In this section, we shall give a similar formula when one of the two operators is trace class while the other
one associated through the Weyl calculus has a symbol in W∞∞(IR2n). In this case, for all integer numbers
m ≥ 1 and for all h > 0 we shall denote by Rm(A,B; .;h) the function on IR2n defined by the equality
(8.2) σwickh (A ◦B)(X) =
∑
|α|<m
(2h)α
α!
[
∂ασwickh (Ah)(X)
] [
∂
α
σwickh (Bh)(X)
]
+Rm(A,B;X ;h).
The main result of this section is the following one.
Theorem 8.1. We consider two operators A and B such that
1. The operator A is written as A = Opweylh (F ) where F ∈ W∞∞(IR2n).
2. The operator B is trace class.
Then, for all integer numbers m ≥ 1 there exists a constant Cm > 0 (depending only on m and n) such that
the functions Rm(A,B;X ;h) defined by the equality (8.2) and the analogous function Rm(B,A;X ;h) verify:
(8.3) (2pih)−n
∫
IR2n
∣∣∣Rm(A,B;X ;h)∣∣∣ dX ≤ Cmn ‖Bh‖L1(H) ∑
α∈Emn
h|α|/2‖∂αF‖L∞(IR2n),
where Emn is the following set of multi-indexes,
(8.4) Emn = {α ∈ INn, m ≤ |α| ≤ sup(m,n+ 1)},
and similarly for Rm(B,A;X ;h).
We shall use the function Sh(A) defined in (4.2) and those which are similarly associated to B and A ◦ B.
We shall refer as Sh(A) for the bi-Wick symbol of A. Using (4.5) we have:
(8.5) σwickh (A ◦B)(X) = (2pih)−n
∫
IR2n
Bh(X,Y, Y,X) Sh(B)(X,Y ) Sh(A)(Y,X) dY.
The proof of theorem 8.1 relies on a Taylor expansion for the bi-Wick symbol of the operator Ah = Op
weyl
h (F )
in a neighborhood of the diagonal. It is standard that this bi-symbol is holomorphic in X = x + iξ and
anti-holomorphic in Y . We can give a quick proof. Iterating (4.5) we see that
(8.6) Sh(A)(X,Y ) = (2pih)
−n
∫
IR4n
Bh(X,U, V, Y )Sh(A)(U, V )dUdV,
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where Bh is defined in (4.8). Replacing in (4.8) the expression (4.3) giving the scalar product of two coherent
states, we obtain an explicit expression of the function Bh(X,U, V, Y ), showing that it is holomorphic in X ,
anti-holomorphic in Y and Sh(A) inherits therefore of these properties. From these points,
Sh(A)(X,Y ) =
∑
α∈INn
(X − Y )α
α!
(∂ασwickh (A))(Y ) =
∑
β∈INn
(Y −X)β
β!
(∂
β
σwickh (A))(X).
The first step in the proof of theorem 8.1 is an uniform estimation as h tends to 0 of the remaining terms of
order m in the above expansions. Namely,
(8.7) Sh(A)(X,Y ) =
∑
|α|<m
(X − Y )α
α!
(∂ασwickh (A))(Y ) +Rm(A;X,Y ;h),
(8.8) Sh(A)(X,Y ) =
∑
|β|<m
(Y −X)β
β!
(∂
β
σwickh (A))(X) + R˜m(A;X,Y ;h).
We shall restrict ourselves to the case where A = Opweylh (F ) is a pseudo-differential operator.
Proposition 8.2. Let A be an operator of the form A = Opweylh (F ) where F ∈W∞∞(IR2n). For all integer
number m ≥ 1, let Rm(A;X,Y ;h) and R˜mh(A;X,Y ;h) be the functions defined in (8.7) and (8.8). Then,
there exists a function Gm in L
1(IR2n) such that, for all h in (0, 1]
(8.9) e−
1
4h
|X−Y |2 |Rm(A;X,Y ;h)| ≤ Gm
(
X − Y√
h
) ∑
α∈Emn
h|α|/2‖∂αF‖L∞(IR2n),
where Emn is defined in (8.4). An analogous estimate remains valid for the function R˜m(A;X,Y ;h) defined
in (8.8).
Proof. Proposition 4.4 gives an expression of the Wick symbol of Ah = Op
weyl
h (F )
σwickh (Ah)(X) = (pih)
−n
∫
IR2n
e−
|X−Z|2
h F (Z)dZ
Since Sh(Ah)(X,Y ) is a function holomorphic in X , anti-holomorphic in Y and equaling to σ
wick
h (Ah) on
the diagonal, we necessarily have
Sh(Ah)(X,Y ) = (pih)
−n
∫
IR2n
e−
1
h
(Z−X).(Z−Y )F (Z)dZ.
In order to derive the Taylor expansion, we set for all θ ∈ [0, 1]
Fh(θ,X, Y ) = (pih)
−n
∫
IR2n
F (Z)e
1
h
ϕ(θ,X,Y,Z)dZ,
ϕ(θ,X, Y, Z) = −
(
Z − Y − θ(X − Y )
)
.(Z − Y )dZ.
Thus, we have Fh(1, X, Y ) = Sh(Ah)(X,Y ) and Fh(0, X, Y ) = Sh(Ah)(Y, Y ). The Taylor expansion is then
written as
Sh(Ah)(X,Y ) =
∑
k<m
1
k!
∂kθFh(0, X, Y ) +Rm(Ah;X,Y ;h),
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Rm(Ah;X,Y ;h) =
∫ 1
0
(1− θ)m−1
(m− 1)! ∂
m
θ Fh(θ,X, Y ) dθ.
Differentiating the above equality through the integral and integrating by parts, we obtain:
∂kθFh(θ,X, Y ) = (pih)
−n
∫
IR2n
e
1
h
ϕ(θ,X,Y,Z)
[
(X − Y ).∂Z
]k
F (Z) dZ.
Consequently,
1
k!
∂kθFh(θ,X, Y ) =
∑
|α|=k
(X − Y )α
α!
(pih)−n
∫
IR2n
e
1
h
ϕ(θ,X,Y,Z)
(
∂αF
)
(Z) dZ.
In particular, for θ = 0,
(pih)−n
∫
IR2n
e
1
h
ϕ(0,X,Y,Z) ∂αZF (Z) dZ = (pih)
−n
∫
IR2n
e
1
h
|Y−Z|2
(
∂αF
)
(Z) dZ
... =
(
e
h
4
∆∂αF
)
(Y ) =
(
∂ασwickh (A)
)
(Y ).
The Taylor remaining term is given by:
Rm(Ah;X,Y ;h) = m
∑
|α|=m
(X − Y )α
α!
(pih)−n
∫
[0,1]×IR2n
(1 − θ)m−1e 1hϕ(θ,X,Y,Z) ∂αF (Z) dθdZ.
Consequently,
∣∣Rm(Ah;X,Y ;h)∣∣ ≤ m|X − Y |m
 ∑
|α|=m
‖∂αF‖L∞
 (pih)−n ∫
[0,1]×IR2n
(1− θ)m−1e 1hReϕ(θ,X,Y,Z) dθdZ.
We see that:
Reϕ(θ,X, Y, Z) = −
∣∣∣∣Z − Y − θ2(X − Y )
∣∣∣∣2 + θ24 |X − Y |2.
If m ≥ n+ 1 and C > 0 the following function
Gm(X) = C |X |m
∫ 1
0
(1 − θ)m−1 e θ
2−1
4
|X|2dθ
is in L1(IR2n). We can find C > 0 such that (8.9) is satisfied. When m ≤ n we have
Rm(Ah;X,Y ;h) = Rn+1(Ah;X,Y ;h) +
∑
m≤|α|≤n
(X − Y )α
α!
(
∂αXσ
wick
h (A)
)
(Y ).
When m ≤ n we can then find C > 0 such that the inequality (8.9) is verified when setting
Gm(X) = Gn+1(X) + C e
− 1
4
|X|2
n∑
k=m
|X |k
This function Gm is also in L
1(IR2n). In both of the two cases we have the estimation (8.9). The estimation
concerning R˜m(Ah;X,Y ;h) is similarly proved.
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End of the proof of theorem 8.1. Using (8.5) and using the asymptotic expansion in the first variable (here
Y ) of the function Sh(Ah)(Y,X) given in the proposition 8.2 when Ah = Op
weyl
h (F ), we obtain:
σwickh (A ◦B)(X) =
∑
|α|<m
aα(X,h)
α!
∂ασwickh (A)(X) +Rm(A,B;X ;h)
where
aα(X,h) = (2pih)
−n
∫
IR2n
Bh(X,Y, Y,X) Sh(B)(X,Y )(Y −X)αdY
Rm(A,B;X ;h) = (2pih)
−n
∫
IR2n
Bh(X,Y, Y,X) Sh(B)(X,Y )Rm(A;X,Y ;h) dY.
From (4.9) we have:
Bh(X,Y, Y,X) = Bh(X,X, Y,X) = e− 12h (X−Y )(X−Y ).
Therefore we obtain that
aα(X,h) = (2h)
|α|(2pih)−n
∫
IR2n
Sh(B)(X,Y )∂
α
XBh(X,Y, Y,X) dY
= (2h)|α|(2pih)−n∂
α
X
∫
IR2n
Bh(X,X, Y,X)Sh(B)(X,Y ) dY
= (2h)|α|∂
α
σwickh (B)(X).
We have used the fact that ∂XSh(B)(X,Y ) = 0 and the fact that the bi-symbol Sh(B) verifies the property
(8.6). Besides, from the bound of Rm(A;X,Y ;h) given by proposition 8.2,
|Rm(A,B;X ;h)| ≤ Cm(F, h) (2pih)−n
∫
IR2n
e−
1
4h
|X−Y |2 |Sh(B)(X,Y )|Gm
(
X − Y√
h
)
dY,
Cm(F, h) =
∑
α∈Emn
h|α|/2‖∂αF‖L∞ ,
where Gm is a function in L
1(IR2n). Consequently,
(2pih)−n
∫
IR2n
∣∣∣Rm(A,B;X ;h)∣∣∣ dX ≤ ...
... ≤ Cm(F, h) (2pih)−2n
∫
IR4n
e−
1
4h
|X−Y |2 |Sh(B)(X,Y )|Gm
(
X − Y√
h
)
dXdY.
From proposition 4.3, the point concerning A◦B is proved and the one concerning B ◦A is similarly derived.
9. The equation satisfied by the Wick symbol of a solution to (TDHF).
If one only supposes that ρh(t) is a classical solution to (TDHF) without assuming any additional hypothesis,
then the Weyl symbol of ρh(t) is a continuous function on IR
2n with derivatives understood in the sense of
distributions. However, from proposition 4.2 it is noted that its Wick symbol is in W∞1(IR2n) and therefore
it is C∞. We shall prove in this section that the Wick symbol satisfies a differential equation, with an
asymptotic expansion in powers of h, the first term of the equation being the Vlasov equation, and the error
term being as small as wanted, in terms of power of h, and of L1(IR2n). For the introduction ofsuch an
equation, see [DLERS].
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Proposition 9.1. a) Let ρh(t) be a classical solution to (TDHF). For all t ∈ IR set:
(9.1) ϕh(X, t) = (2pih)
−n σ
weyl
h (ρh(t))
(9.2) uh(X, t) = (2pih)
−n σwickh (ρh(t))
Then,
a) We have, in sense of distributions on IR2n × IR,
(9.3)
∂ϕh
∂t
+ 2
n∑
j=1
ξj
∂ϕh
∂xj
=
1
ih
(2pih)−nσweylh
(
[Vq(ρh(t)), ρh(t)]
)
.
b) We have:
(9.4)
∂uh
∂t
+ 2
n∑
j=1
ξj
∂uh
∂xj
+ h
n∑
j=1
∂2uh
∂xj∂ξj
=
1
ih
(2pih)−nσwickh
(
[Vq(ρh(t)), ρh(t)]
)
.
We observe that when the potentials are turned off (V =W = 0) then the Weyl symbol of ρh(t) is the only
one that exactly verifies Vlasov equation (but in the sense of distributions).
Proof. Point a) Let ρh(t) be a classical solution of (TDHF). Let uh(., t) be the function defined in (9.2).
Let ψ be a C∞ function with compact support in IR2n × IR. For all t ∈ IR, set Ah(t) = Opweylh (ψ(., t)). The
mapping Ah is C
1 from IR into L1(H) and it is continuous from IR into D. We shall represent the integral
Ih = (2pih)
−n
∫
IR2n×IR
ϕh(x, ξ, t)
∂ψ
∂t
+ 2
n∑
j=1
ξj
∂ψ
∂xj
(x, ξ, t)
 dxdξdt.
We know that:
σ
weyl
h (h[∆, Ah(t)])(x, ξ) = 2i
n∑
j=1
ξj
∂ψ
∂xj
(x, ξ, t).
Consequently, we have from (3.2),
Ih =
∫
IR
Tr
(
ρh(t) ◦
(
A′h(t)− ih[∆, Ah(t)]
))
dt.
Since the operators ρh(t) and Ah(t) are in D, we have:
Tr
(
ρh(t)[∆, Ah(t)]
)
= −Tr([∆, ρh(t)]Ah(t)).
Consequently,
−Ih =
∫
IR
Tr
((
ρ′h(t)− ih[∆, ρh(t)]
) ◦Ah(t))dt
=
1
ih
∫
IR
Tr
(
[Vq(ρh(t)), ρh(t)] ◦Ah(t)
)
dt.
Using (3.2) again,
−Ih = 1
ih
(2pih)−n
∫
IR2n×IR
σ
weyl
h
(
[Vq(ρh(t)), ρh(t)]
)
ϕ(x, ξ, t)dxdξdt.
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Point b) Let ρh(t) be a classical solution to (TDHF). Let uh(., t) and ϕh(., t) be the functions defined in
(9.1) and (9.2). We know (see proposition 4.4), that uh(., t) = e
h
4
∆ϕh(., t). Applying the operator e
h
4
∆ to
the two hand-sides of (9.3) we obtain (9.4).
Combining theorems 9.1 together with 8.1 and lemma 7.2 together with proposition 4.4 we directly obtain
an equation satisfied by the Wick symbol of a solution to (TDHF) without any supplementary hypothesis
and with an arbitrary high order of accuracy. However, without supplementary hypothesis, this equation
does not allow to obtain an asymptotic expansion of the Wick symbol.
Theorem 9.2. Let V and W be two potentials in W∞∞(IRn). Let ρh(t) be a classical solution to (TDHF)
such that ρh(0) ≥ 0. Let uh(., t) be the function defined in (2.3). For all functions f in L1(IR2n), set:
Φh(f)(x) = (e
h
4
∆V )(x) +
∫
IR2n
W (x − y)f(y, η)dydη.
Then the function uh verifies, for all integer numbers m ≥ 2:
∂uh
∂t
+ 2
n∑
j=1
ξj
∂uh
∂xj
+ h
n∑
j=1
∂2uh
∂xj∂ξj
= ...
... =
1
ih
∑
1≤|α|<m
(2h)α
α!
[
∂αΦh(uh(., t)) ∂
α
uh(., t) − ∂αwh(., t) ∂αΦh(uh(., t))
]
+Rm(., t, h)
where the function Rm(., t, h) is in L
1(IR2n) for all t ∈ IR. For all T > 0, there exists Cm(T ) > 0 such that:
(2pih)−n
∫
IR2n
∣∣∣Rm(X ;h)∣∣∣ dX ≤ Cm(T )hm2 −1.
10. The analogue of Ehrenfest’s time.
The below result shows that the limit in corollary 2.2 cannot be uniform on IR, even without potentials V
and W entirely vanishing, since exchanging there the two limits is false. In other words, according to the
terminology of [BR], [dBR], the analogue of the Ehrenfest time for collary 2.2 is finite.
Theorem 10.1. Let h > 0 be fixed. Let ρh(t) be a classical solution to the (TDHF) equation corresponding
to V = W = 0. We suppose that ρh(0) ≥ 0 and assume that the trace of ρh(0) equals 1. Let uh(., t) and
vh(., t) be the functions defined in section 2. Then we have:
(10.1) lim
t→±∞
‖uh(., t)− vh(., t)‖L1(IR2n) = 2.
We recall here that the two functions uh(., t) and vh(., t) are in the unit ball of L
1(IR2n).
Proof. When V =W = 0 the function uh(., 0) verifies from the proposition 9.1,
(10.2)
∂uh
∂t
+ 2
n∑
j=1
ξj
∂uh
∂xj
+ h
n∑
j=1
∂2uh
∂xj∂ξj
= 0.
The function vh(., t) is the solution to the Vlasov equation equaling to uh(., 0) for t = 0. Then, vh(x, ξ, t) =
uh(x− 2tξ, ξ, 0) in the case of vanishing potentials. Set
(10.3) Uh(x, t) =
∫
IRn
uh(x+ 2tξ, ξ, t)dξ.
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We have:
‖uh(., t)− vh(., t)‖L1(IR2n) =
∫
IR2n
|uh(x+ 2tξ, ξ, t)− uh(x+ 2tξ, ξ, t)|dxdξ ≥
∫
IRn
|Uh(x, t) − Uh(x, 0)|dx.
From (10.2) and (10.3),
∂Uh
∂t
(x, t) = −h
∫
IRn
n∑
j=1
∂2uh
∂xj∂ξj
(x+ 2tξ, ξ, t)dξ = 2ht∆xUh(x, t).
Consequently,
Uh(., t) = e
ht2∆xUh(., 0).
It is standard that:
lim
λ→+∞
‖eλ∆xF − F‖L1(IRn) = 2‖F‖L1(IRn),
if a function F ≥ 0 is in L1(IRn). The proof of the theorem is therefore completed.
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