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The aim of this thesis is to study in detail the work of S. Kobayashi on the 
Riemannian geometry on principal S1-bundles. To be more precise, we explain 
how to obtain metrics with constant scalar curvature on these bundles. The 
method that we use is based in [18]. 
The basic idea behind Kobayashi’s construction is to slightly deform the 
Hopf fibration S1 ‹→ S2n+1 −→ CPn in a such a way that the corresponding 
sectional curvatures are not far from the produced by the standard metrics 
on the sphere and the complex projective space on the Hopf fibration. This 
deformations can be controlled applying the notions of Riemaniann and 
Kahlerian pinching (see Chapter 3). 
Furthermore, thanks to a technique developed by Hatakeyama in [14],  it  
is possible to obtain less generic metrics but with a larger set of symmetries  
on the total space: Sasaki metrics. Actually, If one chooses as a base space a  
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mi vida. 
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In this thesis we explain the construction of Einstein metrics on circle bundles 
over Kähler manifolds, following a technique due to S. Kobayashi which deals 
with a natural question:  If one chooses an Einstein metric on the base space  
of a circle bundle, is it possible to lift  this  metric  to  the  total  space  in 
order to obtain an Einstein metric as well, as achieved, for instance, on Hopf 
fibrations? Kobayashi’s method reduces the possibilities of a positive answer 
to this question to a very concrete list of possibilities. 
In the first chapter we survey  some  elementary  tools  that  are  used in 
the development of this work. This chapter covers some topics on complex 
geometry, Kählerian geometry, contact and symplectic geometry.  In the second 
chapter we begin studying the connection and curvature forms on principal 
bundles. We end this chapter endowing the set of principal S1-bundles with  
the structure of an abelian group, that is, we define the topological Picard 
group which can be identified with the integral second cohomology group of 
the base space. 
In the third chapter we present the result established by S. Kobayashi in 
[18]. For that, we study the riemaniann metrics on the base and total space of  
a principal S1-bundle, under mild conditions these metrics turn out to possess 
close related sectional curvatures, which are studied in much detail in this 
work. This permits certain control on the geometry of the fiber bundle as a 
whole. In the fourth chapter we construct an Einstein metric on the total space 
using the method given by S. Kobayashi in [18]. After rescaling the metric, 
one can establish the existence of Sasaki-Einstein metrics on the total space of 












1.1 About Lie groups and the exponential 
map 
Let G be a Lie group and M a smooth manifold. A left action of G on M  is  
a smooth map 
G × M −→ M 
(g, m)   −→   gm 
such that em = m and (g1g2)m = g1(g2m), where e represents the identity of 
G. Analogously, a right action of G on M is defined as a smooth map 
M × G   −→ M 
(m, g)   −→  mg, 
where me = m and m(g1g2) = (mg1)g2. We will refer to left and right actions 
as actions. 
Since G is a smooth manifold,  we  can define actions of G on itself using     
the  left  and  the  right  multiplication.  To  be  precise,   these  actions  allow  us 
to establish diffeomorphisms on G as follows: fixing g ∈ G, we define the 
diffeomorphisms Lg and Rg as Lg(h) = gh and Rg(h) = hg, respectively. 
In general, if G is a Lie group acting on a smooth manifold M , for each 
g  ∈ G we  obtain diffeomorphisms φg on M  defined by  φg(m) = gm.  The set 
{φg}g∈tt is a subgroup of Diff(M ) under composition. 
Definition 1.1.1. Let G be a Lie group acting on a manifold M . For each 
m ∈ M the set 
Gm = {g ∈ G : gm = m} 
2  
2 
is called the stabilizer of m, and the set 
Gm = {gm ∈ M  : g ∈ G} 
 
is called the orbit of m. 
 
Remark 1.1.2. 
(i) Clearly the stabilizer Gm of m is a Lie subgroup of G for all m ∈ M . 
(ii) If G acts to the right on M  and the stabilizer Gm is trivial for each         
m ∈ M , we say that G acts freely on M . For instance, this happens in 
principal bundles as we will soon see. 
Recall that for each g  ∈ G  we  have  defined  diffeomorphisms  Lg  and  Rg 
on M . We call left invariant vector field (respectively right invariant vector 
field )  a  vector  field  X   ∈  X(G)  that  verifies  (Lg)∗(X)  =  X  (respectively 
(Rg)∗(X) = X). 
Each left invariant vector field X ∈ g is uniquely determined by its value 
X(e) in TeG. Thus, we can identify the space of left invariant vector fields  
with TeG. We refer to both spaces as g. 
Proposition 1.1.3. If X and Y are left invariant vector fields, we have 
[X, Y ] ∈ g. As a consequence we may regard g as a Lie algebra. 
Proof. See Warner [30]. 
A differential form ω  on G is called left invariant  if (Lg)∗ω  = ω  for all    
g ∈ G. We establish an isomorphism between the space  of  left  invariant  1- 
forms and the dual space of TeG through the assignment ω ›→ ωe. We refer to 
both spaces as g∗. 
 
Remark 1.1.4. Let α be a left invariant 1-form on G. Then the map α(X) is 
constant for any X ∈ g and we get X(α(Y )) = 0, for all X, Y ∈ g. Therefore, 
applying the usual formula for 2-forms 
1 
dω(X, Y ) = {X(ω(Y )) − Y (ω(X)) − ω([X, Y ])}, 
for this α in particular we obtain 
1 1 
dα(X, Y ) = 
2 
{X(α(Y )) − Y (α(X)) − α([X, Y ])} = − 
2 
α([X, Y ]), 









A g-valued 1-form ω on G is called left invariant if (Lg)∗ω = ω. We define 
the Maurer-Cartan form as the g-valued 1-form θg = (Lg−1 )∗ : TgG → g. 
Clearly θ is left invariant and satisfies θe = idTett. 
 
Let M be a smooth manifold. We can define a product on the space 
Λ1(M ) ⊗ g of g-valued 1-forms as follows. Suppose a basis {gi} of g in given 




αi ⊗ gi and β = 
Σ 
βj ⊗ gj. 
i j 
We define the product on Λ1(M ) ⊗ g as 
 
[α, β] = αi ∧ βj ⊗ [gi, gj]. 
i,j 
Obviously we  have  [α, β] ∈ Λ2(M ) ⊗ g. In  general,  for  α = 
Σ
αi ⊗ gi  ∈ 
Λp(M ) ⊗ g and β = βj ⊗ gj ∈ Λq(M ) ⊗ g, the product of α and β is defined 
j 
by 
[α, β] = αi ∧ βj ⊗ [gi, gj] ∈ Λp+q(M ) ⊗ g. 
i,j 
When α = 
Σ
αi ⊗gi and β = 
Σ
βj ⊗gj are two g-valued left invariant 1-forms 
on G, and X, Y ∈ X(G), we obtain 
 
[α(X), β(Y )] = 
Σ
[αi(X)gi, βj(Y )gj ] = 
Σ 
αi(X)βj(Y )[gi, gj ]. 
 
The last equality holds due to the fact that αi(X) and βj(Y ) are constants. 
In a similar way we get 
 
[α(Y ), β(X)] = αi(Y )βj(X)[gi, gj]. 
i,j 
 
As a result we obtain 
1 
[α, β](X, Y ) = 
2 
{[α(X), β(Y )] − [α(Y ), β(X)]}. 
In particular, if we set α = β in the equation above, this yields 
 






We can also define an exterior differentiation over Λp(M ) ⊗ g via 
d : Λp(M ) ⊗ g −→ Λp+1(M ) ⊗ g 
α ⊗ g −→ d(α ⊗ g) = dα ⊗ g. 
Take  θ the Maurer-Cartan form written as θ =  i θ
i ⊗ gi, where {gi} is 
a basis of g and {θi} is a set of left invariant 1-forms on G. Then, using the 
Maurer-Cartan equation we arrive to 
 
dθ(X, Y ) = dθi(X, Y )gi 
i 
 
Since θe = idg, we get 
= 
1 








θ([X, Y ]). 
 
θ([X, Y ]) = [X, Y ] = [θ(X), θ(Y )]. 
 
Taking the result above and Equation (1.1) together, we obtain 
 
1 1 1 
dθ(X, Y ) = − 
2 
θ([X, Y ]) = − 
2 
[θ(X), θ(Y )] = − 
2 
[θ, θ](X, Y ). 
In brief, θ is characterized by the relation 
1 
dθ = − 
2 
[θ, θ] , 
known as the Maurer-Cartan structure equation. 
 
Let g be the Lie algebra of G. Fixing X ∈ g, each g ∈ G determines the 
differential equation 
γ̇    = X(γ), γ(0) = e. 
 
By the existence and uniqueness of solutions of ODE’s, there exists a unique 
solution γX : R → G of the above equation.  Notice that in the case of Lie 
groups, this solution is global.  The elements of the 1-parameter group {Φt} 
generated by X are characterized by Φt(g) = gγX(t). Since γX is globally 
defined, each Φt is a diffeomorphism on M , and thus X is a complete vector 
field. 
Remark 1.1.5. The above map γX verifies 
 
1. γX(t + s) = γX(t)γX(s), 
 
2. γtX(s) = γX(ts). 
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Definition 1.1.6. Let X be in g and {Φt} be the 1-parameter group generated 
by X. The exponential map is defined as the smooth map 
exp: g −→ G 
X −→ exp(X) = Φ1(e) = γX(1). 
By the above definition, we have γX(t) = exp(tX). Hence, if {Φt} is the 
flow associated to X, we have Φt(g) = g exp(tX). 
 
Next we state some properties of the exponential map. 
 
Remark 1.1.7. We have the following identities for the exponential map 
1. exp((s + t)X) = exp(sX) exp(tX), 
2. exp(−tX) = (exp(tX))−1, 
3. de exp = Idg. 
Let G be a Lie group and V  a vector space.  A linear representation of G       
on V  is a homomorphism φ  :  G  → GL(V ) of Lie groups.  In the following  
lines, we are going  to  obtain  a  representation  of  G  on  g.  For  each  g  ∈ G, 
we define the  conjugation map σg :  G  → G  by  σg(h) = ghg−1.  Notice  that 
σg = Lg ◦ Rg−1 and σe = Idtt hold. Since σg is a diffeomorphism on G, we get 
(σg)∗.e ∈ GL(g).  Thus, each g ∈ G defines an element deσg in GL(g).  Hence,  
we obtain a representation of G on g, called adjoint representation, given by 
 
Ad : G −→ GL(g) 
g −→    Adg = (σg)∗,e. 


















Take X ∈ g and g ∈ G. By Lemma 1.1.8, for the flow Φt generated by 
AdgX, we obtain 
 
Φt(a) = a exp(tAdgX) = ag exp(tX)g−1. 
 
Thus, we get 
Ad  X =  
d 
(g exp(tX)g−1)| . 
 
In case G were a matrix group, this translates into 
 
AdX Y = 
d 







(exp(tY )) | 
 
t=0 X−1 = XY X−1. 
 
Proposition 1.1.9. For θ the Maurer-Cartan form, we have 
 
Rg
∗θ = Adg−1  ◦ θ. 
Proof. In fact, for u ∈ ThG, we get 
(Rg
∗θ)h(u) = θhg((Rg)∗(u)) = (L(hg)−1 )∗ ◦ (Rg)∗(u) 
= (Lg−1 )∗ ◦ (Lh−1 )∗(Rg)∗(u) 
= Adg−1 ◦ (Lh−1 )∗(u) 




1.2 Sheaf cohomology 
Let (X, τ ) be a topological space. A presheaf of abelian groups on X consists 
of  a  pair  (F, ρ)  where  F  =  (F(U ))U∈τ  is  a  collection  of  abelian  groups  
and ρ = (ρU,V )U,V ∈τ,V ⊂U is a collection of  group homomorphisms  defined  as 
ρU,V : F(U ) ›→ F(V ), which verify the following properties 
(i) ρU,U = idU ; 
 
(ii) ρV,W ◦ ρU,V = ρU,W , where U, V, W ∈ τ and W ⊂ V ⊂ U . 
The homomorphisms ρU,V are called restriction maps. 
Remark 1.2.1. Given the group homomorphism ρU,V : F(U ) → F(V ), for 
any element f ∈ F(U ) we denote ρU,V (f ) as f |V , 
| 
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Example 1.2.2. Let X be a topological space and A an abelian group where 
we impose the discrete topology. For each open U ⊂ X, we denote by F(U ) 
the set of all continuous functions f : U → A. It is easy to see that F(U ) has 
an abelian group structure. Moreover, we can define the restriction maps as 
ρU,V : F(U ) −→ F(V ) 
f −→ ρU,V (f ) = f |V . 
Therefore, (F, ρ) defines a presheaf of abelian groups on X. 
Example 1.2.3. A special case of the above example is when X = S1 with the 
usual topology induced by R2 and A = Z. The abelian group is formed again 
by  the continuous functions f : U  → Z.  Moreover, when U  is connected and 
non-empty we have F(U ) ∼= Z.  Indeed, if we take f  ∈ F(U ), then there exists 
z ∈ Z such that z ∈ Im(f ). Since f −1(z) and f −1(Z − {z}) is a decomposition 
of U into disjoint open set, we conclude that f (x) = z for all x ∈ U . Therefore 
we can identify F(U ) with Z. 
Definition  1.2.4.  Let (F, ρ) be a presheaf of abelian groups on X. Given 
any  open set U  ⊂ X  and an open covering {Ui}i∈I of U , we  say  that (F, ρ) is   
a sheaf of abelian groups on X if it verifies the properties 
(i) if f  ∈ F (U ) with f |Ui   = 0 for all i, then f  = 0; 
(ii) if  fi  ∈ F (Ui)  such  that  fi|Ui∩Uj    =  fj |Ui∩Uj    for  all  i, j  ∈ I ,  then  there 
exists f  ∈ F (U ) such that f |Ui   = fi for all i ∈ I . 
Example 1.2.5. The presheaf of abelian groups (F, ρ) given in Example 1.2.2 
is a sheaf of abelian groups on X 
However, not all presheaves are sheaves. 
Example 1.2.6. Take the set X = {a, b} with the discrete topology. For each 
open set U ⊂ X we define F(U ) as Z if U = {a} or {b}, and F(U ) = {0} 
if  U   =  X  or  U   =  ∅.    Let  us  see  why  F  is  a  presheaf  but  not  a  sheaf. 
Clearly F(U ) is an abelian group for all U ⊂ X. The restriction maps are 
defined  as  ρX,{a}(0)  =  0,  ρX,{b}(0)  =  0,  ρ{a},∅(z)  =  0,  and  ρ{b},∅(z)  =  0  for 
all z ∈ Z. On the other hand, to see that (F, ρ) is not a sheaf, we express 
X  = {a} ∪ {b}.  Taking 1 ∈ F({a}) ∩ F({b}), where {a} ∩ {b} = ∅, we have 
that  ρ{a},∅(1)  =  0  =  ρ{b},∅(1).   However,  there  is  no  z  ∈ X  =  {0} such  that 




Example 1.2.7. [The constant sheaf]. Given X and A as in Example 
1.2.2, it is easy to see that the presheaf (F, ρ) defined here is a sheaf of abelian 
groups on X. This sheaf is called the constant sheaf with values in A. A more 
concrete example is given in Example 1.2.3.  This constant sheaf is denoted by  
Z, and its elements as Z(U ) for each open set U ⊂ X. 
Given a presheaf F on X, we define the stalk of F at a point x ∈ X as 
follows. Consider the disjoint union x∈U F(U ) of all neighbourhood U of x. 
On this disjoint union we establish the equivalence relation ∼ as f ∼ g, with 
f ∈ F(U ) and g ∈ F(V ), if and only if there exists an open set W ⊂ U ∩ V 







It is easy to see that each Fx carries a group structure. 
Definition   1.2.8.  Let   (F , ρ), (G, ρ̄)   be   sheaves   on   X .       We   define   a 
sheaf  homomorphism  α  :  F  →   G  as  a  set  of  group  homomorphism   
αU : F(U ) → G(U ) (for an open set U ⊂ X) such that if V  ⊂ U  is open,  
then the diagram 
  αU  
F(U ) 
ρU,V 










In the definition given above, if F and G are presheaves, then α is called a 
presheaf homomorphism. 
 
Proposition 1.2.9. Let F be a presheaf on X . Then there exists a sheaf F̄ on 
X  and a presheaf homomorphism i : F → F̄ such that for any homomorphism 
α : F → G, with G a sheaf, there exists a unique sheaf homomorphism 
ᾱ : F̄ → G that verifies α = ᾱ ◦ i. 




i d i+1 d 
Y 
0 p 0 p 0 p+1 k=0 i0,...,ik,...,ip+1 
The sheaf F̄  obtained above is called a sheafification of F . 
We define the kernel of the sheaf homomorphism α : F → G as the 
collection ker(α) = {ker(α)(U )} given by ker(α)(U ) = ker(αU ) for each open 
set U ⊂ X. It is clear that ker(α) establish a sheaf of abelian groups on X. 
On the image of a sheaf homomorphism, we notice that the collection 
{Im(αU )} does not establish a sheaf on X but a presheaf. Then the image of a 
sheaf homomorphism is defined as the sheafification of the presheaf {Im(αU )}. 
 
Let {Fi} be a collection of sheaves on X. A complex F• of sheaves on  X 
is defined as a sequence of sheaves homomorphisms 
 






−→ · · · 
such  that  di  ◦ di−1  =  0  for  all  i ∈ Z. The complex F• is called exact if 
Im(di−1) = ker(di). 
 
Let F be a sheaf on X and U = {Uλ} a locally finite cover of open sets on 
X. We define the set Cp(U , F) of p-chains of F as 
 
Cp(U , F) = 
i0,...,ip 
F(Ui0 ∩ ... ∩ Uip ). 
 
The  elements  of  Cp(U , F) are  written  as fi ,...,i . We define the group 
0 p 
homomorphism δp as 
 
δp : Cp(U , F) −→ Cp+1(U , F) 
fi ,...,i −→   δp(fi ,...,i ) = gi ,...,i = 
Σp+1 
(−1)k f ˆ , 
 
where the symbol ˆ means that we have removed the index below. This 
homomorphism δp is a coboundary operator. For instance, when p = 1 and 
p = 2 we have 
δ1(fi0,i1 ) = gi0,i1,i2  = fi1,i2 − fi0,i2 + fi0,i1  on Ui0,i1,i2 , 
δ2(fi0,i1,i2 ) = gi0,i1,i2,i3  = fi1,i2,i3 − fi0,i2,i3 + fi0,i1,i3 − fi0,i1,i2  on Ui0,i1,i2,i3 . 
Remark 1.2.10. We notice that δp+1 ◦ δp = 0 for all p ∈ Z. This is left as 
an exercise to the reader. However,we can do this for p = 1. Indeed, writing 
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U F 
p p p+1 p+1 
q q q+1 q+1 
gi0,i1,i2 = δ1(fi0,i1 ), we have 
δ2(gi0,i1,i2 ) = gi1,i2,i3 − gi0,i2,i3 + gi0,i1,i3 − gi0,i1,i2 
= (fi2,i3 − fi1,i3 + fi1,i2 ) − (fi2,i3 − fi0,i3 + fi0,i2 )+ 
(fi1,i3 − fi0,i3 + fi0,i1 ) − (fi1,i2 − fi0,i2 + fi0,i1 
= 0. 
 
And thus we get δ2 ◦ δ1 = 0. 
Given the coboundary operator δp : Cp(U , F) → Cp+1(U , F), we define the 
subgroups Zp(U , F) = ker(δp) and Bp(U , F)  =  Im(δp−1). The  elements  of 
Zp(U , F) and Bp(U , F) are called cocycles and coboundaries, respectively. By 
above remark we have that Bp(U , F) ⊂ Zp(U , F). Next we define the quotient 
group Hp(U , F) as 
p Z
p(  , ) 
H (U , F) = 
Bp(U , F) 
. 
This group is called the p-th cohomology group with coefficients in F with 
respect to the covering U. 
We notice that Hp(U , F) depends of the open covering U. To define 
cohomology groups that depend only of X and F, we should refine the covering 
and then we take an inductive limit on U (see Serre [25]). This cohomology 
group is denoted by Hp(X, F). 
Consider X to be a paracompact topological space and U a locally finite 
open covering of X. If we have an exact sequence of sheaves on X like 
 
0 → A −→
α
 B →− C → 0, 
 
then it induces an exact sequence in cohomology (see Serre [25]) 
 
· · · → H (U , B) → H (U , C) → H (U , A) → H (U , B) → · · · . 
We have the following result. 
 
Proposition 1.2.11. Take an exact sequence of cohomology as above. If we 
take the inductive limit on U , the sequence 
· · · → H (X, B) → H (X, C) → H (X, A) → H (X, B) → · · · 
which is exact. 




1 n n+1 2n 
1.3 Symplectic manifolds 
Consider ω : V × V → R a  skew-symmetric  bilinear  map.  We  say  that  the 
map ω is symplectic when ω(u, v) = 0 for all  v  ∈ V  implies u = 0.  We  call  
(V, ω) a symplectic vector space. 
 
Proposition 1.3.1. Let (V, ω) be a symplectic vector space. Then the 
dimension of V is even. Furthermore there exists a basis {e1, ..., en, f1, ..., fn} 
of V such that 
 
ω(ei, fj) = δij and ω(ei, ej) = 0 = ω(fi, fj). 
 
Proof. See McDuff and Salamon [21]. 
 
The basis of V mentioned above is called a symplectic basis. 
 
Example 1.3.2. On R2n take the skew-symmetric bilinear map ω0 defined by 
 
ω0(x, y) = x1y1 + ... + xnyn − (xn+1yn+1 + ... + x2ny2n), 
where  x  =  (x1, ..., x2n)  and  y   =  (y1, ..., y2n). This  map  is symplectic. 
Indeed,  if  ω0(x, y)   =   0  for  all  x, y   ∈  R2n,  in  particular  for  y   =   x̃   = 
(x1, ..., xn, −xn+1, ..., −x2n) we have ω0(x, x̃) = x2 +...+x2 +x2 +...+x2  = 0, 
which  implies  x =  0. Then (R2n, ω0) is a symplectic vector space. A 
symplectic basis for this example is given by choosing {e1, ..., en, f1, ..., fn}, 
i (n+i) 








, 0, ..., 0). 
Let M be a 2n-dimensional smooth manifold. A 2-form ω on M is called a 
symplectic form if ω is closed (dω = 0) and ωp is symplectic on TpM for each  
p ∈ M . The pair (M, ω) is a symplectic manifold. 
Example 1.3.3. On R2n with linear coordinates x1, ..., xn, y1, ..., yn, we define 
the 2-form ω0 = 
Σn 
dxi ∧ dyi. Clearly ω0 is a symplectic form. Furthermore, 



















)p, ..., ( 
∂y
 )p} 





Example 1.3.4. On S2, for each p ∈ S2 we view its tangent space TpS2 as the 
tangent plane to S2 in p. Clearly TpS2 is formed by orthogonal vectors to p in 
R3. We define the symplectic form ω on S2 as ωp(u, v) = (p, u×v). Notice that 
ω is closed. To show that ωp is symplectic, we notice that (ωp)u(v) = ωp(u, v) 
is 0 if and only if (p, u × v) = 0. Thus (ωp)u(v) = 0 whenever u × v = 0. Then 
ωp(u, v) = 0 for all v ∈ TpS2 is equivalent to u = 0. 
Remark 1.3.5. Although S2 has a symplectic structure, no other sphere S2n, 
with n > 1, admits a symplectic structure. See McDuff and Salamon [21]. 
 
1.4 Complex structures on manifolds 
A complex manifold of complex dimension n is a topological manifold M 
together with an atlas {(Uα, φα)}α∈Λ,  where  φα  :  Uα  →  Cn,  in  which  the 
maps φα ◦ φ−1 (called transition functions) are holomorphic on φβ(Uα ∩ Uβ). 
This last condition is called compatibility condition.  The atlas {(Uα, φα)}α∈Λ  
is called a holomorphic structure on M . 
 
We notice that a complex manifold of dimension n defines a real smooth 
manifold of dimension 2n, since we can identify Cn with R2n and the transition 
functions with smooth maps between open subsets of R2n. The converse is not 
necessarily true, because not every smooth map is holomorphic. 
Example 1.4.1. [The Riemann sphere S2.] Let S2 be the unit sphere 
in R3. An open covering for S2 is given by the sets U1 = S2 \ {(0, 0, 1)}   
and U2 = S2 \ {(0, 0, −1)}. On U1 we define the map φ1 : U1 → C 
by φ(a, b, c) = a 
1−c 
+ i  b . For U2, the map φ2 : U2 → C is defined by 
φ2(a, b, c) =  
  a  − i   b   .  Therefore, for z ∈ C \ {0} we have φ1 ◦ φ−2 
1(z) = z−1. 
Thus, the transition functions are holomorphic, and S2 is a complex manifold 
of complex dimension 1. 
Example  1.4.2.  [The  complex  projective space CPn.] On the set 
Cn+1 \ {0}, we impose the equivalence relation ∼ as 
(z0, ..., zn) ∼ λ(z0, ..., zn) for all λ ∈ C
∗. 
We denote the equivalence class of (z0, ..., zn) by [z0 : · · · : zn], and the quotient 






















charts {Uk}n , where Uk = {[z0 : ... : zn]/zk ƒ= 0}. On each Uk, we define φk 
by 









k 0 n 
zk zk zk zk 
The transition functions φk ◦ φ−1 on φj(Uk ∩ Uj) are obtained as 

















Clearly, the transition functions are holomorphic on their domains. Then CPn 
is a complex manifold of dimension n. 
An almost complex structure on a real vector space V is an endomorphism 
J such that J2 = −Id. We  denote it by  (V, J).  Observe that V  necessarily  
has even dimension, this because of the relation (det(J))2 = (−1)n, where n is 
the dimension of V ; it follows that n is necessarily even. 
 
Definition 1.4.3. An almost complex structure on a smooth manifold M is 
a smooth endomorphism field J : TM → TM such that (TxM, Jx) is a vector 
space with an almost complex structure for all x ∈ M . We denote it by (M, J) 
and called it an almost complex manifold. 
By the above remark, TxM must have even real dimension, so M has even 
real dimension as well. 
 
Example 1.4.4. [The 2-sphere.] The sphere S2 is an almost complex 
manifold. In fact, we define on each  fiber  TuS2 the  endomorphism  Ju  : 
TuS2 → TuS2 by  Ju(v) = u × v, where × is the cross product in R3.  Then   
we have J2(v) = u × (u × v) = −v. For a point P (x, y, z) in S2, we choose 
∂ 
the basis ∂x = (1 − z − x
2, −yx, x − zx) and 
∂
 = (−xy, 1 − z − y2, y − zy). 








. See Figure 1.1. 
 
 
Example 1.4.5. [The 6-sphere.] This example is taken form Simanca [26]. 
To define an almost complex structure on S6, we use the cross product on R7. 
Remember that if u1, u2 and u3 are orthogonal unit vectors on R7, then the   
set 








Figure 1.1: Taking u = ∂x 
∂ 
and v = ∂y 
 










is an orthonormal set (with respect to dot product).   For  sake of simplicity   
we take the following notation:  e1 =  u1; e2 =  u2; e3 =  u1 × u2; e4 =  u3; 
e5 = u1 × u3; e6 = u2 × u3; e7 = (u1 × u2) × u3. Then, using the properties of 




× e1 e2 e3 e4 e5 e6 e7 
e1 0 e3 −e2 e5 −e4 −e7 e6 
e2 −e3 0 e1 e6 e7 −e4 −e5 
e3 e2 −e1 0 e7 −e6 e5 −e4 
e4 −e5 −e6 −e7 0 e1 e2 e3 
e5 e4 −e7 e6 −e1 0 −e3 e2 
e6 e7 e4 −e5 −e2 e3 0 −e1 
e7 −e6 e5 e4 −e3 −e2 e1 0 
 
 
Computing u×v, we obtain the equality u×v = 
Σ7 
uivjei×ej. We define 















Observe that Ju is well defined, because of u · (u × v) = 0. 
To prove that J2 = −Id holds for all u ∈ S6, we use the property of cross 
product  
u × (v × w) = (u · w)v − (u · v)w. 
 
 
Thus, we obtain 
 
J2(v) = u × (u × v) = (u · v)u − (u · u)v = −v. 
 
Next we explore the link between almost complex manifolds and complex 
manifolds. 
If we have a complex manifold M n, we can easily define an almost complex 
structure on M . First we identify M with a 2n-dimensional real smooth 
manifold, and a complex chart (Uα, φα) on M with a real chart. We define on 
each fiber TxM , where x ∈ Uα, the linear map Jα = (φα)−1 ◦ Jn ◦ (φα)∗, where 






It is easy to check that we get J2 = −Id on each TxM . Then we define the 
endomorphism J on TM as J(u) = Jα(u) if u ∈ TxM , where x ∈ Uα. Let us 
see that J is well-defined. Taking another chart (Uβ, φβ), where x ∈ Uβ, we 
have another linear map Jβ defined on TxM by Jβ = (φβ)−1 ◦ Jm ◦ (φβ)∗ . We 
ask if Jα and Jβ agree on TxM . To settle this question, for v an element of 
TxM we have 
 
Jβ(v) = (φβ)−1 ◦ Jn ◦ (φβ)∗(v) 
= (φβ)−1 ◦ Jn ◦ (φβ)∗ ◦ (φα)−1 ◦ (φα)∗(v). 
 
Since (φβ)∗ ◦ (φα)−1 is holomorphic, we have that (φβ)∗ ◦ (φα)−1 and Jn 
commute. Thus, we obtain 
 
Jβ(v) = (φβ)−1 ◦ (φβ)∗ ◦ (φα)−1 ◦ Jn ◦ (φα)∗(v) 
= (φα)−1 ◦ Jn ◦ (φα)∗(v) 
= Jα(v). 
 
Then J is well-defined and clearly verifies J2 = −Id. 
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We  must stress the fact that not all almost complex structures arise from   
a holomorphic structure. For example this happens in S6 (see Simanca [26]). 
The Newlander-Nirenberg theorem provides a criterion to settle this question. 
Before stating the theorem, we give some definitions and results regarding 
complex linear algebra. 
Let (V, J) be a vector  space  with  an  almost  complex  structure.  Then 
on the complexification VC = V ⊗R C of V , we can extend J to a complex 
endomorphism JC as 
JC(v ⊗ α) = J(v) ⊗ α. 
By simplicity we still denote JC as J. Notice that the eigenvalues of J are 
i, −i, which naturally determine two eigenspaces 
V 1,0 = {w ∈ VC : Jw = iw} = {v − iJv : v ∈ V }, 
V 0,1 = {w ∈ VC : Jw = −iw} = {v + iJv : v ∈ V }. 
Now, consider V ∗, be the dual space of V . This V ∗ admits an almost 
complex structure arising  from  J,  too.  In  fact,  we  define  this  structure  
J∗ : V ∗ → V ∗ by J∗(v∗)(u) = v∗(Ju), where v∗ ∈ V ∗, u ∈ V . Since J2 = −Id, 
it is easy to verify that we get 
 
(J∗)2(v∗)(u) = (J∗(v∗(Ju)) = v∗(J2(u)) = v∗(−u) = −v∗(u). 
So, being V ∗ also a vector space with almost complex structure, we can, 
analogously, extend J∗ to a complex endomorphism JC
∗  on VC
∗  = V ∗ ⊗ C.  We 
will still denote J∗ and JC
∗  as J .  Clearly this endomorphism J : VC
∗  → VC
∗  has 
two eigenvalues i and −i with eigenspaces 
V1,0 = {ξ ∈ VC
∗ : Jξ = iξ}, 
V0,1 = {ξ ∈ VC
∗ : Jξ = −iξ}, 
respectively. 
 
Proposition 1.4.6. Let VC
∗ be the complexification of the dual space V ∗ of V . 
If V1,0 and V0,1 are as above, then 
 
V1,0 = {ξ ∈ VC
∗  : ξ(v) = 0 for all v ∈ V 0,1}, 
V0,1 = {ξ ∈ VC












Proof.  Let  ξ  ∈ V1,0.   Since  Jξ  =  iξ,  we  have  ξ ◦ J(w)  =  iξ(w)  for  all 
w ∈ VC. Expressing w as w = v1,0 + v0,1 ∈ V 1,0 + V 0,1, we have ξ ∈ V1,0 if 
and only if ξ ◦ J(v1,0 + v0,1) = iξ(v1,0 + v0,1) = iξ(v1,0) + iξ(v0,1). Thus, since   
ξ ◦ J(v1,0 + v0,1) = iξ(v1,0) − iξ(v0,1), we conclude that ξ ∈ V1,0 if and only if 
ξ(v) = 0 for all v ∈ V 0,1. For V 0,1 the proof is similar. 
Let (M 2m, J) be an almost complex manifold. By the above, the 
complexification TM C = TM ⊗R C has an  almost  complex  structure  J. 
The endomorphism J splits the complexified tangent bundle into bundles of 
eigenspaces TM C = T 1,0M ⊕ T 0,1M , where 
T 1,0M = {Z ∈ TM C : J(Z) = iZ} = {X − iJX : X ∈ TM },  T 
0,1M = {Z ∈ TM C : J(Z) = −iZ} = {X + iJX : X ∈ TM }. 
In what follows, we will find a basis for T 0,1M and T 1,0M in the case when 
J arises from a holomorphic structure. 
If this is the case, we can express locally J as 
 
Jα = (φα)−1 ◦ Jm ◦ (φα)∗, 
where (Uα, φα) is a holomorphic chart on M . Writing φα = (z1, ..., zm) gives  
us real coordinates (x1, ..., xm, y1, ..., ym) on Uα, where zk = xk + iyk. Thus, 
we obtain a local frame { ∂ , ..., ∂ , ∂ , ..., ∂ }, with ∂ = (φα)−1(ek) and 
  ∂ 
∂yk = (φα)
−1(em+k), where {e1, ..., e2m} stands for the canonical basis of R2m. 
Since Jm(ek) = ek+m, we obtain 
  ∂ 
J( ) = (φ 
∂xk 
α)−
1 ◦ jm 









We know that any element Z ∈ T 1,0M splits as Z = X − iJX, where 
X ∈ TM . Expressing X as X = ak ∂ + bk
 ∂ 
k 
, we have them 
∂ 






































k k k 







Thus, we obtain a basis for T 1,0M given by 
 














Analogously, a basis for T 0,1M is given by 
 
∂ 



















Let M be a smooth manifold of real dimension n. A r-dimensional 
distribution D on M consists in an assignment of vector subspaces  Dx ⊂ TxM 
of dimension r.  Furthermore, if for each x ∈ M  there exists a submanifold N 
containing x such that TyN = Dy for all y ∈ N , then the distribution D is 
called completely integrable. 
A distribution D is said involutive whenever for any X, Y ∈ D, [X, Y ] ∈ D 
holds. A celebrated theorem of Frobenius says that a distribution D  is  
completely integrable if and only if D is involutive (see Morita [22]). 
Using this theorem of Frobenius, we have the following result to characterize 
a complex structure. 
Theorem 1.4.7 ( The Newlander - Nirenberg theorem). Let (M, J) be an 
almost complex manifold. The almost complex structure J arises from a 
holomorphic structure when the distribution T 0,1M is integrable. 
Proof. See Newlander and Nirenberg [24]. 
 
When the almost complex structure J of M arises from a holomorphic 
structure, we call J a complex structure. 
 
Consider (M 2m, J) an almost complex manifold. Let Λ1M be the exterior 





Λ1 M = Λ1,0M ⊕ Λ0,1M, 
 
Λ1,0M = {ξ ∈ Λ1 M : Jξ = iξ}, 










By Proposition 1.4.6, we can also express Λ1,0M and Λ0,1M as 
 
Λ1,0 = {ξ ∈ Λ1 M : ξ(Z) = 0 for all Z ∈ T 0,1M }, 
Λ0,1 = {ξ ∈ Λ1 M : ξ(Z) = 0 for all Z ∈ T 1,0M }, 
respectively. Let Ω1,0M be the space of sections on Λ1,0M . The elements of 
Ω1,0M are called (1, 0)-forms. In the same way we can define Ω0,1M . 
 
If J is a complex structure on M ,  then for a holomorphic chart (Uα, φα) 
on M , we can express φα in local coordinates as φα = (z1, ..., zm). Moreover, 
each zk can be written as zk =  xk + iyk. Thus,  we  obtain real coordinates  
(x1, ..., xm, y1, ..., ym) on Uα. We define the complex 1-forms 
dzk = dxk + idyk, dzk = dxk − iyk. 
The set {dz1, ..., dzm} forms a local basis for Λ1,0M .   It is easy to see that   
this set is linearly independent. Let us check that each element dzk belongs to 




  ∂ 
∂zj 
be in T 0,1M , where αj = aj + ibj. Then we have 
dz  (W ) = (dx   + idy  ) 
.
Σ
















2 ∂x ∂yj 
= 
2 
(ak + ibk + i(iak − bk)) 
= 0. 
 
Because of Λ1,0M  has dimension m, the collection {dz1, ..., dzm} is a basis  for 
Λ1,0M . Furthermore, this basis is the associated dual basis to { ∂ , ..., ∂ }. In 









Let Λk M be the complexification of ΛkM the k-exterior bundle  of  M  . 
Denote by Λp,0 the pth exterior power of Λ1,0M , and by Λ0,q the qth exterior 
power of Λ0,1M . Using the fact that the exterior power  of  a  direct  sum  of 
vector spaces satisfies 
Λk(E ⊕ F ) ∼=   
k




C we have, for Λ
k M , the equality 
 
Λk M  ∼= ⊕ (Λp,qM ), 
C 
 
where Λp,qM = Λp,0M ⊗ Λ0,qM . 
p+q=m 
 
The space of sections on Λp,qM is denoted by Ωp,qM , and its elements are 
called (p, q)-forms. A basis for Λp,qM is given then by 
{dzj1  ∧ ... ∧ dzjp  ∧ dz̄k1  ∧ ... ∧ dz̄kq   : j1 < ... < jp, k1 < ... < kq}. 
Recall that an almost complex structure J arises from a holomorphic 
structure on M as long as the distribution T 0,1M is integrable. In practice, 
this means that if we take two elements X +iJX and Y +iJY in T 0,1M , where 
X, Y ∈ TM , then we must have [X + iJX, Y + iJY ] ∈ T 0,1M . Calculating 
[X + iJX, Y + iJY ], we get 
 
[X + iJX, Y + iJY ] = [X, Y ] + i[X, JY ] + i[JX, Y ] − [JX, JY ] 
= [X, Y ] − [JX, JY ] + i([X, JY ] + [JX, Y ]). 
Supposing that T 0,1M is integrable, [X + iJX, Y + iJY ] is of the form η + iJη, 
with η ∈ TM . By the above equality, we obtain 
[X, JY ] + [JX, Y ] = J([X, Y ] − [JX, JY ]). 
Since this last equality is equivalent to 
 
J([X, JY ] + [JX, Y ]) = −[X, Y ] + [JX, JY ], 
we can conclude that T 0,1M is integrable as long as 
 
[JX, JY ] − J[X, JY ] − J[JX, Y ] − [X, Y ] = 0. 
The above calculations motivate us to define the Nijenhuis tensor N J as 
 
N J (X, Y ) = [JX, JY ] − J[X, JY ] − J[JX, Y ] − [X, Y ]. 
In brief, J is a complex structure provided that N J ≡ 0 holds. Notice 
that N J ≡ 0 means that the distribution  T 1,0  is  integrable. Indeed, 
taking X − iJX, Y − iJY ∈ T 1,0M , we have [X − iJX, Y − iJY ] ∈ 
21  
2 
T 1,0M if and only if [X, Y ] − [JX, JY ] − i([X, JY ] + [JX, Y ]) ∈ T 1,0M . 
Since the elements  in  T 1,0M  can  be  expressed  as  η  − iJη,  we  obtain  
[X, JY ] + [JX, Y ] = J([X, Y ] − [JX, JY ]). This last equality is equivalent to 
N J (X, Y ) = 0. 
 
The next proposition presents other necessary and sufficient conditions in 
order that J can be turned a complex structure on  M .  The proof is taken  
from Moroianu [23]. 
Proposition 1.4.8. The following statements are equivalent: 
 
(1) N J ≡ 0, 
(2) d(Ω1,0M ) ⊂ Ω2,0M ⊕ Ω1,1M , 
(3) d(Ωp,qM ) ⊂ Ωp+1,qM ⊕ Ωp,q+1M . 
Proof. First, we prove that (2) is equivalent to (1). Let ξ be in Ω1,0M . We  
write dξ as 
 
dξ = ξ2,0 + ξ1,1 + ξ0,2 ∈ Ω2,0M ⊕ Ω1,1M ⊕ Ω0,2M. 
Then we have d(Ω1,0M ) ⊂ Ω2,0M ⊕ Ω1,1M if and only if ξ0,2 ≡ 0. This last 
equality happens provided we get ξ0,2(W, Z) = 0, for all W, Z in T 0,1M . From 
ξ0,2 = dξ − ξ2,0 − ξ1,1 we obtain 
ξ0,2(W, Z) = dξ(W, Z) − ξ2,0(W, Z) − ξ1,1(W, Z) = 0 
if and only if dξ(W, Z) = 0; here W, Z ∈ T 0,1M . This last equality is 
equivalent to 1 {W (ξ(Z)) − Z(ξ(W )) − ξ([W, Z])} = 0. As ξ ∈ Ω1,0M , we 
obtain ξ(Z) = ξ(W ) = 0. Thus we get ξ([W, Z]) = 0 and [W, Z] ∈ T 0,1M , 
which allows us to conclude the equality N J ≡ 0. 
Reciprocally, if we assume N J ≡ 0, we obtain 
d(Ω0,1M ) ⊂ Ω1,1M ⊕ Ω0,2M. 
Indeed, taking η ∈ Ω0,1M , we have 






Then η2,0(W, Z) = 0 if and only if dη(W, Z) − η1,1(W, Z) − η0,2(W, Z) = 0, 
for W, Z  ∈ T 1,0M .  As η1,1(W, Z) =  0 and η0,2(W, Z) =  0 for any  W, Z in   
T 1,0M , we get η2,0(W, Z) = 0 if and only if dη(W, Z) = 0. 
1 
Finally, because of dη(W, Z) = 
2 
{W (η(Z)) − Z(η(W )) − η([W, Z])} and 
η0,1 ∈ Ω0,1M , we  obtain that η2,0(W, Z) = 0 is equivalent to η([W, Z]) = 0. 
This  last  equivalence  means  [W, Z]  ∈  T 1,0M . As a consequence T 1,0M is 
integrable. 
Next, let us see that (2) implies (3). Taking ω ∈ Ωp,qM , we can express ω 
as 
ω = ξ1 ∧ ... ∧ ξp ∧ η1 ∧ ... ∧ ηq, 
 
where ξj ∈ Ω1,0M and ηk ∈ Ω0,1M . Then we have 
p 
dω = (−1)j+1ξ1 ∧ ... ∧ dξj ∧ ... ∧ ξp ∧ η1 ∧ ... ∧ ηq+ 
j=1 
q 
(−1)k+p+1ξ1 ∧ ... ∧ ξp ∧ η1 ∧ ... ∧ dηk ∧ ... ∧ ηq. 
k=1 
 
As (2) implies (1), this results in dξj ∈ Ω2,0M ⊕ Ω1,1M and dηk ∈ Ω1,1M ⊕ 
Ω0,2M . Therefore, we have 
p 





(−1)k+p+1ξ1 ∧ ... ∧ ξp ∧ η1 ∧ ... ∧ dηk ∧ ... ∧ ηq ∈ Ωp+1,qM ⊕ Ωp,q+1M. 
k=1 
 
Hence we get dω ∈ Ωp+1,qM ⊕ Ωp,q+1M . 
Finally, taking p = 1 and q = 0 in (3), we obtain (2). 
 
Let (M 2m, J) be a complex manifold. We recall that a smooth map f  : M  → 
C is  called  holomorphic if  f ◦ φ−α 
1  : φα(Uα) → C is  a  holomorphic map for all 
complex charts (Uα, φα). 
We can also characterize holomorphic maps by intrinsic means. 
 
Proposition  1.4.9.  Let f  :  M  →  C be  a smooth map. The following 
statements are equivalent: 
 






(2) Z(f ) = 0, for all Z ∈ T 0,1M , 
(3) df is a (1, 0)-form. 
 
Proof. It is easy to see that (2) is the same as (3), as df ∈ Ω1,0M is equivalent 
to Z(f ) = df (Z) = 0 for all Z ∈ T 1,0M . 
On the other hand, by definition f is holomorphic as long as the map 
f  ◦ φ−α 
1    :   φα(Uα)   →  C  is  holomorphic  for  any  complex  chart  (Uα, φα). 
Before  showing  that  (1)  is  equivalent   to  (3),   we   remember  that  a  map 
g : U ⊂ Cn → Cm is holomorphic provided it satisfies 
g∗ ◦ Jn = Jm ◦ g∗, 






In this context, we have on each chart (Uα, φα) that f is holomorphic if and 
only if satisfies (f ◦ φ−α 
1)∗ ◦ Jm = J1 ◦ (f ◦ φ−α 
1)∗. 
Then, supposing that f is holomorphic, we obtain 
 
J1 ◦ f∗ = J1 ◦ (f∗ ◦ (φα)−1) ◦ (φα)∗ 
= (f ◦ φ−α 
1)∗ ◦ Jm ◦ (φα)∗ 
= f∗ ◦ (φα)−1 ◦ Jm(φα)∗ 
= f∗ ◦ J, 
where J is the complex structure on M . Then taking a smooth vector field X 
on M , we have 
 
df (JX) = f∗(JX) = J1 ◦ f∗(X) = idf (X), 
So we get df (JX − iX) = 0. But his implies df (X + iJX) = 0 so we have 
df ∈ Ω1,0M . 
For the converse, if df is a (1, 0)-form, then we have df (X + iJX) = 0 for 
all X ∈ TM . It implies df (X) = −idf (JX). Multiplying by i both sides we 





By Proposition 1.4.8, we have 
 
d(Ωp,q M ) ⊂ Ωp+1,q M ⊕ Ωp,q+1M, 
and this allows us to define two differential operators ∂ and ∂ on Ωp,qM . For 
each ω ∈ Ωp,qM we take dω = ωj + ωjj, where ωj ∈ Ωp+1,qM and ωjj ∈ Ωp,q+1M . 
Then we write ∂ω  =  ωj and ∂ω  =  ωjj.  Clearly, by construction, we  have 
d = ∂ + ∂. 
 
Proposition 1.4.10. We have the following identities 
 
∂2 = 0, ∂
2 
= 0, ∂∂ + ∂∂ = 0. 
 
Proof. Let ω be an element of Ωp,qM . Then we always have d2ω = 0. Thus, 
since d = ∂ + ∂, we have d2 = ∂2 + ∂
2 
+ ∂∂ + ∂∂. As ∂2ω ∈ Ωp+2,qM , 
∂ ω ∈ Ωp,q+ 2M and (∂∂ + ∂∂)ω ∈ Ω 
 
 
p+1,q+1 M , we conclude the equalities 
∂2 = ∂
2 
= ∂∂ + ∂∂ = 0. 
 
Lemma 1.4.11 (Dolbeault’s lemma). A ∂-closed (0, 1)-form is locally ∂-exact. 
 
Proof. See Griffiths and Harris [13]. 
 
Finally, we can state and prove the following proposition. The proof is 
taken from Moroianu [23]. 
Proposition 1.4.12 (The local i∂∂-lemma). Let ω be a real 2-form of type 
(1, 1) on M . Then ω is closed if and only if for any point x ∈ M there exists 
a neighbourhood U containing x such that the form ω on U is equal to i∂∂u 
for some real function u on U . 
 
Proof. Suppose ω = i∂∂u for some real function u on U . Then thanks to 
Proposition 1.4.10 we have 
dω = (∂ + ∂)ω = (∂ + ∂)(i∂∂u) = i∂2∂u − 2 = 0. 
Conversely,  suppose  ω  is  a  closed  real  2-form  of  type  (1,1).   By  Poincaré 
lemma, there exists locally a real 1-form σ such that dσ = ω. Then we can 
decompose σ as 
σ = σ1,0 + σ0,1 ∈ Ω1,0M ⊕ Ω0,1M. 
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Thus, we have 
 
ω = dσ = dσ1,0 + dσ0,1 = ∂σ1,0 + ∂σ1,0 + ∂σ0,1 + ∂σ0,1. 
As ω is of type (1,1), we get ∂σ1,0 = 0, ∂
0,1 
= 0 and ω = ∂σ1,0 + ∂σ0,1. Since 
we have ∂σ0,1 = 0, Dolbeault’s lemma yields σ0,1 = ∂f for some local function 
f . Furthermore, because σ1,0 = σ0,1, we obtain σ1,0 = ∂f = ∂f . Then we get 
ω = ∂σ1,0 + ∂σ0,1 = ∂∂f + ∂∂f = i∂∂(2Im(f )). 
 
With u = 2Im(f ) we settle the proposition. 
 
 
1.5 Kähler structures 
 
Let (M, J) be a complex manifold and g be a Riemannian metric on M . We 
say that g is a Hermitian metric on M if 
g(JX, JY ) = g(X, Y ) for all X, Y  ∈ TM. 
It is also said that g is compatible with J. 
In addition, we can define the 2-form ωg by 
 
ωg(X, Y ) = g(JX, Y ). 
 
This 2-form is called the associated Kähler form to g. 
We say that g is a Kähler metric and (M, g, J) is a Kähler manifold if the 
2-form ωg is closed (that is, dωg = 0). 
Using the metric g and the 2-form ωg, we define the linear form h on TM 
as 
h(X, Y ) = g(X, Y ) − iωg(X, Y ). 
 
Proposition 1.5.1. The linear form h defined above is a positive hermitian 
form on TM . 
Proof. Since g and ωg are R-linear, h is R-linear. On the other hand, if we  
take X ƒ= 0 in TM , then we have 
h(X, X) = g(X, X) − iωg(X, X). 
Due to that g is compatible with J, we get 
 
g(JX, X) = g(J2X, JX) = g(−X, X) = −g(JX, X). 
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∂z1 ∂z ∂ z̄  
∂x 
kl 
∂zk ∂ z̄l 
This implies that ωg(X, X) = g(JX, X) = 0. As a consequence, we have 
h(X, X) = g(X, X) > 0 for all X ƒ= 0.    
Now we only need to verify that h(X, Y ) = h(Y, X) holds. By definition, 
we have h(Y, X) = g(Y, X) − iωg(Y, X). Taking its conjugate, we arrive to 
 
h(Y, X) = g(Y, X) + iωg(Y, X). 
 
Finally, as ωg(Y, X) = −ωg(X, Y ), we obtain 
h(Y, X) = g(X, Y ) − iωg(X, Y ) = h(X, Y ). 
 
 
Returning to the metric g , we can extend C-linearly this metric on TM C. 
Then, it satisfies the following properties 
 
(i) g(Z̄, W̄ ) = g(Z, W ) for all Z, W  ∈ TM C, 
(ii) g(Z, Z̄) > 0 for all Z ƒ= 0, 
(iii) g(Z, W ) = 0 for all Z, W ∈ T 1,0M , and all Z, W ∈ T 0,1M . 
We can easily establish (i) and (ii). For (iii), when Z, W ∈ T 1,0M write 
Z = X − iJX and W = Y − iJY in order to get 
g(Z, W ) = g(X−iJX, Y −iJY ) = g(X, Y )−ig(JX, Y )−ig(X, JY )−g(JX, JY ). 
Since  g  is  compatible  with  J,  we  have   g(JX, JY )   =   g(X, Y )  and 
g(JX, Y ) = −g(X, JY ). Therefore we get g(Z, W ) = 0.  In a similar fashion  
we obtain g(Z, W ) = 0 for all Z, W ∈ T 0,1M . 
 




  ∂ 
∂ z̄1 
, ..., ∂ 
n 
}  as  a  basis  for  T M C. Let  gkl̄   be  the 
coefficients of the metric g with respect to the basis given above; here each gkl̄ 
is obtained by 









Proposition 1.5.2. Let h be the positive hermitian form defined above. If we 
write hkl = h( ∂ 
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∂xl 
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∂x ∂xk 
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kl 
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Proof. Since ∂ = 1 ( ∂ − i ) and ∂ = 
1 ( ∂ + i ∂ ), we have 
 










































But we also have g( ∂ 
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  ∂ 
∂xl 
) = g( ∂ 
k 
  ∂ 
∂yl 
) and g( ∂ 
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  ∂ 
∂yl ) = −g( ∂ 
  ∂ 
∂xl 
). This 
simplifies the above equality in 







































On the other hand, due to that ωg( ∂ 
k 
  ∂ 
∂xl ) = −Im(hkl) and ωg( ∂ ∂yl ) = 
  ∂ 
∂xk 
  ∂ 
∂xl 
) = Re(hkl), we can express ωg as 
ωg = 2 
Σ 
Re(hkl)(dxk ∧ dyl) − 2 
Σ 
Im(hkl)(dxk ∧ dxl + dyk ∧ dyl). (1.2) 
Using the above formula and Proposition 1.5.2, we arrive to following result 
Proposition 1.5.3.  The Kähler form ωg can be expressed as 
ωg = i gkl̄dzk ∧ dz̄l. 
k,l 
 
Proof. Since dzk = xk + iyk and dz¯l = dxl − idyl, we obtain 
dzk ∧ dz¯l = dxk ∧ dxl + dyk ∧ dyl + idyk ∧ dxl − idxk ∧ dyl. 
By a direct calculation we have 
 
hkldzk ∧ dz¯l = Re(hkl)(dxk ∧ dxl + dyk ∧ dyl + idyk ∧ dxl − idxk ∧ dyl) 
+ Im(hkl)(dxk ∧ dxl + dyk ∧ dyl + idyk ∧ dxl − idxk ∧ dyl) 
= Re(hkl)(dxk ∧ dxl + dyk ∧ dyl) + iRe(hkl)(dyk ∧ dxl − dxk ∧ dyl) 
+ iIm(hkl)(dxk ∧ dxl + dyk ∧ dyl) − Im(hkl)(dyk ∧ dxl − dxk ∧ dyl). 
k 
  ∂ 










It  is  immediately evident that kl Re(hkl)(dxk ∧ dxl + dyk ∧ dyl) = 0. 
Furthermore, since Im(hkl) = −Im(hlk), we obtain 
Im(hkl)(dyk ∧ dxl − dxk ∧ dyl) = 0. 
k,l 
 
As a consequence, considering the last two results, we obtain the equation 
Σ 
hkldzk ∧ dz̄ l = 
Σ 
i(Re(hkl)(dyk ∧ dxl − dxk ∧ dyl) 
k,l k,l 
+ Im(hkl)(dxk ∧ dxl + dyk ∧ dyl)). 
(1.3) 
 
On the other hand, we have the equality 
Σ 
Im(hkl)(dxk ∧ dxl + dyk ∧ dyl) = 2 
Σ 
Im(hkl)(dxk ∧ dxl + dyk ∧ dyl). 
Furthermore, by a calculation we obtain 
Σ 
Re(hkl)(dyk ∧ dxl − dxk ∧ dyl) = −2 
Σ 
Re(hkl)(dxk ∧ dxl). 
Replacing these two last formulas in (1.3), we arrive to 
Σ 
hkldzk∧dz̄l = 2i 
Σ
Σ 





Multiplying both sides by i in the above equation, we obtain 
i 
Σ 




Im(hkl)(dxk ∧dxl +dyk ∧dyl). 
 
By (1.2), this means that ωg = i k,l hkldzk ∧ dz̄l.  Finally, using Proposition 
1.5.2, we conclude that 
 




Remark 1.5.4. On a Kähler manifold (M, g, J) we have that J is parallel with 
respect to the metric g; this means the identity ∇J = 0, where ∇ represents 
the natural extension of the Levi-Civita connection on M to its correspondent 
vector bundle TM . 
k,l k<l 
k,l k,l 
k,l k<l k,l 
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2π .z 
j j j 
wj w̄ w̄ 
j 
We notice easily that the Kähler form is a symplectic form.  Indeed, since ω 
is closed, we only need to verify that ωp is skew-symmetry and non-degenerate 
on TpM . But this is easy: for X, Y ∈ TpM we have 
ωg(X, Y ) = g(JX, Y ) = g(−X, JY ) = −ωg(Y, X), 
so ωg is skew-symmetry.  On the other hand,  we  have  ωg(X, Y ) = 0 for all   
Y ∈ TpM if and only if g(JX, Y ) = 0 for all Y ∈ TpM . Since g is an inner 
product, we have JX = 0, and so X = 0. 
 
Remark  1.5.5.  From the above, we have that all Kähler manifolds admit a 
symplectic form. However, the converse is not true. Thurston and Yamato gave 
examples of symplectic manifolds that do not admit a Kähler structure. See 
Cannas da Silva [9]. 
Example 1.5.6. [The Fubini-Study metric].  Next we define a Kähler form 
on CPn.  This gives us a Kähler metric on CPn  which is called the Fubini-Study 
metric. Consider the open covering {Uk}n of CP
n and the maps φk : Uk → Cn 
given in Example 1.4.2. On Uk we define the (1,1)-form 













These ωk define a global (1,1)-form on CP
n. For this we must verify the 
condition ωk |Uk ∩Uj = ωj |Uk ∩Uj .  In fact, we have 
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Supposing j > k and taking wj = 
zj 
, we get 
z 
k 
∂∂̄  log |w |
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Therefore  ωk  =  ωj on  Uk ∩ Uj. Next we show that ωj is a real 2-form. 
Without  loss  of  generality  we   can  take  j   =  0. Thus, on U0 we have 






.  Taking coordinates w   =  zj , we obtain 
 0 0 1 z0 z0 
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k,l=1 (xk − iyk)(xl + iyl)dxk ∧ dxl + 
Σn
 (yk + ixk)(yl − ixl)dyk ∧ dyl 
j=1 j j 
(xk − iyk)(yl − ixl)dxk ∧ dyl + 
Σn
 (yk + ixk)(xl + iyl)dyk ∧ dxl 
j j 
(ykyl + xkxl + i(xkyl − xlyk))dyk ∧ dyl 
j=1 j j 
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k,l=1 
(xkxl + ykyl)dxk ∧ dyl 
j=1 j j 
xkyldxk ∧ dxl + 
Σn
 xkyldyk ∧ dyl − 
Σn
 (xkxl + ykyl)dxk ∧ dyl 
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Σn 
(xj)2 + (yj)2)2 
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(xk − iyk)dxk + (yk + ixk)dyk] ∧ [
Σn
 (xl + iyl)dxl + (yl − ixl)dyl] = 
(1 + 
Σn






























(1 + n Σn 





(xj)2 + (yj)2)2 









(x )2 + (y )2)2 
(1 + 
Σn
 (xj)2 + (yj)2)2 
 
n 
k,l=1 xkyldxk ∧ dxl + 
Σn 
xkyldyk ∧ dyl − 
Σn
 
   






 (x  )2 + (y )2)2 
.
 
Putting together both expressions we get 
 
1 l=1 dxl ∧ dyl 
ωk  = 
π 1 + 
Σn 




π (1 + 
Σn 
(x )2 + (y )2)2 
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Thus, ω is a real 2-form and (1, 1)-form. Using Proposition 1.4.12 we conclude 
that ω is also a closed form. 
On  the  other  hand,  to  show  that  ω  is  Kähler,  we  first  express  ω  as  in 
j j j=1 
− 










































Proposition 1.5.3. In fact, we have 
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|wj | ) − w̄kwl,  we see that [g  ̄ ] is positive definite and Hermitian. Since we have n 
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for u ƒ= 0, we get 

























= (u, u) + (u, u)(w, w) − (u, w)(w, u) 
= (u, u) + (u, u)(w.w) − |(w, u)|
2 
. 
Then,  from  (u, u) >  0  and  (u, u)(w, w) ≥ |(w, u)|
2






Thus ω is the Kähler form of a Kähler metric g.  This metric g is known as the 
Fubini-Study metric. 
 
Example  1.5.7.  In the example above, for CP1  the Kähler form ωF S = ω in 
real coordinates is given by 
ωFS = 
1 dx ∧ dy 
. 
π (1 + x2 + y2)2 
Since S2 ∼= CP1, we have a Kähler form for S2, which is represented by ωF S as 
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. Thus, we have 
 










and, (S2, J, ωF S) is a Kähler manifold. 
 
Let (M, g, J) be a Kähler manifold and ∇ be its Levi-Civita 
connection. Given local coordinates (z1, ..., zn), we have a local basis 
  ∂ 
∂z1 
, ..., ∂ 
n 
  ∂ 
∂ z̄1 
, ..., ∂ 
n 
} of TM C, we can extend C-linearly ∇ to TM C. Then 
we define the Christoffel symbols Γm by 
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Using the equality ∇J = 0, we have 
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so Γm̄ = 0 is satisfied. 
On the other hand, because of 
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and we get Γm = 0. ∂ ∂zk  ∂ z̄l 
kl̄ ∂z kl̄ ∂ z̄  




Γλ = Γλ .  Therefore, we conclude that Γm, Γm̄ , Γm and Γm̄ are all 0. Hence 




















the only surviving terms are Γm and Γm̄ . 
kl k̄l̄ 
 
About the Riemannian curvature R on TM given by 
 
R(X, Y )Z = ∇X∇Y Z − ∇Y ∇XZ − ∇[X,Y ]Z, 
we can extend it again in a C-linear way to TM C. If so, given the local complex 
coordinates z1, ..., zn , we define the terms Rij̄kl̄  by 











ijkl ∂zi ∂ z̄j ∂zk ∂ z̄l 
 
where R∇ is the Riemannian curvature tensor, which is defined as 
 
R∇(X, Y, Z, W ) = g(R(X, Y )Z, W ). 
 
The Ricci curvature   is defined as the trace of Rij̄kl̄.  Therefore, if we express 








we arrive to following expression for the Ricci curvature 
∂2 
Rickl̄  = gij̄ Rij̄kl̄  = − ∂z  ∂ z̄  
(log(det(gij̄ )). 
 
Finally,  we  say  that  a  Kähler  metric  g  is  Kähler-Einstein  if  Ricij̄  =  λgij̄ 
for some λ ∈ R. 
Example 1.5.8.  On CP1, the metric ωF S is Kähler-Einstein.  Indeed, we have 
 
∂2 2  −2 
Ric11̄  = − 
∂z∂ z̄
(log(det(1 + |z| ) 
)) = 2g11̄. 
 
Here λ = 2 is the so-called Einstein constant. In general, on CPn we have 
 
∂2 
Ricij̄  = − ∂z ∂ z̄  
log 





= (n + 1)gij̄ . 
 
1.6 Contact structures 
 
Let M  be a smooth manifold of dimension 2n + 1.  Let η  a 1-form such that        
η ∧ (dη)n ƒ= 0, we say that (M, η) is a contact manifold. The 1-form η is then 




Example 1.6.1. On R2n+1 we define a 1-form 
n 
η = dz − yidxi, 
i=1 
where (x1, x2, ..., xn, y1, ..., yn, z) represent the cartesian coordinates on R2n+1. 
Clearly (R2n+1, η) is a contact manifold. 
Locally we can always find coordinates which allow us to define the contact 
form η in a similar way to the example given above. 
Proposition 1.6.2 (Darboux). Let (M, η) be a contact manifold. Around each 
p ∈ M there exit local coordinates x1, ..., xn, y1, ..., yn, z in U ⊂ M such that 
n 
ηU = dz − yidxi. 
i=1 
Proof. See Blair [6]. 
 
Definition  1.6.3. Let  (M, η) be a  contact manifold. Given an element 
ξ ∈ X(M ) we say that ξ is a Reeb vector field if it satisfies 
(1)  dη(ξ, ·) = 0, 
(2) η(ξ) = 1. 
 
The following theorem guarantees the existence and uniqueness of the Reeb 
vector field. 
Proposition 1.6.4. On a contact manifold (M, η) there exists a unique vector 
field ξ that satisfies conditions (1), (2) above. 
Proof. See Blair [6]. 
 
From the formula for the Lie derivative Lξ = d ◦ (ξı) + (ξı ◦ d), where ı is 
the interior product on M , we have 
 
Lξη(X) = X(η(ξ)) + dη(ξ, X) = 0. 
Thus we get Lξη = 0. On the other hand, as Lξdη = d(Lξη) holds, we obtain 
Lξdη = 0. 
Proposition 1.6.5. Let i : M → R2n+2 be a smooth hypersurface immersed 
in R2n+2 and suppose that no tangent space of M contains the origin of R2n+2. 
Then M admits a contact form. 
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Proof. See Blair [6]. 
 
As consequence of above proposition, we notice that S2n+1 carries a contact 
form. Afterwards,for our purposes we use another contact structure on S2n+1, 
which is obtained via the Boothby-Wang fibration. 
Next, we study briefly the associated metric structure on a contact manifold 
(M, η). 
Definition 1.6.6. Let M be a smooth manifold of dimension 2n + 1.  We  say 
M has an almost contact structure if there exists a (1,1)-tensor field φ, a vector 
field ξ, and a 1-form η related by 
(1) φ2 = −id + η ⊗ ξ, 
(2) η(ξ) = 1. 
In this case we say (M ; φ, ξ, η) is an almost contact manifold. 
 
Proposition 1.6.7. If (M ; φ, ξ, η) is an almost contact manifold, then φξ = 0 
and η ◦ φ = 0. 
Proof. See Blair [6]. 
We say that a Riemannian metric g is compatible with an almost contact 
structure (φ, ξ, η) on M if it satisfies the condition 
g(φX, φY ) = g(X, Y ) − η(X)η(Y ). 
In this case (φ, η, ξ, g) is an almost contact metric structure on M . 
 
Proposition 1.6.8. Let (M, η) be a contact manifold and ξ be its Reeb vector 
field. Then M admits a (1, 1)-tensor field φ and a Riemannian metric g such 
that (φ, ξ, η, g) defines an almost contact metric structure on M subject to 
g(X, φY ) = dη(X, Y ). 
Proof. See Blair [6]. 
 
In the case when a contact manifold (M, η) admits an almost contact metric 
structure (φ, η, ξ, g) that satisfies the equation above, we say that (M ; φ, η, ξ, g) 
is a contact metric manifold and g is an associated metric on M . 
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Remark 1.6.9. If (φ, η, ξ, g) is an almost contact metric structure on M , then 
we obtain 
 
0 = g(φX, φξ) = g(X, ξ) − η(X)η(ξ) 
= g(X, ξ) − η(X); 
 
hence we get η(X) = g(X, ξ). 
 
Let M be a smooth manifold endowed with an almost contact metric 
structure (φ, η, ξ, g). We define a 2-form Ω on M by 
Ω(X, Y ) = g(X, φY ). 
 
This 2-form Ω is called the fundamental 2-form of the almost contact metric 
structure (φ, ξ, η, g). 
Remark 1.6.10. Notice that Ω is skew-symmetry. In fact, we obtain 
Ω(X, Y ) = g(X, φY ) = g(φX, φ2Y ) + η(X)η(φY ) 
= g(φX, −Y + η(Y )ξ) 
= −g(φX, Y ) + η(Y )g(φX, ξ). 
As we have η(Y )g(φX, ξ) = η(Y )[g(φ2X, φX) + η(φX)η(ξ)] = 0, last formula 
is equivalent to Ω(X, Y ) = −Ω(Y, X). 
Remark 1.6.11. Since Ω(X, Y ) = g(X, φY ), we have that (φ, η, ξ, g) is a 
contact metric structure on a contact manifold (M, η) whenever Ω = dη. 
Remark 1.6.12. On a manifold M with a contact metric structure (φ, ξ, η, g), 
the integral curves are geodesics. To show that we remember that the Lie 
derivative satisfies the Leibniz rule. It means 
Lξ(η(x)) = ξη(X) − η(LξX). 
Then, since Lξη = 0 and LξX = [ξ, X], we have 
0 = Lξη(X) = ξ(η(X)) − η([ξ, X]) = ξ(g(X, ξ)) − g([ξ, X], ξ) 
= ξ(g(X, ξ)) − g(∇ξX − ∇Xξ, ξ) 
= ξ(g(X, ξ)) − g(∇ξX, ξ) + g(∇Xξ, ξ). 
As g(∇ξX, ξ) = ξ(g(X, ξ)) − g(X, ∇ξξ) and 0 = X(g(ξ, ξ)) = 2g(∇Xξ, ξ), we 
obtain 0 = Lξη(X) = g(X, ∇ξξ); but this means ∇ξξ = 0. 
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Definition 1.6.13. A vector field ξ is a Killing vector field if ξ generates a 1-
parameter group of isometries. 
There is a helpful characterization of this concept (see Moroianu [23] for a 
proof): 
Lemma 1.6.14. A vector field ξ on a Riemannian manifold (M, g) is a Killing 
vector field if one of the following conditions holds. 
(1) The Lie derivative of g with respect to ξ vanishes, that is Lξg = 0. 
(2) The covariant derivative ∇ξ verifies the equality 
g(∇Xξ, Y ) + g(∇Y ξ, X) = 0. 
 
Proof. See Moroianu [23]. 
 
Definition 1.6.15. Take a contact metric structure (φ, ξ, η, g) on M . If ξ is 
a Killing vector field, we say that (φ, ξ, η, g) is a K-contact structure. In this 
case, M is called K-contact manifold. 
As we shall see later, the Hopf fibration has as vertical vector field the 
Reeb vector field associated to the contact structure on S3 induced by the 












2.1 Connection and curvature on principal 
bundles 
In this section we expose some results on principal bundles. Some propositions 
and theorems are taken from Kobayashi [17] and Figueroa [11]. 
 
Let M and P be smooth manifolds, π : P → M a smooth surjective map (a 
projection), and G a Lie group acting on P on the right. We say that (P, G, M ) 
is a principal G-bundle if 
 
i) G acts freely on P (this means that the stabilizer of each element of P 
contains only the identity of G); 
 
ii) there exists an open cover {Uα} of M and a collection of local 
diffeomorphism 
ψα = (π, gα): π−1(Uα)  −→ Uα × G 
p −→ ψα(p) = (π(p), gα(p)), 
for which the following diagram 
 
π−1(U ) 




commutes; here  each  gα is   a   G-equivariant   map, i.e., satisfies 











Figure 2.1: Here ψα maps sα(Uα) on Uα × {e}. Furthermore, for each element 
m ∈ Uα we have ψα(sα(m)) = (m, e). 
The collection of pairs (Uα, ψα) is called trivialization of the principal 
bundle π : P → M . Notice that for each element m ∈ Uα, the fiber π−1(m) 
has a group structure isomorphic to G. 
 
A local section on the principal bundle π : P → M is a smooth map 
s : U ⊂ M → P such that π ◦ s = idU . 
For each trivialization (Uα, ψα) of the principal S1-bundle π : P → M , we 
define  the  maps  sα  :  Uα  → π−1(Uα)  as  sα(m)  =  ψα
−1(m, e)  for  all  m  ∈ Uα. 
Clearly these maps sα are local sections on P ; and they are called canonical 
sections. Compare Figure 2.1. Using these canonical sections sα, we write each 
element p ∈ π−1(m) as p = sα(m)gα(p). 
Remark 2.1.1.  If we can obtain a global section on the principal G-bundle 
π : P → M , or which is equivalent to define a smooth map s on M  such that  π 
◦ s = idM , then the principal G-bundle is trivial. In fact, in such case we can 
define a global trivialization ψ as ψ−1(m, g) = s(m)g = p. Then ψ is given by 
ψ(p) = (m, g). 
Let (Uα, ψα) be a trivialization of a principal bundle π : P → M . If we 
take another trivialization (Uβ, ψβ) of P , then we detect a variation on the 







Figure 2.2: The variation between sα(m) and sβ(m) on the fiber is the inverse 
with respect to the variation between gβ(p) and gα(p) in G for any p ∈ π−1(m). 
p  ∈ π−1(m),  we  can write this variation as gαβ(p).  We  notice that gαβ can  
be expressed as gαβ = gαg−1(p)(see Figure 2.2.). In fact, as we try to explain 
next, this variation gαβ(p) is constant throughout the fiber π−1(m). 
Let p ∈ π−1(m) and h ∈ G. Then we have 
gαβ(ph) = gα(ph)(gβ(ph))−1 = gα(p)hh−1(gβ(p))−1 = gαβ(p). 
Due to above circumstance, we can say that the variation gαβ is independent 
of the element of the fiber. It allows us to define the following map with certain 
abuse of notation 
gαβ : Uαβ −→ G 
m −→ gαβ(m) = gαβ(p), 
where p ∈ π−1(m). These maps gαβ are called transition maps. Moreover these 
verify 
gαβ(m)gβα(m) = e, 
gαβ(m)gβγ(m)gγα(m) = e; 
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called cocycle conditions. Conversely, cocycle conditions are enough to induce 
the structure of a principal G-bundle on P . 
Proposition 2.1.2. For each m ∈ Uαβ we have 
sβ(m) = sα(m)gαβ(m). 
 
Proof. With p ∈ π−1(m), we have p = sβ(m)gβ(p) = sα(m)gα(p). So we get 
sβ(m) = p(gβ(p))−1 = sα(m)gα(p)(gβ(p))−1 = sα(m)gαβ(m). 
 
 
Example 2.1.3. [Hopf fibration.] Sonsider S2n+1 ⊂ Cn+1 and take an 
element (z0, ..., zn) ∈ S2n+1. Then we have |z0|2 + ... + |zn|2 = 1. We  define 
the projection map π : S2n+1 → CPn by π(z0, ..., zn) = [z0 :  ...  :  zn].  It is  
easy to see that π  is smooth and onto.  Let us show that π  : S2n+1 → CPn        
is a principal S1-bundle. First, we need to define the right action of S1 on 
S2n+1 by (z0, ..., zn)eiθ = (z0eiθ, ..., zneiθ). This action is well-defined:  indeed,  
if (z0, ..., zn) ∈ S2n+1, we get 
|e z0| + ... + |e zn| = |z0| + ... + |zn| = 1. 
On the other hand, S1 acts freely on S2n+1. In fact, taking (z0, ..., zn) in S2+1 
and eiθ in S1 such that (z0, ..., zn)eiθ = (z0, ..., zn), we get eiθ = 1. Furthermore, 
we notice that π−1([z0 : ... : zn]) is isomorphic to S1. Considering [z0, ..., zn] in 
CPn so that |z0|2 + ... + |zn|2 = 1, then for any (w0, ..., wn) ∈ π−1([z0, ..., zn]), 
we have (w0, ..., wn) = λ(z0, ..., zn) for some λ ∈ C∗. Since (w0, ..., wn) belongs 
to S2n+1, we get 
1 = |w0|
2 + ... + |wn|
2 = |λ|2(|z0|
2 + ... + |zn|
2) = |λ|2. 
Thus, λ is an element of S1. The isomorphism between S1 and π−1([z0 : ... : 
zn]) is given by λ ›→ λ(z0, ..., zn). It gives us the idea that S2n+1 is foliated by 
great circles. 
For  the existence of trivializations,  we  take the open  covering {Uk}n of 
CPn given by Example 1.4.2. Then we define ψk as 
ψk : π−1(Uk) −→    Uk × S1 
(z0, ..., zn) −→ ψk(z0, ..., zn) = ([z0 : ... : zn], eiθ), 
where zk = |zk|eiθ. 
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1 + x2 + y2 
, 
1 + x2 + y2 
, 
1 + x2 + y2 
Example 2.1.4.  Taking n = 1 in the example above, we obtain the principal 
S1-bundle π : S3 → CP1.  Using the identification CP1  ∼= S2, we get a principal 
S1-bundle over S2.  (Since we can identify U0 = CP
1 − {[1 : 0]} with R2 by 
[z  : z ] ›→ 
z0  
= x + iy = (x, y), and R2 with S2 − {(0, 0, 1)} by means of the 
0 1 1 stereographic projection 
.





we arrive to CP1 − {[1 : 0]} ∼= S2 − {(0, 0, 1)}.  In the end, identifying [1 : 0] 
with (0, 0, 1) we get CP1  ∼= S2.)  Next, if we take z0 = m + in and z1 = p + iq, 
we can express an element (z0, z1) in S3 as (m, n, p, q).  Then the projection 
π : S3 → S2 is given by 





z1 z1 z1 
If we calculate the real and imaginary part of 
z1 






















z0 |z0|2 p2 + q2 z0 |z0|2 p2 + q2 
Finally, using the inverse map of the stereographic projection, we reach 
 
π(m, n, p, q) = (2pm + 2qn, 2mq − np, p2 + q2 − m2 − n2). 
 
Let π : P → M be a principal G-bundle. For each p ∈ π−1(m) ⊂ P , where 
m ∈ M , we consider the map 
σp : G −→  π−1(m) ⊂ P 
g −→ σp(g) = pg. 
Since the action of G over P is free, the derivative of σp in e, i.e., 
 
(σp)∗,e : g → Tp(π−1(m)) ⊂ TpP, 
is an isomorphism. Then each X ∈ g defines a tangent vector to π−1(m) in p. 
Thus,  each X  ∈ g induces a vector field X∗ on P ,  called fundamental vector 
field, naturally defined by 
 
X∗(p) = (σp)∗,e(X). 
z 
0 1 0 1 
z 0 z 0 z 0 
(x, y) ›→ , 
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When fixing f ∈ C∞(P ), we obtain 
X∗(p)(f ) = (σp)∗,e 
d 









so we have 
= 
dt




(p exp(tX)) |t=0 (f ), 





Furthermore, the assignement X  ›→ X∗ is an isomorphism of Lie algebras 
over its image. As consequence, we have the following proposition. 
Proposition  2.1.5.  Let X∗, Y ∗  be the fundamental vector fields induced by 
X, Y  ∈ g, respectively. Then [X∗, Y ∗] = [X, Y ]∗. 
Proof. Since σ∗,e is an isomorphism of Lie algebras, we have 
[X∗, Y ∗] = [σ∗,e(X), σ∗,e(Y )] = σ∗,e([X, Y ]) = [X, Y ]∗. 
 
 
Proposition 2.1.6.  Let X∗ be the fundamental vector field induced by X ∈ g. 
Then we have 
(Rg)∗(X∗) = (Adg−1 X)∗. 
Proof. For p ∈ P and f ∈ C∞(P ), we have 
(R  )  (X∗)(f ) = X∗(f ◦ R  ) =  
d 
(f ◦ R  (p exp(tX))) | 






f (p exp(tX)g) |t=0 
= 
d 









f (pg exp(tAdg−1 X)) |t=0 
= (Adg−1 X)∗pg (f ). 
 
 
Proposition 2.1.7. Let {Uα, ψα} be a trivialization of the principal bundle 
π : P → M . For ψα = (π, gα), we have 
(gα)∗(Xp




Proof. Taking f ∈ C∞(G), we get 
(gα)∗(Xp
∗)(f ) = Xp
∗(f ◦ gα) = (σp)∗,e(X)(f ◦ gα) 
= X(f ◦ gα ◦ σp) 
= X(f ◦ Lgα(p)) 
= (Lgα(p))∗(X)(f ). 
 
 
Given a principal G-bundle π : P  → M  and an element m in M , on each   
fiber TpP , where p ∈ π−1(m), we define the vertical subspace Vp by 
Vp = ker(π∗,p) : TpP  → TmM. 
We call X ∈ X(P ) a vertical vector field if X(p) ∈ Vp for all p ∈ P . 
In general, if X, Y are vertical vector fields, so is [X, Y ]. Indeed, if we have 
f ∈ C∞(P ), we obtain 
π∗([X, Y ]p)(f ) = [X, Y ]p(f ◦ π) = Xp(Y (f ◦ π)) − Yp(X(f ◦ π)) 
= Xp(π∗(Y )(f )) − Yp(π∗(X)(f ), 
 
and this implies π∗([X, Y ]p) = 0. 
 
Furthermore, Vp defines a G-invariant distribution V on TP . Indeed, it is 
sufficient to show that (Rg)∗(Vp) = Vpg holds for all g  ∈ G.  Since we  have   
π ◦ (Rg) = π, for u ∈ Vp, we obtain 
π∗((Rg)∗(u)) = π∗(u) = 0. 
Thus, we get (Rg)∗(u) ∈ Vpg. 
Moreover, every fundamental vector field is a vertical vector field. We can 
prove  this  as  follows.   Let  X  be  in  g  and  X∗ be  its  associated  fundamental 
vector  field.   We  will  show  that  Xp
∗
 
f ∈ C∞(P ), we obtain 
∈ ker(π∗) holds for all p ∈ P . Fixing 
π  (X∗)(f ) = X∗(f ◦ π) =  
d 
(p exp(tX)) | (f ◦ π) 









(π(p)) |t=0 (f ). 
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dt 
Since  d (π(p))  |t=0 (f )  =  0,  we  conclude  Xp
∗
 
dim(g), we get Vp ∼= g. 
∈ Vp. Finally, since dim(Vp) = 
 
Definition 2.1.8. A connection on P is a smooth choice of horizontal 
subspaces Hp on each fiber TpP that satisfies 
i. TpP = Hp ⊕ Vp, 
ii. (Rg)∗(Hp) = Hpg. 
Each connection H on P has associated a g-valued 1-form ω, defined as 
follows. 
For p ∈ π−1(m) ⊂ P , we have TpP = Hp ⊕ Vp. If we take u ∈ TpP , we can 
express it uniquely as u = uh + uv where uh ∈ Hp and uv ∈ Vp. Bear in mind 
that uv can be seen as Xp
∗, where X∗ is the fundamental vector field induced 
by some unique X ∈ g.  Then the g-valued 1-form ω  is taken to be ω(u) = X. 
 
This g-valued 1-form ω on P is called the connection form of H.  Notice  
the equality ker(ωp) = Hp for all p ∈ P . 
Proposition 2.1.9. The connection form ω verifies the equality 
 
(Rg)∗ω = Adg−1  ◦ ω. 
Proof. Take u = uh + uv ∈ TpP , where uh ∈ Hp and uv ∈ Vp. Suppose 
X = ωp(u). From Proposition 2.1.6 we get 
 
(Rg)∗ωp(u) = ωpg((Rg)∗(u)) = ωpg((Rg)∗uh) + ωpg((Rg)∗uv) 
= ωpg((Rg)∗Xp
∗) 
= ωpg((Adg−1 X)∗pg ) 
= Adg−1 X 




Remark 2.1.10. Whenever we have a g-valued 1-form ω that satisfies 
 
i. ωp(u) = X, where Xp
∗  = uv, and 
ii. (Rg)∗ω = Adg−1 ◦ ω, 
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then this ω will provide a connection H on a principal G-bundle π : P → M . 
The horizontal subspaces Hp are defined simply by Hp = ker(ωp). 
 
 
Next we study the local behavior of the connection form on a principal 
bundle. Let  ω  be  the  connection  form  on  P  associated  to  a  connection 
H ⊂ TP . For the local trivialization (Uα, ψα), where ψα = (π, gα), we have 
associated to these trivializations a collection of canonical sections sα in such 
a  way  that  sα(m)  =  ψα
−1(m, e).   These  sections  allow  us  to  define  g-valued 
1-forms on Uα via 
Aα = s∗αω. 
Proposition 2.1.11. Let ω be the connection form on P . Suppose (Uα, ψα) 
is a local trivialization of this principal bundle P . If we write ωα = ω |π−1(Uα), 
then on each π−1(Uα), we have the equality 
ωα = Adgα−1  ◦ π
∗Aα + gα
∗ θ. 
Proof. First we prove this equality on Im(sα). We can express TpP as 
 
TpP = Im((sα)∗ ◦ π∗) ⊕ Vp, 
for all p ∈ Im(sα). Indeed, if we take u ∈ TpP , then we have 
π∗(u − (sα)∗ ◦ π∗(u)) = π∗(u) − (π ◦ sα)∗(π∗(u)) 
= π∗(u) − π∗(u) 
= 0. 
 
Thus, we get  u − (sα)∗ ◦ π∗(u)  ∈  Vp,  and  so,  TpP =  Im((sα)∗π∗) + Vp. 
In addition, we need to verify Im((sα)∗ ◦ π∗) ∩ Vp = {0}. Consider u ∈ 
Im((sα)∗ ◦ π∗) ∩ Vp, so that u = (sα)∗ ◦ π∗(v) for some v ∈ TpP and π∗(u) = 0. 
In this case we reach 
 
0 = π∗(u) = π∗((sα)∗ ◦ π∗(v)) = π∗(v), 
which implies u = 0. 
To establish the proposition, we take u ∈ TpP with p ∈ Im(sα), which can 
be written as 
u = (sα)∗ ◦ π∗(u) + uv, 
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where uv ∈ Vp. Since gα(p) = e, we have 
Adgα−1(p) ◦ π
∗Aα(u) = Aα(π∗(u)) = ω((sα)∗π∗(u)) = ω(u − uv). 
On the other hand we have 
 
gα
∗ θ(u) = θe((gα)∗(u)) = (gα)∗(u) 
= (gα)∗((sα)∗ ◦ π∗(u) + uv) 
= (gα ◦ sα)∗(π∗(u)) + (gα)∗(uv). 
As (gα ◦ sα)(m) = e for all m ∈ M , we obtain (gα ◦ sα)∗(π∗(u)) = 0. Therefore, 
we have gα









∗ θ(u) = ω(u − uv) + ω(uv) = ω(u). 
 




∗Aα |pg (u) = Adgα−1(pg) ◦ π
∗Aα |pg ((Rg)∗,p(u0)) 
= Adgα−1(pg) ◦ Aα(π∗,pg ◦ (Rg )∗,p(u0)) 
= Adgα−1(pg) ◦ Aα(π∗,p(u0)) 
= Adg−1  ◦ Adgα−1(p) ◦ π
∗Aα(u0), 
where u0 ∈ TpP and u = (Rg)∗,p(u0); while for the other component we have 
gα
∗ θ |pg (u) = gα
∗ θ |pg ((Rg)∗,p(u0)) = (Rg)∗gα
∗ θ |p (u0) = (gα ◦ Rg)∗θ(u0). 
Since gα ◦ Rg = Rg ◦ gα, this results in 








∗ (Adg−1  ◦ θ)(u0) 
= Adg−1  ◦ θ((gα)∗(u0)) 
= Adg−1  ◦ (gα)∗θ(u0). 
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At the end we arrive to 
 
Adgα−1(pg) ◦ π
∗Aα |pg (u) + gα
∗ θ |pg (u) = Adg−1 (Adgα−1(p) ◦ π
∗Aα(u0) + (gα)∗θ(u0)) 






Take (Uα, ψα) and (Uβ, ψβ) as two local trivializations of a principal bundle 
π : P  → M .  Let sα and sβ be corresponding canonical sections that define  
the g-valued 1-forms Aα and Aβ. On the intersection Uα ∩ Uβ, the following 
relation between Aα and Aβ holds: 
 
Aα = s∗αωα = s∗αωβ = s∗α(Adgβ (sα)−1  ◦ π
∗Aβ + gβ
∗ θ) 
= s∗α(Adgβ (sα)−1  ◦ π
∗Aβ) + s∗α(gβ
∗ θ) 
= s∗α(Adgβ (sα)−1  ◦ π
∗Aβ) + (gβ ◦ sα)∗θ 
= s∗α(Adgαβ  ◦ π∗Aβ) + (gβα)∗θ 
= Adgαβ  ◦ (s∗απ∗Aβ) + (gβα)∗θ 















Thus, we get 
Adgβα ◦ Aα = Adgβα (Adgαβ ◦ Aβ) + Adgβα ◦ (gβα)∗θ 
= Aβ + Adgβα ◦ (gβα)∗θ. 
 
Aβ = Adgβα ◦ Aα − Adgβα ◦ (gβα)∗θ. 
 
Interchanging α and β, this results in 
 
Aα = Adgαβ ◦ Aβ − Adgαβ ◦ (gαβ)∗θ 
= Adgαβ  ◦ (Aβ − (gαβ)∗θ). 
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For example, if G is a matrix group, we obtain 
 
Aα = gαβAβg−1 − dgαβ.g−1, 
where d represents the exterior derivative in each entry of the matrix gαβ. 
Remark 2.1.12. Reciprocally, given a family of local 1-forms Aα ∈ Ω1(Uα)⊗g 
that satisfies the above equations, we can define a local 1-form ωα ∈ Ω1(P ) ⊗ g 
by 
ωα = Adgα−1  ◦ π
∗Aα + gα
∗ θ. 
This allows us to glue them into a global 1-form ω = ωα (on each π−1(Uα)). 
This 1-form ω happens to be a connection form on P . 
Remark 2.1.13. When we have two connection forms ω and ω̃, their difference 
ω − ω̃  is a horizontal 1-form on P .  This means that (ω − ω̃)(v) = 0 holds for 
all vertical vectors v. 
Let H be a connection on a principal bundle π : P → M . The horizontal 
projection on each fiber TpP is defined by 
hp : TpP −→ Hp 
u = uh + uv −→ hp(u) = uh. 
Notice here that ker(hp) = Vp and Im(hp) = Hp for each p ∈ P . Furthermore, 
we get h ◦ (Rg)∗ = (Rg)∗ ◦ h: indeed, fixing u ∈ TpP , we have 
h ◦ (Rg)∗(u) = h((Rg)∗(uh) + (Rg)∗(uv)) = (Rg)∗(uh) = (Rg)∗h(u). 
For α ∈ Ω1(P ), we write h∗α = α ◦ h. In general, for β ∈ Ωk(P ), the form 
h∗β is defined by 
 
h∗β(u1, ..., uk) = β(h(u1), ...h(uk)). 
The curvature form Ω of a connection H is defined as the g-valued 2-form 
Ω = h∗dω, here ω is the connection form of H. From the definition of curvature 
we obtain 
Ω(u, v) = h∗dω(u, v) = dω(h(u), h(v)) 
= dω(uh, vh) 
= uh(ω(vh)) − vh(ω(uh)) − ω([uh, vh]) 






Observe that if the distribution were integrable, then Ω would vanish. The 
converse also is true. 
 
Proposition 2.1.14. [Structure Equation] Let ω the connection form of 
the connection H ⊂ TP , and Ω the corresponding curvature form. Then we 
have 




Proof. Let X, Y be vector fields over P .  We are going to prove this theorem 
for diverse X and Y . Since Ω(X, Y ) = dω(hX, hY ), it is sufficient to show the 
equality 
dω(hX, hY ) = dω(X, Y ) + 
 
= dω(X, Y ) + 
1 
[ω, ω](X, Y ) 
2 
1 
[ω(X), ω(Y )]. 
2 
 
If X and Y were horizontal vector fields, then X = hX and Y = hY . Thus, 
ω(X) = ω(Y ) = 0, and we get dω(hX, hY ) = dω(X, Y ). 
 
 
If X and Y  were vertical vector fields, then on some neighbourhood U 
of  each  point  p  ∈  P  we  can  choose  fundamental  vector  fields  X∗  and  Y ∗ 
such  that  X   =   X∗  and  Y =   Y ∗. Suppose  X̃   and  Ỹ   in  g  induce  the 
fundamental  vector  fields  X∗ and  Y ∗,  respectively.  If  we  notice  the  equality 
dω(hX, hY ) = dω(0, 0) = 0, we reach 
 
 
dω(X∗, Y ∗) + 
1 
[ω(X∗), ω(Y ∗)] =  
1 
{X∗(ω(Y ∗)) − Y ∗(ω(X∗)) − ω([X∗, Y ∗])} 
2 2 
1 








{X∗(Ỹ ) − Y ∗(X̃) − ω([X∗, Y ∗])} + 
1 




























[X̃, Ỹ 1 X, Y ] 
2 
= 0. 






Thus, the equation is also verified for this case. 
 
 
If X  is horizontal and Y  is vertical, we can choose as above a fundamental 
vector field Y ∗ and an element Ỹ  ∈ g that induces Y ∗, so that Y  = Y ∗ on a 
neighbourhood of p ∈ P . As above, we have 
Ω(X, Y ) = dω(hX, hY ) = dω(X, 0) = 0, 
 
then we require 
dω(X, Y ∗) + 
1 
[ω(X), ω(Y ∗)] = 0. 
2 
Since X is horizontal, we get ω(X) = 0. Thus, the above equality is equivalent 
to 
0 = dω(X, Y ∗) =  
1 
{X(ω(Y ∗)) − Y ∗(ω(X)) − ω([X, Y ∗])} 
= 
1 
ω([X, Y ∗]). 
2 
This means that we must prove that [X, Y ∗] is horizontal. For this, we 
remember that if X and Y are vector fields on P , and {Φt} is the 1-parameter 
group associated to X, then we have 
 
1 
[X, Y ] = lim [Y − (Φt)∗Y ]. 
 
Thus, for Y ∗ and X we get 
t→0 t 






exp(tY ) )∗X]. 
 
Since X and (Rexp(tY ))∗X are horizontal, we conclude [Y ∗, X] is horizontal. 
Since S1 is an abelian group, the structure equation for principal S1-bundles 
is simply 
Ω = dω. 
 
Next we study the local behaviour of the curvature form Ω on principal 
S1-bundles. 
If we consider canonical sections sα : Uα → P and we pull back Ω via said 
sections, we obtain locally g-valued 2-forms defined on Uα 
 
Fα = s∗αΩ ∈ Ω
2(Uα) ⊗ g. 
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α α i j 
β βα 2 
gαβ β ] + 
2 
[ βα βα 
α β βα 2 
β gαβ β ] + 
2 
[ βα βα 
β βα 2 
]) +  [ 
2 
gαβ gαβ β ] + 
2 
[ βα βα 
Then, using the structure equation, we obtain 
 
F  = s∗ Ω = s∗ (dω 
1 
ω, ω]) = d(s∗ ω) + 
1 
s∗ [ω, ω]. 
α α α + 2 
[ α 2 α 
 
By the linearity of the product on Ω2(Uα) ⊗ g, it follows 
 
F = dA + 
1 




+ (s ω ∧ s ω ) ⊗ [g , g ] 
 
= dA 1 + (A ∧ A ) ⊗ [g , g ] 
α 
2 α α 
i j 
1 
= dAα + 
2 
[Aα, Aα]. 
Now we are going to study what happens in the intersections Uαβ. Recall 
that on Uαβ we have Aα = Adgαβ  ◦ Aβ + gβ
∗
αθ.  We then get 
1 









θ) + [Ad 
2 
 
gαβ ◦ Aβ + gβ
∗
α θ, Ad 
 









θ) + [Ad 
2 
 
gαβ ◦ Aβ , Ad 
 
gαβ ◦ Aβ] + 
1 
[Ad ◦ A ,g∗ 
1 














α, Adgαβ  ◦ Aβ ] = 0 are 
satisfied, with the Maurer-Cartan structure equation we obtain 
 
F = d(Ad ◦ A ) + g∗ 
1 




θ, g∗ θ] 
 
= d(Ad ◦ A ) + g∗ 
1 
(− [θ, θ 
1 




θ, g∗ θ] 
 = d(Ad ◦ A ) −
 1 
[g∗ θ, g∗ θ 1 Ad ◦ A , Ad ◦ A 1 g∗
 θ, g∗ θ] 
gαβ β 2 βα 
1 
βα  ] +  [ 2 
gαβ β gαβ β ] + 
2 
[ βα βα 
= d(Adgαβ ◦ Aβ) + 2 
[Adgαβ ◦ Aβ, Adgαβ ◦ Aβ] 
1 
= Adgαβ ◦ dAβ + 2 
Adgαβ ◦ [Aβ, Aβ] 
1 
= Adgαβ ◦ (dAβ + 2 
[Aβ, Aβ]) 
= Adgαβ ◦ Fβ. 
Thanks to the above calculation we can establish the following result. 
 
Proposition 2.1.15. If G is an Abelian group, then Fα = s∗αΩ defines a global 











We conclude this section with some results concerning the existence of 
forms on M when G = S1. In this case we have g = R. 
Proposition 2.1.16. Let Ω be a curvature form on P . Then there exists a 
unique 2-form Γ on M such that 
Ω = π∗Γ. 
 
Furthermore, considering the (real) coordinates given by the composition of 
the trivialization ψα : π−1(Uα) → Uα × S1 and the chart φα = (x1, x2, ..., xn) 
: 












∧ dx , 
 
where these functions fi depend only on x1, ..., xn. 
Proof. See Morita [22]. 
Proposition  2.1.17.  If ω  and ω̃ 
is a 1-form τ on M such that 
are two connection forms on P , then there 
 
ω − ω̃ = π∗τ. 
Conversely, for any τ ∈ Ω1(M ) and ω a connection form on P , it satisfies that 
ω + π∗τ is a connection form on P . 
Proof. See Morita [22]. 
 
2.2 Connections on linear frame bundles 
Let M be a n-dimensional smooth manifold. For each m ∈ M we define the  
set 
Lm(M ) = {(m, ξ1, ..., ξn) : {ξ1, ..., ξn} is a basis of TmM }. 
The union of all Lm(M ), with m ∈ M , is called the linear frame bundle 
of M and is denoted by L(M ). The set L(M ) can be endowed with the 
structure of a smooth manifold as follows. Locally, L(M ) is the product of a 
neighbourhood U ⊂ M  with the linear group GLn(R).  For  that we  take first  











on U . Each basis {ξ1, ..., ξn} of TmM is uniquely determined by a matrix 
Aξ = (Ai ) ∈ GLn(R) since we can express it as 
 
ξj = Ai Xi(m). 
 
Thus, we can establish a bijective map 
Φ: Lm(M ) −→ φ(U ) × Rn×n 
ξ = (m, ξ1, ..., ξn) −→ Φ(ξ) = (φ(m), Aξ), 
where m takes values on U . These maps Φ endows L(M ) of a smooth structure. 
Since L(M ) looks locally as U × GLn(R), it is natural to impose the structure 
of a principal GLn(R)-bundle on L(M ).  We  define the projection 
map  π  :  L(M )  →  M  as  π(m, ξ1, ..., ξn)  =  m.   Clearly  we  have  π−1(m)  ∼= 
GLn(R). The action of GLn(R) on L(M ) is given by 





where ξ = (m, ξ1, ..., ξn) and A = (Ai ). Obviously we have (ξA)B = ξ(AB), 
ξIn = ξ, with the free action. 
To define a connection on L(M ) we begin by defining the vertical subspace 
V ξ on each fiber TξL(M ) as Vξ = ker(π∗,ξ). The connection H on L(M ) is 
determined by the choice of a horizontal subspaces Hξ on each fiber subject to 
(i) TξL(M ) = Vξ ⊕ Hξ, 
(ii) (RA)∗(Hξ) = HξA, for all A ∈ GLn(R). 
Next we study the connection form induced by H.  First,  we  will consider  
the fundamental vector fields on L(M ). These fundamental vector fields are 
uniquely determined by gln(R) = Mn(R), the Lie algebra of GLn(R). Due to 
this isomorphism, we look for elements of the basis {Ei} of Mn(R), where Ei 
represents the n × n matrix with all its entries 0 but the (i, j)- position which 
equals 1. For each ξ = (m, ξ1, ..., ξn) ∈ Lm(M ) we define 
σξ : GLn(R) −→ L(M ) 
A −→   σξ(A) = ξA. 
Then the basis {Xi} for the set of fundamental vector fields associated to {Ei} 
j 
is obtained as  
















j ξ ∗,In j ξ ∗,In ξ ◦ 
We can also interpret the above construction as follows. Since the vector 
Ei on TI GLn(R) ∼= Mn(R) can be obtained as the derivative in 0 of the curve 
γ(t) = In + tEi, we have Ei = γ˙ (0). Thus we get 
j j 
 






where σξ ◦ γ(t) = ξ(In + tEi). 
 
Given the basis {Xi} for the space of fundamental vector fields on L(M ), 
we write its dual basis as {φi }. The connection form induced by H is then the 
gln(R)-valued form φ = (φi ). 
Proposition 2.2.1. A connection H on L(M ) induces a covariant derivative 
on M . 
Proof. We consider a local section frame {ξ1, ..., ξn} on U ⊂ M . This local 
basis can be understood as a local section ξ on L(M ) given by 
 
ξ : U −→ L(M ) 
m −→ ξ(m) = (m, ξ1(m), ..., ξn(m)). 
Let φ = (φi ) be the connection form of H, whose pullback ξ∗φ is a gln(R)- 
valued form on U . The matrix ξ∗φ will describe the connection form of a 
covariant derivative on M . Writing ξ∗φ as a matrix ω = (ωi) with ωi 1 forms, j j 





X(Yj)ξj + Yj∇Xξj, 
 
where ∇Xξj = ωj(X)ξi. It is clear that ∇ satisfies the Leibniz rule and verifies 
∇fXY = f ∇XY for all f ∈ C∞(U ). Thus, we can take an open covering {Uα} 
of M and a collection of local sections ξα : Uα → L(M ). Next we define on each 
Uα the connection ∇α, where its connection form is given by the gln(R)-valued 
form ξα
∗ φ.  If {σα} is a locally finite partition of the unity for the covering {Uα}, 










2.3 The group structure of the set of principal 
S1-bundles 
We denote by P(M, S1) the set of all principal S1-bundles on M . As we will 
see next, P(M, S1) can be endowed with a group structure. 
For two elements π : P  → M  and π̃ : P̃  → M  in P(M, S1), we define the 
set 
∆(P × P̃ ) = {(u, ũ) ∈ P × P̃ : π(u) = π̃(ũ)}. 
On ∆(P × P̃ ), we define a action of S1 by (u, ũ) · s = (us, ũs).  This action 
establishes a equivalence relation ∼, which is given by (u, ũ) ∼ (v, ṽ) whenever 
there exists s ∈ S1 such that v = us and ṽ = ũs−1.  Since S1 is compact and 
the action is smooth and free, we can say that ∆(P × P̃ )/∼ is a smooth manifold. 
 
We  define  a  group  operation  on  P(M, S1). For  this,  take  P  and  P̃  in 
P(M, S1).   We  define  the  element  P  + P̃  ∈ P(M, S1)  as  the  quotient  space 
∆(P × P̃ )/∼. 
The S1-action on P + P̃  is given by [(u, ũ)]s = [(us, ũ)], with s ∈ S1.  This 
S1-action  is  well  defined  because  if  (u, ũ) ∼ (v, ṽ),  then  there  is  t ∈ S1 such 
that v = ut and ṽ = ũt−1.  Then vs = us(t), which implies (us, ũ) ∼ (vs, ṽ). 
On the other hand, S1 acts freely on P + P̃ .  This is because if [(u, ũ)]s = 
[(u, ũ)] for all [(u, ũ)] ∈ P + P̃ , then (us, ũ) ∼ (u, ũ).  Since the action on the 
first component is free, we have that s = 1. Next we define the projection map 
πj as 
πj : P + P̃  −→   M 
[(u, ũ)]   −→   πj([(u, ũ)]) = π(u). 
Let us see that S1 acts transitively on each fiber (πj)−1(m), where m ∈ M . 
Taking  [(u, ũ)]  and  [(v, ṽ)]  in  (πj)−1(m),  we  have  π(u)  =  π(v)  on  M .   Then 
there exists s ∈ S1 such that v = us.  Therefore, [(v, ṽ)] = [(u, ũ)]s. 
Now   we   verify   that   P  +  P̃   is   locally   trivial. Indeed,   consider   the 
trivializations {(Uα, ψα)}, {(Ũβ , ψβ)} of P  and P̃ , respectively.  We define the 
open covering {Uα
j 
β } of M , where Uα
j 
β  = Uα ∩ Ũβ  whenever Uα ∩ Ũβ  ƒ= ∅.  On 
(πj)−1(Uα
j 
β ) we define the map ψα
j 
β  as 
ψα
j 
β ([(u, ũ)]) = (π
j([(u, ũ)]), gα
j 
β ([(u, ũ)])), 
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where   gα
j 
β ([(u, ũ)]) = gα(u)g̃β(ũ), ψα = (π, gα)   and   ψ̃β = (π̃, g̃β). 
Let   us   see   that   ψα
j 
β    is   a   diffeomorphism   on   (π
j)−1(Uα
j 
β ).        Clearly 
it   is   smooth.        For   the   injectivity   of   ψα
j 
β ,    we   take   two   elements 
[(u, ũ)], [(v, ṽ)] ∈ P + P̃ , such that ψα
j 
β ([(u, ũ)]) = ψα
j 
β ([(v, ṽ)]).  Then we have 
(πj([(u, ũ)]), gα
j 
β ([(u, ũ)])) = (π
j([(v, ṽ)]), gα
j 
β ([(v, ṽ)])).   By  the  above  equality 
we  have  πj([(u, ũ)]) = πj([(v, ṽ)])  and  gα
j 
β ([(u, ũ)]) = gα
j 
β ([(v, ṽ)]).   These  last 
equalities  are  equivalent  to  π(u)   =   π(v)  and  gα(u)gβ(ũ)   =   gα(v)gβ(ṽ), 
respectively. As π(u) = π(v), there exists t ∈ S1 such that v  =  ut.  Then  
we have 
 





Thus, ũ = ṽt, which implies (u, ũ) ∼ (v, ṽ).  As a consequence ψα
j 
β  is injective. 
The surjectivity is trivial. 
Finally, let us see why gα
j 
β  is S
1-equivariant.  In fact, taking [(u, ũ)] ∈ P + P̃ 
and s ∈ S1, we have 
gα
j 
β ([(u, ũ)]s) = gα
j 
β ([(us, ũ)]) = gα(us)g̃β(ũ) = gα
j 
β ([(u, ũ)])s. 
Our goal is now to show that P(M, S1) with the operation + is in fact an 
Abelian group. The proof is based on Blair [6]. 
Proposition 2.3.1. (P(M, S1), +) is an Abelian group. 
Proof. First we prove that the identity element of P(M, S1) is given by the 
trivial bundle P0 = M × S1. In fact, take π : P → M an element of P(M, S1). 
Define the map α by 
 
α : P −→ P + P0 
u −→   [(u, (π(u), 1))]. 
We have that α is a bundle homomorphism because of the relation 
 
α(us) = [(us, (π(us), 1))] = [(us, (π(u), 1))] = [(u, (π(u), 1))]s = α(u)s. 
 
We   claim   that   this   α is  injective. Indeed, if  α(u) = α(v), then 
[(u, (π(u), 1))] = [(v, (π(v), 1))]. Since (u, (π(u), 1)) ∼ (v, (π(v), 1)), there 
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exists s ∈ S1 such that v = us and (π(v), 1) = (π(u), 1)s−1. From the second 
equality we have s = 1 and we get u = v. 
To  verify that α is onto,  take an element [(u, (m, s))]  ∈ P + P0.  As 
(u, (m, s)) ∼ (us, (m, 1)), then we have α(us) = [(us, (m, 1))] = [(u, (m, s))], 
and α is surjective. 
 
For the existence of an inverse, take π : P → M a element of P(M, S1). 
We define the inverse element −P in P(M, S1) as follows. Consider the total 
space −P as P , but with the action of S1 given by u · s = us−1. It means that 
if we think of the fiber on P moving in a direction, then, in contrast, the fibers 
on −P will be moving in the opposite. 
We  should  verify  that  P  + (−P )  ∼=  P0,  where  P0 is  the  identity  element 
defined above. For this, we define the map ϕ by 
 
ϕ : P + (−P ) −→ P0 
[(u, ũ)] −→   ϕ([(u, ũ)]) = (π(u), s) 
 
where u = ũs. 
First, let us see that ϕ is well defined.  If (u, ũ) ∼ (v, ṽ), then there exists 
t ∈ S1,  such  that  v  = ut  and  ṽ = ũ · t−1 = ũt.  Since  ϕ([(v, ṽ)]) = (π(v), r), 
where  v  =  ṽr,  and  π(u)  =  π(v),  then  we  only  need  to  show  r  =  s,  where 
u = ũs.  For this we have 
 
v = ut = (ũs)t = (ũt)s = (ũ · t−1)s = ṽs, 
 
and so r = s. 
Notice  that  ϕ  is  a  bundle  homomorphism.   Indeed,  if  we  take  [(u, ũ)]  in 
P + (−P ), with u = ũs and t ∈ S1, we get 
ϕ([(u, ũ)]t) = ϕ([(ut, ũ)]) = st = ϕ([(u, v)])t. 
 
We will prove that ϕ is bijective. The injectivity of ϕ is obtained as follows. 
If ϕ([(u, ũ)]) = ϕ([(v, ṽ)]), then (π(u), s) = (π(v), t), where u = ũs and v = ṽt. 
Because of t = s, we get (u, ũ) ∼ (v, ṽ). 
For the surjectivity of ϕ, we take (m, s) ∈ P0. Choosing any u ∈ π−1(m), 




To show that the operation + is associative, we give three elements P1, P2 
and P3 in P (M, S1). We define the map ψ by 
 
ψ :  (P1 + P2) + P3 −→ P1 + (P2 + P3) 
[([(u1, u2)], u3)] −→ [(u1, [(u2, u3)])]. 
Clearly ψ is well defined. It is also easy to check that is injective and surjective. 
Furthermore, ψ is a bundle homomorphism. In fact, we have 
 
ψ([([(u1, u2)], u3)]t) = ψ([([(u1t, u2)], u3)]) 
= [(u1t, [(u2, u3)])] 
= [(u1, [(u2, u3)])]t 
= ψ([([(u1, u2)], u3)])t. 
 
Finally, to prove the commutativity of + we exhibit directly the bundle 
homomorphism α : P + P̃ → P̃ + P , as α([(u, ũ)]) = [(ũ, u)].  We can easily to 
show that α is bijective.  Therefore we have P + P̃ ∼= P̃ + P . 
We write the sheaves C∞(M, S1), C∞(M, R), and C∞(M, Z) as S1, R and 
Z, respectively. We show that the group P(M, S1) is isomorphic to cohomology 
group H2(M, Z). For that, we prove first the following technical proposition. 
The proof is based on Blair [6] and Trang [28]. 
 
Proposition 2.3.2. The group P(M, S1) is isomorphic to H1(M, S1). 
Proof.  Take  π  : P  → M  in P(M, S1) and U = {(Ui, ψi)} a trivialization of    
P . For two elements (Ui, ψi) and (Uj, ψj) we have defined the transition maps 
gij in the section above by gij(m) = gij(p), where m ∈ Ui ∩ Uj, p ∈ π−1(m) 
and gij(p) = gi(p)g−1(p). As we have already seen, these transition maps (gij) 
verify the cocycle condition. Thus, we have  that (gij) is an element of the set 
of 1-chains C1(U , S1). Let us see that (gij) ∈ Z1(U , S1). For this we show 
δ1(gij) = 1: since gij = gig−1, we have 
gijk = δ1(gij ) = gjk g
−1gij = gj g
−1(gig
−1)−1gig
−1 = 1. 
ik k k j 
 
As  a  consequence  [gij]  defines  an  element  of   H1(M, S1). This   assignment 
P ›→ [gij] is independent of the representative chosen in P(M, S1).  In fact, 
if  P̃  is  isomorphic  to  P ,  with  trivializations  V  =  {(Vi, φi)} and  transition 





W = {Wi} of {Ui} and {Vi}.  This allows us to define trivializations (Wi, ψ̄i) 
and (Wi, φ̄i) for P and P̃ , respectively, whose transition maps gij and hij satisfy 
gij h
−1 
∈ B(W, S1). Since we can define functions fi with values in S1 such 
that hi = figi, we obtain 
 
fij = δfi = fj f 
−1 = hj g
−1(hig








Thus, we get [gij] = [hij]. 
On the other hand, if we take an element [gij] ∈ H1(U , S1), we can construct 
a principal S1-bundle P with (gij) as transition maps. This principal S1-bundle 
is given by 
HiUi × S1 
∼ 
where the equivalence relation ∼ is defined as (m, g) ∼ (m, h) if and only if   
h = gij(m)g. Then, if we take another (hij) ∈ [gij], this establishes also a 
principal S1-bundle P̃  on M .  Let us see why P̃  is isomorphic to P .  Because 
of (hij) ∼ (gij), for some (fi) ∈ C0(U , S1) we have hi = figi. Then we define 
the isomorphism φ between P  and P̃  by φ([(m, g)]) = [(m, fi(m)g)]. 
 
On the other hand, a short exact sequence 
 
0 → Z →−
i
 R −ex→p S1 → 0 
 
induces a short exact sequence of sheaves 
 
0 −→ Z −→ R −→ S1 −→ 0. 
For an open covering U = {Ui} of M , the above sequence induces the exact 
cohomology sequence 
 
· · · → H1(U , R) → H1(U , S1) → H2(U , Z) → H2(U , R) → · · · . 
Therefore to conclude that P(M, S1) is isomorphic to H2(M, Z) it is enough 
to prove H1(U , R) ∼= H2(U , R) ∼= 0. 
Proposition 2.3.3.  We have H2(U , R) ∼= 0. 




Proof. We take U = {Ui} as a locally finite open cover of M . Since R is a 
fine sheaf (see Warner [30]), we have a partition of unity for R subordinate 
to the open cover {Ui}, which is denoted by {φi}.  Writing Vi = supp(φi),  we 
have Vi ⊂ Ui and i φi = 1.  To show that H
2(U , R) ∼= 0 we must prove the 
equality B2(U , R) = Z2(U , R). It is clear that B2(U , R) ⊂ Z2(U , R). On the 
other hand, taking (fijk) ∈ Z2(U , R), we must find (gij) ∈ C1(U , R) such that 
δ(gij) = fijk. For that, we define gij = 
Σ
k φkfijk. Then we compute 








= φl(fjkl − fikl + fijl). 
l 
 
Since (fijk) ∈ Z2(U , R), we get δ(fijk) = fjkl − fikl + fijl − fijk = 0. Therefore 








fijk = fijk. 
 
Thus (fijk) ∈ B2(U , R) and as a consequence Z2(U , R) = B2(U , R). 
Proposition 2.3.4. The group H1(U , R) is isomorphic to 0. 
Proof. We should prove Z1(U , R) = B1(U , R). In a similar way as the above 
proof, for fij ∈ Z1(U , R) we define gi = 
Σ
l φlfil. The proof follows easily. 
By Proposition 1.2.11, we have that the sequence of cohomology 
 
· · · → H1(M, R) → H1(M, S1) → H2(M, Z) → H2(M, R) → · · · 
is  exact.   As  H2(U , R)  ∼=  H1(U , R)  ∼=  0,  we  obtain  by  the  Leray  theorem 
that H2(M, R) ∼= H1(M, R) ∼= 0.  Since the sequence in cohomology is exact, 
we  arrive  to  H1(M, S1)  ∼=  H2(M, Z).   Therefore,  by  Proposition  2.3.2,  we 
conclude P(M, S1) ∼= H2(M, Z).  Finally, since Z is a discrete group, we have 
H2(M, Z) ∼= H2(M, Z).  As a consequence we obtain P(M, S1) ∼= H2(M, Z). 












Riemannian Geometry on 
Principal S1-bundles 
 
This chapter focuses on the study of the Riemannian structure on principal S1- 
bundles and afterwards in the construction of these on a connected complete 
Riemannian manifold M . In fact, S. Kobayashi himself established the 
following result. 
 
“Let M  be a complete Kähler manifold with Kählerian pinching > δ. Then 
there exists a principal circle bundle P over M and a Riemannian metric on 
δ 
P with Riemannian pinching > .” 
(4 − 3δ) 
 
As we will see, the relation that we will find between the sectional 
curvatures of the total space P and that of the base space M allows us to  
obtain the above result. 
In the first section of this chapter we will construct a metric on P induced 
by a metric on M . Next we will give the relation between the connection forms 
and the curvature forms of P and M with respect to these metrics. The second 
section is dedicated to find the relation between the sectional curvatures of P 
and M . Finally, in the last section we build the total space P with the features 






3.1 Riemannian connections and curvature on 
principal S1-bundles 
Let π : P → M be a principal S1-bundle, and γ a connection form on P . Recall 
that we  can always  define a normal coordinate system around x in M ;  that  
is, an orthonormal frame {E1, ..., En} on a neighbourhood U of x. Consider 
{θ1, ..., θn} its dual basis. Then we express the Riemannian metric on M as 
n 
ds2 = (θi)2. 
i=1 
The objective of this section is to study the curvature on P  with respect   
to the Riemannian metric 
dσ2 = π∗(ds2) + (abγ)2, 
where a and b are real numbers. 
Remark  3.1.1. In the above expression,  the constants a and b will play   
an important role in the construction of principal S1-bundle required. The 
constant b is necessary to rescale the connection form γ  in order that this    
will end up being the pullback,  through π, of an integral form on M  (which  
is necessary in the proof of theorem of Kobayashi, as we explain throughout 
this chapter). On the other hand, the constant a is determined to define an 
Einstein metric dσ2 on P . The latter will be explained in detail in the next 
chapter. 
Notice that the non-negative bilinear form dσ2 defines a metric on P . It 
is enough to verify that dσ2(u, u) = 0 if and only if u = 0 in TpP . In fact, 
since dσ2(u, u) = ds2(π∗(u), π∗(u)) + (ab)2γ2(u), we have that dσ2(u, u) = 0 if 
and only if ds2(π∗(u), π∗(u)) = 0 and γ(u) = 0. As ds2(π∗(u), π∗(u)) = 0 is 
equivalent to u ∈ ker(π∗) = Vp, and γ(u) = 0 holds when u ∈ Hp, we conclude 
that u = 0. 
Next we  study the Riemannian connection induced by  the metric dσ2 on  
P . Let ∇ be the Riemannian connection for the metric ds2 on M and (ωi) the 
skew-symmetric matrix of 1-forms on U ⊂ M defined by ∇. The 1-forms ωi 
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j j 
j 2 j j 
or equivalently  
ωi(X) = θi(∇XEj). 
 
We call (ωi) the connection form of the metric ds2. 
 
Proposition 3.1.2 (First structure equation). On the neighbourhood U ⊂ M , 
the equality 
dθi = − 
Σ 
ωi ∧ θj 
j 
holds. 
Proof. Taking X = 
Σ
j XjE
j and Y = 
Σ
j YjE
j as vector fields on M , we have 
dθi(X, Y ) =  
1 Σ










{X(Y ) − Y (X ) − θi(
Σ















Ej) + Y (X ) 









Ej − Y ∇ Ej)). 
 
On the other hand, we get 
ωi ∧ θj(X, Y ) = 
1 
{ωi(X)θj(Y ) − ωi(Y )θj(X)} 
= 
1 





Comparing both quantities , we get 
X Ej − Xj∇Y E
j). 
dθi = − 
Σ 













Consider the curvature R of ∇. We write its components with respect to 
θ1, ..., θn as Kijkl, or, in other words, we set 
 
R(Ek, El)Ej = KijklEi. 
i 
 
Then, we have  
Kijkl = ds2(R(Ek, El)Ej, Ei). 
 
We define the Riemannian curvature tensor as 
 
R∇(X, Y, Z, W ) = ds2(R(Z, W )Y, X). 
 
Lemma 3.1.3. The Riemannian curvature tensor R∇(X, Y, Z, W ) satisfies the 
following properties: 
 
(i) R∇(X, Y, Z, W ) = −R∇(Y, X, Z, W ), 
(ii) R∇(X, Y, Z, W ) = −R∇(Y, X, W, Z), 
(iii) R∇(X, Y, Z, W ) = R∇(Z, W, X, Y ). 
 
Proof. See Lee [20] 
 
Lemma 3.1.4 (Bianchi’s identities). Let R be the curvature of ∇. Then we 
have 
 
(i) [Bianchi’s first identity] 
 
R(X, Y )Z + R(Z, X)Y + R(Y, Z)X = 0; 
 
(ii) [Bianchi’s second identity] 
 
(∇ZR)(X, Y )W + (∇XR)(Y, Z)W + (∇Y R)(Z, X)W = 0. 
 
Proof. See Lee [20] 
 
Using the above lemmas, we conclude that Kijkl satisfies 
 
Kijkl = −Kjikl = −Kijlk = Kklij , 
 
and 
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We define the curvature 2-form (Ωi ) with respect to the Riemannian 







θk ∧ θl. 




Proposition 3.1.5 (Second structure equation.). Let ∇ be the connection 
induced by ds2 on M , and (Ωi ), (ωi) its curvature and connection form, 
j j 
respectively. Then we have 
dωi = − 
Σ 
ωi ∧ ωk + Ωi . 
Proof. For X = 
Σ
l XlE
l and Y = 
Σ
l YlE
l vector fields on U , we get 
Ωi (X, Y ) = 
1 Σ 













































ds2(R(X, Y )Ej, Ei). 
2 
Now, calculating R(X, Y )Ej yields 













ωk([X, Y ])Ek 
   
= 
Σ .









ωk([X, Y ])Ek 
= 
Σ
(X(ωk(Y )) − Y (ωk(X)) − ωk([X, Y ]))Ek+ 
Σ
(ωk(Y )∇XEk − ωk(X)∇Y Ek) 












j j j 
2 j 
X j Y 
2 j j j 
2 
j k j k 
j 2 
k,l 
j k j k 
j 2 j k j k 
= dωi(X, Y ) + 
Σ 
ωi ∧ ωk(X, Y ). 
j j k j 
Then we have 
Ωi (X, Y ) = 
1 











(ωk(Y )∇  Ek − ωk(X)∇  Ek), Ei) 
= 
1 










(ωl (Y )E l), Ei) 




(ωk(Y )ωl (X) − ωk(X)ωl (Y ))E l, Ei) 
= dωi(X, Y ) + 
1 Σ
(ωk(Y )ωi (X) − ωk(X)ωi (Y )) 
 
j k j 
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Therefore we get 
Ωi = dωi + 
Σ 
ωi ∧ ωk. 
 
On the other hand, using Proposition 2.1.14, we have the following equality 
for the connection form γ 




where Γ represents the curvature form of γ. Since S1 is a commutative group, 
in the above formula we obtain Γ = dγ. In addition, by Proposition 2.1.16, we 
can express Γ as the pullback through π of a 2-form on U . More specifically 
we can write 
 
where Aij = −Aji. 
n 
Γ = π∗( Aijθi ∧ θj), 
i,j=1 
Next we find the Riemannian connection for the metric dσ2 defined on P . 
For sake of simplicity, we write the components abγ  and π∗θi of dσ2 as 
 
ϕ0 = abγ, 
ϕi = π∗θi. 
k 










j k l l k k 
j j 
λ λτ̃  λ λτ̃  j 





dσ2 = (ϕα)2. 
α=0 
 
We denote by (ψα) the connection form of the metric  dσ2 on P .  Before  
we construct the connection form of the metric dσ2 on P , we establish several 
results that will allow us determine explicitly the mentioned connection form. 
Lemma 3.1.6. Let (M n, ds2) be a Riemannian manifold and {Uλ}λ∈Λ an open 
covering of M .  Consider (ξj)  and (ξ̃j )  orthonormal local frames on Uλ  and 
Uτ , with λ, τ ∈ Λ, respectively, and 
ξ̃i  = 
Σ 
siξj on Uλ ∩ Uτ . 
j 
 




si ωksj − 
Σ 










Proof. Let π : L(M ) → M be the linear frame bundle defined in Section 2.2, 
and ωλ = (ωi), ωτ = (ω̃i) the gln(R)-valued forms on Uλ and Uτ , respectively, 
that satisfy Equation (3.1).   By hypothesis,  as s  =  (si ) is an  orthonormal 
matrix, we have  
ωτ = sωλs−1 − ds · s−1. 
 
On  the  other  hand,  for  any  member  Uλ̃, Uτ̃ of  the  covering  {Uλ}λ∈Λ,  we 
have on U˜ ∩ Uτ̃  a map s˜ : U˜ ∩ Uτ̃  → GLn(R) defined by s  (m) = (si(m)), 
where (si ) is given above. Since the collection of these maps s  ̃ satisfy the 
j λτ̃  
cocycle conditions, they induce local trivializations on the linear frame bundle 
π : L(M ) → M . As a consequence these local trivializations induce a principal 
GLnR-structure on this linear frame bundle. 
Considering these local trivializations, the orthonormal local frames ξλ = 
(ξj)  and  ξτ  =  (ξ̃j )  turn  into  canonical  sections  on  Uλ  and  Uτ ,  respectively. 
Therefore, due to Remark 2.1.12, we obtain a connection form φ = (φi ) on 
L(M ),  where  locally  it  verifies  ωλ  =  ξλ
∗φ  on  Uλ.   By  Proposition  2.2.1,  this 






















k k k l l 
= 
Σ 





si dsj + 
Σ 
si ωksj. 
the proof of Proposition 2.2.1, if we choose the same local sections ξλ on Uλ, 
the connection form of the covariant derivative ∇ on Uα consists of the same 
gln(R)-valued forms ωα = (ωi). 
The converse also is true. This is proved next. 
 
Proposition 3.1.7.  Let (ωi) and (ω̃i) be the local expression of a connection 
j j 
form on Uα and Uβ , respectively. If the orthonormal local frames (ξj) and (ξ̃j ) 
are related by 
ξ̃i  = 
Σ 
si ξj   on Uα ∩ Uβ , 
 





si ωksj − 
Σ 






Proof.  In  fact,  we  consider  the  dual  basis  (θj)  and  (θ̃j )  of  (ξj)  and  (ξ̃j ), 
respectively; which are related by the equality 
θ̃i  = 
Σ 
si θj . (3.3) 
j 
Evaluating on a vector field X, we obtain 
ω̃i(X) = θ̃i(∇X ξ̃

































So we get 
k k  k   l l 




Writing s = (si ), we have 
k k 
k k,l 
k l l 
 
s · dst = −ds · st = −ds · s−1. 















dϕ   = − 






















k ∧ θ̃l 
i j 
With respect to the curvature form Γ of γ, we observe that this can be 
written on Uα as 




i,j=1 Aijθi ∧ θj
Σ 
. 
Analogously, this is expressed on Uβ as 
n 
Γ = π∗ 
i,j=1 
Ãij θ̃




So, everything together derives in 
 



















i  j 
k,l=1 i,j=1 
 
Thus, the maps Aij and Ãij  are related by 
 
Ãkl  =  
Σ 
Aijsksl . (3.4) 
 
Returning to the metric dσ2, we search for its connection form by means 
of the first structure equation. Since (ψα) is skew-symmetric, we have ψα = 0 
β α 
for all α = 0, 1, ..., n. Using the first structure equation, we have then 
 
n 
0 0 j 
j 
 




dϕ0 = abdγ = abΓ = abπ∗( Aijθi ∧ θj) 
i,j=1 
n 
= ab Aijπ∗θi ∧ π∗θj 
i,j=1 
n 
















Σ   
∗= − 





α 0 j 
j j 
Then we have n n 






In a similar way we find ψi ,  when i, j  ∈ {1, ..., n}.  Because of ϕi = π∗θi, 
we obtain 
dϕi = d(π∗θi) = π∗(dθi) = π∗(− 
Σ 












On the other hand, using the first structure equation, we can also express dϕi 
as 
dϕi = − 
Σ 
ψi ∧ ϕα = −ψi ∧ ϕ0 − 
Σ 
ψi ∧ ϕj. 
 





abAijϕj) ∧ abγ − 
Σ 







(ab)2Aijγ ∧ ϕj − 
Σ 






((ab)2Aijγ + ψi) ∧ ϕj . 
j=1 
 
Comparing the previous results we arrive to 
 
π∗ωi = (ab)2Aijγ + ψi = abAijϕ0 + ψi . 
j j j 
 
Therefore, we have  






















β λ µ µ λ λ 
j j j 
j j 
Theorem 3.1.8. The Riemannian connection on P with respect to dσ2 is 
given by (ψα) (as described in Equations (3.5) and (3.6)). In brief, we have 
 
ψ0 = 0, 
n 
ψi = −ψ0 = − 
Σ 
abAijϕj, 
ψi = π∗(ωi) − abAijϕ0. 
 
Proof.  Because  of  the  isomorphism  Hp  ∼=  Tπ(p)M ,  each  element  Ei  from  an 
orthonormal frame of M induces a vector field ξi on P . In addition, considering 
v0 as  the  generator  of  vertical  subspace  Vp      TpP ,  we  define  the vector 
field ξ0 as  
 1 
v .  We  obtain a orthonormal local frame  {ξ0, ξ1, ..., ξn} on  the 
neighborhood V = π−1(U ) ⊂ P . 
Let us see that (ψα) defines a linear connection on P . For this we use 
Lemma 3.1.6. 
It is clear that {ϕα} is the dual basis of {ξα}. Consider the orthonormal 
local   frame   {ξ̃α}  and   its   dual   basis   {ϕ̃α}  on   another   neighbourhood 
Ṽ  = π−1(Ũ ) ⊂ P , which are defined in a similar way as above.  We also define 
(ψ̃α) on Ṽ  in the same way as (ψα). 
To show that (ψα) is a linear connection on P , it is sufficient to establish 
the following equality 
n n 




dtα · tβ 
 
  
on V  ∩ Ṽ , (3.7) 
 
where the (tα) are defined so that 
ξ̃α  = 
Σ 
tαξβ holds on V  ∩ Ṽ . 
β 
 
By Linear Algebra, we notice that (tα) also relates the dual basis {ϕα} and 
{ϕ̃α} as follows 
ϕ̃α = 
Σ 
tαϕβ . (3.8) 
β 
Clearly, we have t0 = 1 and ti = t0 = 0. For the other cases, we get 
0 0 i 







(si ◦ π)π∗θj = 
Σ
(si ◦ π)ϕj . 
 
Comparing with (3.8), we arrive to ti = si ◦ π. 
λ=0λ,µ=0 
j=1 








0 j 0 
Σ 











j 0 0 
= π∗( 
Σ 
si ωksj − 
Σ 
dsi · sj ) − abÃij ϕ̃0 
k l l k k 
ψ̃i  =  
Σ 
ti (ψk + abAklϕ0)tj − 
Σ 
π∗(dsi · sj ) − abÃij ϕ̃0 
k l l k l k k 
Now  we  prove Equation (3.7). For  ψ0,  it  is clear. Let us check the 
expression for ψi . In this case, Equation (3.5) reduces to 
ψ̃i  = 
Σ 
ti ψj . 
 
From here we get 
 
























ti Ajktl )ϕ̃l. 









Finally, for ψi we have 
 












ti π∗ωktj − 
Σ 
π∗(dsi · sj ) − abÃij ϕ̃0. 
 




j k l 
k,l=1 
n 





ti ψktj + ab 
Σ 
ti Akltjϕ0 − 
Σ 
















ψ̃i  =  
Σ 
ti ψktj + abÃij ϕ0 − 
Σ 
π∗(dsi · sj ) − abÃij ϕ0 
=  
Σ 
ti ψktj − 
Σ 
π∗(dsi · sj ) 
=  
Σ 
ti ψktj − 
Σ 
π∗(dsi ) · π∗(sj ) 
=  
Σ 
ti ψktj − 
Σ 
dπ∗(si ) · tj 




By Equation (3.4), if we replace 
Σ 
































ti ψktj − 
Σ 
dti · tj . 
 
Therefore, by Lemma 3.1.6, (ψα) defines a linear connection on P . Moreover, 
the covariant derivative induced by (ψα) has as connection form this same 
matrix (ψα). 
We still need to show that this connection is Riemannian. For this, we only 
require that the covariant derivative to be torsion free. But this condition is 
equivalent to the first structure equation, that (ψα) satisfies, so (ψα) indeed 
β β 
establishes a Riemannian connection. 
 
The curvature forms of M and P are related as follows. 
 
Theorem 3.1.9. If (Ψα) represents the curvature form of the connection (ψα) 
β β 
on P , then 
 
Ψ0 = 0, 
i = −Ψ0 = −a2b2 
Σ 
AikAklϕl ∧ ϕ0 − ab 
Σ 
Ail;kϕk ∧ ϕl, and 
k,l k,l 
Ψi = π∗(Ωi ) − 
Σ 
a2b2(AijAkl + AikAjl)ϕk ∧ ϕl − ab 
Σ 








































structure equation, we have 
Ψi = dψi + 
Σ 





{(π∗(ωi ) − abAikϕ0) ∧ (− 
Σ 
abAklϕl)} k k l 
= − 
Σ 




abAklπ∗(ωi ) ∧ ϕl+ 
k k 










Aklπ∗(ωi ) ∧ ϕl
Σ 
+ 




Next we expand 
(ab)2AikAklϕ0 ∧ ϕl. 
k,l 
Σ 























Aklπ∗ωi ) ∧ ϕl 
= 
Σ 








Aklπ∗ωi ) ∧ ϕl 
= 
Σ 
dAil ∧ ϕl − 
Σ 
Aikπ∗ωk ∧ ϕl + 
Σ 
Aklπ∗ωi ∧ ϕl 
= 
Σ 
dAil ∧ ϕl − 
Σ 
Aikπ∗ωk ∧ π∗θl + 
Σ 
Aklπ∗ωi ∧ ϕl 
= 
Σ 




ωk ∧ θl) + 
Σ 
Aklπ∗ωi ∧ ϕl. 
 
Using the first structure equation here, we obtain 
Σ 
Ail;kϕk ∧ ϕl = 
Σ 




Aklπ∗ωi ∧ ϕl 
k,l k k k,l 
= 
Σ 




Aklπ∗ωi ∧ ϕl 
k k k,l 
= 
Σ 




Aklπ∗ωi ∧ ϕl. 
k k k,l 
k 
k,l l k 
l k k 
l l k l k 
l k,l k,l 


















j k j 
j j k j 
j k 
j j k j 
0 
Then, replacing this last result in the expression obtained of Ψ i , we arrive to 
i  = −ab 
Σ 
Ail;kϕk ∧ ϕl + 
Σ




Ail;kϕk ∧ ϕl − a2b2 
Σ 
AikAklϕl ∧ ϕ0. 
k,l k,l 
 
For Ψi , using Theorem 3.1.8, we have 
Ψi = dψi + 
Σ 
ψi ∧ ψ 
= d(π∗ωi − abAijϕ0) + 
Σ 
ψi ∧ ψ 
= π∗(dωi) − abdAij ∧ ϕ0 − abAijdϕ0 + ψi ∧ ψ0 + 
Σ 
ψi ∧ ψk 




abAjlϕl)+ k l 
Σ Σ





Because of Γ is expressed  as π∗ Ak,lθk ∧ θl , we obtain 
k,l 







(ab)2AikAjlϕk ∧ ϕl + 
Σ 
π∗(ωi ) ∧ π∗(ωk)− 
Σ 
abAikϕ0 ∧ π∗(ωk) − 
Σ 
abAkjπ∗(ωi ) ∧ ϕ0. 
Putting together the expressions π∗(dωi) and 
Σ 
π∗(ωi ) ∧ π∗(ωk), we get 
 








(AijAkl + AikAjl)ϕk ∧ ϕl− 
abdAij ∧ ϕ0 − 
Σ 
abAikϕ0 ∧ π∗(ωk) − 
Σ 
abAkjπ∗ωi ∧ ϕ0. 
Then, by the second structure equation, that is Ωi = dωi + 
Σ 































Ψi = π∗(Ωi ) − 
Σ 
























Aij;kϕk, we conclude 
Ψi = π∗(Ωi ) − 
Σ 
a2b2(AijAkl + AikAjl)ϕk ∧ ϕl − ab 
Σ 




Remark 3.1.10. We notice in the above theorem that (Aij;k) consists in the 
covariant derivative of (1,1)-tensor A = (Aij) with respect to the Riemannian 
connection of M . For this we need to verify that 
θi((∇Ek A)Ej) = Aij;k. 
By a direct calculation we have 
 
(∇Ek A)Ej = ∇Ek (AEj) − A(∇Ek Ej) 
= ∇Ek (
Σ 
AljE l) − A(
Σ 




(Ek(Alj)E l + Alj∇Ek E l) − 
Σ 









l l m 
= 
Σ





Then, applying θi we get 
θi((∇Ek A)Ej) = Ek(Aij) + 
Σ 







= Aij;k . 
k k,l 
k,l 








Ψi = π∗(Ωi ) − 
Σ 
a2b2(AijAkl + AikAjl)ϕk ∧ ϕl − ab 
Σ 
Aij;kϕk ∧ ϕ0, 
0 
We write the components Rαβλµ of the curvature tensor defined on P in 
Theorem 3.1.9 as 
Ψα = 
1 Σ 
R ϕλ ∧ ϕµ. 
 
Proposition 3.1.11. The components Rαβλµ are expressed in terms of Kijkl 
and Aij as 
 
(1) Rijkl = Kijkl − a
2b2(2Aij Akl + AikAjl − AilAjk ), 




(3) Ri0kl = ab(Aik;l − Ail;k) = −abAkl;i. 
Proof. We begin by showing item (2). By Theorem 3.1.9, we have 
i = 
Σ 
−a2b2AikAklϕl ∧ ϕ0 − ab 
Σ 
Aik;lϕl ∧ ϕk, 
k,l 
 













i0λµ ϕλ ∧ ϕµ, 
 
 









i00l = −a2b2Aik 
k 
Akl, 












Ri0kl = −abAik;l + abAil;k . 
It is trivial to obtain the first equality of (3). 
For the last equality of (3), we start from Ri0kl = Rkli0. Considering the 




























As Rij0k = −Rijk0, we achieve Rijk0 = −abAij;k, our goal. 
To show (1) we use again Theorem 3.1.9. Since Ωi = K 
 

















+ A A )ϕk ∧ ϕl− 
ab Aij;k ϕ








ijkl ϕk ∧ ϕl − a2b2(Aij 
k,l 
Akl + Aik Ajl )ϕk ∧ ϕl − ab Aij;k 
k 






So we get 
 
ijkl − a b (Aij Akl + Aik Ajl ))ϕk ∧ ϕl − ab Aij;k 
k 










Kijkl − a b (Aij Akl + Aik Ajl) 
 
 















































Rijlk, we conclude the equality 
Rijkl = Kijkl − a
2b2(Aij Akl + AikAjl − Aij Alk − AilAjk ) 
= Kijkl − a
2b2(2Aij Akl + AikAjl − AilAjk ). 
 
 
As consequence we deduce that the coefficients Aij;k also satisfy the 
following conditions: 
i) Aij;k = −Aji;k , 
ii) Aij;k + Ajk;i + Aki;j = 0. 
 
 
3.2 Algebraic properties of the sectional 
curvature 
Calculations in this section are taken from Kobayashi [18]. Let M be a smooth 
manifold with even real dimension n. Let Kijkl be a collection of real numbers 
k,l k,l 
ijkl kl jl 
81  
that verify  
Kijkl = −Kjikl = −Kijlk  = Kklij , (3.9) 
Kijkl + Kiklj + Kiljk = 0, (3.10) 
 
the conditions of the components of a curvature tensor. 
 
Consider the skew-symmetric matrix J = (Jij) with J2 = −In, and a 
collection of real numbers Sαβλµ characterized by: 
Sijkl = Kijkl − a
2(2Jij Jkl + JikJjl − JilJjk ), 
Si0k0 = −Si00k = −S0ik0 = S0i0k = a
2δik, 
Sαβλµ = 0, otherwise. 
We will show that Sαβλµ satisfy the algebraic conditions of the components 
of the curvature tensor (i.e. Sαβλµ verifies also conditions (3.9) and (3.10)). In 
fact, we have 
Sijlk = Kijlk − a
2(2Jij Jlk + JilJjk − JikJjl) 
= −Kijkl − a
2(−2Jij Jkl − JikJjl + JilJjk ) 
= −(Kijkl − a2(2JijJkl + JikJjl − JilJjk)) 
= −Sijkl. 
It is also easy to prove that Sjikl = Sijlk holds. Moreover, we have 
Sklij = Kklij − a
2(2JklJij + JkiJlj − Jkj Jli) 
= Kijkl − a
2(2Jij Jkl + JikJjl − Jjk Jil) 
= Sijkl. 
Finally, we observe that Sijkl also satisfies 
 
Sijkl + Siklj + Siljk = 0. 
Indeed, by definition we have 
Sijkl = Kijkl − a
2(2Jij Jkl + JikJjl − JilJjk ), 
Siklj = Kiklj − a
2(2JikJlj + JilJkj − Jij Jkl) and 
Siljk = Kiljk − a
2(2JilJjk + Jij Jlk − JikJlj ). 
 









Remark 3.2.1. Supposing Kijkl were the components of a curvature tensor 
K of the metric ds2, then we would have that Sαβλµ should be the components 
of the curvature tensor of the metric dσ2 = π∗ds2 + (abγ)2 on P when the 
curvature form Γ is expressed as 
n 
Γ = dγ = π∗( b−1Jijθi ∧ θj), 
i,j=1 
 
with Aij;k = 0. By Remark 3.1.10, this means that the tensor J = Jij is 
parallel with respect to metric ds2. 
For each 2-dimensional subspace p ⊂ Rn+1, we define a number S(p) as 





αY β XλY µ, 
 
where X = (X0, X1, ..., Xn) and Y = (Y 0, Y 1, ..., Y n). 
 
Let us see why the number S(p) is independent of the basis {X, Y } ⊂ p. 
Take another orthonormal basis {X̃, Ỹ } ⊂ p.  Then we can express this basis 
as 
 
X̃  = a11X + a21Y 
Ỹ  = a12X + a22Y. 
 
Since the matrix (aij)2×2 is orthonormal, we must have a2 
2 = 1. Moreover, 
these number verify precisely one of the following conditions 
 
a11 = a22 and a12 = −a21 or a11 = −a22 and a12 = a21. 








αỸ β X̃λỸ µ 
 
Sαβλµ(a11Xα − a12Y α)(a12Xβ + a11Y β)(a11Xλ − a12Y λ)(a12Xµ + a11Y µ). 
 
Notice that the terms 
α,β,λ,µ 
SαβλµX
αXβ XλY µ and 
α,β,λ,µ 
SαβλµX









11 11 12 
11 11 12 





12 11 12 











β XαXλY µ 
 
SβαλµX













αY β Y λY µ = 0. 
Therefore, we can reduce S(p) to 
S(p) = 
Σ
 Sαβλµ(a4 XαY βXλY µ − a2 a2 (XαY βY λXµ + Y αXβXλY µ)+ 
 
 




4 XαY β XλY µ − 
Σ 
Sαβλµa
2 a2 XαY β Y λXµ− 
Σ 
Sαβλµa
2 a2 Y αXβ XλY µ + 
Σ 
Sαβλµa





4 XαY β XλY µ − 
Σ 
Sαβµλa
2 a2 XαY β XλY µ− 
Σ 
Sβαλµa
2 a2 XαY β XλY µ + 
Σ 
Sαβλµa
4 XαY β XλY µ 
= 
Σ 
Sαβλµ(a4 + 2a2 a2 + a4 )XαY βXλY µ. 
11 11  12 12 
α,β,λ,µ 







αY β XλY µ. 
Thus, the number S(p) is independent of the choice of orthonormal frame. 
Given orthonormal basis X = (X0, X1, ..., Xn), Y = (Y 0, Y 1, ..., Y n) of a 









J1jY j , ..., 
Σ 
JnjY j). (3.12) 
  












Proposition 3.2.2. Let p ⊂ Rn+1 as above. Then 
S(p) = KijklXiY jXkY l − 3a2(ξ, Jη)
2 + a2(X0X0 + Y 0Y 0). 
i,j,k,l 
 
Proof. Expanding S(p), we have 
S(p) = 
Σ 
SijklXiY jXkY l + 
Σ 
Si0k0XıY 0XkY 0 + 
Σ 
Si00lXiY 0X0Y l+ 
Σ 
S0j0lX
0Y j X0Y l + 
Σ 
S0jk0X
0Y j Xk Y 0. 
  
 
We work individually on each summand of the above expression. For the 
first term we obtain 
Σ 
SijklX
iY j Xk Y l  =  
Σ
(Kijkl − a
2(2Jij Jkl + JikJjl − JilJjk ))X




KijklXiY jXkY l − 2a2 
Σ 






iY j Xk Y l + a2 
Σ 
JilJjk X
iY j Xk Y l. 
 




iY j Xk Y l = 
Σ 
JikJjlX
k Y j XiY l 
i,j,k,l i,j,k,l 
=  JkiJjlX
iY j Xk Y l 
i,j,k,l 
= −  JikJjlX





iY jXkY l = 0. In addition, we have 
Σ 
JilJjk X
iY j Xk Y l = 
Σ 
Jij JklX
iY j Xk Y l. 
 




iY j Xk Y l = 
Σ 
KijklX
iY j Xk Y l − 3a2 
Σ 
Jij JklX
iY j Xk Y l 
=  
Σ 











i,j,k,l i,k i,l 
i,j,k,l i,j,k,l 
i,j,k,l i,j,k,l i,j,k,l 










The other terms of S(p) are 
Σ 
Si0k0X
iY 0Xk Y 0 = 
Σ 
a2δikX
iY 0Xk Y 0 
i,k i,k 
= a2Y 0Y 0 δikX
iXk 
i,k 
= a2Y 0Y 0 XiXi 
i 
= a2(ξ, ξ)Y 0Y 0, 
Σ 
Si00lX
iY 0X0Y l = − 
Σ 
Si0l0X
iY 0X0Y l 
i,l i,l 
= −  a2δilXiY 0X0Y l 
i,l 
= −a2Y 0X0 δilXiY l 
i,l 
= −a2Y 0X0 XiY i 
i 




0Y j X0Y l = 
Σ 
a2δjlX









= a2X0X0 δjlY 
j Y l 
j,l 
= a2(η, η)X0X0, 
Σ 
S0jk0X
0Y j Xk Y 0 = − 
Σ 
a2δjk X
0Y j Xk Y 0 
j,k j,k 
= −a2X0Y 0 Y jXj 
j 
= −a2(ξ, η)X0Y 0. 
 
Replacing them in the expression of S(p), we arrive to 
 
S(p) = KijklXiY jXkY l − 3a2(ξ, Jη)
2 + a2(ξ, ξ)Y 0Y 0− 
i,j,k,l 








However, using the equalities 
 
XαXα = X0X0 + (ξ, ξ) = 1 
α 
Y βY β = Y 0Y 0 + (η, η) = 1 
β 
(X, Y ) = X Y + (ξ, η) = 0, 
we have (ξ, ξ) = 1 − X0X0, (η, η) = 1 − Y 0Y 0, and (ξ, η) = −X0Y 0. Replacing 
these results in S(p), we get 
S(p) = KijklXiY jXkY l − 3a2(ξ, Jη)
2 + a2(1 − X0X0)Y 0Y 0− 
i,j,k,l 
2a2(−X0Y 0)X0Y 0 + a2(1 − Y 0Y 0)X0X0 
= KijklXiY jXkY l − 3a2(ξ, Jη)




Let Kijkl be the collection of real numbers given at beginning of this section. 












cos α(q) = |(U, JV )|, 
 
where U = (U 1, ..., U n), V = (V 1, ..., V n) form an orthonormal basis of q. We 
have already seen that K(q) in independent of the choice of the basis {U, V }. 
Let us see that cos α(q) also depends only on q.  Indeed, if {Ũ , Ṽ } is another 
orthonormal basis for q, then we must verify the equality 
|(U, JV )| = |(Ũ , JṼ )|. 
Since we can write Ũ  and Ṽ  as 
 
Ũ  = a11U + a21V  and Ṽ = a12U + a22V, 
 
we get then 
(Ũ , JṼ ) = (a11U + a21V, a12JU + a22JV ) 




Since we have 




JkjU j) = 
Σ 
JkjU kU j 
 
and 
k j j,k 
Σ 
JkjU kU j = 
Σ 
JjkU jU k = − 
Σ 
U kU j, 
we obtain (U, JU ) = 0. In a similar way we get (V, JV ) = 0. On the other 
hand, for (Ũ , J Ṽ ), we have 
















j V k + a11a22 
Σ 
Jkj U 




j V k + a11a22 
Σ 
Jjk U 
j V k 
j,k 
= (a11a22 − a21a12) Jjk U 
j V k 
j,k 
= (a11a22 − a21a12)(U, JV ). 
j,k 
 
Since |a11a22 − a21a12| = 1, we conclude |(Ũ , JṼ )| = |(U, JV, )|, as needed. 
 
Remark 3.2.3. The value α(q) measures the angle between the planes q and 
Jq. In fact, we recall that the angle between two planes p and pj is defined as 
the infimum α = ∠(A, Aj), where A is a vector in p and Aj is a vector in pj. 
Then in the case of the planes q and Jq, we consider {U, V } be a orthonormal 
basis of q and {JU, JV } be a basis orthonormal of Jq. Fixing U in q, we should 
minimize the angle ∠(U, X), where X ∈ Jq. Writing X = t1JU + t2JV , we 
have 
cos(α) = 
|(U, t1JU + t2JV )| 
,
 
ǁU ǁǁt1JU + t2JV ǁ 
where α is the angle between U and X. 
Since (U, JU ) = 0 and {JU, JV } is an orthonormal basis, we obtain 
cos(α) =
  |(U, t2JV )| 
= 
|t2||(U, JV )| 
.
 
ǁt1JU ǁ + ǁt2JV ǁ |t1| + |t2| 
The angle α where cos(α) takes its value maximum is when t1 = 0. In other 
words, the angle α(q) between q and Jq is given by cos(α(q)) = |(U, JV )|. 
jk jk jk 
k j k j 
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( 2 
Let p = span{X, Y }, where X = (X0, ..., Xn) and Y = (Y 0, ..., Y n). We 
define the subspace q ⊂ Rn  as q  = span{ξ, η}, where ξ  = (X1, ..., Xn) and 
η = (Y 1, ..., Y n). For them we have the following proposition. 
 
Proposition 3.2.4. (1) For p ⊂ Rn+1 we have 
S(p) = (1 − X0X0 − Y 0Y 0)(K(q) − 3a2 cos2 α(q)) + a2(X0X0 + Y 0Y 0). 
(2) If ξ, η are linearly dependent, then S(p) = a2 
 
Proof. To prove (1), we use the Gram-Schmidt process. An orthonormal basis 
{U, V } for q is 
ξ 







  [(ξ, ξ)η − (ξ, η)ξ] 
. (3.14)
 
[(ξ, ξ)((ξ, ξ)(η, η) − (ξ, η)2)] 2 
Then, for cos(α(q)), we obtain 










(ξ, ξ)2 [(ξ, ξ)((ξ, ξ)(η, η) − (ξ, η) )] 2 
= 
  (ξ, (ξ, ξ)Jη − (ξ, η)Jξ)  
2  1 (ξ, ξ)((ξ, ξ)(η, η) − (ξ, η) ) 2 
=
  (ξ, ξ)(ξ, Jη)  
2  1 (ξ, ξ)((ξ, ξ)(η, η) − (ξ, η) ) 2 
=
  (ξ, Jη) 
,
 




and we have 
2 1 
(ξ, Jη) = cos(α(q))((ξ, ξ)(η, η) − (ξ, η) ) 2 . 
Squaring this last expression, we get 
 
(ξ, Jη) = ((ξ, ξ)(η, η) − (ξ, η) ) cos (α(q)). (3.15) 




(ξ, ξ)2 U = X
i 
[ ξ, ξ)((ξ, ξ)(η, η) − (ξ, η)2)] 
1 






2 0 0 0   0 0 0 0 0 
Σ 
2 0 0 0 0 
Replacing the above formulas in K(q) = 
Σ
i,j,k,l KijklU 









Xi((ξ, ξ)Y j − (ξ, η)Xj)Xk((ξ, ξ)Y l − (ξ, η)Xl) 
 
(ξ, ξ)[(ξ, ξ)((ξ, ξ)(η, η) − (ξ, η)2)] 














(ξ, ξ)[(ξ, ξ)((ξ, ξ)(η, η) − (ξ, η)2)] 
XiY j Xk Y l 
Kijkl 


















(η, η) − (ξ, η) = (1 − X X )(1 − Y Y ) − (X X Y Y ) 
= 1 − X0X0 − Y 0Y 0 
 
KijklXiY jXkY l = K(q)(1 − X0X0 − Y 0Y 0). (3.16) 
i,j,k,l 
Replacing Formulas (3.15) and (3.16) in the expression for S(p) obtained  
in Proposition 3.2.2, we get 
S(p) = KijklXiY jXkY l − 3a2(ξ, Jη)
2 + a2(X0X0 + Y 0Y 0) 
i,j,k,l 
= (1 − X0X0 − Y 0Y 0)K(q) − 3a2(1 − X0X0 − Y 0Y 0) cos2 α(q)+ 
a2(X0X0 + Y 0Y 0) 
= (1 − X0X0 − Y 0Y 0)(K(q) − 3a2 cos2 α(q)) + a2(X0X0 + Y 0Y 0). 
If {ξ, η} were linearly dependent, then η = cξ. This means Y j = cXj, 
where c is a constant, and we get 
Σ 
KijklX
iY j Xk Y l = c2 
Σ 
KijklX
iXj Xk Xl = 0, 
and (ξ, Jη) = c(ξ, Jξ) = 0. Moreover, since 
(ξ, ξ)(η, η) − (ξ, η) = 1 − X X − Y Y , 
 
we obtain  
0 = c2(ξ, ξ)2 − c2(ξ, ξ)2 = 1 − X0X0 − Y 0Y 0. 




0 0 0   0 2 2 0 0 0 0 
0 0 0   0 2 2 0 0 0 0 
To simplify the exposition we introduce the quantity 
K̄ (q) = 




Proposition 3.2.5. If a is a real number such that a ≤ 
2 




then we get 
4a2K̄ (q) ≤ K(q) ≤ K̄ (q), 
 
a2 ≤ S(p) ≤ 1 − 3a2. 
 
Proof. First, we find the lower bound for S(p). By hypothesis we have 
K(q) ≥ 4a2K̄ (q) = a2(1 + 3 cos2(α(q))), 
and so K(q) − 3a2 cos2 α(q) ≥ a2. 
So, because of Proposition 3.2.4., we get 
 
S(p) = (1 − X0X0 − Y 0Y 0)(K(q) − 3a2 cos2 α(q)) + a2(X0X0 + Y 0Y 0) 
≥ (1 − X X − Y Y )a + a (X X + Y Y ) 
= a2 
 
For an upper bound for S(p) we start from 
K(q) − 3a2 cos2 α(q) ≤ K̄ (q) − 3a2 cos2 α(q) 
1 
= (1 + 3 cos2 
4 
α(q)) − 3a cos
2 α(q) 
1 2 2 
= 
4 






So for S(p) we obtain 
≤ 
4 
(1 + 3(1 − 4a )) 
= 1 − 3a2 
 
S(p) = (1 − X0X0 − Y 0Y 0)(K(q) − 3a2 cos2 α(q)) + a2(X0X0 + Y 0Y 0) 
≤ (1 − X X − Y Y )(1 − 3a ) + a (X X + Y Y ) 
= 1 − 3a2 + (4a2 − 1)(X0X0 + Y 0Y 0). 
Since 4a2 − 1 ≤ 0, this results in 








Consider now real numbers Aij and Aij;k related by 
 
(1) Aij = −Aji. 
(2) Aij;k = −Aji;k . 
(3) Aij;k + Aki;j + Ajk;i = 0. 
 
For them we define Rαβλµ as 
 
(1) Rijkl = Kijkl − a
2b2(2Aij Akl + AikAjl − AilAjk ), 




(3) Ri0kl = ab(Aik;l − Ail;k) = −abAkl;i. 
Supposing {X, Y } is an orthonormal basis for a 2-subspace p ⊂ Rn+1, we 
define 
R(p) =  RαβλµXαY βXλY µ. 
αβλµ 
The following proposition shows us how the numbers R(p) and S(p) 
approach while Aij nears Jij. 
Proposition 3.2.6. Let a be a fixed real positive number. Given s > 0, 
then there exists a number ρ  >  0 such that if |bAij − Jij|2 < ρ and 
Σ
ijk |bAij;k|
2 < ρ, we get |R(p) − S(p)| < s. 
Proof. By definition of Rijkl and Sijkl, if bAij → Jij and bAij;k → 0, we get 
Rijkl → Kijkl − a
2(2Jij Jkl + JikJjl − JilJjk ) = Sijkl. 










Also we have 
a2 
Σ 
JilJkl = −a2 
Σ 
JilJlk = −a2(−δik) = a2δik = Si0k0, 
l l 
 
and so Ri0k0 → Si0k0. 




3.3 Construction of a principal S1-bundle 
Let  (M, g, J)  be  a  complete  Kähler  manifold  and  q  a  real  2-plane  in  TxM . 
Taking {X, Y } as a basis for q, we define the sectional curvature of q as 
K(X, Y, X, Y ) 
K(q) = . 
g(X, X)g(Y, Y ) − (g(X, Y ))2 
When {X, Y } is an orthonormal basis of q, the above formula results in 
K(q) = K(X, Y, X, Y ). 
 
As usual, for a 2-plane q we define the angle between q and Jq by α(q). In 
a similar way as was done in Remark 3.2.3., we deduce the equality 
 
cos α(q) = g(X, JY ), 
 
whenever {X, Y } is an orthonormal basis for q. 




1 + 3 cos α(q) 
 
Definition  3.3.1.  Let  (M, g, J)  be  a  Kähler  manifold.    We  say  that  the 
Riemannian pinching of M is greater than δ if there is L > 0 such that 
 
δL < K(q) ≤ L for all 2- planes q. 
Definition  3.3.2.  Let  (M, g, J)  be  a  Kähler  manifold.    We  say  that  the 
Kählerian pinching of M  is greater than δ if there is L > 0 such that 
 
δL < K∗(q) ≤ L for all 2-planes q. 
We are ready to state the main theorem of this chapter. 
Theorem 3.3.3.  Let (M, J, g) be a complete Kähler manifold with Kählerian 
pinching greater than δ. Then there exists a principal circle bundle P over 
M and a Riemannian metric on P with Riemannian pinching greater than 
δ 
. 
(4 − 3δ) 
The proof of this theorem aims for a suitable principal S1-bundle P on M 











induced by the metric dσ2 = ds2 +(abγ)2 that verifies the condition of theorem. 
 
 
First, we show the existence of this principal S1-bundle. 
By   de-Rham’s   Theorem,   we   have   H 2(M, R) ∼= H2 
 
(M, R). Since 
the   constant   sheaf   Z  is   included  in  R, we   obtain   a  homomorphism 
φ : H2(M, Z) → H2(M, R). As  H2(M, Z)  ∼=  P(M, S1),  then  we  can  assign 
to each element P  ∈ P(M, S1) an element in H2 (M, R) (see Kobayashi [19]). 
 
 
This assignment can be made explicit as follows. Let P an element of  
P(M, S1) and γ a connection form on P . By Proposition 2.1.16, we can express 
Γ = dγ as 
 
 
We have them 




0 = d2γ = dΓ = π∗d Bijθi ∧ θj . 
i,j 





= 0. Then 
Σ 
Bijθi ∧ θj is closed. 
The de-Rham cohomology class of i,j Bijθ
i ∧ θj is independent of the 
choice of a connection form on P . Indeed, by Proposition 2.1.17, if we take 
another connection form γ̃ on P , we have γ − γ̃ = π∗τ , where τ  is a 1-form on 
M . In this way we get 
π∗(dτ ) = dγ − dγ̃ = Γ − Γ̃ = π∗(
Σ 
Bijθi ∧ θj − 
Σ 
B̃ij θi ∧ θj). 
Since π∗ is injective, we obtain 
i,j i,j 
dτ  = 
Σ 
Bijθi ∧ θj − 
Σ 
B̃ij θi ∧ θj . 
i,j 
Therefore our statement is true. 
i,j 
 
Finally based on the work of Kobayashi [19], we can choose 
Σ
i,j Bijθ
i ∧ θj 
 
In the following proposition we show that given any 2-form 
Σ 
Aijθi ∧ θjin 
H2  (M, Z), we can express its projection π∗(
Σ 
Aijθi ∧ θj) as dγ, where γ  is 
dR 
 
















Proposition 3.3.4. Given a 2-form 
Σ
i,j Aijθ
i ∧ θj representing an element 
on P such that 
 
 




dγ = π∗( Aijθi ∧ θj). 
i,j 
 





By the isomorphism P(M, S1) ∼= H2(M, Z) and the above result, we can find 
an element Bijθi ∧ θj which is cohomologous to 
i,j 
 
i,j Aijθi ∧ θj, such that 
 
dγ̃ = π∗( Bijθi ∧ θj), 
i,j 
 
for some connection form γ̃ on P .  Since i,j Bijθ
i ∧ θj and i,j Aijθ
i ∧ θj are 
cohomologous, there exists a 1-form α such that 
dα = 
Σ 
Aijθi ∧ θj − 
Σ 
Bijθi ∧ θj. 
Next, we define a 1-form on P as 
 
γ = γ̃ + π∗α. 
 
Let  us  see  that  γ  is  a  connection  form  on  P  that  satisfies   dγ   =   
π∗(  i,j Aijθ
i ∧ θj).  Easily can we  show the second assertion.  In fact,  we 
have 
 




















On the other hand, we have that γ is equivariant: 
 
γ(Rs∗u) = γ̃(Rs∗u) + π∗α(Rs∗u) = γ̃(u) + α(π∗(Rs∗u)) 
= (γ + π∗)(u) 
= γ(u). 
 
Finally, since π∗α is horizontal, we conclude that γ is a connection form. 

















In the above proposition, we have found a connection form γ on P subject 
to 
dγ = π∗ Aijθi ∧ θj , 
i,j 
where i,j Aijθ
i ∧ θj is an integral closed 2-form on M . However, as we will 
see next, we require for this 2-form to be a harmonic 2-form. 
We have the following result from Kobayashi [18]. 
 





i,j Aijθi ∧ θj on M , representing an element of H2 (M, Z), and a real 








|bAij;k| < ρ, 
 
here the Aij;k are the components of the covariant derivative of Aij. 
Proof. By the theory of elliptic partial differential equations, there exists a 
positive constant C such that for all harmonic forms i,j Bijθ














form a basis in H2 (M, R).  Then the set {bτ ; b ∈ R and τ ∈ H2 (M, Z)} is 
dense in H2 (M, R).  In other words, given a real number ρ1, we can find a 
real number b and a 2-form 
Σ
i,j Aijθ






By a Theorem of Hodge, we can choose i,j Aijθ
i∧θj so that this is a harmonic 
2-form. 
Taking Bij = bAij − Jij, we have that i,j Bijθ
i ∧ θj is a harmonic 2-form. 










Because of Bij = bAij − Jij, we obtain Bij;k = bAij;k − Jij;k. Furthermore, 









Bij;k = bAij;k. Finally, taking ρ1 = 
1 









Suppose  that  the  Kählerian  pinching  of  M  is  greater  than  4a2,  where 
0  <  a  <  1 . Recall that by  definition there exists a number L  >  0 such  
that 4a2L < K∗(q) ≤ L. 
Since we can normalize the metric g scaling by L, the above inequalities 
simplify to 
4a2 < K∗(q) ≤ 1. (3.17) 
Remark 3.3.6.  On a complete Kähler manifold M , if the Kählerian pinching 
is greater than δ, then the Riemannian pinching is greater than δ . In fact, by 
definition, there exists L > 0 such that 
 
δL < K∗(q) ≤ L, 
 
for all 2-plane q. As K∗(q) = 
4K(q)
 
1 + 3 cos2 α(q) 
 




1 + 3 cos2 α(q) 
≤ L.
 
1 + 3 cos2 α(q) 






, we obtain 
.







1 (1 + 3 cos2 α(q)) 
δL < K(q) ≤ L 
.











≤ 1, the above inequalities boil down to 
δ 
4 
L < K(q) ≤ L. 
 




Returning to Inequality (3.17) and using Remark 3.3.6, we have them 
 















Using a theorem of Myers (see Berger [2]), as M is complete and its sectional 
curvature is bounded, we deduce that M is compact. 
 
Consider the metric g = ds2 = 
Σn 
(θj)2 on M , and the tensor J expressed 
as (Jij) with respect to orthonormal frame {E1, ..., En}. Let p be a 2-plane in 
TxP , and {X, Y } an orthonormal basis for p, which we write as 
 n n 
X  = 
Σ 




where {ξ0, ..., ξn} is an orthonormal frame with respect to the metric dσ2 = 
π∗ds2 + (abγ)2 on  P  subject  to  π∗(ξi)  =  Ei.   Then,  we  have  that  the 
sectional curvature R(p) of plane p is given by 
 
R(p) = R(X, Y, X, Y ) = RαβλµXαY βXλY µ. 
αβλµ 
 
On the other hand, let us suppose that the vectors X̃, Ỹ defined as 
X̃ i=1 X
iEi  and  Ỹ n i=1 Y 
iEi span a 2-plane q on Tπ(x)M . In such 









iY j Xk Y l. 
 







where K̄ (q)   = 





. Then we can rewrite the corresponding 
inequalities of Proposition 3.2.5, as 
 
4a2 ≤ K∗(q) ≤ 1. 
Hence using Inequality (3.17) and Proposition 3.2.5, we obtain 
 
a2 ≤ S(p) ≤ 1 − 3a2. 














This last relation is equivalent to 
δ 
4 − 3δ 
≤ S(p) ≤ 1. 
As the metric dσ2 is normalized, the above inequalities mean that the 
δ 
Riemannian pinching of P is greater than . 
4 − 3δ 
 
Now we are ready to proof Theorem 3.3.3. This is based on Kobayashi [18]. 
 
Proof of Theorem 3.3.3.  Let  Kijkl  and  Sαβλµ  be  defined as before. By the 
previous remarks, for δ < K∗(q) < 1, we have 
δ 
4 − 3δ 
< S(p) < 1. 
Since M is compact, then the bundle of 2-planes is compact. Furthermore 
as the assignment p ›→ S(p) is continous, there exists a s > 0 such that 
δ 
4 − 3δ 
+ s < S(p) < 1 − s. (3.18) 
By Proposition 3.2.6, for s > 0, there is a ρ > 0 such   |bAij − Jij|2  < ρ  
and ijk |bAij;k|
2 < ρ imply |R(p) − S(p)| < s, where Aij,Aij;k and the 
components Rαβλµ of R are as in Proposition 3.2.6. 
By Proposition 3.3.5, we can choose the components Aij so that the 2-form 
i,j Aijθ
i∧θj on M is harmonic and represents an element of H2(M, Z).  Then, 
by Proposition 3.3.4, for this harmonic 2-form there is a principal S1-bundle 
P on M and a connection form γ on P such that 
 
dγ = π∗( Aijθi ∧ θj). 
i,j 
 
Finally, since Rαβγµ are the components of the curvature tensor R with 
respect to the metric dσ2 = π∗(ds2)+(abγ)2 on P , the number R(p) represents 
the sectional curvature of P . 
Then, as we have |R(p) − S(p)| < s and S(p) verifies the inequality (3.18), 
we obtain 
δ 
4 − 3δ 
< S(p) − s < R(p) < S(p) + s < 1. 
This last property implies that the sectional curvature of P is strictly 
δ 
greater than 
4 − 3δ 













Einstein Metrics on Principal 
S1-bundles 
 
In this chapter we will construct Einstein metrics on the principal S1-bundle 
following the method of Kobayashi. Afterwards we will exhibit explicitly this 
construction for the Hopf fibration. Moreover, as we will see in the last section, 
under certain conditions the method of S. Kobayashi allows us to construct 
Sasaki-Einstein metrics on the total space of a Boothby-Wang fibration. 
 
4.1 The method of Kobayashi 
 
Let (M, g) be a Riemannian manifold of dimension n. Given an orthonormal 
basis {E1, ..., En} of TxM , we define the Ricci curvature of (M, g) by 
n 
Ric(X, Y ) = R(X, Ei, Y, Ei), 
k=1 
where X, Y are arbitrary vectors in TxM . Also, the scalar curvature of (M, g) 
is given by 
n 
Scal = Ric(Ek, Ek). 
k=1 
We say that (M, g) is an Einstein manifold with Einstein constant λ if 
 
Ric(X, Y ) = λg(X, Y ) 
 
The Ricci form ρM is given by 
 










Theorem  4.1.1.  Let  (M, g, J)  be  a  Kähler-Einstein  manifold  with  positive 
scalar curvature. Then we can construct a principal S1-bundle over M and an 
Einstein metric with positive scalar curvature on P . 
Proof. Let Jij be the components of J with respect to the orthonormal basis 
{θ1, ..., θn}.   Consider {E1, ..., En} an orthonormal basis of TxM  such that 
θi(Ej) = δij.  Then we can express a representative of the first Chern class 
c1(M ), an element of H2 (M, Z), as λ 
n 
ij=1 Jijθi ∧ θj, for some constant λ. 
Indeed, by definition we have c1(M ) = 1 [ρM ]. Then, since g is an Einstein 
metric, we have 
 
ρM (X, Y ) = Ric(JX, Y ) = λg(JX, Y ) 
n 
= λ θi(JX)θi(Y ) 

























i=1  j=1 
n 
= λ  JijXjY i. 
i,j=1 
 
Thus, we obtain an element λ n i,j=1 Jijθi ∧ θj of the first Chern class, where 
λ is the constant given above. By Proposition 3.3.4, there is a principal S1- 
bundle P and a connection γ on P such that 







θi ∧ θj). 
 
If we define the metric dσ2 = π∗(ds2)+(2πaλ−1γ)2 on P , by Proposition 3.1.11, 
the components Rαβλµ of the curvature form with respect to dσ2 are given by 
 
Rijkl = Kijkl − a
2(2Jij Jkl + JikJjl − JilJjk ), 
Ri0k0 = −Ri00k = −R0ik0 = R0i0k = a
2δik, 




. Taking a = ( λ ) , we obtain 






Rikjk + Ri0j0 
λ=0 k=1 
n 
= (Kikjk − a
2(2JikJjk + Jij Jkk − JikJkj )) + a
2δij 
k=1 
= Kij − a2(2δij + δij) + a2δij 
= Kij − 2a2δij, 
 








Ri0 = Rik0k + Ri000 = 0 
λ=0 





R0k0k + R0000 = 
Σ 
a2 = na2. 
As g = ds2 is an Einstein metric with Einstein constant λ, we have 
Kij = λgij = λδij 





Rij = λδij − 
n + 2 
δij = 





n + 2 
. 
At the end we obtain Rαβ 
nλ 
= 
n + 2 
δαβ , and so, the metric dσ
2 on P is Einstein, 
with positive scalar curvature. 
 
 
4.2 Sasakian manifolds 
 
We give a very brief review of basic facts on Sasakian structure. For a thorough 
treatment on Sasakian Geometry see Boyer and Galicki [8] or Blair [6]. 
 
Let (M, φ, ξ, η) be an almost contact manifold of dimension 2n + 1. Here 
we define the tensors N1, N2, N3 and N4 by 
N1(X, Y ) = [φX, φY ] + φ2[X, Y ] − φ[X, φY ] − φ[φX, Y ] + 2dη(X, Y )ξ, 
N2(X, Y ) = (LφX η)Y − (LφY η)X, 
N3(X) = (Lξφ)X, 
N4(X) = (Lξη)X. 




We say that the almost contact structure (φ, ξ, η) is normal if the tensors 
N1, N2, N3 and N4 vanish. 
Remark 4.2.1. We  have  the usual identity for 2-forms 
1 
dα(X, Y ) = (X(α(Y )) − Y (α(X)) − α([X, Y ])). 
In particular for η we obtain 
1 
dη(X, Y ) = (X(η(Y )) − Y (η(X)) − η([X, Y ])). 
Putting this in N1 we get 
 
N1(X, Y ) = [φX, φY ] + φ2[X, Y ] − φ[X, φY ] − φ[φX, Y ]+ 
(X(η(Y )) − Y (η(X)) − η([X, Y ]))ξ. 
Since φ2 = −id + η ⊗ ξ; that is φ2[X, Y ] − η([X, Y ])ξ = −[X, Y ], when we 
replace in the above expression, this results in 
 
N1(X, Y ) = [φX, φY ] − φ[X, φy] − φ[φX, Y ] − [X, Y ] +(X(η(Y )) − Y (η(X)))ξ. 
(4.1) 
 
Proposition 4.2.2. For the tensors N1, N2, N3 and N4, defined above, we have 
that N1 = 0 implies that N2, N3 and N4 vanish. 
Proof.  Making Y  = ξ  in Equation 4.1, we have 
 
N1(X, ξ) = [φX, φξ] − φ[X, φξ] − φ[φX, ξ] − [X, ξ] + (X(η(ξ)) − ξ(η(X)))ξ. 
From φ(ξ) = 0 and η(ξ) = 1, we have 
 
N1(X, ξ) = −φ[φX, ξ] − [X, ξ] − ξ(η(X))ξ. (4.2) 
If N1 = 0, we apply η in both sides in the above expression, in order to get 
0 = −(η ◦ φ)[φX, ξ] − η([X, ξ]) − ξ(η(X))η(ξ). 
From η ◦ φ = 0 and η(ξ) = 1, we arrive at 
0 = −η([X, ξ]) − ξ(η(X)). 
In addition, as (ξη)X = ξ(η(X)) − η([ξ, X]), we have 
0 = −η([X, ξ]) − ξ(η(X)) = η([ξ, X]) − ξ(η(X)) = −(Lξη)(X). 
103  
Thus, we achieve N4(X) = (Lξη)(X) = 0 for any vector field X. 
To prove N3 = 0, we consider Equation 4.2. As N1 = 0, when we apply φ 
in (4.2) we arrive to 
−φ2[φX, ξ] − φ[X, ξ] − φ(ξ(η(X))ξ) = 0. 
Since φ2 = −id + η ⊗ ξ, we obtain 
[φX, ξ] − η([φX, ξ])ξ − φ[X, ξ] − φ(ξ(η(X))ξ) = 0. 
The antisymmetry of [·, ·], yields 
−[ξ, φX] + η([ξ, φX]) + φ[ξ, X] − ξ(η(X))φξ = 0. 
As (Lξφ)(X) = −φ[ξ, X] + [ξ, φX] and φξ = 0, we get 
−(Lξφ)(X) + η([ξ, φX]) = 0. 
Because of η ◦ φ = 0, we reach 
(Lξη)(φX) = ξ(η(φX)) − η([ξ, φX]) = −η([ξ, φX]). 
As (Lξη)(φX) = 0, then η([ξ, φX]) = 0. Therefore N3(X) = (Lξφ)X = 0 for any 
vector fields X. 
On the other hand, to show that N1 = 0 implies N2 = 0, we use Equation 
4.1: 
N1(X, Y ) = [φX, φY ] − φ[X, φY ] − φ[φX, Y ] −[X, Y ]+(X(η(Y )) − Y (η(X)))ξ. 
Since N1 = 0 we apply η in both sides and we obtain 
0 = η([φX, φY ]) − (η ◦ φ)[X, φY ] − (η ◦ φ)[φX, Y ] − η([X, Y ])+ 
(X(η(Y )) − Y (η(X)))η(ξ). 
Since η ◦ φ = 0 and η(ξ) = 1, we have 
0 = η([φX, φY ]) − η([X, Y ]) + X(η(Y )) − Y (η(X)). 
Replacing X by φX in the above expression, and using the identities 
φ2 = −id + η ⊗ ξ and η ◦ φ = 0, we obtain 
0 = η([φ2X, φY ]) − η([φX, Y ]) + φX(η(Y )) − Y (η(φX)) 
= η([−X + η(X)ξ, φY ]) − η([φX, Y ]) + φX(η(Y )) 
= −η([X, φY ]) + η([η(X)ξ, φY ]) − η([φX, Y ]) + φX(η(Y )) 
= −η([X, φY ]) + η(η(X)[ξ, φY ] − φY (η(X))ξ) − η([φX, Y ]) + φX(η(Y )) 
= −η([X, φY ]) + η(X)η([ξ, φY ]) − φY (η(X))η(ξ) − η([φX, Y ]) + φX(η(Y )). 
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As (Lξφ)Y = [ξ, φY ] − φ[ξ, Y ] = 0, then [ξ, φY ] = φ[ξ, Y ]. Replacing this 
above and using the identity η(ξ) = 1, we obtain 
 
0 = −η([X, φY ]) + η(X)η ◦ φ[ξ, Y ] − φY (η(X)) − η([φX, Y ]) + φX(η(Y )) 
= −η([X, φY ]) − φY (η(X)) − η([φX, Y ]) + φX(η(Y )) 
= φX(η(Y )) − η([φX, Y ]) − (φY (η(X)) − η([φY, X])) 
= (LφX η)Y − (LφY η)X 
= N2(X, Y ). 
 
Therefore N2(X, Y ) = 0 for all X, Y . 
 
Proposition 4.2.3. Let (φ, ξ, η, g) be a contact metric structure on M . Then 
the tensors N2 and N4 vanish. Furthermore we have N3 = 0 if and only if ξ 
is a Killing vector field. 
Proof. First we prove N2 = 0. Since (LφX η)Y = φX(η(Y )) − η([φX, Y ]) 
and dη(φX, Y ) = 1 (φX(η(Y )) − Y (η(φX)) − η([φX, Y ])), we arrive to 
(LφX η)Y = 2dη(φX, Y ) + Y (η(φX)). Because of η ◦ φ =  0,  we  obtain 
(LφX η)Y = 2dη(φX, Y ). Analogously, we have (LφY η)X = 2dη(φY, X). Thus, 
we get 
 
N2(X, Y ) = (LφX η)Y − (LφY η)X = 2dη(φX, Y ) − 2dη(φY, X). 
As dη(φX, Y ) = g(φX, φY ), then 
 
N2 = 2dη(φX, Y ) − 2dη(φY, X) = 2g(φX, φY ) − 2g(φY, φX) = 0. 
On the other hand, to verify N4 = 0, we remember the equalities (Lξη)X = 
ξ(η(X)) − η([ξ, X]) and 2dη = ξ(η(X)) − X(η(ξ)) − η([ξ, X]). As η(ξ) = 0, 
then (Lξη)X = 2dη(ξ, X). Because of dη(ξ, X) = g(ξ, φX), we obtain 
N4(X) = (Lξη)X = 2g(ξ, φX) = 2(g(φξ, φ2X) − η(ξ)η(φX) = 0. 
Finally, to show that N3 = 0 is equivalent to ξ being a Killing vector field, 
we remember that it is already equivalent to prove Lξg = 0. Knowing Lξdη = 0 
to be true, we have 
 
0 = (Lξdη)(X, Y ) = ξ(dη(X, Y )) − dη([ξ, X], Y ) − dη(X, [ξ, Y ]) 
= ξ(g(X, φY )) − g([ξ, X], φY ) − g(X, φ[ξ, Y ]). 
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On the other hand, we have 
 
(Lξg)(X, φY ) = ξ(g(X, φY )) − g([ξ, X], φY ) − g(X, [ξ, φY ]), 
 
and so  
ξ(g(X, φY )) − g([ξ, X], φY ) = (Lξg)(X, φY ) + g(X, [ξ, φY ]). 
 
Replacing the above expression in (Lξdη)(X, Y ) = 0, we obtain 
0 = (Lξdη)(X, Y ) = (Lξg)(X, φY ) + g(X, [ξ, φY ]) − g(X, φ[ξ, Y ]). 
As N3(Y ) = (Lξφ)Y = [ξ, φY ] − φ[ξ, Y ], we conclude 
0 = (Lξdη)(X, Y ) = (Lξg)(X, φY ) + g(X, N3(Y )). 
Therefore we have Lξg = 0 if and only if N3 = 0. 
Definition 4.2.4. We say that an almost contact metric structure (φ, ξ, η, g)  
on M is Sasakian if this is a metric contact structure and (φ, ξ, η) is a normal 
structure on M . In this case we say that (M ; φ, ξ, η, g) is a Sasakian manifold. 
We use the following theorem to establish the existence of a Sasakian 
structure on S2n+1. Before, we state a lemma that is used in the proof. 
Lemma 4.2.5. Let (φ, ξ, η, g) be an almost contact metric structure on M . 
Then the convariant derivative of φ satisfies 
2g((∇Xφ)Y, Z) = 3dΩ(X, φY, φZ) − 3dΩ(X, Y, Z) + g(N1(Y, Z), φX)+ 
N2(Y, Z)η(X) + 2dη(φY, X)η(Z) − 2dη(φZ, X)η(Y ). 
Proof. The proof of this Lemma is obtained for straightforward calculation. 
See Blair [6]. 
 
Theorem 4.2.6. A manifold M with almost contact metric structure 
(φ, ξ, η, g) is Sasakian if and only if 
 




Proof. Suppose (φ, ξ, η, g) is a Sasakian structure. Since (φ, ξ, η, g) is an almost 
contact metric structure, by the above lemma we have 
2g((∇Xφ)Y, Z) = 3dΩ(X, φY, φZ) − 3dΩ(X, Y, Z) + g(N1(Y, Z), φX) 
+ N2(Y, Z)η(X) + 2dη(φY, X)η(Z) − 2dη(φZ, X)η(Y ). 
As (φ, ξ, η, g) is a Sasakian structure, this is a contact metric structure on M . 
It implies Ω = dη. Moreover, (φ, ξ, η, g) is normal, which means N1 = 0 and 
N2 = 0. All together implies 
2g((∇Xφ)Y, Z) = 2dη(φY, X)η(Z) − 2dη(φZ, X)η(Y ) 
= 2Ω(φY, X)η(Z) − 2Ω(φZ, X)η(Y ) 
= 2g(φY, φX)η(Z) − 2g(φZ, φX)η(Y ) 
= 2(g(X, Y ) − η(X)η(Y ))η(Z) − 2(g(Z, X) − η(Z)η(X))η(Y ) 
= 2g(X, Y )η(Z) − 2g(Z, X)η(Y ). 
As g(Z, ξ) = η(Z), then we can write 
g((∇Xφ)Y, Z) = g(X, Y )g(Z, ξ) − g(Z, X)η(Y ) 
= g(g(X, Y )ξ, Z) − g(η(Y )X, Z) 
= g(g(X, Y )ξ − η(Y )X, Z), 
 
or what is the same  
(∇Xφ)Y = g(X, Y )ξ − η(Y )X. 
 
To show the converse, we suppose (∇Xφ)Y = g(X, Y )ξ −η(Y )X. Let us see 
that (φ, ξ, η, g) is a Sasakian structure on M .  First,  we  show that  (φ, ξ, η, g) 
is  a  metric  contact  structure  on M . For  this  we  must  verify  the equality 
dη(X, Y ) = g(X, φY ). Since η(X) = g(X, ξ), for the 2-form η we have 
1 
dη(X, Y ) = 
2 




(X(g(Y, ξ) − Y (g(X, ξ)) − g([X, Y ], ξ)). 
As X(g(Y, ξ)) = g(∇XY, ξ) + g(Y, ∇Xξ) and [X, Y ] = ∇XY − ∇Y X, we then 
obtain 
1 
dη(X, Y ) = 
2 
(g(∇XY, ξ) + g(Y, ∇Xξ) − g(∇Y X, ξ) − g(X, ∇Y ξ) − g(∇XY, ξ) 




(g(Y, ∇Xξ) − g(X, ∇Y ξ)). 
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On the other hand, putting Y = ξ and using the equality η(ξ) = 1 in our 
hypothesis we get 
(∇Xφ)ξ = g(X, ξ)ξ − η(ξ)X = η(X)ξ − X = φ2X. 
Since 0 = ∇Xφξ = (∇Xφ)ξ + φ∇Xξ, we reach φ2X = −φ∇Xξ for all X. 
Therefore we have φX = −∇Xξ. Replacing this above and using the skew- 
symmetry of Ω we arrive to 
 
1 
dη(X, Y ) = 
2 








(−Ω(Y, X) + Ω(X, Y )) 
1 
=  (Ω(X, Y ) + Ω(X, Y )) 
2 
= Ω(X, Y ). 
 
To check that (φ, ξ, η) is a normal structure, it is sufficient to know that 
N1 vanishes. We have 
 
N1(X, Y ) = [φX, φY ] + φ2[X, Y ] − φ[X, φY ] − φ[φX, Y ] + 2dη(X, Y )ξ. 
As [X, Y ] = ∇XY − ∇Y X, then we obtain 
N1(X, Y ) = ∇φX φY − ∇φY φX + φ2(∇XY − ∇Y X) − φ(∇XφY − ∇φY X) 
− φ(∇φX Y − ∇Y φX) + 2dη(X, Y )ξ 
= (∇φX φ)Y + φ∇φX Y − (∇φY φ)X − φ∇φY X + φ2∇XY − φ2∇Y X 
− φ((∇Xφ)Y + φ∇XY − ∇φY X) − φ(∇φX Y − (∇Y φ)X − φ∇Y X) 
+ 2dη(X, Y )ξ 
= (∇φX φ)Y − (∇φY φ)X − φ(∇Xφ)Y + φ(∇Y φ)X + 2dη(X, Y )ξ. 
On the other hand, by hypothesis we have 
 
(∇φX φ)Y = g(φX, Y )ξ − η(Y )φX 
 
and  
φ(∇Xφ)Y = φ(g(X, Y )ξ − η(Y )X) = −η(Y )φX. 
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2 
Thus, (∇φX φ)Y − φ(∇Xφ)Y = g(φX, Y )ξ holds. In a similar way we obtain 
(∇φY φ)X − φ(∇Y φ)X = g(φY, X)ξ. Replacing this in the above result, we 
finally obtain 
 
N1(X, Y ) = (∇φX φ)Y − φ(∇Xφ)Y − ((∇φY φ)X − φ(∇Y φ)X) + 2dη(X, Y )ξ 
= g(φX, Y )ξ − g(φY, X)ξ + 2dη(X, Y )ξ 
= Ω(Y, X)ξ − Ω(X, Y )ξ + 2dη(X, Y )ξ 





We next exhibit S2n+1 as an example of Sasakian manifold. For this, first 
we endow S2n+1 with an almost contact metric structure. 
Proposition 4.2.7. The sphere S2n+1 is endowed with an almost contact 
metric structure. 
Proof. Consider (·, ·) to be the metric induced  on  S2n+1 by  the  standard dot 
product (·, ·) of R2n+2 and J be the standard complex structure on R2n+2  ∼= 
Cn+1.  Then we define a global vector field ξ  by J(N ) = −ξ,  where 
N is the unitary vector field normal to S2n+1. Notice that ξ is a global vector 
field tangent to S2n+1. Indeed, we have 
(N, ξ) = (N, −J(N )) = (J(N ), −J (N )) = (J(N ), N ) = 0. 
As a consequence, for each X ∈ X(S2n+1) we can split the vector JX as 
JX = φ(X) + η(X)N, (4.3) 
 
where φ(X) is the tangent component of JX and η(X)N  its  normal 
component. 
We will show that (φ, η, ξ, (·, ·)) is an almost contact metric structure on 
S2n+1. Taking X ∈ X(S2n+1), we have 
Jφ(X) = φ2(X) + η(φ(X))N. 
 
Since φ(X) is tangent to S2n+1, we get η(φ(X)) = 0. We obtain so 
 
φ2(X) = Jφ(X) = J(JX − η(X)N ) = −X − η(X)JN = −X + η(X)ξ. 
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Thus, we have φ2 = −id + η ⊗ ξ. 
On  the  other  hand,  putting  X   =   ξ  in  Equation  4.3,  we  get  Jξ  = 
φ(ξ)+η(ξ)N . As Jξ = N holds by definition, we obtain η(ξ) = 1 and φ(ξ) = 0. 
Finally, for the metric (·, ·), we have 
(φ(X), φ(Y )) = (JX − η(X)N, JY − η(Y )N ) 
= (JX, JY ) − η(X)(N, JY ) − η(Y )(JX, N ) + η(X)η(Y ). 
But we also have (N, JY ) = (N, φ(Y ) − η(Y )N ) = −η(Y ), and thus we get 
(JX, N ) = −η(X). Replacing in the above equality, we obtain 
(φ(X), φ(Y )) = (JX, JY ) − η(X)η(Y ) = (X, Y ) − η(X), η(Y ). 
In this way we have established that (φ, ξ, η, (·, ·)) is an almost contact metric 
structure on S2n+1. 
 
Next we show that S2n+1 together with the almost contact metric structure 
(φ, ξ, η, g) is a Sasakian manifold. For this we use the above proposition. We 
need previously a technical result. 
Lemma 4.2.8. (Gauss - Codazzi). Let (M, (·, ·)) be an embedded submanifold 
in (R2n+2, (·, ·)) of dimension 2n + 1, with the metric induced by the Euclidean 
metric. If we write as N the unit normal vector field of M , we have 
 
DXY = ∇XY − (·, ·)N, 
where D is the covariant derivative on R2n+2 and ∇ is the covariant derivative 
on M . 
 
Proof. See Kobayashi [17] or Falcitelli [10]. 
 
Remark 4.2.9. In the above lemma notice that DXN = X holds for all vector 
field on M . 
Proposition 4.2.10. Let (φ, ξ, η, g) be the almost contact metric structure on 
S2n+1 defined above. Then (S2n+1; φ, ξ, η, g) is a Sasakian manifold. 
 
Proof. By Theorem 4.2.6, we  only need to verify the equality (∇Xφ)Y  =  
g(X, Y )ξ − η(Y )X.  For  this,  if we  consider D  as the covariant  derivative  
in R2n+2 with respect to the Euclidean metric, we have 





We have JY = φY + η(Y )N and DXY = ∇XY − g(X, Y )N , we obtain 
(DXJ)Y = DX(φY + η(Y )N ) − J(∇XY − g(X, Y )N ) 
= DXφY + X(η(Y ))N + η(Y )DXN − J∇XY + J(g(X, Y )N ). 
By Remark 4.2.9. we have DXN = X. Moreover, applying Lemma 4.2.8 to 
DXφY we get 
 
(DXJ)Y = ∇XφY − g(X, φY )N + X(g(Y, ξ))N + η(Y )X − J∇XY 
+ g(X, Y )JN 
= (∇Xφ)Y + φ∇XY − g(X, φY )N + X(g(Y, ξ))N + η(Y )X 
− J∇XY − g(X, Y )ξ. 
Since φ∇XY = J∇XY − η(∇XY )N , we arrive to 
(DXJ)Y = (∇Xφ)Y − η(∇XY )N − g(X, φY )N + X(g(Y, ξ))N 
+ η(Y )X − g(X, Y )ξ 
As (R2n+2, J) is a Kähler manifold, we have DXJ = 0.  Thus we get 
 
(∇Xφ)Y + η(Y )X − g(X, Y )ξ = 0 
 
and  
−η(∇XY )N − g(X, φY )N + X(g(Y, ξ))N = 0. 
 
In other words (φ, ξ, η, g) is a Sasakian structure on S2n+1. 
 
 
4.3 The Boothby-Wang fibration 
 
Let (M, ω) be a symplectic manifold with [ω] ∈ H2 (M, Z), i.e, ω is an integral 
symplectic form.  Since H 2  (M, Z) ∼= P (M, S1),  we have principal S1-bundle 
over M , say π : P → M , where the connection form γ on P satisfies dγ = π∗ω. 
Furthermore,  we  can  write  ω   =   i,j Aijθ
i ∧ θj.   The  principal  S1-bundle 
π : (P, γ) → (M, ω), with dγ = π∗ω, is called the Boothby - Wang fibration. 
Notice that the connection form γ establishes a contact structure on P . 
Indeed, since the Lie algebra of S1 is R, γ is a real-valued form.  Moreover, if 
ξ is a vertical vector field such that γ(ξ) = 1 and X1, X2, ..., X2n are linearly 
111  
independent horizontal vector fields such that θi(π(Xj)) = δij, then we have 
γ ∧ (dγ)n(ξ, X1, ..., X2n) = γ ∧ π∗ωn(ξ, X1, ..., X2n) 
= γ(ξ)π∗ωn(X1, ..., X2n). 
Since ω is symplectic, we have γ ∧(dγ)n ƒ= 0. Thus (P, γ) is a contact manifold. 
Besides, ξ is the Reeb vector field of the contact form γ. 
Following the work of Hatakeyama [14], we have the proposition given 
below. 
Proposition 4.3.1. Let π : (P, γ) → (M, ω) be a Boothby-Wang fibration, 
where dγ = π∗ω. If ξ is the Reeb vector field defined as above and J is an 
almost complex structure on M , then there exists a (1, 1)−tensor φ on P such 
that (φ, ξ, γ) is an almost contact structure on P . 
Proof. Since the horizontal space Hp ⊂ TpP is isomorphic to Tπ(p)M for 
all p ∈ P , we can associate to each vector field X  on M  a unique vector field X̃ 
on P  such that X̃(p) ∈ Hp and π∗X̃(p) = X(π(p)).  We write this isomorphism 
as π̃  : X(M ) → X(M ), where π̃(X) = X̃.  Then we define the (1, 1)-tensor φ 
on P as 
φX = π̃Jπ∗X. 
Let us see that φ2 = −id + η ⊗ ξ holds. For this, taking X ∈ X(P ), we have 
X(p) = π̃π∗X(p) + η(X)ξp ∈ Hp ⊕ Vp.  Then we obtain 
φ2X = φπ̃Jπ∗X = π̃Jπ∗(π̃Jπ∗X). 
As π̃Jπ∗X(p) ∈ Hp for all p ∈ P , we have π∗(π̃Jπ∗X) = Jπ∗X.  Thus we get 
φ2X = π̃J(Jπ∗X) = π̃J2π∗X = π̃(−π∗X) = −π̃π∗X = η(X)ξ − X, 
as required. 
 
Next we impose an almost contact metric structure on the almost contact 
structure defined above. 
Proposition 4.3.2. Let π : (P, γ) → (M, ω) be a Boothby-Wang fibration and 
(φ, ξ, γ) the almost contact structure defined in the proposition above. If g is 
a Riemannian metric on M compatible with the almost complex structure J, 
then (φ, ξ, γ, g̃) is a contact metric structure on P , where g̃ is defined by 
g̃(X, Y ) = g(π∗X, π∗Y ) + γ(X)γ(Y ). 
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Furthermore, ξ  is a Killing vector field with respect to the metric g̃.  That is, 
the contact metric structure is K-contact. 
Proof.  At the beginning of Chapter 2 we have seen that if g̃ is defined in this 
way,  then this is a metric.  On the other hand,  to show that (φ, ξ, γ, g̃) is an 
almost contact metric structure on P we only need to verify the equality 
g̃(φX, φY ) = g̃(X, Y ) − γ(X)γ(Y ). 
However, by definition we have 
 
g̃(φX, φY ) = g(π∗φX, π∗φY ) + γ(φX)γ(φY ). 
By Proposition 1.6.7, we have γ ◦ φ = 0.  Moreover, since π∗π̃Jπ∗X  = Jπ∗X 
and g is compatible with J, we obtain 
 
g̃(φX, φY ) = g(π∗φX, π∗φY ) 
= g(π∗π̃Jπ∗X, π∗π̃Jπ∗Y ) 
= g(Jπ∗X, Jπ∗Y ) 
= g(π∗X, π∗Y ) 
= g̃(X, Y ) − γ(X)γ(Y ). 
Therefore (φ, ξ, γ, g̃) is an almost contact metric structure on P . 
In addition, to show that (φ, ξ, γ, g̃) is a contact metric structure on P  we must 
verify the equality g̃(X, φY ) = dγ(X, Y ).  By definition we have 
 
g̃(X, φY ) = g(π∗X, π∗φY ) + γ(X)γ(φY ) = g(π∗X, π∗φY ). 
Since π∗(π̃Jπ∗Y ) = Jπ∗Y , we have π∗φY  = Jπ∗Y .  Thus, we arrive to 
g̃(X, φY ) = g(π∗X, Jπ∗Y ) = ω(π∗X, π∗Y ) = dγ(X, Y ). 
Finally, since g̃ = π∗g + γ ⊗ γ, we obtain 
Lξ g̃ = Lξπ∗g + Lξγ ⊗ γ + γ ⊗ Lξγ. 
As  Lξη   =   0  and  π∗g  is  invariant  under  right  action  generated  by  ξ, we 
get  Lξ g̃  =  0. Therefore  ξ  is  a  Killing  vector  field  and  P  is  a  K-contact 
manifold. 
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Proposition 4.3.3. Given the Boothby-Wang fibration π : (P, γ) → (M, 
ω)  defined as above, the K-contact structure (φ, ξ, γ, g̃)  on P  defined in 
Proposition 4.3.2 is Sasakian if (M, J, g) is Kähler. 
 
Proof. By Proposition 4.2.2, we only need to show N1 = 0. First, we see the 
case when X and Y are vertical vector field. It is sufficient to take X = Y = ξ. 
Then, using the formula of Remark 4.2.1, we have 
N1(ξ, ξ) = [φξ, φξ] − φ[ξ, φξ] − φ[φξ, ξ] − [ξ, ξ] − (ξ(γ(ξ)) − ξ(γ(ξ)))ξ = 0. 
Suppose X is horizontal and Y = ξ. By the identity φξ = 0 we obtain 
N1(X, ξ) = [φX, φξ] − φ[X, φξ] − φ[φX, ξ] − [X, ξ] − (X(γ(ξ)) − ξ(γ(X)))ξ 
= −φ[φX, ξ] − [X, ξ]. 
Since  (φ, ξ, η, g̃)  is  a  K-contact  structure,  we  have  N3(X)  =  (Lξφ)X  =  0. 
But this implies (Lξφ)X = [ξ, φX] − φ[ξ, X] = 0. Thus, φ[ξ, X] = [ξ, φX]. 
Applying φ to both sides, we get φ2[ξ, X] = φ[ξ, φX]. As φ2 = −id + γ ⊗ ξ,  
we obtain −[ξ, X] + γ([ξ, X])ξ = φ[ξ, φX]. Because ξ is vertical and X is 
horizontal, we have that [ξ, X] is horizontal. Therefore −[ξ, X] = φ[ξ, φX]. 
Replacing this above, we arrive to N1(X, ξ) = 0. 
If X and Y are horizontal vector field, we have γ(X) = γ(Y ) = 0 and by 
Remark 4.2.1 we have 
N1(X, Y ) = [φX, φY ] − φ[X, φY ] − φ[φX, Y ] −[X, Y ]+(X(γ(Y )) − Y (γ(X)))ξ. 
Furthermore, by definition we have φ = π̃Jπ∗.  Thus, this can be rewritten as 
N1(X, Y ) = [π̃Jπ∗X, π̃Jπ∗Y ] − π̃Jπ∗[X, π̃Jπ∗Y ] − π̃Jπ∗[π̃Jπ∗X, Y ] − [X, Y ] 
= [π̃Jπ∗X, π̃Jπ∗Y ] − π̃J [π∗X, π∗π̃Jπ∗Y ] − π̃J [π∗π̃Jπ∗X, π∗Y ] 
− [X, Y ]. 
As π∗π̃Jπ∗X = Jπ∗X, we arrive to 
N1(X, Y ) = [π̃Jπ∗X, π̃Jπ∗Y ] − π̃J [π∗X, Jπ∗Y ] − π̃J [Jπ∗X, π∗Y ] − [X, Y ]. 
Remember  that  a  vector  field  X  vanishes  if  and  only  if  we  have  π∗X  =  0 
and  γ(X)  =  0.   Thus,  N1(X, Y )  =  0  if  and  only  if  π∗N1(X, Y )  =  0  and 
γ(N1(X, Y )) = 0. So we have 
π∗N1(X, Y ) = π∗[π̃Jπ∗X, π̃Jπ∗Y ] − π∗π̃J [π∗X, Jπ∗Y ]− 
π∗π̃J [Jπ∗X, π∗Y ] − π∗[X, Y ]. 
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Since π∗π̃X = X  and π∗[X, Y ] = [π∗X, π∗Y ] for all vector fields X  and Y , we 
obtain 
 
π∗N1(X, Y ) = [π∗π̃Jπ∗X, π∗π̃Jπ∗Y ] − J [π∗X, Jπ∗Y ]− 
J [Jπ∗X, π∗Y ] − [π∗X, π∗Y ] 
= [Jπ∗X, Jπ∗Y ] − J [π∗X, Jπ∗Y ] − J [Jπ∗X, π∗Y ] − [π∗X, π∗Y ] 
= N J (π∗X, π∗Y ). 
Therefore  π∗N1(X, Y )  =  0  is  equivalent  to  N J (πX , π∗Y )  =  0. This  last 
happens precisely when J is a complex structure. 
About the condition γ(N1(X, Y )) = 0, we have 
 
γ(N1(X, Y )) = γ([φX, φY ]) − γ ◦ φ[X, φY ] − γ ◦ φ[φX, Y ] − γ([X, Y ]). 
As γ ◦ φ = 0, then we obtain 
γ(N1(X, Y )) = γ([φX, φY ]) − γ([X, Y ]). 
On the other hand, for the 1-form γ we have 
1 
dγ(X, Y ) = 
2 
[X(γ(Y )) − Y (γ(X)) − γ([X, Y ])). 
Thus, we have γ([X, Y ]) = −2dγ(X, Y ). Analogously, we obtain 
γ([φX, φY ]) = −2dγ(φX, φY ). Since dγ = π∗ω, we arrive to 
γ(N1(X, Y )) = −2π∗ω(φX, φY ) + 2π∗ω(X, Y ) 
= −2ω(π∗φX, π∗φY ) + 2ω(π∗X, π∗Y ) 
= −2ω(Jπ∗X, Jπ∗Y ) + 2ω(π∗X, π∗Y ). 
Then  γ(N1(X, Y ))   =   0  if  and  only  if  ω(Jπ∗X, Jπ∗Y )   =   ω(π∗X, π∗Y ). 
This last condition happens when ω and J are compatible. Therefore we have  
π∗N1(X, Y )  =  0  and  γ(N1(X, Y ))  =  0  if  and  only  if  (M, J, g)  is  a 
Kahler  manifold.   Thus,  this  is  equivalent  to  (P, φ, ξ, γ, g̃)  being  a  Sasakian 
manifold. 
 
As we will see next, an interesting example of a Boothby-Wang fibration  
is the Hopf fibration π : S2n+1 → CPn. Before working this over we give a 
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Proposition 4.3.4. Let P → M be a principal S1-bundle with S1-action on P 
generated by a vector field ξ of period 2π. A 1-form γ is a connection 1-form 
over P if it verifies 
(1) Lξγ = 0, 
(2) γ(ξ) = 1. 
Proof. Taking ξ as the vertical vector field on the fibration π : P → M , we 
have by (1) that γ is invariant under the S1-action generated by ξ. Moreover, 
since γ(ξ) = 1,  we  obtain by  Remark 2.1.10 that γ  is a connection form on   
P 
 
Example 4.3.5.  [Hopf  fibration]  We  consider  the  principal  S1-bundle 
π : S2n+1 → CPn defined in Example 2.1.3. On CPn we have the complex 
coordinates given  in  Example  1.4.2.  Recall  that  they  are  the  open  subsets  
Uk = {[z0 : ... : zn]/zk ƒ= 0} with coordinate maps φk : Uk → Cn defined by 









k 0 n 
zk zk zk zk 
Since  Cn  ∼=  R2n,  we  freely  obtain  real  coordinates  φk =  (x1, y1, ..., xn, yn)  on 
CPn. On the other hand, we have defined in Example 1.5.6 a metric on CPn, 
the Fubini-Study metric. Taking the real coordinates given above, we express 
the Kähler form of this metric as 
1 l=1 dxl ∧ dyl 
ωk  = 
π 1 + 
Σn 




π (1 + 
Σn 
(x )2 + (y )2)2 
,
 
on each UK. Using the real coordinates φk = (x1, y1, ..., xn, yn) and the 
trivialization ψk of the principal S1-bundle π : S2n+1 → CP
n given in Example 
2.1.3, we obtain real coordinates on S2n+1 given by 
ψ̃k  = (φk ◦ π, t) = (x1 ◦ π, y1 ◦ π, ..., xn ◦ π, yn ◦ π, t). 






xidyi − yidxi 
 





From  a  direct  calculation  we  obtain  dγ  =  π∗ωF S ,  where  ωF S  is  the  Kähler 
form for the Fubini-Study metric. Since γ ∧ (dγ)n = γ ∧ π∗ωn and ωF S is a 
ll l 2π(1 + i
n 
k,l=1 k,l=1 k,l=1 
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symplectic form, we have that γ defines a contact structure on S2n+1. For this 
∂ 
contact form γ , its Reeb vector field is given by ξ = . Moreover, because 
∂t 
of Lξγ = 0, we obtain that γ is a connection form on S2n+1. Therefore, 
π : (S2n+1, γ) → (CPn, ωF S) is a Boothby-Wang fibration. Finally, using the 
above propositions, we obtain a Sasakian structure (φ, ξ, γ, g̃) on S2n+1, with 
g̃  given  by  g̃ = π∗gF S + γ ⊗ γ. If we want an Einstein metric, we should 
multiply the connection form γ  by  a constant b. Then we obtain another 
metric gj = π∗(bgF S) + b2γ ⊗ γ on S2n+1. By the method of Kobayashi, we 
 
 choose b = aλ−1, where λ = n + 1 and a = 
. λ  Σ 
1 
. Therefore, S2n+1 together 
n+2 
with gj and the connection form bγ defines a Sasaki-Einstein manifold. 
 
Finally, using the same technique, we can establish the following result. 
 
Proposition 4.3.6. Let π : P → M be a Boothby-Wang fibration. If M is 
a complete Kähler manifold with positive sectional curvature, then we can 
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