Abstract. In this paper we present the problem of combining optimal control with efficient information gathering in an uncertain environment. We assume that the decision maker has the ability to choose among a discrete set of sources of information, where the outcome of each source is stochastic. Different sources and outcomes determine a reduction of uncertainty, expressed in terms of constraints on system variables and set-points, in different directions. This paper proposes an optimizationbased decision making algorithm that simultaneously determines the best source to query and the optimal sequence of control moves, according to the minimization of the expected value of an index that weights both dynamic performance and the cost of querying. The problem is formulated using stochastic programming ideas with decision-dependent scenario trees, and a solution based on mixed-integer linear programming is presented. The results are demonstrated on a simple supply-chain management example with uncertain market demand.
Introduction
A large number of problems in production planning and scheduling, location, transportation, finance, and engineering design require taking optimal decisions in the presence of uncertainty. Uncertainty, for instance, governs the prices of fuels, the availability of electricity, and the demand for chemicals. In general, these uncertainties affect the constraints of the corresponding optimization problem. A standard approach to deal with uncertain constraints is to guarantee constraint satisfaction for all possible cases. In order to reduce the conservativeness of this solution, additional information about the uncertainties may be gathered, for example by carrying a demand field study to better estimate the value of future demand of a certain product in a production planning problem. With this additional information, the optimization problem is updated in a less conservative way and an improved solution is obtained. In addition, with the current developments in networked control systems (NCS) [18, 7, 12] , efficient information gathering has become a very relevant problem in modern industrial automation. Possible examples of this framework are given by control over wireless networks, where communication is subject to strong energy constraints, and more in general by any kind of NCS in which measurement acquisition is expensive. For such process control problems a selection criterion for the kind of information that is convenient to retrieve is recommended.
In general, however, the outcome of these information queries is not known a priori. Moreover, queries have fixed costs that do not depend on the quantitative outcome of the information gathered, i.e., costs associated with the querying process per se. This poses a difficult problem of whether a query would be profitable or not. The difficulty increases when there are several possible queries at hand and, even more difficult, when a whole sequence of queries must be planned. There are different ways of approaching the problem. It can be cast as a Markov decision problem (MDP) [13] , but the cardinality of the state space of this representation grows exponentially with the number of events, due to the number of possible combinations of events which could take place. Hence, the exact solution of such a problem becomes computationally intractable very quickly, even for relatively small problems. The approach taken in [6] for a similar problem (the bridge problem) is based on reinforcement learning, which is a set of techniques aimed at approximating the MDP value function. We refer the reader to the literature on the subject for further details [4, 17] .
In this paper we take a different route and propose a stochastic recursive optimization scheme in which we have to decide not only an optimal sequence of future control actions, but also which measurements/queries are worth to be carried out. Each query is defined by its own fixed cost and a series of possible outcomes described by a discrete probability function. The constraints on the sequence of future actions and performance indices depend on such outcomes. Consequently, the optimal control problem becomes stochastic as well, for which we employ a stochastic programming formulation to minimize expected values under stochastic constraint sets. Stochastic programming is a special class of mathematical programming that involves optimization under uncertainty (see [5, 9, 14] ). The first applications of stochastic programming date back to the 50's and nowadays it is becoming a mature theory that is successfully applied in several domains [15] . A stochastic programming problem is defined by a sequence of random events and recourse decisions. Each decision is a different stage and stages are divided by random events. In the proposed formulation, there are two stages, that is, two sets of decision variables separated by a random event: First the query has to be chosen without knowing the outcome of the response, then the outcome of the query is obtained (the random event takes place) and the second stage decision (the dynamic optimization variables) is made based on this information.
For long optimization horizons, we advocate the use of recursive shorterhorizon optimization to obtain suboptimal solutions within a manageable
