Abstract. We study the geometry of pencil of plane curves span by two smooth curves C, C of degree d. The location of the base locus C ∩ C plays an important role. Two particular cases are studied: the generic case where the base locus consists of d 2 points and another extreme case where the base locus is a single point. In the second case, we will show that the Taylor expansion plays a key role.
Introduction
Consider two smooth plane curves C : F (X, Y, Z) = 0 and C : G(X, Y, Z) = 0. Let C ∩ C = {P 1 , . . . , P s } and let m i be the local intersection number of C and C at P i . By Bézout theorem, the equality s i=1 m i = d 2 is satisfied. We consider a linear family (which we call simply a pencil) of curves:
C(τ ) : τ F (X, Y, Z) + (1 − τ ) G(X, Y, Z) = 0. We consider a union of r curves in this pencil: C( τ ) := C(τ 1 ) ∪ · · · ∪ C(τ r ), τ = (τ 1 , . . . , τ r ).
The parameters τ 1 , . . . , τ r are generic so that each component C(τ i ) is nonsingular. It is easy to see that the topology of C( τ ) doe not depend on the choice of τ 1 , . . . , τ r . The main interest of this paper is to describe the Alexander polynomial ∆ C( τ ) (t) in terms of the geometry of the generic curve C(τ ). We focus our experimental approach to two particular cases:
(1) Generic case where C, C intersect transversely at d 2 points (2) The most extreme case: C ∩ C is a single point Consider the generic case (1) . For r = 2, it is known that π 1 (P 2 −C( τ )) = Z ⊕ Z/dZ. Thus there is a unique geometry. Thus it is likely that for r ≥ 3, the Alexander polynomial will be as small as possible. In fact, we prove that the Alexander polynomial depends only on the nummber of irreducible components r and it does not depend on d (Theorem 10).
Next we consider the extreme case (2) that two smooth curves C, C of degree d are tangent at a single point o with intersection multiplicity d 2 . For simplicity, we suppose that o = (0, 0) of the fixed affine coordinate x = X/Z, y = Y /Z as usual. We can see easily that the topology is unique for conics (d = 2). However Artal Bartolo observed that for cubics, there are two different configurations [1] . So we can ask further, what is the situation for d ≥ 4?. In [2] , we have observed that there are ψ(d) different maximally tangent configurations of two curves of degree d (or r curves of degree d) which are distinguished by Alexander polynomials. Here ψ(d) is the number of integers n such that n|d and n < d. They are associated with reducible curves of torus type with degree rd as follows. Let n|d and write d = np and assume p > 1. We consider the following torus curve C (d,r) : (y − x n + y d ) r − c r (y − x n ) rp c ∈ C = r j=1 (y − x n + y d − c ζ j (y − x n ) p ) = 0, ζ = exp(2πi/r).
This shows that C (d,r) has r irreducible components of degree d which are maximally tangent at o. The Alexander polynomial of C (d,r) is given as ∆ C (d,r) (t) = (t rp − 1) r−1 (t − 1) (t r − 1)
Note that the Alexander polynomial depends on r and p. Thus for a fixed d ≥ 2, there exists (at least) Zariski ψ(d)-ples. We will observe that for d = 3, 4, 5, there exists another maximally tangent curves which are different from above ψ(d) curves of torus curve. Their Alexander polynomial behave like those in the generic case (1).
Preliminaries

Taylor expansion and intersection numbers.
Suppose that we have two smooth germs of curves at the origin o = (0, 0): C : f (x, y) = 0 and C : g(x, y) = 0 and let y = φ(x) be the solution of f (x, y) = 0 in y. Then the local intersection number, denoted as I(C, C ; o), is defined by ord x g(x, φ(x)). Suppose that y = ψ(x) is the solution of g(x, y) = 0 and consider their Taylor expansion:
and put m = min{j | t j = s j }. Then we have I(C, C ; o) = m.
2.2.
Alexander polynomial. Suppose that we have a linear family of curves
where deg F i = d for i = 0, 1 and τ ∈ C with base points {P 1 , . . . , P s } and assume that the respective local intersection multiplicities are m 1 , . . . , m s . We assume that the base points are in our fixed affine coordinate space C 2 = P 2 − {Z = 0}. So for simplicity, we put f (x, y, τ ) = F (x, y, 1, τ ). We may also assume that ∂f ∂y (P i ) = 0 so that we can solve the equation
where the coefficients c i,j , 1 ≤ j ≤ m i − 1 do not depend on τ and τ → c i (τ ) is injective as I(C(τ ), C(τ ); P i ) ≡ m i . Note that φ i,0 (u i ) is independent of τ and the restriction of f (x, y, τ ) is equal to w i − φ i (u i ) up to a unit multiplication. Change the local coordinates as (
Then the local defining equation is given by
and the Newton boundary is non-degenerate and the weight vector is given by t (1, m i ), which is independent of r. The local adjuction ideal I k (P i ) ⊂ O P i is given by the following ( [1, 4, 5] ):
Note that α i,k does not depend on r. Put
. We consider canonical mappings:
We denote the canonical image of X ∈ O P i in V k (P i ) byX. Here O(j) is the set of polynomials in x, y whose degree is less than or equal to j. Then the Alexander polynomial of C( τ ) is given as follows (see [1, 3] ).
where the multiplicity j is given by the dimension of the cokernel ofσ j .
2.3.
Curves of torus type. Let d be a given degree and fix r ≥ 2 (=the number of components). Let S(d) = {n ∈ N | n|d, 1 ≤ n < d}. Take an n ∈ S(d) and write d = nd 1 with d 1 > 1. Consider the curves of torus type:
It is easy to see that C(d, n; r) has r smooth components defined by C j : sζ
which are tangent at o with intersection multiplicity d 2 where ζ r = exp(2πi/r). In [2] , we have shown that they are topologically distinguished by their Alexander polynomials as follows.
has an Taylor expansion y = φ(x) which is equal to that of y d + y − x n up to x d 2 −1 and we can write as
where c 1 = 1 and
For n = 1, it is better to change the coordinates so that y 1 = y −x, x 1 = y and each component is defined by s ζ 
2.4.
Taylor Expansion. The behavior of the mappingσ j for the generic case differs very much from that of a maximally tangent case. In this section, we study the latter case using Taylor expansions of polynomials.
So we consider the situation where a linear pencil lines C(τ ), τ ∈ C are tangent at a single point o = (0, 0) with intersection multiplicity d 2 . Let Curve(d) be the space of irreducible plane curves C of degree d such that o ∈ C. Let Pol(n) be the space of Polynomials in x with degree n which has no constant terms. For each C = {f (x, y) = 0} in Curve(d), we can solve the equation f (x, y) = 0 by Implicit function theorem so that we get a solution y = φ(x). Expanding φ(x) in Taylor series up to degree d 2 − 1, we get a canonical mapping
We are interested in For d ≥ 4, both of (a), (b) are extremely complicated to describe the precise structure (mainly because of dimension). Note that dim Curve(d) = Case d = 2. Then dim Curve(d) = 3 and d 2 − 2 = 2 < 3. Thus Φ 2 is generically surjective and a generic fiber has dimension 1. This implies that the geometry of two conics with maximal tangency does not depend on the choice of two conics. A typical example is given by
This is a curve of torus type and the Alexander polynomial is given by as
2.6. Cubic curves. In this case, we have
This case, Φ 3 is generically bijective but it turns out that there are two connected components W 3,1 , W 3,2 over which the fibers are one dimensional. In fact, the fibers over these components have different topologies. First observation was made by Artal [1] , about sextics with two smooth cubic components which are tangent at a single point with intersection number 9. He observed that there are two such sextics which are topologically different. In fact, they correspond to the above two components. Let us see some more detail. A generic cubic curve with ∂f /∂x(0, 0) = 0 is defined by
with 7 parameters. Let
with 7 parameters. Putting F (x) := f (x, φ 0 (x)) ≡ 0, we have the equations
Note that c j is a polynomial in variables t 2 , . . . , t j and linear in a i,k 's. Assume that t 2 = 0. First we solve the equality c j = 0, 2 ≤ j ≤ 6 in a 20 , a 30 , a 21 , a 12 , a 03 . If β := −2 t 3 3 − t 5 t 2 2 + 3 t 3 t 4 t 2 is non-zero, we can solve c 7 = 0 in a 02 . Now c 8 contains the last coefficient a 11 and it take the form c 8 = p(t 2 , . . . , t 8 )a 11 + q(t 2 , . . . , t 8 ). where p, q are polynomials of t 2 , . . . , t 8 . Thus for generic t 2 , . . . , t 8 , p(t 2 , . . . , t 8 ) = 0 and we can solve a 11 = −q/p. This implies that Φ 3 : Curve(3) → Pol(8) is generically bijective.
Let W 3,2 be the subvariety of Pol(3) defined by
As the coefficient a 11 is free, this gives a component of maximally tangent Taylor variety. As an example, we can take φ 0 (x) = x 2 + x 5 + 2x 8 . Over this point, we have a one-parameter family of cubics:
Now we assume that t 2 = 0. This implies that o is a flex point of the cubic. Then by Bézout theorem, we must have t 3 = 0 on Pol(3). Solving c j = 0, j = 2, . . . , 8, we find another component W 3,1 of maximally tangent Taylor variety. A typical cubic in this family is
with Taylor expansion Φ 3 (g 3 ) = x 3 . This comes from a sextic of torus type
2.6.1. Alexander polynomials. Let C(τ ) be the pencil defined by C(τ ) = {g 3 (x, y, τ ) = 0} and put C = C( τ ) with τ = (τ 1 , . . . , τ r ). Then C is is equivalent to the torus curve
In [2] , we have shown that the Alexander polynomial of C is given by ∆ C (t) = (t 3r − 1) r−1 (t − 1) t r − 1 Next we consider the pencil D(τ ) where D(τ ) = {f 3 (x, y, τ ) = 0} and let D = D( τ ). Letσ j be the canonical homomorphism as before:
Recall that the adjuction ideal I j (o) is generated by the monomials
Lemma 4. The dimension of the cokernel σ j is given as
Proof. We show the assertion for j ≤ 6. The other part follows from Main Theorem 10. Recall
We choose maximally tangent cubics with Taylor expansion φ 0 = x 2 + x 5 + 2x 8 as above. The surjectivity ofσ j , j ≤ 3 is clear, as 
Now we consider the first non-trivial case j = 6. V 6 (o) is 9 dimensional and generated by {1,ū, . . . ,ū 8 }. On the other hand, dim O(3) = 10 and is generated by monomials x i y k , i + k ≤ 3. First we observe that any cubic in our fiber f (x, y, a 11 ) ∈ Φ −1 3 (φ 0 ) is equivalent to (v + a 11 u 9 ) + (higher terms). Here "higher term" means higher with respect to the weight deg u = 1, deg v = 9. Thus Kerσ 6 contains at least two element:
Now we show that the dimension of this image is equal to 8. For this, we prove that {1,ū, . . . ,ū 7 } are in the image Image(σ 6 ). Forū i , i ≤ 5, we have seen it. The assertion now follows from the observation:
Thus we conclude that the image is 8 dimensional and therefore the cokernel is one-dimensional. Thus the dimension of the cokernel ofσ 6 is 1. Note that LT ((y − x 2 )yx) = u 8 . Thus we observe that ( ) {1,ū, . . . ,ū 7 } are in the image ofσ 6 andū 8 is in the image ofσ 7 (O(4)).
Thus by Main Theorem 10 of §3, we get
Linear system of curves of non-torus type and main result
The argument we have used for maximally tangent family of cubics can be generalized for a wider class of families of smooth curves. First we define Definition 6. Let C(τ ) : f (x, y, τ ) = 0, τ ∈ C be a linear family of curves of degree d. The linear family C(τ ), τ ∈ C is called a smooth pencil of curves of degree d with base point P 1 , . . . , P s and respective intersection multiplicities m 1 , . . . , m s , if it satisfies (1) For generic τ , C(τ ) is an irreducible smooth plane curve of degree d. For any distinct τ, τ , C(τ ) = C(τ ).
(2) Every curve C(τ ) passes through points P 1 , . . . , P s and the local intersection number I(C(τ ), C(τ ); P i ) is constant and equal to m i for i = 1, . . . , s and the equality
Let C(τ ) be a smooth pencil of curves of degree d defined by f (x, y, τ ) = 0 with base points P 1 , . . . , P s and intersection multiplicities m 1 , . . . , m s respectively. We assume that P 1 , . . . , P s are in P 2 − {Z = 0}. We choose local coordinate system (u i , v i ) centered at P i in the neighborhood of 
We denote the respective compositions as
Definition 8. Assume that C(τ ) : f (x, y, τ ), τ ∈ C be a smooth pencil of curves of degree d. We say that the pencil C(τ ), τ ∈ C is of non-torus type if it satisfies the following conditions (1) and (2).
(
The family of cubics C(τ ) : f 3 (x, y, τ ) = 0, τ ∈ C which we have considered in the previous section is an example of smooth pencil of curves of non-torus type. Note that dim O(2d − 3) = (2d − 1)(2d − 2)/2 and
On the other hand, the kernel
Thus we have an equivalent condition:
The main result in this paper is
Main Theorem 10. Assume that C(τ ) : f (x, y, τ ) = 0, τ ∈ C be a smooth pencil of curves of degree d of non-torus type and let
where r is an any integer with r ≥ 2. We assume that each component C(τ j ) is smooth. Then the topology of C does not depend on the choice of τ 1 , . . . , τ r and the Alexander polynomial of C is given by (t r − 1) r−2 (t − 1).
Proof. In the set of monomials {u a i v b i ; a, b ≥ 0} of O P i , we put the weighted order associated by Q i = (1, m i ). 
As the integer α i,2d is defined as [
we note in particular α i,2d = m i . First we assume that f 1 , f 2 are generators of the pencil, i.e., f (x, y, τ ) = τ f 1 (x, y) Proof. In fact, by the assumption of non-torus type, there exists some monomial M which is not contained in M 2d . If there are two different monomials M, M , cM + c M can not be in M. This implies that the dimension of the cokernel ofσ 2d is at least 2, which is a contradiction to the assumption. Now we are ready to prove Theorem 10. We prove the assertion by an induction on r ≥ 2. The assertion for r = 2 is the assumption itself of {C(τ )} being of non-torus type. Assume that the assertion
is true for any j, j ≤ (ρ − 1)d with ρ ≥ 3. By the inequality α i,j < α i,k for j < k, we have a canonical diagram:
where q j,k is the inclusion map and p j,k is the canonical injection which is induced by identifying V (1, s) as a subspace of O(1, s) generated by monomials u a i v b i such that a + bm i < α i, . This is a direct summand of O(1, s). Thus we identify the image ofσ j (g), g ∈ O(j − 3) and its image to V k (P i ) by p j,k , if not zero. (I) First take k with d(ρ − 1) < k < dρ. We show the surjectivity of
A key observation is the equality
Take a non-zero monomial X ∈ V k (P i ) and put X = u a i v b i . If b = 0 and a < m i , we have either X = u a i ∈ M 2d , if X = M 0 or u a−1 i ∈ M 2d , if i = ω and X = M 0 . In this case, there exists a polynomial g ∈ O(2d − 3) so that u
Thus we may assume that either a
(II) Now we show that Image(σ dρ ) has codimension ρ − 1. This is the nontrivial part of the assertion. For ρ = 2, this is nothing but the assumption that C(τ ), τ ∈ C is of non-torus type. Now for any ρ > 2, the proof reduces to the following.
Assertion 12. We have the inequality: dim Cokerσ ρd ≤ ρ − 1.
Proof. Consider
Let V B r be the subspace of V rd (1, s) generated by B r . We will show that (r) : V B r + Image(σ rd ) = V rd (1, s) for r = ρ. We assume that (r) for any r < ρ.
We prove the assertion (ρ) by showing the following inclusion (ρ, Y ) for a monomial Y by a downward induction on Y :
Take any h ∈ V ρd (1, s). Assume that LM (h) = Y and assume that the inclusion is true for any
In any case, we can find
where c is chosen so that LM (h ) > LM (h). Thus h ∈ V B ρ + V ρd by induction's assumption and this implies h ∈ V B ρ + V ρd . As dim V B ρ = ρ − 1, we have shown that dim Cokerσ ρd ≤ ρ − 1. The opposite inequality follows as follows. Recall that α ω,ρd = (ρ−1) m ω . Let us consider
} and let B be the subspace of O(d − 3) generated by B. A key observation is:
Lemma 13.
(1) The dimension of the subspace
Proof. We prove the assertion (2) and postpone the proof of the first assertion. Recall that V ρd (P i ) is generated by monomials
Assume the first assertion of Lemma 13 for a while. It is also obvious that B ⊂ Kerσ ρd . and therefore we obtain the following estimation
Combining above two inequalities, we get dim Cokerσ ρd = ρ − 1.
Now the proof of Main Theorem 10 follows from Lemma 1. In fact, we
Proof of Lemma 13, (1) . Assume that there are polynomials g a,b for a, b, a + b = ρ − 1 so that
We assert that there exists some a, b so thatσ 2d,i (g a,b ) = 0. Assume that σ 2d,i (g a,b ) = 0 for any a, b. Then the assumption implies that deg Q i σ d,i (g a,b ) ≥ m i . This implies that I(f 1 , g a,b ; P i ) ≥ m i for any i = 1, . . . , s. However this is impossible by Bézout theorem, as we have an contradiction if g a,b = 0:
Thus there exists ι, 1 ≤ ι ≤ s and a, b such thatσ 2d,ι (g a,b ) = 0. This implies that
ι . Then taking the leading term of g with respect to the weight Q ι in O P i , we get a contradiction:
where the summation is taken for a, b such that a,b = 0 . The last equality follows from the fact that LT (f i ) = v ι − c i u m ι ι , i = 1, 2 with c 1 = c 2 which implies {LT (f 1 ) a LT (f 2 ) b | a+b = ρ−1} are linearly independent in the space of weighted homogeneous polynomials of u ι , v ι with degree (ρ − 1)m i .
Generic smooth pencil of curves
In this section, we study a generic smooth pencil as an application of Main Theorem 10. Consider two smooth curves C 1 = {F 1 (X, Y, Z) = 0} and C 0 = {F 0 (X, Y, Z) = 0} of degree d which intersect transversely at P 1 , . . . , P d 2 . We consider the linear pencil of smooth curves of degree d with base points {P 1 , . . . , P d 2 }:
which contains C 1 and C 0 . Let C( τ ) = C(τ 1 ) ∪ · · · ∪ C(τ r ) for generic τ = (τ 1 , . . . , τ r ). Then Theorem 14. The pencil C(τ ) is a smooth pencil of curves of non-torus type. In particular, the Alexander polynomial is given by
Proof. As m i = 1 and
we observe that α i,k = 0 for k < 2d and α i,2d = 1, and this implies
Thus we need to show:
has cokernel dimension 1. However this is concerned with the position of d 2 points P 1 , . . . , P d 2 and not so easy to see directly. Instead of doing this, we first observe that -dim Coker σ 2d = 1 if the Alexander polynomial ∆ C (t) is (1 − t 3 )(1 − t) for r = 3.
-Any linear system of curves of degree d can be determined by two curves in the pencil, and two curves determine the base points and the Taylor expansions of the solution y = φ(x) up to exponent m i − 1 at each base point.
-The moduli of smooth curves of degree d is irreducible. So any two smooth curve of degree d can be joined in this moduli. Take another pair of smooth plane curves C 1 , C 2 of degree d which intersects transversely. We can find paths of curves C 1,t , C 2,t , 0 ≤ t ≤ 1 so that C i,0 = C i , C i,1 = C i for i = 1, 2 and {C 1,t , C 2,t } are smooth curves of degree d intersecting transversely. Now let C (τ ) be the linear pencil containing C 1 , C 2 and let C = C(τ 1 )∪C(τ 2 )∪C(τ 3 ) and C = C (τ 1 )∪C (τ 2 )∪C (τ 3 ). Then (P 2 , C) and (P 2 , C ) are topologically equivalent, as they can be joined by a µ-constant family of curves of degree 3d with three components, with d 2 singularities of type B 3,3 .
Thus we may choose a convenient generic pencil C(τ ) for the computation of Cokerσ 2d . For this purpose, we choose the following family
Note that the generating two curves x d − 1 = 0 and y d − 1 = 0 are not irreducible but generic members are smooth irreducible curves. Let ζ = exp(2πi/d). Then the base points are P ij = (ζ i , ζ j ) with 0 ≤ i, j ≤ d − 1. Now we are ready to show that the cokernel of
is 1 dimensional. First take a polynomial h(x, y) ∈ O(2d − 3). We divide h by x d − 1 and then by y d − 1 so that we can write
where k, ∈ O(d − 3) and
Let us consider the subspace V ⊂ O(2d − 3) which is defined by the monomials
Let K be the subspace of O(2d − 3) defined by
Thus for the proof, it is enough to show thatσ 2d :
The argument is similar to the proof of Lemma 11 in [2] . Assume that h(x, y) ∈ V ∩ Kerσ 2d and write h(x, y) = In this section, we study another extreme case, a maximally tangent smooth pencil with small degrees.
5.1.
Pencil of quartics of non-torus type. We consider other quartics which are not of torus type. As we have seen in §2, there are two type of maximally tangent Taylor variety coming from curves of torus type. Let C(4, 2; r) : s 2 (y − x 2 ) 2r − (y 4 + y − x 2 ) r = 0 C(4, 1; r) : y 4r − (x 4 + y) r = 0.
Their Taylor expansions are given respectively by
and their Alexander polynomials are given as follows The Taylor expansion is given as
Let φ 0 = x 2 + x 6 + x 8 − 4x 12 − 15x 14 and P = t (1, 16).
Theorem 15. The family C(τ ) is a pencil of smooth quartic curves of nontorus type. Therefore C = C(τ 1 ) ∪ · · · ∪ C(τ r ) has a unique intersection singularity B r,16r and the Alexander polynomial is equal to
Recall that u = x, v = y − φ o (x) as before, with P = t (1, 16). Letσ j be as before:σ
Recall that
whereσ j (x) =ū andσ j (y) =v + φ 0 (ū). The proof of Theorem 15 reduces, to the following by Theorem 10.
Lemma 16. The mapσ j : O(j − 3) → V j is surjective for j < 8 and the cokernel ofσ 8 is 1-dimensional. The assertion (1) is easy by a direct computation. Note that V 4 = 0, V 5 = {1,ū,ū 2 ,ū 3 }, V 6 = {1,ū, . . . ,ū 7 } and V 7 = {1,ū, . . . ,ū 11 }. For example, for j = 7, we can see that
The surjectivity on other generatorsū k , k ≤ 8 is easy to see. Now we examine the non-trivial assertion (2) . First V 8 is 16-dimensional and it is generated by the monomials {1,ū, . . . ,ū 15 }. On the other hand, O(5) is 21-dimensional. Let us choose quartics h 1 , h 2 as in the case of cubics so that LM (σ 7 (h 1 )) = v and LM (σ 7 (h 2 )) = u 16 . Then we see that Kerσ 8 contains 6 dimensional subspace V = h i , h i x, h i y | i = 1, 2 . Thus the image is at most 15-dimensional (21 − 6 = 15). We show that in fact, the image is 15-dimensional and generated by {1, u, . . . ,ū 14 }. Firstū 14 is the image of (y − x 2 ) 2 y. The lowerū k is easily seen to be in the image of O(5).
5.2.
Pencil of quintics of non-torus type. First, we recall that there is a Taylor component corresponding to quintics of torus type:
Each component is defined by a polynomial y − x 5 − sζ j r y 5 = 0 with ζ r = exp(2πi/r) and its Taylor expansion is given as φ(x) = x 5 − ζ j r sx 25 + (higher terms).
We found another family of maximally tangent quintic at o with m = 25 which is of non-torus type:
The proof is computational. First we observe
1, . . . ,ū 5 , j = 6 ū k | k ≤ 9 , j = 7 ū k | k ≤ 14 , j = 8 ū k | k ≤ 19 , j = 9 ū k | k ≤ 24 , j = 10.
The surjectivity ofσ j : O(j − 3) → V j , j = 6, ..., 9 can be proved as previous cases. For j = 6, 7, 8, the assertion is easy using LM (σ j (y)) = u 2 , LM (σ j (y − x 2 )) = u 7 . For j = 9, u 18 is obtained as LM (σ 9 ((y − x 2 ) 2 y 2 )). Thus the last non-trivial one is u 19 . This one is obtained as the leading monomial of σ 9 (g) where g ∈ O(6) is the rather big polynomial Consider the case j = 10,σ 10 : O(7) → V 10 .ū 23 is obtained as LM (σ 10 ((y − x 2 ) 3 y)). It is easy to see by a direct computation that monomialsū j , j < 23 are also in the image. The dimension of O(7) is 36 dimensional andσ 10 has obvious kernel of 12 dimension: 
