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Abst ract  
Let ~¢ he the class of normalized analytic functions in the unit disk A, F(a,b;c;z) and ~(a;c;z) denote respectively, 
the Gaussian and confluent hypergeometfic unctions. Let 
~(fl) = { f  E ~1:3 r/C • such that Re [ein(f'(z) - fl)] >0, z C A}. 
For f E sO, we define the hypergeometric transforms Va, b;c(f) and UQ;c(f) by the convolution 
V~,b:c(f):=zF(a,b;c;z)* f(z) and Ua;c(f):=z4~(a;c;z)* f(z), 
respectively. The main aim of this paper is to find conditions on ill, r2 and the parameters (a,b,c) such that each of the 
operators V~,b;c(f) and Ua;c(f) maps ~(fll ) into ~(f12). We also find conditions uch that the function (c/ab)[F(a, b; c; z ) -  
1] or (c/a)[~(a;c;z) - 1] is in :~(fl). @ 1998 Elsevier Science B.V. All fights reserved. 
AMS classification: 30C45; 33C15 
Keywords: Univalent; Star-like; Convex; Close-to-convex; Hypergeometfic functions 
1. Introduction and main results 
Let ~f~ denote the space of all analytic functions in the unit disk A = {zE C: ]z[ < 1} with the 
topology of uniform convergence on compact subsets and let ~¢ denote the subspace of ~ with the 
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usual normalization f (0 )= f ' (0 ) -  1 = 0. Consider the normalized Gaussian hypergeometric function 
f (z )  = zF(a, b; c; z), where 
o0 (a,n)(b,~) 
2Fl(a,b;c;z):=F(a,b;c;z)= y ~ i  z" ( Iz[<l) .  
n=0 
Here a,b,c are complex numbers uch that c ¢ -m,  m = 0, 1,2, 3,.. . ,  (a, 0 )= 1 for a ¢ 0 and, for 
each positive integer n, (a,n):=a(a + 1). . .  (a + n -  1) (see [3]). In the exceptional case c : -m,  
m = O, 1, 2, 3,..., F(a, b; c; z) is defined if a = - j  or b = - j ,  where j = 0, 1, 2,... and j ~< m. This 
ubiquitous function and its various generalizations contain many important classes of transcendental 
functions as special cases which have wide applications in many areas including geometric func- 
tion theory, especially the solution by de Branges [5] of the Bieberbach conjecture, as well as 
conformal and quasiconformal mappings [10, 13]. We remark that the behaviour of the hyperge- 
ometric function F(a,b;c;z) near z = 1 is classified into three cases according as Re(c - a - b) 
is positive, zero, or negative, respectively. The case c = a + b is called zero-balanced case and 
we observe that the hypergeometric functions for the case Re c ~< Re(a + b) are unbounded in 
A. When z = x, x E (0, 1 ), the asymptotic approximations for a, b, c > 0, c ~< a + b were studied in 
[2, 24]. In [25], examples have been constructed to demonstrate hat in each of the above three 
cases there exist normalized functions zF(a,b;c;z) that are not univalent in A. In particular, the 
set {zF(a,b; c;z): a,b, c >0} cannot contain 5:, but the functions in this set can be univalent in 
A. However, the exact range of the parameters (a,b,c) for which zF(a,b;c;z) or F(a,b;c;z) is 
univalent remains unknown (see [18, 25-27]). Now, we include here some basic definitions and 
oo k ~ k notations for our main results. For two functions f ( z )  : ~k=0 akz and g(z) = ~k=0 bkz in ~,  we 
define the usual Hadamard product, or convolution, of f and g as ( f .  g)(z)= ~=0 akbk zk" Note 
that f ,  g is in ~.  Denote by 5:, ~ ,  5:* and cg the subclasses of d that consist of functions that 
are univalent, convex, star-like, and close-to-convex, respectively. Further, it is important o note 
the chain of proper inclusions " * ~C5:  C cgCSa" (see [15, 6, 9]). For f l< 1, we also introduce the 
class 
~(f l)  = {pE~:  3t/E ~ such that p(0) = 1, Re[ei~(p(z)-  f l)]>0, zEA},  
and define 
~l(fl) = { f  C d :  f ' (z)  E ~(fl)}. 
When t /= 0, we denote ~(f l)  and ~(f l)  simply by ~0(fl) and ~0(fl), respectively. For 0 ~< fl < 1, 
we have that ~(f l)  is included in ~, but not in 5:*, and neither is the smaller class ~0(fl). The 
question about inclusion of ~0(fl) in 5:* was raised in [28], and settled in the negative through an 
example in [ 11 ]. 
Our main interest in this paper is to study the properties of certain integral transforms of the type 
/o1  V~(f) = ).(t) dt, f E~l(fl), (1.1) 
under suitable restriction on the 2-function (see [8, 21, 22]). This linear operator was studied in [8] 
and it is important o see that the duality theory, developed mainly in (see [26]), played a crucial 
role to obtain the following result as a special case. 
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Theorem 1.1. For -1 < y <<. 2 and 
fo 1 - t  fl_______L_~ - (~, + 1) t r dt 
1 - f i  t l+t  
we have fEb( f i r )  implies GT(z)=(7+ 1)f0 l F-l f ( tz)dt  is 0~ S*. For fl<flr, the function Gr need 
not even be in 5e. 
The question about the order of starlikeness of G r was studied in [22, 23]. In order to present 
our results, we first deduce, from the Euler integral representation f the hypergeometric function 
F(a,b; c;z), that 
/0 ( ) Va'b;c(f):=zF(a'b;c;z)* f ( z )= F(b)F(c -  b) tb-l(1 --t)c-b-I (1 Ztz) a * f (z )  dt, 
for Re c > Re b > 0, f E ~¢, and from which we deduce the formula 
r(c) f l  Vl,b.c(f), :=  r(b)r(c - b) tb_ l (  1 _ t)c_b_ 1 f(tz)t dt 
which fits very well into the set-up of (1.1). Thus, the convolution zF(a,b;c;z) • f (z )  can be 
regarded as an extension of the study of integral operator of functions f in certain subclasses of 
~q¢, a classical topic in geometric function theory. There are other types of integral operators, but 
we will not attempt to discuss them. Indeed, Bemardi [4] proved that for 7 E N = { 1,2, 3 .... } 
Vl,y+l;r+2(~ ) C ,~ whenever ~ = 5:*, ~ or ~. (1.2) 
We remark that the Bemardi transform is simply the convolution of zero-balanced hypergeometric 
function F(1,7 + 1; y + 2;z) with functions in ~¢ and, thus, it is natural to hunt for a solution to the 
following general question: 
Problem 1.2. Find nice classes 4 ,  ~2 of functions in ~ and conditions on the parameters (a,b,c) 
such that Va,6;c(~)C ~2 C 50. Can we extend the known properties of the Bernardi operator 
Vl,r+l;r+z(f) to the hypergeometric operator Va.b;c(f ), in particular? 
A well-known classical result of Alexander provides the one-to-one correspondence b tween con- 
vexity and starlikeness which states that 
~ 1 f ( t z )  f E 5#* ¢~ Vl,1;2(f)"= dt E ~,  or equivalently f E X ¢~ z f '  E 6:*. 
t 
On the other hand, there exist functions in 6: such that the Alexander transform Vl,1;2(f) is not in 
S#. For example the function fo(z)= z/(1 - i z )  1-i is in 6a but Vl,1;2(f0) is in fact infinite-valent 
[12]. 
In this paper we study this problem. In fact, we find conditions on fl0 and fl = fl(flo) such that 
c  (flo). 
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Clearly, this inclusion could be extended by other variation on close-to-convexity, or by taking star- 
like functions of order 8 or convex functions of order 8, 8 ~> 0. However, there is a strong reason 
to believe that Problem 1.2 represents a reasonable challenge in itself. 
Theorem 1.3. Let a,b satisfy either a ,b>0,  or aEC\{0} with b =-d. Suppose that 0 # c >>, 
max{0, a + b - 1, [(a + 1 )(b + 1 ) - 2]/2} and also that c satisfies the condition 
6c2 + 6c( 2 - ab - a - b ) + 2( 2 - a - b ) (1 -  a - b - 2ab ) + ab( a -1 ) (  b -1 )  l> O. (1.3) 
Let 
ab[4(c + 1) - (a + 1)(b + 1)] 
8o ---- 1 -- < 1. (1.4) 
4c(c + 1 ) 
Then, for  8 <- 8o we have V~,b;c(~(8)) C ~(3),  where 6 -- 1 - 2(1 - fl)(1 - 80)- 
As an immediate consequence of Theorem 1.3 we have 
Corollary 1.4. Under the hypothesis o f  Theorem 1.3 with 6 = 0 we have the inclusion 
C C 8=1-  
2c(c + 1) 
ab[4(c + 1) - (a + 1 )(b + 1 )]" 
Proof. The given condition on 8 gives 8 - -  1 - 1/(2(1 -8o) ) ,  where 80 is defined by (1.4). The 
desired conclusion now follows from Theorem 1.3 if we substitute 6 = 0 in Theorem 1.3. [] 
As a partial solution to the second question in Problem 1.2, we include below a corollary. An 
example is also given to show how the inclusion of the Bernardi type, namely V1,L+~,2+~(~)C ~,
can be obtained for the zero-balanced hypergeometric operator V~,b;~+b(f). 
Corollary 1.5. Let a, b > 0 satisfy any one o f  the followin9 conditions: 
(i) aE(0 ,1]  andbE(O,c~) ,  
(ii) a = 2 and b E (0, 1-36], 
(iii) 
3(a + 2) 
aE(1 ,2 )  and bE  O, 2(2_a)+ 
x/(a - 1)(a 3 + 19a 2 + 24a + 12)'~ 
2(a - 1)(2 - a) ) 
(iv) aE(2 ,  c~) and bE(0 , (a+ 1/a -  1)). 
Then we have 
2(a+b)(a+b+l) ) 
f E ~ 1 - ab[3(a + b + 1) - ab] ~ Va, b;a+b(f ) E ~1(0). 
The proof of Theorem 1.3 and Corollary 1.5 will be given in Section 5. If we take a = 1 in 
Corollary 1.4 then we obtain the following: 
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Example 1.6. For c >~ b > 0 we have 
c(c + 1) ) ::> Vl,b;~(f) E ~(0). 
fE~ 1 -b(2c+l_b)  
In particular, b = 1 + 7 > 0 and c = b + 1 give 
fE~(1  _ (7+2) (7+3) )  l+Tf0z  Gr(z) -- tr-l f ( t )d t  E ~(0). (1.5) 
(7 + 1 )(7 + z~ 
However, in this special case the best possible result has already been obtained [16, 17]. On the 
other hand, we may compare (1.5) with Theorem 1.1 for the values 7=0,  1. From Example 1.6, we 
see that 
(1) f E ~( -0 .5 )  ~ Go(z) = fo f ( t ) / tdt  E ~(0). 
(2) f E ~(--0.2) ::~ G~(z) = (2/z) fo f ( t )d t  E ~1(0), 
and from Theorem 1.1 we have 
(1') f E ~(-0.624..)  ~ Go(z) = fo f ( t ) / t  dt E 6~*. 
(2') f E ~(--0.294) :~ Gl(Z) = (2/z) fo f ( t )d t  E 6~*. 
We conclude this section with some remarks. If f ( z )=z / (1 -z )  then in this case it is clear that the 
transform Va, b;c(f) becomes the normalized hypergeometric function Va, b;c(Z/(1 -- Z)) ---- zF(a, b; c; z) 
and the close to convexity properties of this function have been discussed recently by the author 
in [20]. We note that the function z/(1 - z )  is convex but not included in ~0(0). The problem 
of finding the exact range of the parameters (a,b,c) for the normalized function zF(a,b; c;z) or 
(c/ab)[F(a, b; c; z) -1]  to be univalent, starlike, close-to-convex, or convex remains an open problem. 
However, in the literature, we do have partial answers to these questions and more recently some 
improvements have also been made for these questions [18-20, 25]. Although there exist several 
types of (analytic) conditions [1] which imply univalency, but verifying them in special cases is not 
always easy. The proof of the Bieberbach conjecture - "The Maclaurin coefficients, an, of f E S e, 
necessarily satisfy the coefficient inequality lanl ~< n and only the rotations of the Koebe function, 
z / (1 -z )  2 =zF(1,2;  1;z), provide the case of equal i ty" -by  de Branges [5] has provided an excellent 
necessary condition for functions in 6 p. However, the converse of this result is not true. Few results 
attempting to give sufficient conditions in terms of the Maclaurin coefficients of f are known in the 
literature [7, 20], but it is difficult to obtain sharp results in this setting. In [25], the authors used 
the method of differential subordination to find conditions on the parameters (a, b, c) such that the 
function zF(a,b;c;z) is convex, starlike or close to convex. The method of convolution was used 
in [27] to obtain similar results. 
In this paper, the author gives application of an important result (Lemma 3.1 ) providing a sufficient 
condition for the sequence {an} to give rise to the function f(z)/z, f E ~1, with real part greater 
The basic result is that such functions are closed convex hull preserving under convolutions. than 5" 
As applications of these two properties, we establish in this paper the connections between the two 
spaces ~(f l l )  and ~(f12) under each of the operators Va, b;c(f) and Ua;~(f) (compare the special 
situation in (1.2)). Results of this nature with the use of different echnique, for Bernardi transform 
and for convolution with polylogarithm, were obtained recently in [21-23]. 
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2. Confluent hypergeometric transform 
The confluent hypergeometric series is defined by 
(a,n)z" 
1Fl(a;c;z) =- O(a;c;z) = y~ (c,n) n~" 
n=0 
This series defines an entire function o fz  for a, c E C, c¢0 , -1 , -2 , . . . .  In the unit disc, this function 
is related to 2F~ through the limit which exists uniformly on compact subsets of A: 
1Fl(a;e;z)= lim 2Fl(a,b;c;z/b). 
For notational simplicity, we use the shorter notations 1El(a; c; z)=~(a;  c; z) and Ua;c(f) : :  z~(a; c; z) 
* f ( z )  in the sequel. 
The idea of the proof of Theorem 1.3 can easily be applied to the confluent case and we obtain 
the following result which we state without proof. However, we shall provide some background 
material (see Lemma 3.4) which is required to prove Theorem 2.1. 
Theorem 2.1. Let a, c > 0 and fl < 1. Suppose that 
Let 
2a - 19 + v/4a 2 + 84a + 181 3(a - 2) + v/3(a + 2)(a + 4) 
(2.1) 
~xl = 10 , ~2 = 6 
flo = 1 - a[4c + 3 - a] (2.2) 
4e(e + 1 ) 
and c >1 max{~l, ~2}. Then, for  fl <~ flo we have 
fE~l( f l )=~U, , ,c ( f )E~l(~5) ,  6 = 1 - 2(1 - fl)(1 - fl0). 
1 and c = 3 in Theorem 2.1. Then in this case we have Example 2.2. Choose a = ~
3 -3  + V/~ 3 (3 )  43 
-9  + 2x /~ < ~, 0~2- -  < and fl0 -- • 
0~1 - -  5 4 2 60 
From Theorem 2.1, we easily have U1/2;3/2(f) E ,~(~) whenever f E ~(fll ) and 6 = (13 + 17ill )/30. 
In particular, el/2;3/2(f)E ,.,~(0) when f E ~(_]5).13 
3. Preliminary lemmas 
An important subclass of ~¢ is described in the following classical result of Fej~r [7] which we 
state as a lemma. 
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Lemant 3.1 (Fejer [7] and Ruscheweyh [26]). Assume al =1, and a, >>. O for  n >>. 2, such that {a,} 
is a convex decreasing sequence, i.e., 0 ~>an+2- a,+l >~a,+l -  a,, for  all n c• .  Then 
Re {En°~__l a.z "-l  } > ½ for  all zE  A. 
Lemma 3.2. Let fll < 1 and f12 < 1. Then we have the following: 
(i) With 1 - 6 = 2(1 - fll )(1 - f12), we have ~(f l l  ) * ~o(f12)C ~(6),  or equivalently 
( i ) '  ~(fl, ) • :~o(f12) C ~(6) ;  
(ii) ~(6)  • ~0(1/2) C ~(0)  n 5P* for  6 = (1 - 2 log 2/2 - 2 log 2) ~ -0.629. 
Part (i) of Lemma 3.2 is in [21] and Part (ii) of Lemma 3.2 is a combination of Lemma C of 
[17] and Corollary 1 in [8] (see also [22]). 
Lemma 3.3. Assume the hypothesis o f  Theorem 1.3. Define A1 = 1 and for  n >>. 2, let 
(a ,n -  1) (b ,n -  1) 
A.=2( l _ f l ) ( c ,n_ l ) (1 ,n_ l ) ,  fl ~<ri°" 
Then {A.} is a convex decreasing sequence for  n >>. 1. 
Proof. Suppose that both a,b are positive, or a E C\{0} with b=~.  Let a,b,c and fl0 be related by 
(1.4) and (1.3). The definition of A, and a simple calculation yield 
An+l -An+2 = 
(a ,n)(b,n)  
1) [ (n -  1 ) (c+l -a -b )+2c+2- (a+l ) (b+l ) ] .  
2(1 + 1)(1,n + 
By hypothesis, we have 0 ¢ c ~> max{0, a + b - 1, [(a + 1 )(b + 1 ) - 2]/2} which shows that A. > 0 
for n >i. 2, and the inequality A.+I f> A.+2 holds for all n ~> 1. Therefore, we need only to show that 
the hypotheses imply that 
A. - 2A.+l + A.+2 1> 0 for all n 1> 1. (3.1) 
Let fl0 be defined by (1.4). Substituting the value of fig, we see that the condition 
A I -2A2+A3 />0 
is equivalent to the inequality fl ~< fig and therefore, by (1.4), the inequality (3.1) holds for n = 1. 
Next, we verify the inequality (3.1) for n ~> 2. From the definition of A,, we find that 
A, 
A, 2A,+1 + A.+2 n(n + 1)(c + n -  1)(c + n) M(n) '  
where 
M(n)  = (c + 2 - a - b)[n2(c + l - a - b) + n(c -  l + a + b - 2ab)] 
- (a  - 1 ) (b  - 1 ) (2c  - ab). 
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Now we use the fact that c>1a+b-  1 and n2~>4n-4  for n>~2. For n>/2,  we can write 
M(n)  >>. N(n), where 
N(n)  = (c + 2 -a -b ) [n{5c  + 3 -  3 (a+ b) -  2ab}-4(c  + l -a -b ) ]  
- (a  - 1 ) (b  - 1 ) (2c  - ab). 
Writing 
5c+3-3(a+b) -2ab=4[e- (a+b+ab-1) /2 ]+[c - (a+b-1) ] ,  
then by hypothesis we see that the coefficient of n in N(n)  is nonnegative. Therefore, for n >~ 2, we 
have 
N(n)  >>, N(2) = 6c z + 6e(2 - ab - a - b) + 2(2 - a - b)(1 - a - b -  2ab) + ab(a - 1) (b -  1) 
and since N(2)/> 0, by (1.3), we obtain that (3.1) holds for n t> 2. Thus, the sequence {A,} is 
convex decreasing for n ~> 1. [] 
Lemma 3.4. Let a, c > O. Suppose that ~1, ~2, fig are defined as in Theorem 2.1, fl <~ fig and c >~ 
max{0,~l,~2}. Define A1 = 1 and for n >>, 2, let 
(a,n - 1) 
An = 
2(1 - f l ) ( c ,n -  1 ) (1 ,n -  1)" 
Then {A,} is a convex decreasing sequence for n >~ 1. 
Proof. Let A i = 1. Clearly, A, > 0 for all n/> 1. Using the ascending factorial notation, we find that 
a+n-1  
A,+l -- A, forn~>2. 
(c+n-  1)n 
Using this and from some computation, we find that 
(a,n) 
An+l -An+z = 2(1 - f l ) ( c ,n+ 1)(1,n + l ; [nZ+cn+c-a] )  for n >~ 1 (3.2) 
and 
An 
An 
- -  2An+ 1 "~-An+ 2 = U(n) for n/> 2, (3.3) 
n(n + 1)(c + n - 1)(c + n) 
where 
U(n)=n4+2(c  -1 )n  3+n2(c  2-c -2a)+n(c  2 -2ca-c+l )+(a -1) (a -2c ) .  (3.4) 
Clearly, ~2 is strictly greater than (a -  1 )/2 so that the condition on c, in particular, gives e > (a -  1 )/2. 
Since c > 0, the function X(n)= n2+ cn + c -  a is a strictly increasing function of n and, therefore, 
we have 
X(n)  = n 2 + cn + c -  a >>, X(1)  = 2c + 1 - a>O. 
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This observation shows that the inequality An+l >1 An+2 holds for all n >~ 1. Next, we show that the 
inequality 
An - 2A,+1 +An+2 /> 0 (3.5) 
is true for all n ~> 1. For this, we first observe that the inequality (3.5) for n = 1 is equivalent to 
fl ~< rio, where /30 is given by (2.2). To complete the proof, we need to show that the inequality 
(3.5) holds also for n/> 2. For this, by identity (3.3), it suffices to prove the inequality U(n) >~ 0 
for n ~> 2. Using elementary computation and (3.4), we find that 
U(n) = (n - 2) 4 ÷ 2(c + 3)(n - 2) 3 ÷D2(n  - 2) 2 +Dl(n - 2) +Do, 
where 
D2=c2 + l l c -2a+12=c2 + 7c +4 [c - (~-~- - ) l  + lO, 
( v/4a2 + 84a + 181) 
D1=5c 2+19c-2ca-8a+9=5(c -~ l )  c -~1+ 5 ' 
Do=6Cz+6c(2_a)+a2_9a+2=6(c_~2) (c_~2+ x /3(a+2) (a+4) ) .2  
Since c ~> max{0, ~1, ~2}, we see that D~ and Do are nonnegative. Further, since c/> ~2 implies that 
e>(a-  1)/2, we obtain that D2 is strictly positive. From this observation, we deduce that U(n) >~ 0 
for all n i> 2. Finally, by (3.3) and the hypotheses, we see that inequality (3.5) is true for all n ~> 2. 
Thus, {An} is a convex decreasing sequence for n t> 1. [] 
4. Functions and polynomials in the class ~(fl) 
Theorem 4.1. Let a,b satisfy either a,b>O, or a E C\{0} with b=~. I f  0¢c  ~ max{0,a ÷ b - 
1, [(a÷ 1 ) (b+1)-2] /2} satisfies (1.3) and if flo is 9iven by (1.4) then for fl <<. flo, the hyper geometric 
function F(a,b;c;z) belongs to ~(fl). 
Proof. Let A, be defined as in Lemma 3.3. Then, condition ReF(a,b; c;z)>fl is equivalent to 
Re 1 + Anz n-1 >-~, z E A. 
n=2 / 
By Lemma 3.3 and the hypotheses, we observe that the sequence {An} is convex decreasing for 
n ~> 1 and therefore, the conclusion follows if we apply Lemma 3.1. [] 
Corollary 4.2. Let a,b,c satisfy either a ,b ,c>- l ,  or acC\{ -1}  
max{a + b,a + b+ ~}, 
(a + 1)(b + 1)[4(c + 2) - (a ÷ 2)(b + 2)] 
with b=~,  c>- l .  I f  c >~ 
fl <<. flo(a,b,c)= 1 - (4.1) 
4 (c+ 1)(c + 2) 
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and also c satisfies the condition 
6(c + 1) 2 - 6(c + 1)[(2(a + b) + ab + 1] + 2(a + b)[3(a + b + 1) + 2ab] 
+ ab(a+ 1)(b + 1) >>- O, 
then the function 
O0 
-~[F(a,b;c;z)-  1] =z  + ~ (a + 1,n - 1)(b + 1,n - 1) 
belongs to ~lo(fl). 
Proof. Using the definition of the ascending factorial notation (a,n + 1)=(a  + n)(a,n) we obtain 
the well-known identity for the first derivative of the hypergeometric function, namely, 
abF(a + 1,b + 1;c + 1;z)=cF'(a,b;c;z). 
If in Theorem 4.1 we replace a,b,c by a + 1, b + 1 and c + 1, respectively, then from the above 
formula and Theorem 4.1 we easily get the desired conclusion. [] 
We note that if we impose /1 ~> 0 in Corollary 4.2, then, in particular, we obtain conditions on 
a,b,c such that F(a,b;c;z) is univalent in A. Taking c=a ÷ b in Corollary 4.2, we have 
Corollary 4.3. Let a E ( O, oo ) and bE( -1 ,0 ) .  I f  
(a + 1 )(b + 1 )[2(a + b + 2) - ab] 
4(a +b+ 1)(a + b+2)  ' 
then the function 
a+b ~- -~(a+l ,n -1 ) (b+l ,n -1 )  .
~ [F (a ,b ;a+b;z ) - l l=z+.=2 (a+b+i~,~22-1)(1,n)  z 
belongs to ~0(/~) c ~0(0). 
Proof. Since a E (0, oo) and b E ( -  1,0), we have ab < 0. Choose c = a + b in Corollary 4.2. Then, it 
can be easily checked that the hypotheses of Corollary 4.2 are satisfied. In fact, the second condition 
on c when c = a ÷ b, namely the condition 
6(c + 1): - 6(c + 1)[(2(a + b) + ab + 1] + 2(a + b)[3(a + b + 1) + 2ab] 
+ab(a + 1)(b + 1 ) >>, O, 
becomes ab ~< a + b + 5 which is trivially true. Further, we observe that the condition (4.1) for 
/10/> 0 is equivalent to 
2(a + b) 2 + 6(a + b) + 4 + aZb 2 >>, ab(a + b + 3). 
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This inequality clearly holds for a E [1, oo) and b E ( -1 ,0) ,  and it is elementary to check the last 
inequality for a E (0, 1 ) and b E ( -1 ,0) .  Therefore, we obtain that 
a+b 
~-~ [F(a,b; a + b;z) - 1] E ~0(fl) C ~0(0), 
which proves the corollary. [] 
Corollary 4.4. Let c >-  1. For m >>. 2, /et f l0( -m,-m, c) be defined by (4.1). Then we have the 
Z 2 
[F ( -2 , -2 ;  c ;z ) -  1] =z  + 
1--------3 2(c + 
belonos to ~0(f l0( -2 , -2 ,c ) )  where f lo ( -2 , -2 ,c )=c / (c  + 1) and is sharp. 
(ii) For c>- l ,  the function 
c F 2z2 2z3 
~[ ( -3 , -3 ;c ;z ) -  l ]=z+ c---+-i + 3(c+ 1) (c+2)  
belongs to ~0(f l0(-3, -3,c)) .  Here f l0 ( -3 , -3 ,c)  ~> 0 i f c  >~ (x/~- + 1)/2. 
(iii) For m >~ 4 and c >~ m(m - 4)/2 such that 
6(c + 1) 2 - 6(e + 1)[m(m - 4) + 1] - 4m[2m(m - 3) + 3] + m2(m - 1) 2 ~> 0, 
the polynomial 
c N-~ I(-m + 1,n - 1 ) l  2 n 
-~[F ( -m, -m;c ;z ) -  1]=z+ Z_., . . . . . . . . .  z 
,=2 (c+ 1 ,n -  1)(1,n) 
belongs to ~o( f lo ( -m, -m,c ) ) .  Here f lo ( -m, - re ,  c) >t 0 i f  
c >>- [m(m - 2) - 2 + ~/m2(m - 2) 2 - m(m - 4)(m - 1)2]/2. 
Proof. The results follow easily if we choose a =-m and b =-m in Corollary 4.2. For Cases (i) 
and (ii), we do not include the details as the computation is simple. For the proof of (iii), we assume 
m ~> 4. From the definition of f l o ( -m, -m,  c) it follows that, f l o ( -m, -m,  c) >1 0 if and only if 
4(c + 1 )2 _ 4(c + 1)m(m - 2) + m(m - 4)(m - 1)2 ~> 0. 
Considering the left-hand side of the above inequality as a polynomial in c + 1, we see that it has 
two positive roots for c + 1 and picking up the largest root we find that if 
c >>. [m(m - 2) - 2 + ~/m2(m - 2) 2 - m(m - 4)(m - 1)2]/2 
then we have /~0(-m,-m, c)/> 0. Therefore, part (iii) follows. [] 
following: 
(i) For c > - 1, the function 
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Example 4.5. If we choose m = 4 in the above corollary then we find that if c ~> ( ~ -  3)/6 
then ~6[F( -4 , -4 ;c ;z ) -  1] belongs to ~0( (c -  7)/(c + 2)). We remark that if c/> 7, then we 
have fl0(-4, -4,  c) /> 0. Therefore if c ~> 7, we see that the fourth degree polynomial ~6[F(-4, 
-4 ;c ;z ) -  1] belongs to ~0( (c -  7)/(c + 2) )c  ~0(0) and is therefore univalent in A. Finally, we 
remark that if c ~ c~, then the polynomial ~[F ( -4 , -4 ;c ;z ) -  1] reduces to the identity function 
which is in ~0(1 ). This observation shows that our estimate is close to the best possible one. 
However, we do not know the sharpness of Theorem 4.1 and Corollary 4.2. 
Our next corollary gives information for the partial sums of the hypergeometric functions in 
F(a, ~; c; z). 
Corollary 4.6. Let d be a nonzero real number. I f  
3d 2 - 3 + v /3(d  2 ÷ 1 ) (d  2 ÷ 3) 
c ~> (4.2) 
6 
and 
flo(id,-id, c)= 
[2(c + 1) - d2] 2 ÷ d 2 
4 (c+ 1)(c + 2) 
then the function 
c . ~ I(1 +id ,  n -  1)12 z" 
~[FOd, - id ;c ;z  ) - 1]=z+ (c+ 1,n - i)(1--~) 
n=2 
belongs to ~o(flo(id,- id, c)) C ~o(0). 
Proof. Choose a = id and b = - id  in Corollary 4.2, where d is a nonzero real number. The condition 
on c in (4.2) implies that c >~ d2/2 which shows that the first condition on c in Corollary 4.2 holds. 
The second condition on c in Corollary 4.2 may be rewritten as 
6(c + 1)2 _ 6(c + 1 )(1 + d 2) + d2(d 2 + 1) >~ 0 
which is clearly true by (4.2). The conclusion follows from Corollary 4.2. [] 
Repeating the arguments in the proof of Theorem 4.1, but with the help of Lemma 3.4, we can 
obtain the following result for the confluent hypergeometric function. We omit the proof. 
Theorem 4.7. Let a,c>0.  Suppose that ~,  ~2 and flo are as in Theorem 2.1. I f  c >>, max{0,71,~2} 
then the confluent hypergeometric function ~(a;c;z) belongs to ~o(fl). 
We recall the derivative formula for the confluent hypergeometric function 
a~(a + l ;c  + 1;z)=cqY(a;c;z). 
If in Theorem 4.7 we replace a, c by a + 1, c + I, respectively, then from the above formula and 
Theorem 4.7 we easily get the following corollary: 
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Corollary 4.8. For a, c > - 1, let 
2a - 27 + x,/4a 2 + 92a + 269 3(a - 3) + v/3(a + 3)(a + 5) t t ~I = (4.3) 10 , e2 = 6 
and 
(a + 1)[4c + 6 - a] 
r ~< flo= 1 - (4.4) 
4(c + 1)(c + 2) 
I f  c >>- max{-  1, ~'1, ~} then the function 
(a + 1,n - 1) , 
c[q) (a ;c ;z ) -  1]=z+ (c+ 1,n - 1)(1,n) z
a n=2 
belongs to ~o(fl). 
5. Proofs of the main results 
Proof of Theorem 1.3. Let f E ,~J~(rl ). Define g(z) = zF(a, b; c; z) • f ( z ) .  Then we have 
g'(z) =E(a,b;  c;z) • f ' (z ) .  
By hypothesis, Lemmas 3.1 and 3.3, we have F(a ,b ;c ;z )C~(ro) .  Using Lemma 3.2(i)' and the 
fact that f E ~( r l  ), we immediately get that the function g'(z) belongs to ~(6),  where 6 = 1 -2 (1  - 
r l)(1 -r io).  The conclusion follows. [] 
Proof of Corollary 1.5. Let r0 be given by (1.4). Choose c =a + b in Corollary 1.4. Therefore, we 
note that the first condition on c = a + b, namely the condition c ~> max{0, a + b - 1, [(a + 1)(b + 
1) -2 ] /2}  in Theorem 1.3, is satisfied provided 
b(a -  1) <~ a+ 1. 
Further, for c = a + b the condition (1.3) is equivalent to 
M(b)  >~ O, 
where 
(i) 
(ii) 
(5.1) 
(5.2) 
M(b)=b2(1 - a)(2 - a) + 3b(1 - a)(2 + a) + 2a 2 + 6a + 6. (5.3) 
If a E(O, 1) then the inequalities (5.1) and (5.2) obviously hold for all b>0.  Therefore, the 
conclusion in this case follows from Corollary 1.4 if a and b are related by (i). 
If a> 1, then we can rewrite (5.1) as 
b <<. (a + 1)/(a - l) 
which for a = 2 gives b ~< 3, and the inequality (5.2) for a = 2 yields b <~ !~. Therefore, if a 
and b are related by (ii), we obtain the result from Corollary 1.4. 
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(iii) Let a E(1,2). Then the quadratic equation M(b)=0 has one positive root and one negative 
root for b. Writing (5.3) as 
( 3(a + 2) 
M(b)  = - (a  - 1)(2 - a) b - 2(2 - a) 
where 
~0--  
3(a + 2) 
2(2 - a) 
we see that if 
a E (1,2), after 
a+l  
~x o< - -  a-1  
x / (a -1 ) (a3  + 19a2 + 24a + 12)'~] 
(b -  a0), )J 
v / (a -  1)(a 3 + 19a 2 +24a + 12) - - +  
2l(a - 1)(2 - a)l 
aE(1 ,2)  then the inequality (5.2) is equivalent o b ~< ~0. Further for the case 
some computation, we deduce that the strict inequality 
is equivalent to (a 2 + 1) (a -  2 )<0 which is clearly true since a <2. These observations show that 
if a and b are related by (iii), then the required conclusion follows from Corollary 1.4. 
(iv) Let a E (2, oo). In this case we see that the quadratic equation M(b)=0 has two positive 
roots so that the inequality (5.2) holds provided either 
b~< 
or 
b>~ 
3(a + 2) v/(a -- 1)(a 3 + 19a 2 + 24a + 12) 
2 (a -  2) 2 (a -  1 ) (a -  2) 
/ 
"= O~ 0
3(a + 2) v/(a - 1 ) (a 3 + 19a 2 + 24a + 12) - - +  
2(a - 2) 2(a - 1 )(a - 2) 
holds. It easy to see that, as in the case (iii), the strict inequality 
a+l  I 
~0 > - -  a-1  
is equivalent to 
(a 2 + 1)(a - 2 )>0 
which is trivially true for a > 2. This observation shows that if a > 2 and b ~< min{(a + 1)/(a - 
1), ~} = (a + 1) / (a -  1), then from Corollary 1.4 we obtain the required conclusion and the proof 
is complete. [] 
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