Abstract-The existing dictionary learning methods mostly focus on 1D signals, leading to the disadvantage of incurring overload of memory and computation if the size of training samples is large enough. Recently, 2D dictionary learning paradigm has been validated to save massive memory usage, especially for large-scale problems.
I. INTRODUCTION
Sparse representation (SR) has attracted much attention in the literature due to its broad applications. SR describes a signal of interest by few features in some analytic transformed domain or learned dictionary; the latter is more appropriate for applications with specific groups of signals, like classification, denoising, and inpainting. The traditional (1D) model of dictionary learning is expressed as Y = DX, where Y ∈ R m×l is the collected training data with y i (i'th column of Y ) being a 1D training sample, D ∈ R m×n is the dictionary we want to learn, and X ∈ R n×l is the corresponding sparse coefficient matrix. In the 1D model, m is the length of training samples, l is the number of training data, and n is the number of atoms. Let d i be the i'th atom of D. If n > m, D is called an overcomplete dictionary. If training samples are not 1D, they are reshaped into 1D vectors.
In the literature, K-SVD [1] and FDDL [2] focus on how to learn overcomplete dictionary. However, their limitation is that m cannot be large because of limited memory storage and limited computational resources. This means that the dictionary only captures local/insufficient or low-frequency information that violate the need of many applications in requiring global structure or detailed information.
Recently, Wang et al. [3] and Hawe et al. [4] extend dictionary learning to 2D case and propose 2D SSM and SeDiL, respectively. The advantage of 2D dictionary learning is to save massive memory usage (e.g., saving 98% memory usage with m = 64 and n = 256) based on the separable property of the dictionary D, expressed as D = D 2 ⊗ D 1 , where ⊗ is Kronecker product [5] and
n . Under Kronecker structure, the sizes of D 1 and D 2 are far smaller than that of D and, thus, both can be learned in a separable manner by popular K-SVD with low memory usage.
Technically, 2D SSM [3] cannot enforce sparsity constraint and, thus, cannot guarantee that the atoms of learned dictionary are the same with those of original dictionary. 2D SSM also fails to learn both D 1 and D 2 simultaneously. In addition, our method and SeDiL [4] exhibit different styles of learning dictionary but SeDiL requires tuning several parameters to balance different constraints. We will further conduct performance comparison among the three methods in Sec. IV.
In this paper, we propose two novel 2D dictionary algorithms with and without the use of separable structure, respectively. Our approaches are based on CANDECOMP/ PARAFAC (CP) decomposition [6] [7] , which is a generalization of singular value decomposition (SVD) from 2D matrices to tensors. For non-separable learning, CP decomposition is directly applied for learning atoms, while for separable learning, the coherence between different atoms should be additionally considered by modifying CP decomposition via Regularized Alternating Least Square (RALS) [8] .
II. PRELIMINARY
Notations and tensor decomposition will be introduced here to ease descriptions later. · 0 denotes 0 -norm. Bold font is used for representing matrix or vector. Y ∈ R √ m× √ m×l and X ∈ R √ n× √ n×l denote 3D matrices. These multi-dimensional matrices are often called tensors. Y (these rules are also applied to X i and Y i ). "•," " ," and "⊗", respectively, denote outer product, KhatriRao product, and Kronecker product.
ml is defined by arranging all the mode-1 (dimension-1) vectors as columns of a matrix. Similarly,
CANDECOMP/PARAFAC (CP) decomposition [6] [7] [9] is a tool for decomposing a tensor A ∈ R n1×n2×n3 into the sum of R rank-one tensors as:
, and w i ∈ R n3 .
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III. PROPOSED ALGORITHMS
We describe and compare the proposed separable 2D dictionary learning model and its non-separable version.
A. Non-Separable 2D Dictionary Learning
A dictionary D is said to be non-separable if it cannot be represented as D = (D 2 ⊗ D 1 ). On the contrary, similar to 1D case, we consider that Y i is a linear combination of 2D bases as
be approximated by rank-one matrix, namely
(see Fig. 1 (a)), and α j,i is the corresponding sparse coefficient.
is the necessary assumption for nonseparable 2D dictionary learning. If the assumption doesn't hold, it means that B j can be decomposed into the sum of more than one rank-one matrices and the number of non-zero coefficient increases, leading to the result that Y is not sparse in non-separable 2D dictionary. Now, the objective function for 2D dictionary learning can be formulated as:
whereα j = [α j,1 ,α j,2 , ...,α j,l ], as shown in Fig. 1 (a). · is analogous to Frobenius norm, which calculates square root of sum of square of all entries. If sparsity constraint is not enforced (α j 's are not sparse), Eq. (1) can simply be solved by CP decomposition. To ensureα j 's are sparse, we present a two-step strategy like K-SVD [1] .
Step 1: Compute sparse representationα j 's with the given d 1 j 's andd 2 j 's by 2D OMP [10] that originally requires separable dictionaries. However, it can be modified to fit nonseparable structure since it does not requireD 1 andD 2 but onlyB i,j generated fromd
Step 2: Givenα j , updated 
where
To ensure the sparsity of α j 's, Ω(E j ) like the definition in K-SVD is a function used to delete the i'th training sample of E j when α j,i = 0. Let
m× αj 0 only contains training samples with non-zero coefficients. By employing CP Algorithm 1 : Non-Separable 2D Dictionary Learning. Compute E j ; 06.
Do CP decomposition of Ω(E j ) with R = 1; 07.
and Updated
decomposition onÊ j with R = 1, we can find a solution,d The proposed algorithm depicted in Algorithm 1 repeats these two steps until δ in Eq. (1) cannot be further reduced.
B. Separable 2D Dictionary Learning
In separable dictionary learning model,
, where X i is sparse, as illustrated in Fig. 1(b) . Instead of alternatively fixing D 1 or D 2 to simplify this problem, as done in 2D SSM [3] , our proposed algorithm aims to optimize D 1 and D 2 simultaneously. To this end, the objective function is formulated as:
n . Y can be formulated and summarized as:
where , respectively, of those required in K-SVD. In the training phase, our approaches are a two-step framework similar to K-SVD, as mentioned in Sec. III-A. In Step 1 (sparse signal recovery), 2D OMP, a necessary operation in our approaches, requires percent, respectively, of those required in 1D OMP [3] for separable and non-separable cases. In Step 2 (dictionary updating), according to Eq. (11), the 2D matrix, E j,k , dominates the memory usage since other operations only involve 1D operations. However, we can simply compute each row of E j,k multiplied by Since dictionary learning is an off-line task, the time complexity for learning dictionary is secondary and is not a main issue in our proposed algorithm. Since CP decomposition is well-known in tensor decomposition, however, some researches focus on analyzing the complexity of CP decomposition and speeding it up [11] [12] .
IV. EXPERIMENTAL RESULTS
Our approaches with separable and non-separable learning strategies are denoted as S and NS, respectively. They were compared with K-SVD [1] , 2D SSM [3] , and SeDiL [4] .
We validate the performance of proposed algorithms for denoising images corrupted by additive Gaussian noise with standard deviation σ noise . Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM) [13] were used as the performance criteria. We first cropped noisy images into 10000 8×8 patches as training data with m = 64. Then, these patches were used for learning dictionaries with n = 256, where initial dictionaries were Gaussian random matrix. For denoising purpose, we used 2D OMP [10] with stopping criteria,
for our methods NS and S, respectively. We can observe from Table I that both our methods outperform 2D SSM and SeDiL. Our separable algorithm is slightly inferior to K-SVD but it saves much memory usage in training. Our non-separable learning algorithm is comparable to K-SVD and better than its separable counterpart.
In addition, we also validate the proposed algorithms in terms of synthesis data. First, 1000 testing data, X i for 1 ≤ i ≤ 1000, were produced, where X i 0 = k and each non-zero value is assigned to 1 or −1 randomly. Second, we generated D 1 , D 2 as Gaussian random matrices, where 2 -norm of each column was 1 and obtained true dictionary by
In K-SVD, all 2D signals were reshaped into 1D signals. Consequently, dictionary learning was conducted from Y. Then, learned dictionary was used to reconstructX i from Y i .
We present a new criterion for estimating the similarity between the learned dictionary and the ground truth, which is equivalent to the correctness of sparse representation, as:
where 2 -norms of all atoms of the true dictionary D truth and estimated oneD are normalized to 1, tr(·) and abs(·) denote the trace and absolute operators, respectively, and P is the permutation matrix that rearrange the columns ofD. We ignore the cases of m < k (labeled as "none") since they are meaningless. It can be observed that our methods attain higher SIM values than both K-SVD and 2D SSM and are comparable to SeDiL. Because 2D SSM does not enforce sparsity constraint, it cannot ensure the correctness of sparse representation.
On the other hand, we validated that, compared to 1D dictionary learning, the memory usage of 2D dictionary learning is remarkably reduced, as shown in Fig. 2 . Three algorithms, including OMP with 1D dictionary, 2D OMP with non-separable dictionary, and 2D OMP with separable dictionary, were compared in terms of the peak of memory cost. The y-axis in Fig. 2 denotes the memory cost rate when WITH n = 256. Our results show that memory reduction is more obvious when n is larger. In fact, for 1D Dictionary, the program will run out of memory under n = 2 13 . Nevertheless, in non-separable and separable 2D dictionaries, they will fail until n = 2 20 and n = 2 26 , respectively. For big data like video, a higher-dimensional dictionary is expected to save more memory cost. Thus, 2D dioctionary learning is especially helpful for large-scale problems.
Finally, we also conduct comparison in terms of computational time (results not shown here due to space limit). We can observe that (1) our separable learning algorithm is faster than other methods even though both m and n increase and (2) our non-separable algorithm is slower than SeDiL and its separable counterpart but is comparable to 2D SSM.
V. CONCLUSION
We have proposed novel 2D dictionary learning algorithms based on the structure of tensors. We investigate how to learn non-separable and separable dictionaries by CP decomposition. Experimental results show that our methods generate accurate sparse representation and converge to good solutions. ACKNOWLEDGMENT This work was supported by National Science Council, Taiwan, ROC, under grant NSC 102-2221-E-001-022-MY2. 
APPENDIX: ITERATIVE RALS-BASED CP DECOMPOSITION
How to choose a good λ can refer to [8] . Since · F is differentiable, Eq. (6) is solvable by first derivative test. Due to space limitation, we show the solution of f t+1 below as:
where S = (h 
