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I. INTRODUCTION
T HE TELEPHONE network of the past is fast evolving into an integrated services broadband network where data and video traffic are carried in increasing proportions. With the advances in coding, storage, transmission and networking technologies, video on demand (VoD) is likely to become one of the most important traffic types in the future broadband network. VoD service can offer instant access to a large selection of video sources, such as movies, electronic encyclopedia or educational videos. VoD trials in different areas of the world [1] , [2] have demonstrated that VoD is technically feasible and Laser Disk-like functions, such as pause, fast-forward, chapter search, slow play, and repeat, can easily be implemented. The classification of VoD services can be based on the degree of interaction allowed to the users. There are pay-per-view (PPV), quasi video-on-demand (Q-VoD), near video-on-demand (N-VoD), and true video-on-demand (T-VoD). Recently, the world-first commercial T-VoD system 1 2 was launched in Hong Kong.
Our focus in this paper is on performance evaluation of distributed T-VoD. In a backbone network serving hundreds of thousands of VoD subscribers, it is imperative that many video servers are to be used and placed close to the subscribers for balancing the load in the network. In fact, a recent survey on VoD systems [3] showed that the distributed design costs no more than the centralized design, while it is capable of saving considerable network bandwidth with better service quality. Designing a distributed server system is inherently complicated. One has to decide which set of video programs and how many copies of each needed to be placed in each server location and how these should be updated with the changes in locations of other servers and traffic composition, occurrence of system fault, etc. Fig. 1 shows an example of a VoD system in a fully connected network where there are two types of video servers: the local video server (LVS) and the central video server (CVS). A CVS stores all the video programs in high-capacity optical disks or magnetic tapes. LVSs with on-line mass storage store the popular video programs which are downloaded periodically (say daily or weekly) from CVS. The existence of LVSs releases excessive access to CVS in the following way. When the less popular videos are requested, the CVS will load the requested videos into the on-line storage and then the videos are transmitted to the users through the network. If the CVS is busy, such requests are blocked. When the subscribers request the popular videos which constitute the majority of the demand, the LVS associated with the request is tried. If it is busy, other LVSs are tried. Such a popular video request is blocked only when none of the LVSs is available. To which alternate LVS such kind of video request is assigned has a strong impact on the system performance. As an example, in Hong Kong, there are four LVSs located at Hong Kong Island, Kowloon, and New Territories. This paper focuses on the popular video accessing and studies a number of corresponding LVS selection strategies for performance optimization.
II. VoD SYSTEM ARCHITECTURE
The generic architecture of a VoD system is shown in Fig. 2 . There are four important elements: 1) the network; 2) the program provider; 3) the service provider; and 4) customer premises equipment (CPE). A brief overview of these network elements is as follows.
Network: The network provides the interconnection of the network elements in the VoD system. Beside program transfer, the network also includes other important functions, e.g., signaling and network management. The network could be of any kind as long as to be able to provide enough bandwidth for such kind of video application. A VoD implementation using ATM technology appeared in [4] .
Program Provider: There can be one or more than one program provider, which provide a wide range of video programs.
Service Provider: The user generates a particular video request to the service provider, who will obtain the necessary material from program providers and deliver it to the user on the facilities of the network. Thus, the service provider acts as an agent of the user and can access various types of program providers. It is possible that the network, program providers, and service providers all belong to the same organization, but in general, they will be distinct. In fact, anyone with marketable materials can offer his services to the user through a service provider. There are two main types of storage [4] :
Video Server: This is random access type of storage, such as hard disk, solid state memory, etc., which provides a real-time playback of video program upon the user request. The video could be stored in encoded format (e.g., MPEG) so as to reduce the storage cost. In this paper, the LVS is of this type.
Video Library: It is an archiving system. Upon a user request, the program in the video library will be batch-loaded to the video servers such that the user could view the video program in real time. It takes time for batch-loading a program, so the video library should only store less popular program in order to reduce the average waiting time to the users. In this paper, CVS is of this type.
CPE: The user has a display such as TV screen, or a set-top box (STB), to control the display, and a device such as a remote control or a keyboard to interact with the system. User interactive operations may include stop, speed-up, slow-down, jump forward, etc.
III. SIMPLIFYING ASSUMPTIONS, SERVER SELECTION STRATEGIES, AND RESERVATION SCHEMES
As stated before, we, in this paper, focus only on the access of popular movies since it makes greater impact on the system performance. Therefore, we only consider a fully connected network with LVSs like the one in Hong Kong (i.e., ignoring the existence of CVS for the study). We further assume the network is symmetric and uniformly loaded. Fig. 3 shows such a simplified network. Each (popular) movie is copied to every LVS. In the VoD system, each LVS consists of an array of disks, each of which has a certain number of read-write heads. The I/O transfer rate of each head is generally much higher than the required delivery rate of one movie, so each head can serve more than one movie simultaneously. For simplicity, but without loss of generality, we assume that each head can at most serve one user at a time. There are heads in an LVS. In other words, each LVS can support a maximum of users simultaneously.
There are a number of server selection strategies for selecting an LVS to serve a user request. For all strategies considered, a user request is assigned to its nearby LVS located at the local switch first. If this LVS is busy, a remote LVS is tried. Fig. 3 gives an example showing the nearby and remote LVS for requests 1 and 2. Accessing remote LVSs consumes additional bandwidth from the network and may lead to congestion. Fig. 3 gives an example showing the use of remote LVS (for request 2) does cause additional bandwidth when compared with the use of nearby LVS (for request 1). In addition, the remote traffic may cause more local traffic overflow (from LVS B, in this example) and make the situation worse. Therefore, it is important to select an appropriate remote LVS such that the (additional) bandwidth cost can be reduced/minimized. The specific remote LVS to be chosen depends on the server selection strategies, two of which are studied in this paper.
1) Random Strategy:
An LVS is chosen among the available remote LVSs at random. If all the LVSs are busy, the request is rejected.
2) Least-Loaded Strategy:
The remote LVS with the lightest load is chosen. If all the LVSs are busy, the request is rejected.
Moreover, in order to minimize the system cost, it may be necessary to restrict the volume of remote traffic. This can be achieved by reserving some server capacity to local requests only. For this purpose, two reservation schemes are studied in this paper:
1) Strict Reservation Scheme: server heads are reserved solely for local video requests. In this scheme, each LVS keeps a record of the number of overflow calls occupying its servers. When this number reaches , further remote overflow calls will be blocked, even if there are free servers available.
2) Residual Reservation Scheme: The last unoccupied server heads are reserved solely for local video requests. In other words, a video server will not serve any remote video requests if the number of its available server heads is equal to or less than .
IV. ANALYSIS OF VoD SYSTEMS
Analytic models have been very attractive, not only because of the relatively small computational requirements of the numerical solutions as compared with simulation (we did find our model is much more efficient than simulation, as shown in numerical results section), but also because the modeling problems have been intellectually simulating and because of problem with simulation other than computational expense [5] . In this paper, we will develop a queueing model for the distributed VoD system and focus on the derivation of the blocking probability and the bandwidth cost (on the fully connected core network) given the capacity of video servers. Other performance measures, such as the end-to-end service response delay, the amount of video buffers required, the network capacity required, etc., are beyond the scope of this paper.
Each LVS can be modeled as a multiserver queue and the set of LVSs in a network can be modeled as a queueing network. Under the Poisson arrival and exponential service time assumptions, the network can be represented as a multidimensional Markov chain with the dimension equal to the total number of LVSs. Although this chain can be solved theoretically, solutions beyond the three-node cases are computationally infeasible due to the curse of dimension.
With that, the development of efficient computational procedures for good approximate solutions is of interest. The fixed-point iteration method [6] for the analysis of dynamic routing in circuit switched networks appears to be applicable for the analysis of the VoD system. But a direct application leads to unacceptable errors when checked by computer simulation. This is due to the assumption that all LVSs are statistically independent. A detailed study of the VoD system reveals that some essential internal structures of the VoD system need to be captured in the model and this leads to a set of considerably more complicated system equations. Our solution approach, however, still makes use of the fixed-point iteration method. Various examples with diverse system parameters show that the new analytical model can give quite accurate results. Therefore, the contribution of the paper is to present a new approximate analytic model with computational efficiency and reasonable accuracy. Using the model, we could design and dimension the VOD systems. Examples through case studies are shown in Section VI. Some interesting insight and design rules were also found.
Let be the rate of local offered traffic to an LVS and be the rate of overflow traffic from an LVS to other (remote) LVSs. Let both of these two traffic streams be Poisson processes and let the service time (or movie showing time) be exponentially distributed with mean equal to one unit time (this assumption is justified by considering the effect of user interaction and the varying lengths of different video programs). Note that, like Erlang B formula for call-blocked-clear telephone networks, the video duration does not need to be exponentially distributed. This exponential distribution assumption used in this paper is just for the sake of simplicity. Here, we will study two LVS selection strategies: Random and Least Loaded, both with two (strict and residual) reservation schemes. The definition of major symbols are summarized in Appendix (Table II) .
A. Random Strategy 1) Residual Reservation:
First, we will find the blocking probability of the whole network. The network can be modeled as two groups of queues, as shown in Fig. 4 .
Each group consists of multiserver queues. Each queue in group 1 has servers, while each queue in group 2 has servers, which means a total of servers in an LVS. Note that a server (different from a video server), which is a common terminology in queueing theory, is equivalent to a server head in an LVS. Consider a particular video server (say video server 1). It consists of queue 1 from group 1 and queue 1 from group 2. These two queues are called companion queues. The servers in the two companion queues are used in the following way: the servers in the group 1 queue will always serve the local requests first, while the servers in the group 2 queue will serve the local requests only when the servers in the group 1 queue are all busy. Note that if a request departs from the group 1 queue, one request, if any, in the group 2 queue will be transferred to the group 1 queue such that the above condition holds again (i.e., the group 1 queue will be always filled up first). This transfer is possible since group 1 and group 2 are only logical concepts. According to the residual reservation scheme, an LVS consists of a group 1 queue and a group 2 queue where the group 1 queue can serve both local traffic and remote traffic (i.e., overflow traffic from other LVSs), while the group 2 queue is reserved for local traffic only. The input traffic to group 1 represents the aggregated fresh offered traffic to the network and its rate is equal to . Regarding to the queueing model in Fig. 4 , the operation of residual reservation scheme is as follows. When a call (request) arrives, it is randomly directed to one of the queues in group 1 (say queue 1). If the queue is full, it will go into its companion queue (i.e., queue 1) in group 2. If that queue is full as well, it will be redirected back (overflowed) to one of other available queues (i.e., among queues 2 to ) in group 1. If all those queues are full, the call will be blocked.
Let represent the state of the network in which there are totally and calls in groups 1 and 2, respectively. Fig. 5 shows the transition rates into and out of state . At state , an arrival will cause a transition to state if it is directed to a full queue in group 1 and the companion queue in group 2 is not full; otherwise, the arrival will cause a transition to state . Let be the probability that an arrival is directed to a full queue when there are calls in group 1. To find , consider the problem of inserting distinct balls into urns where each urn has the capacity to store balls. The number of distinct occupancies is (see [7] . The first type is simply a departure of a call in the group 2 queue. For the second type, if a queue in group 1 is full and its companion queue in group 2 is not empty, a call departure in the group 1 queue effectively causes a call departure in the group 2 queue since, as mentioned before, the companion group 1 queue has to be always filled up first. The probability that, at state , a queue in group 2 has no (local) calls at all is given by (2) Therefore, the total transition rate from state to state is . At state , a transition to state occurs when the corresponding group 1 queue is not full (and hence no group 2 call will try to convert to a group 1 call), or when the corresponding group 1 queue is full but the companion queue in group 2 is empty. This happens with rate . Fig. 6 depicts the state space of the network. Let be the probability that the network is in state . A new call will be blocked only if all of the queues in group 1 are fully occupied plus the corresponding queue in group 2 being full, since a call will try the nearby LVS and all the remote LVSs before being blocked. So, the call-blocking probability is given by (3) Now, we consider the cost due to transmission of video from remote LVSs. To do that, we try to focus our attention on an LVS and model its behavior. When the nearby LVS is full, the random strategy directs the call (request) to one of the admissible remote LVSs at random. Since the network is symmetric and the loading is uniform, the local call blocking probability is equal to calculated above. Let us denote an LVS to be in state when it has servers occupied, and the corresponding state probability be . Since each remote LVS carries the remote traffic (requests) from possible LVSs, but each of them has also remote LVSs to direct its remote traffic to, the total remote traffic to an LVS at state is otherwise (4) where is a constant and is related to by the following equation of conservation of flow:
When an LVS is in state , the call arrival rate and the call departure rate are .
Here, we assume that the effective total arrival rate in each state is the actual total arrival rate scaled by a constant such that the carried traffic is matched with that calculated from the previous network model , and hence 's can be solved by (9) and (10). Let denote the set of . For a given , can be calculated by using (5) . For a given , can be calculated by (6)-(10). Hence, these equations can be written in the fixed-point model form and [6] . , and can be computed by the Successive Over-Relaxation method.
The transmission cost per server in a unit time is (11) where is the cost of transmitting a call (video) with unit length, is the remote traffic rate from an LVS, and is the probability that at least one remote LVS is not full [and hence can handle remote (video) requests].
Note that in the special case when , is simply given by , where is the Erlang B formula with offered traffic and servers. Using this , the transmission cost can be calculated by the above method with set to 0.
2) Strict Reservation: Another reservation scheme is to reserve servers solely for local calls. So, each LVS keeps a record of the number of overflow calls (from other queues in group 2) occupying its servers. When this number reaches , further remote overflow calls will be blocked, even if there are free servers available. A network deploying this reservation scheme can be modeled as two groups of queues as in Fig. 7 .
Each group consists of multiserver queues. Each queue in group 1 has servers, while each queue in group 2 has servers. It means that an LVS consists of a group 1 queue and a group 2 queue, where the group 1 queue is reserved for local traffic only, while the group 2 queue can serve both local and remote (overflow) traffic. The input traffic to group 1 represents the aggreagated fresh offered traffic to the network and its rate is equal to . When a call arrives, it is randomly directed to one of the queues in group 1. If the queue is full, it will go into its companion queue in group 2. If that queue is full as well, it will be randomly redirected to one of other available queues in group 2. If all those queues are full, the call will be blocked.
Let represent the state of the network in which there are totally and calls in groups 1 and 2, respectively. Fig. 8 shows the transistion rates into and out of state . At state , an arrival will cause a transistion to state if it is directed to a full queue in group 1. The probability that an arrival is directed to a full queue when there are calls in group 1 is given by . Now, we consider the transition form state to state . Two types of departure will lead to this kind of state transition. The first is simply a call departure in a group 2 queue. The other occurs when a queue in group 1 is full and its companion queue in group 2 has at least one local call; a call departure in the group 1 queue effectively causes a call departure in the group 2 queue, since we can always find a local call to replace the departed one. Let us calculate this probability. Among the calls in group 2, the number of local calls can be estimated by where is the probability that in an LVS, there are local calls and overflow calls. The calculation of will be discussed in more detail later.
The probability that, at state , a queue in group 2 has no local calls at all is given by Therefore, the total transition rate from state to state is . Fig. 9 depicts the state space of the network.
For a call to be blocked, all the queues in group 2 must be fully occupied. Therefore, the call blocking probability is given by (12) Now, we consider the cost due to transmission of a video from remote LVSs under this reservation scheme. Again, we switch our focus to an LVS. Let represent the state of an LVS in which there are direct calls and overflow (remote) calls. Note that when , can take any value between 0 and , but when , can only be between 0 and . The state space is as shown in Fig. 10 .
Let and be the sets of states in which direct calls and overflow calls can be accepted, respectively. They are given by The transition rates from to is for , and that from to is . Again, we scale up the actual traffic rates to match the carried traffic obtained from (15) Using (14) and (15) and the global balance equations of each state, the set of can be obtained by solving a system of linear equations. Then, using the same method as described in the case of residual reservation, for a given obtained from the network model, the set of , , and can be solved. Once a set of is calculated, it can be used to calculate a new set of , and then a new . This process is repeated until both and all converge. Therefore, is given by (16)
B. Least-Loaded Strategy 1) Residual Reservation:
First, is found using the same method as in Random strategy. Then, we proceed to calculate the transmission cost.
When the local LVS is full, the Least Loaded strategy will direct the call to the remote LVS with the maximum available servers. When there is more than one LVS of such kind, one is chosen at random.
Consider a particular LVS . If this LVS is full, the overflow calls of rate will be routed randomly to one of the leastloaded (remote) LVSs. Let there be a total of such LVSs. Then the remote load from server that falls on a particular leastloaded LVS is . Let be the probability that an LVS has or more occupied servers. Then, we have (17) Given that remote LVS of LVS has occupied servers, the probability that other remote LVSs also have occupied servers each and each of the remaining remote LVSs has more than occupied servers is given by (18) where is the probability that an LVS has exactly occupied servers, i.e., . Therefore, given that LVS has occupied servers, the amount of traffic that gets routed from LVS to remote LVS is (19) Since LVS carries the remote traffic from possible LVSs, the total remote traffic on LVS is otherwise
where .
Note that is related to the carried load as follows:
When LVS has servers occupied, the call arrival rate and the call departure rate are (22) Therefore, for state , the global balance equation is given by (23) with the understanding that for or . Again, using the obtained from the network's model, , , and can be solved using the Successive Over-Relaxation method.
is given by
In the special case when , is again given by , and using this , the transmission cost can be calculated by the above method with set to 0.
2) Strict Reservation: Firstly, is obtained by the same method as in Random strategy. Now, for the transmission cost, consider an LVS, the state transition diagram is as shown in Fig. 11 .
The state transition diagram is very similar to that of Random strategy, except that the overflow traffic is state dependent. In state , let , and the rate of overflow calls is (25) with (26) Using the same method as in Random strategy, we can solve , , and . The transmission cost is simply given by (16).
V. NUMERICAL RESULTS
In this section, some numerical results from our models and simulations are presented, given , and . The simulations are carried out using OPNET version 6.0 3 . First, we consider the residual reservation schemes. Fig. 12 plots the blocking probability against . The blocking probability predicted by our model is quite close to the simulation results. Fig. 13 plots the normalized transmission cost against . Both simulation and analytical results show that when is small, the transmission cost of Least Loaded strategy is less than Random strategy. This is because Least Loaded strategy always directs 3 http://www.mil3.com. overflow traffic to the least-loaded LVS, and hence reduces the probability of (further) overflow. However, as increases, the difference becomes less and finally, when becomes large, the performance of the two strategies converges. This is because when becomes large, each LVS is dominated by local calls and not many overflow calls would be accepted in both schemes. Now, we consider the strict reservation schemes. Fig. 14 plots the blocking probability against . Comparing with simulation results, it can be seen that our model quite accurately predicts the blocking probability for a wide range of . Fig. 15 plots the normalized transmission cost against for the strict reservation schemes. Both simulation and analytical results show that the transmission cost of Least Loaded strategy is always less than Random strategy. Compared with Fig. 13 , we can see that the residual reservation is a more effective scheme to smoothly limit/control the transmission cost (i.e., network bandwidth utilization). 16 plots the normalized transmission cost for both Random and Least Loaded strategies when there is no reservation in LVSs for local calls. As with reservation, the transmission cost for the Least Loaded strategy is always less than the Random strategy. Fig. 17 plots the normalized transmission cost against blocking probability for both reservation schemes with the Least Loaded strategy. It can also seen that, given a blocking probability, the residual reservation scheme gives less communication cost than the strict reservation scheme. From these results, we can conclude that residual reservation with Least Loaded strategy always performs better than other combinations of the reservation scheme and selection strategy. From now on, we focus our study on residual reservation with the Least Loaded strategy.
Although our model does not provide a closed form solution for the performance measures, it is still computationally more efficient than simulation. Table I gives a snapshot of the running times (in seconds) of two approaches using a Sun Ultra 1 machine. Obviously, solving our models requires much less time than simulation.
VI. APPLICATIONS OF THE MODELS
Our models provides a useful tool for VoD operators to design and dimension their systems. For example, using our model, the transmission cost and blocking probability can be obtained for different reservation parameter and disk heads , as depicted in Fig. 18 . When designing a system to meet a specified quality of service requirement (blocking probability), this set of curves can be used to choose appropriate values for and , so that the transmission cost can be well controlled.
Alternatively, for a newly established VoD system, our model can be used to assess the relationship between total cost and the blocking probability. Here, the total cost is modeled as transmission cost (27) where is a scaling factor and is a measure of the cost of a video server, assuming that the cost of a video server increases with the number of disk heads. When is larger than 1, it means that the transmission cost is relatively higher than the server cost. On the other hand, when is less than 1, it means that the server cost is relatively higher than transmission cost. Figs. 19 and 20 plot the total cost against blocking probability with 0.01 and 100, respectively. Comparing these two figures, it can be seen that can affect the relationship between total cost and blocking probability. In Fig. 19 , the total cost decreases with , while in Fig. 20 , the total cost increases when decreases. Also, in Fig. 20 , for a given a blocking probability, there exists an optimal combination of and such that the total cost can be minimized. For example, if a blocking probability of 0.01 is required, and should be chosen such that total cost is minimized. In addition, through these results obtained, it can be seen that the introduction of server strategy schemes is very useful in order to reduce system cost.
VII. CONCLUSION
In this paper, a fully connected video server network architecture for VoD systems was studied. Under the assumptions of uniform loading and symmetrical network, analytical models were proposed for two server selection strategies (Random and Least Loaded) and for two reservation schemes (strict reservation and residual reservation). The models can be used to determine the call-blocking probability and the requirements of network bandwidth given the capacity of LVSs. It was shown that the models are, in general, quite accurate when compared with the simulation results. Numerical results showed that: 1) the Least Loaded strategy always provides less communication cost than Random strategy as expected; 2) given the same blocking probability, the residual reservation scheme gives less communication cost than the strict reservation scheme; and 3) the residual reservation is a more effective scheme to smoothly limit/control network bandwidth utilization than the strict reservation scheme. In addition, the models provide a useful tool for VoD operators to design and dimension their systems. For example, when designing a system to meet a specified quality of service requirement (blocking probability), a set of system parameters can be obtained by using the models such that the total system cost is minimized.
APPENDIX
Please see Table II. 
