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Abstract
We show that all singularities occurring in minimal degenerations of matrix pencils are
Cohen–Macaulay and regular in codimension 1.
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1. Introduction and statement of the results
Matrix pencils are a classical and important theme of linear algebra. They have
already been studied by Weierstraß and Kronecker who described an algorithm to
find the normal form of an arbitrary matrix pencil [9]. In modern language, a matrix
pencil is just a finite-dimensional representation of the double arrow K = 1⇒ 2,
or equivalently a finite-dimensional module over the corresponding path algebra A.
The structure of the category of such modules is well understood [2,12] and also
some geometric properties of matrix pencils are known like the degenerations of the
orbits [3,11] and the deformations of the so-called bundles [7]. In the present note we
analyze the singularities of the minimal degenerations using the methods from [4],
but now in contrast to the case of Dynkin quivers the singularities heavily depend on
the modules and several infinite series of singularities show up.
To state our results precisely we recall some known facts thereby fixing the nota-
tions. Throughout this paper k is an algebraically closed field of arbitrary character-
istic, and we consider only finite-dimensional A-modules. The indecomposables are
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divided into preprojective, preinjective and regular modules. For each natural number
i = 1, 2, . . . there is one indecomposable preprojective P(i) with dimension vec-
tor (i − 1, i), one indecomposable preinjective I (i) with dimension vector (i, i − 1)
and a P1(k)-family of regular indecomposables U(i, ξ), ξ ∈ P1(k), with dimension
vector (i, i). The general linear group acts on A by algebra automorphisms. The
induced action on the varieties of representations fixes the orbits of the indecompos-
able preprojectives and preinjectives whereas for each i the U(i, ξ)’s are permuted
transitively.
As usual we denote by M deg N the fact that the Zariski-closure of the orbit
O(m) corresponding to M contains the orbit corresponding to N. Then N is called a
degeneration of M. Such a degeneration is minimal if M and N are not isomorphic
and if there is no module L satisfying M <deg L <deg N . We are looking at the
singularities of the pointed varieties (O(m), n) belonging to minimal degenerations
M deg N , and we classify these minimal singularities up to smooth equivalence.
Recall that two pointed varieties (X, x) and (Y, y) are smoothly equivalent if there
are a pointed variety (Z, z) and two smooth morphisms λ : (Z, z)→ (X, x) and
ρ : (Z, z)→ (Y, y) of pointed varieties. In case both x and y are isolated singularities
this just means that the completed local rings Ôx,X and Ôy,Y are isomorphic.
The following (types of) singularities will occur:
1. For each natural number d  1, Ad is the singularity at zero of the hypersurface
XY − Zd+1 in k3.
2. Similarly, ad is the singularity of the zero-matrix inside the set of all (d + 1)×
(d + 1)-matrices of rank at most 1 and with vanishing square.
3. Given natural numbers p, q  1, d(p, q) is the singularity of the zero-matrix in-
side the variety D(p, q) of p × q-matrices of rank at most 1. Thus there is no
singularity for p = 1 or q = 1.
4. For d  1, v(d) is the singularity at zero of the affine cone V (d) over the Ve-
ronese-curve in Pd . Thus V (d) is the subset of kd+1 defined by the vanishing
of the polynomials XiXj −XkXl with i + j = k + l. So for d  1 there is no
singularity.
5. Finally, s(d, p, q) is a mixture of the last two singularities obtained as follows:
One looks at the variety S(d, p, q) of p × q-tuples [sij ] in (kd+1)p×q such that
(a) all sij belong to V (d);
(b) if si0j0 /= 0 for some indices i0, j0, then there is a matrix [tij ] ∈ D(p, q) with
sij = tij si0j0 .
Thus S(d, p, q) is the algebraic quotient of V (d)×D(p, q) under the k∗-ac-
tion t (c, A) = (tc, t−1A) and 0 is the only possible singular point of S(d, p, q)
because the quotient-map π : V (d)×D(p, q)→ S(d, p, q) induces a smooth
morphism (V (d)\{0})× (D(p, q)\{0})→ S(d, p, q)\{0}. There is always a sin-
gularity except for d = 0, p = 1 or for d = 0, q = 1 or for d = p = q = 1.
Here is the result on the structure of minimal singularities.
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Theorem 1
(a) Each minimal singularity (O(m), n) is smoothly equivalent to one in the fol-
lowing list where all parameters are natural numbers satisfying d  0, p  1,
q  1, m > n  1:
(1) M = P(1)p−1 ⊕ P(2)⊕ P(d + 2)⊕ P(d + 3)q−1 and N = P(1)p ⊕
P(d + 3)q . The singularity is of type s(d, p, q).
(2) M = P(1)p−1 ⊕ P(2)⊕ U(n− 1, 0) and N = P(1)p ⊕ U(n, 0). There is
no singularity.
(3) M = P(1)p−1 ⊕ (⊕ri=1 U(li, ξi))⊕ I (n)q−1 and N = P(1)p ⊕ P(n)q .
Here the ξi’s are pairwise different points of the projective line and the li’s
add up to n. The type of the singularity is d(p, q).
(4) M = U(n− 1, 0)⊕ U(m+ 1, 0) and N = U(n, 0)⊕ U(m, 0) with singu-
larity of type Am−n. Here U(0, 0) is the zero module.
(5) M = U(2, 0)⊕ U(1, 0)p−1 and N = U(1, 0)p+1 with singularity ap.
(b) All singularities above are isolated Cohen–Macaulay singularities, whence nor-
mal. Apart from the obvious symmetry in p and q and from the coincidences
s(0, p, q) = d(p, q), s(d, 1, 1) = v(d) and A1 = a1 = v(2) all these singular-
ities are pairwise inequivalent.
The proof of the first part given in the next section is a careful analysis of several
cases using the reduction techniques developed in [4]. The second part is proved in
Section 3. The main ingredient is a result of Hochster on normal semigroup rings.
We conclude the paper with some remarks and questions.
2. Identification of the occurring singularities
2.1. The reduction to four cases
In view of [3, Theorem 5.4] and [4, Theorem 4], we know that M deg N is a
minimal degeneration iff there is an exact sequence E : 0 → U → M ′ → V → 0
such that the following hold:
1. U and V are indecomposables with M = M ′ ⊕ Up−1 ⊕ V q−1 ⊕X and N = Up
⊕ V q ⊕X for some natural numbers p, q and some module X. Here U ⊕ V and
M ′ ⊕X are disjoint, i.e., they have no non-zero common direct summand.
2. U ⊕ V is a minimal degeneration of M ′.
3. Any common indecomposable direct summand W  V of M and N satisfies
[W,N] = [W,M]. Here and in the following we denote the k-dimension of
HomA(Y,Z) by [Y,Z].
4. Dually, any common indecomposable direct summand W  U of M and N satis-
fies [N,W ] = [M,W ].
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By Theorem 2 in [4], the common direct summand X of M and N does not influ-
ence the singularity, whence we can assumeX = 0 andN = Up ⊕ V q right from the
beginning. It remains to consider the various possibilities for U and V up to duality.
This is done in the next subsections.
2.2. U and V are preprojective
First, letU = P(m) and V = P(n) be preprojective. The condition ExtA(V,U) /=
0 implies n  m+ 2, and by well-known geometric properties of tilting (see e.g. [4])
we can reduce to the casem = 1. ThenM ′ = P(2)⊕ P(n− 1) is the only neighbour
of U ⊕ V by [3, Section 5].
To determine the occurring singularity we apply the method from Section 6.2 of
[4]. Thus we have to look at the intersection C of O(m′) with the representations of
the subvariety
E =

M(a2, . . . , an) =



0 a2 · · · anEn
0

 ,

 00
En



 | a2, . . . , an ∈ k


inside the variety (k(n+2)×n)2 of all representations of dimension vector (n, n+2).
Now all modules in the transversal slice E are of the form P(i)⊕ P(n− i − 1)
for some i, whence O(m′) ∩ E is defined by the closed condition Hom(P (n− 1),
M(a2, . . . , an)) /= 0. Explicitly, we have to find out the conditions on (a2, . . . , an)
such that there are non-trivial solutions for φ and ψ in the following commutative
diagrams:
[
En−1
0
] kn−1 φ−→ kn 
kn −→
ψ
kn+2

0 a2, . . . , anEn
0


and
[
0
En−1
] kn−1 φ−→ kn 
kn −→
ψ
kn+2

 00
En

 .
The second diagram gives us
ψ =


ψ1,1 0 · · · 0
ψ2,1 0 · · · 0
ψ3,1 ψ3,2 · · · ψ3,n
...
...
.
.
.
...
ψn+2,1 ψn+2,2 · · · ψn+2,n


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and
φ =


ψ3,2 · · · ψ3,n
...
.
.
.
...
ψn+2,2 · · · ψn+2,n

 .
Plugging this in we obtain from the first diagram

c1 · · · cn−1
ψ3,2 · · · ψ3,n
...
.
.
.
...
ψn+2,2 · · · ψn+2,n
0 · · · 0

 =


ψ1,1 0 · · · 0
ψ2,1 0 · · · 0
ψ3,1 ψ3,2 · · · ψ3,n−1
...
...
.
.
.
...
ψn+2,1 ψn+2,2 · · · ψn+2,n−1

 ,
where ci =∑nj=2 aiψj+2,i+1 holds. This is equivalent to
ψ =


ψ1,1 0 0 · · · 0
ψ2,1 0 0 · · · 0
ψ3,1 ψ2,1 0 · · · 0
0 ψ3,1 ψ2,1 · · · 0
...
.
.
.
.
.
.
.
.
.
...
0 0 0 · · · ψ2,1
0 0 0 · · · ψ3,1
0 0 0 · · · 0


,
c1 = ψ1,1 and ci = 0 for i = 2, . . . , n− 1.
Writing ψ1,1 = x1, ψ2,1 = x2 and ψ3,1 = x3 we obtain the equations
x1 = a2x3,
0= a2x2 + a3x3,
0= a3x2 + a4x3,
...
0= an−1x2 + anx3.
So we are looking for conditions such that the matrix equation

−1 0 a2
0 a2 a3
0 a3 a4
...
...
...
0 an−1 an

 ·

x1x2
x3

 = 0
has a non-trivial solution. Thus all 3 × 3-subminors of the left matrix have to vanish
and our cone C is defined by the vanishing of the determinants∣∣∣∣ak ak+1al al+1
∣∣∣∣
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for 2  k < l  n− 1. These equations generate the ideal of polynomials vanishing
on the Veronese-cone V (n− 2) whence the singularity of C at 0 is of type v(n− 2).
For arbitrary p and q one obtains by the results of [4, Section 6.4], a singularity of
type s(n− 2, p, q).
2.3. U is preprojective and V is regular
Using the transitive Gl2-action on the P1(k)-families and an appropriate tilting
we only have to look at the case V = U(n, 0) and U = P(1). Then M ′ = P(2)⊕
U(n− 1, 0) is the only immediate predecessor of U ⊕ V with respect to deg, but
M ′ ⊕ Up−1 ⊕ V q−1 deg Up ⊕ V q remains only a minimal degeneration for q = 1
because of condition 4 in Section 2.1.
For n = 1, we have U(0, 0) := 0, and M = P(1)p ⊕ P(2) is projective, whence
dense in the variety of all representations with dimension vector (1, p + 2). Thus
there is no singularity.
The general case is reduced to this special case by descending induction on n.
One checks easily that Theorem 1 of [4] can be applied in the following situation
where we use the notations of the theorem: U = U(1, 0), M = P(1)p ⊕ P(2)⊕
U(n− 1, 0),M ′ = P(1)⊕ P(2)⊕ U(n− 2, 0),Q = P(1)p ⊕ P(2)⊕ U(n, 0) and
Q′ = P(1)p ⊕ P(2)⊕ U(n− 1, 0). Then the theorem just says that the inductive
step is true.
2.4. U is preprojective and V is preinjective
Up to tilting, we only have to consider the case U = P(1) and V = I (n). Then
we get M ′ =⊕U(ξi, ni) from the results in [3, Section 5], whence the codimension
is 1.
Because of Ext1(U,U) = 0 = Ext1(V , V ) we can again apply the methods from
Sections 6.2 and 6.4 in [4]. It follows immediately that the singularity of P(1)p ⊕
I (n)q in the orbit closure of M ′ ⊕ P(1)p−1 ⊕ I (n)q−1 is of type d(p, q).
2.5. U and V are regular
By the Gl2-action and up to duality only the case U = U(n, 0) and V = U(m, 0)
with m  n has to be treated. But then we work in the open subvariety where λ is
represented by a bijection. Shrinking this arrow (see e.g., Section 5.2 in [4]) leads
us to the well-known case of nilpotent matrices that has been treated by Kraft and
Procesi in [10] (see also [4]).
More details and a direct characteristic-free identification of the Kleinian singu-
larity at the subregular orbit can be found in the Diplomarbeit of the first author. One
has only to observe that the transversal slice described by Arnold in [1] works not
only over the complex numbers, but for all algebraically closed fields.
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3. Geometric properties of the occurring singularities
3.1. Reminder on affine semigroup rings and the Veronese map
First we recall some results that can be found in [6] for instance. An affine semi-
group C is a finitely generated subsemigroup of some Zn containing 0. The subgroup
of Zn generated by C is then denoted by ZC. An affine semigroup C is called normal
provided it satisfies the following condition: If mz belongs to C for some z ∈ ZC and
some m > 0, then z is already in C.
Each affine semigroup gives rise to an affine semigroup algebra that is simply the
monoid-algebra k[C] of C. The inclusion C ⊂ Zn induces an embedding of k[C]
into the algebra k[Zn] of Laurent-polynomials in X1, . . . , Xn. It is relatively easy to
see that an affine semigroup algebra k[C] is normal iff C is normal (see [6, Theorem
6.1.4]).
A much deeper result of Hochster [6, Theorem 6.3.5] says that k[C] is also
Cohen–Macaulay in that case. This theorem will imply that all minimal singular-
ities for orbit-closures of matrix-pencils are Cohen–Macaulay, because all these
singularities are closely related to localisations of normal affine semigroup algebras.
The following facts about the Veronese map are well known and easy to prove but
difficult to locate in the literature; thus we include them for the convenience of the
reader. So let d and n be two natural numbers  1. Then the set
I =
{
ν = (ν1, . . . , νn) ∈ Nn
∣∣∣∣ ∑ νi = d
}
has cardinality
N =
(
d + n− 1
n− 1
)
.
The Veronese-morphism vd,n : kn → kN is defined by sending x = (x1, . . . , xn)
to the N-tuple of all xν = xν11 , . . . , xνnn , ν ∈ I . The corresponding algebra-homomor-
phism φ : k[Xν |ν ∈ I ]→k[X1, . . . , Xn]maps the variableXν toXν=Xν11 , . . . , Xνnn .
Then the following is true:
1. The image of φ is the subalgebra A having as basis all monomials whose total
degree is a multiple of d. This is a normal affine semigroup algebra.
2. A is a free module with basis {Xν | νi < d ∀i} over its subalgebra A′ generated by
Xd1 , . . . , X
d
n .
3. The kernel J of φ is generated by all XνXµ −XρXσ with ν + µ = ρ + σ .
4. The image V (d, n) of vd,n is a closed subset of kN and J is the ideal of polyno-
mials vanishing on it. 0 is the only singular point.
5. In characteristic zero, vd,n is the geometric quotient of kn under the action of
Z/dZ by multiplication with a primitive dth root of unity.
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We leave the proofs as an exercise. The fact that V (d, n) is Cohen–Macaulay
follows either from the first property and Hochsters result mentioned before or else
from the second property and [6, Proposition 2.2.11] or else in characteristic zero
from the last property and [6, Corollary 6.4.6].
3.2. All occurring singularities are isolated and Cohen–Macaulay
A trivial calculation shows that the hypersurface XY − Zd+1 is a complete in-
tersection with 0 as the only singular point, whence k[X, Y,Z]/(XY − Zd+1) is
Cohen–Macaulay and so is the completion of its localisation at the maximal ideal m
generated by X¯, Y¯ , Z¯.
Next, π : kp×kq→D(p, q), (x, y) →(xiyj ), is the algebraic quotient of
kp×kq under the k∗-action t (x, y) = (tx, t−1y). So we have for the algebra of regu-
lar functions k[D(p, q)] = k[kp × kq ]k∗ = k[XiYj |1  i  p, 1  j  q]. This is
the semigroup algebra of a normal affine semigroup, whence it is Cohen–Macaulay
and so is the completion of the localisation at the maximal ideal m generated by the
XiYj . The singularity is isolated because D(p, q)\{0} is an orbit under Glp × Glq .
The algebra of regular functions on the variety M(d) of (d + 1)× (d + 1)-matri-
ces of rank at most 1 and with vanishing square is just the quotient of the Cohen–
Macaulay algebra k[D(d + 1, d + 1)] = k[XiYj ] by the principal ideal
(∑
XiYi
)
.
Thus ad is Cohen–Macaulay. By the transitive action of Gld+1 on M(d), the singu-
larity at 0 is isolated.
Finally, it remains to look at the k∗-invariants of k[V (d, 2)×D(p, q)] under
the action t (c, A) = (tc, t−1A). This is just the normal semigroup algebra
k[Xj1Xd−j2 YlZm|0  j  d, 1  l  p, 1  m  q]. Thus the occurring singularity
is Cohen–Macaulay.
3.3. The equivalence classes of the occurring singularities
Since we only compare isolated singularities (X, x) and (Y, y), we have to decide
whether Ôx,X and Ôy,Y are isomorphic or not. In particular, smoothly equivalent iso-
lated singularities have the same Hilbert–Samuel functions H(l) = dim mlx/ml+1x .
So we just calculate these functions which are given for l  0 by a polynomial
whose degree is one less than the Krull dimension of Ox,X. Remember that dimk
mx/m
2
x is the dimension of the tangent space or also the embedding dimension.
Let us start with type s(d, p, q), d  0, p, q  1. Thus we consider the algebra
A = k
[
X
j
1X
d−j
2 YlZm
∣∣ 0  j  d, 1  l  p, 1  m  q]
and its maximal ideal m generated by the Xj1X
d−j
2 YlZm, 0  j  d , 1  l  p,
1  m  q. The singularity is given by the completion Âm of the localisationAm, but
the Hilbert–Samuel function is given by H(l) = dim ml/ml+1 because mlm/ml+1m 
ml/ml+1. Now the products of l generating monomials of m have the shapeXµYνZρ
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with µ1 + µ2 = dl, ∑ νi = l =∑ ρj , and all of these monomials occur as such a
product. So we have
H(l) = (dl + 1)
(
l + p − 1
p − 1
)(
l + q − 1
q − 1
)
.
In particular, the embedding dimension is (d + 1)pq and the dimension is p + q
for d > 0 and p + q − 1 for d = 0. Thus there is always a singularity for d > 1; for
d = 1 there is a singularity except for p = q = 1, and finally for d = 0 one looks at
the type d(p, q) and there is no singularity for p = 1 or q = 1. We claim that apart
from the symmetry in p and q all the types s(d, p, q) are different. So suppose we
have s(d, p, q) = s(d ′, p′, q ′) with p  q and p′  q ′. Then the Hilbert–Samuel
functions concide, i.e., we have
(dl + 1)
(p − 1)!(q − 1)!
p−2∏
j=0
(l + p − 1 − j)
q−2∏
j=0
(l + q − 1 − j)
= (d
′l + 1)
(p′ − 1)!(q ′ − 1)!
p′−2∏
j=0
(l + p′ − 1 − j)
q ′−2∏
j=0
(l + q ′ − 1 − j)
for all real numbers. Comparing the linear factors one obtains d = d ′, p = p′ and
q = q ′.
The Hilbert–Samuel function of type ap is
H(l) =
(
l + p
p
)2
−
(
l − 1 + p
p
)2
= 1
(p!)2 (2pl + p
2)
p−1∏
j=1
(l + p − j)2
as follows from the exact sequence 0 → A f→ A→ A/fA→ 0 with A = k[XiYj |
1  i, j  p + 1] and f =∑p+1i=1 XiYi . So the local dimension is 2p and the em-
bedding dimension is (p + 1)2 − 1. There is always a singularity for p  1 and all
these singularities are different types. Assume ap = s(d, p′, q ′) for some d, p, p′, q ′.
Then − 12 is a root of the Hilbert–Samuel function of s(d, p′, q ′) which implies
d = 2. All other roots occur with multiplicity 2 showing p′ = q ′. A glance at the
local dimensions and the embedding dimensions shows p = p′ = q ′ = 1 and d = 2.
But the coincidence a1 = s(2, 1, 1) is evident from the defining equations.
Finally we treat type Ad , i.e., we consider the algebras Bd := k[X, Y,Z]/(XY −
Zd+1), d  1, and their localisations (Bd)m and completions (B̂d)m at the maximal
ideal m generated by the variables X, Y and Z. The Hilbert–Samuel functions all
coincide, and the local dimension is always 2, the embedding dimension is 3. Thus
Ad = a1 and Ad = s(2, 1, 1) are the only possible coincidences with singularities in
the other series. In fact A1 = a1 = s(2, 1, 1) is obvious from the definitions. So it
only remains to see that the Ad ’s are all different. But if Ad = Ad ′ with d < d ′, one
gets (B̂d)m  (B̂d ′)m′ , whence also
Bd/m
d+1  (Bd)m/md+1m  (Bd ′)m′/(m′m′)d+1  Bd ′/(m′)d+1 .
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Now on the left-hand side, X¯ and Y¯ are two elements in the maximal ideal with
X¯Y¯ = Zd+1 = 0¯ and X¯, Y¯ linearly independent in m/m2, whereas by a direct cal-
culation such elements do not exist on the right-hand side.
4. Concluding remarks and questions
4.1. Some non-minimal singularities
It is somewhat surprising that the most complicated minimal singularities do
occur between preprojective indecomposables because these modules are easy to
study in representation theory and also their degeneration behaviour is known for all
quivers.
For the double arrow we also looked at the singularity of P(0)⊕ P(n) in the orbit
closure of P(r)⊕ P(n− r) for arbitrary r. A similar calculation as in Section 2.2
shows that the singularity is smoothly equivalent to that of the zero-matrix inside the
variety of all Hankel-matrices

z0 z1 · · · zd−α
z1
.
.
.
.
.
.
...
...
.
.
.
.
.
. zd−1
zα · · · zd−1 zd

 ,
d = n− 2, α = d − r, not having maximal rank. This is just the so called r-secant
variety of the Veronese-curve in Pd and it is again Cohen–Macaulay (for all these
materials see the paper [8] that was brought to our attention by W. Bruns).
4.2. Orbit closures are regular in codimension 1
Let I be an irreducible component of codimension 1 in O(m)\O(m) for some
matrix pencil m. We claim that I contains a smooth point of O(m).
If I contains a dense orbit, this follows from Proposition 3.b in [4]. In the general
case, let ∅ /= I ′ ⊂ I be the open subset of orbits not belonging to another component
and also having maximal orbit dimension. Then I ′ contains only minimal degener-
ations of M and we can assume this right from the beginning. Let M = M ′ ⊕X ⊕
Up−1 ⊕ V q−1  N = X ⊕ Up ⊕ V q be such a minimal degeneration. For X /= 0
we can argue as in [4] cancelling X. Thus by induction on the dimension, we can as-
sume that I contains only minimal degenerations N of the form M = M ′ ⊕ Up−1 ⊕
V q−1  N = Up ⊕ V q for some appropriate U, V, p, q depending on N.
Now the setsP resp.R resp.I of all preprojective resp. regular resp. preinjective
modules of a fixed dimension are all open subsets. So I ∩P /= ∅ implies that M is
preprojective and that I ∩P contains only finitely many orbits whence a dense orbit.
The same argument applies to I ∩R /= ∅ or to I ∩I /= ∅. If I contains a minimal
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degeneration N = Up ⊕ V q with preprojective U and regular V, then n is a smooth
point of O(m) by property (a)(2) in Theorem 1. So up to duality, we are left with the
case where all modules in I have non-zero preprojective and non-zero preinjective
part. But then again there are only finitely many modules.
The problem whether the orbit closures are normal cannot be tackled with our
methods. However, since the partial orders ext, deg and  coincide for represen-
tations of all tame quivers by Refs. [5,14,15], the regularity in codimension 1 can be
proved or disproved along the lines above. Up to duality, one has to analyse only the
case of preprojective U and regular V.
4.3. An alternative approach to the normality of the minimal singularities
As the patient reader will have observed our results are obtained mainly by long
calculations based on the choice of transversal slices. One would like to have a better
way to understand why the Veronese-curves and their secant varieties show up or
at least why the minimal singularities M = P(1)⊕ P(n− 1) deg P(0)⊕ P(n) =
U ⊕ V are normal.
Following the suggestions of H. Kraft and P. Littelmann we sketch a more concep-
tual argument for the above normality in characteristic zero. Namely, let π :V→
W be the vector bundle of cocycles above the varietyW = O(u)× O(v). The action
of Sl2 by algebra-automorphisms induces on π the structure of an Sl2-equivariant
bundle, and the fibre Z(v, u) becomes an Sl2-representation isomorphic to the di-
rect sum E(n− 1)⊕ E(n+ 1), where E(i) is the irreducible Sl2-module of dimen-
sion i. The space of coboundaries B(v, u) coincides with E(n+ 1) and E(n− 1) 
Ext1(v, u) is an Sl2-invariant transversal slice. The intersection O(m) ∩ E(n− 1) is
then the closure of the Sl2-orbit of the highest weight vector. This is a normal variety
by the results of Vinberg and Popov in [13].
Unfortunately, this argument does no longer work for the triple arrowQ = 1−→−→−→2.
Namely here the codimensions of the minimal disjoint preprojective degenerations
tend to infinity, whence the singularities cannot be described directly as certain orbit
closures of an Sl3-action.
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