Abstract. Let C be an algebraic curve defined by a sufficiently generic bivariate Laurent polynomial with given Newton polygon ∆. It is classical that the geometric genus of C equals the number of lattice points in the interior of ∆. In this paper we give similar combinatorial interpretations for the gonality, the Clifford index and the Clifford dimension, by removing a technical assumption from a recent result of Kawaguchi. More generally, the method shows that apart from certain well-understood exceptions, every base-point free pencil whose degree equals or slightly exceeds the gonality is 'combinatorial', in the sense that it corresponds to projecting C along a lattice direction. We then give an interpretation for the scrollar invariants associated to a combinatorial pencil, and show how one can tell whether the pencil is complete or not.
Introduction
Let k be an algebraically closed field of characteristic zero, let T 2 = (k * ) 2 be the 2-dimensional torus over k, and let f ∈ k[x ±1 , y ±1 ] be an irreducible Laurent polynomial. Denote by U(f ) the curve in T 2 defined by f . Let ∆(f ) ⊂ R 2 be the Newton polygon of f , which we always assume to be two-dimensional. We say that f is non-degenerate with respect to its Newton polygon if for every face τ ⊂ ∆(f ) (including ∆(f ) itself) the system f τ = ∂f τ ∂x = ∂f τ ∂y = 0
has no solutions in T 2 . (Here f τ is obtained from f by only considering those terms that are supported on τ .) For a two-dimensional lattice polygon ∆ ⊂ R 2 , we say that f is ∆-non-degenerate if it is non-degenerate with respect to its Newton polygon and ∆(f ) = ∆. For Laurent polynomials that are supported on ∆, the condition of ∆-non-degeneracy is generically satisfied, in the sense that it is characterized by the non-vanishing of for an according discussion). An algebraic curve C/k is called ∆-non-degenerate if it is birationally equivalent to U(f ) for some ∆-non-degenerate Laurent polynomial f ∈ k[x ±1 , y ±1 ]. It is well-known that if C is ∆-non-degenerate, then several of its geometric properties are encoded in the combinatorics of ∆. The most prominent example is that the geometric genus equals the number of lattice points in the interior of ∆ [29, §4 Ass. 2]. The proof of this fact is very briefly recalled at the beginning of Section 4, because it entails an explicit description of the canonical map that will play a role in Section 9. Other known examples are that one can tell from ∆ whether C is hyperelliptic or not [30, Lem. 3.2.9] , and whether it is trigonal or not [7, Lem. 3] . Recently, this was extended to arbitrary gonalities by Kawaguchi [28, Thm. 1.3] under the technical assumption that C is not birationally equivalent to a smooth plane projective curve.
In Section 6 we revisit Kawaguchi's proof, while making a more explicit connection with the language of Newton polygons and getting rid of the above technical assumption. Kawaguchi's method yields that apart from some well-understood exceptional instances of ∆, every gonality pencil on C is combinatorial, in the sense that it corresponds to a projection of the form (x, y) → x a y b for coprime a, b ∈ Z. In this case, the gonality is easily seen to equal the lattice width of ∆ (this notion will be recalled in Section 5). This settles a conjecture by the current authors [7, Conj. 1] , although most cases, including all lattice polygons whose number of interior lattice points is not of the form (d−1)(d−2)/2, were already covered by Kawaguchi's work.
In Section 7 we apply the same method to near-gonal pencils, i.e. base-point free linear systems of the form g 1 γ+1 , where γ is the gonality. It again turns out that, apart from some reasonably well understood exceptions, every such pencil is combinatorial.
Then in Section 8, we prove that also the Clifford index and the Clifford dimension of C are fully determined by the combinatorics of ∆. This is again inspired by [28] , but thanks to our coverage of the case of smooth projective plane curves (i.e., curves of Clifford dimension 2) we are able to fill in the missing spots. In particular, we obtain a purely combinatorial criterion for determining whether C is birationally equivalent to a smooth projective plane curve or not.
Note that, as an immediate corollary to all this, we obtain that the gonality, the Clifford index and the Clifford dimension do not depend on the specific choice of our ∆-non-degenerate curve C.
Next, in Section 9, we show that the scrollar invariants associated to a combinatorial pencil (which specialize to the classical Maroni invariants in the case of a g 1 3 ) have a natural combinatorial interpretation. The same interpretation allows one to decide whether a given combinatorial pencil is complete or not.
Finally, Section 10 discusses a number of applications. One potential use of our results is as a tool for constructing examples of curves having certain prescribed invariants (and for finding lower bounds on the dimension of the corresponding moduli space). Among the other byproducts we find that
• any curve (not necessarily non-degenerate) admits at most one Weierstrass semigroup of embedding dimension two, • if C is a non-hyperelliptic smooth projective curve of genus g ≥ 2 in the n th Hirzebruch surface H n , then n is actually an invariant of C.
Notation, terminology and conventions
For lattice polygons ∆, ∆ ′ ⊂ R 2 , we say that ∆ is equivalent to ∆ ′ (notation: ∆ ∼ = ∆ ′ ) if ∆ ′ is obtained from ∆ through a unimodular transformation, i.e. through a transformation of the form
If A can be taken the unit matrix, we sometimes write ∆ ∼ = t ∆ ′ to emphasize that ∆ is obtained from ∆ ′ through a translation. Note that if a Laurent polynomial f = (i,j)∈∆∩Z 2 c i,j (x, y)
is ∆-non-degenerate (where (x, y) (i,j) means x i y j ) and η is a unimodular transformation, then f η = (i,j)∈∆∩Z 2 c i,j (x, y)
is η(∆)-non-degenerate, and U(f ) ∼ = U(f η ). (In fact, every unimodular transformation induces an automorphism of T 2 .) It is convenient to introduce a special notation for certain recurring polygons:
Here the bold-marked lattice point indicates the point (0, 0) ∈ R 2 (although we are usually interested in lattice polygons up to equivalence only). Thus Σ is the standard simplex, and dΣ (Minkowski multiple) is the Newton polygon of a generic degree d polynomial. If ∆ is a two-dimensional lattice polygon, we denote by ∆ (1) the convex hull of its interior lattice points. The boundary of ∆ is denoted by ∂∆.
Example. For d ≥ 3 one has (dΣ) (1) If ∆ (1) is two-dimensional, then the set of lattice polygons Γ for which Γ (1) = ∆ (1) admits a maximum with respect to inclusion [23, Lem. 9] . We denote this maximum by ∆ max . It can be characterized as follows. Write ∆ (1) as an intersection of half-planes = (i, j) ∈ R 2 < (i, j), v ℓ > ≥ −a ℓ − 1 .
When applying this construction to an arbitrary two-dimensional lattice polygon Γ, one ends up with a polygon Γ (−1) that is a lattice polygon if and only if Γ = ∆ (1) for some lattice polygon ∆; see [23, Lem. 11] for a proof of this convenient criterion. (If we call (i, j) ∈ R 2 < (i, j), v ℓ > = −a ℓ − 1 the outward shift of the edge corresponding to index ℓ, then a necessary, but generally insufficient condition for Γ (−1) to be a lattice polygon is that the outward shifts of the lines corresponding to any pair of adjacent edges intersect in a lattice point [23, Lem. 9] .) Remark. The criterion yields a method for algorithmically enumerating lattice polygons, as elaborated in [6] and [30, §4.4] . We will use this in the proofs of Theorem 6.1 and Theorem 7.2.
In Lemma 4.1 we will give a geometric interpretation of ∆ max . We use the notation Z(·) to denote the algebraic set associated to an ideal, and I(·) to denote the ideal of an algebraic set.
A curve is always assumed irreducible, but we don't a priori require it to be complete and/or smooth. By the genus of a curve C, which we denote by g(C), we always mean its geometric genus. The gonality of C will be denoted by γ(C). A canonical curve is a curve that arises as the canonical image of a non-hyperelliptic smooth projective curve of genus g ≥ 2. A canonical model of a curve C is a canonical curve that is birationally equivalent to C.
Divisors on toric surfaces
This section gathers some facts on divisors on toric surfaces. Our primary objective is to fix notation and terminology, but we also group some statements that are somewhat sprawled across our main references [14, 21] .
To a two-dimensional lattice polygon ∆ we can associate a projective toric surface Tor(∆) over k, in two ways:
• One can consider the (inner) normal fan Σ ∆ , and let Tor(∆) = Tor(Σ ∆ ) be the toric surface associated to it.
• One can define Tor(∆) as the Zariski closure of the image of
(where N = ♯(∆ ∩ Z 2 ) − 1). Explicit equations for Tor(∆) can be read from the combinatorics of ∆, as follows. To each (i, j) ∈ ∆ ∩ Z 2 one associates a variable X i,j . Then the ideal of Tor(∆) is generated by the binomials
. A result of Koelman states that one can restrict to n ∈ {2, 3}, and to n = 2 as soon as ∂∆ ∩ Z 2 ≥ 4, see [31, 37] .
Examples.
Both constructions give rise to the same geometric object by [14 (1) . Note that every complete fan in R 2 arises as some Σ ∆ . The self-action of T 2 yields an action of T 2 on ϕ ∆ (T 2 ) that naturally extends to an action on all of Tor(∆). The orbits of the latter are in a dimension-preserving one-to-one correspondence with the faces of ∆. Denote the Zariski closures of the one-dimensional orbits (corresponding to the edges of ∆ and to the rays of Σ ∆ ) by D 1 , . . . , D r . A Weil divisor that arises as a Z-linear combination of the D ℓ 's is called torus-invariant. An important example is K = − ℓ D ℓ , which is a canonical divisor [14, Thm. 8.2.3] . To a torus-invariant Weil divisor D = ℓ a ℓ D ℓ one can associate the polygon
where v ℓ is the primitive generator of the corresponding ray in Σ ∆ . It can be proven [14, Prop. 4.3.3] that
(here · denotes the k-linear span; we view x and y as functions on Tor(∆) through ϕ ∆ ).
Example. Let Σ be the fan given on the left, where the rays are enumerated as indicated. 
where Vol(·) denotes the Euclidean area, and the addition of polygons is in Minkowski's sense (see [21, §5.3 Example. We have ∆ ψ * O P N (1) ∼ = t ∆. Indeed, using (2) it is straightforward to construct a convex torus-invariant Cartier divisor D ∆ such that ∆ D ∆ = ∆. But then the global sections of O Tor(∆) (D ∆ ) and ψ * O P N (1) are naturally identified. Since both sheaves are globally generated, we find that
, from which the claim follows.
Non-degenerate curves as smooth curves on toric surfaces
We show how non-degenerate Laurent polynomials naturally give rise to smooth curves in toric surfaces, and discuss how the non-degeneracy condition can be relaxed slightly.
Much of the material below can be found (possibly in disguised terms) in [3, 9, 14] . On the other hand, Lemmata 4.1-4.4 seem new.
Non-degenerate curves. Let ∆ be a two-dimensional lattice polygon and consider a ∆-non-degenerate Laurent polynomial
Let C ⊂ Tor(∆) be the Zariski closure of ϕ ∆ (U(f )). The non-degeneracy of f implies that C cuts out a smooth codimension 1 subscheme in every T 2 -orbit of Tor(∆). Because Tor(∆) is normal [14, Thm. 3.1.5] , this is equivalent to saying that C is a smooth curve not containing any of the zero-dimensional toric orbits and intersecting the one-dimensional orbits transversally.
Note that C is just the hyperplane section
Therefore, if we view C as a Cartier divisor, then C ∼ ψ * O P N (1). In particular, C is strictly convex, and ∆ C ∼ = t ∆.
In general, Tor(∆) need not be smooth, which obstructs the application of various important theorems (such as the adjunction formula and Serrano's Theorem 6.4; the latter plays a central role in the proofs of Theorems 6.1 and 7.2). But there always exists a subdivision Σ ′ of Σ ∆ such that the induced birational morphism µ : Tor(Σ ′ ) → Tor(Σ ∆ ) is a resolution of singularities [14, Thm. 10.1.10] . Let C ′ be the strict transform of C under µ. By non-degeneracy, C ′ does not meet the exceptional locus of µ, so C ′ = µ * C ∼ = C. Note that C ′ is again Cartier and convex, although no longer strictly convex (unless Σ ′ = Σ ∆ ). It moreover remains true that ∆ C ′ ∼ = t ∆. To prove this, we can suppose that Σ ′ is obtained from Σ ∆ by inserting a single ray σ ′ (the general case then follows by repeating the argument). Let D 1 , . . . , D r−2 be the torus-invariant prime divisors on Tor(Σ ∆ ) corresponding to the rays of Σ ∆ that are non-adjacent to σ ′ , and let D 
does not meet the exceptional locus of µ). Now by adding a divisor of the form div(x i y j ) if needed, we see that C is linearly equivalent to a torus-invariant Weil divisor of the form 
(here x and y should be viewed as elements of the fraction field of
(1) (where the equivalence follows from the above), we recover the well-known fact that g(C) = ♯(∆ (1) ∩ Z 2 ). In fact, the method also shows that
where κ : C → P g(C)−1 is a canonical morphism. This seems less known, and will play an important role in Section 9. Note that, using that the canonical image is rational iff C is hyperelliptic, this observation implies that C is hyperelliptic iff the interior lattice points of ∆ are collinear; see [30, Lem. 3 
∆-toric curves. Let ∆ be a two-dimensional lattice polygon. We say that a Laurent
, and if the Zariski closure C of ϕ ∆ (U(f )) is a smooth curve in Tor(∆). The difference with ∆-non-degeneracy is that we allow C to contain some of the non-singular zero-dimensional orbits, or to be tangent to some of the one-dimensional orbits. It cannot pass through any of the singular zero-dimensional orbits, however: otherwise C, being Cartier, would be singular as well.
The condition that ∆(f ) (1) = ∆ (1) ensures that every edge of ∆ supports at least one non-zero term of f , which is sufficient to conclude that C again arises as a hyperplane section of Tor(∆). Therefore we still find that ∆ C ∼ = t ∆. All other conclusions of the preceding section remain valid, except that we now assume that Σ ′ does not subdivide a smooth cone of Σ ∆ ; if it would, then this could affect ∆ C . Since in practice there is no need for subdividing smooth cones, this is not an issue. In particular, we still find that there is a canonical map κ : C → P g(C)−1 satisfying (3).
Lemma 4.1. Assume that ∆ (1) is two-dimensional, so that κ(C) can be viewed as a curve in the toric surface Tor(∆ (1) ). Then ∆ κ(C) = ∆ max .
Proof. Since κ(C) is smooth, we can apply the adjunction formula (after resolving the singularities of Tor(∆ (1) ) if needed) to obtain a canonical divisor K C such that
where x and y are to be viewed as elements of the fraction field of k[x ±1 , y ±1 ]/(f ). On the other hand, being a canonical divisor, K C must arise as a hyperplane section of κ(C). Hence it must be the restriction to κ(C) of a hyperplane section of Tor(∆ (1) ). So after translating ∆ if needed, we also have
where again x and y should be considered modulo f . Now suppose that ∆ (1) κ(C) contains a lattice point (i 0 , j 0 ) ∈ Z 2 which is not contained in ∆ (1) . Then because
But because ∆(f ) (1) = ∆ (1) , the polynomial on the left cannot be a multiple of f , and we run into a contradiction. We conclude that ∆ (1) κ(C) ⊂ ∆ (1) , and since both polygons contain g(C) lattice points, actually equality holds. This immediately implies that ∆ κ(C) ⊂ ∆ max . But it also implies that
because all edges of ∆ κ(C) must be parallel to an edge of ∆ (1) , as we are working on Tor(∆ (1) ). The lemma follows.
A curve C/k is called ∆-toric if it is birationally equivalent to U(f ) for a ∆-toric Laurent polynomial f . This notion captures all smooth projective curves on toric surfaces: Lemma 4.2. Let C be a smooth projective curve on a toric surface, and assume that ∆ C is two-dimensional. Then C is ∆ C -toric.
Proof. The condition that ∆ C is two-dimensional ensures that C is not torus-invariant. Let Tor(Σ) be the given toric surface on which C is embedded. From the way ∆ C is constructed, one sees that Σ must be a subdivision of Σ ∆ C . Thus we have a blowdown map µ : Tor(Σ) → Tor(∆ C ). We claim that µ(C) is smooth and ∆ µ(C) ∼ = t ∆ C . Indeed, suppose that Σ ∆ C is obtained from Σ by deleting a single ray σ (the general case then follows by repeating the argument). Let D 1 be the torus-invariant prime divisor on Tor(Σ) corresponding to σ, and let D 4 , . . . , D r be the torus-invariant prime divisors corresponding to the rays of Σ that are non-adjacent to σ. By adding a divisor of the form div(x i y j ) if needed, we see that C is linearly equivalent to a torus-invariant Weil divisor of the form
It follows that D 1 · C = 0, i.e. C does not meet D 1 . But then µ(C) ∼ = C, and the fact that ∆ µ(C) ∼ = t ∆ C follows similarly. Thus we can assume that C is a smooth curve in Tor(∆ C ). Note that since C is not torus-invariant, it is a nef (hence convex) Cartier divisor by [14, Thm. 6.3.12(b,c)]. So it can be used as a substitute for D ∆ in the example concluding Section 3. We find that C must arise as a hyperplane section c i,j X i,j of Tor(∆ C ), and therefore as the Zariski
, where the equality follows from adjunction theory, and the inequality follows from H. Baker's bound [4] .
As a corollary, we obtain: Lemma 4.3. Let C be a smooth projective curve on a toric surface, and assume that ∆
C is two-dimensional then so is ∆ C . Therefore we can apply Lemma 4.2 to conclude that C is ∆ C -toric. By Lemma 4.1 we find that C has a smooth model in a toric surface (namely, the canonical model) whose associated polygon is ∆ max C . Another application of Lemma 4.2 then finishes the proof.
Remark. The above proof is compatible with torus embeddings. In particular, if f is a ∆-toric Laurent polynomial, then it is also ∆ max -toric, i.e. the Zariski closure C of ϕ ∆ max (U(f )) is a smooth curve in Tor(∆ max ). This observation will play an important role in the proofs of Theorems 6.1 and 7.2. It is in the same vein as Kawaguchi's notion of relative minimality [28, Def. 3.9] , and can be proven more directly, by noting that ∆ is obtained from ∆ max by clipping off a number of vertices, without affecting the interior. From Pick's theorem it follows that such a vertex is necessarily smooth, i.e. that the primitive normal vectors of its adjacent edges form a basis of Z 2 . Then locally around the corresponding zero-dimensional orbit, Tor(∆ max ) looks like A 2 with C passing smoothly through the origin. The smoothness of C outside these zero-dimensional orbits then just follows from the fact that f is ∆-toric.
Clearly every ∆-non-degenerate curve is ∆-toric. The converse implication may fail: Lemma 4.4. There exist instances of two-dimensional lattice polygons ∆, along with ∆-toric curves that are not ∆-non-degenerate. More precisely, let f = 1 +
Proof. Our proof uses the theory of trigonal curves. We need the following facts. If C/k is a trigonal curve of genus g ≥ 5, then the intersection of all quadrics containing its canonical model C can ⊂ P g−1 is a rational normal surface scroll S spanned by two rational normal curves R 1 and R 2 of respective degrees e 1 and e 2 , where e 1 ≤ e 2 . These numbers are uniquely determined and are called the Maroni invariants of C can . See [36, (4.11) ] for a proof, and [25, Ex. 8.17] and Section 9 for more background on this terminology. For our needs it is important that if e 1 < e 2 then R 1 is uniquely determined by S [25, Prop. 8.20(b) ]. It follows that in the case where e 1 < e 2 , the number of points at which C can is tangent to R 1 is an invariant of C, which we denote by t C . Now the reader can verify that f is indeed ∆-toric, i.e. the Zariski closure C of ϕ ∆ (U(f )) is a smooth curve in Tor(∆). Note that C is a trigonal curve of genus 5, since it is nonhyperelliptic by [30, Lem. 3.2.9] and the map U(f ) → T 1 : (x, y) → x is of degree 3. Let C can be the canonical model obtained by taking the Zariski closure of
Since the latter surface is generated by quadrics, it must be our rational normal scroll S. The scrollar structure can easily be made explicit in this case. In particular, one verifies that e 1 = 1 and e 2 = 2, and that the line R 1 is the Zariski closure of the T 2 -orbit of Tor(∆ (1) ) corresponding to the top edge of ∆ (1) . Now remark that Σ ∆ = Σ ∆ (1) , so we have a natural isomorphism µ : Tor(∆ (1) ) → Tor(∆), which is compatible with the respective embeddings of T 2 in Tor(∆ (1) ) and Tor(∆), i.e. ϕ ∆ = µ • ϕ ∆ (1) . In particular µ(C can ) = C, and because µ behaves well with respect to the toric orbits we find that t C can be interpreted as the number of points at which C is tangent to the Zariski closure of the T 2 -orbit of Tor(∆) corresponding to the top edge of ∆. Using this, one easily checks that t C = 1. On the other hand, the same reasoning shows that if U(f ) were ∆-non-degenerate, then t C would be 0.
Remarks.
• It is not possible to construct similar counterexamples for every two-dimensional lattice polygon. For instance, let ∆ = dΣ for some integer d ≥ 1, so that Tor(∆) ∼ = P 2 . Then every ∆-toric curve is ∆-non-degenerate. Indeed, using an automorphism of P 2 , every smooth projective plane curve can be positioned in such a way that it does not contain any of the coordinate points, and such that it intersects the coordinate axes transversally.
• In all theorems and lemmata appearing in Sections 6 to 9 of this paper (which contain our main results), the notions of being ∆-non-degenerate and ∆-toric are interchangeable, i.e. only the property of being ∆-toric is used in the proofs. For instance:
] be non-degenerate with respect to its Newton polygon ∆ = ∆(f ). Then the gonality of U(f ) equals lw(
, in which case it equals 3. from Section 6 can be replaced by the slightly stronger statement that the gonality of a ∆-toric curve equals lw(∆ (1) ) + 2, unless ∆ (1) ∼ = Υ, in which case it equals 3. We have chosen to state our main results in a toric-geometry-free language, however.
Lattice directions and combinatorial pencils
Lattice directions. A lattice direction is just a primitive element of Z 2 . For a non-empty lattice polygon ∆ and a lattice direction v = (a, b), the width of ∆ with respect to v is the minimal d for which there exists an m ∈ Z such that ∆ is contained in the strip
Example. The width of dΣ with respect to (1, 1) is 2d, while its width with respect to
, the number of lattice directions computing d is finite.
Proof. It suffices to prove that for each d, the number of lattice directions v for which w(∆, v) ≤ d is finite. Since ∆ is two-dimensional we may assume that it contains the standard simplex Σ (see e.g. 
where
(The reason for the −1 term will become clear in Section 9.)
The lattice width of ∆ is lw(∆) = min
Equivalently, lw(∆) is the minimal d such that ∆ is unimodularly equivalent to a lattice polygon that is contained in a horizontal strip of height d; for the latter, two lattice directions computing the lattice width are (±1, 0). If a lattice direction computes the lattice width, we call it a lattice width direction for ∆.
follows from the fact that every edge of dΣ contains d + 1 lattice points.
A convenient tool for computing lw(∆) is given by (i) from Lemma 5.2 below, which gathers some useful facts about the lattice width:
(ii) A lattice width direction for ∆ is also a lattice width direction for ∆ (1) ; if moreover Proof. For (i) and (ii) see [7, Thm. 4] or [32, Thm. 13] .
Claim (iii) can be proved by induction, as follows. Let v = (a, b) be a lattice width direction for ∆ and let m be such that ∆ is contained in the strip m ≤ aY − bX ≤ m + lw(∆). We have to show that for each ℓ = 1, . . . , lw(∆)−1 there exists an (i, j) ∈ ∆ (1) ∩Z 2 such that aj − bi = m + ℓ. Now (i) implies that this must be the case for ℓ = 1 and ℓ = lw(∆) − 1, while from (ii) it follows that v is also a lattice width direction for ∆ (1) . So the claim follows by recursively applying it to ∆ (1) ; if at some point ∆ (1) happens to be of the form dΣ for some d ≥ 2 then the claim can be verified explicitly.
For (iv) see [16] .
To prove (v), let v 1 , v 2 be lattice width directions for ∆ for which |det(v 1 , v 2 )| > 1. Using a unimodular transformation if needed, we can assume that v 1 = (1, −1) and v 2 = (a, b) with a, b > 0, and that ∆ is contained in the strips 0 ≤ Y + X ≤ lw(∆) and 0 ≤ aY − bX ≤ lw(∆).
Thus ∆ is contained in the parallelogram
The horizontal width of this parallelogram equals (a + 1)lw(∆)/(a + b), while its vertical width equals (b + 1)lw(∆)/(a + b). By the definition of lw(∆) it follows that a = b = 1, so that |det(v 1 , v 2 )| = 2. Moreover, these four vertices must be actual vertices of ∆. In particular, they must be contained in Z 2 , from which one sees that lw(∆) is even, and [20] . 
in this case.
Example. Let ∆ be the lattice polygon for which lw(∆) = 4 (as can be seen by applying Lemma 5.2.(i)). Clearly ±(1, 0) and ±(0, 1) are lattice directions computing lw(∆). It is also immediate that ∆ ∼ = dΓ Remark. Lemma 5.2.(iii) can also be proven using the well-known geometric fact that gonality pencils are always complete, by combining Theorem 6.1 and Corollary 9.3 below.
Combinatorial pencils. Returning to the geometric side, let ∆ be a two-dimensional lattice polygon, let v = (a, b) be a lattice direction, let f ∈ k[x ±1 , y ±1 ] be a ∆-non-degenerate (or ∆-toric) Laurent polynomial, and let C ⊂ Tor(∆) be the corresponding smooth projective curve (i.e. the Zariski closure of ϕ ∆ (U(f )), where ϕ ∆ is as in Section 3). Then the rational map U(f ) → T 1 : (x, y) → x a y b extends to a degree w(∆, v) morphism C → P 1 . Let g v be the corresponding base-point free pencil. A pencil on C that arises as g v for some lattice direction v is called combinatorial.
The number of combinatorial pencils is countable; in fact, by Lemma 5.1 there is only a finite number of combinatorial pencils of each given degree. Note that the minimal degree of a combinatorial pencil is lw(∆), from which we immediately find that the gonality γ(C) of C is bounded from above by lw(∆). As we will see in Section 6, typically equality holds.
The correspondence between pairs ±v of lattice directions and combinatorial pencils is usually 1-to-1, but there are counterexamples. For instance, let ∆ be a primitive lattice parallelogram, i.e. a polygon of the form conv{(0, 0),
Assume that f is supported on the vertices of ∆ only, i.e.
and that the coefficients c i,j are sufficiently generic. Then the fiber of
From this it follows that
Example with v 1 = (3, 2) and v 2 = (1, 0). The graph below shows the (real affine) zero locus of
The dashed line cuts out a typical fiber of x 3 y 2 , which is also a fiber of x.
The same construction works if ∆ = conv{(0, 0), v 1 , v 2 }. The lemma below (along with its proof) shows that all counterexamples are of these forms:
Lemma 5.3. Let v 1 = ±v 2 be two lattice directions, and assume that ∆ does not arise as (a translate of ) the primitive lattice triangle or parallelogram spanned by v 1 and v 2 .
Proof. We can assume that w(∆, v 1 ) = w(∆, v 2 ) (because otherwise g v 1 and g v 2 have distinct degrees and there is nothing to prove); denote this common value by d. Suppose by contradiction that g v 1 = g v 2 . We will show that f is supported on two lines that are parallel to v 1 , and that two supporting points on the same line must be obtained from one another by adding or subtracting v 1 . By symmetry, the same conclusion must then also hold for v 2 , from which it immediately follows that ∆ is a translate of the primitive lattice triangle or parallelogram spanned by v 1 and v 2 (and that f is supported on its vertices only).
We can arrange that v 2 = (1, 0) (so that g v 2 corresponds to (x, y) → x) and that v 1 = (a, b) where b > 0. Let α, β be such that 1 = αb − βa, so that we can write 
for approprate univariate Laurent polynomials g 1 , g 2 . It follows that f is supported on two lines parallel to v 1 = (a, b). 
] be non-degenerate with respect to its Newton polygon ∆ = ∆(f ). Suppose that ∆ (1) is not equivalent to any of the following:
Then every gonality pencil on (the smooth projective model of ) U(f ) is combinatorial.
Remark. In case ∆ (1) is among Υ, 2Υ, Γ (1) can be analyzed case by case:
is rational, hence of gonality 1.
is birationally equivalent to a smooth projective plane curve of degree d, hence of gonality d − 1 by a result of Namba [35] (a proof can also be found in [39, Prop. 3.13] ).
• If ∆
(1) ∼ = Υ then U(f ) is a non-hyperelliptic curve of genus 4, hence of gonality 3.
is birationally equivalent to a smooth intersection of two cubics in P 3 , hence of gonality 6 by a result of Martens (see [7, Thm. 9] for more details).
is a non-hyperelliptic, non-trigonal curve of genus 5 by [7, Lem. 3] , hence of gonality 4. We conclude:
] be non-degenerate with respect to its Newton polygon ∆ = ∆(f ). Then the gonality of U(f ) equals lw(∆ (1) )+2, unless ∆ (1) ∼ = Υ (i.e. ∆ ∼ = 2Υ), in which case it equals 3.
Unless ∆
(1) ∼ = Υ we can even read off the number of gonality pencils:
] be non-degenerate with respect to its Newton polygon ∆ = ∆(f ).
• If ∆ (1) = ∅ then there is a unique gonality pencil.
(1) ∼ = Υ then the number of gonality pencils is at most 2.
, then there are infinitely many gonality pencils.
• In all other cases the number of gonality pencils equals the number of lattice width directions. In particular, the number of gonality pencils is at most 4, and the bound is met iff ∆ (1) Remarks.
• Corollary 6. (1) ∼ = Υ (i.e. if ∆ ∼ = 2Υ), then a combinatorial gonality pencil cannot exist. The same conclusion holds for ∆ ∼ = dΣ for d ≥ 2. In all other cases, there exists at least one combinatorial gonality pencil.
• In case ∆
(1) ∼ = Υ then both one and two g 1 3 's can occur, depending on whether the quadric on which the curve canonically embeds is singular or not [26, Ex. IV.5.5.2].
• Let k ′ be an arbitrary field of characteristic 0 with algebraic closure k.
] is non-degenerate with respect to its Newton polygon when considered as a Laurent polynomial over k.
, the preceding remark lends prudent support in favor of a conjecture by M. Baker (stating that the gonality of a graph equals the gonality of the associated metric graph [2, Conj. 3.14]) in the case of graphs associated to regular subdivisions of lattice polygons [7, Err. §1].
• If ∆ (1) is neither among the polygons excluded in Theorem 6.1, nor of the form dΓ 5 1 for some d ≥ 2, then Lemma 5.2.(v) implies that two different gonality pencils on U(f ) are always independent, in the sense that they span a base-point free linear system of rank 2, defining a morphism U(f ) → P 2 that induces a birational equivalence between U(f ) and its image. (For general lattice directions v 1 = ±v 2 the morphism C → P 2 defined by g v 1 and g v 2 induces a degree |det(v 1 , v 2 )| cover.) See [11, (1. 2)] for more background on this terminology.
We now give a proof of Theorem 6.1. We recall that the main ideas are taken from Kawaguchi [28] , but that our proof covers the case where U(f ) is birationally equivalent to a smooth projective plane curve (the key ingredient here being the block of text surrounding (7) below).
Proof of Theorem 6.1. Let g = ♯(∆ (1) ∩ Z 2 ) be the geometric genus of U(f ). Note that our assumptions imply g ≥ 2. Then recall that lw(∆ (1) is two-dimensional and that U(f ) is of gonality γ ≥ 3.
As explained in Section 4, f is ∆ max -toric, i.e. ϕ ∆ max (U(f )) completes to a smooth projective curve C ⊂ Tor(∆ max ). Let Σ ′ be a minimal smooth subdivision of Σ ∆ max and let µ : Tor(Σ ′ ) → Tor(Σ ∆ max ) be the corresponding birational morphism. Let C ′ be the strict transform of C under µ. Because the smooth subdivision was chosen minimal, C ′ does not meet the exceptional locus of µ. In particular, µ| C ′ is an isomorphism of curves and ∆ C ′ ∼ = t ∆ max . Since Tor(Σ ′ ) is smooth, every Weil divisor is Cartier. By the BKK theorem (recall that C ′ is a convex divisor),
where the third and fourth (in)equalities follow from Lemma 5.2.(i,vi). For small lattice widths this bound can be improved: using the data from [6] one can computationally verify that
(remark that by Pick's theorem it suffices to verify these inequalities for small genus only). Magma code assisting the reader in this can be found in the accompanying file gonal.m. The patient reader can also do an elaborate analysis by hand, following Kawaguchi [28, Props. 3.10-3.12,4.3]. We stress that for these bounds it is essential that ∆ max is maximal and that ∆ (1) is not among the polygons listed in (5). We now come to the heart of the proof. Let p : C ′ → P 1 be a morphism of degree γ. A theorem by Serrano [39, Thm. 3.1] states that if C ′2 > (γ + 1) 2 then p can be extended to a morphism Tor(Σ ′ ) → P 1 . From this it follows that p is combinatorial (as explained the last paragraph of the proof). Unfortunately, in general we only have that
(but note that for 'most' lattice polygons, the stronger bound C ′2 > (γ + 1) 2 does hold). To bridge this, we follow an approach of Harui [27] , who dug into Serrano's proof to extract Theorem 6.4 below.
We proceed by contradiction: assume that p cannot be extended to all of Tor(Σ ′ ). Then by Theorem 6.4 (note that C ′2 > 4γ) there exists an effective divisor V on Tor(Σ ′ ) satisfying
where s = V 2 . We may assume that V is torus-invariant, i.e. V = a ℓ D ℓ for certain integers a ℓ (where the D ℓ 's are the torus-invariant prime divisors of Tor(Σ ′ )). Our bounds on C ′2 imply that γ ≥ 4 and that s = 1, except possibly if γ ∈ {6, 7, 8}, in which case we can only conclude s ∈ {1, 2}.
We claim that this implies h 0 (Tor(Σ ′ ), V ) ≤ s + 1. Suppose not, then ∆ V contains at least s + 2 lattice points. Let Γ be the convex hull of the lattice points in ∆ V and let
• Suppose that, up to a unimodular transformation, Γ contains a horizontal line segment I of length ≥ 2. Then
where the first inequality follows because MV is an increasing function.This contradicts C ′ · V ≤ γ + s.
• So we can assume that Γ does not contain such a line segment.
-If s = 1 then Γ contains at least 3 non-collinear lattice points. But then, by applying a unimodular transformation if needed, we may assume that Σ ⊂ Γ. One finds
where d is the smallest integer such that ∆ max is contained in a translate of dΣ (indeed, this follows from Bézout's theorem). Then ∆ (7) we conclude that C ′ · V ≥ lw(∆) + 2. This contradicts C ′ · V ≤ γ + 1. -If s = 2 then Γ contains at least 4 lattice points. By our assumption that it contains no line segment of integral length 2, we can assume ⊂ Γ or Υ ⊂ Γ, again by applying a unimodular transformation if needed. In the former case we have
where (a, b) is the 'bidegree' of f , i.e. the minimal couple of values for which ∆ max is contained in a translate of [0, a] × [0, b]. This follows from the BKK theorem applied to Tor( ) = P 1 ×P 1 , and implies that C ′ ·V ≥ 2 lw(∆) ≥ 2γ. In the latter case, by the BKK theorem applied to Tor(Υ), one similarly finds
where d is the smallest integer such that ∆ max is contained in a translate of dΥ. Because
we find that
γ. In both cases this contradicts C ′ · V ≤ γ + 2; recall that γ ≥ 6 in the s = 2 case.
γ can be proven more easily by noting that Υ contains a line segment of integral length 3 2 ; however, the argument using (8) will reappear in the proof of Theorem 7.2, so we have included it for the sake of consistency.
The claim follows.
Then, since h 0 (Tor(Σ ′ ), V ) ≤ s+1 and because a lattice polygon having at most 3 lattice points cannot have any interior lattice points, we deduce that h 0 (Tor(Σ ′ ), V + K) = 0, with K = − ℓ D ℓ the canonical divisor from Section 3. The Riemann-Roch theorem yields that 1 2
But then Riemann-Roch also tells us that
Thus we run into the desired contradiction, and we conclude that p can be extended to all of Tor(Σ ′ ). Letp :
. Now by tensoring the short exact sequence
with O Tor(Σ ′ ) (F ) and taking cohomology, we find the exact sequence
which proves that h 0 (Tor(Σ ′ ), F ) ≤ 2. Thus |F | is a linear system of rank 1, i.e. every element of |F | is a fiber ofp. Let D be a torus-invariant divisor that is equivalent to F .
By translating if necessary we may assume that (0, 0) ∈ ∆ D , so that D is effective. But then D ∈ |F | and
for some primitive (a, b) ∈ Z 2 . We find thatp| T 2 : (x, y) → x a y b (up to an automorphism of P 1 ), i.e. the corresponding gonality pencil is combinatorial.
Theorem 6.4 (Serrano, 1987) . Let C be a smooth projective curve on a smooth projective surface S, and let p : C → P 1 be a surjective morphism of degree d. Suppose that C 2 > 4d and that p cannot be extended to a morphism S → P 1 . Then there exists an effective divisor V on S for which
Proof. By contradiction. Suppose that such an effective divisor V does not exist, then one can replace Claim 6 in Serrano's proof [39, p. 401 ] by the following reasoning (the text below does not make sense without Serrano's paper at hand): Claim 6: a = 0. Suppose that a > 0. Then V 1 is an effective divisor such that 0 < V
On the other hand,
Since V 2 = C − V 1 this contradicts our hypothesis. Hence, a = 0. The rest of the proof can be copied word by word.
Near-gonal pencils
By a near-gonal pencil on a smooth projective curve C/k we mean a base-point free g 1 γ(C)+1 (note that such pencils need not exist). The method of the previous section can be adapted to show that, apart from some reasonably well-understood exceptional instances of ∆, every near-gonal pencil on a ∆-non-degenerate curve is combinatorial.
It is convenient to state our main result in terms of the lattice size, a notion to which we have devoted a separate paper [8] . If ∆ = ∅, then its lattice size is defined as the minimal integer d ≥ 0 such that ∆ is equivalent to a lattice polygon that is contained in dΣ. We denote this integer by ls(∆), and let ls(∅) = −2. If ∆ is two-dimensional then, as in the case of the lattice width (cf. Lemma 5.2.(i)), there exists an expression for ls(∆) in terms of ls(∆ (1) ), allowing one to compute ls(∆) by gradually peeling off the polygon [8, Thm. 6]. For our needs, the main result of [8] can be reformulated as follows:
] be non-degenerate with respect to its Newton polygon ∆ = ∆(f ). Then the minimal degree of a (possibly singular) projective plane curve that is birationally equivalent to U(f ) is bounded by ls(
, then it is moreover bounded by 3d − 1.
Remarks.
(1) ∼ = (d − 1)Υ then ls(∆ (1) ) + 3 = 3d (as can be verified using [8, Thm. 6] ). So the second bound is sharper in this case.
• We expect that the (smallest applicable) bound of Theorem 7.1 is in fact sharp; see [8, §5] for an according discussion.
Our main result is as follows:
] be non-degenerate with respect to its Newton polygon ∆ = ∆(f ), and let γ be the gonality of U(f ). Suppose that ls(∆ (1) ) ≥ lw(∆ (1) ) + 2 (9) and that ∆ (9) implies that U(f ) is birationally equivalent to a (possibly singular) plane curve of degree at most γ + 2. Indeed: • If ∆
(1) ∼ = Υ but ls(∆ (1) ) < lw(∆ (1) ) + 2, then by Corollary 6.2 the assumption can be rephrased as ls(∆ (1) ) < γ. Along with Theorem 7.1 this implies that U(f ) has a projective plane model of degree at most γ + 2.
It follows that U(f ) must have a plane model of degree exactly γ + 1 or γ + 2, because a model of degree at most γ would contradict that γ equals the gonality (by projecting from a point on this plane model). But then there exist infinitely many base-point free g we can find a point on this curve, the general secant through which is not a multisecant. Projecting from this point gives a birational equivalence with a plane curve of degree 8, and hence we again obtain infinitely many g (1) ∼ = 3Υ, then ∆ ∼ = 4Υ and U(f ) is a curve of genus 19 that is birationally equivalent to a smooth intersection of Tor(Υ) and a quartic in P 3 . By Theorem 6.1 our curve is 8-gonal, and there are exactly three g 1 8 's. Geometrically, the three g 1 8 's can be visualized as pencils of planes through the three lines of Tor(Υ). By the trisecant lemma we can find a point on the curve that is (1) not contained in any of these three lines, and (2) the general secant line through which is not a multisecant. Projecting from such a point gives a birational map to a plane curve of degree 11, the map being birational because of condition (2) . Genus considerations yield that the curve must be singular. Moreover, the singular points all have multiplicity 2. Indeed, if there were a singularity of multiplicity 3, the pencil of lines through this point would cut out one of our g 1 8 's, which is impossible by condition (1). On the other hand, a singularity of higher multiplicity would contradict that the gonality is 8. Then projecting from such a singular point of multiplicity 2 yields a base-point free g 1 9 . We leave it to the reader to verify that there are indeed no combinatorial g 
is non-degenerate with respect to its Newton polygon, while U(f ) admits a rational map
x 3 y of degree 5, and therefore carries a base-point free g 1 5 . Moduli-theoretic considerations then allow one to draw the same conclusion for a non-empty open subset of the space of Laurent polynomials f ∈ k[x ±1 , y ±1 ] that are supported on ∆. Unfortunately, this does not prove the corresponding statement for all ∆-non-degenerate (or ∆-toric) Laurent polynomials, even though we believe that it should be true. But in any case this shows that the exclusion of Γ 8 is also necessary. We now prove Theorem 7.2:
Proof of Theorem 7.2. This is very similar to the proof of Theorem 6.1. Let g = ♯(∆ (1) ∩ Z 2 ) be the geometric genus of U(f ). The assumptions imply that g ≥ 3. Because hyperelliptic curves of genus at least 3 never carry a base-point free g 1 3 , we can assume that ∆
(1) is two-dimensional and that U(f ) is of gonality γ ≥ 3. As before, let C be the Zariski closure of ϕ ∆ max (U(f )) inside Tor(∆ max ), let Σ ′ be a minimal smooth subdivision of Σ ∆ max , let µ : Tor(Σ ′ ) → Tor(Σ ∆ max ) be the corresponding birational morphism, and let C ′ be the strict transform of C under µ. Recall that C ′2 ≥ 3 4 γ 2 . Using the data from [6] , our list of sharpened lower bounds (6) can be adapted and extended to
unless ∆ max is equivalent to one of the following three polygons, ∆ 1 ∆ 2 ∆ 3 whose respective lattice widths and doubled volumes are 5, 6, 6 and 25, 32, 33. See the accompanying Magma file neargonal.m for assistance in verifying these bounds. It is again essential that ∆ max is maximal and that ∆ (1) is not among the polygons excluded in theénoncé (recall that this is a strict extension of the list of polygons that were excluded in Theorem 6.1).
For now, assume that ∆ max ∼ = ∆ 1 , ∆ 2 , ∆ 3 : we will deal with these polygons later. Consider a base-point free g 1 γ+1 on C ′ and let p : C ′ → P 1 be a corresponding morphism of degree γ + 1 (which exists precisely because our g 1 γ+1 is base-point free). Assume that p cannot be extended to all of Tor(Σ ′ ). Because C ′2 > 4(γ + 1) we can apply Serrano's Theorem 6.4 to obtain the existence of an effective divisor V on Tor(Σ ′ ) for which
where s = V 2 . The bounds on C ′2 imply that s = 1, except possibly if γ ∈ {4, . . . , 13} in which case s ∈ {1, 2}.
We claim that this implies h 0 (Tor(Σ ′ ), V ) ≤ s + 1. Suppose not, and let Γ be as in the proof of Theorem 6.1, i.e., it is a lattice polygon containing at least s + 2 lattice points, with the property that C ′ · V ≥ MV(∆ max , Γ).
• If Γ contains a line segment of integral length 2, then as before it follows that C ′ · V ≥ 2γ, which contradicts C ′ · V ≤ γ + 1 + s (note that s = 1 in case γ = 3).
-If s = 1 it therefore suffices to consider the case where Γ contains Σ (after performing a unimodular transformation if needed). We again find C ′ · V ≥ d where d ≥ 0 is the smallest integer such that ∆ max is contained in a translate of dΣ. By definition of the lattice size, it follows that
Here the second inequality follows from [8, Eq. (2)], the third inequality follows from (9) , and the fourth inequality follows from Lemma 5.2.(i). This contradicts that C ′ · V ≤ γ + 1 + s = γ + 2.
-If s = 2 then we can assume that γ ≥ 4 and that Γ contains a unimodular copy of either or Υ. As before we respectively find that C ′ · V ≥ 2γ and
γ. In the former case this contradicts C ′ · V ≤ γ + 1 + s. In the latter case, the contradiction follows for γ ≥ 7 only. To deal with the case where γ ≤ 6, note that (8) can be rewritten as
where the last equality follows from Corollary 6.2, and the strict inequality in the middle holds because the lattice width of a strict subpolygon of dΥ is strictly less than 2d (we excluded the possibility that ∆ max ∼ = 2Υ, 3Υ in thé enoncé). It follows that for γ ≤ 6, the bound
γ can be refined to
(γ + 1), which is now sufficient to contradict C ′ · V ≤ γ + 1 + s.
So we conclude that indeed h 0 (Tor(Σ ′ ), V ) ≤ s + 1. As in the proof of Theorem 6.1, along with s ≤ 2 this again implies that h 0 (Tor(Σ ′ ), V + K) = 0. The remainder of the proof is an exact copy of the corresponding part of the proof of Theorem 6.1 (except in the last paragraph, where now F · C ′ = γ + 1, but this doesn't affect the argument). It remains to deal with the case where ∆ max is among ∆ 1 , ∆ 2 , ∆ 3 . Here (11) only allows us to conclude s ∈ {1, 2, 3}. If s ∈ {1, 2} then the above proof applies, so we can assume s = 3. We claim that in this case h 0 (Tor(Σ ′ ), V ) ≤ 3. Suppose not, then there exists a lattice polygon Γ containing at least 4 lattice points, with the property that
• If Γ contains a line segment of integral length 2 then we again run into a contradiction (note that we only consider γ = 5 and γ = 6).
• If not then we can again assume that ⊂ Γ or Υ ⊂ Γ. In the former case the bound C ′ · V ≥ 2γ suffices to run into contradiction (again using that γ = 5, 6). In the case Υ ⊂ Γ, the above sharpened bound C ′ · V ≥ 3 2
(γ + 1) results in a contradiction for ∆ 2 and ∆ 3 , but remains insufficient in the case of ∆ 1 . Now it is not hard to see that there is no unimodular transformation mapping ∆ 1 inside 3Υ. Indeed, because the lattice width of a subpolygon of 3Υ that misses two vertices of 3Υ is at most 4, we find that a unimodular copy of ∆ 1 inside 3Υ should have an edge in common with 3Υ. But ∆ 1 contains only one edge having 4 lattice points, and the width of ∆ 1 with respect to the direction of this edge is 8. So ∆ 1 can indeed impossibly fit inside 3Υ. It follows that the smallest multiple of Υ containing a unimodular copy of ∆ 1 is 4Υ, from which
This gives the desired contradiction. So we conclude that indeed h 0 (Tor(Σ ′ ), V ) ≤ 3. This implies that h 0 (Tor(Σ ′ ), V +K) = 0, and the rest of the argument can be copied word by word.
Remark. Kawaguchi's proof technique should in principle allow one to obtain similar theorems on base-point free γ 1 γ+n 's for n = 2, 3, . . . Here condition (9) will have to be replaced by ls(∆ (1) ) ≥ lw(∆ (1) ) + n + 1.
However, an increasing number of exceptional polygons are expected to come into play, both for geometric reasons (definitely, more and more multiples of Υ will show up) and for proof-technical reasons (as in the case of ∆ 1 , ∆ 2 , ∆ 3 in the above proof). This might be feasible for n = 2, although we did not try this in detail. For higher values of n we expect a complete classification to become very complicated.
Clifford index and Clifford dimension
To a smooth projective curve C/k of genus g ≥ 4 one can associate its Clifford index
(where K is a canonical divisor on C) and its Clifford dimension cd(C) = min{ r | there exists a g r d realizing ci(C)}; see [19] . In the case of a singular and/or non-complete curve C/k, we define ci(C) and cd(C) to be the corresponding quantities associated to its smooth complete model. In this section we give a combinatorial interpretation for the Clifford index and the Clifford dimension. Again the key trick is due to Kawaguchi [28, Proof of Thm. 1.3.(iii)], but thanks to our more careful analysis of the planar curve case we obtain a complete statement.
] be non-degenerate with respect to its Newton polygon ∆ = ∆(f ) and suppose that ♯(
(1) ∼ = 2Υ then ci(U(f )) = 3 and cd(U(f )) = 3, • in all other cases ci(U(f )) = lw(∆ (1) ) and cd(U(f )) = 1.
Proof. The first three cases correspond to smooth projective plane curves of degree d ≥ 5, non-hyperelliptic curves of genus 4, resp. smooth intersections of pairs of cubics in P 3 , while the cases
3 correspond to non-hyperelliptic, non-trigonal curves of genus 5. In these situations the Clifford index and the Clifford dimension are well-known; see [19, pp. 174-175] and [17, p. 225] . In all other cases Corollary 6.3 yields that the number of gonality pencils is finite, while from Corollary 6.2 we know that γ(U(f )) = lw(∆ (1) ) + 2. A result by Coppens and Martens [13] (see the discussion preceding [13, Thm. B]) then implies that ci(U(f )) = lw(∆ (1) ). By definition of the Clifford dimension, this implies cd(U(f )) = 1.
Remark. For curves C/k of genus 1 ≤ g ≤ 3 one sometimes defines
• ci(C) = 1 if C is a non-hyperelliptic genus 3 curve, and ci(C) = 0 if not,
• cd(C) = 1.
With these conventions, Theorem 8.1 remains valid when one replaces the condition
] be non-degenerate with respect to its (two-dimensional) Newton polygon ∆ = ∆(f ). Then U(f ) is birationally equivalent to a smooth projective plane curve if and only if
Proof. The 'if' part is easily verified. As for the 'only if' part, let g be the geometric genus of U(f ), which is necessarily of the form (d − 
Scrollar invariants
We begin by recalling some facts on rational normal scrolls and on scrollar invariants. Our main references are [18] , [25, §8.26-29] and [38, §1-4] .
Let n ∈ Z ≥1 and let E = O(e 1 ) ⊕ · · · ⊕ O(e n ) be a locally free sheaf of rank n on P 1 . Denote by π : P(E) → P 1 the corresponding P n−1 -bundle. We assume that 0 ≤ e 1 ≤ e 2 ≤ . . . ≤ e n and that e 1 + e 2 + · · · + e n ≥ 2. Set N = e 1 + e 2 + . . . + e n + n − 1. A rational normal scroll of type (e 1 , . . . , e n ) in P N is the image of the induced morphism
composed with an isomorphism PH 0 (P(E), O P(E) (1)) → P N . The dimension of a rational normal scroll of type (e 1 , . . . , e n ) equals n, while its degree equals e 1 + . . . + e n = N − n + 1. This means that the classical lower bound deg(X) ≥ codim P N (X) + 1 for projective varieties X ⊂ P N that are not contained in any hyperplane is attained. Varieties for which this holds are said to have minimal degree. They have been classified by Del Pezzo (the surface case, 1886) and Bertini (1907): any projective variety of minimal degree is a cone over a smooth such variety, and the smooth such varieties are exactly the rational normal scrolls with e 1 > 0, the quadratic hypersurfaces, and the Veronese surface in P 5 . See [18] for a modern proof. There is an easy geometric way of describing rational normal scrolls. Consider linear subspaces P e 1 , . . . , P en ⊂ P N that span P N . In each P e ℓ , take a rational normal curve 2 of degree e ℓ , e.g. parameterized by
Then
is a rational normal scroll of type (e 1 , . . . , e n ), and conversely every rational normal scroll arises in this way. The scroll is smooth if and only if e 1 > 0. In this case µ : P(E) → S is an isomorphism. If 0 = e 1 = . . . = e ℓ < e ℓ+1 with 1 ≤ ℓ < n, then the scroll is a cone with an (ℓ − 1)-dimensional vertex. In this case µ : P(E) → S is a rational resolution of singularities. Outside the exceptional locus, our P n−1 -bundle π : P(E) → P 1 corresponds to S \ S sing → P 1 : Q ∈ ν 1 (P ), . . . , ν n (P ) → P.
Abusing notation, we denote this map also by π. Abusing terminology, when talking about the fiber of π above a point P , we mean the whole space ν 1 (P ), . . . , ν n (P ) . Now let C ⊂ P g−1 be a canonical curve of genus g ≥ 3 and fix any pencil g
, denote by D its linear span (if D is the sum of γ distinct points, the linear span of D is just the linear span of these points; in general the multiplicities have to be taken into account, see [38, §2.3] ). The Riemann-Roch theorem implies that h
, from which it follows that the dimension of D equals
This does not depend the specific choice of D. In particular, if our g
It is clear that S is a (d − h 0 (C, D) + 1)-dimensional scroll containing the curve C. One can show that S is actually a rational normal scroll (see [18, Thm. 2] or [38, (2.5)]).
Remark. As soon as our g 1 d is base-point free, C does not meet the singular locus of S. In this case, the restriction of π to C is a dominant rational map of degree d.
Let (e 1 , . . . , e n ) be the type of S. Then the numbers e 1 , . . . , e n are called the scrollar invariants of C with respect to g 1 d . When we talk about the scrollar invariants of C, without making reference to a specific pencil, we always mean the scrollar invariants with respect to a gonality pencil, but note here that this may depend on the choice of the latter (in which case the terminology is avoided). In the trigonal case the notion is well-behaved, and here the scrollar invariants are better known under the name Maroni invariants. 3 The scrollar invariants of an arbitrary non-hyperelliptic curve C/k of genus g ≥ 3 with respect to a pencil g |D| is complete and base-point free then n = d − 1, and the scrollar invariants can alternatively be described as follows:
See [38, (2.4) ] for more details, as well as a treatment of the general case (where our g
is not necessarily complete and/or base-point free).
3 Unfortunately, the existing literature is ambiguous at this point: sometimes one talks about the Maroni invariant of a trigonal curve, in which case one could mean either e 2 or e 2 − e 1 .
Remark. From this description it follows that if our g The main result of this section is as follows.
] be non-degenerate with respect to its Newton polygon ∆ = ∆(f ), and assume that ∆ (1) is two-dimensional. Let v be a lattice direction. Then the multiset of scrollar invariants of U(f ) with respect to g v equals the multiset of nonnegative width invariants of ∆ with respect to v.
Proof. Let d = w(∆, v), so that g v is a base-point free g 
where ℓ = 1, . . . , d − 1. We have to show that the scrollar invariants with respect to the pencil cut out by p : U(f ) → T 1 : (x, y) → x are given by the multiset {E ℓ } ℓ=1,...,d−1 ∩Z ≥0 . Denote the cardinality of this multiset by n.
Let C be the canonical model of U(f ) obtained by taking the Zariski closure of its image under the morphism ϕ ∆ (1) , as described in (3) . For all ℓ ∈ {1, . . . , d − 1} for which E ℓ ≥ 0, let P E ℓ ⊂ P g−1 be the linear subspace defined by
for which j = ℓ. That is, P E ℓ is the subspace corresponding to the projective coordinates (X i,ℓ ) (i,ℓ)∈∆ (1) ∩Z 2 . Also consider the rational normal curves parameterized by ν ℓ :
Then ϕ ∆ (1) maps every (x, y) ∈ T 2 inside the (n − 1)-dimensional linear subspace of P g−1 spanned by the points ν ℓ (x). Indeed, abusing notation, one sees that when the ν ℓ (x)'s are scaled by an appropriate power of x, the point ϕ ∆ (1) (x, y) arises as the linear combination
Now for all but finitely many x ∈ k * , the inverse image divisor p
has rank n (indeed, its columns are linearly independent because by adding a number of columns one obtains a (d×d)-Vandermonde matrix), we find that actually D = ν ℓ (x) ℓ . We conclude that the scroll S ⊂ P g−1 swept out by our g = (1, 0) ) and one with scrollar invariants {2, 2, 3, 3} (corresponding to v = (0, 1)).
As a corollary to the proof of Theorem 9.1 we find:
] be non-degenerate with respect to its Newton polygon ∆ = ∆(f ), where we assume that ∆ (1) is two-dimensional. Let v be a lattice direction. Then the rank of the complete linear system spanned by g v equals the number of negative width invariants of ∆ with respect to v (counting multiplicities) plus 1.
Proof. Let d = w(∆, v) and let D ∈ g v , and assume that we work on the canonical model C of U(f ) from the proof of Theorem 9.1. By (13) we know that D is (d − h 0 (C, D))-dimensional, while the proof of Theorem 9.1 tells us that the dimension equals the number of non-negative lattice width invariants minus 1. From this the statement follows.
In particular we find the following combinatorial characterization of completeness:
] be non-degenerate with respect to its Newton polygon ∆ = ∆(f ), where we assume that ∆ Remarks.
• Inheriting the notation of the proof of Theorem 9.1, we have C ⊂ Tor(∆ (1) ) ⊂ S ⊂ P g−1 . One can verify that Tor(∆ (1) ) intersects the fiber of π above a point x ∈ k * in a rational normal curve of degree γ − 2. Above (1 : 0), (0 : 1) ∈ P 1 this fiber may degenerate.
• Through Corollary 6.2 and Theorem 9.1, the upper bound 2g−2 γ on the scrollar invariants with respect to a gonality pencil g 1 γ implies the purely combinatorial inequality
where ∆ is understood to be contained in {(i, j) ∈ R 2 | 0 ≤ j ≤ lw(∆)} and the E ℓ 's are the width invariants of ∆ with respect to any lattice width direction. This inequality holds as soon as ♯(∆ (1) ∩ Z 2 ) ≥ 1 (including the cases ∆ = 2Υ and ∆ = dΣ, which can be verified separately). The bound can be attained. For example, consider the lattice polygon ∆ a,b = conv{(b, 0), (0, a), (0, 0)}, where a ≥ 2 and b is of the form ak−1 with k ∈ Z ≥2 . In this case, γ = lw(∆ a,b ) = a is computed by (1, 0) , and E 1 = ak − k − 2 = 2g−2 γ .
Applications
Curves with prescribed invariants. The results of this article might serve as a tool in proving certain existence results in Brill-Noether theory. The number of inequivalent lattice polygons grows very quickly with the genus (for instance, in genus 30 this number is 957 001; see [6, Table 2 ]), resulting in a wide variety of Brill-Noether types, that (at least in principle) can be scanned by exhaustive search. To highlight one example, let ∆ be the following polygon.
Every ∆-non-degenerate (or ∆-toric) curve is a 5-gonal curve of genus 9 admitting exactly three g −1) ), that are independent of each other, and with respect to each of which the scrollar invariants are {0, 1, 2, 2}. Moreover, by [30, Thm. 2.5.12] the locus of such curves inside the moduli space M 9 of curves of genus 9 has dimension 15. See [12] for a related discussion; note that each of our g 1 5 's is of 'type II' (i.e. 0 is among the scrollar invariants), as opposed to the 'type I' pencils that are the main object of study in [12] .
We want to stress that many Brill-Noether types are not represented in the toric world. For instance, Lemma 5.2.(vi) shows that the gonality of a smooth curve in a toric surface is O( √ g), while general curves of genus g have gonality ⌈g/2⌉ + 1. So the class of curves that we are considering in this article is rather special. In terms of moduli, the locus of curves of genus g ≥ 4 that admit a smooth embedding in a toric surface has dimension 2g + 1, with the exception of g = 7, where the dimension reads 14; see [10] . Recall that dim M g = 3g − 3.
Weierstrass semi-groups of embedding dimension 2. A numerical semi-group is said to have embedding dimension 2 if it is of the form aN + bN for coprime integers a, b ≥ 2. Using Corollary 6.2 we can prove the following: Theorem 10.1. If a smooth projective curve C/k carries a point P having a Weierstrass semi-group of embedding dimension 2, then this semi-group does not depend on the choice of P .
Remark. This is well-known in the case of hyperelliptic curves of genus g ≥ 2, all of whose Weierstrass points have semi-group 2N + (2g + 1)N.
Proof. If C has a Weierstrass point with semi-group aN + bN for coprime integers a, b ≥ 2, then it is of genus (a − 1)(b − 1)/2 (by Riemann-Roch -this is the number of gaps in the semi-group). We claim that C has gonality min{a, b}. Together, this implies that a and b are indeed uniquely determined (up to order). To prove the claim, we use a result of Miura stating that C is birationally equivalent to a smooth affine curve of the form Remark. Miura studied curves having a Weierstrass semi-group of the form aN + bN in the context of coding theory; he called them C a,b curves. (In a recent past, C a,b curves have enjoyed fair interest from researchers in explicit algebraic geometry [15, 24, 34] ). Then another way to state Theorem 10.1 is that a curve cannot be simultaneously C a,b and C a ′ ,b ′ for distinct pairs {a, b} and {a ′ , b ′ }.
Curves in Hirzebruch surfaces. We can use Theorem 9.1 to compute the scrollar invariants of smooth curves on Hirzebruch surfaces. An immediate corollary to this computation is that if a non-hyperelliptic smooth projective curve C of genus g ≥ 2 can be embedded in the n th Hirzebruch surface H n , then n is actually an invariant of C (that is, it cannot be embedded in H n ′ for n ′ = n).
Theorem 10.2.
• The scrollar invariants (with respect to any gonality pencil) of a smooth projective plane curve C/k of degree d ≥ 4 are {0, 1, . . . , d − 3}.
• The scrollar invariants (with respect to any gonality pencil) of a smooth projective curve C/k of genus g ≥ 2 and gonality γ in the n th Hirzebruch surface H n are
In particular, if γ > 2 then n = 2g − 2(γ − 1)(e 1 + 1) (γ − 1)(γ − 2)
is an invariant of the curve.
Proof. Because H 1 is a blow-up of P 2 , the first statement is actually a corollary to the second. Nevertheless, we will treat it separately.
Let C ⊂ P 2 be a smooth projective curve of degree d and fix a gonality pencil g 
