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Abstract—Generative network models play an important role
in algorithm development, scaling studies, network analysis,
and realistic system benchmarks for graph data sets. The
commonly used graph-based benchmark model R-MAT has
some drawbacks concerning realism and the scaling behavior
of network properties. A complex network model gaining
considerable popularity builds random hyperbolic graphs, gen-
erated by distributing points within a disk in the hyperbolic
plane and then adding edges between points whose hyperbolic
distance is below a threshold. We present in this paper a
fast generation algorithm for such graphs. Our experiments
show that our new generator achieves speedup factors of 3-60
over the best previous implementation. One billion edges can
now be generated in under one minute on a shared-memory
workstation. Furthermore, we present a dynamic extension to
model gradual network change, while preserving at each step
the point position probabilities.
1. Introduction
Relational data of complex relationships often take the
form of complex networks, graphs with heterogeneous and
often hierarchical structure, low diameter, high clustering,
and a heavy-tailed degree distribution. Examples include
social networks, the graph of hyperlinks between websites,
protein interaction networks, and infrastructure routing net-
works on the autonomous system level [1].
Frequently found properties in generative models for
complex network are non-negligible clustering (ratio of
triangles to triads), a community structure, and a heavy-
tailed degree distribution [2], such as a power-law.
Benchmarks developed to evaluate a system with respect
to floating point operations do not represent the requirements
of graph algorithms, especially with heterogeneous datasets
such as complex networks. The Graph500 benchmark [3]
addresses this gap; it is the most widely-used graph bench-
mark in high-performance computing. It uses the Recursive
Matrix (R-MAT) [4] model to generate synthetic networks as
benchmark instances. Graphs from this model are efficiently
computable, but suffer from drawbacks in terms of realism.
For example, even with fixed parameters, the clustering
coefficient shrinks with graph size, while the number of
connected components increases, which is problematic for
scaling studies [5].
An interesting model without this problem are random
hyperbolic graphs (RHG), a family of geometric graphs
in the hyperbolic plane. Krioukov et al. [6] introduced
this graph model and showed how the structure of com-
plex networks naturally develops from the properties of
hyperbolic geometry. To generate a RHG, one randomly
samples node positions in a hyperbolic disk, then connects
two nodes with an edge with a probability depending on
their hyperbolic distance. In a special case of this model,
an edge between two nodes is added exactly if their dis-
tance is below a threshold. This subset of RHG, sometimes
called threshold random hyperbolic graphs, is well-analyzed
theoretically [7], [8], [9] and could be considered as unit-
disk graphs in hyperbolic space. The resulting graphs show
a power-law degree distribution with adjustable exponent,
provably high clustering [8], and small diameter [9].
Motivation, outline, and contribution. A fast generator
implementation that scales to large graph sizes and provides
sufficient realism is necessary to create meaningful graph
benchmark instances in acceptable time. While our previous
work [10] was able to improve the quadratic time complexity
of the pairwise probing approach [11] for threshold RHGs,
it still has superlinear time complexity. We therefore provide
a faster generation algorithm in this paper for threshold
random hyperbolic graphs (Section 3), using a new spatial
data structure. The key idea is to divide the relevant part of
the hyperbolic plane into ring-shaped slabs and use these
to bound the coordinates of possible neighbors in each
slab. As our experiments (Section 4) show, a network with
10 million vertices and 1G edges can be generated with
our shared-memory parallel implementation in under one
minute, yielding a speedup factor of up to 60 over the best
previous implementation [10]. For a graph with n nodes and
m edges, the measurements suggest an O(n log n+m) time
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complexity, but we do not have a proof for this.
While an algorithm with optimal expected linear time
complexity has been suggested in a theoretical paper [12],
our present work provides the fastest implementation to date.
The generator code is publicly available in our network
analysis toolkit NetworKit [13].
2. Related Work
Generative Models. Due to the growing interest in complex
networks, numerous generators for them exist. For a com-
prehensive overview, which would be outside the scope of
this paper, we refer the interested reader to Goldenberg’s sur-
vey [14]. None of the models is suitable for all use cases. As
mentioned above, the Recursive Matrix (R-MAT) [4] model
has received particular attention in the HPC community due
to its use in the Graph500 benchmark [3].
Hyperbolic Geometry. Hyperbolic space is one of the three
isotropic spaces, the other two being the (more common)
Euclidean space and spherical space. In contrast to the
flat Euclidean geometry and the positively curved spherical
geometry, hyperbolic geometry has negative curvature [15].
Among other interesting properties, hyperbolic geometry
shows an exponential expansion of space: While the area
of a Euclidean circle grows quadratically with the circle
radius, the area of a circle on the hyperbolic plane grows
exponentially with its radius. In balanced trees, the number
of nodes at a certain distance from the root also grows
exponentially with said distance, leading to the suggestion
that hierarchical complex networks with tree-like structures
might be easily embeddable in hyperbolic space [6]. Indeed,
Bogun˜a´ et al. [16] demonstrate the connection between
hyperbolic geometry and complex networks by embedding
the autonomous system internet graph in the hyperbolic
plane and enabling locally greedy routing.
As a generative model, Krioukov et al. [6] introduced
random hyperbolic graphs in 2010. To generate a graph,
points are first distributed randomly within in a disk DR of
radius R in the hyperbolic plane. The probability density
functions for the point distributions are given in polar co-
ordinates, the angular coordinate φ is distributed uniformly
over [0, 2pi], the radial coordinate r is given by [6, Eq. (17)]:
f(r) = α
sinh(αr)
cosh(αR)− 1 (1)
The parameter α governs node dispersion, which determines
the power-law exponent of the resulting degree distribution.
After sampling point positions, edges are then added
to each node pair (u, v) with a probability given in [6,
Eq. (41)], depending on their hyperbolic distance and
parametrized by a temperature T ≥ 0:
f(x) =
1
e(1/T )·(x−R)/2 + 1
(2)
For α ≥ 12 , the resulting degree distribution follows a
power law with exponent γ := 2α+ 1 [6, Eq. (29)]. Given
two points in polar coordinates p = (φp, rp), q = (φq, rq)
on the hyperbolic plane, the distance between them is given
by the hyperbolic law of cosines:
cosh dist(p, q) = cosh rp cosh rq−sinh rp sinh rq cos |φp − φq|
(3)
As mentioned briefly in Section 1, an important special
case is T = 0, where an edge is added to a node pair exactly
if the hyperbolic distance between the points is below a
threshold. This graph family is sometimes called threshold
random hyperbolic graphs, hyperbolic unit-disk graphs or
(slightly confusingly) just random hyperbolic graphs. While
we consider hyperbolic unit-disk graphs to be more precise,
we stick with threshold random hyperbolic graphs to avoid
name proliferation. Many theoretical results are for this
special case [9].
RHG Generation Algorithms. Previous generators for ran-
dom hyperbolic graphs exist, both for the general and special
case. Aldecoa et al. [11] present a generator for the general
case with quadratic time complexity, calculating distances
and sampling edges for all Θ(n2) node pairs.
Von Looz et al. [10] use polar quadtrees to generate
threshold RHGs with a time complexity of O((n3/2 +
m) log n) (with high probability). Recently, von Looz and
Meyerhenke [17] have extended this approach to generate
general RHGs with the same time complexity.
Bringmann et al. [12] propose Geometric Inhomoge-
neous Random Graphs as a generalization of RHGs and
describe a generation algorithm with expected linear time
complexity. To our knowledge no implementation of this
algorithm is available.
3. Algorithm
Our main idea is to partition the hyperbolic plane into
concentric ring-shaped slabs (Section 3.1) and use them to
limit the number of necessary distance calculations during
edge creation (Algorithm 1). Point positions are sampled,
sorted by their angular coordinates and stored in the ap-
propriate slab as determined by their radial coordinates. To
gather the neighborhood of a point v, we then iterate over
all slabs and examine possible neighbors within them. Since
each slab limits the radial coordinates of points it contains,
we can use Eq. (3) to also bound the angular coordinates of
possible neighbors in each slab, thus reducing the number
of comparisons and running time.
3.1. Data Structure
Let C = {c0, c1, ...cmax} be a set of log n ordered radial
boundaries, with c0 = 0 and cmax = R. We then define a slab
Si as the area enclosed by ci and ci+1. A point p = (φp, rp)
is contained in slab Si exactly if ci ≤ rp < ci+1. Since slabs
are ring-shaped, they partition the hyperbolic disk DR:
DR =
logn⋃
i=0
Si.
2
Rci+1
ci
φmin
φ m
ax
Figure 1: Graph in hyperbolic geometry with unit-disk
neighborhood. Neighbors of the bold blue vertex are in the
hyperbolic circle, marked in blue.
The choice of radial boundaries is an important tuning
parameter. After experimenting with different divisions, we
settled on a geometric sequence with ratio p = 0.9. The
relationship between successive boundary values is then:
ci+1 − ci = p · (ci − ci−1). From c0 = 0 and cmax = R, we
derive the value of c1:
logn−1∑
k=0
c1p
k = R⇔ c1 1− p
logn
1− p = R⇔ c1 =
(1− p)R
1− plogn
(4)
The remaining values follow geometrically.
Figure 1 shows an example of a graph in the hyperbolic
plane, together with slab Si. The neighbors of the bold blue
vertex v are those within a hyperbolic circle of radius R
(0.2R in this visualization), marked by the blue egg-shaped
area. When considering nodes in Si as possible neighbors of
v, the algorithm only needs to examine nodes whose angular
coordinate is between φmin and φmax.
3.2. Generation Algorithm
Algorithm. Algorithm 1 shows the generation of G =
(V,E) with average degree k and power-law exponent γ.
First, the radius R of the hyperbolic disk is calculated
according to desired graph size and density (Line 2).
getTargetRadius. This function is unchanged from our
previous work [10]. For given values of n, α and R, an
approximation of the expected average degree k is given
by [6, Eq. (22)] and the notation ξ = (α/ζ)/(α/ζ − 1/2):
k =
2
pi
ξ2n · e−ζR/2 + 2
pi
ξ2n (5)
·
(
e−αR
(
α
R
2
(
pi
4
(
ζ
α
2)
− (pi − 1) ζ
α
+ (pi − 2)
)
− 1
))
(6)
Algorithm 1: Graph Generation
Input: number of vertices n, average degree k,
power-law exponent γ
Output: G = (V,E)
1 α = (γ − 1)/2;
2 R = getTargetRadius(n, k, α);
3 V = n vertices;
4 C = {c0, c1, ...cmax} set of log n ordered radial
coordinates, with c0 = 0 and cmax = R;
5 B = {b0, b1, ...bmax} set of log n empty sets;
6 for vertex v ∈ V do in parallel
7 draw φ[v] from U [0, 2pi);
8 draw r[v] with density
f(r) = α sinh(αr)/(cosh(αR)− 1);
9 insert (φ[v], r[v]) in suitable bi so that
ci ≤ r[v] ≤ ci+1;
10 end
11 for b ∈ B do in parallel
12 sort points in b by their angular coordinates;
13 end
14 for vertex v ∈ V do in parallel
15 for band bi ∈ B, where ci+1 > r[v] do
16 minφ, maxφ =
getMinMaxPhi(φ[v], r[v]), ci, ci+1, R);
17 for vertex w ∈ bi, where
minφ ≤ φ[w] ≤ maxφ do
18 if distH(v, w) ≤ R then
19 add (v, w) to E;
20 end
21 end
22 end
23 end
24 return G;
The value of ζ can be fixed while retaining all degrees
of freedom in the model [7], we thus assume ζ = 1. We
then use binary search with fixed n, α and desired k to find
an R that gives us a close approximation of the desired
average degree k. Note that the above equation is only an
approximation and might give wrong results for extreme
values. Our implementation could easily be adapted to skip
this step and accept the commonly used [18] parameter C,
with R = 2 lnn+C or even accept R directly. For increased
usability, we accept the average degree k as a parameter in
the default version.
Vertex Positions and Bands. After settling the disk bound-
ary, the radial boundaries ci are calculated (Line 4) as
defined above, the disk DR is thus partitioned into log n
slabs. For each slab Si, a set bi stores the vertices located
in the area of Si. These sets bi are initially empty (Line 5).
The vertex positions are then sampled randomly in polar
coordinates (Lines 7 and 8) and stored in the corresponding
set, i.e, vertex v is put into set bi iff ci ≤ r[v] < ci+1
(Line 9). Within each set, vertices are sorted with respect to
their angular coordinates (Lines 11 to 13).
3
getMinMaxPhi. The neighbors of a given vertex v =
(φv, rv) are those whose hyperbolic distance to v is at
most R. Let bi be the slab between ci and ci+1, and
u = (φu, ru) ∈ bi a neighbor of v in bi. Since u is in
bi, ru is between ci and ci+1. With the hyperbolic law of
cosines, we can conclude:
coshR ≥ cosh rv cosh ci − sinh rv sinh ci cos |φu − φv| ⇔
(7)
cosh rv cosh ci − coshR ≤ sinh rv sinh ci cos |φu − φv| ⇔
(8)
cos |φu − φv| ≥ cosh rv cosh ci − coshR
sinh rv sinh ci
⇔
(9)
|φu − φv| ≤ cos−1
(
cosh rv cosh ci − coshR
sinh rv sinh ci
)
(10)
To gather the neighborhood of a vertex v = (φv, rv), we
iterate over all slabs Si and compute for each slab how far
the angular coordinate φq of a possible neighbor in bi can
deviate from φv (Line 16). We call the vertices in bi whose
angular coordinates are within these bounds the neighbor
candidates for v in bi.
Since points are sorted according to their angular co-
ordinates, we can quickly find the leftmost and rightmost
neighbor candidate in each slab using binary search. We
then only need to check each neighbor candidate (Line 17),
compute its hyperbolic distance to v and add an edge if
this distance is below R (Lines 18 and 19). Since edges
can be found from both ends, we only need to iterate
over slabs in one direction; we choose outward in our
implementation (Line 15). The process is repeated for every
vertex v (Line 14).
Not surprisingly the running time of Algorithm 1 is dom-
inated by the range queries (Lines 14-23). Our experiments
in Section 4 suggest a running time of O(n log n+m) for
the complete algorithm. This should be seen as an empirical
observation; we leave a mathematical proof for future work.
3.3. Dynamic Model
To model gradual change in networks, we design and
implement a dynamic version with node movement. While
deleting nodes or inserting them at random positions is a
suitable dynamic behavior for modeling internet infrastruc-
ture with sudden site failures or additions, change in e. g.,
social networks happens more gradually.
A suitable node movement model needs to be consis-
tent: After moving a node, the network may change, but
properties should stay the same in expectation. Since the
properties emerge from the node positions, the probability
distribution of node positions needs to be preserved. In our
implementation, movement happens in discrete time steps.
We choose the movement to be directed: If a node i moves
in a certain direction at time t, it will move in the same
direction at t + 1, except if the new position would be
outside the hyperbolic disk DR. In this case, the movement
is inverted and the node “bounces” off the boundary. The
different probability densities in the center of the disk and
the outer regions can be translated into movement speed:
A node is less likely to be in the center; thus it needs to
spend less time there while traversing it, resulting in a higher
speed. We implement this movement in two phases: In the
initialization, step values τφ and τr are assigned to each node
according to the desired movement. Each movement step of
a node then consists of a rotation and a radial movement.
The rotation step is a straightforward addition of angular
coordinates: rotated(φ, r, τφ) = (φ+τφ) mod 2pi. The radial
movement is described in Algorithm 2 and a visualization
is shown in Figure 2.
Algorithm 2: Radial movement in dynamic model
Input: r, τr, R, α.
Output: rnew
1) x = sinh(r · α);
2) y = x+τr;
3) z = asinh(y)/α;
4) Return z
If the new node position would be outside the boundary
(r > R) or below the origin (r < 0), the movement is
reflected and τr set to −τr.
Theorem 1. Let fr,φ((pr, pφ)) be the probability den-
sity of point positions, given in polar coordinates. Let
move((pr, pφ)) be a movement step. Then, the node move-
ment preserves the distribution of angular and radial dis-
tributions: fr,φ(move((pr, pφ))) = fr,φ((pr, pφ)).
Proof. Since the distributions of angular and radial co-
ordinates are independent, we consider them separately:
fr,φ(pr, pφ) = fr(pr) · fφ(pφ).
As introduced in Eq. (1), the radial coordinate
r is sampled from a distribution with density
α sinh(αr)/(cosh(αR) − 1). We introduce random
variables X,Y, Z for each step in Algorithm 2, each is
denoted with the upper case letter of its equivalent. An
additional random variable Q denotes the pre-movement
radial coordinate. The other variables are defined as
X = sinh(Q · α), Y = X + τr and Z = asinh(Y )/α.
Let fQ, fX , fY and fZ denote the density functions of
these variables:
fQ(r) =
α sinh(αr)
cosh(αR)− 1 (11)
fX(r) = fQ
(
asinh(r)
α
)
=
αr
cosh(αR)− 1 (12)
fY (r) = fX(r − τr) = αr − τr
cosh(αR)− 1 (13)
fZ(r) = fY (sinh(r · α)) = α sinh(αr)− τr
cosh(αR)− 1 (14)
= fQ(r)− τr
cosh(αR)− 1 (15)
4
0R
⇒
1
sinh(αR)
⇒
0
R
Figure 2: For each movement step, radial coordinates are
mapped into the interval [1, sinh(αR)), where the coordinate
distribution is uniform. Adding τr and transforming the
coordinates back results in correctly scaled movements.
The distributions of Q and Z only differ in the constant
addition of τr/(cosh(αR) − 1). Every (cosh(αR) − 1)/τr
steps, the radial movement reaches a limit (0 or R) and is
reflected, causing τr to be multiplied with -1. On average,
τr is thus zero and FQ(r) = FZ(r).
A similar argument works for the rotational step: While
the rotational direction is unchanged, the change in coor-
dinates is balanced by the addition or subtraction of 2pi
whenever the interval [0, 2pi) is left, leading to an average
of zero in terms of change.
4. Experimental Evaluation
Setup. The generation algorithm is implemented in C++11
and parallelized with OpenMP. Running time measurements
were made on a server with 256 GB RAM and 2x8 Intel
Xeon E5-2680 cores at 2.7 GHz. With hyperthreading en-
abled, we use up to 32 threads. For memory allocations, we
use the lock-free malloc implementation of Intel’s Threading
Building Blocks library. Our code is included in the network
analysis toolkit NetworKit [13].
To compare performance, we generate graphs with 105,
106 and 107 nodes and average degrees between 1 and
64, both with the algorithm presented in this work and the
implementation of von Looz et al. [10].
To validate the distribution of generated graphs, we
compare our implementation with the implementation of
Aldecoa et al. [11]. We generate graphs with 104 nodes
each for a combination of parameters and calculate several
network analytic characteristics, averaging over 100 runs.
For the dynamic model, we measure the time required for
a movement step and again compare the distributions of
network analytic properties.
Running Time. Figure 3 shows the running times to gen-
erate graphs with 105 to 107 nodes and 2 · 105 to 128 · 107
edges. The speedup over the previously fastest implementa-
tion [10] increases with graph size and sparsity, reaching up
to 60 for graphs with 107 nodes and ≈ 4 · 107 edges. Very
roughly, the experimental running times fit a complexity
of O(n log n + m). While the running times of the faster
generator appear to grow more steeply with increasing edge
count, this is an artifact of the logarithmic plot: The same
constant increase is relatively larger compared to a smaller
running time, and thus appears larger in the logarithmic
drawing.
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n = 107, theoretical fit
Figure 3: Comparison of running times to generate net-
works with 104-107 vertices, α = 1 and varying k. Cir-
cles represent running times of our implementation, dia-
monds the running times of the implementation of [10].
Our running times are fitted with the equation T (n,m) =
(7.07 · n log10 n+ 2.23 ·m+ 891) · 10−8 seconds.
The scaling behavior for 1 to 32 threads on 16 cores
is shown in Figure 4. Considering edge sampling alone, it
shows strong scaling up to the number of physical cores,
with a speedup of 13.48 for 16 threads. With hyperthreading,
the speedup increases to 18.38. Combining the edge lists
later on into the NetworKit graph data structure, however,
requires coordination and proves to be a bottleneck in par-
allel. If only edge lists are required, this final step can be
omitted – as done for example in the Graph500 benchmark.
Distribution of Generated Graphs. The average degree
assortativity, degeneracy, clustering coefficient and size and
diameter of largest components of our generator and the
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Figure 4: Speedup curves for n = 107, k = 6, γ = 3 on
a machine with 16 physical cores (marked with a vertical
line) and hyperthreading. Averaged over 10 runs.
one by Aldecoa et al. [11] are shown in Plots 5 and 6 in
Appendix A. Averaged over 100 runs, the network analytic
properties show a very close match between the distributions
of the two generation algorithms.
Dynamic Model. Our implementation allows updating a
graph without rebuilding it from scratch. Moving up to 12%
of nodes and updating an existing graph is still faster than a
new static generation. The distribution of generated graphs
is indistinguishable from the static model (Appendix B).
5. Conclusions
We have provided the fastest implementation so far
to generate massive complex networks based on threshold
random hyperbolic graphs. The running time improvement
is particularly large for graphs with realistic densities.
We have also presented a model extension to cover
gradual node movement and have proved its consistency
regarding the probability densities of vertex positions.
Both the static and the dynamic model can serve as
complex network generators with reasonable realism and
fast generation times even for massive networks.
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Appendix A.
Comparison with Previous Implementa-
tion [11]
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Figure 5: Comparison of degree assortativity and degeneracy
for the implementation of [11] (left) and our implementation
(right). Degree assortativity describes whether vertices have
neighbors of similar degree. A value near 1 signifies sub-
graphs with equal degree, a value of -1 star-like structures.
k-Cores, in turn, are a generalization of connected compo-
nents and result from iteratively peeling away vertices of
degree k and assigning to each vertex the core number of
the innermost core it is contained in. Degeneracy refers to
the largest core number. Values are averaged over 100 runs.
2 3 4 5 6 7
0.76
0.78
0.8
0.82
0.84
0.86
γ
cc
Clustering Coefficient
k = 4
k = 32
k = 256
2 3 4 5 6 7
0.76
0.78
0.8
0.82
0.84
0.86
γ
cc
Clustering Coefficient
k = 4
k = 32
k = 256
101 102
0
0.2
0.4
0.6
0.8
1
·104
k
ve
rt
ic
es
in
la
rg
es
t
co
m
p
on
en
t
Size of Largest Component
γ = 2.2
γ = 4.6
γ = 7.0
101 102
0
0.2
0.4
0.6
0.8
1
·104
k
ve
rt
ic
es
in
la
rg
es
t
co
m
p
o
n
en
t
Size of Largest Component
γ = 2.2
γ = 4.6
γ = 7.0
101 102
0
200
400
600
k
d
ia
m
et
er
of
la
rg
es
t
co
m
p
on
en
t
Diameter of Largest Component
γ = 2.2
γ = 4.6
γ = 7.0
101 102
0
200
400
600
k
d
ia
m
et
er
of
la
rg
es
t
co
m
p
on
en
t
Diameter of Largest Component
γ = 2.2
γ = 4.6
γ = 7.0
Figure 6: Comparison of clustering coefficients, size of
largest component and diameter of largest components for
the implementation of [11] (left) and our implementation
(right). Values are averaged over 100 runs.
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Appendix B.
Consistency of Dynamic Model
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Figure 7: Comparison of degree assortativity and degeneracy
for graphs with 104 nodes, before and after one move-
ment step. All nodes were moved, with τφ ∈ (−1, 1) and
τr ∈ (−10, 1) sampled randomly. Distribution of graphs
after node movement are shown left, before node movement
right. Values are averaged over 100 runs.
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Figure 8: Comparison of clustering coefficients, size of
largest component and diameter of largest components for
graphs with 104 nodes, before and after one movement step.
All nodes were moved, with τφ ∈ (−1, 1) and τr ∈ (−10, 1)
sampled randomly. Distribution of graphs after node move-
ment are shown left, before node movement right. Values
are averaged over 100 runs.
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