Abstract. We consider the Fluctuation Dissipation Theorem (FDT) of statistical physics from a mathematical perspective. We formalize the concept of "linear response function" in the general framework of Markov processes. We show that for processes out of equilibrium it depends not only on the given Markov process X(s) but also on the chosen perturbation of it. We characterize the set of all possible response functions for a given Markov process and show that at equilibrium they all satisfy the FDT. That is, if the initial measure ν is invariant for the given Markov semi-group, then for any pair of times s < t and nice functions f, g, the dissipation, that is, the derivative in s of the covariance of g(X(t)) and f (X(s)) equals the infinitesimal response at time t and direction g to any Markovian perturbation that alters the invariant measure of X(·) in the direction of f at time s. The same applies in the so called FDT regime near equilibrium, i.e. in the limit s → ∞ with t − s fixed, provided X(s) converges in law to an invariant measure for its dynamics. We provide the response function of two generic Markovian perturbations which we then compare and contrast for pure jump processes on a discrete space, for finite dimensional diffusion processes, and for stochastic spin systems.
Introduction and outline
One of the fundamental premises of statistical physics, the Fluctuation Dissipation Theorem (FDT), follows from the assumption that the response of a system in thermodynamic equilibrium to a small external perturbation is the same as its relaxation after a spontaneous fluctuation. The FDT provides an explicit relationship between the equilibrium fluctuation properties of the thermodynamic system and its linear response (e.g. susceptibility), which involve out-of-equilibrium quantities. As such it relates the dissipation of dynamics at thermal equilibrium of molecular scale (i.e. microscopic) models, with observable macroscopic response to external perturbations, allowing the use of microscopic models for predicting material properties (in the context of linear response theory). Among notable special cases of the FDT are the Einstein relation between particle diffusivity and its mobility [8] (or the recent accounts in [11] , [19] and [20] ), and the Johnson-Nyquist formula [22] for the thermal noise in a resistor.
When deriving the FDT in equilibrium statistical physics one typically starts from a measure µ 0 (·) which is often a Gibbs measure, characterized by a Hamiltonian H(·), and a dynamics X(s) for which this measure is invariant. For δ > 0 small, one perturbs the dynamics so it becomes invariant for the Gibbs measure corresponding to the Hamiltonian H(·) + δf (·). The linear response measures the effect of applying such perturbation at time s on the rate of change, as δ ↓ 0 in the value of a test function g(·) at time t > s (often taking f = g to be the state variable of the dynamics in question). This response function (of s and t) is then compared to the rate of change in s of the covariance between f (X(s)) and g(X(t)) at equilibrium, in the non-perturbed dynamics, whereby the FDT states that the ratio between these two functions is merely β, the inverse of the system's temperature.
Whereas the FDT is well established and understood in physics, at least in or near thermal equilibrium, see [16, 17] , our goal here is to provide its rigorous derivation from a mathematical perspective, as a result about perturbations of Markovian semi-groups. This is easy to do in special (simple) cases, most notably, when dealing with a Markov process on a finite state space. Aiming here instead for a unified derivation, we formalize in Definition 2.7 the concept of having a linear response function in the general framework of a family of continuous time, homogeneous Markov processes X f (·) that are invariant for the measures µ f (·) = e f µ 0 (·) (see Assumption 2.5 for the precise setting). In our definition, the response function R X f ,g (s, t) depends on the initial position of the process at time 0, thereby allowing us to study the effect of the initial measure on the FDT relation. Though this function is uniquely defined per family X f (·), it depends not only on the given Markov process X(·) but also on the chosen perturbation X f (·) of it (compare for example Theorems 4.1 and 4.2). In Theorem 2.10 we characterize the set of all possible response functions for a given Markov process X(·) and show that they all satisfy the FDT relation (2.13). It states that if the initial measure µ 0 (·) is invariant for the underlying Markov process X(·), then the dissipation, that is the derivative in s of the covariance between f (X(s)) and g(X(t)) for s < t equals the µ 0 -average of the infinitesimal response R X f ,g (s, t) to any Markovian fluctuation X δf (·) that for δ ↓ 0 alters the invariant measure of X(·) in the direction of test function f (·) at time s, as registered at time t via test function g(·). We show in Corollary 2.13 that this FDT relation holds in the limit s → ∞ and t − s fixed, whenever the initial measure is such that the law of X(s) converges (in the appropriate sense) to an invariant measure µ 0 (·) and in Proposition 2.14 we specify the set of all possible response functions in case of µ f -symmetric (i.e. reversible) Markovian perturbations. Note that the FDT relation has to do with invariance of µ 0 (·) but does not require the Markov process X(·) to be reversible with respect to µ 0 (·). To further demonstrate how widely this theory can be used, we construct in Section 3 two generic families of Markov perturbations satisfying Assumption 2.5, which apply for any Markov process (subject only to mild restrictions on the domain of certain generators). Namely, the time change of Propositions 3.1 and 3.4 and the generalized Langevin dynamics of Proposition 3.2 (in the symmetric case) and Proposition 3.8 (in the general, non-symmetric case). The bulk of the mathematical work in this paper is in proving that these two generic families admit a response function per Definition 2.7. This is done in Theorems 4.1 and 4.2 of Section 4 which also provide an explicit formula for the response function in each case.
Moving to examples of specific Markov processes, in Proposition 5.1 we use the simple sufficient condition of Proposition 2.9 for the existence of a response function, to show that essentially all choices of the response function that are possible per Theorem 2.10 are indeed attainable in the context of pure jump processes on a discrete state space. We also demonstrate there how to create a host of perturbations via cycle decomposition (for example, perturbation of a Metropolis dynamics, or of a Glauber dynamics). In Section 6 we illustrate our generic Langevin perturbation for diffusion processes on connected, compact, smooth, finite dimensional manifolds without boundary, showing in Proposition 6.1 that it is generated in this case by the addition of a smooth drift, which for symmetric diffusions is of gradient form. Finally, in Section 7 we demonstrate the flexibility of our framework by considering such a perturbation for infinite dimensional diffusion processes associated with stochastic spin systems in the setting of Gibbs distributions.
All our derivations and results apply even when the Markov process X(·) has more than one invariant measure (as is often the case in statistical physics when the system's temperature is sufficiently low), and most of them apply also for nonreversible dynamics (i.e. having non-symmetric semi-groups).
We note in passing that the appearance of β in the FDT in physics is merely due to the definition of Gibbs measure as proportional to e −βH , with H the corresponding Hamiltonian, and not counting β as part of the perturbation δf . It makes more sense for the mathematical version of the FDT to not mention β (so it in effect corresponds to doing statistical physics at β = 1). Also, though from a mathematical point of view the response function can not be defined solely in terms of the given Markov process X(·), this is never an issue in physics, whereby viewing the (Markov) dynamics as a classical approximation of a quantum system, the perturbation of its Hamiltonian in direction f (·) uniquely defines also the perturbed quantum system dynamics, hence its classical approximation X f (·) (for example, see the physics based derivation in [14] of the FDT in quantum statistical mechanics).
General theory: FDT at or near equilibrium
A continuous time, homogeneous, strong Markov process X(t) with values in a complete, separable metric space S is defined on a fixed probability space (Ω, F , P). We assume that X(t) has right continuous sample path and Markov semi-group P t h(x) = E x (h(X(t))) ∈ C b (S) for any h ∈ C b (S). Let D(P t ) denote the domain of P t with respect to the supremum norm. That is, the closed vector space D(P t ) = {h ∈ C b (S) : P t h − h ∞ → 0 as t → 0} on which P t is strongly continuous and such that P t :
For example, when S is compact one often has D(P t ) = C b (S) whereas for S = R d one typically has D(P t ) = {h + c : c ∈ R, h ∈ C 0 (S)} for the space C 0 (S) of continuous functions that vanish at infinity.
The following hypothesis applies throughout.
Assumption 2.1. We assume that D(P t ) is an algebra under point-wise multiplication and a dense subset of L 2 (µ) for any probability measure µ. We consider test functions in a linear vector space G ⊆ D(L) such that G is an algebra with 1 ∈ G and that G is dense in (D(P t ), · ∞ ). Setting G := {P t g : g ∈ G, t ≥ 0}, we further assume that φ(g) ∈ G, Lg ∈ G and g h ∈ D(L) for all g ∈ G, h ∈ G and any φ ∈ C ∞ (R).
As usual we say that a finite measure µ on S is invariant for P t if P t g µ := P t gdµ = gdµ for all g ∈ B S and
A key role is to be played by the symmetric bi-linear operator
One may instead define Γ as the carré du champ operator for the Dirichlet form associated with a µ 0 -symmetric semi-group P t , thus possibly having a larger domain (c.f. [2, Proposition I.4.1.3]). However, in either case G × G is a dense subset of D(Γ), which is all we use in this paper.
Let ν = ν 0 denote the initial measure of X(0) and ν t := ν • P t the corresponding measure of X(t). Fixing 0 ≤ s < t < ∞ and f ∈ L 2 (ν s ), g ∈ L 2 (ν t ), we denote the covariance of the random variables f (X(s)) and g(X(t)) by K f,g (s, t). By the Markov property we have,
The next lemma provides useful formulas for the derivative of the covariance with respect to s. Lemma 2.2. For any f, g ∈ G and all 0 ≤ s < t < ∞,
Suppose ν is invariant for P t . Then,
If in addition P t is ν-symmetric (i.e. f P t g ν = gP t f ν for all f, g ∈ B S ), then
Proof: Fix f, g and s, t as in the statement of the lemma, and δ > 0. Let D denote the right-hand-side of (2.2), h = Lg, ∆ δ = P δ − I and
Recall that {P t } is contractive for the supremum norm while ∆ δ h ∞ → 0 and ∆ δ h ∞ → 0 as δ ↓ 0 for each fixed h ∈ D(L). Since f is bounded with f , g, f P t−s g and f P t−s h in D(L), it follows that
Similar computation applies for the case of δ < 0, thus establishing (2.2). Since P t−s Lg = LP t−s g for g ∈ G, the equality (2.3) is a direct consequence of (2.1) and the definition of Γ(·, ·). To derive (2.4) note that
If ν is invariant for P s then ν s = ν and further Lh νs = 0 for any h ∈ D(L). Consequently, in this case D = − f LP t−s g ν yielding (2.4). If in addition P t is ν-symmetric, then obviously f Lh ν = hLf ν for all f, h ∈ D(L), so (2.5) holds by the definition of Γ(·, ·). Definition 2.3. The G-convergence as s → ∞ of probability measures ν s on S to a probability measure µ on S, denoted ν s
For example, the weak convergence of ν s to µ implies that ν s G → µ as well.
2) implies that for all f, g ∈ G, and any fixed τ ,
If in addition P t is µ-symmetric then by (2.5),
Given an invariant probability measure µ 0 for P t we consider throughout the following setting (where the Banach space B is typically
Assumption 2.5. The norm topology on a Banach space (B, · ) of µ 0 -integrable functions is finer than the one induced by L 1 (µ 0 ) and h ≤ h ∞ for all h ∈ D(P t ) ⊆ B. For each f ∈ G there exists a continuous time, homogeneous Markov process X f (t) with a contractive semi-group P f t on (B, · ) such that P f t h−h → 0 as t → 0 for any h ∈ D(P t ) and the finite, positive measure µ f on S such that dµ f /dµ 0 = e f is invariant for P f t . Further, X 0 (t) = X(t), the subspace G is contained in the domain of the generator L f of P f t , and L f g ∈ G for all g ∈ G.
Remark 2.6. It is easy to verify that all results and proofs of this section remain valid in case µ f = e Φ(f ) µ 0 as long as Φ : G → B S is such that for any fixed f ∈ G the functions
The FDT is about the relation between derivatives of the covariance at equilibrium and the response of the system to small perturbation out of equilibrium. We turn now to the rigorous definition of the latter (see also Proposition 2.9 for an easy sufficient condition for existence of such response, in case L is bounded on (B, · )).
Definition 2.7. Assume 2.5 and that for any f ∈ G there exists a linear operator A f : D(A f ) → B whose domain D(A f ) contains G, and such that s → A f P s g is strongly continuous in (B, · ) for each g ∈ G. If moreover, for any T ≥ 0, g ∈ G, all t ∈ [0, T ] and δ > 0,
(which for any t ≥ 0 is strongly integrable on [0, t]), the response function (at time t and direction g) for the Markovian perturbations X f (·) on G (applied at time s).
Note that R X f ,g (s, t) is uniquely defined per given Markovian perturbations X f (·). Indeed, suppose that for some f ∈ G the inequality (2.6) holds for the same semi-groups P δf t and both linear operators A f and A f . Then, taking δ ↓ 0 we see that the linear operator ∆ A = A f − A f is such that for all t > 0 and g ∈ G,
With P s strongly continuous, upon taking t ↓ 0 the left-most term converges to ∆ A g, whereas t −1 t 0 P t−s ∆ A (P s − I) gds → 0 by the contractivity of P t−s on (B, · ) and the assumed strong continuity of ∆ A P s g. Consequently, A f = A f on the set G, and so using either operator in (2.7) leads to the same response function.
As we demonstrate next, R X f ,g (u, a + t + b) of (2.7) is merely the effect in "direction" g and at time a + t + b, of a small perturbation of the dynamics in "direction" f during the time interval u ∈ [a, a + t], in agreement with the less formal definition of response function one often finds in the literature.
Corollary 2.8. For any f, g ∈ G, each T ≥ a, b, t ≥ 0 and all δ > 0, a response function of the form (2.7) must satisfy the inequality
Proof: Using the expression (2.7) to write (2.9) more explicitly, one finds that for a = 0 the latter is precisely (2.6) for v = b, hence it obviously holds. Moreover, in case a > 0 we merely consider the norm of P a h δ , where h δ is the element of B the norm of which we consider in (2.6). As P a is contractive on (B, · ), we have that (2.9) holds also in this case.
We provide now an explicit sufficient condition for the existence of a response function of the form (2.7) when L f , L and A f are bounded operators (as is the case in the setting of Section 5).
Proposition 2.9. Assume 2.5 holds. If for each f ∈ G, the operators A f , L, L δf , δ > 0 are bounded on (B, · ) and the corresponding operator norms are such that
then (2.6) holds and A f P s g is strongly continuous, for each g ∈ G.
Proof: Since A f P s+v g − A f P v g ≤ A f P s g − g for g = P v g, the strong continuity of s → A f P s g is a direct consequence of the strong continuity of P s on its domain. Fixing f, g ∈ G and v ≥ 0 it remains only to show that t −1 ρ δ t → 0 as δ ↓ 0, uniformly over t ∈ (0, T ], where
To this end, let r t := − t 0 P t−u A f P u gdu and note that
, which imply, after some algebraic manipulations, that
It is not hard to show that the solution ρ δ t of (2.11) with initial condition ρ
With both P δf t and P t contractive on (B, · ), we thus have that r t ≤ t A f g and for any t ∈ [0, T ],
Finally, note that from (2.10) we have that η δ → 0 as δ ↓ 0. Our next theorem characterizes the type of response functions one may find. It also proves the FDT, showing that if X f (·) has a response function R X f ,g (s, t), then the average of the response function according to an initial measure ν 0 = µ 0 which is invariant for X(·), equals the time derivative of the covariance of X(·) under the same initial measure. Theorem 2.10 (Fluctuation Dissipation Theorem). Let f ∈ G. If X f (·) has a response function, then A f 1 = 0 and A rf = rA f for all r > 0. Further, then (A f + f L) g µ 0 = 0 for all g ∈ G and consequently, if the initial measure ν 0 = µ 0 , then for any s < t,
, then by spectral decomposition we have the Green-Kubo formula
. Applying it for f and P t−s g, we get the alternative expression
for the dissipation term. In contrast with (2.13), this identity does not involve a perturbation of the given Markovian dynamic.
Proof: Fix f ∈ G. If g = 1 then P u g = P δf u g = 1 for all δ > 0 and u ≥ 0, so in this case taking δ ↓ 0 in (2.6) we find that for any t > 0,
Thus, taking t ↓ 0 we have that A f 1 = 0.
Next, fixing r > 0, note that P
for all δ > 0, hence by (2.6) we have for
Taking δ ↓ 0 this implies that (2.8) holds for ∆ A = A rf − rA f and all t > 0. Hence, by the argument we provided immediately following (2.8), we deduce that
That is, without loss of generality we may assume that A rf = rA f , as claimed.
Let ψ δ = δ −1 (e δf − δf − 1). Since µ δf is invariant for P δf t and µ 0 is invariant for P t , it follows that
With (2.6) implying that (P δf t − P t ) g → 0 as δ ↓ 0 (hence so does |(P δf t − P t ) g| µ 0 ), and f ∞ < ∞ we deduce that F 2 (δ) → 0. Further, |ψ δ | µ 0 → 0 when δ ↓ 0 (since f is bounded), while (I − P δf t ) g ∞ ≤ 2 g ∞ is uniformly bounded in δ, resulting with F 1 (δ) → 0 as well. We thus deduce by considering the limit δ ↓ 0 in (2.6), and applying Fubini's theorem, that for any t > 0 and g ∈ G,
Further, with µ 0 invariant for P t and having assumed strong continuity of s → A f P s g, upon taking t ↓ 0 we find that
Next, recall (2.4) and (2.7) that for ν 0 = µ 0 which is invariant for P s and for any finite s < t,
where the right-most identity is precisely (2.14).
Combining Corollary 2.4 and Theorem 2.10 we deduce the existence of the FDT regime in out-of-equilibrium dynamics whenever X(s) converges in law (in the appropriate sense), with the limiting measure µ 0 being invariant for X(·). That is, the FDT relation (2.13) then asymptotically holds for t − s = τ fixed, in the limit s → ∞. Specifically, similar to Definition 2.3 we define the notion of G f -convergence as follows.
Definition 2.12. The G f -convergence of probability measures ν s on S to a probability measure µ on S, denoted ν s
Corollary 2.13. Let ν 0 denote the initial measure of X(0) for an S-valued, continuous time, homogeneous, strong Markov process X(t) such that X f (·) has a response function (in the sense of Definition 2.7). Suppose further that
as s → ∞. Then, for any g ∈ G and fixed τ ≥ 0,
Proof: The left side of the identity follows from the formula for the limit of ∂ s K f,g (s, s + τ ) given in Corollary 2.4 and the fact that µ 0 is invariant for P t so
From Theorem 2.10 we have that (A f + f L)P τ g µ 0 = 0, which thus yields the right side of the stated identity.
We conclude this section with a statement characterizing response functions for symmetric perturbations.
Proposition 2.14. Assume 2.5 holds for the Hilbert space B = L 2 (µ 0 ) and that for each f ∈ G the semi-group
Remark 2.15. The stated µ 0 -symmetry of B f = A f + f L is necessary in this setting of symmetric perturbations. However, typically more is required from B f in order to assure the existence of a response function of the form (2.7).
Proof: Note that for any δ > 0 and all g, h ∈ G,
where
δf -symmetry of P δf t and the µ 0 -symmetry of P t , it follows that
for any δ > 0. Consequently, as δ ↓ 0,
which by (2.6) and the µ 0 -symmetry of P t−u amounts to
,
Since s → A f P s g is strongly continuous (as part of Definition 2.7 of the response function), it follows that as t ↓ 0,
Further, for all u > 0,
Taken together, these imply that
and consequently we have also that
We thus conclude, based on (2.16), that hB f g µ 0 = gB f h µ 0 for any g, h ∈ G, as claimed.
Generic Markov perturbations
In this section we construct several generic Markov perturbations for which Assumption 2.5 holds. Our presentation is somewhat technical because we aim at addressing a rather general framework. The reader may thus benefit from considering first the concrete examples of Sections 5 and 6.
Time change. Our first construction corresponds to changing the clock as follows. For each fixed f ∈ G and s ≥ 0 let
Note that t f : R + × Ω → R + is a measurable stochastic process the sample path of which are everywhere differentiable with d ds t f = e f (X(s)) bounded and bounded away from zero. Its inverse, τ f (t) := inf{s ≥ 0 : t f (s) ≥ t} is thus also a measurable stochastic process, the sample path of which are everywhere differentiable with
uniformly (in t and ω) bounded and bounded away from zero.
by the right continuity and boundedness of u → exp(f (X(u))). Hence, for each fixed t, the random variable τ f (t) is a stopping time with respect to the canonical filtration F s of {X(·)}. Similarly, the stochastic process
is adapted to the canonical filtration
The strict monotonicity and continuity of t → τ f (t) imply that F f t = F τ f (t) and further it is not hard to check that τ f (t, ω) have the regeneration property
for any t > s > 0 (where θ u ω(·) = ω(u + ·) denotes the usual shift operator). Thus, for any h ∈ B S , t > s > 0 and x ∈ S, by the strong Markov property of X(·) at τ f (s),
where X(·) and X f 0 (·) denote independent copies of X(·) and X f 0 (·), respectively. The Markov property of X f 0 (·) then follows from (3.1) by standard arguments. Since X f 0 (·) assumes its values in a complete, separable metric space, the contractive semigroup P
is thus strictly contractive, and since the series
converges uniformly, it follows that R f λ : D(P t ) → D(P t ) and consequently P f t :
Fixing g ∈ D(L) recall that g(X(·)) and (Lg)(X(·)) are bounded right-continuous functions, with M (t) := g(X(t)) − g(X(0)) − t 0 (Lg)(X(v))dv a right-continuous martingale with respect to the filtration F t . With M (0) = 0 and τ f (t) bounded above uniformly in ω, by Doob's optional sampling theorem E x M (τ f (t)) = 0 for any x ∈ S. By the change of variable v = τ f (u) and Fubini, this amounts to
With G dense in the closed vector space (D(P t ), · ∞ ), we have that P f t is strongly continuous there. The uniformly bounded and strongly continuous P
To this end, observe that the sample path of X f (t) inherits the right continuity of those of X(t), and fixing g ∈ D(L f 0 ) (which is thus continuous and bounded), we have the right-continuous martingale
with respect to the filtration F f s . With M f (0) = 0 and the stopping time t f (s) for the latter filtration bounded above uniformly (in ω), by the optional sampling theorem E x M f (t f (s)) = 0 for all x ∈ S. Since X f (t f (u)) = X(u), using Fubini and the change of variable v = t f (u) we get in analogy to (3.2) that
which by the uniform boundedness and strong continuity of
) and since G is an algebra containing both e −f and Lg, it follows that L f 0 g ∈ G for any f, g ∈ G. It remains just to verify that µ f is invariant for
We have already shown
0 is invariant for P t , so the proof of the proposition is complete.
Perturbations for symmetric processes. Relying on the powerful technology of Dirichlet forms (c.f. [2] ), the second generic case we consider is that of a generalized Langevin dynamics for a µ 0 -symmetric process.
Proposition 3.2. Suppose P t is µ 0 -symmetric. Then, for any f ∈ G there exists a Markov process X f 1 such that the generator of its µ f -symmetric, strongly continuous
and for which Assumption 2.5 holds.
) applies whenever L is the generator of a Markov process of continuous trajectories t → X(t) (c.f. [1] ), resulting with L
) → 0 when n → ∞. We call X f 1 a generalized Langevin dynamics since for S a finite dimensional, compact, connected smooth manifold without boundary, the perturbed process X f 1 (·) is then obtained by adding to the original (diffusion) process a drift of a gradient form (c.f. Section 6).
Remark 3.3. Proposition 3.2 provides us with a semi-group (P f 1 ) t of X f 1 that is defined only for µ 0 almost every x ∈ S. In most interesting specific situations one
for all x ∈ S and h ∈ C b (S). Our proof of the proposition also shows that if
Proof: Fixing f ∈ G, we construct the continuous time, homogeneous Markov process X f 1 on the Hilbert space H = L 2 (µ f ). To this end, consider the bi-linear form
) is a linear operator from D f to H. Our assumptions imply that the algebra G is a subspace of D f , hence the latter is dense in H. Recall that P t is µ 0 -symmetric, so the same applies for its generator L (i.e.
Further, by the definition of L and the µ 0 -symmetry of P t we find that for any g ∈ D f ,
where for any t > 0,
and consequently E f (g, g) ≥ 0 as well. The non-negative quadratic form E f on the dense subspace
The closure
for a construction of such functions). Obviously, for any ǫ, t > 0, g ∈ D(P t ) and µ f almost every x ∈ S,
By (3.6) this implies that 
.1]), is
Markovian as claimed (that is, also (P f 1 ) t 1 = 1 for all t > 0). In carrying out the construction of Langevin dynamics in a non-symmetric setting we use the following analog of Proposition 3.1 which applies in the Hilbert space L 2 (µ f ) for any µ 0 -symmetric Markov semi-group P t on L 2 (µ 0 ) (possibly no longer defined point-wise, and even when the corresponding Markov process is neither strong Markov, nor has right continuous sample path).
Proposition 3.4. If P t is µ 0 -symmetric Markov semi-group on the Hilbert space L 2 (µ 0 ) with a generator L, then Assumption 2.5 holds for a µ f -symmetric, strongly
, whose generator L f 0 has the same domain as L and is such that 
Langevin dynamics in a non-symmetric setting. Building on Propositions 3.1 and 3.2 we shall construct a generalized Langevin dynamics when µ 0 is invariant for the strongly continuous Markov semi-group P t on D(P t ) (of a strong Markov process of right continuous sample path X(t) valued on a complete, separable metric space S), now in case P t is not µ 0 -symmetric. This construction is more complex than what we have seen in Proposition 3.2 and it involves certain (mild) restrictions on the domains of various generators. We start by letting P t denote the extension of P t to a µ 0 -invariant strongly continuous, Markov semi-group on the Hilbert space L 2 (µ 0 ) and P ⋆ t the adjoint of P t in L 2 (µ 0 ). The adjoint semi-group (P ⋆ t ) t≥0 is then strongly continuous in L 2 (µ 0 ) and its generator L ⋆ is the adjoint of the generator L of P t (see [10, Theorem 4.3] ). Further, since P t is µ 0 -invariant and Markovian on L 2 (µ 0 ), the same applies for
We seek a perturbed Markovian semi-group whose generator has the form Lemma 3.5. Suppose P t is a µ 0 -invariant strongly continuous Markov semi-group.
Then, for each nonnegative f ∈ G there exists a Markov process X f such that the generator of its g ) , ∀g ∈ G and for which Assumption 2.5 holds.
Proof: Fixing a non-negative f ∈ G, consider the linear subspace
Since L and its adjoint L ⋆ are the generators of the µ 0 -invariant, strongly continuous semi-groups P t and P ⋆ t on L 2 (µ 0 ), similarly to (3.5), we further have that for any
in view of the non-negativity of f . Hence, E f (g, g) ≥ 0 for all g ∈ D f , and since by our assumptions G ⊆ D f , we conclude that the non-negative quadratic form E f of dense domain D f is closable, denoting by E f its closure, and by P t and L f the corresponding strongly continuous semi-group and generator. Since P ⋆ t is a Markov semi-group, by the same argument as in the proof of Proposition 3.2 we deduce that replacing g by ϕ ǫ (g) reduces the value of g 2 − 2gP
Arguing again as in Proposition 3.2, we conclude that E f is a symmetric Dirichlet form in H with P t = e t L f a strongly continuous Markovian semi-group (recall that 1 ∈ G and L1 = L ⋆ 1 = 0). Remark 3.6. Though Assumption 2.5 holds for the µ f -symmetric Markov semigroup P f t , the Fluctuation Dissipation Theorem 2.10 fails in this case, for L δf of (3.8) converges to zero as δ ↓ 0 (and not to L). We thus need the additional ingredients of Proposition 3.8 in order to complete the construction of the Langevin dynamics in non-symmetric setting.
Considering Lemma 3.5 for f = 1 and then Proposition 3.4 for f = log(1 − e −1 )1 we get the existence of the following symmetric Markov process.
Corollary 3.7. For any µ 0 -invariant strongly continuous Markov semi-group
and L ⋆ g ∈ G for all g ∈ G, then Assumption 2.5 holds for a Markov process X on the Hilbert space L 2 (µ 0 ). The generator of its µ 0 -symmetric, strongly continuous semi-group P t is such that for any
We complete our construction by adding to the generator of Lemma 3.5 an appropriate non-symmetric perturbation (taken from Proposition 3.1).
Proposition 3.8. Suppose as in Lemma 3.5 that f ∈ G is non-negative and
of its strongly continuous semi-group (P f 1 ) t has the same domain as L and is such that
Remark 3.9. Proposition 3.8 is the non-symmetric generalization of Proposition 3.2 since if P t is µ 0 -symmetric then L ⋆ = L and the operator of (3.14) and the corresponding Markov process coincide with L f 1 (and X f 1 ) of Proposition 3.2. Also note that since each f ∈ G is bounded below, you have the non-negativity condition of the proposition by adding to any given f ∈ G a sufficiently large constant, without changing the corresponding normalized invariant measure µ f /µ f (S).
Proof: From Proposition 3.1 we get the Markov process X f 0 (t) on (C b (S), · ∞ ) whose semi-group is generated by L , we conclude that the corresponding generated semi-group is both Markovian and µ f -invariant.
The corresponding response functions
The response function is not determined just by the given Markov process X(·), its invariant measure µ 0 , and the perturbation function f ∈ G. Indeed, 
which contains G by our assumptions about G. Further, by strong continuity of P s on (D(P t ), · ∞ ) it follows that for each given g ∈ G,
is also strongly continuous. Fixing g = P v g for v ≥ 0 and g ∈ G, and taking P 
is not hard to verify that ζ δ t = φ δ Lr t − ψ −δ P t h, where h = P v h for h = Lg ∈ G, the continuous functions φ δ := 1 − e −δf and ψ δ := δ −1 (e δf − δf − 1) are such that φ δ ∞ + ψ −δ ∞ → 0 as δ ↓ 0, and r t = t 0 P t−u f P u hdu is in D(L) by our assumptions about the space G of test functions.
With P t contractive on (D(P t ), · ∞ ), we thus have that for any t ∈ [0, T ],
To show the latter, recall that
hence by contractivity of the semi-group P u ,
which completes the proof. 
Remark 4.3. Since (A 1 ) f is applied in (2.7) only on functions in the set G = {P t g : g ∈ G, t ≥ 0}, it is not hard to verify that (4.2) is valid even with L and Γ replaced by L and Γ, and that only the term corresponding to f L in (2.7) might not be in C b (S) (hence requiring the application of P s instead of P s ).
Remark 4.4. Of the conditions of Theorem 4.2, it is the least convenient to check that r = (P δf 1 ) t g is in the domain of L ⋆ . However, we use it only once, to deduce that then rLr µ 0 = r Lr µ 0 . Thus, one can eliminate the former condition whenever there is a direct way to verify the latter. Remark 4.5. Since µ δ1 = µ 0 for any δ > 0, it is natural to choose P δ1 t = P t , as is the case for X f 1 (·), yielding then that A 1 = 0. However, this is not always done. For example, P 
Proof of Theorem 4.2: Recall Proposition 3.8 that fixing hereafter non-negative f ∈ G, Assumption 2.5 holds for the Hilbert space H = L 2 (µ 0 ) and further, G = {P t g : g ∈ G, t ≥ 0} is in the domain D(A) of the linear operator A = (A 1 ) f of (4.2). Due to the linearity of A, for the strong continuity of AP s g in H per given g ∈ G, it suffices to show the convergence to zero in H of L(P s g − g), Γ(f, P s g − g) and L(P s g − g), when s ↓ 0, per given g ∈ G. To this end, note first that
, with the latter converging to zero in H by the strong continuity of P s . Further, applying (4.1) for P s g − g ∈ D(L), by the preceding argument, the convergence of L(P s g − g) in H is a consequence of the convergence to zero of
by the strong continuity of P s .
To deal with the last remaining term, namely Γ(f,
in supremum norm and hence also in H, when t ↓ 0, where
is a bi-linear symmetric, non-negative definite operator.
, we have in particular that
Further, the µ 0 -invariance of P s results with
as t → 0, which as we have already shown converges to zero when s → 0. Combining all these facts we get the stated strong continuity of AP s g. Fixing g = P v g for v ≥ 0 and g ∈ G, it thus remains only to show that for P δ t := (P δf 1 ) t of Proposition 3.8, 
. Further, as we shall prove at the sequel, Lemma 4.7. For any f ∈ G, g ∈ G and T < ∞ there exists K = K(f, g, T ) finite, such that ψ
Next, given Lemma 4.7, recall that
from which we conclude by the finiteness of t 0 AP u g du and
Fixing t ∈ [0, T ] and δ > 0 we claim that ∆ = 0. Indeed, fixing h ∈ G, by Fubini's theorem and the definition of the adjoint semigroup (P ⋆ ) t≥0 , clearly,
Further, with h ∈ D(L ⋆ ) and g ∈ D(L δ ), we thus get that also P t−u ψ δ u du. Now, by Lemma 4.7, the contractiveness of P t and the convexity of · we have that
thus completing the proof of the theorem.
Proof of Lemma 4.7:
, where (4.6) ξ 1 (r) = f rL ⋆ h − hf Lr − hrLf µ 0 and ξ 2 (r) = hf ( Lr − Lr) µ 0 .
Next for each r ∈ D(L) and δ ∈ (0, 1] let
It is not hard to verify that ξ(r) = hAr µ 0 whenever r ∈ D(A). In particular, with P t g ∈ D(A) and
To complete the proof we require the following lemmas, whose proofs are provided at the end of the section.
Lemma 4.8. Under the conditions of Theorem 4.2 there exists
where E(r) := − rLr µ 0 is finite and non-negative for r ∈ D(L).
Lemma 4.9. Under the conditions of Theorem 4.2, for each T < ∞ and g ∈ G there exists κ = κ(f, g, T ) < ∞ such that for all δ ∈ (0, 1] and any t ∈ [0, T ],
Indeed, in view of (4.7) we get from the bounds of Lemma 4.8 that
Hence, by the bounds of Lemma 4.9 we deduce that | hψ
√ κ finite, and all δ ∈ (0, 1], t ∈ [0, T ] and h ∈ G. Since G is a dense linear subspace of H we conclude that ψ δ t ≤ K √ δ, as claimed. Proof of Lemma 4.8: Fixing f, h ∈ G and r ∈ D(L) we start by proving (4.8). Indeed, with L and L ⋆ being the generators of the strongly continuous semi-group P t and its adjoint P ⋆ t , we have from (4.6) that (4.12) ξ 1 (r) = lim
for the bi-linear symmetric, non-negative definite operators
on H × H. Next, mimicking the arguments of (4.4) and (4.5) it follows by the µ 0 -invariance of P t that (4.13) lim sup
for all r ∈ D(L) and f ∈ D(P t ) such that (f, f ) ∈ D(Γ). Consequently, (4.14)
1/2 h by (4.6) and (4.1). We thus deduce that (4.8) holds for any
Turning to (4.9) and fixing δ ∈ (0, 1] let ψ δ := δ −1 (e δf − δf − 1) ∈ D(P t ), and note that by (3.14) and (4.6)
Recall that e −δf h ∈ G, so using the µ δf -symmetry of L δf and the µ 0 -symmetry of L, followed by the relations (3.8) and (3.13), at g = e −δf h and g = h, we have that
Adapting the derivation of (4.12) we find that the latter expression is the limit as t → 0 of 1 2 he −δf Γ t (e δf , r) µ 0 , so in view of (4.12), we deduce that
Since u → Γ t (u, r) is a linear functional such that Γ t (1, r) = 0 for any r ∈ H, we further have that
for φ δ := 1 − e −δf . With e −δf ∈ [0, 1] and ψ δ ∈ G, we thus get as in the derivation of (4.13) and (4.14) that
Combining this with (4.15) and (4.1) we thus deduce that
Thus, we establish (4.9) once we show that k 1 (δ, f ) ≤ δK 1 (f ) for some finite K 1 (f ) and all δ ∈ (0, 1]. To this end, recall that φ δ ∞ ≤ δ f ∞ and ψ −δ ∞ ≤ δ f 2 ∞ /2 for any non-negative f ∈ D(P t ) and δ > 0. Further, for any g ∈ G, as t → 0 the non-negative functions Γ t (g, g)
converge to Γ(g, g) with respect to the supremum norm, so it remains only to check that for any δ ∈ (0, 1] and t > 0,
(indeed, using the bound e δu − 1 ≤ δe u in (4.16) results with (4.9) holding when
As for (4.16), recall that for any x, y ∈ S and δ > 0,
, which is exactly the inequality (4.16).
Proof of Lemma 4.9:
In view of (4.13) and (4.16) we see that
are bounded uniformly in δ ∈ (0, 1]. Further, since e δf = δψ δ + δf + 1,
. Turning to prove (4.10), note that for any δ ∈ (0, 1] and r ∈ D(L), by (3.14),
since L δf is the generator of a µ δf -symmetric, strongly continuous semi-group whose domain contains D(L), hence a negative self-adjoint operator on this set. With P δ t a contraction for the norm of L 2 (µ δf ) (denoted hereafter by · δ ), we thus find that for any g ∈ G and t > 0,
Further, f is non-negative and by our assumptions, g is in D f of (3.9) where the identity (3.8) applies. We thus establish the uniform bound of (4.10) upon noting that both g δ ≤ e f ∞ g and
are bounded uniformly in δ ∈ (0, 1] (see (4.17) for the uniform bound on Γ(e δf , g) ). Next consider the non-negative quadratic form
Turning to prove (4.11), by our assumptions this is the case for r
which converges to zero when θ ↓ 0. With
for some finite κ 1 = κ 1 (f, g), the universal constants K 1 and κ of Lemma 4.8 and (4.10), respectively, all t ≥ 0 and δ
for any h ∈ G. Thus, by Lemma 4.8 and (4.10)
and with G dense in L 2 (µ 0 ) this immediately yields the bound of (4.20) . Turning to prove (4.21), note that for any t ≥ 0 and δ ∈ (0, 1], by (4.20) the contractivity of P t on L 2 (µ 0 ) and the contractivity of
with the right side bounded uniformly in δ ∈ (0, 1] by some finite
As L is µ 0 -symmetric, by Fubini's theorem, for any s
Recall that by (4.1) and (4.21), for some universal finite constant K, κ, κ 1 ) and all δ ∈ (0, 1]. Since w δ 0 = 0, iterating the latter bound n times, for s ′ − s = t/n, then taking n → ∞, we conclude that w That is, (4.11) holds for κ(f, g, T ) = κ 2 T 0 e 2K2u du finite.
Pure jump processes on a discrete state space
We consider here pure jump processes X(t) on a countable (or finite) state space S equipped with the discrete topology, such that the total jump rate at state x is bounded uniformly over x ∈ S. That is, the jump rates c(x, y) ≥ 0 from x to y = x are such that We proceed to compute in this case the response functions for our two generic Markov perturbations. To this end, consider the operators
and let
where ϕ δ (r) = δ −1 (e δr − δr − 1) → 0 as δ → 0, uniformly on compacts. Hence, 
Slightly modifying the time change generic perturbation of Proposition 3.1, we next show that essentially these conditions on a f (x, y) are also sufficient for having a perturbation X f (·) whose response function is given by (2.7).
Proposition 5.1. Suppose that the generator of the semi-group P t of a pure jump Markov process X(·) on a discrete state space S is of the form (5.2) for jump rates c(x, y) ≥ 0 that satisfy (5.1). To any A f of the form (5.4) with a f (x, y) = b f (x, y) − f (x)c(x, y) satisfying (5.6)-(5.8) and such that for some ρ f < ∞,
there corresponds a Markovian perturbation X f (·) satisfying Assumption 2.5 whose response function is R X f ,g (s, t) = P s A f P t−s g (for g ∈ C b ).
Remark 5.2. Condition (5.9) implies that b f (x, y) is non-negative for every x = y such that c(x, y) = 0 (and for a finite state space S it puts no other restrictions on b f (x, y)).
Proof: In view of (5.7) and (5.9), if δ > 0 is small enough so 1 − δρ f > 0 then . This in turn implies that (2.10) holds in this setting, so by Proposition 2.9 we deduce that (2.6) holds as well, and that A f P s g is strongly continuous on C b .
Remark 5.3. We alternatively get the response function R X f ,g (s, t) = P s A f P t−s g per Proposition 5.1 by adapting instead the generic perturbation of Proposition 3.8, i.e. following the same line of reasoning for the Markov perturbation X δf 1 (·) that correspond to the jump rates
Indeed, for f (·) non-negative and δ > 0 also ψ δ = δ −1 (e δf − δf − 1) is non-negative, so by (5.7) and (5.9)
is non-negative as soon as 1 − δρ f > 0. With ψ δ ∈ C b it follows from (5.1) and (5.6) that L Cycle decomposition provides a canonical construction of Markov processes on a discrete state space with a prescribed invariant measure (such as µ f ). For simplicity, we consider only cycles of finite length. More precisely, equipping S with any complete order, let Γ denote the collection of all finite oriented cycles γ. That is, γ = (x 0 , x 1 , . . . , x n ) of length n = |γ| ≥ 2 is such that x n = x 0 and x i = x j for all 0 ≤ i < j < n. Suppose a strictly positive probability measure µ 0 on S and α : Γ → R + are such that
is finite (in particular, if S is finite then so is Γ and α Γ < ∞ for any α : Γ → R).
It is then easy to check that the jump rates
satisfy (5.1) and that µ 0 (·) is an invariant measure for the corresponding semigroup P t . Further, this semi-group is µ 0 -symmetric (i.e. the Markov process is reversible), if α(γ) = 0 whenever |γ| > 2. Next, let β f : Γ → R and α f : Γ → R + for f ∈ C b be such that β f Γ is finite, β rf = rβ f and
Hence, acting on G, the adjoint
It is thus the restriction to G (and a core) of the generator of the adjoint semi-group P ⋆ t on C b , with G closed under the action of P ⋆ t . Consequently, the generator of the
) and for any non-negative f ∈ G, the generator of the µ f -symmetric semi-group P f t of Lemma 3.5 is such that for g ∈ G,
It follows that when acting on G the generator L
It is easy to check that for any Z ∈ Γ(T(M )), the operator Z ⋆,f = −Z + (g Z − Zf ) acts on G as the adjoint of Z with respect to the inner product of L 2 (µ f ). Further, with Ye −f = −e −f Yf , it follows that
Hence, by [3, Theorem 6.3.2] , now with respect to the finite measure µ f on M that is also of a smooth strictly positive density, we find that L f 1 is the generator of a strongly continuous, µ f -invariant Markovian semi-group (P f 1 ) t on C b such that G is closed under its action, with X f 1 (·) characterized as the unique strong solution of some S-SDE (this direct construction bypasses that of Proposition 3.8).
Carefully examining the proof of Theorem 4.2 one verifies that there is no need to ever consider functions outside G in case this algebra is in the domain of the generators L, L * , L, L δf 1 and is closed under the action of the corresponding Markovian semi-groups on C b . It then suffices to define the operator (A 1 ) f of (4.2) only on G and since here L − L = Y we deduce from (6.2) that (
Yg for all g ∈ G, as stated. Further, it follows that in such a situation X f 1 (·) has the response function corresponding to (A 1 ) f as soon as Lg − Lg 2 ≤ −K gLg µ 0 for some K < ∞ and all g ∈ G, which is exactly our condition (6.1).
Consider next the non-compact manifold
the collections of smooth functions, smooth functions with bounded derivatives of all orders, smooth functions of compact support on M = R d , respectively. Let G be the vector space spanned by 1 and the collection of Schwartz test functions on M (i.e. functions in G are elements of C ∞ whose derivatives of all positive orders decay faster than any power of x ), and consider the Markovian semi-group P t on G that is generated by
(that is, the drift of our diffusion may be unbounded, but its derivatives are bounded). Hence,
where for each x ∈ M ,
Suppose that {D 1 , . . . , D d } satisfies Hörmander's strong hypo-elliptic condition and there exists a bounded below Lyapunov function V ∈ C ∞ , such that LV ≤ 0 and
This implies that the diffusion has a unique invariant measure µ 0 with a strictly positive smooth density ρ ∈ C ∞ b with respect to Lebesgue's measure on M (see [6] ). In view of [18, Theorem 3.14] the semi-group P t maps G into itself (more precisely they require bounded drift, but under our assumptions, for D 0 of linear growth the transition probability function has sub-Gaussian tails and once this is shown, a localization argument reduces to the case covered in [18] . An alternative approach is to use that fact that if g ∈ G then LP t g = P t (Lg), where Lg ∈ G and use the weighted Sobolev norm estimates of [7, Theorem 4.1] ). Now take f ∈ C ∞ 0 and upon making the relevant modifications, apply Proposition 6.1 in this setting.
Stochastic spin systems
We consider next systems of locally interacting diffusion processes, indexed by the d-dimensional lattice Z d . Such processes naturally arise in statistical physics, where all Gibbs states of the interaction potential are invariant measures for the chosen dynamics. In particular, in the presence of a phase transition we typically have non-uniqueness of the Gibbs state and infinitely many invariant measures for the Markov process X(·). Note that in contrast with the setting of Section 6, here the state space S is such that we typically do not have an obvious dense algebra of test functions G in D(P t ) which is closed under the action of the semi-group P t (for example, the algebra of functions depending on finitely many coordinates is typically not closed under action of P t ).
For simplicity we restrict ourselves to pair interaction potentials and consider first the simpler case of compact spin spaces S = (S 1 ) where the potentials Φ i ∈ C ∞ (S 1 ) and Φ i,j ∈ C ∞ (S 1 × S 1 ), i = j are such that Φ i,j (x, y) = Φ j,i (x, y) = Φ i,j (y, x) and Φ i,j = 0 if |i − j| > r. Let
where N (i) = {j ∈ Z d : 1 < |i − j| ≤ r} denotes the r-neighborhood of i, excluding i. Given smooth functions Ψ i (x) = Ψ i (x j , j ∈ N (i)) ∈ C ∞ ((S 1 ) N (i) ), set
where Φ ′ i (x) = ∂ x Φ i (x), Φ ′ i,j (x, y) = ∂ x Φ i,j (x, y) (and hereafter ∂ x denotes the smooth section corresponding to this differential operator on the C ∞ -manifold S 1 ). We assume that Z d (equipped with the corresponding product topology), which is the unique strong solution of the system of stochastic differential equations (7.6) dX
where W i (t), i ∈ Z d are independent Brownian motions on S 1 (c.f. [23] ). We note in passing that with S 1 compact, conditions (7.2)-(7.5) trivially hold for example whenever i → Φ i , i → Ψ i and (i, j) → Φ i,j are translation invariant (and also in some other cases).
Let G denote the dense subset of C b (S), consisting of all local smooth functions. That is, G = {C ∞ ((S 1 ) V ) for some V ⊂⊂ Z d }. Restricted to the algebra G, the generator of the corresponding semi-group P t on C b (S) takes the form
where D i g = ∂ xi g. Hence, Lg ∈ G for each g ∈ G.
The solution X(t) of (7.6) is smooth with respect to X(0) = x with derivatives Y ij (t) = ∂ xj X i (t) such that Y ij (t) = k t 0 B ik (X(s))Y kj (s)ds and Y ij (0) = 1 j (i), where by our assumptions B ik = D k b i are uniformly bounded and the sum is over the finite support of the local function b i . While P t g is not necessarily local for all g ∈ G (so G is not closed under the action of this semi-group), nevertheless by the chain rule D i P t g = k E x [D k g(X(t))Y ik (t)], which is thus uniformly bounded in x (c.f. the proof of [4, Theorem 2.2] or [12] which further shows the existence of a smooth transition probability density). Further, iterating this procedure to deal with the second derivatives, one easily verifies that for all g ∈ G,
In particular, hP t g ∈ D(L) for all h, g ∈ G and the form (7.7) of L extends to any such function.
Under our assumptions the collection G(Φ) of Gibbs measures associated with the potentials {Φ i , Φ i,j , i, j ∈ Z d } is non-empty (see [12] ). That is, µ ∈ G ( with respect to Lebesgue measure on this set (and Z V (x) ∈ R + is the corresponding normalizing constant). Since S 1 has no boundary and ∂ xi Ψ i = 0, considering the form (7.7) and the DLR relation for V = {i}, it is not hard to verify that Lg µ = 0 for any µ ∈ G(Φ) and g ∈ G. That is, any measure in G(Φ) is invariant for X(t). Further, fixing µ 0 ∈ G(Φ), upon using the explicit form of the local specification µ {i} ( · |x) and integration by part, it is easy to check that for all g, h ∈ D(D i ) and for µ 0 -a.e. x ∈ S, When Ψ i = 0 for all i, the Markov process X(t) is merely the usual reversible Langevin dynamic and G(Φ) is then precisely the collection of measures for which its semi-group P t is symmetric (see [23, Theorem 4.3] ). In this case, it is further known that for d = 1, 2 there are no other invariant measures for P t (c.f. [12] ).
Fixing a non-negative, smooth, local function f ∈ C ∞ ((S 1 ) U ) for some U ⊂⊂ Z d (with f = 0), and µ 0 ∈ G(Φ), the probability measureμ f = Z and Φ U = −f }. Consequently,μ f is invariant for the strong Markov process X f (t)
