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Hyperfunction Semigroups
Kostic´ Marko, Pilipovic´ Stevan and Velinov Daniel
Abstract. We analyze Fourier hyperfunction and hyperfunction semi-
groups with non-densely defined generators and their connections with
local convoluted C-semigroups. Structural theorems and spectral char-
acterizations give necessary and sufficient conditions for the existence of
such semigroups generated by a closed not necessarily densely defined
operator A.
1. Introduction and preliminaries
The papers on ultradistribution semigroups, [32], [33] extend the classical the-
ory of semigroups, (see [38], [6], [16], [22], [28] and [35]). S. O¯uchi [44] was the
first who introduced the class of hyperfunction semigroups, more general than
that of distribution and ultradistribution semigroups and in [45] he considered
the abstract Cauchy problem in the space of hyperfunctions. Furthermore,
generators of hyperfunction semigroups in the sense of [44] are not necessar-
ily densely defined. A.N. Kochubei, [23] considered hyperfunction solutions
on abstract differential equations of higher order. We analyze Fourier hyper-
function semigroups with non-densely defined generators continuing over the
investigations of Roumieu type ultradistribution semigroups and constructed
examples of tempered ultradistribution semigroups [32] as well as of Fourier
hyperfunction semigroups with non-densely defined generators. An analysis
of R. Beals [4, Theorem 2’] gives an example of a densely defined operator
A in the Hardy space H2(C+) which generates a hyperfunction semigroup of
[44] but this operator is not a generator of any ultradistribution semigroup,
and any (local) integrated C-semigroups, C ∈ L(H2(C+)). Our main interest
is the existence of fundamental solutions for the Cauchy problems with initial
data being hyperfunctions.
In the definition of infinitesimal generators for distribution and ultra-
distribution semigroups in the non-quasi-analytic case, all authors use test
functions supported by [0,∞). Such an approach cannot be used in the case
of Fourier hyperfunction semigroups since in the quasi-analytic case only the
zero function has this property. Because of that, we define such semigroups
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on test spaces P∗ and P∗,a (a > 0) but the axioms for such semigroups as well
as the definition of infinitesimal generator are given on subspaces of quoted
spaces consisting of functions φ with the property φ(0) = 0 and φ′(0) = 0.
We note that the same can be done for the distribution and ultradistribution
semigroups (we leave this for another paper).
Section 2 is devoted to Fourier hyperfunction semigroups. As we men-
tioned, the definition of such semigroups is intrinsically different than that of
ultradistribution semigroups because test functions with the support bounded
on the left cannot be used. Fourier hyperfunction semigroups with densely
defined infinitesimal generators were introduced by Y. Ito [17] related to the
corresponding Cauchy problem [16]. We give structural and spectral char-
acterizations of Fourier- and exponentially bounded Fourier hyperfunction
semigroups with non-dense infinitesimal generators, their relations with the
convoluted semigroups and to the corresponding Cauchy problems. Spectral
properties of hyperfunction semigroups give a new insight to S. O¯uchi’s re-
sults.
1.1. Hyperfunction and Fourier hyperfunction type spaces
The basic facts about hyperfunctions and Fourier hyperfunctions of M. Sato
can be found on an elementary level in the monograph of A. Kaneko [18]
(see also [41], [14], [19]-[20]). Let E be a Banach space, Ω be an open set
in C containing an open set I ⊂ R as a closed subset and let O(Ω) be
the space of E−valued holomorphic functions on Ω endowed with the topol-
ogy of uniform convergence on compact sets of Ω. The space of E−valued
hyperfunctions on I is defined as B(I, E) := O(Ω \ I, E)/O(Ω, E). A rep-
resentative of f = [f(z)] ∈ B(I, E), f ∈ O(Ω \ I, E) is called a defin-
ing function of f . The space of hyperfunctions supported by a compact
set K ⊂ I with values in E is denoted by ΓK(I,B(E)) = B(K,E). It is
the space of continuous linear mapping from A(K) into E, where A(K)
is the inductive limit type space of analytic functions in neighborhoods of
K endowed with the appropriate topology [25]. Denote by A(R) the space
of real analytic functions on R: A(R) =proj limK⊂⊂RA(K). The space of
continuous linear mappings from A(R) into E, denoted by Bc(R, E), is con-
sisted of compactly supported elements of B(K,E), where K varies through
the family of all compact sets in R. We denote by B+(R, E) the space of
E−valued hyperfunctions whose supports are contained in [0,∞). As in
the scalar case (E = R) we have, if f ∈ Bc(R, E) and suppf ⊂ {a},
then f =
∑∞
n=0 δ
(n)(· − a)xn, xn ∈ E, where lim
n→∞
(n!||xn||)1/n = 0. Let
D = {−∞,+∞} ∪ R be the radial compactification of the space R. Put
Iν = (−1/ν, 1/ν), ν > 0. For δ > 0, the space O˜−δ(D + iIν) is defined as a
subspace of O(R+ iIν) with the property that for every K ⊂⊂ Iν and ε > 0
there exists a suitable C > 0 such that |F (z)| ≤ Ce−(δ−ε)|Rez|, z ∈ R+ iK.
Then P∗(D) :=indlimn→∞ O˜−1/n(D + iIn) is the space of all rapidly de-
creasing, real analytic functions (cf. [18, Definition 8.2.1]) and the space of
Fourier hyperfunctions Q(D, E) is the space of continuous linear mappings
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from P∗(D) into E endowed with the strong topology. We point out that
Fourier hyperfunctions were firstly introduced by M. Sato in [46] who called
them slowly increasing hyperfunctions. Let us note that the sub-index ∗ in
P∗(D) does not have the meaning as in the case of ultradistributions. This
is often used notation in the literature (cf. [18]). Recall, the restriction map-
ping Q(D, E) → B(R, E) is surjective, see [18, Theorem 8.4.1]. For further
relations between the spaces B(R) and Q(D), we refer to [18, Section 8].
Recall [18], an operator of the form P (d/dt) =
∑∞
k=0 bk(d/dt)
k is called
a local operator if lim
k→∞
(|bk|k!)
1/k = 0. Note that the composition and the
sum of local operators is again a local operator.
The main structural property ofQ(D) says that every element f ∈ Q(D)
is of the form f = P (d/dt)F, where P is a local operator and F is a continuous
slowly increasing function, that is, for every ε > 0 there exists Cε > 0 such
that |F (t)| ≤ Cεe
ε|t|, t ∈ R. More precisely, we have the following global
structural theorem (cf. [18, Proposition 8.1.6, Lemma 8.1.7, Theorem 8.4.9]),
reformulated here with a sequence (Lp)p:
Let, formally,
PLp(d/dt) =
∞∏
p=1
(1 +
L2p
p2
d2/dt2) =
∞∑
p=0
apd
p/dtp, (1)
where (Lp)p is a sequence decreasing to 0. This is a local operator and we call
it hyperfunction operator.Then [18]:
Let T ∈ Q(D, E). There is a local operator PLp(−id/dt) (with a cor-
responding sequence (Lp)p) and a continuous slowly increasing function f :
R → E, which means that, for every ε > 0 there exists Cε > 0 such that
||f(x)|| ≤ Cεeε|x|, x ∈ R and that T = PLp(−id/dt)f .
If a hyperfunction is compactly supported, suppf ⊂ K, f ∈ B(K,E),
then we have the above representation with a corresponding local operator
PLp(−id/dt) and a continuous E−valued function in a neighborhood of K.
The spaces of Fourier hyperfunctions were also analyzed by J. Chung,
S.-Y. Chung and D. Kim in [7]-[8]. Following this approach, we have that
P∗(D) is (topologically) equal to the space of C∞−functions φ defined on R
with the property: (∃h > 0)(||φ||h <∞), where the norms || · ||h, h > 0, are
defined by ||φ||h := sup{||φ(n)(x)||e|x|/h/(hnn!) : n ∈ N0, x ∈ R}, equipped
with the corresponding inductive limit topology when h → +∞. The next
lemma can be proved by the standard arguments using the norms ||φ||h.
Lemma 1.1. If φ, ψ ∈ P∗(D), then φ ∗0 ψ =
∫ t
0
φ(τ)ψ(t − τ) dτ , t > 0 is in
P∗(D) and the mapping ∗0 : P∗(D)× P∗(D)→ P∗(D) is continuous.
Proof. Suppose x ∈ R, n ∈ N and h1 > 0 fulfill ||φ||h1 < ∞. Suppose that
h > 2h1 satisfies ||ψ||h
2
< ∞ and put h2 =
hh1
h−h1
. We will use the next
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inequality which holds for evey t, |x|h ≤
|x−t|
h +
|t|
h ≤
|x−t|
h +
|t|
h1
− |t|h2 . We have
sup
n∈N0, x∈R
e|x|/h
∣∣(∫ x
0 φ(t)ψ(x − t) dt
)(n)∣∣
hnn!
≤
≤ sup
n∈N0, x∈R
e|x|/h
∫ x
0
|φ(t)ψ(n)(x− t)| dt
hnn!
+
n−1∑
j=0
sup
n∈N, x∈R
e|x|/h|φ(j)(x)||ψ(n−1−j)(0)|
hnn!
=
= I + II.
We will estimate separately I and II.
I ≤ sup
t∈R
(
|φ(t)|e
|t|
h1
)(∫ x
0
e−
|t|
h2 dt
)
sup
n∈N0, x,t∈R
|ψ(n)(x− t)|e|x−t|/h
hnn!
,
II ≤
1
2n
n−1∑
j=0
sup
j∈N0, x∈R
e|x|/h|φ(j)(x)|
(h/2)jj!
sup
n−j∈N0
|ψ(n−1−j)(0)|
(h/2)n−j(n− j)!
This gives φ ∗0 ψ ∈ P∗(D) while the continuity of the mapping ∗0 : P∗(D) ×
P∗(D)→ P∗(D) follows similarly. This completes the proof of the lemma. 
Now we will transfer the definitions and assertions for Roumieu tem-
pered ultradistributions to Fourier hyperfunctions.
Definition 1.2. Let a ≥ 0. Then
P∗,a(D) := {φ ∈ C
∞(R) : ea·φ ∈ P∗(D)}.
Define the convergence in this space by
φn → 0 in P∗,a(D) iff e
a·φn → 0 in P∗(D).
We denote by Qa(D, E) the space of continuous linear mappings from P∗,a(D)
into E endowed with the strong topology.
We have:
F ∈ Qa(D, E) iff e
−a·F ∈ Q(D, E). (2)
Proposition 1.3. Let G ∈ Qa(D, L(E)). Then there exists a local operator P
and a function g ∈ C(R, L(E)) with the property that for every ε > 0 there
exists Cε > 0 such that
e−ax||g(x)|| ≤ Cεe
ε|x|, x ∈ R and G = P (d/dt)g.
Proof. From the structure theorem for the spaceQ(D, L(E)) and since e−a·G ∈
Q(D, L(E)), there exists a local operator P and a function g1 with the prop-
erty that for every ε > 0 there is corresponding Cε > 0 such that
‖g1(x)‖ ≤ Cεe
ε|x|, x ∈ R and G = eaxP (d/dt)g1 .
We put g(x) = eaxg1(x), x ∈ R. Using Leibnitz formula , we have
eaxP (d/dt)g1(x) =
∞∑
t=0
(
∞∑
k=0
(
t+ k
t
)
(−1)kakbk+t)(e
axg1(x))
(t) .
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The assertion will be proved if we show that lim
|t|→∞
(|ct|t!)
1
t = 0, where ct =
∞∑
k=0
(
k+t
k
)
akbk+t. To prove this, we use
(
t+ k
k
)
≤ (t+ k)k ≤ 2kkk + 2ktk ≤ 2k(kk + kket) = 2kkk(1 + et) ,
where we used tk ≤ kket. The last inequality is clear for k ≥ t. For k < t,
we put k = νt. First let we note that ν ln ν ∈ (−1, 0). Then νt ln t ≤ νt ln t+
νt ln ν + t. Hence tk ≤ kket. Now,
ct =
∞∑
k=0
2kkk(1 + et)akbk+t =
∞∑
k=0
(2a)kkk(1 + et)bk+t .
The coefficients bk+t are coefficients of a local operator, so for all ε > 0 ,
exists M ∈ N such that for all t+ k > M , |bk+t|(t+ k)! < εt+k. With this we
have
t!|ct| ≤ (1+e
t)
∞∑
k=0
(2a)kkk(t+ k)!t!|bk+t|
(t+ k)!
≤
∞∑
k=0
(2a)k(1 + e)tekk!t!(t+ k)!|bt+k|
(t+ k)!
≤
≤
∞∑
k=0
(2a)k(1 + et)k!t!(t+ k)!|bt+k|
t!k!
≤
∞∑
k=0
(2ae)k(1 + et)εt+k = (1+et)εt
∞∑
k=0
(2aeε)
k
and the assertion follows since we can choose ε arbitrary small. 
Remark 1.4. By Lemma 1.1, one can easily prove that, if φ, ψ ∈ P∗,a(D),
then φ ∗0 ψ ∈ P∗,a(D) and the mapping ∗0 : P∗,a(D) × P∗,a(D) → P∗,a(D) is
continuous.
For the needs of the Laplace transform we define the spaceP∗([−r,∞]), r >
0. Note that [−r,∞] is compact in D.
P∗([−r,∞], h) is defined as the space of smooth functions φ on (−r,∞)
with the property ||φ||∗,−r,h <∞, where
||φ||∗,−r,h := sup
{ ||φ(α)(x)||e|x|/h
hαα!
: α ∈ N0, x ∈ (−r,∞)
}
.
Then
P∗([−r,∞]) := ind lim
h→+∞
P∗([−r,∞], h).
Lemma 1.5. P∗(D) is dense in P∗([−r,∞]).
Proof. This is a consequence of Lemma 8.6.4 in [18]. 
For a ≥ 0, we define the space
P∗,a([−r,∞]) := {φ : e
a·φ ∈ P∗([−r,∞])}.
The topology of P∗,a([−r,∞]) is defined by:
lim
n→∞
φn = 0 in P∗,a([−r,∞]) iff lim
n→∞
ea·φn = 0 in P∗([−r,∞]).
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If a ≥ 0 and e−a·G ∈ Q+(D, L(E)), then G can be extended to an ele-
ment of the space of continuous linear mappings from P∗,a([−r,∞]) into
L(E) equipped with the strong topology. This extension is unique because of
Lemma 1.5. We will use this for the definition of the Laplace transform of G.
2. Fourier hyperfunction semigroups
The definition of (exponential) Fourier hyperfunction semigroup with densely
defined infinitesimal generators of Y. Ito (see [17, Definition 2.1]) is given on
the basis of the space P0 whose structure is not clear to authors. Our defini-
tion is different and related to non-densely defined infinitesimal generators.
In the sequel, we use the notation Q+(D, L(E)) for the space of vector-
valued Fourier hyperfunctions supported by [0,∞]. More precisely, if f ∈
Q+(D, L(E)) is represented by f(t, ·) = F+(t+ i0, ·)−F−(t− i0, ·), where F+
and F− are defining functions for f (see [18, Definition 1.3.6, Definition 8.3.1])
and γ+ and γ− are piecewise smooth paths connecting points −a (a > 0) and
∞ such that γ+ and γ− lie respectively in the upper and the lower half planes
as well as in a strip around R depending on f, then for any ψ ∈ P∗(D),
∫
R
f(t)ψ(t) dt =
∞∫
0
f(t)ψ(t) dt :=
∫
γ+
F+(z)ψ(z) dz −
∫
γ−
F−(z)ψ(z) dz.
Since we will use the duality approach of Chong and Kim, we will use notation
〈f, ψ〉 for the above expression.
Let ϕ ∈ P∗ and let f(t, ·) = F+(t + i0, ·) − F−(t − i0, ·) be an element
in Q+(D, L(E)). Then
ϕ(t)f(t, ·) := ϕ(t)F+(t+ i0, ·)− ϕ(t)F−(t− i0, ·).
We will denote by P0∗ a subspace of P∗ consisting of functions φ with
the property φ(0) = 0. Also, we will consider P00∗ , a subspace of P∗ consisting
of functions ψ with the properties ψ(0) = 0 and ψ′(0) = 0. Note, any ψ ∈ P∗
can be written in the form
ψ(t) = ψ(0)φ0(t) + θ(t), t ∈ R, respectively , (3)
ψ(t) = ψ(0)φ0(t) + ψ
′(0)φ1(t) + θ˜(t), t ∈ R, (4)
where φ0 and φ1 are fixed elements of P∗ with the properties φ0(0) = 1,
φ′0(0) = 0, φ1(0) = 0, φ
′
1(0) = 1 and θ varies over P
0
∗ respectively θ˜ varies
over P00∗ . We define P
0
∗a as a space of functions φ ∈ P∗,a with the property
φ(0) = 0 and P00
∗,a, as a space of functions φ ∈ P∗,a with the property
φ(0) = 0, φ′(0) = 0 and note that the similar decompositions as (3) and (4)
hold for elements of P0
∗,a and P
00
∗,a, respectively.
Definition 2.1. An element G ∈ Q+(D, L(E)) is called a pre-Fourier hyper-
function semigroup, if the next condition is valid
(H.1) G(φ ∗0 ψ) = G(φ)G(ψ), φ, ψ ∈ P∗(D).
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Further on, a pre-Fourier hyperfunction semigroup G is called a Fourier
hyperfunction semigroup, (FHSG) in short, if, in addition, the following holds
(H.2) N (G) :=
⋂
φ∈P00∗ (D)
N(G(φ)) = {0}.
If the next condition also holds:
(H.3) R(G) :=
⋃
φ∈P00∗ (D)
R(G(φ)) is dense in E, then G is called a
dense (FHSG).
If e−a·G ∈ Q+(D, L(E)), for some a > 0, and (H.1) holds with φ, ψ ∈
P
∗,a(D) then G is called exponentially bounded pre-Fourier hyperfunction
semigroup. If (H.2) and (H.3) hold with φ ∈ P00
∗,a(D), then G is called a dense
exponential Fourier hyperfunction semigroup, dense (EFHSG), in short.
Let A be a closed operator. We denote by [D(A)] the Banach space
D(A) endowed with the graph norm ‖x‖[D(A)] = ‖x‖+‖Ax‖, x ∈ D(A). Like
in [16, Definition 2.1, Definition 3.1], we give the following definitions:
Definition 2.2. Let A be a closed operator. Then G ∈ Q+(D, L(E, [D(A)]))
is a Fourier hyperfunction solution for A if P ∗ G = δ ⊗ IE and G ∗ P =
δ⊗ I[D(A)], where P := δ
′⊗ ID(A)− δ⊗A ∈ Q+(D, L([D(A)], E)); G is called
an exponential Fourier hyperfunction solution for A if, additionally,
e−a·G ∈ Q+(D, L(E, [D(A)])), for some a > 0.
Similarly, if G is an exponential Fourier hyperfunction solution for A which
fulfills (H.3), then G is called a dense, exponential Fourier hyperfunction
solution for A.
Let a ≥ 0 and α ∈ P
,∗a, be an even function such that
∫
α(t) dt = 1.
Let sgn (x) := 1, x > 0, sgn (x) := −1, x < 0 and sgn (0) := 0. A net of the
form δε = α(·/ε)/ε, ε ∈ (0, 1), is called delta net in P,∗a. Changing α with
the above properties, one obtains a set of delta nets in P
,∗a. Clearly, every
delta net converges to δ as ε→ 0 in Q(D). We define, for x ∈ R,
δ ∗0 φ(x) := 2sgn (x) lim
ε→0
δε ∗0 φ(x) = φ(x), φ ∈ P
0
∗,a,
δ′ ∗0 φ(x) := 2sgn (x) lim
ε→0
δ′ε ∗0 φ(x) = φ
′(x), φ ∈ P00
∗,a.
Definition 2.3. Let a ≥ 0 and G be an (EFHSG). Then
1. G(δ)x := y iff G(δ ∗0 φ)x = G(φ)y for every φ ∈ P0∗,a(D).
2. G(−δ′)x := y if G(−δ′ ∗0 φ)x = G(φ)y for every φ ∈ P00∗,a(D).
A = G(−δ′) is called the infinitesimal generator of G.
Thus G(δ) is the identity operator. In order to prove that G(−δ′) is a
single-valued function, we have to prove that for every x ∈ E, G(−δ′)x = y1
and G(−δ′)x = y2 imply y1 = y2. This means that we have to prove that
G(φ′)x = G(φ)y1, G(φ
′)x = G(φ)y2, φ ∈ P
00
∗ =⇒ y1 = y2.
Proposition 2.4. If G(φ′)x = 0 for every φ ∈ P00
∗,a, then x = 0.
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Proof. We shall prove that the assumption G(φ)y = 0 for every φ ∈ P0
∗,a
implies that y = 0. By (3), we have that for any φ0 ∈ P∗,a such that φ0(0) =
c 6= 0
G(ψ)y =
ψ(0)
c
G(φ0)y, ψ ∈ P∗,a.
Now let φ, ψ be arbitrary elements of P
∗,a. Since G(φ ∗0 ψ)y = G(φ)G(ψ)y
and φ ∗0 ψ(0) = 0, it follows, with z = G(ψ)y,
G(φ ∗0 ψ)y = G(φ)z = 0, φ ∈ P∗,a =⇒ z = 0.
Thus, for any ψ ∈ P
∗,a, we have G(ψ)y = 0 which finally implies y = 0.
Now, we will prove the assertion. By (4) we have that for every ψ ∈ P
∗,a
G(ψ′)x = ψ(0)G(φ′0)x+ ψ
′(0)G(φ′1)x = 0.
Denote by P10 the set of all φ0 ∈ P∗ with the properties φ1(0) = c 6=
0, φ′1(0) = 0 and by P01 the set of all φ1 ∈ P∗ with the properties φ0(0) =
0, φ′0(0) = c 6= 0.
We have the following cases:
(∀φ0 ∈ P10)(∀φ1 ∈ P01)(G(φ0)x = 0, G(φ1)x = 0);
(∀φ0 ∈ P10)(∃φ1 ∈ P01)(G(φ0)x = 0, G(φ1)x 6= 0);
(∃φ0 ∈ P10)(∀φ1 ∈ P01)(G(φ0)x 6= 0, G(φ1)x = 0);
(∃φ0 ∈ P10)(∃φ1 ∈ P01)(G(φ0)x 6= 0, G(φ1)x 6= 0).
In the first case we have, by (4), G(−ψ′)x = 0, ψ ∈ P
∗,a. This implies,
by the standard arguments, that G(ψ)x = C
∫
R
ψ(t) dt x = 0, ψ ∈ P∗,a and
this holds for C = 0. Consider the fourth case. In this case we have that
G(ψ′)x = C1〈δ, ψ〉x+ C2〈δ
′, ψ〉x
and thus,
G(ψ′)x = C1〈δ, ψ〉x+ C2〈δ
′, ψ〉x + C3〈1, ψ〉x,
where 〈1, ψ〉x =
∫
R
ψ(t) dt x. Now, by the semigroup property it follows C1 =
C2 = C3 = 0 and with this we conclude as above that x = 0. We can handle
out the second and the third case in a similar way. This completes the proof
of the assertion. 
2.1. Laplace transform and the characterizations of Fourier hyperfunction
semigroups
The proofs of assertions of this section related to the Laplace transform are
new but some of them are quite simple. They are based on the technics
developed by Komatsu [24]-[27]
Note, for every r > 0, Eλ = e
−λ· ∈ P∗((−r,∞]), for every λ ∈ C with
Reλ > 0. So, we can define the Laplace transform of G ∈ Q+(D, L(E)) by
LG(λ) = Gˆ(λ) := G(Eλ), Reλ > 0.
Proposition 2.5. There exists a suitable local operator P such that
|Gˆ(λ)| ≤ |P (λ)|, Reλ > 0.
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The proof of this assertion it is even simpler than the proof of the
corresponding assertion in the case of Roumieu ultradistributions.
If e−a·G ∈ Q+(D, L(E)), we define the Laplace transform of G by
L(G)(λ) = Gˆ(λ) := G(Eλ), Reλ > a.
It is an analytic function defined on {λ ∈ C : Reλ > a} and there exists a
local operator P such that |Gˆ(λ)| ≤ |P (λ)|, Reλ > a.
Remark 2.6. Similarly to the corresponding Roumieu case, one can prove the
next statement:
If G ∈ Q+(D, L(E, [D(A)])) is a Fourier hyperfunction solution for A, then
G is a pre-Fourier hyperfunction semigroup. It can be seen, as in the case of
ultradistributions, that we do not have that G must be an (FHSG).
Structural properties of the Fourier hyperfunction semigroups are sim-
ilar to that of ultradistribution semigroups of Roumieu class. For the essen-
tially different proofs of corresponding results we need the next lemma where
we again use the Fourier transform instead of Laplace transform.
Lemma 2.7. Let PLp be of the form (1). The mapping
PLp(id/dt) : P∗(D)→ P∗(D), φ 7→ PLp(id/dt)φ
is a continuous linear bijection.
Proof. Due to [18, Proposition 8.2.2], φ ∈ P∗(D) implies F(φ) ∈ P∗(D).
Thus, for some n ∈ N, every ε > 0 and a corresponding Cε > 0, |F(φ)(z)| ≤
Cεe
(−1/n−ε)|Rez|, z ∈ R+In. By [18, Proposition 8.1.6, Lemma 8.1.7, Theorem
8.4.9], with some simple modifications, we have
Ce
A|ζ|
r(|ζ|+1) ≤ |PLp(ζ)|, |η| ≤
|ξ|
2
+
1
L1
, ζ = ξ + iη, (5)
for some C, A > 0 and some monotone increasing function r with the prop-
erties r(0) = 1, r(∞) =∞. This implies that there exists an integer n0 ∈ N
such that
F(φ)/PLp ∈ O˜
−1/n0(R+ iIn0).
Thus, its inverse Fourier transform F−1(F(φ)/PLp) is an element of P∗(D).

Using the properties of local operators as well as norms || · ||h,p!, as in
the case of Roumieu tempered ultradistributions, one obtains the following
assertions.
Theorem 2.8. Suppose that f : {λ ∈ C : Reλ > a} → E is an analytic
function satisfying
||f(λ)|| ≤ C|P (λ)|, Reλ > a,
for some C > 0, some local operator P with the property |P (λ)| > 0, Reλ > a.
Suppose, further, that a local operator P˜ satisfies (5). Then
(∃M > 0)(∃h ∈ C∞([0,∞);E))(∀j ∈ N0)(h
(j)(0) = 0)
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such that ||h(t)|| ≤Meat, t ≥ 0, and
f(λ) = P (λ)P˜ (λ)
∫ ∞
0
e−λth(t) dt, Reλ > a.
Theorem 2.9. Let A be closed and densely defined. Then A generates a dense
(EFHSG) iff the following conditions are true:
(i) {λ ∈ C : Reλ > a} ⊂ ρ(A).
(ii) There exist a local operator P with the property |P (λ)| > 0, Reλ > a,
a local operator P˜ with the properties as in the previous theorem and
C > 0 such that
||R(λ : A)|| ≤ C|P (λ)P˜ (λ)|, Reλ > a.
(iii) R(λ : A) is the Laplace transform of some G which satisfies (H.2).
Proof. We will prove the theorem for a = 0. (⇐): Theorem 2.8 implies that
R(λ : A) is of the form
R(λ : A) = P (λ)P˜ (λ)
∫ ∞
0
e−λtS(t) dt, Reλ > 0,
where S ∈ C∞([0,∞)), S(j)(0) = 0, j ∈ N0 and for every ε > 0 there
exists M > 0 such that ||S(t)|| ≤ M, t ≥ 0 This implies R(λ : A) =
L(G)(λ), Reλ > 0, where G = P (−d/dt)P˜ (−d/dt)S, and G ∈ Q+(D, E).
Since
(δ′ ⊗ ID(A) − δ ⊗A) ∗G = δ ⊗ IE ,
G ∗ (δ′ ⊗ ID(A) − δ ⊗A) = δ ⊗ ID(A),
and (iii) holds, we have that G is a Fourier hyperfunction semigroup.
(⇒): Put E+λ = EλH,R
+
λ = RλH, where H is Heaviside’s function. Let
G ∈ Q+(D, L(E,D(A))) and λ ∈ {z ∈ C : Reλ > a} ⊂ ρ(A) be fixed. Then
(δ′ + λδ) ∗ E+λ = δ. Now let φ ∈ P∗(D) and x ∈ E. Then
G((δ′ + λδ) ∗0 E
+
λ ∗0 φ) = G(φ)x,
and
G(δ′ ∗0 R
+
λ ∗0 φ)x + λG(δ ∗0 E
+
λ ∗0 φ)x = G(δ
′)G(E+λ ∗0 φ)x + λGˆ(λ)G(φ)x .
Hence,
−A(Gˆ(λ)G(φ)x) + λGˆ(λ)G(φ)x = G(φ)x .
Since (H.3) is assumed (−A + λ)Gˆ(λ) = I, so ‖Gˆ(λ)‖ ≤ C|P (λ)|, Reλ > a,
where P is an appropriate local operator. 
Corollary 2.10. Suppose A is a closed linear operator. If A generates an
(EFHSG), (i), (ii) and (iii) of Theorem 2.9 hold.
If (i) and (ii) of Theorem 2.9 hold, then G, defined in the same way
as above, is a Fourier hyperfunction fundamental solution for A. If (iii) is
satisfied, then G is an (EFHSG) generated by A.
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We note that in Corollary 2.10 the operator A is non–densely defined.
Now we will prove a theorem related to Fourier hyperfunction semi-
groups. As in the case of ultradistributions, the theorem can be proved for
(EFHSG) but for the sake of simplicity, we will assume that a = 0.
We need one more theorem.
Theorem 2.11. Let A be a closed operator in E. If A generates a (FHSG) G,
then G is an Fourier hyperfunction fundamental solution for
P := δ′ ⊗ ID(A) − δ ⊗A ∈ Q+(D, L([D(A)], E)).
In particular, if T ∈ Q+(D, E), then u = G ∗ T is the unique solution of
− Au+
∂
∂t
u = T, u ∈ Q+(D, [D(A)]). (6)
If suppT ⊂ [α,∞), then suppu ⊂ [α,∞).
Conversely, if G ∈ Q+(D, L(E, [D(A)])) is a Fourier hyperfunction fun-
damental solution for P and N (G) = {0}, then G is an (FHSG) in E.
Proof. (⇒) One can simply check that (G(ψ)x,G(−ψ′)x − ψ(0)x) ∈ G(−δ′)
and G is a fundamental solution for P . The uniqueness of the solution u =
G ∗ T of (6) is clear as well as the support property for the solution u if
suppT ⊂ [α,∞).
The part (⇐) can be proved in the same way as in the [33, Theorem
3.3], part (d)⇒ (a). 
First, we list the statements:
(1) A generates an (FHSG) G.
(2) A generates an (FHSG) of the form G = PLp(−id/dt)Sa,K , where SK :
R → L(E) is exponentially slowly increasing continuous function and
SK(t) = 0, t ≤ 0.
(3) A is the generator of a global K-convoluted semigroup (SK(t))t≥0 ,
where K = L−1( 1PLp (−iλ)
).
(4) The problem
(δ ⊗ (−A) + δ′ ⊗ IE) ∗G = δ ⊗ IE , G ∗ (δ ⊗ (−A) + δ
′ ⊗ ID(A)) = δ ⊗ ID(A)
has a unique solution G ∈ Q+(D, L(E, [D(A)])) with N (G) = {0}.
(5) For every ε > 0 there exists Kε > 0 such that
ρ(A) ⊃ {λ ∈ C : Reλ > 0}
and
||R(λ : A)|| ≤ Kεe
ε|λ|, Reλ > 0.
Theorem 2.12. (1) ⇔ (4); (1) ⇒ (3); (3) ⇒ (4); (4) ⇒ (5);
Proof. The equivalence of (1) and (4) can be proved in the same way as in
the case of ultradistribution semigroups, [33, Theorem 3.3].
One must use Lemma 2.7 in proving of (1) ⇒ (3) (see [33, Theorem
3.3 ](a)’ ⇒ (c)’). The implication (4) ⇒ (5) is a consequence of Theorem 2.9
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and Corollary 2.10. In the case when the infinitesimal generator is densely
defined Y. Ito [16] proved the equivalence of a slightly different assertion (4),
without the assumption N (G) = {0}, and (5). Our assertion is the stronger
one since it is based on the strong structural result of Theorem 2.9. 
Operators which satisfy (5) may be given using the analysis of P.C.
Kunstmann [34, Example 1.6] with suitable chosen sequence (Mp)p∈N0 .
The definition of a hyperfunction fundamental solution G for a closed
linear operator A can be found in the paper [44] of S. O¯uchi. For the sake of
simplicity, we shall also say, in that case, that A generates a hyperfunction
semigroup G. The next assertion is proved in [44]:
A closed linear operator A generates a hyperfunction semigroup iff for
every ε > 0 there exist suitable Cε, Kε > 0 so that
ρ(A) ⊃ Ωε := {λ ∈ C : Reλ ≥ ε|λ|+ Cε}
and
||R(λ : A)|| ≤ Kεe
ε|λ|, λ ∈ Ωε.
We will give some results related to hyperfunction and convoluted semigroups
in terms of spectral conditions and the asymptotic behavior of K˜. We refer
to [2] for the similar results related to n-times integrated semigroups, n ∈
N0, to [15] for α-times integrated semigroups, α > 0 and to [40, Theorem
1.3.1] for convoluted semigroups. Since we focus our attention on connections
of convoluted semigroups with hyperfunction semigroups, we use the next
conditions for K :
(P1) K is exponentially bounded, i.e., there exist β ∈ R and M > 0 so that
|K(t)| ≤Meβt, for a.e. t ≥ 0.
(P2) K˜(λ) 6= 0, Reλ > β.
In general, the second condition does not hold for exponentially bounded
functions, cf. [3, Theorem 1.11.1] and [31]. Following analysis in [10] and [29,
Theorem 2.7.1, Theorem 2.7.2], in our context, we can give the following
statements:
Theorem 2.13. 1. Let K satisfy (P1) and (P2) and let (SK(t))t∈[0,τ), 0 <
τ ≤ ∞, be a K-convoluted semigroup generated by A. Suppose that for
every ε > 0 there exist ε0 ∈ (0, τε) and Tε > 0 such that
1
|K˜(λ)|
≤ Tεe
ε0|λ|, λ ∈ Ωε ∩ {λ ∈ C : Reλ > β}.
Then for every ε > 0 there exist Cε > 0 and Kε > 0 such that
Ω1ε = {λ ∈ C : Reλ ≥ ε|λ|+Cε} ⊂ ρ(A) and ||R(λ : A)|| ≤ Kεe
ε0|λ|, λ ∈ Ω1ε.
2. Let K ∈ L1loc([0, τ)) for some 0 < τ ≤ 1 and let A generate a K-
convoluted semigroup (SK(t))t∈[0,τ). If K can be extended to a function
K1 in L
1
loc([0,∞)) which satisfies (P1) so that its Laplace transform has
the same estimates as in Theorem 2.13, then A generates S. O¯uchi’s
hyperfunction semigroup.
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3. Assume that for every ε > 0 there exist Cε > 0 and Mε > 0 so that
Ωε ⊂ ρ(A) and that ||R(λ : A)|| ≤Mεeε|λ|, λ ∈ Ωε.
(a) Assume that K is an exponentially bounded function with the fol-
lowing property for its Laplace transform: There exists ε0 > 0 such
that for every ε > 0 exists Tε > 0 with
|K˜(λ)| ≤ Tεe
−ε0|λ|, λ ∈ Ωε. (7)
If τ > 0 and K|[0,τ) 6= 0 (K|[0,τ) is the restriction of K on [0, τ),
then A generates a local K-semigroup on [0, τ).
(b) Assume that K is an exponentially bounded function, τ > 0 and
K|[0,τ) 6= 0. Assume that for every ε > 0 there exist Tε > 0 and
ε0 ∈ (ε(1 + τ), ∞) such that (7) holds. Then A generates a local
K-semigroup on [0, τ).
Connections of hyperfunction and ultradistribution semigroups with (lo-
cal integrated) regularized semigroups seems to be more complicated. In this
context, there is a example (essentially due to R. Beals [4]) which shows that
there exists a densely defined operator A on the Hardy space H2(C+) which
has the following properties:
1. A is the generator of S. O¯uchi’s hyperfunction semigroup.
2. A is not a subgenerator of a local α-times integrated C-semigroup,
for any injective C ∈ L(H2(C+)) and α > 0.
It is clear that there exists an operator A which generates an entire
C-regularized group but not a hyperfunction semigroup.
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