Abstract -Environmental audio classification has been the focus in the field of speech recognition. The paper proposes using ensemble learning to perform environmental audio classification. Ensemble learning is to train multiple component learners and combine their predictions to enhance the accuracy of classification. The paper explains the ensemble algorithms and strategies, and the comparison and analysis of classification results are given which obtain by employing the single classification algorithm, Bagging, Boosting, Random Forest and MCS ensemble classifiers for the given environmental audio data. The experimental results show that the ensemble technology can effectively improve the performance of environmental audio data classification. Even under the fewer number of the training examples, it provides a kind of effective approach to guarantee the performance and generalization of classification.
I. Introduction
Audio classification is an important access to extract audio structure and content, and is a basis for further audio retrieval and analysis. The environmental audio classification is attracting the attention of researchers increasingly [1] . Classification model selection has been the focus in the speech recognition and classification. The existing techniques for audio classification such as minimum distance classifier, neural network, support vector machines, decision tree, and hidden Markov Model [2] . It is difficult to find the optimal classifier with good generalization and to improve the performance of single classifier.
In additional, the large number of environmental audio data requires a number of training examples that are too expensive or tedious to acquire. With the number of the labelled examples decreases in the supervised classification, the performance will get worse. How to use a small labelled data to improve the learning performance becomes the key problem, which the pattern recognition and machine learning researchers are focusing on.
It is a good way to combine various algorithms and exploit complementary between different classifiers to boost the classification precision of environmental audio. The research on the theory and algorithm of ensemble learning has always been a hot spot in the field of machine learning. It was listed as four major research directions in the field of machine learning by Dietterich who is an authoritative scholar in the international machine learning field [3] . Ensemble learning technology can solve the issues above well when it is applied to speech recognition. The paper mainly focuses on the application of ensemble learning into the environmental audio classification.
II. Ensemble learning
Ensemble methods [4] are designed to train multiple learners to refine the classifier. In contrast to ordinary learning approaches which try to construct on one kind of learner from training data, ensemble methods try to construct a set of learners and combine them. Ensemble learning is also called committee-based learning, or learning multiple classifier systems.
Three strategies need to be chosen for building an effective ensemble system, which are referred to these as the three pillars of ensemble systems [5] : (1) data sampling or selection; (2) training member classifiers; and (3) combining classifiers. The key issue of ensemble learning is how to design the base classifiers with stronger generalization and diversity. The accuracy and diversity among base classifiers are crucial to ensemble performance. Therefore, it is desired that the individual learners should be accurate and diverse. The success of ensemble learning lies in achieving a good trade-off between the individual performance and diversity. Though diversity is the key factor, there is no well-accepted formal definition of diversity. How to measuring diversity in classifier ensembles and diversity for building the ensemble are presented in detail in the literature [10] . Currently, there are two ways to implement the ensemble system. One is the combined classification method based on the different training sample using the same learning algorithm to produce homogenous base learners. The other uses multiple learning algorithms on same training examples to produce heterogeneous learners, so the results are obtained from the decision fusion of component learners. The Bagging and Boosting algorithms are popular ensemble strategies in the application.
A. Bagging Algorithm
Bagging algorithm [6] is proposed by Breiman, the steps are as follows [7] :
Step 1 (Bootstrap) The data subset with n' size (n'<n) for Step2 by applying the step 1 T times, T samples of n' training examples are obtained, and they are independent each other;
Step3 from each sample a base learner can be trained by applying the base learning algorithm;
Step4 the final result is obtained by adopting the most popular strategies such as voting for aggregating the outputs of the base learners.
Bagging uses bootstrap sampling to generate different data samples, while all the data samples have large overlap. So it should be used with unstable learners such as neural network and decision trees, that is the more unstable, the larger the performance improvement. If the base learners are stable, the improved performance of the bagging is not obvious. The bagging is not sensitive to noise data.
B. Boosting Algorithm
Boosting is a general method for improving the performance of a weak learner. The method works by iteratively invoking a weak learner, on training data that is taken from various distributions.
In order to make weak learners be boosted to strong ones, the Boosting algorithm is emerging. Boosting algorithm works by training a set of learners sequentially and combining them for prediction, where the later learners focus more on the mistakes of the earlier learners.
AdaBoost (Adaptive Boosting) is a popular ensemble algorithm that improves the simple boosting algorithm via an iterative process. The amount of focus is quantified by a weight that is assigned to every pattern in the training set. Initially, the same weight is assigned to all the patterns. In each iteration the weights of all misclassified instances are increased while the weights of correctly classified instances are decreased. As a consequence, the weak learner is forced to focus on the difficult instances of the training set by performing additional iterations and creating more classifiers. Furthermore, a weight is assigned to every individual classifier. This weight measures the overall accuracy of the classifier and is a function of the total weight of the correctly classified patterns. Thus, higher weights are given to more accurate classifiers. These weights are used for the classification of new patterns [7] . The iterative procedure provides a series of classifiers that complement one another. The AdaBoost algorithm is shown in Fig.1 
D. Random Forest
Random Forest (RF) [9] is an extension of Bagging, where the major difference with Bagging is the incorporation of randomized feature selection. During the construction of a component decision tree, at each step of split selection, RF first randomly selects a subset of features, and then carries out the conventional split selection procedure within the selected feature subset. 
III. Experimental data and method
The experimental data are acquired from network and field recording, with 8k sampling rate, 16 bits and mono-track. The environmental audio data includes five classes, such as the sound of different kinds of birds, frogs, wind, rain and thunder. The speech sound length amounts to almost 10 minutes. The pre-processing includes silence and noise remove.
A. the feature extraction of Environmental audio
The feature extraction is executed based on the bit-stream through the G.723.1 data encoding on the Matlab 7.1 platform. LPC and pitch features are extracted at each bit-frame after the unpacked bit-stream. 10 order coefficients of LPC is obtained at each bit-frame, from 0 ~ 23bit (LPC0 ~ LPC2), which consists of the 10 dimensions of LPC features. 1 dimension pitch is extracted from the 24th to 38th bit at each bit-frame. Finally, the 11 dimension features of CELP audio are composed.
B. The method of experiment
The experiment carried out on the platform of development Weka [8] . At first, the environmental audio feature data is converted to an ARFF format file through program of 
IV . Analysis of the experimental result
In the experiment, the data are selected from the total according to a third of the total amount of data in each category. It is 10 times sampling randomly with 75% as the training sample, 25% as the testing sample. Five classes of audio signal frame situation and classification of samples as shown in TABLE I.   TABLE I The training and testing examples of CELP   class  Total  frames   frames  /time   75%--training   25%--test  bird  3900  3000  2250  750  wind  6434  2000  1500  500  rain  6200  2000  1500  500  frog  3334  1200  900  300  thunder  1634  1000  750  250  total 6900 2300
A. Single classifier experiment
The single classifier algorithm adopts the decision tree J48, Naï ve Bayes (NB), Radial Basis Function (RBF) and neural network (BP). The rate of the training examples are 10%,20%,40%, 60%,80% and 100% respectively. The results of classification are shown in the TABLE II. According to the TABLE II, with the increasing of the training examples, the error rate of the classifiers decreased gradually. As the training examples are randomly selected from the labeled data, the distribution of training data is different from the labeled samples. Therefore, the error rate of the set of 80% training sample is higher than that of the set of 60%. In these methods, J48 and BP outperform the Naï ve Bayes and RBF. BP is best while the performance of Naï ve Bayes is lowest. TABLE II, as the training samples reduce down to about 20%, the classification accuracy still can reach 100% training sample of single classifier. It shows that ensemble methods can achieve classification performance with small training examples (compared with the single supervised classification). Fig.5 shows the performance of four approaches of ensemble comparing with the single classifier. With the improvement of training examples rate, in most cases the error rate is on the decline. The MCS and RF are stable and make better results than others. Boosting is better than Bagging in the J48 and RBF learn algorithm. 
V . Conclusion
Ensemble methods as the way to obtaining highly accurate classifiers by combining less accurate ones, are learning algorithms that construct a set of classifiers and then classify new data by taking a vote of their predictions. According to the experimental results from the single classifier and ensemble methods including Bagging, AdaBoost, MCS as well as Random forest on environmental audio, the ensemble methods are able to outperform any single classifier. Even with the small training examples, the performance of classification and generalization can be guaranteed. It is difficult to obtain the labeled data as training examples for environmental audio. Ensemble methods provide an effective way to perform the classification. Among the ensemble methods, the Random forest performs so well in environmental audio classification and obtains strong generalization.
Further research work about deriving effective diversity controls for ensemble learning, and combining ensemble learning with and semi-supervised learning to build the better learning model are underway.
