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I. INTRODUCTION
Phonon-phonon interactions (the coupling between normal vibrational modes) play a central role in an atomic-level understanding of heat flow and of the interactions between thermal phonons and defects. Since low-frequency phonons are often involved, excellent temperature control is required starting with the first molecular-dynamics (MD) time step. Indeed, large temperature fluctuations obscure (at least some of) the interactions. Furthermore, no thermostat can be used since the modes couple faster to it than to each other. Finally, when defects are involved, first-principle methods are needed. If the system contains N atoms, there are 3N normal modes (including the 6 translational and rotational modes). In a macroscopic sample, N is far too large for a detailed analysis but in nanostructures or-for theorists-in periodic supercells, the details of phonon-phonon interactions can be studied.
In this paper, we describe the details of a method to perform such non-equilibrium MD simulations. The temperature fluctuations are very small starting with MD time step 1 and remain almost perfectly constant with time. The energies and amplitudes of all the normal vibrational modes can be monitored as a function of time as they couple to each other. The method involves preparing the system at the time t ¼ 0 in a random distribution of kinetic and potential energies for all the modes (initial microstate). The temperature fluctuations are small and can be further reduced by averaging over n % 20-30 initial microstates. This approach requires substantial amounts of computer time since the MD runs must be repeated n times, but computer power increases fast and calculations that are highly demanding today become routine tomorrow.
The method we describe can be used in conjunction with any electronic-structure code as long as accurate dynamical matrices are obtained. Since the three examples discussed here involve defects, we use first-principles theory: density-functional theory (DFT) for the electronic-structure in 3D-or 1D-periodic supercells.
In Sec. II, we outline the limitations of conventional MD, which prevent the study of phonon-phonon interactions, at least while the system is away from equilibrium or from a steady state situation. In Sec. III, we describe how to prepare the system in an initial microstate. In Sec. IV, we discuss the MD simulations and the averaging over initial microstates. Section V contains three examples of vibrational coupling, which require a high degree of temperature control. In Sec. VI, we comment on the limitations and strengths of the method.
II. LIMITATIONS OF CONVENTIONAL NON-EQUILIBRIUM MD SIMULATIONS
Conventional MD simulations begin (time t ¼ 0) with all the nuclei in their equilibrium configuration and a MaxwellBoltzmann distribution of nuclear velocities corresponding to the temperature T 0 . Although this does produce the desired temperature for the system, all the normal modes start with zero potential energy. This is an unphysical situation (minimum entropy) since all the 3N normal modes of the system start exactly in phase. As the MD run begins, all the modes lose kinetic and gain potential energy simultaneously, and the temperature drops precipitously. The temperature fluctuates widely as the MD run proceeds, with fluctuations 6DT initially comparable to T 0 . Reducing and stabilizing DT requires a thermostat. 1 The energy of the system is controlled by the thermostat, and the system is not truly microcanonical.
Thus, there are two reasons why conventional MD simulations do not allow the study of the interactions between normal vibrational modes. First, the large temperature fluctuations-especially in the beginning of the simulation-hide many single-mode excitations. Second, the excited modes couple to the thermostat much faster (every few time steps) than to each other. Conventional MD simulations are often used to study a system after it has reached the steady-state (after thousands of time steps) rather than during the nonequilibrium phase itself (from t ¼ 0 to the steady-state).
III. SUPERCELL PREPARATION (TIME t 5 0)
A physically correct initial microstate of the system has a random distribution of mode phases, that is a random distribution of initial kinetic and potential energies for all the vibrational modes, corresponding to the desired total energy. Each such distribution is just one of an infinite number of initial microstates, all corresponding to the same macrostate.
Thus, in order to perform MD simulations at the temperature T 0 , the velocities v a and positions r a of all the nuclei a in the system corresponding to a specific microstate must be known at the time t ¼ 0. These initial velocities and positions can be obtained from the dynamical matrix of the system.
In order to prepare the system away from equilibrium, the first step is to prepare the entire cell in thermal equilibrium at T 0 (Sec. III A). And then, a part of the supercell is prepared at a different temperature T 1 (Sec. III B). This "part" may be a small region of the supercell (if a temperature gradient is desired) or simply the addition of a phonon to a specific vibrational mode (to mimic the thermal or optical excitation of a specific mode).
A. Preparation in thermal equilibrium
This preparation involves a combination of normal vibrational modes with random phases (i.e., random distributions of kinetic and potential energies) and a distribution of mode energies such that the average energy per mode is k B T, where k B is the Boltzmann constant.
Supercell preparation was first developed 2,3 to calculate vibrational lifetimes using DFT for the electronic structure within the SIESTA package. 4, 5 This is still our basic approach today. However, supercell preparation can be implemented using any level of theory for the electronic structure (empirical or any first-principles software package) as long as an accurate dynamical matrix can be obtained. This matrix should have no negative eigenvalues, implying that the system is at a true minimum of the potential-energy surface. Therefore, the dynamical matrix is calculated at 0 K, and its eigenvalues and eigenvectors are only approximate when T > 0.
The dimensions of the supercell must be optimized for each charge state, basis set, and exchange-correlation potential. If the nuclear coordinates are written in units of the lattice constant(s), the cell can be optimized with great accuracy (maximum force component smaller than 10 À5 or 10 À6 eV/Å ). When the nuclear coordinates are in Å or a B , the optimization is less accurate ($10 À3 eV/Å ). When a defect is included in the optimized cell, a conjugate gradient algorithm with a small force tolerance is used. We normally want the maximum force component to be smaller than 0.003 eV/Å . The next step is to calculate the dynamical matrix of the system. The eigenvalues and eigenvectors of this matrix are the square of the normal-mode frequencies x s 2 and the relative displacements e s ai (i ¼ x, y, z) of the nuclei a ¼ 1…N for each mode s, respectively. The 3N eigenvectors are orthonormal. If the system is at a minimum of the 3N-dimensional potential-energy surface, all the eigenvalues are positive, except for the three translational modes with x ¼ 0 (there are no rotational degrees of freedom if periodic boundary conditions are applied). In practice, it is not unusual to have a few negative eigenvalues. Additional geometry optimizations are then needed to eliminate them. This is achieved 6 by nudging the atoms associated with the imaginary modes in the direction of the corresponding eigenvector of the dynamical matrix. A new conjugate gradient is then performed and the dynamical matrix is calculated. A few iterations usually suffice to eliminate the imaginary modes or reduce their number to just one or two (their amplitudes are set to zero in the beginning of the MD run).
Once the dynamical matrix is obtained, it is used to calculate the initial positions and velocities of all the nuclei corresponding to thermal equilibrium at the temperature T 0 . Since the normal-mode frequencies slowly shift as the temperature increases and therefore the eigenvectors also change, the supercell preparation is strictly valid only at T 0 ¼ 0. However, it remains a very good approximation up to at least room temperature. We verified that the magnitude of the temperature fluctuations during MD runs at 125 K remains almost perfectly constant for hundreds of thousands of time steps, 3 starting with MD step 1. This shows that the system started very close to thermal equilibrium at t ¼ 0.
The Cartesian coordinates r
ai of nucleus a in the mode s are related to the eigenvectors e s ai via q s (T 0 ,t), the normal-mode coordinate. The q s 's are not known but, up to moderate temperatures, they are approximately harmonic: q s ¼ A s (T 0 )cos(x s t þ u s ). This introduces a random distribution of phases u s in the range [0,2p), which determines the potential/kinetic energy ratio of each mode s at the time t ¼ 0. Note that the harmonic assumption is only used to convert Cartesian-to-normal-mode coordinates and vice versa. The MD runs involve all the anharmonic terms since the force on each nucleus at each time step is obtained from the total energy via the Hellman-Feynman theorem. A random distribution of mode phases (u s ) and energies (via f s ) produces the normal-mode amplitudes A s , from which we obtain 8 the nuclear coordinates r s ai and velocities v s ai of the microstate at t ¼ 0. The result is a supercell very close to thermal equilibrium at the temperature T 0 with a random distribution of kinetic and potential energies for the normal modes. The subsequent MD simulations, performed without thermostat, exhibit small and time-independent temperature fluctuations. No thermalization run is needed.
B. Preparation away from thermal equilibrium
Once the cell is in thermal equilibrium at T 0 , one can easily drive it away from equilibrium. We discuss two possibilities: exciting a single normal mode above the background temperature and setting up an initial temperature gradient.
In order to calculate the vibrational lifetime of a phonon with frequency x s (with hx s > k B T 0 ), the supercell is prepared at T 0 except for the vibrational mode s, which is assigned the potential energy 3 hx s /2 (zero-point energy plus one phonon) using the appropriate eigenvector of the dynamical matrix. This produces a classical oscillator with the same initial amplitude as the quantum-mechanical one and therefore the same anharmonic coupling. The added potential energy increases the temperature of the cell since 3Nk B T cell ¼ (3N À 1)k B T 0 þ 3 hx s /2, where N is the number of atoms in the cell. In Refs. 2 and 3, the temperature at which the lifetimes were calculated was reported to be T 0 instead of T cell , a shift of $20 K in Si 64 if x s $ 2000 cm À1 . The energy of the excited mode is monitored during the MD run, and its decay is fit to an exponential with time constant equal to the vibrational lifetime s(T cell ). Sometimes, one (or more) receiving mode(s) can be identified.
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In order to study heat flow, a small region of the cell is prepared at a higher temperature (T hot ) than the rest of the cell (T 0 ¼ T cold ). This involves recalculating the amplitudes of all the modes such that the temperature of the atoms in the small region is T hot . Since the mode energies scale with A s 2 , this involves a factor S ¼ ͱ(T hot /T cold ) and the Cartesian positions and velocities of the nuclei in the hot region are simply: r a ! Sr a and v a ! Sv a . All the modes remain in phase at the hot/cold interface.
When calculating a thermal conductivity j, the hot region is a thin slice of an elongated supercell, and the temperature vs. time is recorded in the central slice. Because of the periodic boundary conditions, heat flows toward the central slice from the hot slice and from the nearest image hot slice, and the impact of the defect distribution in the entire cell is accounted for. The temperature T(t) in the central slice is fit to an analytic solution of the heat diffusion equation in order to extract j in a manner similar to the experimental laser-flash method 11 (Sec. V B). These are the two simplest examples of supercell preparation away from equilibrium. But the method is very flexible and allows more complicated configurations of hot and cold regions to be generated at t ¼ 0, corresponding to a wide range of initial temperature profiles.
IV. MD RUNS AND AVERAGING OVER INITIAL MICROSTATES
Once the supercell is prepared, MD runs produce fluctuations DT that are typically within 4% of T 0 and, more importantly, constant with time. Thus, supercell preparation mimics thermal equilibrium much better than an initial distribution of velocities. But, each initial microstate corresponds to just one of an infinite number of possible distributions of mode phases and energies corresponding to the same macrostate. In an experimental context, the number of atoms N may be on the order of 10 20 as compared to at most N $ 10 3 for theory at the firstprinciples level. Much can be gained by averaging MD runs over many initial microstates. a single initial microstate and after averaging over n ¼ 30, 100, 1000, and 3000 initial microstates. The averaging (over initial microstates) causes the temperature fluctuations DT to drop to 60.91 K, 60.52 K, 60.23 K, and 60.15 K, respectively. Note that what we do here differs from the averaging sometimes performed in conventional MD runs in which each run begins in a state with a different distribution of nuclear velocities, but the initial potential energy of all the modes is always zero. In contrast, each of our initial states involves a different random distribution of kinetic and potential energies for the modes.
Since no thermostat is used, the total energy of the supercell remains strictly constant as expected in the microcanonical ensemble. Our longest run (about 240 ps, almost 10 6 time steps, with no averaging) involved the calculation of a very long vibrational lifetime.
3 The total energy and the amplitude of DT remained constant with time. Figure 3 shows DT vs. the log(n), where n is the number of initial microstates used for averaging. DT drops to below 1%T 0 after averaging over n $ 30 MD runs and then only slowly decreases for larger n. Thus, the most timeconsuming part of the calculations is not the calculation of the dynamical matrix but the n MD runs required to average over initial microstates. DT can be made very small indeed. Note that the reductions in the thermal fluctuations shown above are our best results. Typical MD runs averaged over 30 initial microstates with larger temperature gradients, at higher temperatures, and/or with extended defects such as interfaces produce DT in the range 1%-2%T 0 .
In the microcanonical ensemble, 14,15 the temperature fluctuations DT are proportional to the temperature and inversely proportional to the square root of the number of atoms: DT $ T/ͱN. The temperature dependence is of course the same here, but we deal with an effective N because of the large number of initial microstates included in the calculations. The number of MD runs necessary to achieve small values of DT can be reduced by taking a number of precautions.
First, preparation at T 0 refers to the average temperature of the entire cell. This initial temperature is not necessarily uniform throughout the cell, especially if it contains defects that are associated with localized vibrational modes. 16, 17 Some initial microstates generate hot or cold spots that do not match the physical system under study. Before starting the MD run, we verify that T 0 is approximately uniform by dividing our cell into small regions and comparing the temperatures of each region to T 0 . We reject the preparations that produce temperature variations exceeding a few percent of T 0 . The tolerance depends on the geometry of the cell, the size of the regions, and the nature of the problem investigated.
Second, random mode phases mean random distributions of potential and kinetic energies for the 3 N modes in the system. On the average (or for very large N), the kinetic/ potential energy ratio is very close to 50/50. But for the small number of modes considered here (a few thousand), the kinetic/potential energy distribution can deviate from the desired 50/50 ratio. If a particular initial microstate generates too much (too little) potential energy, then the temperature of the system stabilizes at a higher (lower) temperature than the target T 0 . This can occur in non-equilibrium MD runs. We eliminate those runs by monitoring the temperature of the cell for $100 time steps. If it increases or decreases by more than $10% of T 0 , then we know that the actual kinetic/ potential ratio in the initial microstate was not close enough to 50/50 and a new preparation is performed.
A third problem is associated with initial microstates that result in strongly coupled modes with above-average energies and in phase at t ¼ 0 (or the opposite). In such cases, the MD run produces unexpected behavior: an excited mode gains energy instead of decaying, or a hot spot appears. These occurrences are rare and do not matter if the number of microstates is n ! 1. But if n $ 30, such runs can have an undesirably large weight. We eliminate those runs by monitoring the energy of the excited mode (when calculating lifetimes) or the temperature of the central slice (when calculating thermal conductivities) for the first 50-100 time steps. If this energy or temperature immediately increases or decreases by some percent of their initial energy or temperature, the run is rejected.
V. APPLICATIONS
We discuss here three applications that involve defects (first-principles theory is desirable), a strong temperature dependence (strict temperature control is required), and vibrational coupling (the energies or amplitudes of individual vibrational modes are monitored). These applications are the lifetime and decay of vibrational excitations, the dependence of the thermal conductivity on the isotopic composition, and heat flow at interfaces.
A. Lifetime and decay of vibrational excitations
The temperature dependence of the vibrational lifetimes of high-frequency local vibrational modes associated with H (or D) impurities in Si has been measured by transientbleaching spectroscopy, [18] [19] [20] a pump-probe infra-red (IR) absorption technique. In these experiments, a sample initially in thermal equilibrium at the temperature T in a cryostat is exposed to a strong laser pulse at the precise frequency of a Si-H (or Si-D) mode, which adds one phonon to these oscillators. In the "bleached" state, half the oscillators are in the first excited state and half in the ground state. After a short time delay Dt, a much weaker probe beam at the same frequency passes through the sample and its intensity is measured. The absorption of the probe beam vs. Dt yields the vibrational lifetime s(T).
Typical data show that s(T) is independent of T below $50 or 75 K, and then drops roughly linearly with T. The existence of a temperature-independent region was unexpected. A second feature of the data involves the large differences in the lifetimes of vibrational modes with similar frequencies. For example, the Si-H stretch mode frequencies of the socalled H 2 * and VHÁHV defects are very close to each other at 2062 and 2072 cm À1 , respectively, but their low-T lifetimes differ by almost two orders of magnitude, 4.2 and 291 ps, respectively. 18 Also, puzzling are some huge isotope effects. For example, the low-T lifetime of the asymmetric stretch of interstitial O in Si varies strongly with the isotope of one of its Si nearest neighbors. 9 Indeed, the isotope combinations 28 Si- 16 (11, 19 , and 27 ps, respectively). The isotope effect associated with a D substitution in the CH 2 * defect is even larger. 10 All these results have been explained using non-equilibrium MD with our supercell preparation.
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At the time t ¼ 0, the supercell is prepared at the temperature T 0 except for the vibrational mode s, which is assigned the potential energy 3 hx s /2. During the MD run, the energy of all the normal modes is monitored at every time step. This allows the vibrational lifetime of the excited mode to be calculated at T cell (Sec. III B). Sometimes, one or more of the receiving modes can be identified, as well as the existence of more than one decay channels.
For example, one receiving mode of the CH 2 * defect can be identified. 10 This defect consists of two H interstitials trapped by substitutional carbon (C s ) in Si: one H at the bond-centered (bc) and the other at the anti-bonding (ab) site. The trigonal configuration of interest here is H ab -C s ÁÁÁH bc -Si. The measured frequency and low-T lifetime of the H ab -C s stretch mode are 2688.3 cm À1 and 2.4 ps, respectively. The calculated frequency and lifetime of this mode (in the Si 64 periodic supercell) are 2567 cm À1 and 2.7 to 4.8 ps, respectively. Figure 4 shows the amplitudes of the decaying H ab -C s stretch mode and that of one of the receiving mode, the H bc -Si stretch mode at 2183 cm À1 . This is a two-phonon decay. 21 One of the receiving modes is always H bc -Si but the second one is a different bulk mode in MD runs with different initial microstates.
The same method can be used to calculate the lifetime and decay channel(s) of any normal vibrational mode in the system. This includes low-frequency defect-related and hostcrystal (bulk) modes. Defect-related modes are localized in space (Spatially Localized Modes or SLMs) and typically survive for dozens or hundreds of periods of oscillation. Bulk modes are delocalized and usually decay within less than one period. 17 Note that vibrational lifetimes cannot be calculated at arbitrarily low temperatures because the nuclear dynamics are classical. When T drops, the classical amplitudes become very small, the modes become harmonic, no longer couple, and the calculated lifetimes become infinite. In the quantum system, the receiving modes reach their zero-point energy state at some critical temperature T c below which the oscillation amplitudes, anharmonic couplings, and lifetimes remain constant. T c is typically [18] [19] [20] in the range $50 to 75 K. The exact value depends on the frequencies of the receiving modes. Above T c , the individual oscillators remain quantum objects but the IR absorption technique measures $10 16 cm
À3
oscillators simultaneously. The average behaves classically, and the calculated lifetimes agree with the measured ones.
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B. Isotope-dependence of the thermal conductivity
It is well-known that isotopically mixed materials have a smaller lattice thermal conductivity than the corresponding isotopically pure ones [22] [23] [24] (for reviews, see Refs. [25] [26] [27] . This effect has also been discussed at various levels of theory. [28] [29] [30] The example we discuss here involves the abinitio theoretical laser-flash technique, [31] [32] [33] which mimics the experimental method of the same name. 11 The central point of this section is to show that the temperature fluctuations are small enough to monitor changes in temperature on the order of 1 K or less.
An elongated supercell is prepared in thermal equilibrium at T cold except for a thin slice that is prepared at the higher temperature T hot (Sec. III B). During the MD run, the temperature T(t) is monitored in the central slice as it increases from T cold to T final . This T(t) is fit to an analytic solution to the heat transport equation
, where x is the position of the central slice relative to the hot slice (we use n ¼ 10). The fit gives the thermal diffusivity a, from which the thermal conductivity j ¼ aqC is obtained. The density q is that of the supercell and the specific heat C(T final ) is obtained from the calculated phonon density of states. [34] [35] [36] In periodic supercells, the nearest image hot slice causes heat to propagate toward the central slice from both sides and the impact of defects in the entire cell is accounted for. After averaging, the amplitude of the temperature fluctuations is small enough to allow the monitoring of small temperature variations and subtle changes in thermal conductivity. Figure 5 shows T(t) in the central slice of the isotopically pure 28 Si 6 3D-periodic supercells. The isotopes are distributed randomly. The supercell was prepared with T hot ¼ 180 K and T cold ¼ 120 K, so that T final ¼ 125 K. The temperature of the central slice (where T(t) is recorded) increases from 120 to 125 K. The fit of T(t) yields j(
À2 W/mK. These values must be compared 31, 32 to nanowire 37 and not bulk values. In the case of isotopically pure semiconductors, [38] [39] [40] the net increase in the thermal conductivity of the isotopically pure material relative to the isotopically mixed one is largest at the temperature at which the thermal conductivity is maximum (about 200 K in Si nanowires 37 ). The calculated 40% increase in the thermal conductivity at 125 K is in the expected range.
C. Heat flow at interfaces
The interactions between thermal phonons and interfaces are an active area of research. The early descriptions were qualitative. In the acoustic mismatch model, the coefficient of thermal reflection and transmission at an interface are obtained from the acoustic impedance of the two materials. In the diffuse mismatch model, all the phonons are assumed to undergo elastic scattering at the interface. 25, 26, 41 Recent calculations do not include such assumptions and involve semiempirical non-equilibrium MD simulations 25, 26, 42 including wave-packet dynamics, [43] [44] [45] as well as equilibrium approaches based on the Green-Kubo formalism. 46, 47 Our last example involves heat flow and the SijX interface, where X stands for C or Ge. The calculations are performed for a d-layer (4-atomic layers thick) in the nanowire 17, 49 Si 225 X 25 H 40 . The interface itself is a defect 17 and is associated with SLMs. The initial temperature of the nanowire is T 0 ¼ 120 K, and all the vibrational modes up to x 0 ¼ k B T 0 / h are thermally populated. A thin layer on the Si side is then prepared at 520 K (in thermal equilibrium, the system is at 140 K). Thermal phonons propagate through Si and reach the SijX interface at the temperature T 0 þ dT. The quasi-continuum of thermal phonons in the frequency range [x 0 ,x 0 þ dx] (where dx ¼ k B dT/ h) resonantly excite the interface SLMs in the same frequency range, resulting in phonon trapping. This trapping occurs very fast (a few tens of a picosecond) in the case of the SijGe interface since the Si-Ge SLMs have low frequencies: these excitations involve resonant coupling, a one-phonon process. 21 In the case of the SijC interface, the higher-frequency interface SLMs can only be excited by much slower two-phonon processes ($8-20 ps). This heating of the interface, described 46 in terms of "stuck modes," has been identified as the main contribution to contact resistance. The vibrational excitations in SLMs survive for a few dozen periods of oscillation and then decay into lowerfrequency bulk modes. This decay depends on the availability of receiving modes, not on the origin of the excitation.
The temperature of the d-layer vs. time is shown in Fig. 6 . In the relevant frequency range, the SijC interface has far fewer SLMs than the SijGe one and therefore traps heat much slower. Furthermore, Ge has many more lowfrequency receiving modes than Si, and Si many more than C. Thus, the SijGe interface not only traps more phonons faster but these phonons decay mostly into Ge. On the other hand, few phonons trap at the SijC interface in the first few ps, since one must wait some 8-20 ps for two-phonon processes to kick in and excite higher-frequency SLMs. These trapped phonons then decay predominantly back into Si, which has far more low-frequency receiving modes. As a result, the temperature of the Ge layer increases rapidly, while the C layer remains cold for a long time. More detail about these results will be published elsewhere. 48 Thus, the amount of heat that propagates through the interface or is reflected back into Si depends on three factors: the temperature (background T 0 and heat front T 0 þ dT); the number and localization of interface SLMs in that temperature range; the number of receiving modes on both sides of the interface.
VI. DISCUSSION
We have presented the details of an approach to MD simulations, which uses no thermostat, produces constant temperature fluctuations 6DT starting with MD step 1, and allows DT to be made as small as desired by averaging over n initial microstates. The central ingredients are supercell preparation at t ¼ 0 followed by averaging over n $ 30 initial mode phase and energy distributions. The supercell can be prepared in a wide range of initial configurations, such as temperature gradients or specific vibrational excitations. Any electronic-structure method can be used as long as an accurate dynamical matrix can be obtained. The examples discussed involve defects, and all the calculations are done at the first-principles level using the SIESTA package. The high degree of temperature control allows us to monitor T changes smaller than 1 K and record the amplitudes or energies of all the normal modes in the system as a function of time.
None of our calculations show the scattering of thermal phonons by defects. Instead, we see phonon trapping in defect-related SLMs. Note that the importance of the defectrelated degrees of freedom was first pointed out half-a-century ago. 49 At low temperatures, the trapping lasts for dozens or hundreds of periods of oscillation, long enough for the origin of the excitation to be forgotten. The decay of trapped phonons depends on the availability of receiving modes. 17, 48, 50 The interactions between thermal phonons and an interface depend on three factors: the temperature (background temperature T 0 and temperature of the heat front T 0 þ dT), the interface SLMs (number and localization of SLMs in the frequency range dx ¼ k B dT/ h), and the number of lower-frequency receiving modes in the two materials.
A. Limitations
The dynamical matrix is calculated at T ¼ 0 K, when all the nuclei are in their equilibrium configuration. But, its eigenvalues and eigenvectors shift as the temperature increases. Thus, the supercell preparation and the transformation from Cartesian to normal-mode coordinates are not exact for T > 0 K. Our experience is that the 0 K dynamical matrix remains a very good approximation at least up to room temperature. However, it can be tricky to determine which mode is which at a few hundred K, especially when many modes have very similar frequencies at 0 K.
The need to average the MD runs over n initial microstates renders the method CPU intensive and therefore limited to relatively small supercells at the first-principles level. This should be much less of an issue when using empirical potentials.
Finally, the MD runs are classical and the nuclei obey Newton's laws of motion. No classical MD simulation is accurate at arbitrarily low temperatures. As discussed in Sec. V A, the temperature-dependence of the calculated vibrational lifetimes matches the one measured by transientbleaching spectroscopy above a (defect-dependent) critical temperature T c . Experimentally, below T c , all the receiving modes are in their zero-point state leading to constant anharmonic coupling and lifetimes. Theoretically, below T c , the classical MD runs produce harmonic oscillators and infinite lifetimes. However, for T > T c , the average behavior of the $10 16 cm À3 oscillators measured by IR absorption matches the classical calculations.
B. Strengths
Supercell preparation allows strictly microcanonical MD simulations to be performed: no thermostat is used and the total energy of the supercell remains constant. The temperature fluctuations DT can be made very small by averaging over n initial microstates, which mimics supercells with a much larger number of atoms.
A supercell can be prepared with just about any distribution of initial temperatures within the cell, the simplest being a small warm region within a colder environment. The subsequent MD run allows the study of the system as it returns to equilibrium.
Since no thermostat is used, the normal-vibrational modes of the system couple only to each other, making it possible to study the coupling between any normal modes.
The small temperature fluctuations DT allow the monitoring of changes in temperature as small as 1 K and, in the case of vibrational lifetimes, the identification of one (or more) receiving mode(s). The energies and amplitudes of all the normal modes can be monitored as function of time.
When used in conjunction with density-functional based electronic-structure calculations ("ab-initio" MD), the interactions between heat flow and defects can be studied at the atomic level without the usual empirical "phonon scattering" assumption. The results obtained so far 17 show no scattering but phonon trapping in defect-related SLMs.
Finally, an important use of non-equilibrium MD involves setting-up and maintaining a temperature gradient in order to calculate the thermal conductivity using Fourier's law. Maintaining the gradient requires two thermostats. With conventional MD, the calculations involve substantial temperature gradients because of the large noise resulting from the unphysical initial state (all the normal modes have zero potential energy at t ¼ 0). Lengthy thermalization runs are required to stabilize the temperature fluctuations and achieve a steady-state situation. Our supercell preparation could not only substantially reduce the temperature fluctuations DT and allow the use of much smaller gradients but also eliminate the need for thermalization runs.
