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2In this series of papers we work with the covariant point separation regularization method [22, 23, 24] in its modied
form [25, 26] to derive a nite expression for the coincident limit of the noise kernel. The expression derived in Paper
I [14] for the noise kernel of a scalar eld is completely general and can be used with or without consideration of the
renormalization of the Green function. Also, the result there for the coincident limit holds for all choices of the Green
function and the metric provided that the Green function has a meaningful coincident limit. In this paper and the next
one, we apply this formal procedure to specic spacetimes of physical interest. We do this by working with an analytic
form of the Green function. When such a form is available one can carry out an end point expansion displaying the
ultraviolet divergence. Subtraction of the Hadamard ansatz expressed as a series expansion will render this Green
function nite in the coincident limit. With this, one can calculate the noise kernel for a variety of spacetimes.
An analytic form is obtained by invoking the Gaussian approximation introduced by Bekenstein and Parker [27].
For a massless scalar eld in an ultra-static spacetime whose metric has an optical form (one where the Euclidean time
 -time component of the metric g

= 1 ) this provides a closed expression for the Green function. In this paper we use
the Gaussian approximation for the Green function for such quantum elds to evaluate the noise kernel in the following
optical metrics : hot at space, and the optical Schwarzschild spacetime, which is conformal to the Schwarzschild
metric. For hot at space, the Gaussian Green function is exact. For optical Schwarzschild, the Gaussian Green
function is known to be a fairly good approximation for calculating the stress tensor [28], which involves second
covariant derivatives of the Green function. We will carry out this calculation for the noise kernel which requires up
to four covariant derivatives of the Green function. Thus the validity of the Gaussian approximation will be tested to
its new limit. A reliable check is provided by the trace of the noise kernel, which for massless conformal elds should
be zero.
Thus the goal of this paper is threefold: First, to present the detailed steps in the calculation of the regularized noise
kernel for a quantum scalar eld in a general curved spacetime using the modied point-separation scheme. Second,
to derive the regularized noise kernel for a thermal eld in at space. Third, to determine the range of validity of the
Gaussian (Bekenstein-Parker-Page) approximation to the Green function by examining the error in the noise kernel
expression for the optical Schwarzschild spacetime.
We present an outline of the calculation as follows: In Section II we give a brief description of the Gaussian
approximation to the Green function [27] for ultrastatic spacetimes [28]. In Section III we consider the regularization
of the heat kernel in the class of optical metrics. We expand this Green function in an end point series so that it can be
separated into a divergent piece and a nite remainder. The divergent term is independent of the approximation since
we know this structure must be of a general form given by the Hadamard ansatz. After this is subtracted, we have
a series expansion of the renormalized Green function. We then substitute this expansion in the general expression
obtained in Paper I for the coincident limit of the noise kernel. The resulting expression is quite long and formal. At
this point one can introduce the specic metric of interest and determine the component values of the Green function
expansion tensors (by symbolic computation). From this we can readily generate all the needed component values
of the coincident limits of the covariant derivatives of the Green function, along with the covariant derivatives of the
coincident limits. These explicitly evaluated tensors are then substituted in the general expression obtained in Paper
I to get the nal result. [36] We give two examples in Section IV. For the case of hot at space we derive the variance
of the energy and pressure density for a quantum eld at nite temperature. This is a useful compendium to the
results obtained earlier [17] for quantum elds in Minkowski and Casimir geometries in reference to issues like the
validity of semiclassical gravity [15, 17, 29, 30]. For a massless, conformally coupled eld in the optical Schwarzschild
(the ultrastatic spacetime conformal to the Schwarzschild black hole), we obtain for the regularized noise kernel at
spatial innity the same result as a thermal eld in at space, as it should, and a nite result at the horizon in a
state conformally-related to the Hartle-Hawking state. However the latter expression computed with the Gaussian
approximation has a non-vanishing trace. In Section V we study the nature and source of this error by examining the
validity of the Gaussian approximation at successive orders. It works reasonably well to the third covariant derivative
order. The inadequacy of the Gaussian approximation to the Green function for the calculation of the noise kernel
arises from the Green function's failure to satisfy the eld equation of the scalar eld at the fourth order.
II. GAUSSIAN APPROXIMATION
We give a brief description of the Gaussian approximation to the Green function for quantum elds in optical
spacetimes a la Bekenstein-Parker[27] and Page [28].
In the Schwinger-DeWitt proper-time formalism [31] the Green function is expressed in terms of the heat kernel





K(x; y; s)ds: (2.1)










K(x; y; s) = 0; K(x; y; 0) = Æ(x  y) (2.2)


















We assume in the Euclidean sector the imaginary time dimension is periodic with period 2= = 1=T with T the
temperature. For a black hole,  is the surface gravity but can be regarded as a temperature parameter here. This
form of the metric allows the kernel to take on the product form





































(x;y; s) = 0 (2.5b)




















( =    
0
). Equation (2.5b) in general is diÆcult to solve, but Bekenstein and Parker[27] nd an approximate
solution using the Gaussian approximation to the path integral representation. For K
3






























=2 and there is no dierence between the three and four dimensional 
1=2
.













the Gaussian approximation is equivalent to only taking the rst term in this power series.










(cosh r   cos  )
(2.9)









III. NOISE KERNEL IN OPTICAL SPACETIMES
In this section, the noise kernel for an ultrastatic spacetime with an optical metric is determined. For this class of
geometries, we start directly with (2.9) for the Green function. The rst step is to expand this Green function about
the coincident limit. Since the noise kernel has terms with at most four covariant derivatives, this expansion needs to
be to fourth order in 
a














































































(the V (x; x
0
) term is absent since there is no log divergence present in the expansion of the Gaussian approximation






The divergent term present (3.1) is cancelled by the divergent term from the Hadamard ansatz.



















































of the regularized Green function. With this, it will be straightforward to compute the coincident limits of the various
























































































The specic values of the expansion tensors in these series are derived in the Appendices. Carrying out the subtraction



















































































































































































































































































































= 0, which hold for ultrastatic metrics.
























































Now that we know the end point series expansion (3.4) of G
ren
, the coincident limit of terms with up to four
covariant derivatives are computed. We simply dierentiate the series (3.4) and then use the results from Appendix









































































































































We now have all the information we need to compute the coincident limit of the noise kernel (see Eqn (3.24) of





(x; y) involves covariant derivatives at the two points at which
it has support, when we take the coincident limit we can use Synge's theorem to move the derivatives acting at the
second point y to ones acting at the rst point x. Due to the length of the expression for the noise kernel, we will
here give an example of the calculation by examining a single term. The complete expression for the coincident limit
of the point separated noise kernel can be found in Paper I as Eqn (4.16).






































(y; x)] : (3.12)















































































































































Though this may look relatively compact, when we use the results (3.7c) to get the nal form, in terms of the local






















































































































The noise kernel functional consists of 25 such terms, some quite a bit more involved. This is especially true when a
single Green function has four derivatives acting on it. To gain insight into the physics we work with some specic
spacetime.[37]
When we do choose a metric, we proceed by directly evaluating the components of the expansion tensors (3.7c).
Once these expansion tensor components are known, the actual components of the coincident limits of the covariant
derivatives of G
ren
are in turn computed using (3.10e). Then it is straightforward from there to get the covariant
derivatives of the coincident limits, since application of Synge's theorem will move derivatives acting at y such that
we also need the covariant derivatives of the coincident limits. Now that we have the component values of all the
covariant derivatives of the various coincident limits of the regularized Green function G
ren
, we substitute them in
the coincident limit expression for the noise kernel, Eqn (4.16) of Paper I, and arrive at the nal result we seek.
Before turning to specic metrics and as a check, we can reproduce the derivation of the renormalized stress tensor.





































































































































































































A. Hot Flat Space
The rst example we consider is that of a nite temperature T = =2 quantum scalar eld in at space. With





















= (x; y; z;  ).



























































































































































































( 1 + 6 )
2
(4.4)






























































































































































and those that follow from the symmetry of the metric.














































From inspection, 0  
abcd
 1. Only for   0 can the uctuations be viewed as small. For   1 the uctuations
are comparable to the mean value.
For hot at space, the results for  are
abcd 
abcd




























































8From these results we see, even for the simple case of thermal uctuations in at space, the uctuations present in
the stress tensor are important. Discussions on the implication of the uctuation to mean ratio can be found in
[15, 16, 17, 29, 30].
B. Optical Schwarzschild black hole
We now consider the optical spacetime conformally related to the Schwarzschild black hole spacetime. For this
































Taking  = 2T and T = 1=(8M ) we choose the quantum state corresponding to the Hartle-Hawking state in the
conformally-related Schwarzschild spacetime. We use the spacetime coordinates x
a
= (r; ; ;  ) and introduce the
rescaled inverse radial coordinate x = 2M=r = 1=(4Tr). Spatial innity corresponds to x = 0 and x = 1 is the black



















































































































































































































































We know from prior results that this should vanish, since we have worked with a massless conformally coupled scalar
eld. This failure of the trace of the noise kernel to vanish is due to the failure of the Gaussian approximated Green
function (2.9) to satisfy the eld equation to fourth order.
V. FAILURE OF GAUSSIAN APPROXIMATION AT THE FOURTH ORDER
To be sure that this error does not arise from the symbolic manipulation, let us mention ways to check the correctness
of the algorithm. The basic procedures for generating the needed series expansions are recursive on the expansion
9order. (The recursion formulas of the expansion used in point-separation are collected in the Appendices). For the
noise kernel we need results up to fourth order in the separation distance. The well established work for the stress
tensor is to second order. This provides a check of our code by verifying we always get the known results for the stress
tensor expectation value. Once we know the second order recursion is correct, we know the algorithm is functioning
as desired. The correctness in the (new) fourth order terms becomes particularly important in the work in Paper III,
when we consider metrics conformally related, as we get intermediate results of up to 1100 terms in length.
We can check the accuracy of the Gaussian approximation by using the computed component values of coincident
limit of the covariant derivatives of G
ren


























































With these values, Eq. (5.2) can be seen to be satised. Thus the Gaussian approximation is good to the second order.
(This had better be the case, as the approximation at this order has been checked against numerical computations of
the stress tensor by other authors. See e.g., description in [32, 33])












] + R [G
ren;a
]) = 0 (5.5)






























; 0; 0; 0

(5.7)
we see Eq. (5.5) is also satised. This has to be the case: (3.7c) shows the third order expansion tensor does not
have any contribution from the W (x; y) part of the Hadamard ansatz and this is the only place a lack of symmetry
in G
ren
(x; y) could come in. Therefore the Gaussian Green function (2.9) is symmetric. For symmetric functions, the
odd order expansion tensors are determined completely by the even order tensors (see (B16a)).






























































































































The failure of the left hand side of (5.8) to vanish shows that the failure of the trace to vanish comes from the
limitations of the Gaussian approximation. The Gaussian approximation is only useful up to the third order in 
a
.
With this knowledge, the trace (4.11) becomes our measure of the error in the noise kernel from the use of the
Gaussian approximation. It is important to note that the noise kernel trace N vanishes as x ! 0, or, r ! 1, i.e.
where one would expect the eects of curvature to vanish. We can also see from (4.10f) that the noise is nite at the
horizon (x = 1).
Using our derived expression for the noise kernel we see that its trace vanishes at spatial innity, thus we can trust
our results there. Using the measure (4.6), the uctuations at r !1 are

















which match exactly the results (4.7) for hot at space with conformal coupling, another reassuring fact. Since the
computation of the noise kernel for metric (4.8) is much more involved, this provides yet another check of our symbolic
computer code.
Now having shown that it is truly the Gaussian approximation that is at fault for the failure of the noise kernel
trace to vanish, we can use its value as a measure of the error in the results (4.10f). Since N should be zero, N=N
abcd
is a dimensionless measure of this error. At the horizon (x = 1),











: 627% 791% 791% 1390% 1390% 19855%
(5.11)
These errors show the Gaussian approximation fails to provide reliable results for the noise kernel near the horizon of
the optical Schwarzschild metric. We expect this be the case also for the Schwarzschild metric near the horizon, an
explicit calculation will appear in the next paper. In the above we have identied the occurrence of signicant error
begins at the fourth covariant derivative order.
In conclusion, towards the three goals set for this paper, we have detailed the steps in implementing the modied
point separation scheme under the Gaussian approximation for the Green function for a quantum scalar eld in the
optical spacetimes. We have derived the regularized noise kernel for a thermal eld in at space. We have obtained a
nite expression for the noise kernel at the horizon of an optical Schwarzschild spacetime and recovered the hot at
space result at innity. From the error in the noise kernel at the horizon we showed that the Gaussian approximation
scheme of Bekenstein-Parker-Page applied to the Green function which provides surprisingly good results for the stress
tensor involving the second covariant derivative order of the Green function, fails at the fourth covariant derivative
order.
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APPENDIX A: WORLD FUNCTION 
In this appendix, we review the properties of the world function . We also demonstrate how symbolic computations
are implemented and used in this work. Christensen's [24] method for determining the coincident limit of covariant
derivatives of functions dened via a covariant dierential equation is reviewed.
The world function is dened to be one half of the square of the geodesic distance between two points on a dierential








along with the initial value
[
;a
] = 0 (A2)
To determine [
;ab
], we take two derivatives of (A1). To help illustrate how these calculations are done on the
computer, the output presented here is direct output from MathTensor[34], with Mathematica[35] carrying out the















































The condition (A2) is encoded into Mathematica by dening a rule
Ci[ CD[sigma,la ] ] -> 0, where Ci[] is a function dened to represent the coincident limit and is formatted to be








] = 0 (A5)




and such a rule is dened.


































Using MathTensors' OrderCD, which commutes the covariant derivatives on each term until they are in alphabetical
order, we get the result











where (A2) is used to go from the rst to the second line. We have the coincident limit of three covariant derivatives
acting on  vanishes.



























































where once again we use the rules we already know. Now commuting the covariant derivatives






































and using the known rules, we get the equation



















By knowing the coincident limit of n 1 covariant derivatives of , we determine the coincident limit of n covariant
derivatives. This is the recursive algorithm developed by Christensen. It is the main idea we use for computing the
expansions needed in this work. A general outline starts by assuming we have the rules for n 1 covariant derivatives,
then,
1. Take n covariant derivatives of the dening equation (in this case, Eq (A1));
2. Use the rules for n  1 covariant derivatives to get the coincident limit;
3. Commute the covariant derivatives;
4. Use again the rules for n  1 covariant derivatives on the terms generated;
5. Solve for the coincident limit of the n derivative term;
6. Dene a new rule for this term.
These steps are iterated until all terms needed are generated.
For the world function , we need to carry this out to eight covariant derivatives. The seventh and eighth order
(derivative) terms become quite large. In fact, when computing these expression, we only substitute (steps 2 and 4
above) up to four covariant derivatives and still get results with 240 terms for the seven derivative result and 1101
for the eight. We only nish carrying out the recursion when we use these highest order values.




































































































































































































































APPENDIX B: END POINT SERIES EXPANSION
The basic input into the computation of the stress tensor or noise kernel is the Green function, a perfect example
of a bi-scalar. We want to express it in such a way we can easily identify how it depends on the distance between its
two support points. This leads us to consider series expansions of bi-scalars. The techniques are also useful for the
series expansions of bi-tensors.
The world function  introduced above provides the ideal geometric object for such a construction. It contains
both distance and direction information. For a bi-scalar S(x; y), the end point expansion is


























+    ; (B1)












(x) have support at one of the end points for which S(x; y)
has support.
13






that contributes to the expansion, since they are
contracted against symmetric products of 
p
i
's. Moreover, the expansion tensors are order n in distance contribution
to the bi-scalar S(x; y). We also nd it convenient to have an expansion where the distance dependence is separated
from the direction dependence. To this end, if p
a








the expansion (B1) can be re-expressed as
































. Now the expansion scalars A
(n)
carry the direction information.
When multiplying series, this form readily collects terms by their order in distance. In the context of symbolic
manipulation of series on the computer, this alternate form greatly improves processing speed.
The rst series expansion to consider is that for the world function, which, by virtue of its dening dierential























= 0, i.e., the coincident limit of three or more symmetrized covariant derivatives of the world function
vanish. This can also be seen by direct inspection of the previously given expressions for the coincident limits.
We now turn to relating the expansion tensors to the coincident limits of the derivatives of the scalar S. This is








































We only need the symmetric part of A
(2)
ab
, or if we assume A
(2)
ab







































where we use the standard notation
:
= to denote equality upon symmetrization. In terms of symbolic processing, this
is implemented by taking each term of a tensorial expression and putting all free indices in lexigraphic order. We also
dene rules that set to zero any Riemann curvature tensor R
abcd
when either the rst or second pair of indices are













































































































This can now be solved for A
(3)
abc








used to get A
(3)
abc
solely in terms of the coincident limit of up to three covariant derivatives acting on S. Nothing new is encountered



























































































































































































































































































These relations simplify considerable if the scalar S is symmetric, S(x; y) = S(y; x), for the symmetrized odd

























































































































































































































































































   (B19)
If we replace 
;ab
with its series expansion, then we readily have the series expansion of S
;a
. We can get this via the
above relations by merely replacing S with 
;ab






















































































] = 0 (B22)



























Now we have to be careful about how we carry out the symmetrization: it is only the indices c; d that are contracted
over in the series (B20). So it is only the free indices other than a and b in this and the following that we put in
















. The rest of the expansion tensors are computed






























































































APPENDIX C: VANVLECK-MORETTE DETERMINANT
Other than the world function, the other main geometric object we need is the VanVlette-Morette determinant,
dened as



























= 4 ) 
1=2




















We could at this point proceed as we did with  to determine the coincident limit expression of covariant derivatives
of 
1=2
. But what we need is the end point expansion of 
1=2
(x; y) to sixth order in 
a
. With this in mind, we set
out to directly determine the series. We start by assuming the expansion

1=2






































































collecting terms according to their order in  and setting to zero.





































































































































We have made the split into  and p
a
so we can readily carry out the needed multiplication in the series (C6), once
we put it into the same form. The last piece we need is 
1=2
;a
. This is obtained by dierentiating (C6) and then
substituting (B20) for the 
;ab
terms that arise. Once this is done, we have all the terms for the series expansion of





















































































































The fourth and fth terms above vanish since we only need equality up to symmetrization. Using (C8) and (C10),






































































































APPENDIX D: SERIES EXPANSION FOR 































Since this is the expansion of a symmetric function, the expansion tensors are related the coincident limit of the
covariant derivatives of 
2
via (B17e) and (B18d). We also use [ ] = 0, justifying the series expansion starts at
order two in 
a











































































































































APPENDIX E: SERIES EXPANSION OF HADAMARD FORM































to fourth order in 
a
. We review the standard techniques for nding these expansions and present the results we use.
The functions v
n
(x; y) and w
n
(x; y), n  1 are determined by demanding
(  R=6)S(x; y) = 0: (E2)
The arbitrary function w
0
(x; y) is assumed to vanish. Working to fourth order, we proceed in the now familiar
pattern of expanding each of the function in a series expansion and then solve for the expansion tensors by putting



















we need to solve
v
0






































































































v1 = 0 (E7b)
w
2
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