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Abst ract - - In  this paper, an implementation of some Runge-Kutta schemes that requires 
2N-storage, where N is the number of degrees of freedom of the system is proposed. It is shown 
that, some Runge-Kutta schemes for wave propagation proposed by Hu, Hussaini and Manthey [1] 
can be written by using our implementation. Thus, we provide an alternative to the 2N-storage 
implementation proposed by Stanescu and Habashi [2] which follows the approach of Williamson [3], 
Carpenter and Kennedy [4] and others. In addition, new Runge-Kutta schemes with small dissipation 
and dispersion errors that can be written also by using our implementation are given. Finally, the 
results of some numerical experiments are presented to compare the behaviour of these methods. 
(~) 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The explicit Runge-Kutta (RK) methods are among the most popular time-advancing schemes 
for computational coustics due to their stability properties, ease of programming and low stor- 
age requirements. Further, in recent investigations [1,5], new methods especially adapted to wave 
propagations have been proposed, taking into account its dispersion and dissipation properties. 
Thus, Hu, Hussaini and Manthey [1] proposed several ow-dissipation and low-dispersion RK 
schemes (LDDRK) which are more efficient han classical RK methods for wave propagation 
problems. On the other hand, since such problems have usually large memory requirements, it is 
desirable that optimal schemes can be written using the minimum storage, i.e., only 2N-storage, 
where N is the number of degrees of freedom i.e., the dimension of the first-order differential 
system. Further, results on Runge-Kutta methods for periodic initial-value problems have been 
obtained by Simon and coworkers [6-12]. In particular, the papers [7,12] employ the exponen- 
tial fitting technique to derive new methods uitable for problems whose solutions have special 
features. 
There are a large number of investigations on RK methods with 2N-storage. Among them, we 
may mention those of [3] that showed that all two-stage and some three-stage methods can be 
written in 2N-storage format while this property does not hold for the fourth-order four-stage RK 
methods. Carpenter and Kennedy [4] proposed a 2N-storage version of the classical fourth-order 
method that requires five stages per step. More recently, Stanescu and Habashi [2] have shown 
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that some LDDRK schemes proposed by Hu et al. [1] can be written in 2N-storage format by 
using the RK algorithm of [4]. Furthermore, it must be noticed that, very recently thanks to 
a personal communication of Carpenter, the authors of the present paper have been aware of 
the technical report [13] in which this author together with Kennedy and Lewis derives several 
low-storage RK schemes for Navier-Stokes equations by using algorithms of the same type as 
those employed here. However, the aims and the methods are different from our paper. 
The aim of this paper is, first of all, to introduce new RK type schemes which only require 
2N-storage and therefore are suitable for problems in which memory requirements may be ex- 
haustive. The new schemes are not equivalent to those used by [4] and [2] in the sense that, for a 
given number of stages >_ 3, the class of RK methods generated by [4] and [2] is different from 
the class generated by our implementation. 
In Section 2, it will be seen that some optimal RK schemes of Hu et al. [1] can also be 
expressed in terms of our minimum storage algorithms. In particular, the coefficients of the 
so-called LDD25 are explicitly obtained. In Section 3, we propose two new 2N-storage RK 
schemes with five stages whose stability functions have been designed taking into account both 
dissipation, dispersion, stability, and order properties. It is shown that the stability functions of 
the new schemes compare favourably with those of the LDD25. 
Finally, in Section 4, the results of some numerical experiments are presented to compare the 
behaviour of the new methods with the optimal LDD25 RK scheme obtained by [2]. 
2. THE MIN IMUM STORAGE RK SCHEMES 
Consider the (autonomous) time-advancing differential system (usually derived from a space 
discretization of a PDE) written in the form 
U'(t) = F(U(t)), (1) 
where U(t)  E R N is the state vector that contains the solution values at spatial mesh points. Let 
(A, b), A = (a~j) c R sxs, b = (bi) E R s the Butcher tableau of coefficients of an explicit s-stage 
RK method (see, e.g., [14]). For a given state vector U n at tn and a time step h, the explicit RK 
method advances the solution (tn, U n) ~ (tn+l = tn + h, U n+l) by means of the formula 
8 
U '~+1 = U ~ + h ~ b jF  j ,  (2) 
j= l  
where ( ) F j F U n + h a j tF  t = , j= l , . . . , s .  
l----1 
We propose the new 2N-storage RK type algorithm given by the equations 
Ul ---- un ,  g l  = F (U l ) ,  
u2 = Ul + hblgl ,  g2 = F(u2 + h~/lgl), 
(3) 
us = us-1 + hbs- lgs -1 ,  g8 = F (us  + h%-lgs-1),  
U n+l  : Us+I : Us -~ hbsgs, 
where b l , . . . ,  bs, ~/1,..., %-1 are 2s - 1 real parameters that define the RK type algorithm. 
Comparing (4) with (2),(3), it is clear that the algorithm (4) is equivalent to the RK method 
(A, b) defined by the matrices 
0 
bl + "/1 0 b2 
A = bl b2 + "/2 0 , b -- . (5) 
• . . .  
8 
bl b2 . . .  bs-1 + ~/s-1 0 
: : (4) 
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Observe, that for s = 2, it follows from (5) that all two-stage RK methods can be written in the 
minimum storage form (4). 
In the case s = 3, the general three-stage RK methods depend on six parameters while the 
methods (4) depend on five parameters. Hence, not all three-stage methods can be written in the 
form (4). By using the order conditions and introducing the vector c = (el, c2, c3) T = Ae, with 
= (1, 1, 1) T, it can be seen that there exists a one-parameter family (4) of order three given in 
terms of the parameter c3 by 
3c3 - -  2 2 - 3c2 
b2 - 6e2(c3 - e2) '  b 3 - 6c3(c3 _ c2) ,  b I = 1 - b 2 - b3, 
and ~1 = c2 - bl, 72 ~- C3 -- bt - b2 with c2 # c3 related by 
(18c32 - 18c3 + 9) c 2 - (18c~ - 21c3 + 12)c2 + (6% 2 - 6c3 + 4) : 0. 
Or else, when c2 = c3(= 2/3) by 
i 3 3 5 4 
bl = ~, b2 = 2-0' b3 = ~, 71 = ~,  72 = ~--~. 
In the case s = 5, the 2N-storage scheme (5) depends on nine parameters. Then, it is feasible 
to obtain these parameters so that the resulting RK method fits to the stability function LDD25 
proposed by Hu et al. [1]. In this way, we obtain the following algorithm: 
71 = 0.4, 
bt = -0.06, 
b5 = 0.2970454766. 
72 = 0.0498865311, 
b2 = 0.5401134689, 
73 = 1.2984451365, 
b3 = -1.123511899, 
74 = -0.6386667587, 
b4 = 1.346352954, 
The details of its derivation are stated in the next section. 
Note that the s-stage algorithms considered in [2] and [4] also depend on (2s - 1) parameters, 
but for s > 3 they generate different families of RK methods than (4). Further, it must be noticed 
that the RK tableau (5) of our algrorithm possess a more simple structure than those used in [2] 
and [4] and this fact can make the consideration of some order conditions easier. 
3. LOW DISS IPAT ION AND DISPERSION RK SCHEMES 
In order to analyze the dispersion and dissipation properties, it has been customary consider 
the linear test equation 
U'(t) = iwU(t),  (6) 
where u; is a real constant and i = v/-L-T. The exact flow of (6) is given by 
U(t~+x) = exp(iv)V(t,~), v = hw, h = t~+l - t~. (7) 
When an explicit RK method (A, b) with s stages is applied to equation (6), the numerical solution 
that advances from (tn, U n) ---+ (tn+l, U ~+1) can be written in the form 
U n+l ~- R( iv )V  ~, (8) 
where the stability function R(z)  has the form 
R(z)  = 1 + ]~1 z Jr ~2 z2 -4 - - ' '  -[- ~s Zs, (9) 
with flj = bTAJ - le  (j > 1) and e = (1, . . . ,  1) T E R s. A comparison of the factors R(iv)  
and exp(iv) associated to the numerical and the exact solutions leads to the following definition 
(see [15]). 
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(amplitication error), are given, respectively, by 
¢(u) := u - u* =_ u - arg(R(iu)), d(u) = 1 - ]R(iu)]. (10) 
In addition, the method is said to be dispersive of order q and dissipative of order r if 
¢(v) = O (vq+l),  d(u) = O (ur+l).  (11) 
In view of this definition, we have 
R(iu) = [1 - d(u)] exp(i(u - ¢(u)), 
this means that the numerical and the exact flow, after n steps with the same size satisfy 
U n = R( iu)nU ° = (1 - d(v)) n exp(- in¢(u))U(t,~).  
This expression shows that the behaviour of the dissipation error propagates exponentially, while 
the dispersion error does linearly when the integration proceeds. Hence, as remarked by several 
authors [1,2], these errors may change completely the features of some flows such as those which 
arise in computational acoustics. So far, one of the most common approaches to get LDDRK 
schemes (see, e.g., [15,16]) has been to choose the available parameters of the RK scheme so as to 
maximize the standard (or algebraic) order together with the dispersive and dissipative orders. An 
alternative approach of [1] consists in choosing the available parameters of the stability function 
so as to minimize the quantity f [  IR(iu) - exp(iu)l 2 du for a given value of T. 
In our derivation of the new schemes, we restrict our considerations to five-stage schemes with 
orders _> 3. For order 4, we have 13j = 1/j!, j = 1 , . . . ,4  and ~5 is the only free parameter to 
adjust R(z).  Then, for each value of/35, we may define the function 
S = S(fls) = max{5 _> O; IR(iu)l < 1, v • [0,5]}, 
which defines the stability interval [0, S] of the RK scheme corresponding to the given value 
of/3s. A numerical plot of this function reveals that it has a maximum value of -~ 3.463 for 
/3* = 0.0071 ...  < 1/120, and decreases very abruptly around this maximum. Hence, the stability 
properties restrict our choice of/35 to values close to fl*. 
Next, we consider the function 
L = L(/~s) = max{A _> 0;[¢(u)] _< 10 -3 ,[d(u)[ _< 10 -3 , Vv e [0, A]}, 
in a neighborhood of f~ and from a numerical study we take as optimal the value ~s = 0.0071333, 
for which the corresponding values of L and S are given in Table 1. In Figures 1 and 2, we plot 
the dissipation (d(u)) and dispersion (¢(u)) errors as function of v of the new stability function 
R45(z) together with those of [1]. 
Table 1. Coefficients ~4,5, L and S for the stability functions. 
Stability Function f~4 /~ 
R35(z) 0.0406667 0.0077233 
R45(z) 1/4! 0.0071333 
L S 
1.09 3.48 
0.91 3.46 
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Figure 1. Dissipation error. 
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Figure 2. Dispersion error. 
For order 3, we have two free parameters/34 and 135 and following the same approach as in the 
above case, we arrive at the values given in Table 1. In Figures 3 and 4, we show the dissipation 
and dispersion errors of the new stabil ity function R35(z) together with those of [1]. It follows 
from Figure 1, that  for u _< 1.4, the dissipation error of R35(z) is smaller than the LDD25 of [1]. 
The same holds for the dispersion error when u < 1. However, for larger values of u, LDD25 
shows a better behaviour. 
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Figure 4. Dispersion error. 
Next, we will construct 2N-storage algorithms whose stability functions are the R35(z) and 
R45(z) as well as the one proposed by Hu et al. [1], whose/?-coefficients are given by/71 = 1, 
/?2 = 1/2,/?3 = 0.166558,/?4 = 0.0395041,/?5 = 0.00781071. 
First of all, we consider the five-stages cheme associated to the stability function proposed 
by Hu et al. [11. Since/73 ~ 1/3! any RK method with these /?j has order two. Now, observe 
that a five stage algorithm of type (4) has nine free parameters and the/?j-conditions provide 
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five relations between them, hence, we have in principle four free parameters. However, we have 
also imposed the third-order condition bTc 2 = 1/3, where c = Ae (here e = (1 , . . . ,  1)T), because 
this condition implies that our methods minimize the leading term of the local truncation error. 
Thus, we have in principle three available parameters. 
Next, we outline a procedure to obtain the coefficients bi, (i = 1 , . . . ,  5) and 7~, (i = 1 . . . .  ,4) 
that  define our RK algorithm. To simplify the presentation, we introduce the variables g~ = b~-kT~, 
(i = 1 , . . . ,  4) and we use g~ instead of T~. Taking bl, gl, and g2 as free parameters, the ~i-equations 
allow us to obtain the following equations: 
b l /2 -b~+b~- f l3  b 2b~+gl -2b l ( l+g l )  
b3 = (bl -g l ) (b2-g2)  + [Vl:g-D -g2) 
~5(gl -- bl - g2) + ~49192 
+ ' 
b3(bl +b2+b3 - 1) f14 
b4 = + 
(g3 -- b3) g lg2( -b3+g3)  
~sgl(g2 - b2) 
g3 = (( -b~ - alb2 + ao)glg2 + ~4)glg2 - fl5(bl +g2) '  
b5 = 1 - bl - b2 - b3 -b4 ,  
Z5 
g4 - g3g2glbs' 
b22(2b1 - g l )  + 
(bl - gl)(b2 - g2) 
fl5(g3bl + g3b2 + b2gl) 
2 2 + glg2g3(-b3 + g3) 
where 
1 
al = -1  + 2bl + b3 - gl, ao = --~ + bl - b'~ + b392. 
Substitut ing the above equations into the equation bTc 2 = 1/3, we obtain a polynomial of degree 
six in b2 with coefficients that are polynomial functions on the free parameters gl, g2, and bl. 
Then, the choice of coefficients has been carried out taking into account he natural  restrictions 
(a) Ib~l _< 2, 
(b) the c, values are reasonably different and ci E [0, 1], 
(c) minimize the [2-norm of the fourth-order terms of the local error. 
We have taken a fine grid in the free parameters and we have tested the first two requirements 
in each point. From the available points, we have started the minimization process of (c) and 
finally an easy set of values for the parameters has been selected. 
The values of the parameters and the ~2 norm of the fourth-order coefficients of the local 
truncation error tpel4 are 
LDDRK25: gl = 0.36, g2 = 0.59, I31 = -0.06, tpel4 = 5.62 × 10 -3. 
and the coefficients of the algorithm presented in 2N-storage format are given in Table 2. 
Table 2. Coefficients of the LDDRK25 scheme. 
c l  =0 
c2 = 0 .36  
c3 = 0 .53  
e4 : 0 .6550467064 
c5 = 0 .0642877652 
b l  = -0 .06  
b2 : 0 .5401134689 
b3 = -1 .123511899 
b4 = 1 .346352954 
b5 = 0 .2970454766 
Y l  = 0 .4  
72 = 0 .0498865311 
73  = 1 .2984451365 
74 = -0 .6386667587 
The explicit construction of methods with the stabil ity functions R35(z) and R45(z) follows 
the same approach as in the above case, then we only give the values of the parameters and tpela 
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which are the following: 
LDDRK35: gl = 0.39, g2 = 0.55, f~t = -0.02,  tpel4 = 5.86 x 10 -3, 
LDDRK45: gl = 0.39, g2 = 0.56, 81 = -0.01,  tpel4 = 5.53 X 10 -3  
With these values of the parameters, their coefficients presented in 2N-storage format are given 
in Tables 3 and 4. 
Table 3. Coefficients of the LDDRK35 scheme. 
Cl = 0 
C2= 0.39 
ca= 0.53 
c4= 0.6815827018 
c5 = 0.1186940769 
bl = -0 .02 
b2 = 0.489272615 
b3 = -0.8728298638 
b4 = 1.075149771 
b5 = 0.3284074782 
71 = 0.41 
72= 0.060727385 
")'3= 1.0851399506 
74= --0.5528984453 
Table 4. Coefficients of the LDDRK45 scheme. 
Cl =0 
C2 ---- 0.39 
C3 = 0.53 
C4 = 0.6849990419 
C5 = 0.1337322374 
bl = -0 .01  
b2 = 0.4818402439 
ba = -0 .8615395999 
b4 = 1.057293281 
b5 = 0.3324060746 
71 = 0.4 
72= 0.0581597561 
73 = 1.0746983979 
74 = -0.5338616876 
4.  NUMERICAL  RESULTS 
In order to test the effectiveness of the optimized LDDRK methods derived in the above 
section, we use a linear model problem as well as a nonlinear model problem both associated 
with the wave propagation. The new 2N-storage LDDRK methods have been compared with the 
2N-storage LDD25 method obtained in [2] and the conclusions of this comparison can be useful 
for people interested in practical computation. Note that the three methods compared have the 
same computat ional  cost per step. 
PROBLEM 1. The linear convective wave equation for which the methods have been optimized 
OuOu ( -x  2) 
-~ +-~x = O, t > O, u(x,O) = gexp 7 -  ' 
where K and c are real constants and whose analytic solution is u(x,t) = Kexp[ - (x  - t )2 /c2] .  
This problem has been semidiscretized on the spatial  variable by using eighth-order central dif- 
ferences in the domain extended from x = -50  to x = 450. In our test, we choose the parameter 
values K -- 0.5, c = 3, and the resulting differential system has been integrated on the time 
interval [0,400]. The numerical results based on computing the maximum absolute rror over the 
whole integration interval, measured in the maximum norm, are listed in Table 5. In Figure 5, we 
have depicted the efficiency curves for the three 2N-storage LDDRK schemes corresponding with 
the results stated in Table 5. This figure shows the decimal ogarithm of the maximum absolute 
error (y-axis) versus the computational  cost measured by the number of t ime steps required by 
each method (x-axis). As can be observed in this graph, the LDDRK35 method performs more 
efficiently than the LDD25 method and also is more efficient han LDDRK45 if the required errors 
are l imited up to O(10-3).  The LDDRK45 method is the most efficient only if errors smaller 
than approximately 2 x 10 -3 are required. 
PROBLEM 2. The nonlinear wave model problem 
ou ou c2 2 
+ (1 + (x - + T \ax /  = 0, t > 0, 
u(x,O) = Kexp  7 
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Spat ia l  Mesh  Step-Size LDD25 LDDRK35 LDDRK45 
AX=I  
Ax  = 1/2  
Ax  = 1/2  
Ax  = 1 /3  
Ax  = 1/3  
Ax  = 1 /4  
h - -  1.20 
h -- 0.80 
h = 0.60 
h = 0.45 
h = 0.30 
h = 0.20 
3.5 x 10 -2 
1.7 x 10 -2 
9.5 x 10 -3 
4.7 x 10 -3 
1.5 × 10 -3 
5.0 x 10 -4 
3.7 x 10 -2 
8.3 x 10 -3 
3.8 x 10 -3 
1.9 x 10 -3 
6.9 x 10 -4 
2.2 x 10 -4 
6.3 x 10 -2  
1.6 x 10 -2  
5.5 )< 10 -3  
1.5 x 10 -3  
2.9 x 10 -4  
5.6 × 10 -5  
-1  
-1.5 
-2.5 
-3 
-3.5 
'LDD25 
LDDRK35 -~  
LDDRK45 
-4 I i 
0 500 1000 1500 2000 2500 
F igure  5. L inear  convect ive quat ion .  
where K and c are real constants and whose analytic solution is u(x, t) = K exp[ - (x  - t)2/c2[. 
In this case, the domain extends from x = -50  to x = 130 and the spatial discretization is
obtained using again eighth-order Central differences. The parameter values chosen are K = 0.5, 
c = 2, and the problem has been integrated up to t -- 80. Table 6 shows the maximum absolute 
errors obtained with each method in function of the step-size h and the spatial  mesh Ax. Again, 
in Figure 6, we plot these numerical results, in format of efficiency curves. In view of this 
graph, we may conclude that LDD25 is the least efficient of the methods tested in the nonlinear 
model problem. This is due to the fact that  the new LDDRK schemes have smaller truncation 
error constants than LDD25. For this problem, LDDRK35 turns out to be more efficient than 
LDDRK45 if the required errors are limited up to O(10-4). 
In view of the numerical results obtained, we may conclude that the new 2N-storage 
LDDRK methods are more efficient than the LDD25 scheme if the required errors are smaller 
than O(10-2).  As it has been pointed out in references [5] and [2], approximations in the range 
O(10 -2 ) to (.0(10 -3 ) are sufficient in many practical problems. For this reason, we consider that 
the new LDDRK35 scheme is suitable in the context of computational  acoustics problems in 
which high-order finite difference discretizations are used. 
Finally, we conclude that  to optimize the dissipation error against he dispersion error may be 
advantageous because the dispersion error is propagated in linear form, whereas the dissipation 
error is propagated in exponential form. This fact has not been considered by other authors [1] 
who have restr icted their study to optimize both errors similarly. 
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Table 6. Absolute errors in Problem 2. 
Spatial Mesh Step-Size LDD25 LDDRK35 LDDRK45 
Ax = 1/2 
Ax = 1/3 
Az = 1/3 
Ax = 1/4 
Ax = 1/4 
h = 0.30 
h = 0.25 
h = 0.20 
h =0.15 
h =0.10 
2.5 x 10 -2  
1.1 x 10 -2  
5.3 × 10 -3  
2.4 x 10 -3  
6.0 x 10 -4  
1.2 x 10 -2  
2.0 × 10 -3  
1.0 × 10 -3  
6.5 × 10 -4  
2.2 × 10 -4  
1.5 x 10 -2  
6.3 x 10 -3  
2.4 x 10 -3  
8.2 x 10 -4  
2.0 x 10 -4  
-I 
-1.5 
-2 
-2.5 
-3 
-3.5 
-4 
I I I 
'LDD25 
LDDRK35 ---x~-- 
LDDRK45 ----~--- 
. . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . .  ~: ~ ............ ::,. ....... . . . . . . . . . . . .  ..... 
. . . .  ":i':::-'.-:. 
I I I 
2~ 400 6~ 8~ 1000 
Figure 6. Nonlinear model problem. 
All computations have been carried out in a Pentium III PC computer of the Applied Mathe- 
matics Department (University of Zaragoza). 
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