Measurements of the electron distribution and heat flow between the critical and ablation surfaces in a laser-produced plasma have been obtained using Thomson scattering. A frequency-quadrupled probe beam was used to obtain Thomson spectra at above-critical densities in a plasma produced by irradiation of solid targets with the fundamental laser light at irradiances of 3 × 10 14 W cm −2 . Comparison of Thomson spectra at the ion acoustic frequency (sensitive to the cold return current) with simulated spectra shows that the data are consistent with Fokker-Planck simulations of the electron distribution function, providing the first direct information on the electron distribution function.
Introduction
Thermal transport in laser-produced plasmas (LPPs) is perhaps the most important mechanism in determining the hydrodynamic properties of the laser-irradiated target [1, 2] . Plasmas generated with nanosecond laser pulses with irradiances on target between ∼10 12 and 10 15 W cm −2 have been studied for more than three decades owing to their relevance to fields such as laser processing, inertial confinement fusion and x-ray lasers. At the lower end of this range in irradiances, the laser energy is absorbed principally by inverse bremsstrahlung, and (neglecting the effects of refraction) such absorption occurs until the position in the plasma where the laser frequency equals the plasma frequency-the so-called critical density. From this point the thermal energy flows down the temperature gradient to the ablation surface. As the irradiance is increased radiation can also be absorbed by resonance absorption, depositing energy at and around the critical surface into electrons with velocities far greater than the thermal velocity. As resonance absorption deposits energy close to the critical surface, energy due to it can flow both towards and away from the target surface.
Early on in the history of this area of study, it was realized that the temperature gradient between the critical and ablation surfaces was so steep that the mean free path of the electrons could exceed the temperature gradient scale length, resulting in a breakdown of Fourier's law of conduction [3] . Indeed, a naive application of the Spitzer-Härm (SH) theory of the thermal conductivity of the plasma often predicted heat flows in excess of that equivalent to all the electrons flowing at the thermal velocity-the 'free-streaming limit' (FSL). In order to obtain agreement with experimentally measured ablation pressures and mass ablation rates, initial hydrocode modelling of the laser-plasma interaction included an ad hoc limit on the allowed heat flow expressed as a fraction of the FSL [4, 5] . Values placed on this flux limit ranged from approximately 0.03 to 0.15, and for some years a vigorous debate on the appropriate value ensued.
Significant progress in our understanding of heat flow in LPPs followed the development of Fokker-Planck (FP) codes which calculated the full electron distribution function [6] . These FP calculations took into account the non-local nature of the problem, and confirmed that no single flux limiter was appropriate to all experimental situations. Further developments led to the capability to include approximate models of non-local heat flow into hydrocode simulations [7] [8] [9] , resulting in good agreement between predicted and experimentally measured ablation rates and pressures-the parameters that dictate the gross hydrodynamic response of the target.
However, it should be stressed that while there is currently good agreement between hydrocodes incorporating some non-local model of the heat flow (or the appropriately chosen flux limit) and experimental measurements [10, 11] of ablation pressures and mass ablation rates, no direct experimental information on the actual form of the electron distribution function between the critical and ablation surface for directly driven targets has yet been reported. Given the importance of heat flow to the whole physics of LPPs, such a deficiency is clearly undesirable.
In this paper, we present results of the first direct measurement of heat flow in a directly driven LPP using time-resolved Thomson scattering (TS) [12, 13] . The measurements are unique in two important respects. Since the TS measurements are made with a frequencyquadrupled laser beam, information on the hydrodynamics of the plasma can be obtained at and above the critical density. As there are no sources or sinks of energy in this region, once steady-state flow has been approached, the outward enthalpy flux deduced from the TS measurements can be equated with the inward heat flow. Secondly, from the TS spectra we obtain direct information on the form of the electron distribution function for electrons with velocities close to the ion acoustic wave phase velocity. The amplitude of such waves travelling towards and away from the target surface differs owing to the effect of the large cold electron return current necessary for maintaining charge neutrality as the hot electrons carry the thermal current. Subject to the caveat that the level of resonance absorption can be ignored (which we discuss in more detail below), we show that the degree of the asymmetry of the TS spectrum around these ion acoustic features, coupled with the measured heat flow, is fully consistent with an FP model, but cannot be reconciled with an SH approach. The data thus provide the first direct evidence of the validity of the FP calculations of the electron distribution function itself. 
Experiment
The experiment was performed using the VULCAN laser at the Rutherford Appleton Laboratory, UK. The experimental set-up, shown in figure 1 , is designed to create a plasma which expands in a planar geometry over the region of interest. A cluster of six 1.053 µm laser beams were focused with f/10 lenses via random phase plates to a 500 µm diameter spot onto 12 µm thick aluminium foil targets. The six beams were arranged symmetrically around the target normal, forming a cone with semi-angle of 20
• . The total laser energy on target was 600 J ± 10% in a trapezoidal pulse of duration 900 ps with rise and fall times of 100 ps, producing an irradiance on target of 3 × 10 14 W cm −2 . Another beam of 2 ns duration was frequency quadrupled to 263.3 nm (4ω). This beam, containing ∼5 J of 4ω light, was focused along a path perpendicular to the surface normal of the aluminium target with an f/10 lens to a 30 µm focal spot size. The focus of this probe beam could be placed at a variable distance from the initial aluminium target surface. The Thomson radiation from the 4ω probe scattered along the target surface normal was collected with an f/10 lens. The TS signal was image-relayed at 1:1 magnification onto the slit of a 1 m spectrometer, dispersed with a 3600 lines mm −1 grating and recorded on a Imacon 500 streak camera coupled to an optical CCD. The temporal resolution, set by the streak camera slit width, was approximately 10 ps. The spectral range recorded on the streak camera was from 261.1 to 265.0 nm. The intersection of the focal regions of the probe beam and the image on the streak camera slit width defined the volume of the plasma from which the TS signal was recorded, which is well approximated by a cylinder with the same diameter as that of the probe beam (30 µm) and length equal to the width of the streak camera slit (50 µm). Given the incident and scattered directions of the probe, the TS signal provides information on the electron distribution function projected onto the line making an angle of 45
• to the surface normal.
Results
Figure 2 is an experimental image of the time-resolved TS spectrum from a region 300 µm in front of the target surface. As we will show below, we determine this to be the steady-state position of the critical density surface (where the electron density, n e , is 10 21 cm −3 ) for the major portion of the time while the heater beams are irradiating the target. As the heater beams form a cone with semi-angle of 20
• , the effects of refraction within the plasma dictate that the laser light can only reach ∼0.9 of critical, and thus the heat flows through the critical density surface.
The two spectral peaks observed in the streak camera image correspond to enhanced TS due to the electrons dressing the ion acoustic waves which travel parallel and anti-parallel to the line that makes an angle of 45
• to the surface normal. In the reference frame of the plasma, the shift in frequency from the central probe frequency, ω ia , of these ion acoustic fluctuations is given by
where k is the magnitude of the scattering wave vector, T e and T i are the electron and ion temperatures, respectively, λ D is the Debye length, M i is the ion mass,Z is the average ionic charge and i is the ion specific heat ratio. With the knowledge thatZ = 13 (within a few per cent) from x-ray spectroscopy [14] , we see that ω ia is a strong function of T e (and only weakly dependent on T i and i ). Thus, the separation of the peaks allows the determination of T e with an accuracy which we estimate to be of order ±10%. It can be seen that the central frequency between the two ion acoustic peaks is shifted from the frequency of the probe due to the Doppler shift associated with the bulk plasma motion away from the target; this provides an accurate measure of the local plasma velocity with an error of order ±4%.
From figure 2 we see that while the heater beams are on, the conditions within the plasma remain approximately steady-although steady-state conditions cannot be achieved in a 1D planar plasma, at distances large compared with the focal spot size (≈1 mm) the plasma tends towards spherical expansion, and this behaviour leads to quasi steady-state behaviour within the plasma as a whole. X-ray pinhole images [15] of an aluminium dot target on a CH foil under identical experimental conditions show that at 300 µm the plasma expansion is 1D. As there are no sources or sinks of energy in the probed region, during this steady-state regime we can equate the outward enthalpy flux with the inward heat flow [18] :
where v is the plasma velocity, ρ is the mass density, A is the atomic number of the ion species and m p is the mass of a proton. The heat flow is evaluated by taking T e and v from the TS measurements, andZ from spatially-resolved x-ray spectroscopy [14] . In associating a single temperature, T e , with the electrons, we are neglecting the heat flow due to the hot electrons produced by resonance absorption-a matter to which we will return in the discussion section. The velocity can be measured from the Doppler shift of the midpoint of the Thomson scattered signal. Given the velocity at a particular point in the plasma, the density can be inferred from the knowledge of the mass ablation rate, ρv, under these irradiance conditions. Ideally one would wish to obtain a density measurement from the electron feature in the Thomson scattering spectrum. Although this is feasible at densities well below critical (for example, under our conditions the electron feature is predicted to have a scattered intensity of 1% of the ion feature at 10% of the critical density), this feature is extremely weak above critical density. At the critical density itself, we calculate that the electron feature for the experimental conditions will be 10 −20 times the intensity of the ion feature, making it impossible to measure. Alternatively, in principle, it is also possible to estimate the electron density from an accurate knowledge of the scattered signal intensity and the scattering volume, provided one has an accurately absolutely-calibrated time-resolved detection system. As our detector and set-up were not calibrated in this way, initial estimates of the electron density based on such a method [20] 10 provide only order-of-magnitude estimates. However, four independent sources of information about the densities at various points in the plasma are consistent with MEDUSA hydrocode simulations of a density profile that places the steady-state position of the critical surface 300 µm from the target surface during the probe window. Firstly, Thomson data taken at z = 300 µm show the asymmetric ion feature, consistent with heat flowing down a steep temperature gradient towards the target surface. Data taken further from the target surface show no such asymmetry, consistent with the more isothermal conditions expected at below-critical densities in the coronal plasma. Secondly, the previously measured mass ablation rate for these irradiances (1.8 × 10 2 kg cm −2 s −1 ) [19] , with a known accuracy of ±17% including uncertainties in the beam energy, combined with the measured velocities from the TS implies that the electron density 300 µm from the surface is 1.0(±0.2) × 10 21 cm −3 , i.e. the critical density. Density measurements obtained using the same method at positions closer to the target surface are also consistent with the predicted profile, but have larger error bars associated with them owing to the effects of refraction on the probe beam. Thirdly, independent electron density measurements based on the Stark broadened widths of hydrogenic [14, 16] emission lines, taken at positions between 20 and 100 µm from the target surface are also consistent with the MEDUSA-simulated density profile. Finally, time-resolved shadowgraph images [17] taken further from the target surface, are also consistent with the same density profile. Figure 3 shows all the density data on a single graph, indicating how it is consistent with a 1ω critical density at 300 µm from the target surface. The measured electron temperature as a function of distance from the target surface is shown in figure 4 , from which we deduce that at the critical surface the temperature gradient is of order 7 eV µm −1 . For the condition 500 ps after the heater beams are turned on, we determine a heat flux of 6.5 × 10 13 W cm −2 ± 22% corresponding toQ = Q n e m e v 3 e = 0.1, where n e m e v 3 e is the FSL. This heat flux is consistent with previous measurements of heat flow under similar conditions: at these irradiances ∼40% of the laser energy is absorbed [19] , and approximately half of this flows down towards the ablation surface, while the rest is lost in the thermal and kinetic energies of the coronal region below the critical density [18] . TS scattering not only provides data on the hydrodynamics of the plasma, but also yields information on the velocity gradient of the electron velocity distribution function at the ion acoustic wave phase velocity [21, 22] . The two ion-acoustic peaks that can be seen in figure 2 have different intensities. This asymmetry has its origin in the lack of symmetry of the distribution function itself: at velocities corresponding to the phase velocity of the ion acoustic waves, there are more electrons that are travelling away from the target surface than towards it, as a large number of relatively cold electrons flow away from the target surface to maintain charge neutrality as the hot electrons carry the thermal current towards the ablation surface. From figure 2 we see that, while the heater beams are on, the asymmetry is very large and blueshifted, indicative of heat flowing into the target. When the heater beams are off, the plasma cools and heat flows out of the target at a significantly reduced rate. Importantly, for a given heat flow different forms assumed for the electron distribution function predict different values of the asymmetry: thus the data shown in figure 2 provide information on the distribution function itself.
The form of the TS spectrum is determined by the dynamic form factor [23] :
where G s is the screening integral given by
where f 0s is the distribution function of the species 's'. At the ion acoustic resonance the real part of [1 − G e − G i ] goes to zero, and the intensity of scattering will be determined by the complex part which, due to the pole in the integral, depends on the gradient of the distribution function in velocity space at the phase velocity of the wave. For comparison with the experimental data we numerically solved the screening integrals to calculate TS spectra for two different distribution functions. The first is based on a simple SH model of the heat flow [24] , whereas for the second distribution function we solved the FP problem (in the Lorentz approximation) in 1D using the FP code IMPACT [25] . The calculations took into account that the distribution function is probed at 45
• to the plasma flow direction. Figure 5 shows the comparison between the experimental data and the computed TS spectra for the FP and SH distribution functions where both carry the experimentally measured heatflow. For the 1D FP simulation, the density and temperature gradients (7 eV µm −1 ) assumed were consistent with TS measurements at other positions in the plasma. However, in order to obtain a reasonable match between the experimental data and spectra predicted by the SH model at these densities and temperatures, the temperature gradient needed to be reduced to 1.5 eV µm −1 . Although, owing to the error bars in the data, this is not necessarily inconsistent with the measured temperature profile, the associated heat flow predicted by SH for such a temperature gradient-Q = 4.2 × 10 13 W cm −2 -is well below, and inconsistent with the experimentally measured values of the absorbed energy.
By quantifying an asymmetry we can use it to compare these two different thermal transport models. The 'asymmetry' is defined as the ratio of the integrated scattering under the blue and the redshifted peaks, divided at the Doppler-shifted probe wavelength. Figure 6 shows a plot of experimental and computed asymmetries at different points from the target surface. The error bars are larger closer to the target surface, owing to the effects of refraction. The errors in the computed asymmetries are associated with the uncertainties in the experimentally determined densities and temperatures. The FP model shows excellent agreement with experimental data, whereas SH thermal transport significantly over-estimates the asymmetry.
Discussion
As shown above, if we associate a single temperature with the electrons then for the measured electron densities and temperatures we find a better fit to the Thomson spectra for the FP electron distribution than for the SH distribution. Specifically, the heat flow required for the SH simulations to fit the data is significantly less than that expected for these irradiances, thus providing support for the view that the FP distribution is more consistent with the data.
However, throughout the above analysis we have neglected the possible effects of resonance absorption. It is important to discuss this issue, as resonance absorption could give rise to a hotter component to the electron distribution than the thermalized component, and thus our basic assumption of simply equating the outward enthalpy flux-calculated using a single electron temperature-with the heat flow at densities above the critical density is called into question.
Although there have been some previous measurements in the past of the degree of resonance absorption at these laser wavelengths and at these intensities, these data are difficult to apply to our particular circumstances. Although some measurements in spherical geometry, with the beams focused so as to illuminate a hemisphere, suggest that the fraction of the absorbed energy deposited as resonance absorption at the irradiance used in this experiment is up to 40% [26] , other experiments, also in spherical geometry, but with much tighter focusing (such that the rays of each beam make a smaller angle of incidence to the target) suggest the fraction to be closer to 10%. Furthermore, code predictions for this irradiance (but again, in a geometry different to ours) predict resonance absorption of just over 11%.
It is important to note that the degree of resonance absorption is a function of the irradiation geometry. In our experiment the planar target was irradiated with a cone of beams, each with angle of incidence of 10
• , and with mixed states of p-and s-polarization, and thus we do not immediately expect large amounts of resonance absorption. Strong resonance absorption typically depends on larger angles of incidence, increasing the electric field component of p-polarized light along the surface normal, coupled with ponderomotive self-steeping of the density gradient near critical [27] to reduce the evanescent propagation distance. Furthermore, random phase plates were used in our experiment (and not in the above cited work), and the local intensity fluctuations may also have an influence on the degree of resonance absorption.
Finally, the hallmark of resonance absorption (and indeed the method by which it has primarily been diagnosed in the past) is the observation of a multiple-temperature distribution in the bremsstrahlung emission from the plasma. In previous experiments, such multipletemperature distributions have been diagnosed using information from filtered x-ray diodes.
In the experiments described here we used a similar approach. The x-ray emission from the plasmas was imaged with x-ray pinhole cameras, and the radiation detected by a CCD. The x-ray intensity falling on the CCD over the majority of the image was such that there was, on average, less than one x-ray photon per pixel. In this single-photon mode, the energy of the incident photons can be measured from the number of counts recorded by an illuminated pixel [28] . An analysis of the number of photons incident upon the CCD as a function of photon energy is shown in figure 7 . It can be seen that the data demonstrate a single temperature distribution, consistent with the experimentally measured temperatures. We expect the temperature inferred from this measurement to be less than the peak temperature measured at the critical surface, as the measurement is spatially averaged over the emitting region. However, and most importantly, the sensitivity of this measurement shows that a single temperature is consistent with the x-ray emission for over four orders of magnitude of x-ray intensity. This in turn allows us to make some conclusions about the fraction of hot electrons that could have been present. If we assume that the hot electron temperature for these conditions is of order 7 keV [29] , then the fraction of the energy in this hot component must be less than 2% to be consistent with the CCD data. Such a small fraction would have a negligible effect on our analysis of the heat flow. Indeed, simulations of the Thomson scattered spectra indicate that the fraction of energy contained in such a hot-electron component would need to exceed 10% to significantly impact our analysis. In future one method that could be used to study the hot-electron component of the electron distribution function is measurements of the Thomson scattering electron feature. Whilst there would be no measurable change in the ion features until the number of hot electrons is on the order of the number of thermal electrons, The solid line shows a fit to the data taking into account the response of the filter in front of the CCD, and assuming an average electron temperature over the emitting region of 1400 eV.
the addition of 0.01% hot electrons at 5 keV and 7 keV results in an increase in the scattered intensity of the electron features by 10 and 14 orders of magnitude, respectively.
Conclusion
In summary, we have used a 4ω probe to obtain Thomson scattering spectra at and above the critical density in a laser-produced plasma and have obtained a direct measurement of the heat flow. The asymmetry in the Thomson scattering spectra around the ion acoustic frequency gives information on the gradient of the distribution function at electron velocities corresponding to the phase velocity of the ion acoustic waves. The data agree well with Thomson scattering simulations based on a Fokker-Planck distribution function, but cannot be matched by simple Spitzer-Härm theory. As such this is the first direct confirmation of the Fokker-Planck models that have hitherto been shown to agree well with ablation pressures and rates.
