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Abstract
We deduce a necessary and sufﬁcient condition for the matrix equations AXA ¼ BB and
CXC ¼ DD to have a common Hermitian nonnegative-deﬁnite solution; and a representa-
tion of the general common Hermitian nonnegative-deﬁnite solution to these two equations
when they have such common solutions. Thereby, we solve a statistical problem which is
concerned in testing linear hypotheses about regression coefﬁcients in the multivariate linear
model. This paper is a revision of Young et al. (J. Multivariate Anal. 68 (1999) 165) whose
mistake was pointed out in (Linear Algebra Appl. 321 (2000) 123).
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1. Introduction
Let Rmn (respectively, Cmn) be the set of all m  n real (respectively, complex)
matrices. We denote by On; R
X
n and R
4
n the subsets of R
nn consisting of all
orthogonal matrices, symmetric nonnegative-deﬁnite matrices and symmetric
positive-deﬁnite matrices, respectively. For a matrix X ; let X 0; X ; Xþ; NðX Þ and
RðX Þ be the transpose, the conjugate transpose, the Moore–Penrose generalized
inverse, the kernel space and the column space of X ; respectively. We denote by In
and O the n  n identity matrix and the zero matrix, respectively. The notations"
and# denote the direct sum and the Kronecker product, respectively.
The multivariate linear model can be described as follows:
Y ¼ XK þ E; ð1Þ
where K is an unknown q  p matrix of coefﬁcient parameters, E is an n  p matrix
of random errors, Y is an n  p matrix of n observations on p characteristics, and X
is a known n  q model (design) matrix whose all elements in the ﬁrst column are 1:
We assume that VarðYÞ ¼ VarðEÞ ¼ W is an unknown positive deﬁnite matrix,
EBMNðO; WÞ and YBMNðXK ; WÞ; where the notation MNðm;XÞ denotes a
matrix normal distribution with mean m and covariance matrix X: Let Yi be the ith
column of Y 0 and let VarðYiÞ ¼ S is a positive deﬁnite matrix. If we assume that the
usual i.i.d. covariance structure, then
W ¼ In#S: ð2Þ
Consider the test of the linear hypothesis
H0:LK ¼ O vs: Ha: LKaO; ð3Þ
where L is an s  q constraint matrix of rank s such that LK is estimable. Let
P ¼ XðX 0X Þ
X 0 and P0 ¼ ½X ðX 0XÞ
L0½LðX 0XÞ
L0
1½LðX 0XÞ
X 0: Assuming the
i.i.d. covariance structure (2), we have that Q ¼ Y 0ðIn 
 PÞYBWpðn 
 r;S; OÞ and
R ¼ Y 0P0YBWpðs;S;DÞ; where r ¼ rank X ; and Wpðs;S;DÞ denotes a noncentral
Wishart distribution with s degrees of freedom, parameter matrix S and
noncentrality parameter D ¼ ðLKÞ0½LðX 0XÞ
L0
1ðLKÞ: Under the matrix-normal
i.i.d. model deﬁned in (1) and (2), common statistics for testing hypothesis (3) are
functions of Q and R: These include, for example, the Lawley–Hotelling trace
statistic, LH ¼ ðn 
 rÞtr½ðQRÞ
1; Wilks’ lambda statistic, L ¼ jQj=jQ þ Rj; and
Pillai’s trace statistic, PT ¼ tr½RðQ þ RÞ
1; among others. We shall denote an
arbitrary member of this group of test statistics by f ðQ; RÞ:
Young et al. [10, Theorem 1] investigated the following theorem.
Theorem 1.1. Given matrices A; B; C; DACpn: The matrix equations
AXA ¼ BB ð4Þ
and
CXC ¼ DD ð5Þ
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have a common Hermitian nonnegative-definite solution if and only if
AAþB ¼ B ð6Þ
and
½CðIn 
 AþAÞ½CðIn 
 AþAÞþðD 
 CAþBÞ ¼ ðD 
 CAþBÞ: ð7Þ
If a common Hermitian nonnegative-definite solution exists, then a representation of
the general common Hermitian nonnegative-definite solution is X ¼ UU with
U ¼AþB þ ðIn 
 AþAÞ½CðIn 
 AþAÞþðD 
 CAþBÞ
þ ðIn 
 AþAÞfIn 
 ½CðIn 
 AþAÞþ½CðIn 
 AþAÞgZ;
where Z is free to vary over Cnn:
Furthermore, Young et al. used Theorem 1.1 to solve the following statistical
problem [10, Theorems 2, 3] which is concerned in testing linear hypotheses about
regression coefﬁcients in the multivariate linear model.
Problem 1.1. For a multivariate linear model (1) with YBMNðXK ; V#SÞ; deter-
mine necessary and sufficient conditions on the matrix VAR4n such that the statistics
for the hypothesis testing (3) have the same distribution as under the i.i.d. covariance
structure (2).
But GroX [5] has given a counterexample for pointing out that Theorem 1.1 is not
true, thus the solution of Problem 1.1 obtained by Young et al. is also incorrect.
However, up to now, nobody (we knew) has obtained a corrective representation of
the general common Hermitian nonnegative-deﬁnite solution to the matrix equations
(4) and (5).
The aim of this paper is to correct Theorem 1.1 (see Section 2 below) and to solve
Problem 1.1 (see Section 3 below). Moreover, this paper can also be viewed as a
supplementary version of [1,3–6,11].
2. A revision of Theorem 1.1
In this section, we correct Theorem 1.1. Let Un be the subset of C
nn consisting of
all unitary matrices. We ﬁrst introduce the following three lemmas.
Lemma 2.1 (see Rao and Mitra [9, p. 17] or Young et al. [10, Lemma 2]). Given
matrices F ; GACmn: Then FF ¼ GG if and only if G ¼ FT for some TAUn:
Lemma 2.2 (see Buxton et al. [2, p. 270]). Given matrices MACmp and NACmn:
Then the matrix equation MX ¼ N has a solution if and only if MMþN ¼ N: If a
solution exists, then a representation of the general solution is X ¼ MþN þ ðI 

MþMÞZ; where Z is free to vary over Cpn:
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Lemma 2.3 (see Baksalary [1, Theorem 1] or GroX [4, p. 124]). Given matrices
A; BACmn: Then the matrix equation (4) has a Hermitian nonnegative-definite
solution if and only if (6) is satisfied. If a Hermitian nonnegative-definite solution exists,
then a representation of the general Hermitian nonnegative-definite solution is
X ¼ ½AþB þ ðIn 
 AþAÞY ½AþB þ ðIn 
 AþAÞY ; ð8Þ
where Y is free to vary over Cnn:
To correct Theorem 1.1, the following two lemmas are also required.
Lemma 2.4. Given A; BACmn and C; DACpn satisfying (6). Then the following (a)
and (b) hold.
(a) The matrix equation (5) has a solution in the form of (8) if and only if there exists
TAUn such that
½CðIn 
 AþAÞ½CðIn 
 AþAÞþðDT 
 CAþBÞ ¼ DT 
 CAþB; ð9Þ
(b) If (9) holds for some TAUn; then X defined in (8) is a solution to the matrix
equation (5) if and only if
Y ¼ ½CðIn 
 AþAÞþðDT 
 CAþBÞ þ Z

 ½CðIn 
 AþAÞþCðIn 
 AþAÞZ; ð10Þ
where Z is free to vary over Cnn and TAUn is a parameter matrix satisfying (9).
Proof. (a) The ‘‘only if’’ part. Suppose the matrix equation (5) has a solution in the
form of (8). Then there exists Y0AC
nn such that
½CAþB þ CðIn 
 AþAÞY0½CAþB þ CðIn 
 AþAÞY0 ¼ DD: ð11Þ
Using Lemma 2.1 deduces that there exists TAUn such that
CAþB þ CðIn 
 AþAÞY0 ¼ DT ; ð12Þ
i.e., Y0 is a solution to the matrix equation CðIn 
 AþAÞY ¼ DT 
 CAþB for some
TAUn: This, together with Lemma 2.2, implies that (9) holds for some TAUn:
The ‘‘if’’ part. Suppose (9) holds for some TAUn: Then, by Lemma 2.2, the matrix
Y0 ¼ ½CðIn 
 AþAÞþðDT 
 CAþBÞ is a solution to the matrix equation CðIn 

AþAÞY ¼ DT 
 CAþB: That is, (12) holds, and hence (11) holds. This implies that
the matrix equation (5) have a solution in the form of (8).
(b) Since (9) holds for some TAUn; it follows from (a) that the matrix equation (5)
has at least a solution in the form of (8). Furthermore, X deﬁned in (8) is a solution
to the matrix equation (5) if and only if
½CAþB þ CðIn 
 AþAÞY ½CAþB þ CðIn 
 AþAÞY  ¼ DD: ð13Þ
Using Lemma 2.1, we have that (13) holds if and only if CAþB þ CðIn 
 AþAÞY ¼
DT for some TAUn: This, together with Lemma 2.2, implies that X deﬁned in (8) is a
solution to the matrix equation (5) if and only if Y has the form (10).
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The proof is completed. &
Lemma 2.5. Given A; BACmn and C; DACpn: Furthermore, denote
Fˆ ¼ fIp 
 ½CðIn 
 AþAÞ½CðIn 
 AþAÞþgD;
Gˆ ¼ fIp 
 ½CðIn 
 AþAÞ½CðIn 
 AþAÞþgCAþB:
(
ð14Þ
Then there exists TAUn satisfying (9) if and only if
FˆFˆ ¼ GˆGˆ: ð15Þ
When (15) is met, the set G of all TAUn satisfying (9) can be obtained by using the
following steps:
Step 1: Find PˆAUp; QˆAUn and diagonal #SARXs ðs ¼ rank FˆÞ satisfying
Fˆ ¼ Pˆð #S"OÞQˆ; ð16Þ
Step 2: Calculate Gˆ1AC
sn and Gˆ2ACðp
sÞn according to
Gˆ1
Gˆ2
" #
¼ ð #S
1"Ip
sÞPˆGˆQˆ; ð17Þ
Step 3: Find a matrix SACðn
sÞn satisfying Gˆ1
S
 
AUn;
Step 4: Construct the set G by
G ¼ Qˆ Gˆ1
US
" #
Qˆ
UAUn
s
( )
: ð18Þ
Proof. It follows from (14) that (9) can be written as
FˆT ¼ Gˆ: ð19Þ
By Lemma 2.1, there exists TAUn satisfying (19) if and only if (15) holds.
When (15) is met, we have from (16) and (17) that
Gˆ2 ¼ O ð20Þ
and
Gˆ1Gˆ

1 ¼ Is: ð21Þ
Substituting (20) into (17) yields
Gˆ ¼ Pˆ
#SGˆ1
O
" #
Qˆ: ð22Þ
Combining (16) and (22) gives that (9) (or equivalently, (19)) is equivalent to
½ Is O QˆT ¼ Gˆ1Qˆ: This, together with (21), implies that the set G of all TAUn
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satisfying (9) is given by
G ¼ Qˆ Gˆ1
U0
" #
Qˆ
U0ACðn
sÞn satisfying Gˆ1U0
" #
AUn
( )
: ð23Þ
It is easy to see from Step 3 that (23) and (18) are equivalent.
The proof is completed. &
Remark 2.1. If s ¼ n; then the matrix S in Step 3 of Lemma 2.5 vanishes, and hence
(18) turns into G ¼ fQˆGˆ1Qˆg: If s ¼ 0; then the matrix Gˆ1 in (17) vanishes, and thus
(18) turns into G ¼ Un: Therefore, for these two special cases, Steps 3 and 4 in
Lemma 2.5 can be simpliﬁed.
Example 2.1. Consider the matrix equations (4) and (5) with the parameter matrices
A ¼ C ¼ D ¼ 1 0
0 0
 
; B ¼ 0 1
0 0
 
:
Obviously, m ¼ n ¼ p ¼ 2: According to (14), we have Fˆ ¼ D and Gˆ ¼ B: It is easily
veriﬁed that (15) holds. By Lemma 2.5, the set G of all TAUn satisfying (9) is
G ¼ 0 1
u 0
 uAU1
 	
¼ 0 1
u 0
 uAC; juj ¼ 1
 	
:
Combining Lemmas 2.3, 2.4 and 2.5, Theorem 1.1 can be corrected as follows.
Theorem 2.1. Given A; BACmn and C; DACpn; and further let Fˆ; Gˆ and G be as
previously defined. Then the matrix equations (4) and (5) have a common Hermitian
nonnegative-definite solution if and only if (6) and (15) hold. If a common Hermitian
nonnegative-definite solution exists, then a representation of the general common
Hermitian nonnegative-definite solution is given by (8) with (10), where Z and T are
free to vary over Cnn and G; respectively.
The following example and remark show the difference between Theorem 1.1 and
Theorem 2.1.
Example 2.2. Consider the matrix equations (4) and (5) in Example 2.1. It is easily
veriﬁed that (6) and (15) hold. By Theorem 2.1, the matrix equations (4) and (5) have
at least a common Hermitian nonnegative-deﬁnite solution, and further a
representation of the general common Hermitian nonnegative-deﬁnite solution is
X ¼ 1 y

2
y2 y1y

1 þ y2y2
 
; where y1; y2AC are two any parameters.
Remark 2.2. For the matrix equations (4) and (5) in Example 2.1, it is easily veriﬁed
that (7) does not holds. By Theorem 1.1, there does not exist any common Hermitian
nonnegative-deﬁnite solution to the matrix equations (4) and (5), which contradicts
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that X ¼ 1 0
0 0
 
is a common Hermitian nonnegative-deﬁnite solution to
the matrix equations (4) and (5) (see Example 2.2). Therefore, the condition ‘(6)
and (7) hold’ given in Theorem 1.1 is not a necessary and sufﬁcient condition
for solvability. However, following the argument in the proof of Theorem 1.1 (see
[10]), we have that the condition ‘(6) and (7) hold’ is a sufﬁcient condition for
solvability.
3. The solution to Problem 1.1
This section solves Problem 1.1 proposed in Section 1. We ﬁrst show the following
corollary which is a special case of Theorem 2.1.
Corollary 3.1. Let G1; G2ARXn be idempotent matrices such that G1G2 ¼ O; and
further assume G0 ¼ In 
 G1 
 G2: Then the matrix equations
GiXGi ¼ Gi; i ¼ 1; 2 ð24Þ
have at least a common symmetric nonnegative-definite solution, and further a
representation of the general common symmetric nonnegative-definite solution is
X ¼ ½G1 þ G2T þ G0Z½G1 þ G2T þ G0Z0; ð25Þ
where Z and T are free to vary over Rnn and On; respectively.
To solve Problem 1.1, we need the following theorem concerning the common
symmetric positive-deﬁnite solutions to the matrix equations (24).
Theorem 3.1. Let G1; G2 and G0 are as previously defined. Then X in the form of (25) is
a common symmetric positive-definite (i.e., nonsingular) solution to the matrix
equations (24) if and only if
RðG1 þ T 0G2Þ-RðZ0G0Þ ¼ fOg; ð26Þ
N ðZ0Þ-NðG1 þ G2Þ ¼ fOg ð27Þ
and
G1T
0G2 ¼ O ð28Þ
are simultaneously satisfied.
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Proof. Firstly, it follows from (25) and the deﬁnitions of G1; G2 and G0 that
rank X ¼ rankðG1 þ G2T þ G0ZÞ
p rank ðG1 þ G2TÞ þ rank ðG0ZÞ
p rank ðG1 þ G2TÞ þ rankG0
p rank G1 þ rank ðG2TÞ þ rank G0
¼ rank G1 þ rank G2 þ rank G0
¼ n:
Therefore, rankX ¼ n if and only if
rank ðG1 þ G2T þ G0ZÞ ¼ rankðG1 þ G2TÞ þ rankðG0ZÞ; ð29Þ
rankðG0ZÞ ¼ rank G0 ð30Þ
and
rankðG1 þ G2TÞ ¼ rank G1 þ rankðG2TÞ ð31Þ
are simultaneously satisﬁed.
Secondly, we deduce from [7] that (29) holds if and only if (26) and
RðG1 þ G2TÞ-RðG0ZÞ ¼ fOg ð32Þ
are simultaneously satisﬁed. While (32) is inherently satisﬁed. Indeed, if yARðG1 þ
G2TÞ-RðG0ZÞ; then
y ¼ ðG1 þ G2TÞa ð33Þ
and
y ¼ G0Zb ð34Þ
for some vectors a and b: Using (34) and the deﬁnitions of G1; G2 and G0; we have
that G1y ¼ O and G2y ¼ O: This, together with (33), gives y ¼ O: Therefore, (32)
holds.
Thirdly, it follows from [8, Theorem 3.4.17] that (30) is equivalent to
NðZ0Þ-RðG0Þ ¼ fOg: This, together with RðG0Þ ¼ N ðG1 þ G2Þ; implies that (30)
is equivalent to (27).
Fourthly, by [7], we have (31) holds if and only if
RðG1Þ-RðG2TÞ ¼ fOg; RðG1Þ-RðT 0G2Þ ¼ fOg ð35Þ
are satisﬁed. Sine G1ARXn is idempotent, there exists Q˜AOn such that G1 ¼
Q˜ðIk"OÞQ˜0; which implies RðG1Þ"NðG1Þ ¼ Rn1: Thus, (35) is equivalent to
RðG2TÞDNðG1Þ and RðT 0G2ÞDNðG1Þ: Note that RðG2TÞDNðG1Þ is inherently
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satisﬁed since G1G2 ¼ O: While RðT 0G2ÞDNðG1Þ is equivalent to G1T 0G2y ¼ O for
any yARn1 (i.e., (28) holds).
Combining the above four aspects completes the proof. &
Remark 3.1. By the deﬁnitions of G1; G2 and G0; it is easily veriﬁed that T ¼ In and
Z ¼ G0 satisfy (26)–(28). That is, the matrix equations (24) have at least a common
symmetric positive-deﬁnite solution.
Based on Theorem 3.1 and [10, Lemma 1], the solution to Problem 1.1 can be
stated (i.e., [10, Theorems 2 and 3] can be corrected) as follows.
Theorem 3.2. Let YBMNðm; V#SÞ with VAR4n and SAR4p ; and G1; G2 and
G0 are as previously defined. Then, Y
0GiYBWpðki;S;DiÞ; i ¼ 1; 2; are independent
with ki ¼ rankGi and Di ¼ m0Gim; i ¼ 1; 2; if and only if V ¼ ½G1 þ G2T þ G0Z½G1 þ
G2T þ G0Z0; where ZARnn and TAOn are two parameter matrices satisfying
(26)–(28).
Theorem 3.3. Let YBMNðXK ; V#SÞ with VAR4n and SAR4p ; and P and P0
be as previously defined. Then the distribution of the test statistic f ðQ; RÞ is
identical to the distribution of f ðQ; RÞ assuming the model YBMNðXK ; In#SÞ if and
only if
V ¼ ½In 
 P þ P0T þ ðP 
 P0ÞZ½In 
 P þ P0T þ ðP 
 P0ÞZ0;
where ZARnn and TAOn are two parameter matrices satisfying
RðIn 
 P þ T 0P0Þ-RðZ0ðP 
 P0ÞÞ ¼ fOg;
NðZ0Þ-NðIn 
 P þ P0Þ ¼ fOg;
ðIn 
 PÞT 0P0 ¼ O:
8><
>: ð36Þ
Example 3.1. Consider the multivariate linear model (1) and the test (3) with the
parameter matrices [10]:
S ¼ 4 0:1
0:1 3
 
; X ¼
1 2 9
1 5 13
1 5 7
1 10 17
2
6664
3
7775; L ¼ 0 1 00 0 1
 
:
Choosing
T ¼ I4AOn; Z ¼
0:5 0:5 0:5 0:5
0:5 0:5 0:5 0:5
0:5 0:5 0:5 0:5
0:5 0:5 0:5 0:5
2
6664
3
7775ARnn;
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we have that (36) is satisﬁed. By Theorem 3.3, one possible independence
distribution-preserving covariance structure for test (3) is
W ¼ V#S ¼
7 0:175 3 0:075 3 0:075 3 0:075
0:175 5:25 0:075 2:25 0:075 2:25 0:075 2:25
3 0:075 7 0:175 3 0:075 3 0:075
0:075 2:25 0:175 5:25 0:075 2:25 0:075 2:25
3 0:075 3 0:075 7 0:175 3 0:075
0:075 2:25 0:075 2:25 0:175 5:25 0:075 2:25
3 0:075 3 0:075 3 0:075 7 0:175
0:075 2:25 0:075 2:25 0:075 2:25 0:175 5:25
2
66666666666664
3
77777777777775
:
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