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A Discrete Morse Theory for Digraphs
Chong Wang*†, Shiquan Ren*
Abstract. Digraphs are generalizations of graphs in which each edge is
assigned with a direction or two directions. In this paper, we define discrete
Morse functions on digraphs, and prove that the homology of the Morse
complex and the path homology are isomorphic for a transitive digraph. We
also study the collapses defined by discrete gradient vector fields. Let G be
a digraph and f a discrete Morse function. Assume the out-degree and in-
degree of any zero-point of f on G are both 1. We prove that the original
digraph G and its M-collapse G˜ have the same path homology groups.
1 Introduction
Digraph is an important topology model of complex networks, and its topological structure
has important research value and wide application prospect in data science research. For
example, J. Bang-Jensen and G.Z. Gutin [5] studied digraphs and gave applications of
digraphs in quantum mechanics, finite automata, deadlocks of computer processes, etc.
The path homology of digraphs was first defined and studied by A. Grigor’yan, Y. Lin,
Y. Muranov and S.T. Yau in [7] in 2012. Subsequently, in 2014, it is proved in [12] that
the path homology is functorial with respect to morphisms of digraphs, and is invariant
up to certain homotopy relations of these morphisms. In 2015, A. Grigor’yan, Y. Lin, Y.
Muranov and S.T. Yau [8, 9] studied the cohomology of digraphs and graphs by using the
path homology theory. Moreover, in 2017, A. Grigor’yan, Y. Muranov, and S.T. Yau [11]
proved some Künneth formulas for the path homology with coefficients in a field. In 2018,
A. Grigor’yan, Y. Muranov, V. Vershinin and S.T. Yau [10] generalized the path homology
theory of digraphs and constructed the path homology theory of multigraphs and quivers.
Discrete Morse theory originated from the study of homology groups and cell structure of
cell complexes. By reducing the number of cells and simplices, discrete Morse theory is help-
ful to simplify the calculation of homology groups. Moreover, discrete Morse theory provides
theoretical supports for the calculation of persistent homology in the field of topological data
analysis [19, 20, 21]. In 1998, R. Forman [13] invented the discrete Morse theory for simpli-
cial complexes or general cell complexes, as a discrete version of the classical Morse theory
of smooth Morse functions. In the subsequent references [14, 15, 16], R. Forman studied
the discrete Morse theory, the cup product of cohomology, and Witten Morse theory based
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on [13]. In 2005, Dmitry N. Kozlov [17] extended the combinatorial Morse complex con-
struction to arbitrary free chain complexes, and give a short, self-contained, and elementary
proof of the quasi-isomorphism between the original chain complex and its Morse complex.
From 2007 to 2009, R. Ayala et al. [1, 2, 3, 4] studied the discrete Morse theory on graphs
by using the discrete Morse theory of cell complexes and simplicial complexes given by R.
Forman.
Let R be an arbitrary commutative ring with a unit. Let G = (V,E) be a digraph. An
n-path is a sequence v0v1 · · · vn of n + 1 vertices in V where for each 1 ≤ i ≤ n, vi−1 and
vi are assumed to be distinct. Let Λn(V ) be the free R-module consisting of all the formal
linear combinations of the n-paths on V . Let ∂n =
∑n
i=0(−1)
idi. Then ∂n is an R-linear
map from Λn(V ) to Λn−1(V ) satisfying ∂n∂n+1 = 0 for each n ≥ 0 (cf. [7, 12, 9, 11]). Hence
{Λn(V ), ∂n}n≥0 is a chain complex. An allowed elementary n-path is a n-path such that
for each 1 ≤ i ≤ n, vi−1 → vi is a direct edge of G. For simplicity, we assume that in an
allowed elementary n-path, vi−1 6= vi for each 1 ≤ i ≤ n. Let Pn(G) be the free R-module
consisting of all the formal linear combinations of allowed elementary n-paths on G. Then
Pn(G) is a sub-R-module of Λn(V ). Note that under the boundary operator ∂, the image
of an allowed elementary path does not have to be allowed. Hence ∂ may not map Pn(G)
to Pn−1(G). Nevertheless, Pn(G) has the sub-R-module Ωn(G) which which consists of all
the ∂-invariant elements in Pn(G). We define the path homology of G as the homology of
chain complex {Ωn(G), ∂n}.
In this paper, we define the discrete Morse functions on digraphs in Section 3, and
analysis the basic properties in Section 4. In Section 5, we study the discrete gradient
vector fields and Morse complexes of digraphs. Let G be a transitive digraph. Then we give
the first main result of this paper in the following theorem.
Theorem 1.1. Let G be a transitive digraph. Let R be an arbitrary commutative ring with
a unit. Then the chain complex Ω∗(G) can be decomposed as a direct sum of the Morse
complex and atom chain complexes:
Ω∗(G) = C
M
∗ (B∗(G))
⊕
(direct sum of atom chain complexes). (1.1)
And for each n ≥ 0, the path homology of G is isomorphic to the homology of the Morse
complex
Hn({Ω∗(G), ∂∗};R) ∼= Hn({C
M
∗ (B∗(G)), ∂
M
∗ };R) (1.2)
where the explicit formula of ∂M∗ is given in Definition 8.
Let f : V (G) −→ [0,+∞) be a discrete Morse function on G. We substitute the ordered
triple of vertices (u, v, w) satisfying f(v) = 0, u→ v → w and u→ w in G with the ordered
couple of vertices (u,w), and remove the directed edges u → v and v → w. The resulting
digraph G˜ and the restriction of f on G˜ (denoted by f˜) form a pair (G˜, f˜), which is called the
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M-collapse of the pair (G, f). In Section 6, we give the second main result in the following
theorem.
Theorem 1.2. Let G be a digraph and f : V (G) −→ [0,+∞) a discrete Morse function on
G. Assume the out-degree and in-degree of any zero-point of f on G are both 1. Then the
natural inclusion map i : G˜→ G induces an isomorphism from the path homology groups of
G˜ to the path homology groups of G, where G˜ is obtained by M-collapse of the pair (G, f).
Particularly, a graph is a digraph where each edge is assigned with two directions. Since
all discrete Morse functions on graphs have strict positive values on all the vertices, the
(combinatorial) discrete gradient vector fields are all empty. Hence, both of the two main
results are trivial for graphs.
2 Preliminaries
In this section, we mainly review some basic concepts and theorems in [5, 7, 12] and give
some properties of digraphs.
2.1 Digraphs and Path homology
A digraph G = (V,E) is a couple of a set V whose elements are called the vertices, and a
subset E ⊂ {V × V \ diag} of ordered pairs of vertices whose elements are called directed
edges or arrows. The directed edge with starting point v and ending point w is denoted by
v → w. Triangles and squares are simple examples of digraphs. A triangle is a sequence
of three distinct vertices v0, v1, v2 ∈ V such that v0 → v1, v1 → v2, v0 → v2. A square is a
sequence of four distinct v0, v1, v
′
1, v2 ∈ V ,such that v0 → v1, v1 → v2, v0 → v
′
1, v
′
1 → v2 (cf.
[7, Section 4.2]).
We define
Ωn(G) = Pn(G) ∩ ∂
−1
n Pn−1(G),
Γn(G) = Pn(G) + ∂n+1Pn+1(G).
Then as graded R-modules,
Ω∗(G) ⊆ P∗(G) ⊆ Γ∗(G) ⊆ Λ∗(V ). (2.1)
And as chain complexes,
{Ωn(G), ∂n |Ωn(G)}n≥0 ⊆ {Γn(G), ∂n |Γn(G)}n≥0 ⊆ {Λn(V ), ∂n}n≥0.
By [6, Proposition 2.4], the canonical inclusion
ι : Ωn(G) −→ Γn(G), n ≥ 0
of chain complexes induces an isomorphism between the homology groups
ι∗ : Hm({Ωn(G), ∂n |Ωn(G)}n≥0)
∼=
−→ Hm({Γn(G), ∂n |Γn(G)}n≥0), m ≥ 0,
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which is the path homology of G. The definition of path homology here is essentially consis-
tent with [7, Definition 3.12].
Definition 1. [5, Section 2.3] A digraph G is called transitive, if for any two directed edges
u→ v and v → w of G, there is a directed edge u→ w of G.
Proposition 2.1. Let G be a transitive digraph. Then for each n ≥ 0, we have that
Ωn(G) = Pn(G).
Proof. By (2.1), Ωn(G) ⊆ Pn(G). On the other hand, for any allowed elementary n-path
α = v0 · · · vn, by Definition 1, we have that
di(α) = v0 · · · vi−1vˆivi+1 · · · vn, 0 ≤ i ≤ n
is still allowed in G. That is, ∂nα is a linear combination of allowed elementary (n−1)-paths.
Hence, Ωn(G) ⊆ Pn(G). The proposition follows.
2.2 Morphisms and homotopy of digraphs
Let G and G′ be digraphs. A morphism (or digraph map) is a map f : V (G) −→ V (G′) such
that for any vertices u, v ∈ V (G), if u→ v is a directed edge of G, then either f(u) = f(v) or
f(u)→ f(v) is a directed edge of G′ (cf. [12, Definition 2.2]). We denote such a morphism
shortly as f : G −→ G′. A morphism f : G −→ G′ is called an isomorphism if f is a
bijection from V (G) onto V (G′), and the inverse of f is also a morphism.
A line digraph In is a digraph whose the set of vertices is {v0, v1, . . . , vn} and the set
of directed edges contains exactly one of the directed edges vi → vi+1, vi+1 → vi for each
i = 0, 1, . . . , n − 1, and no other directed edges (cf. [12, p. 632]). Note that a path is a
special line digraph with all the directed edges vi → vi+1.
Let G = (V (G), E(G)) and H = (V (H), E(H)) be two digraphs. Define the Cartesian
product G ⊡H as a digraph with the set of vertices V (G) × V (H) and the set of directed
edges as follows: for any x, x′ ∈ V (G) and any (y, y′) ∈ V (H), we have (x, y) → (x′, y′) if
and only if either x = x′ and y → y′, or x→ x′ and y = y′ (cf. [12, Definition 2.3]).
Definition 2. (cf. [12, Definition 3.1]) Two morphisms f, g : G −→ H are called homotopic
and denoted as f ≃ g if there exists a line digraph In with n ≥ 1 and a morphism F :
G⊡ In −→ H such that F |G⊡{0}= f and F |G⊡{n}= g. We call F a homotopy.
Two digraphs G and H are called homotopy equivalent if there exist morphisms f : G −→
H and g : H −→ G such that f ◦ g ≃ idH and g ◦ f ≃ idG. We shall write G ≃ H (cf. [12,
Definition 3.2]).
Definition 3. (cf. [12, Definition 3.4]) A retraction of G ontoH is a digraph map r : G→ H
such that r |H= idH . A retraction r : G→ H is called a deformation retraction if i◦r ≃ idG,
where i : H → G is the natural inclusion map.
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Proposition 2.2. [12, Proposition 3.5] Let r : G → H be a deformation retraction. Then
G ≃ H and the maps r and i are homotopy inverses of each other.
Theorem 2.3. [12, Theorem 3.3] Let f ∼= g : G → H be two homotopic digraph maps.
Then these maps induce the identical homomorphisms of path homology groups of G and H.
Consequently, if the digraphs G and H are homotopy equivalent, then their path homology
groups are isomorphic.
2.3 Some properties of digraphs
Lemma 2.4. Suppose α(n+1) > γ(n) > β(n−1) are allowed elementary paths on G. The
starting points of α(n+1), γ(n) and β(n−1) are the same, and the end points of them are also
the same. Then either of the followings holds:
(a). there exists an allowed elementary n-path γ′(n) 6= γ(n) such that α > γ′ > β;
(b). β is obtained by removing two subsequent vertices vi → vi+1 in α where 1 ≤ i ≤ n− 1.
Proof. Without loss of generality, we write α = v0v1 · · · vn+1 and β = v0 · · · v̂i · · · v̂j · · · vn+1.
Since α and β have the same start points and the same end points, we have 1 ≤ i < j ≤ n.
Case 1. i < j − 1.
Subcase 1.1. γ = v0 · · · v̂i · · · vj · · · vn+1.
Then we let γ′ = v0 · · · vi · · · v̂j · · · vn+1. Since β is an allowed elementary path and
i 6= j − 1, we have that vj−1 → vj+1 is a directed path in G. Hence γ′ is an allowed
elementary path.
Subcase 1.2. γ = v0 · · · vi · · · v̂j · · · vn+1.
Then we let γ′ = v0 · · · v̂i · · · vj · · · vn+1. Since β is an allowed elementary path and
i + 1 6= j, we have that vi−1 → vi+1 is a directed path in G. Hence γ′ is an allowed
elementary path.
In both Subcase 1.1 and Subcase 1.2, we can see that γ′(n) 6= γ(n) and α > γ′ > β.
Case 2. i = j − 1.
Then β is obtained by removing two subsequent vertices vi → vi+1 in α and 1 ≤ i ≤ n−1.
Summarising Case 1 and Case 2, the lemma follows.
Lemma 2.5. Suppose α(n+1) > γ(n) > β(n−1) are allowed elementary paths on G. The
starting points of α(n+1), γ(n) and β(n−1) are not all the same, or the end points of them
are not all the same. Then either of the followings holds:
(a). there exists an allowed elementary n-path γ′(n) 6= γ(n) such that α > γ′ > β;
(b). β is obtained by removing v0 → v1 or vn → vn+1 in α .
Proof. It is sufficient to consider the following two cases.
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Case 1. α and γ have the same start points and the same end points. Let α = v0 · · · vn+1,
γ = v0 · · · v̂i · · · vn+1 for some 1 ≤ i ≤ n.
Subcase 1.1. β = v̂0 · · · v̂i · · · vn+1.
Then we let γ′ = v̂0v1 · · · · · · vn+1. Obviously, γ′ is an allowed elementary path and
α > γ′ > β, γ′ 6= γ.
Subcase 1.2. β = v0 · · · v̂i · · · v̂n+1.
Then we let γ′ = v0v1 · · · v̂n+1. Obviously, γ′ is an allowed elementary path and α >
γ′ > β, γ′ 6= γ.
Subcase 1.3. β = v0 · · · v̂i · · · v̂j · · · vn+1 for 1 ≤ i 6= j ≤ n.
Then α, γ and β have the same start points and the same end points. This is impossible.
Summarizing Subcase 1.1, Subcase 1.2 and Subcase 1.3, we can see that γ′(n) 6= γ(n)
and α > γ′ > β.
Case 2. The starting points of α and γ are different, or the end points of them are
different.
Subcase 2.1. α = v0 · · · vn+1, γ = v̂0 · · · vi · · · vn+1 and β = v1 · · · v̂i · · · vn+1 for some
1 ≤ i ≤ n+ 1. We separate Subcase 2.1 into the following subcases:
• i = n+ 1.
Then β = v1 · · · vn. Let γ′ = v0v1 · · · v̂n+1. We have that γ′ is an allowed elementary
path such that α > γ′ > β, γ′ 6= γ.
• 2 ≤ i < n+ 1.
Then we let γ′ = v0 · · · v̂i · · · vn+1. Since β is an allowed elementary path and vi−1 →
vi+1 is a directed path in G, γ
′ is an allowed elementary path such that α > γ′ > β
and γ′ 6= γ.
• i = 1.
Then β is obtained by removing two subsequent vertices v0 → v1 in α.
Subcase 2.2. α = v0 · · · vn+1, γ = v0 · · · vi · · · v̂n+1 and β = v0v1 · · · v̂i · · · vn for some
0 ≤ i ≤ n. We separate Subcase 2.2 into the following subcases:
• i = 0.
Then β = v1 · · · vn. Let γ
′ = v̂0v1 · · · vn+1. Then γ
′ is an allowed elementary path
such that α > γ′ > β, γ′ 6= γ.
• 0 < i < n.
Then we let γ′ = v0 · · · v̂i · · · vn+1. Since β is an allowed elementary path and vi−1 →
vi+1 is a directed path in G, γ
′ is an allowed elementary path such that α > γ′ > β
and γ′ 6= γ.
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• i = n.
Then β is obtained by removing two subsequent vertices vn → vn+1 in α.
Summarising Case 1 and Case 2, the lemma follows.
Proposition 2.6. Suppose α(n+1) > γ(n) > β(n−1) are allowed elementary paths on G.
Then either of the followings holds:
(a). there exists an allowed elementary n-path γ′(n) 6= γ(n) such that α > γ′ > β;
(b). β is obtained by removing two subsequent vertices vi → vi+1 in α where 0 ≤ i ≤ n.
Proof. By Lemma 2.4 and Lemma 2.5, the proposition follows directly.
The following example shows that for any α(n+1) > γ(n) > β(n−1), there may not exist
an allowed elementary path γ′
(n)
such that α(n+1) > γ′
(n)
> β(n−1).
Example 2.7. Let V = {v0, v1, v2, v3}. Let G be a digraph with the set of vertices V and
the set of directed edges {v0 → v1, v0 → v2, v0 → v3, v1 → v2, v2 → v3}. Let α(3) = v0 →
v1 → v2 → v3, γ
(2) = v0 → v2 → v3, and β
(1) = v0 → v3.
v0
v1 v2
v3
We have that there is no allowed elementary 2-path γ′(2) 6= γ(2) such that α(3) > γ′(2) > β(1),
where β(1) is obtained by removing two subsequent vertices v1 → v2 in α(3).
3 Discrete Morse functions on digraphs
In this section, we define the discrete Morse functions on digraphs and the critical allowed
elementary paths of the discrete Morse functions.
Definition 4. A map f : V (G) −→ [0,+∞) is called a discrete Morse funtion on G, if for
any allowed elementary path v0v1 · · · vn on G, both of the followings hold:
(i). there exists at most one vi (0 ≤ i ≤ n) with f(vi) = 0 such that v0 · · · vˆi · · · vn
is an allowed elementary (n− 1)-path on G;
(ii). there exists at most one u ∈ V (G) with f(u) = 0 such that for some
−1 ≤ j ≤ n, v0 · · · vjuvj+1 · · · vn (Specially, j = −1, v0 · · · vjuvj+1 · · · vn =
uv0 · · · vn; j = n, v0 · · · vjuvj+1 · · · vn = v0 · · · vnu) is an allowed elementary
(n+ 1)-path on G.
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In an allowed elementary path v0v1 · · · vn, the vertex vi is removable if i = 0, or i = n,
or 1 ≤ i ≤ n − 1 and vi−1 → vi+1 is a directed edge in G. For example, in the digraph
{v0 → v1, v1 → v2, v0 → v2, v2 → v0}, v1 is removable in the path v0v1v2, while v2 is not
removable in the path v0v2v0 or the path v1v2v0. Definition 4 (i) can be restated as follows:
(i). in an allowed elementary path, at most one removable vertex has zero value.
For the allowed elementary path v0v1 · · · vn, a vertex u of G is called addable, if u → v0 is
a directed edge, or vn → u is a directed edge, or there exists 1 ≤ i ≤ n such that both
vi−1 → u and u→ vi+1 are directed edges. Definition 4 (ii) can be restated as follows:
(ii). for an allowed elementary path, at most one addable vertex of G has zero
value.
Let f be a non-negative function on V (G). For any allowed elementary path v0v1 · · · vn,
we define the value of f on the path by letting
f(v0v1 · · · vn) =
n∑
i=0
f(vi). (3.1)
We use γ(n) (or γ for short) to denote the allowed elementary n-path. For 0 ≤ i ≤ n,
if v0 · · · vˆi · · · vn is an allowed elementary (n − 1)-path, then we write this (n − 1)-path as
diγ. Note that vˆ0 · · · vi · · · vn and v0 · · · vi · · · vˆn are always allowed elementary (n−1)-paths.
Hence we always have d0γ and dnγ. By (3.1), Definition 4 (i) can be restated as follows:
(i). there exists at most one allowed elementary (n − 1)-path β(n−1) such that
f(β) = f(γ) and diγ = β for some 0 ≤ i ≤ n;
and Definition 4 (ii) can be restated as follows:
(ii). there exists at most one allowed elementary (n + 1)-path α(n+1) such that
f(α) = f(γ) and diα = γ for some 0 ≤ i ≤ n+ 1.
For any allowed elementary paths γ and γ′, if γ′ can be obtained from γ by removing
some vertices, then we write γ′ < γ or γ > γ′. For any allowed elementary n-path γ(n) on
G, we can rewrite (i), (ii) in Definition 4 equivalently as the following inequalities
(i). #
{
β(n−1) < γ(n) | f(β) = f(γ)
}
≤ 1;
(ii). #
{
α(n+1) > γ(n) | f(α) = f(γ)
}
≤ 1.
For an allowed elementary path γ, if in both (i) and (ii), the inequalities hold strictly, then
γ is called critical. Precisely,
Definition 5. An allowed elementary n-path γ(n) is called critical, if both of the followings
hold:
(i)’ #
{
β(n−1) < γ(n) | f(β) = f(γ)
}
= 0,
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(ii)’ #
{
α(n+1) > γ(n) | f(α) = f(γ)
}
= 0.
By Definition 5, an allowed elementary n-path γ(n) on G is non-critical if and only if
either of the followings holds:
(i)” there exists β(n−1) < γ(n) such that f(β) = f(γ);
(ii)” there exists α(n+1) > γ(n) such that f(α) = f(γ).
4 Properties of Discrete Morse functions on Digraphs
In this section, we prove some auxiliary results and some additional properties about discrete
Morse functions and the critical allowed elementary paths of G.
4.1 Auxiliary results for main theorems
A directed loop in G is an allowed elementary path v0v1 . . . vnv0 for n ≥ 1 [1].
Lemma 4.1. For any digraph G and any discrete Morse function f on G, if v0v1 . . . vnv0
(n ≥ 1) is a directed loop in G, then f(vi) > 0 strictly for any 0 ≤ i ≤ n.
Proof. Let α = v0v1 . . . vnv0 be a directed loop in G. Suppose to the contrary, f(vi) = 0
for some 0 ≤ i ≤ n. Suppose β = vivi+1 · · · vnv0 · · · vi−1vi, γ = vivi+1 · · · vnv0 · · · vi−1 and
γ′ = vi+1 · · · vnv0 · · · vi−1vi. Then γ < β, γ′ < β and f(β) = f(γ) = f(γ′). This contradicts
that f is a discrete Morse function on G. Therefore, f(vi) > 0 strictly for any 0 ≤ i ≤ n.
The next lemma follows from Lemma 4.1.
Lemma 4.2. Let G be a digraph and f a discrete Morse function on G. Then any directed
loop in G is critical.
Proof. Let v0v1 . . . vnv0 be an arbitrary directed loop in G. Suppose to the contrary, the
directed loop is non-critical. Then by Lemma 4.1, (i)” does not hold for the directed loop,
hence (ii)” must hold for the directed loop. That is, there exists a vertex u of G such that
f(u) = 0 and for some 0 ≤ i ≤ n, v0v1 . . . viuvi+1 . . . vnv0 is a directed loop in G (here we
use the notation vn+1 = v0). This contradicts Lemma 4.1. Therefore, the directed loop
v0v1 . . . vnv0 is critical.
Lemma 4.3. Let G be a digraph and f a discrete Morse function on G. Then for any
allowed elementary path in G, there exists at most one index such that the corresponding
vertex is with zero value.
[1]. In [12, Definition 4.3], a loop on a digraph G is defined to be a based map from a line digraph to
G such that the start vertex and the end vertex and the same. Our directed loop here is different from the
loop in [12]. A directed loop is a special loop and the converse is not true.
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Proof. Let α = v0 · · · vn be an allowed elementary path. Suppose to the contrary, f(vi) =
f(vj) = 0, i < j. There are two cases.
Case 1. vi 6= vj .
Then we have β = vi · · · vj , γ = vi+1 · · · vj and γ′ = vi · · · vj−1 such that β > γ, β > γ′
and f(β) = f(γ) = f(γ′). This contradicts that f is a discrete Morse function on G.
Case 2. vi = vj .
Subcase 2.1. j = i+ 1.
Then we have f(vivj) = f(vi) = f(vj) = 0. This contradicts that f is a discrete Morse
function on G.
Subcase 2.2. j ≥ i+ 2.
Then vivi+1 · · · vj is a directed loop with f(vi) = 0. By Lemma 4.1, this is impossible.
Therefore, the lemma follows.
Lemma 4.4. Let f be a discrete Morse function on digraph G. Then for any allowed
elementary path in G, (i)” and (ii)” cannot both be true.
Proof. Let γ = v0v1 · · · vn be an allowed elementary path in G. Suppose to the contrary,
by Definition 4, there must exist an allowed elementary (n − 1)-path β and an allowed
elementary (n + 1)-path α such that β < γ < α, f(β) = f(γ) and f(α) = f(γ). By
Proposition 2.6, we consider the following cases.
Case 1. There exists an allowed elementary n-path γ˜ 6= γ such that β < γ˜ < α.
Then similar to the proof of [13, Lemma 2.5], by Definition 4, we have
f(β) < f(γ˜), f(γ˜) < f(α).
Thus f(γ) = f(β) < f(γ˜) < f(α) = f(γ) which is a contradiction.
Case 2. There does not exist any allowed elementary n-path γ˜ 6= γ such that β < γ˜ < α.
Then β must be obtained by removing two subsequent vertices vi → vi+1 in α where
0 ≤ i ≤ n. Hence, f(vi) = f(vi+1) in α. This contradicts with Lemma 4.3.
Therefore, (i)” and (ii)” cannot both be true.
We call an allowed elementary path v0v1 . . . vn simplicial if all the vertices v0, v1, . . . , vn
are distinct. For each n ≥ 0, let Sn(G) be the collection of all the formal linear combinations
of simplicial allowed elementary n-paths in G. Then Sn(G) is a sub-R-module of Pn(G).
The concatenation of a p-path α = v0v1 · · · vp and a q-path β = w0w1 · · ·wq is
α ∗ β =


v0v1 · · · vpw1 · · ·wq, if vp = w0,
0, if vp 6= w0.
Lemma 4.5. (a). Any allowed elementary path α in G is concatenations of simplicial al-
lowed elementary paths βi and directed loops γi:
α = β1 ∗ γ1 ∗ β2 ∗ γ2 ∗ . . . ∗ βk−1 ∗ γk−1 ∗ βk. (4.1)
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Here we allow each βi to be a single vertex in which case the corresponding concatena-
tions would be trivial. Moreover, (4.1) is unique under a certain algorithm.
(b). Let α be non-critical. Then in (4.1), there exists one βi which is non-critical.
Proof. Firstly, we write α as a sequence of vertices v0v1 . . . vn. If for each vi and each
0 ≤ j ≤ i − 1, vi is different from vj , then α is simplicial. Thus we can let α = β1.
Otherwise, we let vi1 to be the first vertex such that there exists 0 ≤ j1 ≤ i1 − 1 satisfying
vi1 = vj1 . Let β1 = v0v1 . . . vj1 and γ1 = vj1vj1+1 . . . vi1 . Then v0v1 . . . vi1 = β1 ∗ γ1. Apply
the same argument to vi1vi1+1 . . . vn. Since n is finite, by induction, α can be uniquely
written as concatenations β1 ∗ γ1 ∗ β2 ∗ γ2 ∗ . . . ∗ βk−1 ∗ γk−1 ∗ βk for some k under this
algorithm. Hence (a) follows.
Secondly, if α be non-critical, we consider two cases.
Case 1. (i)” holds for α.
Then by Lemma 4.4, (ii)” does not hold for α. By Lemma 4.2 and Lemma 4.3, there
exists unique vertex with zero value which belongs to some βi in (4.1) and does not belong
to any directed loop. Hence βi is non-critical.
Case 2. (i)” does not hold for α.
Then by Lemma 4.4, (ii)” holds for α. By Lemma 4.2 and Lemma 4.3, there exists unique
vertex u ∈ V (G) with zero value such that u is addable in α, but not addable in any directed
loop. Thus u is addable in some βi, which makes βi non-critical.
Combining above cases, (b) follows.
By Lemma 4.5, it is direct to see that any digraph must satisfy one of the following
conditions:
(A). For each allowed elementary path α, all βi in (4.1) are simplicial allowed elementary
paths satisfying that each vertex of βi belongs to one of the directed loops in (4.1);
(B). For an allowed elementary path α′, there exists a β′i in (4.1) satisfying that at least
one vertex of βi does not belong to any directed loop in (4.1).
Then we claim that
Proposition 4.6. For digraphs satisfying the condition (A), all discrete Morse functions
are trivial; For digraphs satisfying the condition (B), there are not only trivial functions, but
also nontrivial functions.
Proof. Let G be a digraph. If G satisfies the condition (A), then by Lemma 4.1, each vertex
of G can only be assigned a positive real number. Hence, all discrete Morse functions on G
are trivial here.
If G satisfies the condition (B), we can define trivial functions on G firstly. In addition,
we can assign 0 to one vertex which does not belong to any directed loop in (4.1), and assign
positive real values to other vertices on G. By Definition 4, we know that the function
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defined in this way is a discrete Morse function on G. That is, for this case, there are not
only trivial functions on G, but also nontrivial functions.
Example 4.7. Let α = v0v1v2v3v4v3v5v4v2 be an allowed elementary path of G. Then it
can be written as α = β1 ∗ γ1 ∗ β2 where β1 = v0v1v2v3, γ1 = v3v4v3 and β2 = v3v5v4v2,
or α = β′1 ∗ γ
′
1 ∗ β
′
2 where β
′
1 = v0v1v2v3v4, γ
′
1 = v4v3v5v4 and β
′
2 = v4v2. But under the
algorithm of Lemma 4.5(a), it can be written as β1 ∗ γ1 ∗ β2 uniquely.
4.2 Additional properties of the discrete Morse functions
Let G′ be a sub-digraph of G.
• Suppose there is a discrete Morse function f on G. Then by Definition 4, by defining
f ′(v) = f(v) for any v ∈ V (G′), f gives a discrete Morse function f ′ on G′. Hence
The restriction of a discrete Morse function to a sub-digraph is still a discrete
Morse function.
• Suppose there is a discrete Morse function f ′ on G′. The next example shows that f ′
may not be extendable to be a discrete Morse function on G.
Example 4.8. Let V = {v0, v1, v2, v3}. Let G′ be a digraph with the set of vertices V and
the set of directed edges {v0 → v1, v0 → v3, v1 → v2}. Let f ′ be a function on V given by
f ′(v2) = f
′(v3) = 0 and f
′(v0) = 1, f
′(v1) = 2. Then f
′ is a discrete Morse function on G′.
Let G = {V (G), E(G) ∪ {v0 → v2}}.Then G′ is a sub-digraph of G. However, f ′ is not a
discrete Morse function on G. Since V (G) = V (G′), there does not exist any discrete Morse
function f on G such that the restriction of f to G′ equals f ′.
For each n ≥ 0, let Critn(G) be the free R-module consisting of all the formal linear
combinations of critical allowed elementary n-paths on G. Then Critn(G) is a sub-R-module
of Pn(G).
Proposition 4.9. Let G, G′ both be digraphs such that G′ ⊆ G. Let f be a discrete Morse
function on G and f ′ = f |G′ . Then for each n ≥ 0, Critn(G) ∩ P (G′) ⊆ Critn(G′).
Proof. Let α = v0 · · · vn be a critical allowed elementary path in G. Assume α is also an
allowed elementary path in G′. Then for any 0 ≤ i ≤ n, if di(α) is allowed in G′, we have
that f ′(di(α)) = f(di(α)) < f(α) = f
′(α) by Definition 5(i)”. Moreover, for any u ∈ V (G′),
if v0 · · · vjuvj+1 · · · vn is an allowed elementary path in G′, by Definition 5(ii)”, we have that
f ′(v0 · · · vjuvj+1 · · · vn) = f(v0 · · · vjuvj+1 · · · vn) > f(α) = f
′(α).
This implies the assertion.
The next example shows that the inverse of Proposition 4.9 may not be true.
12
Example 4.10. Let V = {v0, v1, v2}. Let G be a digraph with the set of vertices V and
the set of directed edges {v0 → v1, v1 → v2, v0 → v2}. Let f be a function on V given
by f(v1) = 0 and f(v0) = 1, f(v2) = 2. Then f is a discrete Morse function on G and
α = v0v1v2 is not critical in G. Let G
′ be the digraph with the set of vertices V and the set
of directed edges {v0 → v1, v1 → v2}. Then G′ is a sub-digraph of G and f ′ = f |G′ is a
discrete Morse function on G′. However, α = v0v1v2 is critical in G
′.
5 Discrete gradient vector fields and Morse complex
In this section, we define the discrete gradient vector fields on digraphs and prove that it is
an acyclic matching. Based on this, we give the proof of Theorem 1.1.
5.1 Discrete gradient vector fields on digraphs
Let G be a digraph. Let f : V (G) −→ [0,+∞) be a discrete Morse function on G. For
any n ≥ 0 and any allowed elementary paths α(n) < β(n+1) on G, if f(α) = f(β), then we
assign a pair (α, β). By collecting all such pairs, we obtain a partial matching M(G, f).
We call M(G, f) the (combinatorial) discrete gradient vector field of f . The properties of
a discrete Morse function imply that each allowed elementary path of G is in at most one
pair of M(G, f).
For each n ≥ 0, by the (combinatorial) discrete gradient vector field M(G, f), we can
construct the (algebraic) discrete gradient vector field gradf which is an R-linear map from
Pn(G) to Pn+1(G). For an allowed elementary n-path α
(n) on G, if there exists an allowed
elementary (n+ 1)-path β(n+1) such that (α, β) ∈ M(G, f), then we set
(gradf)(α) = −〈∂β, α〉β.
If there does not exist such β, then we set
(gradf)(α) = 0.
We extend gradf linearly over R and obtain an R-linear map gradf : Pn(G) −→ Pn+1(G).
We call gradf the (algebraic) discrete gradient vector field of f . By Lemma 4.4 and a similar
argument with [13, Theorem 6.3 (1)], it follows
gradf ◦ gradf = 0.
5.2 Morse complex and path homology
Let R be an arbitrary commutative ring with a unit. Let G be a digraph. Consider the
chain complex
· · ·
∂n+2
−→ Ωn+1(G)
∂n+1
−→ Ωn(G)
∂n−→ · · ·
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For each n ≥ 0, choose a basis Bn(G) for Ωn(G). For b ∈ Bn(G) and a ∈ Bn−1(G), define
〈∂nb, a〉 to be the coefficients of the term a in the linear combination ∂nb. Then
∂nb =
∑
a∈Bn−1(G)
〈∂nb, a〉a.
Definition 6. (cf. [17, Definition 1.1]) A partial matching M ⊆
⋃
n≥1Bn−1(G)×Bn(G)
is a collection of pairs (a, b) such that a ∈ Bn−1(G), b ∈ Bn(G) for some n, and 〈∂nb, a〉 is
invertible in R. Write m(b > a) = 〈∂nb, a〉 for (a, b) ∈ M.
For each n ≥ 0, consider the subsets of Bn(G)
U(Bn(G)) = {b ∈ Bn(G) | there exists a ∈ Bn−1(G) such that (a, b) ∈M},
D(Bn(G)) = {a ∈ Bn(G) | there exists b ∈ Bn+1(G) such that (a, b) ∈ M},
C(Bn(G)) = Bn(G) \
(
U(Bn(G))
⋃
D(Bn(G))
)
.
Given b ∈ Bn(G) and a ∈ Bn−1(G), an alternating path is a sequence
b > a1 < b1 > a2 < b2 > a3 · · · > ak < bk > a
such that for each i = 1, 2, · · · , k, (ai, bi) ∈ M. For an alternating path p, we write p• = b,
p• = a and define
m(p) = (−1)k
m(b > a1)m(b1 > a2) · · ·m(bk > a)
m(b1 > a1)m(b2 > a2) · · ·m(bk > ak)
.
Definition 7. (cf. [17, Definition 1.2]) A partial matchingM is called acyclic, if there does
not exist any cycle
a1 < b1 > a2 < b2 > a3 < · · · > ak < bk > a1
with k ≥ 2 and all bi ∈
⋃
(Bn(G)) (for any n ≥ 1) are distinct.
Let M be an acyclic partial matching.
Definition 8. (cf. [17, Definition 1.4]) The Morse complex is defined as
· · ·
∂M
n+2
−→ CMn+1(B∗(G))
∂M
n+1
−→ CMn (B∗(G))
∂M
n−→ CMn−1(B∗(G))
∂M
n−1
−→ · · · ,
where the R-module CMn (B∗(G)) is freely generated by the elements of C(Bn(G)), and the
boundary map is given by ∂Mn (b) =
∑
pm(p)p• for all alternating paths p with p
• = b.
An atom chain complex is a chain complex · · · −→ 0 −→ R
id
−→ R −→ 0 −→ · · · where
the only nontrivial modules are in the dimensions d and d− 1, and the boundary map is the
identity map. Such an atom chain complex is denoted by Atom(d) (cf. [17, P.870]).
Lemma 5.1. (cf. [17, Theorem 2.1], [18, Theorem 2.2]) Assume that we have a free chain
complex with a basis (Ω∗, B∗), and an acyclic matching M. Then
(a). Ω∗ decomposes as a direct sum of chain complexes C
M
∗ (B∗(G))
⊕
T∗, where T∗ ≃⊕
(a,b)∈MAtom(dimb);
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(b). H∗(Ω∗) = H∗(C
M
∗ (B∗(G))).
To prove Theorem 1.1, we first prove the next lemma to show that M(G, f) is acyclic.
Lemma 5.2. Let G be a digraph and f a discrete Morse function on G. Then M(G, f) is
an acyclic matching.
Proof. By considering the value of f at each vertex of G, we separate the proof into two
cases.
Case 1. f(v) > 0 for any vertex v ∈ V (G).
Then we have M(G, f) = ∅.
Case 2. There exists a vertex v ∈ V (G) such that f(v) = 0.
Then M(G, f) is a nonempty finite set. That is, for each n ≥ 0, there exist finite pairs
{α(n), β(n+1)} such that α(n) < β(n+1) and f(α(n)) = f(β(n+1)).
Suppose to contrary, by Definition 7, there exists a cycle
α
(n)
1 < β
(n+1)
1 > α
(n)
2 < β
(n+1)
2 > α
(n)
3 < · · · > α
(n)
k < β
(n+1)
k > α
(n)
1
with k ≥ 2, all β
(n+1)
i are distinct and (α
(n)
i < β
(n+1)
i ) ∈ M(G, f) (1 ≤ i ≤ k) for an
integer n ≥ 0. Since (α
(n)
i , β
(n+1)
i ) ∈M(G, f), β
(n+1)
i is non-critical for each 1 ≤ i ≤ k. By
Lemma 4.4, (ii)” does not hold for β
(n+1)
i . That is, there exists one vertex ui of β
(n+1)
i such
that f(ui) = 0 for each 1 ≤ i ≤ k. We consider the following two subcases.
Subcase 1. α
(n)
2 = α
(n)
1 .
Then by Definition 4(ii), we have that β
(n+1)
1 = β
(n+1)
2 . This contradicts with that all
β
(n+1)
i are distinct.
Subcase 2. α
(n)
2 6= α
(n)
1 .
Then V (α
(n)
2 ) = V (β
(n+1)
1 )\{a nonzero vertex of β
(n+1)
1 } and u1 ∈ V (α
(n)
2 ). By Lemma 4.3,
since α
(n)
2 < β
(n+1)
2 , it follows that f(α
(n)
2 ) < f(β
(n+1)
2 ). This contradicts with (α
(n)
2 , β
(n+1)
2 ) ∈
M(G, f).
Summarising Case 1 and Case 2, we have that M(G, f) is acyclic.
Now we prove Theorem 1.1.
Proof of Theorem 1.1. Firstly, by Proposition 4.6, we have that on any digraph there always
exists a discrete Morse function. Secondly, since G is transitive, by Proposition 2.1, we have
Ωn(G) = Pn(G) for each n ≥ 0. Hence, all allowed elementary paths form a basis of the
chain complex {Ω∗(G), ∂∗}. Therefore, by Lemma 5.2, by taking the allowed elementary
paths as a basis of Ω∗(G), there always exists an acyclic matching. Hence by Lemma 5.1(a),
(1.1) follows.
Moreover, by Lemma 5.1(b), the homology groups of Ω∗(G) and C
M
∗ (B∗(G)) are iso-
morphic. Thus (1.2) follows.
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In addition, we can get the following theorem.
Theorem 5.3. Let G be a digraph containing neither triangle nor square. Then both (1.1)
and (1.2) hold.
Proof. By [7, Theorem 4.3], dimΩn(G) = 0 for all n ≥ 2. Meanwhile, Ω1(G) = P1(G) and
Ω0(G) = P0(G). Hence, by Lemma 5.2 and [17, Theorem 2.1], the assertion follows.
Remark 1: Let G be a digraph (not transitive) containing triangles or squares. For
each n ≥ 2, the elements of the basis of Ωn(G) are not only allowed elementary paths,
but also linear combinations of allowed elementary paths. The existence of acyclic
matching needs further explorations.
6 M-collapses by discrete gradient vector fields
Let G be a digraph and f a discrete Morse function on G. For any vertex v ∈ V (G), we
define the number of edges starting from v as the out-degree of v, and the number of edges
arriving at v as the in-degree of v. Assume that the out-degree and in-degree of any zero-
point of f on G are both 1. In this section, we define M-collapses and give the proof of
Theorem 1.2.
Let v ∈ G be a zero-point of f on G. By Lemma 4.2, v is not the vertex of any directed
loop. Moreover, since the out-degree and in-degree of any zero-point of f on G are both 1,
there exists a unique ordered triple of vertices (u, v, w) such that u → v → w and u, v, w
are distinct. If u→ w is a directed edge in G, then we substitute u→ v → w with u→ w.
Consider the digraph G′ whose set of vertices is V (G) \ {v} and whose set of directed edges
is E(G)\{u→ v, v → w}. By Definition 4, the function f ′ on V (G′) defined by f ′(x) = f(x)
for any x ∈ V (G′) gives a discrete Morse function on G′. We call the pair (G′, f ′) a one-step
M-collapse of the pair (G, f).
Lemma 6.1. For any pair (α, β) ∈ M(G, f), it is in one of the following forms:
(α, β) =


α = · · · → u→ w→ · · · , β = · · · → u→ v → w→ · · ·
α = · · · → u, β = · · · → u→ v
α = w→ · · · , β = v → w → · · ·
where f(v) = 0 and u→ v → w.
Proof. Since (α, β) ∈ M(G, f), β(n+1) > α(n) and f(α) = f(β). By Lemma 4.3, there must
exist a unique vertex v of β such that f(v) = 0. Since the out-degree and in-degree of any
zero-point of f on G are both 1, there exists a unique ordered triple of vertices (u, v, w) such
that u→ v → w and u, v, w are distinct. There are two cases to consider.
Case 1. u→ w is a directed edge in G.
Subcase 1.1. u→ v → w is a subgraph of β.
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Then α is the allowed elementary path obtained by substituting u→ v → w with u→ w.
Subcase 1.2. u→ v → w is not a subgraph of β.
Then we must have β = · · · → u→ v or β = v → w → · · · . Correspondingly, α = · · · → u
or α = w→ · · · .
Case 2. u→ w is not a directed edge in G.
Subcase 2.1. u→ v → w is a subgraph of β.
Then by Lemma 4.3 and Definition 5, α is critical. This contradicts that (α, β) ∈
M(G, f).
Subcase 2.2. u→ v → w is not a subgraph of β.
Then we must have β = · · · → u→ v or β = v → w → · · · . It follows that α = · · · → u
and α = w → · · · respectively.
Therefore, the lemma follows.
Lemma 6.2. M(G′, f ′) ⊆M(G, f).
Proof. For any pair (α′, β′) ∈ M(G′, f ′), α′, β′ are both allowed elementary paths in G′
such that α′ < β′ and f ′(α′) = f ′(β′). Since G′ ⊆ G and f ′ = f |G′ , it follows that α
′, β′
are also allowed elementary paths in G and f(α′) = f(β′). Hence (α′, β′) ∈ M(G, f). The
lemma follows.
Since there are finite zero-points of f on G, it follows that there are finite triples
{(uk, vk, wk)}0≤k≤N such that f(vk) = 0 and uk → wk is an allowed elementary path
of G. Denote the subgraph obtained by k-step M-collapse as Gk whose set of vertices is
V (G)\{v1, · · · , vk} and whose set of directed edges is E(G)\{(u1 → v1, v1 → w1), · · · , (uk →
vk, vk → wk)}. Similarly, the restriction of f on Gk (denoted as fk) is a discrete Morse func-
tion on Gk. Obviously, GN ⊆ · · · ⊆ · · ·G1 ⊆ G. By induction, we can get a subgraph of G
in which there is no triple (u, v, w) such that f(v) = 0, u→ v → w and u→ w. We denote
it as (G˜, f˜).
By Lemma 6.1 and Lemma 6.2, we have that
Proposition 6.3. Any pair (α, β) ∈ M(G˜, f˜) is in the form of


α = · · · → u
β = · · · → u→ v
or


α = w → · · ·
β = v → w → · · ·
where f(v) = 0, u→ v → w and u→ w is not a directed edge in G.
Proof. By Lemma 6.2, M(G˜, f˜) ⊆M(G, f). Note that any pair (α, β) ∈M(G, f) in Case1
of Lemma 6.1 is removed by M-collapse. Hence the assertion follows.
In the next, we prove that G˜ and G have the same path homology groups.
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Proof of Theorem 1.2. Define a digraph map r : G→ G˜ such that
r(v) =


w, if f(v) = 0 and there exists a triple (u, v, w)
such that u→ v → w and u→ w;
v, otherwise.
(6.1)
By the definition of M-collapses, it can be verified directly that r |G˜= idG˜ and r is a
retraction of G onto G˜. By Proposition 2.2 and Theorem 2.3, it is sufficient to prove that
i ◦ r ≃ idG, where i : G˜→ G is the natural inclusion map.
Let I1 be the line digraph such that the set of vertices is {0, 1} and the set of directed
edges is exactly {0→ 1}. Define a map
F : G⊡ I1 → G
such that F (v, 0) = v and F (v, 1) = (i ◦ r)(v). Then by (6.1), we have that F |G⊡{0}= idG,
F |G⊡{1}= i ◦ r. Without loss of generality, we suppose that F is a one-step M-collapse.
Then there exist a vertex v such that f(v) = 0 and a unique ordered triple of vertices
(u, v, w) with u→ v → w and u→ w in G. It follows that
F ((u, 0)→ (v, 0)) = u→ v, F ((v, 0)→ (w, 0)) = v → w, F ((u, 0)→ (w, 0)) = u→ w,
F ((u, 1)→ (v, 1)) = u→ w, F ((v, 1)→ (w, 1)) = w, F ((u, 1)→ (w, 1)) = u→ w,
F ((u, 0)→ (u, 1)) = u, F ((v, 0)→ (v, 1)) = v → w, F ((w, 0)→ (w, 1)) = w.
Hence F is well-defined and it is a digraph map from G ⊡ I1 to G. By Definition 2, we
have that i ◦ r ≃ idG. By Definition 3, r is a deformation retraction. This implies the
theorem.
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