Abstract: The problem of protein structure prediction is one of the long-standing goals of Computational Biology. Although we are still not able to provide first principle solutions, several shortcuts have been discovered to compute the protein three-dimensional structure when similar protein sequences are available (by means of comparative modeling and remote homology detection). Nonetheless, these approaches can assign structures only to a fraction of proteins in genomes and ab-initio methods are still needed. One relevant step of ab-initio prediction methods is the reconstruction of the protein structures starting from inter-protein residue contacts. In this paper we review the methods developed so far to accomplish the reconstruction task in order to highlight their differences and similarities. The different approaches are fully described and their reported performances, together with their computational complexity, are also discussed.
Introduction
Proteins are polymers of amino acids (also referred to as residues). Every protein is uniquely identified by its one-dimensional (1D) sequence of amino acids (primary structure), which are covalently bonded together to create a continuous and non-overlapping chain called the backbone of the protein. The Anfinsen's dogma [1] states that, under the same environmental conditions, every protein folds spontaneously into a characteristic three-dimensional (3D) structure (tertiary structure). Protein biological functions are strictly related to the folded state and several biological diseases are believed to be the consequence of misfolded proteins. The process by which proteins fold into their native states is still a matter of debate. At the coarsest level it seems that often the folding process involves first the establishment of regular secondary structure elements, such as alpha helices and beta sheets, and afterwards the establishment of the tertiary structure. The most important aspect is that protein primary sequences seem to contain all information needed to drive the fold to the native structures. One of the grand challenges in Bioinformatics is to understand the rules which drive the folding process by starting from only the residue sequence.
Currently, protein structures are typically solved experimentally by time-consuming X-ray crystallography or NMR spectroscopy. In the last 25 years the amount of electronic information contained in the protein data bank repository (PDB * ) has been growing enormously. The parallel increase of computational power motivated the development of computational approaches to the folding recognition problem, being building by homology the most effective one. This method is based on the notion that proteins which share high sequence similarity fold into the same native structure (with few exceptions). Protein evolutionary process tends to preserve more the structure than the sequence and a target protein can be usually modeled with good accuracy on a related template protein (for which the fold is known) by performing a sequence alignment, i.e. by mapping residues of the target protein into residues of the template protein. The overall quality of the fold recognition depends on the quality of the alignment. Homology modeling is no more effective when the set of template proteins are distantly related or not related at all to the target protein. Then other approaches must be explored. We can partition current approaches into two main classes: ab-initio methods (see, for example, [2] ) and methods based on the remote homolog detection (see, for example, [11] ). An interesting subproblem in protein structure prediction is the problem of predicting residue intramolecular contacts. Two residues are said to be in contact if (in the protein structure) their distance is below some given threshold. Contact prediction methods have been developed and assessed in CASP (Critical Assessment of techniques for protein Structure Prediction) experiments [8] . The interest in contact prediction is justified by the fact that the knowledge of the whole map of residue-to-residue contacts (contact map) or the knowledge of just few correct contacts can be of great help for discriminating among all possible folds for a target protein. After a contact map is predicted, the problem of reconstructing the protein 3D structure can be tackled [3] . Notwithstanding the fact that the reconstruction problem from native contact maps is computationally intractable, the heuristic algorithms developed so far have very good performances. The overall effectiveness of this approach is essentially affected by the accuracy of contact map prediction, which remains very poor to date. In this paper we focus and review in detail the computational methods proposed so far in literature to solve the reconstruction problem from (predicted) contact maps.
The paper is organized as follows. In Section 2. we define formally the reconstruction problem from contact maps and introduce the notation. In Section 3. we provide a general discussion about the com-putational complexity of the reconstruction problem. In Section 4. we review in detail the best known reconstructing algorithms and their computational complexity. Section 5. is devoted to a final discussion about the effectiveness of these methods.
Protein contact maps
There are several definitions of residue-to-residue contacts in literature. The two most widely accepted ones are those which define two residues to be in contact when (in the protein native structure) the distance between their carbon-alpha (C α ) or carbon-beta (C β ) atoms is below some given threshold. While there is some difference between C α and C β contact maps, the representation adopted is not crucial for the algorithms we will present here and throughout the rest of the paper we will only consider C α contact maps. An important property of C α contacts is that the distance between the C α atoms of two consecutive residues is always an almost constant value close to 3.8Å. This is no more true if we consider C β distances of consecutive residues.
Given some protein P consisting of N residues we can describe its structure by means of a set of three-dimensional coordinates c i = (x i , y i , z i ), 1 ≤ i ≤ N which correspond to the positions of the C α atoms of the protein residues. The contact map M ∈ {0, 1} N ×N of threshold t for protein P is a two-dimensional approximation of the protein structure and it is defined as
is the Euclidean distance between coordinates c i and c j . From now on we will keep the notation consistent in the rest of the paper and we will refer to the length of a protein with the symbol N ; with c i we will refer to some i-th coordinate and we will use the symbols M and t to denote a contact map and its threshold, respectively. The threshold value determines the amount of information about the protein structure contained in a contact map. For low threshold values the number of contacts observed in a protein structure is relatively sparse if compared to the number of non-contacts. The typical threshold values adopted are 7-8Å. These threshold values are the ones which minimize the distance between residue physical contacts and C α , C β contacts (see, for example, [4] ). The C β representation with threshold 8Å is the definition of contact currently adopted to evaluate the performances of contact predictors in CASP experiments (see, for example, [8] ). With these definitions of threshold, the number of contacts between residues which are distant in the protein primary sequence (long range contacts) is very small. This is an important point since long-range contacts are the most informative about protein structures and they are also the most difficult to predict. Increasing the threshold value usually implies better performances for the reconstructing algorithms but, on the contrary, this does not imply an increase in the accuracy of the contact predictions, which is currently very low.
A reconstructing algorithm from a contact map M must be able to recover a set of coordinates which satisfies as much as possible the constraint imposed by M . We say that a set of coordinates c 1 , .., c N is consistent with M if ∀i, j, |c i − c j | ≤ t if and only if M ij = 1. Very likely a predicted contact map M is not physical which implies that no set of consistent coordinates with M exist at all.
The success of a reconstructing algorithm from contact maps is measured in terms of the number of contacts correctly recovered while a qualitative measure of the success of the algorithm is provided by the root mean square deviation (RMSD) between the reconstructed three-dimensional structure and the native one. The RMSD measure is commonly used to compare two molecular structures described by some set of coordinates C = (c 1 , .., c N ) and C = (c 1 , .., c N ). It is defined as the smallest distance
.,c N ) is obtained by rotating and translating the coordinate set C .
Computational complexity of the reconstruction problem
In Computational Geometry the problem to determine a n-dimensional representation of a graph is usually known as the graph realization problem. A realization of a graph in the n-dimensional Euclidean space is a mapping from the vertices of the graph into n-dimensional coordinates such that the spheres of unit radius centered in every pair of such coordinates intersect if and only if the related vertices of the graph are connected. The unit of the sphere is not crucial here since a realization remains valid also if we scale the distances in the realized structure. Note that any undirected graph can be represented by means of an adjacency matrix, i.e. a binary symmetric matrix which contains 1 in the entry i, j if and only if the i-th vertex and the j-th vertex are connected. The graph realization problem is thus a generalization of the reconstruction problem from native protein contact maps (i.e. contact maps which contains no errors).
The computational complexity of the graph realization problem was first addressed in the mid nineties by H. Breu and D. G. Kirkpatrick [6] . The authors of [6] show that the problem to determine the sphericity of a graph is NP-complete (i.e. it cannot be solved by any polynomial-time algorithm unless P=NP, see for example [9] ). The sphericity of a graph is the smallest dimension in which the graph can be realized. Graphs of sphericity 1 are called unit interval graphs and they can be recognized in polynomial time. Breu and Kirkpatrick show that the problem to determine whether a graph can be realized in dimension 2 is no less difficult than the problem to determine whether there is an assignment to the variables of a boolean formula which makes the formula evaluate to true (i.e. the proof is by reduction from the SAT problem which is historically the first decision problem proved to be NP-complete). While the sphericity problem is NP-complete this does not imply that the problem cannot be solved in polynomial-time for some fixed dimension greater than 2 (as it happens for unit interval graphs). The authors of [6] argue that their construction can be easily modified to show that the sphericity problem is NP-complete also for dimension 3 (which is the most interesting case from our point of view) and, moreover, they conjecture that this is also true for every dimension greater that 1.
At first glance it can seem that the problem to determine the sphericity of a graph has few to do with the graph realization problem. It is not difficult to see that if the graph realization problem could be solved in polynomial-time then the sphericity problem would be solved in polynomial-time, yielding to a contradiction. Assume that there is some polynomial-time algorithm which can compute a 2D representation of a graph if such graph has sphericity 2, on the contrary the algorithm returns some not consistent structure. Then we could use such algorithm to solve in polynomial-time the sphericity problem for dimension 2: given a graph we compute a 2D realization in polynomial-time and check (also in polynomial-time) if such realization is consistent with the graph; if the structure is not consistent then the graph has not sphericity 2, on the contrary the answer is positive. Actually, the negative result of Breu and Kirkpatrick has also been extended in a recent work [17] , in which the authors show that the graph realization problem cannot be even approximated in polynomial-time unless P=NP.
While the graph realization problem is intractable, the reconstruction problem from protein contact maps is not so general. From a biological point of view a realization of a contact map which does not satisfies the constraint of a non-overlapping backbone is useless. With the additional backbone constraint the realization problem could be solved in polynomial-time. Nothing has been proved so far in this direction, anyway the construction in [6] seems to be enough versatile to admit the backbone constraint without lowering the computational complexity of the general problem.
Approaches to the reconstruction problem from protein contact maps
In this section we review the approaches reported in literature for the contact map reconstruction problem. To be useful, a reconstructing algorithm from contact maps must satisfy some non-trivial requirements. First of all it must be fast enough to be used for large scale reconstructions while we showed in the previous section that the problem to realize a contact map in the three-dimensional space is generally intractable. The difficulty of the problem is moreover increased by the fact that a reconstructing algorithm must be designed in order to deal also with highly blurred contact maps. Given the impossibility to find an optimal solution to this problem in reasonable time, all algorithms developed so far are heuristic. An heuristic algorithm is not required to produce the best possible solution but only a good solution in the average case. One necessary requirement of a reasonable solution is that it must satisfy at least some minimal biological constraints such as the backbone constraint.
Existing algorithms proceed in two phases: in the first phase they generate an initial set of 3D coordinates which are refined in the second phase in order to obtain a 3D structure as consistent as possible with the input contact map. We can coarsely identify three approaches to the reconstruction problem. In the first approach (Section 4.1.) the realization problem is defined as the search in the three-dimensional space of the set of coordinates which minimize an opportune cost function. The search in the coordinates space is based on gradient descent methods. The main problem of gradient descent minimization approach is that, during the computation, the procedure can be trapped in local minima of the cost function from which it cannot escape. This is much more likely to happen when the contact map is not physical (i.e. when the constraints imposed are contradictory). For this reason, the other methods developed so far adopt a local search heuristic approach. A local search algorithm starts from a candidate solution and then iteratively moves to a neighbor solution until the best solution found has not been improved in a given number of steps or until the time bound given to the procedure is elapsed. The local search avoids that the procedure gets trapped in a local minimum. Our second class of methods (Section 4.2.) is based on a local search approach known as simulated annealing. To finish, a third and recent method, uses a Distance Geometry (Section 4.3.) approach to generate an initial solution and then it uses a local search technique to refine such an initial solution. After a detailed description, we discuss the computational complexity of these methods (Section 4.4.).
Methods based on the gradient minimization of a cost function
The general idea of these methods is that starting from an initial set of coordinates the reconstruction problem can be formulated as the minimization of the squared deviation between the current set of distances and the expected distances. In detail, given a N × N contact map M the reconstructing procedure tries to compute a set of coordinates which minimize some energy cost function of the form
where, as usual, c i is the Cartesian coordinate of the i-th residue, the real number |c i −c j | is the Euclidean distance between the i-th and the j-th coordinates and d ij is the expected distance between the i-th and j-th residues. The minimization of the energy function is carried out by standard gradient descent based methods (see, for example, [20] ).
A first difficulty with the minimization approach is that the expected distances are usually difficult to compute with high accuracy since a contact map contains only information about coarse lower and upper bounds. A second problem is that the cost function (1) does not embody the backbone constraint and the minimization procedure can eventually lead to a structure which has a broken backbone, i.e. the distances between two consecutive residues can be much larger than those in real proteins.
In the sequel we review two methods which use this approach and which differ essentially on the way by which some constraints are added to equation (1) in order to solve the two problems described above.
Bohr et al. (1993)
The authors of [7] overcome the backbone and the expected distances problems by adding extra terms to the cost function (1) which becomes
The distance |c i − c j | is projected into the interval [0, 1] by the sigmoidal function
where s is a slope constant (reported as 1.5 −1Å ) which determines the steepness of the sigmoidal function in proximity of x = t. The idea to project the current distances into the interval [0, 1] solves the problem to find a good approximation of the expected distances, thus the expected distance d ij can be simply defined by
avoiding any sort of approximation. A counter-effect of this approach is that the energy function has a local minimum when the distances diverge to infinity. This is a consequence of the fact that when a low threshold value t is chosen (recall that a typical value is around 8Å) the distances in real proteins below t are much more sparse compared to those above t. This problem is solved by adding the weighting term
which has the effect to balance the weight of shorter distances with respect to larger distances (N L and N S are the number of distances above and below the threshold t, respectively). The backbone constraint is introduced by adding the term
where the parameter is a small quantity (reported as 0.2Å). The initial configuration is chosen at random in a cubic box of total volume 100NÅ 3 .
Galaktionov and Marshall (1994)
The main difference between this method [12] and the previous one is in the approach adopted to deal with the approximation of the expected distances. The distance between two residues i, j in the protein structure can be upper bounded by just considering the successive powers (
..) of the protein contact map. In fact, if for some power n of the contact map M the entry M n ij is greater than 0 then we have that in the protein structure there must exist at least one path of length at least n connecting the i-th and the j-th residue which imposes the constraint
The authors describe a method to obtain more accurate measures. We can partition the set of distances on the protein structure into N disjoint sets. For 1 ≤ n ≤ N , we denote
If a couple of residues i, j has expected distance d ij ∈ D n then there are exactly M n ij shortest paths of length n connecting i and j. By experimental tests, the authors report the existence of a linear dependence between the values M n ij and the d ij ∈ D n distances which can be approximated by the polynomials
where the coefficients g (n)
k are those which assure the best fitting to equation 3 and have to be determined experimentally. The energy cost function becomes
where the coefficients γ ij depends on the class of the
The backbone constraint term
The constants γ 0 , γ ij represent the weights of each relative constraint in the energy function. Also in this case the initial solution is computed at random.
Methods based on simulated annealing
The simulated annealing is a generic technique used to find an approximation of the global minimum of a given function when the search space is very large (see, for example, [13] ). This technique is inspired from annealing in metallurgy where the microstructure of a material is altered by heating to a predetermined temperature and then cooling down to room temperature to improve ductility. By analogy with the physical process, at each step of the algorithm the current solution is replaced by a random nearby solution, chosen with a probability which depends on the current solution and on a global parameter T , called temperature, that is gradually decreased during the computing process. The current solution changes almost randomly when T is large while the randomness decreases as T goes to zero. This prevents the method from becoming stuck at local minima, as it can happen with gradient descent methods.
To our knowledge there are two methods that use a simulated annealing approach for the reconstruction problem. Both methods consist of two phases. A growth phase, in which an almost random initial solution is built by adding step-by-step one coordinate at a time which satisfies local constraints. An adaptation phase which uses simulated annealing to iteratively refine the initial solution.
Vendruscolo et al. (1997)
This method has been described in [24] . The key ingredients are the definition adopted for the temperature-like parameter and the energy cost function used to evaluate the computed structure. i − c i−1 | has average distribution 3.8 and small variance 0.04. Among the k possible candidates the best one is chosen to grow the chain. The best candidate is the one which maximizes the number of true positive contacts and minimizes the number of false positive contacts consistently with the contact map. In detail, every candidate c (j) i is scored according to the probability
where
Tg is a normalization factor and T g is a temperature-like parameter which is initialized to 1 in this phase. The energy cost function E g (note that it is computed only with respect to the newly selected coordinate c
where the factor (i − k) is introduced to give more importance to long range contacts, ϑ is the Heaviside step function and
This term has the effect to penalize false positive contacts and to reward true positive contacts. That is, when the distance |c (j)
i − c k | is below the contact map threshold t and M ij = 1 then the candidate c (j) i is rewarded otherwise it is penalized. During the growth phase the values K g (0) = 0 and K g (1) = −1 are chosen, i.e. false positive contacts are not penalized. Every chain grown in this way has a score defined by the product of the probabilities of its coordinates (i.e. the probabilities computed with equation (5)). The growth phase is computed several times from scratch (typically ten times) and the structure with the best score is selected as the starting point for the adaptation phase.
In the adaptation phase, coordinates are displaced at random by using crankshaft moves (which avoid the backbone to be broken). The displacement of coordinate c i into c i is accepted with probability π = min{1, e ∆Ea Ta } according to the standard Metropolis prescription. The term ∆E a = |E a (c i ) − E a (c i )| is the change in the cost function induced by the move. The energy function of the adaption phase, defined by
apparently differs from the energy function of the growth phase only for the missing factor (i − k) which means that in this phase long range contacts are not favored against short range contacts. Note that, also in this case, the energy function is computed only for the displaced coordinate since the move doesn't affect the rest of the structure. The temperature-like parameter T a is not constant as in the previous phase but it is decreased slowly during the computation according to the number of missing contacts. Two regimes are identified. In the first one, the structure contains many missing contacts and it is very far from being consistent with the contact map. In the second regime, the structure contains few missing contacts and it is very close to be completely consistent with the contact map. The function K a and the temperature-like parameter T a are interpolated between these two limiting cases:
where the function
has the scope to interpolate between the two regimes (here n is the current number of iterations). The distance between the two regimes is obtained by opportune choices of K The authors describe another refinement stage after the adaption phase which fixes the chirality of the recovered structure. For more details refer to [24] .
Pollastri et al. (2006)
This algorithm is currently used as the final step in the Distill † architecture, a machine learning approach to ab initio protein structure prediction [18] . Distill resembles a set of machine learning predictors for 1D and 2D protein features and a 3D reconstructing algorithm which uses a simulated annealing procedure to recover the 3D structures from contact maps predicted in the previous stages. One notable difference with the other methods described here is that the Distill reconstructing algorithm takes into account some 1D constraints (for instance, whether some fragment should fold to alpha helices) which cannot be inferred directly from contact maps without having any knowledge about the protein primary sequences. This is an example of how more constraints can be added to the reconstruction problem in order to improve structure prediction.
Also in this case the reconstructing algorithm consists of a growth phase and an adaptation phase. The growing procedure is essentially the one described in the previous section except for one difference. If the fragment going from the i-th to the j-th residue of the chain is predicted as an alpha helix, then the coordinates from i to j are chosen in order to model an ideal alpha helix with random orientation. Also the adaptation procedure is similar to the one described in the previous section. The coordinates are displaced at random by using crankshaft moves. One difference from the previous method is that the secondary structure elements (helices) are displaced as a whole without modifying their shape. The main difference here consists in the way the energy function encodes the constraints on the whole structure. In detail, a displacement is accepted with probability
where the temperature-like parameter T (n) is initialized to a value proportional to the protein length and it is decreased by some inverse exponential function on the number of steps n. The energy function E contains both contact map constraints and geometrical constraints imposed by the protein structure topology. Formally it is defined by
is the set of coordinate pairs which define false negative contacts,
is the set of coordinate pairs which define false positive contacts and F is the cardinality of F 1 ,
is the set of successive coordinate pairs which do not satisfy correctly the backbone constraint and † Freely available at http://distill.ucd.ie/distill/.
is the set of non-consecutive coordinate pairs which do not satisfy the minimal observed distance threshold for hard core repulsion (5Å). The constants α 0 = 0.2 (false non-contacts), α 1 = 0.02 (false contacts), α 2 = 0.05 (clashes) represent the weights of each constraint term. Note that, also in this case, the energy function can be computed only for the displaced coordinates (which are more than one if a whole alpha helix is moved).
Methods based on distance geometry and local search
Distance Geometry deals with the characterization of mathematical properties which can be derived from distance values between pairs of points. Distance Geometry can be seen as the mathematical foundation for a geometric theory of molecular conformation. One of the most relevant results in this context is that, given a consistent set of distances in the three-dimensional space, the problem to find a set of coordinates which satisfy such exact distance constraints can be solved by a polynomial-time algorithm [5] (the problem becomes NP-complete when the given set of distances is sparse [19] ). One of the best known application of this theory is the determination of molecular conformations from experimental data such as NMR spectroscopy and X-ray crystallography. Because of experimental errors, we can usually obtain only a set of lower and upper bounds to inter-atomic distances rather than exact values. Even with such relaxed distance constraints, the problem to compute a set of consistent coordinates is intractable [16] . While the problem is intractable, in the eighties Havel and Crippen [14, 15] developed a polynomial-time recovering algorithm from a sparse set of lower and upper bounds. This is the first use of a distance geometry based approach for protein structure recovering. Their algorithm first uses some bound smoothing technique to estimate bound values for the missing distances. Then it uses an algebraic technique known as the Embed algorithm to generate an approximate set of 3D coordinates. The 3D structure recovered is, in some sense, the best three-dimensional fit for the set of distances considered. One important feature of Embed is that it provides a reasonable solution also when the set of distances in not embeddable in the three-dimensional space.
The Embed algorithm cannot be directly used with great success for the contact map reconstruction problem because, even in the presence of maps without errors, the set of lower and upper bounds which can be inferred from contact maps is usually coarse and not that accurate. Anyway, the Embed algorithm can be still used to compute a good initial solution better than a random one to be used as a starting point for a successive refinement procedure. To our knowledge there is only one method reported in literature which uses this approach.
Vassura et al. (2007)
This algorithm ‡ has been developed recently [22, 23] . A first version of this algorithm which works only on native contact maps has been described in [21] . The algorithm is in three phases. In the first phase an initial set of coordinates is generated. The initial set of coordinates is iteratively refined in the second phase of the algorithm up to a final solution. The third phase fixes, if necessary, the backbone constraint.
In the first phase, the procedure tries to guess a possible initial solution. This first phase relies essentially on the Embed algorithm. In detail, the contact map is scanned to find independent subcomponents. Two disjoint fragments of the protein are independent if there are no medium-long range contacts between them. Once independent fragments (if any) are identified the algorithm tries to guess a possible 3D structure for any such component. A set of distances is guessed according to the following general scheme
where is some small random error (in function of the threshold t). The missing distances (i.e. those initialized with ∞) are upper bounded by using the standard Shortest Paths algorithm (see, for example, [9] ). The initial 3D structure of each component can be then recovered by using the Embed algorithm. The recovered structures are finally merged to obtain a unique initial solution. The merge procedure adds one component at a time by choosing a random orientation. For every component a number (reported as 50) of random tries are done in order to choose the best possible orientation i.e. the orientation which minimizes the errors with respect to the contact map.
In the second phase a correction/perturbation procedure is applied iteratively in order to refine the structure obtained in the first phase. The algorithm stops when either all constraints of the contact map are satisfied or when a control parameter δ > 0 decreases to 0. The correction procedure tries to displace one coordinate at a time in order to satisfy more contact map constraints without introducing new errors. A coordinate c i is
Every not well placed coordinate c i is displaced by moving it on the surface of a sphere centered in c i of radius (of mobility) Note that, by definition, every point in the surface of the sphere of radius r i is safe for c i in the sense that it does not introduce new errors. A good position c i for c i can be approximated by
where the pseudo-force F is defined by
The perturbation procedure introduces small changes in the set of coordinates in the following way. For every couple of coordinates c i , c j if t − δ < |c i − c j | ≤ t and M ij = 1 then the coordinates c i , c j are moved in order to be δ/10 closer. If t < |c i − c j | ≤ t + δ and M ij = 0 then they are moved in order to be δ/10 more distant. The perturbation can introduce new errors but it has the effect to avoid that the radius of mobility of not well placed coordinates becomes too small thus preventing the structure from getting stuck. The δ parameter acts like the temperature-like parameter in simulated annealing approaches. It is initialized to a positive value at the beginning of the refinement phase and it decreased slightly after every refinement. If it reaches 0 then the procedure stops.
In the third phase the reconstructed structure is scanned in order to fix the eventually broken backbone. The δ parameter is set to a positive value and exactly the same correction/perturbation procedure of the second phase is applied. The only difference is that a coordinate c i is displaced only if the conditions |c i − c i+1 | < 3.5 or |c i − c i+1 | > 4 hold. If δ reaches 0 and again the backbone constraint is not satisfied then the bad pair of consecutive coordinates are moved closer or apart in order to correctly satisfy the backbone constraint without taking care of the other constraints imposed by the contact map. This is justified by the fact that backbone constraints are always satisfied in native protein structures, while the contact map may contain errors.
The convergence speed of the algorithm is highly influenced by the quality of the initial structure guessed in the first phase. Note that the first phase is enough flexible to accommodate specific modifications e.g. if the reconstruction is applied to a family of proteins for which there is additional intra-residue distances knowledge available. Another feature of this algorithm is that it works also if some entries of the contact map (typically, the most unsafe entries) are not specified (this is actually the behavior of the algorithm as described in [22] ). The algorithm simply considers the unspecified entries of the contact map as if they were 0 in the first phase and it does not consider them at all in the second phase.
Computational complexity of the methods
The analysis of the computational complexity of the heuristic algorithms presented here is difficult because all such algorithms are iterative and there is no simple way to determine good upper bounds to the speed of convergence, which typically depends of how well the initial solution is chosen. Anyway, it is still possible to provide an accurate analysis of the cost needed to generate an initial solution and to execute an iterative step.
The initial solution for the methods described in Section 4.1. is randomly chosen then it costs O(N ) (there are just N coordinates which describe the structure). Assume to use a gradient descent method to minimize the energy cost function. The cost of an iterative step for the first (Bohr et al.) and the second (Galaktionov and Marshall) methods can be upper bounded by the time needed to compute the partial derivatives of equations (2) and (4), respectively. Since in both cases the summation term contains exactly N 2 + (N − 1) distances, the computational complexity of an iterative step for both algorithms is upper bounded by O(N 2 ).
In the simulated annealing approaches of Section 4.2., the cost of the growth phase is dominated by the cost to compute the score for every newly added coordinate to the growing chain. Since for every newly added i-th coordinate we have to compute the score by considering the previous (i−1) coordinates (see, for example, equation (6)), the total cost is on the order of N (N + 1)/2. Then growing the chain costs O(N 2 ). In the adaptation phase the cost of the displacement is bounded by the time needed to compute the energy functions (7) for the first method (Vendruscolo et al.) and (8) for the second method (Pollastri et al.). Recall that for the second method, it can happen to displace a whole alpha helix. Then the cost of a displacement is O(N ) for the first method and O(dN ) for the second method, where d is the length of the largest alpha helix. If we assume that an iterative step of these methods consists of the displacement of all coordinates then for both algorithms an iterative step costs O(N 2 ) in the worst case.
In the distance geometry based algorithm of Section 4.3. (Vassura et al.) , the cost to generate an initial solution is bounded by the cost of the Embed algorithm which is O(N 3 ). In fact, in the worst case, the contact map contains no independent components and the Embed algorithm runs on the entire map. During the iterative correction phase (both in the second and third phase) the two more timeconsuming operations are the calculation of the radius of mobility (9) and of the pseudo-force (10) . The cost to correct the position of one coordinate is then O(N ). In the same way, the cost to perturbate one coordinate is O(N ) which implies that the total cost of a single displacement is O(N ). As in the previous case, if one iteration step terminates when all coordinates have been eventually displaced, then an iterative step costs O(N 2 ) in the worst case.
In conclusion, the iterative step is quadratic in the dimension of the input for all reviewed algorithms. The speed of convergence is very likely to depend on the quality of the initial solution. In this sense, although more costly, the choice to build an initial solution by means of a growing process or by using a distance geometry approach can be more effective than the random approach. The only reports about the running time of the algorithms on modern processors refer to the two more recent methods (i.e. Pollastri et al, and Vassura et al.) . In both cases the authors report their methods to have total running time on the order of a few seconds for a medium-size protein.
Discussion and perspectives
A direct comparison of the performances of the algorithms described here is not possible since there are not currently available implementations of the older ones. Moreover, due to the limited computational capabilities of the mid nineties, the older methods have been tested only on a limited set of targets. Thus here we try to discuss the effectiveness of these approaches according to what is reported in literature
In [21] the performances of the reconstructing algorithms have been described when the input is a native contact map of threshold 8Å (the review does not include the Pollastri et al. algorithm, whose performance was reported in [18] ). In the presence of no errors in the contact map, all such methods seem to behave quite well. The reconstructed structure, in almost all cases, matches well with the native one and its RMSD distance is quite small (the average RMSD reported is around 4Å for all the methods). A more extensive set of tests reported in [21] shows that native contact maps of threshold 8Å do not always contain enough information to assure a good reconstruction. For instance, there are native contact maps for which there are completely consistent realizations that are actually really distant from the native structures (in terms of RMSD). This happens when the contact map of threshold 8Å contains few or no long range contacts which actually impose the most relevant constraints to the protein structure. From this point of view, contact maps of higher thresholds (from 12Å to 18Å) seem to be the most informative in the sense that the reconstruction from these maps is always very accurate (the mean RMSD reported in [21] is below 2Å which is very close to the experimental error of NMR spectroscopy). Another interesting result is that the complete knowledge of the contact map is not necessary to obtain a good reconstruction. In [21] , the authors show that with their algorithm just 25% of random entries of a contact map is sufficient to obtain good performances (assuming that the map has high threshold and that 25% of the entries are correct). The scenario changes dramatically when contact maps are allowed to contain errors. A simple way to add errors is to randomly flip the entries of the native maps. With this simple and artificial error model the quality of the reconstructions rapidly decreases. The method of Galaktionov and Marshall scores poorly when the amount of random error is around the 5% of the entire map. The methods of Vendruscolo et al. and Vassura et al. seem to be more robust since they can tolerate random errors up to 5% quite well (the mean RMSD obtained is below 5Å which usually implies high similarity with the native structure). These results are quite unsatisfactory since the amount of error contained in predicted contact maps is routinely much higher.
This does not mean that the methods are completely useless for reconstructing the 3D structure from predicted contact maps. One notable example is the method of Pollastri et al. which obtained encouraging reconstruction results on a large set of proteins [18] . The average RMSD obtained for the reconstructed structures is around 13Å. The method of Vassura et al. has been tested on a set of 100 predicted contact maps [22] (the maps have been predicted with CORNET predictor [10] ). In this case, the average RMSD of the reconstructions is around 16Å. These results seem promising and suggest that new protein reconstruction algorithms that incorporate more information in the form of constraints and/or predictions will contribute towards the solution of the protein folding problem.
