Introduction
The main objective of this paper is to explain in an interesting way some of the combinatorial identities in Ste1] (labeled collectively therein as the \q = ?1 phenomenon") that arise in connection with the enumeration of symmetry classes of plane partitions. The explanation that we provide here requires a lengthy digression into the representation theory of semisimple Lie groups and their Lie algebras (and this digression will lead us further astray into some interesting questions about conjugacy classes of involutions in such groups), even though the basic reasoning that underpins what we intend to do is quite simple. Because these simple ideas may have broader applicability, and also because there is a danger that the simple ideas may be obscured by the elaborate framework that is constructed around them, we rst give a brief indication of the nature of our explanations.
We should point out that Greg Kuperberg Ku] has recently also found explanations of some instances of the q = ?1 phenomenon in symmetry classes of plane partitions. His approach follows the same philosophy but it di ers in the details.
First let us clarify what is meant by the q = ?1 phenomenon. Suppose that we have a nite collection of combinatorial objects X with an associated generating function F(q).
Let us further suppose that there is some \natural" involution x 7 ! x on the set X (e.g., a type of duality). We would then regard this setting as providing an instance of the q = ?1 phenomenon if the number of xed points of the involution (i.e., the number of self-dual objects) equals F(?1). The utility of this situation is clear in cases for which one knows a closed formula for F(q)|by setting q = ?1, one obtains a closed formula for F(?1), and hence for the number of self-dual objects. Proofs of the q = ?1 phenomenon thus have the potential for \explaining" the existence of closed formulas as special cases of other closed formulas. This is especially valuable in the context of symmetry classes of plane partitions, since this is a subject in which there are numerous di cult-to-prove closed formulas, but few explanations of such formulas.
To prove the instances of the q = ?1 phenomenon we consider here, the approach we take is to rst linearize the problem. That is, we replace the set X with the vector space V freely generated by X. We replace the involution with the linear transformation A : x 7 ! x it induces on V , and we let D(q) : x 7 ! q r(x) x denote the diagonal transformation on V in which r( ) is the weight function on X whose generating function is F(q). Since A is merely a permutation matrix, it is obvious that its trace is the number of self-dual objects, so in linear algebraic terms, the identity we seek to prove is equivalent to tr A = tr D(?1): We could prove that A and D(?1) have the same trace by proving that they are conjugate as linear transformations. Although at rst this would seem to be more di cult than the original problem, it is here that representation theory can be advantageous. Indeed, let us suppose that there is a group G acting on V . Let us further suppose that there are elements a and d in G for which A and D(?1) are the representing matrices. In such a context, one could infer conjugacy of A and D(?1) from conjugacy of a and d in G. Hence, the seemingly di cult task of proving conjugacy of two linear transformations on V might be reducible to a relatively easy question of conjugacy in a highly structured group G.
The plane partition identities that we (re-)prove in this paper are actually corollaries of a more general (new) result about minuscule posets. These posets are closely related to minuscule representations of Lie algebras; their combinatorial properties were rst investigated from a uni ed point of view by Proctor P] , although the two most important special cases, the ones directly related to the enumeration of plane partitions, were considered earlier by Stanley. Minuscule posets are special instances of Gaussian posets, a class of posets de ned (by Stanley) roughly by the property that there should exist a \nice" product formula for the generating function for m-multichains of order ideals of the poset, for every m. An intriguing open question is whether or not there exist any non-minuscule Gaussian posets.
In Sections 2 and 3 of this paper, we assemble the necessary background material. Included is a discussion (Section 2.1) of Gaussian posets and their connection with symmetry classes of plane partitions. Of particular signi cance for us is the weight poset associated to any representation of a semisimple Lie algebra (Section 2.2). A key property of these posets is the fact that they are equipped with order-reversing involutions, given by the action of the longest element w 0 of the Weyl group. This general construction provides an order-reversing involution in any minuscule poset.
In Section 4, we prove the main result (Theorem 4.1): it amounts to the assertion that the q = ?1 phenomenon occurs in any minuscule poset. More precisely, we prove that the generating function F m (q) for m-multichains of order ideals of a minuscule poset has the property that F m (?1) counts the number of such multichains that are xed by the order-reversing involution. Corollaries of this result include enumerations of (1) selfcomplementary, and (2) symmetric self-complementary plane partitions. The proof, following the procedure outline above, relies on some basic aspects of Standard Monomial Theory in the minuscule case due to Seshadri S] (see Theorem 3.1 below), as well as a new result (Theorem 4.4) concerning the properties of a special conjugacy class of involutions in the adjoint form of a semisimple Lie group G. This result is closely related to (and relies on) Kostant's work on the conjugacy class of so-called principal elements of G K].
In the nal section, we prove (Theorem 5.3) that the special involutions in the adjoint group are distinguished among all involutions by their trace in the adjoint representation, which turns out to be the minimum possible. Our proof is unsatisfying, however, since it is partially case-by-case, and computer calculations were used for the exceptional groups.
There are a total of six instances of the q = ?1 phenomenon that are identi ed in Ste1].
Two of these instances are explained here, and Kuperberg's approach also explains two instances (one of which coincides with one of our cases; see Examples 4.2 and 4.3 below for a more detailed discussion). Thus in combination, we have succeeded in explaining three of the six cases. In the remaining three cases, it is far from clear how one might construct a representation-theoretic explanation. A necessary rst step would be to identify an algebraic structure possessing \natural" representations on vector spaces with bases indexed by cyclically symmetric or totally symmetric plane partitions.
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Preliminaries
If P = (X; ) is a partially ordered set, let J(P) denote the set of order ideals of P (i.e., subsets I X such that x y, y 2 I imply x 2 I), partially ordered by inclusion.
The poset P will be said to be ranked if there is a real-valued function r on X such that x covers y (i.e., x > y and there is no z such that x > z > y) implies r(x) ? r(y) = 1. All of our rank functions will either be integer or half-integer valued. Note that J(P) is always ranked (if P is nite), with rank function given by r(I) = jIj.
By a complemented poset we shall mean a triple P = (X; ; c) consisting of a partial order and an order-reversing involution x 7 ! x c on X. Note that if P is complemented, then so too is J(P), via the map I 7 ! I c := fx 2 X : x c 6 2 Ig. For integers n 0, let n] = f1; 2; : : : ; ng, regarded as a totally ordered set.
Gaussian Posets
Let P be a nite poset and m a nonnegative integer. We de ne F m (P; q) to be the rank generating function for J (P m] ). Since order ideals of P m] can be identi ed with multichains I 1 I m of order ideals of P, it follows that F m (P; q) = X I1 Im:Ij2J (P) q jI1j+ +jImj : (2.1)
The poset P is said to be Gaussian if there exist integers a 1 ; : : :; a n > 0 such that
for all m 0. It can be shown (see Exercise 4.25 of St1]) that if P = (X; ) is a Gaussian poset, then jXj = n, P is ranked, and the rank function can be de ned so that minimal elements have rank 1 and the parameters a 1 ; : : :; a n are the ranks of the elements of P.
Note that if we de ne E = fi : a i is eveng, then (2.2) specializes to (P; q) , and it is routine to verify that it is compatible with (2.2). Thus P is Gaussian. . Again, it is routine to verify that the known product formula agrees with (2.2), so P is Gaussian.
Remark 2.3. If P = (X; ; ) is a complemented poset, then so too is P m], by means of the involution (x; i) 7 ! (x ; m+1?i). In such cases, J(P m]) will be naturally complemented as well (cf. the remarks at the beginning of this section). In Example 2.1, it is clear that the map (i; j) 7 ! (a + 1 ? i; b + 1 ? j) is an order-reversing involution on P; the xed points of the involution it induces on J (P c] Ste1] that the q = ?1 phenomenon occurs here: it turns out that F c (P; ?1) is the number of self-complementary plane partitions that t in a box whose dimensions are a b c. In particular, there is a simple product formula for this number, a special case of (2.3).
Similar remarks apply to Example 2.2. In that case, the order-reversing involution on P is given by fi; jg 7 ! fa + 1 ? i; a + 1 ? jg. As noted in Ste1], the q = ?1 phenomenon also occurs here, since F b (P; ?1) turns out to be the number of self-complementary, transposition-invariant plane partitions that t in a box whose dimensions are a a b. It is unknown whether every Gaussian poset has an order-reversing involution, or even whether such posets are self-dual.
Weight Posets
Let g be a semisimple Lie algebra over C with Cartan subalgebra h, root system h , and Weyl group W. (For de nitions and further details, see H1].) Let h ; i denote the inner product on h , and for each root 2 , let _ = 2 =h ; i denote the corresponding co-root. Let = f 2 h : 2 ) h ; _ i 2 Zg denote the weight lattice.
Suppose that V is a nite-dimensional g-module. For each 2 , let V = fv 2 V : h 2 h ) h:v = (h)vg denote the weight space indexed . Let V = f 2 : V 6 = 0g (a nite set) denote the weights of V . Recall that V is the direct sum of its weight spaces. Let us also recall that the weight multiplicities dim(V ) are W-invariant; in particular, W permutes V . Let + be a choice of positive roots, and let 1 ; : : :; n denote the corresponding set of simple roots. Let ! 1 ; : : :; ! n 2 denote the corresponding set of fundamental weights; i.e., the weights de ned by the condition h! i ; _ j i = ij . Recall that a weight is dominant if 2 N! 1 + + N! n , or equivalently, if h ; _ i 0 for all 2 + .
Once the choice of + is given, is partially ordered by the rule if ? 2 N 1 + + N n ;
i.e., ? must be a nonnegative, integral linear combination of simple (or equivalently, positive) roots. It is easy to see that ( ; ) is a ranked poset; for the rank function r it is convenient to use the (restriction to of the) unique linear functional on h such that Returning our attention to the g-module V , we de ne the weight poset Q V to be the subposet of ( ; ) formed by V . Recall that if V is irreducible, then Q V has a unique maximal element, the so-called highest weight of V , which is necessarily dominant. Since dominant weights parameterize the isomorphism classes of irreducible g-modules, it is reasonable to also use Q as a notation for the weight poset associated with any irreducible g-module whose highest weight is the dominant weight .
The following property of weight posets may be well-known, but it is di cult (perhaps impossible) to nd in the literature. There is a similar argument if h ; i i < 0. One deduces that + c i 2 V for some integer c > 0. We therefore also have + i 2 V , since it belongs to the i -string through . Hence + i > in Q V , so if covers in Q V , we must have = + i and r( ) ? r( ) = 1. Recall that the longest element w 0 of W is an involution that maps + to ? + . It follows that 7 ! w 0 is an order-reversing involution on . In particular, since V is W-stable, it follows that Q V = ( V ; ; w 0 ) is a ranked, complemented poset.
Characters
Let G be the simply connected (semisimple, complex) Lie group with Lie algebra g. The character of a g-module V is the formal sum
where e denotes a formal exponential. If V is irreducible of highest weight , we shall also use ' to denote the character of V . The g-module structure of V induces an action of G on V such that
for all h 2 h, where Exp : g ! G denotes the exponential map. For any nonzero scalar q = e t 2 C and 2 h , let us also de ne
(dimV )e th ; i ;
so that if h 2 h is the unique element such that h ; i = (h) for all 2 , then tr V (Exp(th)) = ' V ( ; q). If belongs to the root lattice Z , then ' V ( ; q) is a wellde ned Laurent polynomial in q. However in general, h ; i need not be Z-valued, so it is a slight abuse of notation for us to regard ' V ( ; q) as a function of q, rather than t.
The following q-analogue of the Weyl dimension formula is well-known. Of course, this is identical to the previous case if = _ .
Minuscule Representations and Posets
Continuing the setting of the previous section, let V be a nontrivial irreducible g-module with highest weight . One says that V (and hence also ) is minuscule if the action of W on V is transitive. It can be shown (Exercise VI.1.24 of B]) that if g is simple, then a minuscule weight must be one of the fundamental weights ! i . However, not all fundamental weights are necessarily minuscule. A list of the minuscule weights for every simple Lie algebra is provided in the Appendix.
For convenience, let us assume that g is simple, and suppose that = ! i is a minuscule (hence fundamental) weight. Let V be the corresponding irreducible g-module. Note that the dual g-module V and its highest weight must also be minuscule. In any irreducible g-module, the highest weight space is one-dimensional, thus since V is assumed to have only one orbit of weights, it follows that all of its (nonzero) weight spaces are one-dimensional. Hence, V has a distinguished basis (unique up to scalar multiples) consisting of weight vectors; similar remarks apply to V . In the following, it will be useful to explicitly choose a weight vector basis for V ; say V = Ce for each 2 V = ? V . Now let G be the simply connected (simple, complex) Lie group with Lie algebra g, and let P i denote the maximal parabolic subgroup corresponding to the simple root i . There is a natural identi cation of V with the space of global sections of a line bundle on the projective variety G=P i . In particular, the homogeneous coordinate ring R = m 0 R (m) of G=P i can be viewed as a quotient of the symmetric algebra S(V ) = m 0 S m (V ) of polynomial functions on V . Since R (1) = S 1 (V ) = V , we can thus regard R as a quotient of the polynomial ring C e : 2 V ]. By Standard Monomial Theory (see the rst installment in the series of papers by Seshadri, Lakshmibai, et. al. S] ), one knows that there is a distinguished basis of R consisting of certain monomials in the variables e (i.e., so-called \standard" monomials), together with certain straightening laws for converting nonstandard monomials into standard ones. As noted below, it turns out that the condition of standardness is related to the structure of the weight poset Q . Since the implications of Standard Monomial Theory (in the minuscule case) will be crucial for what we intend to do, we summarize what is needed in the following theorem, all of which is taken from S]. using the notation of Section 2. The posets P that arise in this fashion (i.e., posets P such that J(P) is isomorphic to the weight poset of a minuscule representation) are said to be minuscule. It should be noted that our requirement that g be simple has caused no genuine loss of generality. The (minuscule) weight posets that arise in the general semisimple case are merely direct products of (minuscule) weight posets in the simple cases. The corresponding minuscule posets are thus merely disjoint unions of the \irreducible" minuscule posets arising from the simple cases. A description of every irreducible minuscule poset is provided in the Appendix.
Example 3.2. Let g = sl(n), and let h be the usual Cartan subalgebra consisting of diagonal matrices. Let us de ne " j (diag(a 1 ; : : :; a n )) = a j so that j = " j+1 ? " j 2 h (1 j < n) is a choice of simple roots. In this case, the irreducible g-module V of highest weight ! n?k is isomorphic to^k(C n ). Furthermore, is easy to show that V = f" i1 + + " ik : 1 i 1 < < i k ng:
The Weyl group acts by permuting " 1 ; : : :; " n ; from this it is clear that the action of W on V is transitive, so in fact every fundamental weight of sl(n) is minuscule.
There is an obvious correspondence between the weights of V and Young diagrams that ?a 1 0 0 a n ?a n 0 :
Let " j 2 h be the functional whose value on the above matrix is ia j (i = p ?1). For the simple roots one can take 1 = " 1 and j = " j+1 ? " j for j > 1. The Weyl group acts via signed permutations of " 1 ; : : :; " n . The spin representation of g is of dimension 2 n and has highest weight ! = (" 1 + +" n )=2. Since the W-orbit of ! clearly has order 2 n , it follows that the spin representation is minuscule and that its weights are ( " 1 " n )=2. There is a one-to-one correspondence between Q ! and self-conjugate Young diagrams that t in an n n square. The weight whose positive coordinates with respect to " 1 ; : : :; " n occur in positions i 1 ; : : : ; i r corresponds to the self-conjugate Young diagram having r boxes on the main diagonal, with the rst r rows (and hence also the rst r columns) having lengths i 1 ; : : : ; i r . One can check that the partial order on the weights corresponds to inclusion of Young diagrams. Hence, as posets, Q ! = J(( n] n])=S 2 ), so the minuscule poset associated with the spin representation is ( n] n])=S 2 (cf. Example 2.2).
Returning to the general case, suppose is an arbitrary minuscule weight and P the associated minuscule poset. By (3.1) and part (b) of Theorem 3.1, we know that F m (P ; 1) is the dimension of an irreducible g-module. By means of Weyl's dimension formula, it follows that one can give an explicit product formula for this number. In fact, it turns out that the q-analogue of the Weyl dimension formula (recall Lemma 2.5) is essentially F m (P ; q), the rank generating function for J (P m] ). Since it involves only a short digression, we include here the details of the proof. Now apply the q-analogue of the Weyl dimension formula (Lemma 2.5). For example, consider the poset P = a] b] of Example 2.1. By means of Example 3.2, we know that P is minuscule, and thus Theorem 3.4 provides a proof of MacMahon's generating function for plane partitions in an a b c box. Similarly, Example 3.3 shows that the poset P = ( a] a])=S 2 considered in Example 2.2 is minuscule; in this case, Theorem 3.4 yields the product formula for the generating function for transpositioninvariant plane partitions in an a a b box.
Remark 3.6. The latter of these two applications of Theorem 3.4 has a second variation that is noteworthy. Let ! denote the minuscule weight corresponding to the spin representation of so(2n + 1), as in Example 3.3. Using essentially the same argument, Proctor shows in P,x7] that q 2mh!; i ' m! ( ; q 2 ) is also a generating function for transpositioninvariant plane partitions. In this case, the weight function counts the total number of points in the three-dimensional diagram of the plane partition, rather than the number of orbits of points as in Example 2.2. By the second q-analogue of the Weyl dimension formula (see (2.7)), one can thus give an explicit product formula for this generating function. The product formula was conjectured by MacMahon and rst proved by Andrews and Macdonald.
The Main Results
Let be a minuscule weight, and let P be the associated minuscule poset. Recall that w 0 2 W acts as an order-reversing involution on the weight poset Q = J(P ); this induces a natural order-reversing involution on P . Indeed, if P = (X; ) is an arbitrary poset with the property that J(P) is equipped with an order-reversing involution, say I 7 ! I c , then for every x 2 X, the order ideals I x = fy 2 X : y xg and I <x = fy 2 X : y < xg have the property that I c <x ? I c x = fx 0 g for some x 0 2 X. One can easily check that x 7 ! x 0 is indeed an order-reversing involution on P. Thus every minuscule poset is complemented.
Conversely, we have previously noted (Remark 2.3) that an order-reversing involution on a poset P induces order-reversing involutions on P m], J(P), and J ( where I 7 ! I c denotes the complement induced on J(P). In the case P = P , the order ideals I j correspond to weights j 2 Q . In this notation, the complement amounts to I m (I j 2 J(P)) such that I c j = I m+1?j . Since minuscule posets are Gaussian, it follows that there is an explicit product formula (namely, (2.3)) for the number of self-complementary order ideals of P m].
Example 4.2. Let n = a+b and P = a] b]. Recall from Example 3.2 that the weight poset of the sl(n)-module^a(C n ) is isomorphic to J(P); i.e., the set of Young diagrams in an a b rectangle, ordered by inclusion. If we translate the action of w 0 (which in this case interchanges " i and " n+1?i ) into an action on Young diagrams, we nd that it is the same as the one induced by the order-reversing involution (i; j) 7 ! (a + 1 ? i; b + 1 ? j) discussed in Remark 2.3. (As indeed it must be, since P has only one order-reversing involution unless a=b.) Thus a corollary of Theorem 4.1 is the fact that F c (P; ?1) is the number of self-complementary plane partitions that t in an a b c box. Kuperberg's approach Ku] also explains this identity.
Example 4.3. Let P = ( n] n])=S 2 . Recall from Example 3.3 that the weight poset of the spin representation of so(2n + 1) is isomorphic to J(P), or equivalently, the set of self-conjugate Young diagrams in an n n square, ordered by inclusion. Since P has only one order-reversing involution (namely, fi; jg 7 ! fn + 1 ? j; n+ 1 ? ig), it must induce the same involution on J(P) as the one induced by w 0 . Thus a second corollary of Theorem 4.1 (see Remark 2.3) is the fact that F m (P; ?1) is the number of transposition-invariant, selfcomplementary plane partitions that t in an n n m box.
It should also be noted that there is a second instance of the q = ?1 phenomenon that occurs in this context. Recall (Remark 3.6) that there is a second generating function for transposition-invariant plane partitions for which there is a closed form; let us denote it by F 0 m (P; q). As noted in Ste1], it turns out that F 0 m (P; ?1) is the number of plane partitions invariant under transposition composed with complementation. Kuperberg's approach Ku] proves this fact that via the linear algebra/group action technique we outlined in the introduction, using representations of Z 2 n SL(2n; C) with Z 2 acting via the diagram automorphism of A 2n?1 .
To outline our proof of Theorem 4.1, let us rst note that it su ces to restrict our attention to minuscule posets that are irreducible; i.e., we may (continue to) assume that the Lie algebra g, and the associated simply connected Lie group G are simple.
Now let H = Exp h be the Cartan subgroup of G corresponding to our choice of h, and recall that the Weyl group W can be realized in this context as N G (H)=H. We will say that an element x 2 N G (H) is an extension of some w 2 W if its image mod H (which amounts to its action as an automorphism of h) is w.
Let Ad G = G=Z(G) denote the adjoint form of G. Under the identi cation between h and h provided by h ; i, there is an element h 0 2 h that corresponds to _ 2 h ; thus (h 0 ) = h ; _ i for all 2 . In the language of K, x5.2], h 0 is a principal regular element of g. Now consider the element t 0 = Exp(i h 0 ) 2 H. If v is a vector of weight in some g-module V , then the action of H on v is such that t 0 :v = e i (h0) v: (4.1) Therefore, since 2 (h 0 ) = h ; 2 _ i 2 Z for all 2 , it follows that t 4 0 = 1, and if V is such that h ; _ i 2 Z for all 2 V (as happens, e.g., in the adjoint representation), then t 0 acts as an involution on V . In particular, Ad(t 0 ) 2 = 1. Since Ker(Ad) = Z(G), we therefore have t 2 0 2 Z(G).
We will say that any element of Ad G that is conjugate to Ad(t 0 ) is a special involution. The remainder of this paper is largely devoted to the study of properties of the conjugacy class of special involutions in Ad G. In particular, we claim that Theorem 4.1 is a consequence of the following. Before proceeding further, we show how to deduce Theorem 4.1 from this result. Proof of Theorem 4.1. We may assume that P is a minuscule poset such that J(P) = Q V , where V is a minuscule representation of the simple Lie algebra g. Now let x 0 2 G, c 2 C, and e 2 V be the data provided by Theorem 4.4. Since Ad(x 0 ) is conjugate to Ad(t 0 ), there exists an element z 2 Z(G) = Ker(Ad) such that zx 0 is conjugate to t 0 .
Since Z(G) is a nite group (and t 4 0 = 1) it follows that z ?1 t 0 and hence x 0 must have nite order. In particular, c must be a root of unity. Also, by Schur's Lemma, in any irreducible g-module U, z must act as a scalar c 0 (which again must be a root of unity), so we have tr U (t 0 ) = c 0 tr U (x 0 ). Now by (2.5) and (4.1), we have
for any g-module U. If we take U to be the irreducible g-module of highest weight m , where is the highest weight of V , then by (3.2) we have x 0 ) is the number of self-complementary order ideals of P m]. Comparing our two expressions for tr U (x 0 ), we conclude that this is, aside from a possible scalar factor of absolute value 1, also equal to F m (P; ?1). However by (2.3), we know that F m (P; ? 1) is nonnegative, so the scalar factor must be trivial.
Before starting the proof of Theorem 4.4, it will be useful to rst examine in detail the simplest (but most important) special case, G = SL(n; C). In this case, the most general possible extension of w 0 is of the form where the a j 2 C are such that a 1 a n = (?1) n(n?1)=2 . (Here we have temporarily chosen n = 4 for clarity.) On the other hand, using the choice of simple roots introduced in Example 3.2 (and the coordinates chosen therein), the elements h 0 and t 0 = Exp(i h 0 ) de ned above are given by h 0 = diag(?(n ? 1)=2; ?(n ? 3)=2; : : :; (n ? 1)=2); t 0 = diag(i ?(n?1) ; i ?(n?3) ; : : :; i n?1 ):
If we choose a 1 = = a n = i ?(n?1) , then it is easy to see that x 0 and t 0 have the same eigenvalues, and thus are conjugate in G. In particular, Ad(x 0 ) will be a special involution. (Note also that x 2 0 = (?1) n?1 , so x 0 need not itself be an involution; it is only its Ad-image that acts as an involution.)
To satisfy part (b) of Theorem 4.4, let us continue the notation of Example 3.2 and consider one of the minuscule representations V =^k(C n ) of G. Using e 1 ; : : :; e n to denote the standard basis of C n , it is easy to see that fe i1^ ^e ik : 1 i 1 < < i k ng forms a weight vector basis for V ; the vector e i1^ ^e ik is of weight " i1 + + " ik .
Furthermore, for the above choice of x 0 , we have x 0 :e j = i ?(n?1) e n+1?j . Hence x 0 :(e i1^ ^e ik ) = (?1) k(k?1)=2 i ?k(n?1) e n+1?ik^ ^e n+1?i1 ; which con rms part (b).
We are now ready to treat the general case.
Proof of Theorem 4.4. Let 1 ; : : :; n 2 W denote the re ections corresponding to the simple roots 1 ; : : :; n , and let w = 1 n denote a Coxeter element of W. Recall that the Coxeter number s is de ned to be the order of w. Now consider the element t = Exp(2 ih 0 =s) 2 H; where h 0 2 h remains as it was de ned prior to the statement of Theorem 4.4. Following Kostant K, x6.7] , the Ad-image of t and its conjugates are said to be principal elements of Ad G. Note that Ad(t) has order s. In Kostant's study of principal elements (see Theorem 8.6 of K]), it develops that any extension x 2 G of any Coxeter element w has the property that Ad(x) is principal (i.e., conjugate to Ad(t)). Now if s is even, then by Proposition 2 in Section V.6.2 of B], it is possible to order the simple re ections j so that the Coxeter element w = 1 n satis es w 0 = w s=2 . It follows that if we de ne x 0 = x s=2 , where x 2 G is any extension of w, then x 0 will be an extension of w 0 that is Ad-conjugate to t s=2 = Exp(i h 0 ) = t 0 .
Thus we have demonstrated the existence of an extension of w 0 whose Ad-image is a special involution, but only for the case of even s. To treat the case of odd s turns out to be much simpler; by inspecting the tables (e.g., in B]) one nds that the Coxeter number is odd only for the root systems A 2n , and we have already veri ed Theorem 4.4 in this case. Thus the proof of (a) is complete.
We claim that (b) is satis ed by any extension of w 0 that satis es (a). To prove this, let x 0 2 G be such an extension, let V be a minuscule representation, and let e 2 V be a basis of weight vectors. Since x 0 is assumed to extend w 0 , we must have x 0 : V ! V w0 , so there must exist scalars c 2 C such that x 0 :e = c e w0
for all 2 V . To prove (b), we must show that it is possible to adjust the basis e so that the scalars c do not depend on . Now since Ad(t 0 ) 2 = 1 and Ad(x 0 ) is assumed to be conjugate to Ad(t 0 ), we have Ad(x 0 ) 2 = 1 and thus x 2 0 2 Z(G). Therefore by Schur's Lemma, x 2 0 must act as some scalar c on V , and hence c c w0 = c for all 2 V .
Let us now partition V into 1 = f 2 V : = w 0 g and 2 = V n 1 . If we choose a representative from each pair f ; w 0 g 2 , then it is possible to replace e by a suitable scalar multiple so that c = c w0 = p c, or c = c w0 = ? p c, whichever is preferred. For weights 2 1 , replacing e by a scalar multiple will not a ect c , but in this case we do have c 2 = c, so c = p c. It follows that if j 1 j 1, we are done. In particular, this completes the proof for Weyl groups in which w 0 acts as the scalar ?1, since only the weight 0 can be xed by w 0 in such cases.
For the remaining cases, it su ces to calculate tr V (x 0 ). Only the weight spaces indexed which amounts to the case m = 1 of Theorem 4.1. Note that the validity of (4.2) depends only on the abstract structure of Q V as a complemented poset. Now the root systems A n (n > 1), D n (n odd), and E 6 are the only ones for which w 0 6 = ?1. For A n , we have already explicitly veri ed (in the discussion preceding this proof) that in each minuscule representation, a weight vector basis e can be chosen so that the scalars c do not depend on . For D n (with n odd), using the coordinates chosen in the Appendix, w 0 acts on h as the linear transformation in which " 1 7 ! " 1 and " j 7 ! ?" j for j > 1. Hence the only w 0 -invariant weights are multiples of " 1 . It follows that if V is a minuscule representation for which 1 is nonempty, its highest weight must be a multiple of " n . The only such multiple which is minuscule is easily seen to be " n , the highest weight of the de ning representation of so(2n). In this case, (4.2) is routine to verify, using the fact that V = f " 1 ; : : :; " n g, 1 = f " 1 g, and P 2 V q r( ) = P n?1 j=0 (q j +q ?j ). For E 6 there are two minuscule representations; they are 27-dimensional and dual to each other. The associated minuscule poset is depicted in Figure 2 , and the weight poset in Figure 3 .
By inspection of Figure 3 , one sees that j 1 j = 3 and Setting q = ?1 in this expression yields 3, thus verifying (4.2).
A Characterization of Special Involutions
Continuing the notation previously established, our nal goal is to show that the conjugacy class of special involutions in Ad G can be characterized by its trace in the adjoint representation. Before presenting this characterization, we will rst show that the trace can be computed in several di erent ways from data contained in the root system.
In the following, denotes the Weyl involution. By this we mean the permutation of the simple roots induced by ?w 0 ; i.e., j = ?w 0 (j) . For odd s, note that since the inverse of any Coxeter element is also a Coxeter element, the exponents can be ordered so that e j + e n+1?j = s. Since s is assumed to be odd, this forces n to be even and Table 1 : Exceptional values of ( ).
by Kostant K] , it is known that r j ? r j+1 is the multiplicity of j as an exponent of , and thus (c)=(d).
Let us de ne = ( ) to be the common value of the above four expressions. We remark that the above proof of the equality (a)=(b)=(c) is equally valid for non-crystallographic root systems, so it is reasonable to extend the notation ( ) to include these cases. Note that for \most" irreducible root systems, we have w 0 = ?1 and therefore ( ) = ? dimh. Table 1 lists all of the instances for which this is not the case.
Remark 5.2. There is an alternative proof of the fact that tr g (x 0 ) = ( ) whenever Ad(x 0 ) is a special involution. By Theorem 4.4(a), we can choose x 0 to be an extension of w 0 . In that case, since w 0 interchanges + and ? + , it follows that x 0 interchanges the root spaces g and g ? ( 2 ). Hence, only the Cartan subalgebra h can contribute to the trace of x 0 on g. However, since x 0 is an extension of w 0 , this means that the action of x 0 on h is identical to the action of w 0 on h. Hence tr g (x 0 ) = tr h (w 0 ) = ( ).
The following result is similar in spirit to the characterizations of principal elements of Ad G given by Kostant in K]. Theorem 5.3. Let G, g, and be as above. If x 2 G is such that Ad(x) is an involution, then tr g (x) ( ); and equality occurs if and only if Ad(x) is a special involution.
Let us de ne = f 2 : h ; _ i 2 2Zg for any 2 . Note that = if and only if ? 2 2 , so the distinct possibilities for are parameterized by =2 , an elementary abelian group of order 2 n .
Lemma 5.4. We have j j j j, and equality occurs if and only if and belong to the same W-orbit of =2 .
Before proving this lemma, we rst deduce Theorem 5.3 from it.
Proof of Theorem 5.3. If x 2 G is any Ad-involution, then x has nite order, since Ker(Ad) is nite. In particular, x belongs to some maximal torus of G, and must therefore be conjugate to some element of the Cartan subgroup H (e.g., H2,x21.3] ). Thus we may assume x = Exp(i h) for some h 2 h. The condition Ad(x) 2 = 1 is equivalent to having (h) 2 Z for all 2 . It follows that there is an element in the co-weight lattice _ = f 2 h : 2 ) h ; i 2 Zg such that h ; i = (h) for all 2 . For a given x, the co-weight is well-de ned modulo 2 _ , so the Ad-involutions in H are parameterized by _ =2 _ . In the case of the special involution t 0 = Exp(i h 0 ), one can take = _ as the corresponding co-weight. In any case, it follows that x acts as the scalar (?1) h ; i on g , and hence tr g (x) = n + X 2 (?1) h ; i = n ? j j + 2j _ j:
By Lemma 5.4 (applied to _ and _ ), this quantity is minimized by taking = _ ; i.e., special involutions minimize tr g (x). Furthermore, any Ad-involution in H achieving this minimum trace must have the property that the corresponding co-weight belongs to the W-orbit of _ mod 2 _ , again by Lemma 5.4. However, the conjugation action of N G (H) on H is obtained by exponentiating the action of W on h, so any such Ad-involution must be conjugate to t 0 .
Proof of Lemma 5.4. By adding suitable multiples of 2 , we can assume that is of the form + , where 2 is dominant. Since ' ( _ ; q) is by de nition a Laurent polynomial in q 1=2 , it cannot have a pole at q = ?1. Thus in the product formula for ' ( _ ; q) (Lemma 2.5), the multiplicity of ?1 as a zero of the denominator (namely, j + j) cannot exceed the multiplicity of ?1 as a zero of the numerator (namely, j + + j).
Having proved j j j j, we now examine the situations in which equality occurs.
For this we may assume that is irreducible and resort to a case-by-case argument. In each of these cases, it will be convenient to work with explicit coordinates for with respect to a particular basis " 1 ; : : :; " n described in the Appendix. Thus we suppose = a 1 " 1 + + a n " n . We will also need the fundamental weight coordinates for ; say = b 1 ! 1 + + b n ! n , where b j = h ; _ j i. Note that the 2 n choices for (mod 2 ) can be obtained by choosing b j 2 f0; 1g arbitrarily.
Case 1: = A n?1 . In this case, the standard coordinates for are in an n-dimensional space; thus there are n standard coordinates a j and n?1 weight coordinates b j = a j+1 ?a j . The 2 n?1 possible choices for can be obtained (twice each) by choosing a j 2 f0; 1g arbitrarily. Since h ; _ i = a i ?a j for = " i ?" j , it follows that j + j = ? k 2 + ? n?k 2 , where k denotes the number of even a j 's. If n is even, this is minimized by taking k = n=2. Since the Weyl group acts by permuting the " j 's, it follows that all such choices are conjugate. If n is odd, the minimum is obtained by taking k = (n 1)=2. Since the substitution a j 7 ! 1 ? a j (for all j) does not change (mod 2 ), we can assume k = (n ? 1)=2. Again, all such choices are conjugate under the Weyl group.
Case 2: = D n . Using the coordinates in the Appendix, we have b j = a j ? a j?1 (for j > 1) and b 1 = a 1 + a 2 . Therefore, the 2 n?1 choices for with b 1 + b 2 even (resp., odd) can be obtained by choosing a j 2 f0; 1g (resp., a j 2 f 1=2g) arbitrarily. Since h ; _ i = a i a j for = " i " j , it follows that j + j = 2 ? k 2 + 2 ? n?k 2 if there are k even a j 's (assuming a j 2 f0; 1g), or j + j = ? n 2 (assuming a j 2 f 1=2g). It is easy to show that j j is minimized only in the former case. Since the Weyl group includes all permutations of the " j 's (and since " 1 + + " n = 0 mod 2 ), we can complete the argument for this case in the same manner as Case 1.
Case 3: = C n . Using the coordinates in the Appendix, we have b j = a j ? a j?1 (for j > 1) and b 1 = a 1 . It follows that the 2 n choices for can be obtained by choosing a j 2 f0; 1g arbitrarily. Since we have h ; _ i = a i a j for = " i " j and h ; _ i = a j for = 2" j , it follows that j + j = k+2
? k 2 +2
? n?k 2 , where k denotes the number of even a j 's.
This quantity is minimized at k = bn=2c. Since the Weyl group includes all permutations of the " j 's, it follows that all choices for with k = bn=2c belong to the same W-orbit. Case 4: = B n . Using the coordinates in the Appendix, we have b j = a j ? a j?1 (for j > 1) and b 1 = 2a 1 . It follows that the 2 n?1 choices for with b 1 even (resp., odd)
can be obtained by choosing the a j 's independently from f0; 1g (resp., f 1=2g). Since we have h ; _ i = a i a j for = " i " j and h ; _ i = 2a j for = " j , it follows that j + j = n + 2 ? k 2 + 2 ? n?k 2 if there are k even a j 's (assuming a j 2 f0; 1g), or j + j = ? n 2 (assuming a j 2 f 1=2g). It is easy to show that j j is minimized only in the latter case.
Since the Weyl group includes arbitrary changes of sign among the " j 's, it follows that all choices for with a j = 1=2 belong to the same W-orbit. Finally, the exceptional cases were analyzed using the author's Maple package for root systems and nite Coxeter groups Ste2]. (The programs are freely available upon request.) We checked that for the root systems G 2 , F 4 , E 6 , E 7 , and E 8 , there are 3, 12, 36, 36, and 135 distinct choices for (mod 2 ) that minimize j j. We then veri ed that the W orbit of (mod 2 ) did indeed have sizes 3, 12, 36, 36, and 135, respectively.
Appendix: A Minuscule Atlas
In this appendix we provide a description of every minuscule poset P, together with other related data. In the following, " 1 ; : : :; " n denotes a standard choice of basis for h , except for = A n?1 , where these coordinates are subject to " 1 + +" n = 0. In each case, we provide either an explicit choice of simple roots 1 ; : : :; n in terms of the coordinates " j , or else a labeled Dynkin diagram indicating our preferred ordering of the simple roots. The exceptional root systems G 2 , F 4 and E 8 have no minuscule weights.
