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Abstract
We prove the Erdo˝s–So´s conjecture for trees with bounded maximum degree and
large dense host graphs. As a corollary, we obtain an upper bound on the multicolour
Ramsey number of large trees whose maximum degree is bounded by a constant.
1 Introduction
Given k ∈ N, the famous Erdo˝s–So´s conjecture from 1964 (see [4]) states that every graph
with average degree greater than k − 1 contains all trees with k edges. This conjecture is
tight for every k ∈ N, which can be seen by considering the complete graph on k vertices.
This graph has average degree k − 1 but it is too small to contain any tree with k edges.
A structurally different example is the balanced complete bipartite graph on 2k − 2 vertices
(where by balanced we mean that the bipartition classes have equal sizes). This graph has
average degree k − 1 but does not contain the k-edge star. In order to obtain examples of
larger order, one can consider the disjoint union of copies of the two extremal graphs we just
described.
It is easy to see that the Erdo˝s–So´s conjecture is true for stars and double stars (the
latter are graphs obtained by joining the centres of two stars with an edge). A classical
result of Erdo˝s and Gallai [5] implies that it also holds for paths. In the early 90’s Ajtai,
Komlo´s, Simonovits and Szemere´di announced a proof of the Erdo˝s–So´s conjecture for large k.
Nevertheless, many particular cases has been settled since then. For instance, Brandt and
Dobson [3] proved that the Erdo˝s–So´s conjecture is true for graphs with girth at least 5,
and Sacle´ and Woz´niak [15] proved it for C4-free graphs. Goerlich and Zak [7] proved the
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Erdo˝s–So´s conjecture for graphs of order n = k + c, where c is a given constant and k is
sufficiently large depending on c. More recently, Rozhonˇ [14] gave an approximate version of
the Erdo˝s–So´s conjecture for trees with linearly bounded maximum degree and dense host
graph. Independently, the authors proved in [2] a similar result but for trees with maximum
degree bounded by k
1
67 and dense host graphs.
Given a positive integers k and ∆, let T (k,∆) denote the set of all trees T with k edges
and ∆(T ) ≤ ∆. The main result of this paper is that the Erdo˝s–So´s conjecture holds for all
trees whose maximum degree is bounded by a constant and whose size is linear in the order
of the host graph.
Theorem 1.1. For all δ > 0 and ∆ ∈ N, there is n0 ∈ N such that for each k, n ∈ N with
n ≥ n0 and n ≥ k ≥ δn, and for each n-vertex graph G the following holds. If G satisfies
d(G) > k − 1, then G contains every tree T ∈ T (k,∆).
Our proof of Theorem 1.1 splits into two cases. If G is connected and considerably
larger than k, we proceed as follows. After regularising G we inspect the components of the
reduced graph, at least one of which has to have large average degree. If this component is
large enough, then we can show it is either bipartite or contains a useful matching structure,
and can embed any given tree T ∈ T (k,∆) using regularity and tools from [2]. Otherwise,
the reduced graph is a union of graphs corresponding to the description given in the first
paragraph of the Introduction, that is, graphs which are almost complete and of size roughly
k or balanced almost complete bipartite graphs of size roughly 2k. In that case we use an
edge of G to connect two components and embed T there.
If, on the other hand, the order of the host graph is very close to k, if the host graph
is close to being a bipartite graph of order 2k, or if the host graph is the disjoint union of
such graphs, then a different approach is needed. To take care of these cases, we prove the
following result, Theorem 1.2.
This theorem might be of independent interest as it greatly improves the main result
from [7] for bounded degree trees. Note that given a graph G with d(G) > k− 1, a standard
argument1 shows that G has a subgraph of minimum degree δ(G) ≥ k
2
that preserves the
average degree. So, since in the Erdo˝s-So´s conjecture and all our theorems, we are looking
for subgraphs, we may always assume that in addition to the average degree condition, G
fulfills a minimum degree condition. (In particular, this is assumed in Theorem 1.2.)
Given β > 0, we say that a graph H is β-bipartite if there is a partition V (H) = A ∪ B
such that e(A) + e(B) ≤ βe(H).
Theorem 1.2. For each k,∆ ∈ N and each graph G with d(G) > k − 1 and δ(G) ≥ k
2
the
following holds.
(a) If k ≥ 106 and |G| ≤ (1 + 10−11)k then G contains each tree T ∈ T (k,
√
k
1000
).
1We iteratively remove from G vertices of degree less than k
2
. This will not affect the average degree, and
result in the desired minimum degree, unless we end up removing all vertices. However, that cannot happen,
as then |E(G)| < k
2
· n ≤ d(G) · n
2
, a contradiction.
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(b) If k ≥ 8∆2 and G = (A,B) is 1
50∆2
-bipartite with |A|, |B| ≤ (1 + 1
25∆2
)k then G contains
each tree T ∈ T (k,∆).
As a third result we prove an approximate version of the Erdo˝s–So´s conjecture for trees
with linearly bounded maximum degree and dense host graph; this was independently proved
by Rozhonˇ [14].
Theorem 1.3. For all δ ∈ (0, 1) there are n0 ∈ N and γ ∈ (0, 1) such that for each k and
for each n-vertex graph G with n ≥ n0 and n ≥ k ≥ δn the following holds. If G satisfies
d(G) ≥ (1 + δ)k, then G contains every tree T ∈ T (k, γk).
Finally, let us briefly mention a well-known consequence of the Erdo˝s–So´s conjecture
in Ramsey theory. Given an integer ℓ ≥ 2 and a graph H , the ℓ-colour Ramsey number
rℓ(H) of H is the smallest n ∈ N such that every ℓ-colouring of the edges of Kn yields a
monochromatic copy of H . In 1973, Erdo˝s and Graham conjectured [6] that every tree T
with k edges satisfies
rℓ(T ) = ℓ(k + 1) +O(1), (1)
and they established the lower bound rℓ(T ) > ℓ(k+1)+1 for large enough ℓ satisfying ℓ ≡ 1
mod k. Erdo˝s and Graham also observed that the upper bound in (1) would follow from
the Erdo˝s–So´s conjecture. Indeed, for n ≥ ℓ(k− 1) + 2 note that the most popular colour in
any ℓ-colouring of Kn has at least
1
ℓ
(
n
2
)
edges and thus average degree at least n−1
ℓ
> k − 1.
So the Erdo˝s–So´s conjecture would imply that the most popular colour contains a copy of
every tree with k edges. Therefore, from Theorem 1.1 we deduce the following result.
Corollary 1.4. For all ℓ ≥ 2, ∆ ∈ N there exists k0 ∈ N such that for every k ≥ k0 and
every tree T ∈ T (k,∆) we have rℓ(T ) ≤ ℓ(k − 1) + 2.
We remark that in Corollary 1.4 one can actually find a copy of every tree T ∈ T (k,∆)
in the same colour, at the same time.
The paper is organised as follows. After some preliminaries in Section 2, we prove The-
orem 1.1 in Section 3. That Section also contains the proof of Theorem 1.2, more precisely,
Theorem 1.2 follows directly from Propositions 3.1 and 3.3 stated and proved in that section.
We finally prove Theorem 1.3 in Section 4.
2 Preliminaries
2.1 Notation
For ℓ ∈ N, we write [ℓ] for the discrete interval {1, . . . , ℓ}. We write a ≪ b to indicate that
given a constant b, constant a is chosen significantly smaller. The explicit value for such a
can be calculated from the proofs. Also, we write a = b± c if a ∈ [b− c, b+ c].
Given a graph H , write |H| = |V (H)| and e(H) = |E(H)|. Let δ(H), d(H) and ∆(H)
denote the minimum, average and maximum degree of H , respectively. As usual, degH(x)
denotes the degree of a vertex x ∈ V (H), and we write NH(x) for its neighbourhood in H ,
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NH(x, S) = NH(x)∩S for its neighbourhood in S ⊆ V (H) and degH(x, S) for the respective
degree. For two sets X, Y ⊆ V (H), we write EH(X, Y ) for the family of edges xy ∈ E(H)
with x ∈ X and y ∈ Y and set eH(X, Y ) := |EH(X, Y )|. Note that edges lying in the
intersection of X and Y are counted twice. In all of the above, we omit the subscript H if
it is clear from the context. Given U ⊂ V (H) we write H [U ] for the graph induced in H by
the vertices in U , and we say a vertex x sees U if it has at least one neighbour in U .
Given a collection of sets F , we write ⋃F for the union of all members of F . If G is a
collection of graphs, then
⋃G denotes the graph which is the union of all graphs in G.
2.2 Regularity Lemma
Let us fix two parameters ε, η ∈ (0, 1). Let H = (A,B;E) be a bipartite graph with density
d(A,B) := e(A,B)|A||B| . We say that the pair (A,B) is ε-regular if
|d(X, Y )− d(A,B)| < ε
for all X ⊆ A and Y ⊆ B, with |X| > ε|A| and |Y | > ε|B|. Furthermore, we say that (A,B)
is (ε, η)-regular if (A,B) is ε-regular and d(A,B) ≥ η. Given an ε-regular pair (A,B), with
density d, we say that a subset X ⊆ A is ε-significant if |X| > ε|A| (analogously for subsets
of B). A vertex x ∈ A is called ε-typical to a significant set Y ⊆ B if deg(x, Y ) > (d−ε)|Y |,
and similar for a vertex x ∈ B. We will write just regular, significant or typical if ε is clear
from the context.
Regular pairs behave like a typical random graph of the same edge density. For instance,
almost every vertex is typical to any given significant set, and regularity is inherited by
subpairs. Let us state these well-known facts in a precise form (see [10] for a proof).
Fact 2.1. Let (A,B) be an ε-regular pair with density d. Then the following holds:
(i) For any ε-significant Y ⊆ B, all but at most ε|A| vertices from A are ε-typical to Y .
(ii) Let α ∈ (0, 1). For any subsets X ⊆ A and Y ⊆ B, with |X| ≥ α|A| and |Y | ≥ α|B|,
the pair (X, Y ) is 2ε
α
-regular with density d± ε.
Given a graph G, we say that a vertex partition V (G) = V1 ∪ . . . ∪ Vℓ is (ε, η)-regular if
1. |V1| = |V2| = . . . = |Vℓ|;
2. Vi is independent for all i ∈ [ℓ]; and
3. for all 1 ≤ i < j ≤ ℓ, the pair (Vi, Vj) is ε-regular with density either d(Vi, Vj) ≥ η or
d(Vi, Vj) = 0.
Szemere´di’s regularity lemma [16] states that every large graph has an almost spanning sub-
graph that admits a regular partition. We will use the following version (see for instance [10]).
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Lemma 2.2 (Regularity lemma). For all ε > 0 and m0 ∈ N there are N0,M0 such that the
following holds for all η ∈ [0, 1] and n ≥ N0. Any n-vertex graph G has a subgraph G′, with
|G| − |G′| ≤ εn and degG′(x) ≥ degG(x) − (η + ε)n for all x ∈ V (G′), such that G′ admits
an (ε, η)-regular partition V (G′) = V1 ∪ . . . ∪ Vℓ, with m0 ≤ ℓ ≤ M0.
The (ε, η)-reduced graph R corresponding to the (ε, η)-regular partition that is given by
Lemma 2.2 has vertex set V (R) = {Vi : i ∈ [ℓ]}, called clusters, and an edge ViVj for each i, j
with d(Vi, Vj) ≥ η. We use calligraphic letters to refer to the reduced graph, or to subsets of
its vertex set. Moreover, given C ⊆ V (R), we write |C| for the number of clusters in C. In
contrast, we write |⋃C| for the number of vertices of the subgraph ⋃C of G. Now we state
some useful facts about the reduced graph (see [10] for a proof).
Fact 2.3. Let G be a n-vertex graph and let R be an (ε, η)-reduced graph of G. Then the
following holds.
(i) Given a cluster C ∈ V (R) we have
degR(C) ≥
1
|C|
∑
v∈C
deg(v) · |R|
n
.
In particular, summing over all clusters we have d(R) ≥ d(G) · |R|
n
.
(ii) Let Y be a collection of significant sets of clusters in R and let C ∈ V (R). Then
|{Y ∈ Y : v is typical to Y }| ≥ (1−√ε)|Y|
for all but at most
√
ε|C| vertices v ∈ C.
We close this subsection with a well-known lemma that illustrates why regularity is so
useful for embedding trees. It states that a tree will always fit into a regular pair, if the tree
is small enough (but it may still be linear in the size of the pair). A proof can be found for
instance in [1, 2].
Lemma 2.4. Let 0 < β ≤ ε ≤ 1
25
. Let (A,B) be a (ε, 5
√
ε)-regular pair with |A| = |B| = m,
and let X ⊆ A, Y ⊆ B,Z ⊆ A ∪B be such that min{|X \ Z|, |Y \ Z|} > √εm.
Then any tree T on at most βm vertices can be embedded into (X ∪ Y ) \ Z. Moreover, for
each v ∈ V (T ) there are at least 2εm vertices from (X ∪ Y ) \ Z that can be chosen as the
image of v.
2.3 Trees
Let us give some notation for trees. We will write (T, r) for a tree T rooted at r ∈ V (T ).
Given any rooted tree (T, r) and x, y ∈ V (T ), we say that x is below y (resp. y is above x)
if y lies on the unique path from x to r (our trees grow from the top to the bottom). If in
addition, xy ∈ E(T ), we say x is a child of y, and y is the parent of x.
The following lemma allow us to find a cut vertex which splits the tree into connected
components of convenient sizes. See [2, 8, 13] for other variants and a proof.
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Lemma 2.5. For all 0 < γ ≤ 1 and for all k ≥ 200
γ
, any given tree T with k edges has a
subtree (T ∗, t∗) such that
(i) γk
2
≤ |V (T ∗)| ≤ γk; and
(ii) every component of T − T ∗ is adjacent to t∗.
A bare path in a tree is a path all whose internal vertices have degree 2 in the tree. The
next lemma has been extensively used in the literature of tree embeddings. It states that the
structure of any given tree satisfies a certain dichotomy. Namely, each tree contains either
a large number of leaves or a large number of bare paths of some fixed constant length (we
refer to [11, 12] for a more general statement and a proof, and note that here, the length of
a path is its number of edges).
Lemma 2.6. Let ℓ > 2 and let T be a tree. Then either T has at least |T |/4ℓ leaves or it
has at least |T |/4ℓ vertex disjoint bare paths, each of length ℓ.
Another well-known fact we shall use in our proof is the following. One can prove it by
rooting the tree at any vertex in the smaller bipartition class, and comparing the number of
vertices in a odd level to the number of vertices in the preceding level.
Fact 2.7. Let T be a tree with bipartition V (T ) = C ∪D and maximum degree ∆(T ) ≤ ∆.
Then min{|C|, |D|} ≥ k
∆
.
2.4 Tree embeddings
A greedy argument shows that every k-edge tree can be embedded into any graph of minimum
degree at least k. We give two lemmas that generalise this simple observation.
Lemma 2.8. Let ∆, h, k ∈ N, let (T, r) be a tree with k− h edges and ∆(T ) ≤ ∆, and let G
be a graph satisfying
(i) δ(G) ≥ ∆+ h;
(ii) there are at most h vertices x ∈ V (G) with deg(x) < k.
Then T can be embedded in G. Moreover, any vertex v of G can be chosen as the image of r.
Proof. We construct an embedding φ as follows. We set φ(r) := v. Since deg(v) ≥ ∆ + h,
we can embed each neighbour of r into a neighbour of v that has degree at least k. Since T
has k − h vertices, we can then embed the rest of T levelwise using only vertices of degree
at least k at each step.
Observe that for h = 0 Lemma 2.8 recovers the greedy procedure we mentioned above.
If the host graph G is bipartite, one can relax the minimum degree condition for one side of
the bipartition of G. We leave the proof of the following lemma to the reader.
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Lemma 2.9. Let ∆, h, k1, k2 ∈ N, let (T, r) be a tree with colour classes C,D of sizes k1−h
and k2 − h, respectively, and ∆(T ) ≤ ∆. Let G = (A,B) be a bipartite graph such that
(i) δ(G) ≥ ∆+ h;
(ii) there are at most h vertices a ∈ A with deg(x) < k2;
(iii) there are at most h vertices b ∈ B with deg(x) < k1.
Then T can be embedded into G with C going to A and D going to B. Moreover, if r ∈ C
(resp. D), then any vertex a ∈ A (resp. b ∈ B) can be chosen as the image of r.
2.5 Matching lemma
Later on we will need the following lemma on matchings in graphs with large minimum
degree. This lemma is a slight variation of Lemma 5.7 from [2].
Lemma 2.10. Let ε, η ∈ (0, 1), let t, ℓ ∈ N, and let G be a graph on n ≥ 2t+ ℓ vertices with
δ(G) ≥ t + ℓ which has an (ε, η)-regular partition into ℓ parts. Then G has a subgraph G′
with |G′| ≥ n−ℓ that admits a (5ε, η−ε)-regular partition with 2ℓ parts whose corresponding
reduced graph R contains a matching M and an independent family of clusters I, disjoint
from M, such that
(i)
⋃
V (M) ∪ V (⋃ I) = V (G′);
(ii) |⋃V (M)| ≥ 2t; and
(iii) there is a partition V (M) = V1 ∪ V2 such that NR(I) ⊆ V1 and every edge in M has
one endpoint in V1 and one endpoint in V2.
3 Trees with constant maximum degree
In this section we work towards the proof of our main result, Theorem 1.1, and along the way,
we prove Theorem 1.2. This latter theorem follows directly from Propositions 3.1 and 3.3.
These are proved in Sections 3.1 and 3.2, respectively. In Section 3.3 we use a regularity
approach and results from [2] to cover the case when the host graph is significantly larger
than the tree. Finally, in Subsection 3.4, we put everything together to prove Theorem 1.1.
3.1 Almost complete bipartite graphs
Recall that H is β-bipartite if at least a (1− β)-fraction of its edges lie between A and B.
Proposition 3.1. Let k,∆ ∈ N such that k ≥ 8∆2. Let G = (A,B) be a 1
50∆2
-bipartite
graph, with |A|, |B| ≤ (1 + 1
25∆2
)k, d(G) > k − 1 and δ(G) ≥ k
2
. Then G contains each tree
T ∈ T (k,∆).
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Proof. Set ε := 1
25∆2
and write n = |V (G)|. Then, n ≤ (1 + ε)2k. Since G is ε
2
-bipartite, we
know that e(A,B) ≥ (1− ε)kn
2
. Suppose that |B| ≥ n
2
≥ |A|. Then
1
|A|
∑
a∈A
deg(a, B) >
(1− ε)kn
2|A| ≥ (1− ε)k, (2)
and thus |B| ≥ (1− ε)k. Furthermore, since n = |A|+ |B|, we have
|A||B| ≥ e(A,B) ≥ (1− ε)kn
2
≥ (1− ε)k
√
|A||B|,
and thus, the fact that |B| ≤ (1 + ε)k implies that |A| ≥ (1−ε)2
1+ε
k ≥ (1 − 3ε)k. Now we can
give a lower bound for the average degree from B to A by using the first inequality from (2)
and the fact that n = |A|+ |B| to calculate
1
|B|
∑
b∈B
deg(b, A) > (1− ε)k
2
(
1 +
|A|
|B|
)
≥ 1− ε
2
(
1 +
1− 3ε
1 + ε
)
k ≥ (1− 4ε)k. (3)
Using Lemma A.2 with fA(a) = deg(a, B) for a ∈ A, tA = (1 − ε)k and εA = 4ε, and with
fB(b) = deg(b, A) for b ∈ B, tB = (1− 3ε)k and εB = 9ε, we see that all but at most 2
√
ε|A|
vertices from A have degree at least (1 − 2√ε)k to B, and all but at most 3√ε|B| vertices
from B have degree at least (1 − 3√ε)k to A. Let A0 and B0 be the set of vertices of low
degree in A and B respectively, and let H be the bipartite graph induced by A′ = A \ A0
and B′ = B \B0. Then the minimum degree of H is at least (1− 5
√
ε)k. Now, given a tree
T ∈ T (k,∆), if V (T ) = C ∪D is its natural bipartition, Fact 2.7 implies that
max{|C|, |D|} ≤
(
1− 1
∆
)
k ≤ (1− 5√ε)k,
and therefore, by Lemma 2.9, we can embed T in H .
3.2 Almost complete graphs
Now we turn to the non-bipartite case. In this case we can embed trees with maximum
degree in o(
√
k). As a first step we will embed a small but linear size subtree T ∗ ⊆ T trying
to fill up as many low degree vertices of G as possible. We can then use the following result
to embed the leftover vertices from T − T ∗.
Lemma 3.2 ([8], Lemma 4.4). Let 0 < ν < 1
200
, let k ∈ N and let H be a k+1-vertex graph
with δ(H) ≥ (1 − 2ν)k, and let v ∈ V (H) be a vertex of degree k. If (T, r) is a tree with
at most k edges such that every vertex is adjacent to at most νk/2 leaves, then T can be
embedded in H and any vertex in H − v can be chosen as the image of r.
Proposition 3.3. Let k ≥ 106 and let G be a graph on n ≤ (1 + 10−11)k vertices such that
d(G) > k − 1 and δ(G) ≥ k
2
. Then G contains every tree T ∈ T (k,
√
k
1000
).
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Proof. Given G and k, set ε := 10−11 and note that necessarily, n > k. Moreover, for the
complement G¯ of G, we have that d(G¯) < n− k. Thus,
2e(G¯) < n(n− k) ≤ (1 + ε)k · εk ≤ 2εk2. (4)
Let X be the set of all vertices of G having degree at most ⌊(1−√ε)k⌋ in G, and let Y
be the set of all vertices of G having degree at least k in G. Since deg(v) ≤ k − 1 for all
v 6∈ Y , we have that
∑
v∈V (G)\(X∪Y )
deg(v) ≤ (k − 1)|V (G) \ (X ∪ Y )|
and thus, since d(G) > k − 1 and hence ∑v∈V (G) deg(v) > (k − 1)|V (G)|, we obtain
(k − 1)|X ∪ Y | <
∑
v∈X∪Y
deg(v) ≤ |X|(1−√ε)k + |Y |(1 + ε)k.
Therefore,
|X| < 2√ε|Y | < 3√εk. (5)
For each v ∈ Y set Xv := N(v) ∩X . Let v∗ ∈ Y be a vertex that minimises |Xv| among all
v ∈ Y . So,
for each v ∈ Y, deg(v,X) ≥ |Xv∗ |. (6)
Let T ∈ T (k,
√
k
1000
). Now if Xv∗ = ∅, then the graph induced by v∗ and a k-subset of N(v∗)
satisfies the conditions of Lemma 3.2, with ν :=
√
ε, and thus we can embed T . So, we will
from now on assume that Xv∗ 6= ∅.
We use Lemma 2.5, with γ := 168
√
ε, to obtain a subtree (T ∗, t∗) such that
84
√
εk ≤ |T ∗| ≤ 168√εk (7)
and such that every component of T − T ∗ is adjacent to t∗. We will now embed T ∗ in a
way that at least |Xv∗| vertices from X will be used. Then, we embed the rest of T into
G−X with the help of Lemma 2.6. Before we start, we quickly prove two claims that will
be helpful for the embedding of T ∗.
First, using (5) and the fact that δ(G) ≥ k
2
, the following claim is easy to see.
Claim 3.3.1. For every x, x′ ∈ V (G), there are more than 2−4k internally disjoint paths of
length at most 3 connecting x and x′.
Second, we will see now that a useful subset of Y can be ‘reserved’ for later use.
Claim 3.3.2. There is a subset Y ′ ⊆ Y \ {v∗} of size at most ⌊5√εk⌋ such that all but at
most ⌊2εk⌋ vertices in G−X have at least |X| neighbours in Y ′.
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To see this, suppose first that |Y | ≥ ⌊5√εk⌋ + 1 and take any subset Y ′ ⊆ Y \ {v∗}
of size ⌊5√εk⌋. Since every vertex v in G − X has degree at least ⌈(1 − √ε)k⌉ and since
n ≤ (1 + ε)k, we know that v has at least ⌈3√εk⌉ ≥ |X| neighbours in Y ′, and we are done.
Assume now that |Y | ≤ ⌊5√εk⌋ and let us write Z for the set of vertices in G−X having
less than |X| neighbours in Y \ {v∗}. Then one has the estimates
e(Y \ {v∗}, G) =
∑
y∈Y \{v∗}
deg(y) ≥ (|Y | − 1)k,
and
e(Y \ {v∗}, G) =
∑
z∈Z
deg(z, Y \ {v∗}) +
∑
z 6∈Z
deg(z, Y \ {v∗}) ≤ |Z||X|+ (n− |Z|)(|Y | − 1).
Therefore, as |X| < 2√ε|Y | by (5), and since by assumption n ≤ (1+ε)k, we have |Z| < 2εk
and we can take Y ′ = Y \ {v∗}. This finishes the proof of Claim 3.3.2.
By applying Lemma 2.6, with ℓ = 3, we deduce that T ∗ has either |T ∗|/12 bare paths,
each of length 3, or it has at least |T ∗|/12 leaves. The embedding of T ∗ splits into two cases
depending on the structure of T ∗.
Case 1: T ∗ has a set B of |T ∗|/12 vertex disjoint bare paths, each of length 3.
We embed T ∗ vertex by vertex in a pseudo-greedy fashion always avoiding v∗. We start
by embedding t∗ arbitrarily into any vertex of degree at least (1 − √ε)k of G − v∗. Now
suppose we are about to embed a vertex u′ whose parent u has already been embedded into
a vertex φ(u). If u′ is not the starting point of a path from B or if all of Xv∗ is already used,
we embed u′ greedily. Now assume that u′ is the starting point of some B ∈ B and there is at
least one unused vertex x ∈ Xv∗ . By Claim 3.3.1 and since |T ∗| < 2−4k, vertices x and φ(u)
are connected by a path P of length at most 3 that uses only unoccupied vertices. Embed B
(including u) into P , and if |B| > |P |, choose its last vertices greedily. Since by (5) and (7),
|X| ≤ 3√εk < |T
∗|
12
= |B|,
we know that after embedding T ∗ every vertex in Xv∗ is used.
Case 2: T ∗ has at least |T ∗|/12 leaves.
In this case, we cannot ensure that every vertex in Xv∗ is used for the embedding of T
∗,
however, we can still guarantee that at least |Xv∗| vertices from X are used.
Because of our bound on the maximum degree of T , we can find a set U∗ ⊆ V (T ∗) \ {t∗}
of parents of leaves such that the number of leaves pending from U∗ is at least 6
√
εk, which
by (5) is greater than 2|X|. We then take an independent set U ⊆ U∗ such that for the set L
of leaves pending from U we have |L| ≥ |X|, and such that |U | ≤ |X|.
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Starting from t∗ we embed T ∗, following its natural order but leaving out the vertices
from L. All vertices are embedded greedily into G − Y ′, except vertices from U and their
parents which are embedded in a different way. Assume v ∈ V (T ∗) is a parent of some
vertex in U . Since T ∗ is small, because of (5), because of our assumption on the minimum
degree of G, and because of Claim 3.3.2, we may embed v into a vertex having at least |X|
neighbours in Y ′. After this, we embed the children of v in U into unoccupied vertices of Y ′.
Other children of v are embedded greedily. At the end of this process we have embedded all
of T ∗ − L. If we have used at least |Xv∗| vertices from X , we complete the embedding of
T ∗ greedily, so let us assume we have used less than |Xv∗| vertices from X . We embed the
leaves pending from U one by one into vertices from X until we use |Xv∗ | vertices, which
is possible since U was embedded into Y ′ and because of (6). After this point, we simply
embed the leftover leaves of T ∗ greedily but always avoiding v∗.
This finishes the case distinction. Set T ′ := T − (T ∗− t∗). Denoting by φ the embedding
we note that
|N(v∗) \ (φ(T ∗) ∪Xv∗)| ≥ k − |φ(T ∗)| − |Xv∗ |+ |φ(T ∗) ∩Xv∗ |+ |φ(T ∗) \N(v∗)| ≥ |T ′| − 2.
Therefore, the graph H induced by v∗, φ(t∗) and any (|T ′| − 2)−subset of |N(v∗) \ (φ(T ∗) ∪
Xv∗)| has order |T ′| and we may complete the embedding of (T ′, t∗) by using Lemma 3.2
for H , with ν := 86
√
ε, fixing the image of t∗ as φ(t∗).
3.3 Using the regularity method
In this section we embed a given tree T ∈ T (k,∆) into G using tools developed in [2]. The
first auxiliary result that we need is stated as Proposition 5.1 and Remark 5.2 in [2].
Lemma 3.4.[2] For all ε ∈ (0, 10−8) andM0,∆ ∈ N there is k0 such that for all n, k1, k2 ≥ k0
the following holds. Let G be an n-vertex graph having an (ε, 5
√
ε)-reduced graph R such that
|R| ≤M0 and R = (A,B) is connected and bipartite. If there is a subset V ⊆ A such that
(i) deg(C) ≥ (1 + 100√ε)k2 · |R|n for all C ∈ V; and
(ii) |V| ≥ (1 + 100√ε)k1 · |R|n ,
then every tree T ∈ T (k,∆), with colour classes A and B obeying |A| ≤ k1 and |B| ≤ k2,
can be embedded into G, with A going to clusters in V and B going to clusters in B.
Now we show that Lemma 3.4 is enough for embedding large trees in large graphs having
a reduced graph which is connected and bipartite.
Lemma 3.5. For all ∆ ≥ 2, M0 ∈ N, δ, ε, η ∈ (0, 1) with ε≪ η ≤ δ2104 there is k0 ∈ N such
that for all k ≥ k0, n ∈ N with δ−1k ≥ n ≥ k the following holds.
Let G be an n-vertex graph with an (ε, η)-regular partition and corresponding reduced graph R,
with |R| ≤M0, which is connected and bipartite with parts A and B such that |A| ≥ |B|. If
(i) d(G) ≥ (1− 3√η)k;
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(ii) δ(G) ≥ (1− 3√η)k
2
; and
(iii) |⋃A| ≥ (1 + δ)k,
then G contains every tree T ∈ T (k,∆).
Proof. Given ∆,M0, ε and η, we choose k0 as the output of Lemma 3.4. Given G as in
Lemma 3.5, we suppose for contradiction that some T ∈ T (k,∆) cannot be embedded
into G. Set
t =
|R|
n
and let |⋃A| = a and |⋃B| = b. We claim that
b ≥
(
1 +
δ
4
)k
2
. (8)
Indeed, otherwise can use (i) to calculate that
(1− 3√η)kn ≤ 2e(G) ≤ 2ab ≤
(
1 +
δ
4
)
ka ≤
(
1 +
δ
4
)
k ·
(
1− δ
4
)
n ≤
(
1− δ
2
16
)
kn
where the second to last inequality follows from the fact that because of (ii) we have a =
n − b ≤ n − (1 − 3√η)k
2
≤ (1 − δ
4
)n. But this is a contradiction to our assumptions on η
and δ. This proves (8), and so, we also know that
|A| ≥ |B| ≥
(
1 +
δ
4
)k
2
t. (9)
Now we turn to the tree T . Let A and B denote its colour classes, and assume |A| ≥ |B|.
Moreover, we may assume that
(1− 4√η)k
2
< |B| ≤ k + 1
2
and
k + 1
2
≤ |A| ≤ (1 + 4√η)k
2
. (10)
as otherwise, since ε ≪ η we have δ(G) ≥ (1 + 100√ε)|B| and so, by (iii), we can use
Lemma 3.4 to embed T .
Let VA ⊆ A and VB ⊆ B be the sets of all clusters of degree at least (1 + √η)k2 t. We
claim that
|VA|+ |VB| ≥ (1 +√η)kt. (11)
Suppose this is not the case. Then Fact 2.3 (i), condition (i), and (9) imply that
(1− 3√η)kt|R| ≤ 2e(R)
≤ |VA||B|+ |VB||A|+ (1 +√η)k
2
t
(
|R| − |VA| − |VB|
)
= (1 +
√
η)
k
2
t|R|+ |VA|
(
|B| − (1 +√η)k
2
t
)
+ |VB|
(
|A| − (1 +√η)k
2
t
)
< (1 +
√
η)
k
2
t|R|+ (1 +√η)kt ·
(δ
8
−√η
)k
2
t.
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Therefore, and since n ≥ k, we have
1
2
t · k ≤ (1− 7√η)tn = (1− 7√η)|R| < (1 +√η)
(δ
4
−√η
)
kt ≤ 3
2
· δ
4
kt,
a contradiction. So, assuming that |VA| ≥ (1 + √η)k2 t, by Lemma 3.4 we can embed T
into G, with A going to clusters in VA and B going to clusters in B.
Now we turn to the case when the reduced graph is connected, non-bipartite and large.
Lemma 3.6 ([2], Proposition 5.8). For all ∆ ≥ 2 and ε ∈ (0, 10−8), there is k0 ∈ N
such that for all n, k ≥ k0 and for every n-vertex graph G the following holds. If G has
an (ε, 5
√
ε)-regular partition, and the corresponding reduced graph R has a non-bipartite
connected component C which contains a matching with at least (1+100
√
ε)k
2
|R|
n
edges, then G
contains every tree T ∈ T (k,∆).
With the help of Lemma 3.6 we can derive some useful information on the structure of
the reduced graph of G if it is connected and non-bipartite, and G fails to contain a copy of
some tree T ∈ T (k,∆).
Lemma 3.7. For all ∆ ≥ 2, M0 ∈ N, δ, ε, η ∈ (0, 1) with ε≪ η ≤ δ4108 , there is k0 ∈ N such
that for all k, n ≥ k0 with δ−1k ≥ n ≥ (1 + δ)k the following holds. Let G be an n-vertex
graph that admits an (ε, η)-regular partition into M0 parts, and assume the corresponding
(ε, η)-reduced graph is connected and non-bipartite. If furthermore,
(i) d(G) ≥ (1− 3√η)k; and
(ii) δ(G) ≥ (1− 3√η)k
2
,
and there is a T ∈ T (k,∆) that cannot be embedded into G, then G has a subgraph G′ ⊆ G
of size |G′| ≥ |G| −M0 such that there is a partition V (G′) = I ∪ V1 ∪ V2 with
(a) |Vi| = (1± 3√η)k2 for i = 1, 2;
(b) I is an independent set in G′ and there are no edges between I and V2 in G′;
(c) degG′(x) ≥ (1− 5 4√η)n for at least (1− 4 4√η)|V1| vertices x ∈ V1;
(d) degG′(y) ≥ (1− 3 8√η)k for at least (1− 2 8√η)|V2| vertices y ∈ V2.
Proof. Let k0 ≥ M0ε be at least as large as the output of Lemma 3.6 for ε5 and ∆. Applying
Lemma 2.10 to G, with ℓ = M0 and t = (1 − 3√η)k2 , we find a subgraph G′ of size |G′| ≥
n−M0 that admits an (5ε, η2 )-regular partition. Moreover, the corresponding reduced graph
R contains a matching M and a disjoint independent set I such that V (R) = I ∪ V (M) =
I ∪ V1 ∪ V2 and NR(I) ⊆ V1.
Letting I =
⋃
I and Vi =
⋃
Vi for i = 1, 2 we have (b). Furthermore, because of
Lemma 3.6 we know that |Vi| ≤ (1 + η)k2 |R|n and thus |Vi| ≤ (1 + η)k2 for i = 1, 2. Therefore,
and because of condition (ii) we have (a).
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In order to see (c) and (d), we do the following. For any subset A ⊆ V (G′) let dA denote
the average degree in G′ of the vertices in A. By (b), we have dI ≤ |V1| ≤ (1 + η)k2 . By
condition (i) and since degG′(x) ≥ degG(x)−M0 for every x ∈ V (G′), we have
(1− 4√η)kn ≤ 2e(G′) = |I|dI + |V1|dV1 + |V2|dV2
≤ (1 + η)k
2
(|I|+ dV1 + dV2)
≤ (1 + η)k
2
(n− (|V1|+ |V2|) + dV1 + dV2)
≤ (1 + η)k
2
(n− (1− 3√η)k + dV1 + dV2),
and therefore,
dV1 + dV2 ≥ (1− 8
√
η)n + (1− 3√η)k. (12)
Because of (b), we have dV2 ≤ |V1|+|V2| ≤ (1+η)k. Thus (12) implies that dV1 ≥ (1−12√η)n.
Since dV1 ≤ n and since n ≤ δ−1k, inequality (12) also implies that dV2 ≥ (1 − 4√η)k.
Apply Lemma A.2 to f1(v) = degG′(v) for v ∈ V1, with parameters t1 = (1 − 12√η)n, and
ε1 = 16
√
η, and to f2(v) = degG′(v) for v ∈ V2, with t2 = (1 − 4√η)k and ε2 = 4 4√η, to
obtain (c) and (d).
The next lemma finishes the analysis of the non-bipartite case.
Lemma 3.8. For all ∆ ≥ 2,M0 ∈ N, δ, ε, η ∈ (0, 1) with ε ≪ η ≤ δ81080 , there is k0 ∈ N
such that for all k, n ≥ k0 with δ−1k ≥ n ≥ (1 + δ)k the following holds. Let G be an
n-vertex graph that admits an (ε, η)-regular partition into at most M0 parts and assume the
corresponding reduced graph is connected and non-bipartite. If
(i) d(G) ≥ (1− 3√η)k; and
(ii) δ(G) ≥ (1− 3√η)k
2
,
then G contains every tree T ∈ T (k,∆).
Proof. Let k0 be the output of Lemma 3.7 and let G and T ∈ T (k,∆) be given. If we
cannot embed T into G, then by Lemma 3.7 we find a subgraph G′ ⊆ G and a partition
V (G′) = I ∪ V1 ∪ V2 fulfilling the properties of Lemma 3.7.
Let U1 ⊆ V1 be the set of all vertices x ∈ V1 with degG′(x) ≥ (1−5 4√η)n, and let U2 ⊆ V2
be the set of all vertices x ∈ V2 with degG′(x) ≥ (1 − 3 8√η)k. In particular, because of
Lemma 3.7 (a), we have that
each vertex x ∈ U1 has at least (1−√η)|I| neighbours in I. (13)
Also, note that |U1| ≥ (1−4 4√η)|V1| ≥ |V1|− 8√ηk and |U2| ≥ (1−2 8√η)|V2|, by Lemma 3.7 (a),
(c) and (d). Let H be the graph induced by U1 and U2. Note that because of Lemma 3.7 (b)
and (d), we know that the vertices from U2 have minimum degree at least (1− 6 8√η)k in H ,
and because of Lemma 3.7 (a) and (d), the vertices from U1 have minimum degree at least
(1− 9 4√η)n− 2 8√ηk − |I| ≥ (1− 3 8√η)k in H . Hence,
δ(H) ≥ (1− 6 8√η)k. (14)
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So, by Lemma 2.8 every tree with at most (1 − 6 8√η)k edges can be embedded greedily
into H . Let (T ∗, t∗) be the subtree given by Lemma 2.5 for γ = 1
2
, so that k
4
≤ |T ∗| ≤ k
2
and
every component of T − T ∗ is adjacent to t∗. We apply Lemma 2.6 to T ∗, with ℓ = 3, which
splits the proofs into two cases.
Case 1: T ∗ has a set B of |T ∗|/12 vertex disjoint bare paths, each of length 3.
Note that each vertex from H has at least ∆ neighbours in U1, because of Lemma 3.7 (a)
and our bound from (14), which will be tacitly used in what follows.
We embed t∗ into any vertex from H . The rest of T ∗ will be embedded in DFS order
into H . We will use the following strategy until we have occupied ⌈ δ
100
k⌉ vertices from I.
For each path P ∈ B, we proceed as follows. We embed the first vertex v1 of the path P
into a vertex u1 ∈ U1, and then find another vertex u3 ∈ U1 which has a common neighbour
u2 with u1 in I. Note that the vertex u3 exists because of (13). We then embed the middle
vertex v2 of P into u2 ∈ I, and the end point v3 into u3 ∈ U1. The remaining vertices of T ∗
are embedded greedily into H .
Case 2: T ∗ has |T ∗|/12 leaves.
In this case, the embedding of T ∗ follows a similar strategy. We embed t∗ into any vertex
from H and the rest will be embedded in DFS order. We take care to embed all parents of
leaves into U1 and all leaves into I, until we have used ⌈ δ100k⌉ vertices from I. The remaining
vertices of T ∗ are embedded greedily into H .
Now, let m be the number of vertices we have embedded so far into H , and let H ′ ⊆ H
contain all unused vertices of H . By our embedding strategy, we have that m ≤ |T ∗| − δ
100
k.
Therefore, and by (14),
δ(H ′) ≥ (1− 6 8√η)k −m ≥ (1− 6 8√η)k + δ
100
k − |T ∗| ≥ (1 + δ
200
)k − |T ∗|,
and so we can finish the embedding of T by embedding T − T ∗ greedily into H ′.
3.4 Proof of Theorem 1.1
In this subsection we prove Theorem 1.1 with the help of the results from the previous
subsections. In order to do this, we need a result that follows from Theorem 1.9 in [2] (the
original Theorem 1.9 allows for a weaker bound on the maximum degree of T ).
Lemma 3.9.[2] For all ∆ ≥ 2 and δ, θ ∈ (0, 1) there is n0 ∈ N such that for all n ≥ n0 and
k ∈ N with n > k ≥ δn the following holds. Let G be an n-vertex graph with d(G) ≥ (1+θ)k,
then G contains every tree T ∈ T (k,∆).
Now we are ready for the proof of Theorem 1.1.
Proof of Theorem 1.1. Given ∆ and δ, we set ν = min{ δ2
210
, 1
1011
, 1
25∆2
} and we fix parameters
ε, η, θ such that
0 < ε≪ η ≪ θ ≤ ν
8
1080
.
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Let k0 be the maximum of
3
ε
and the outputs of Lemma 2.2, Lemma 3.5, Lemma 3.8 and
Lemma 3.9 (with ν playing the role of δ, and m0 = ⌈1ε⌉). Set n0 = ⌈δ−1k0⌉.
By Proposition 3.3 we may assume that |G| ≥ (1 + ν)k and if G is ν-bipartite, Propo-
sition 3.1 allows us to assume that the larger bipartition class of G has at least (1 + ν)k
vertices. Now the regularity lemma (Lemma 2.2) provides us with a subgraph G′ with
|G′| ≥ (1 − ε)n that has an (ε, η)-regular partition. Let R be the corresponding reduced
graph and let U1, . . . ,Uℓ be the connected components of R. Then, since we may assume
that δ(G) ≥ k
2
(see the footnote in the Introduction), we have
degG′(x) ≥ (1− 2
√
η) degG(x) ≥ (1− 2
√
η)
k
2
for all x ∈ V (G′),
and therefore
ℓk
4
≤ (1− 2√η)k
2
ℓ ≤
∑
i∈[ℓ]
|⋃Ui| ≤ n ≤ δ−1k,
implying that
ℓ ≤ 4δ−1. (15)
We set U ′i =
⋃
Ui for each i ∈ [ℓ].
Claim 3.9.1. Suppose that exists T ∈ T (k,∆) which cannot be embedded into G′, then
(i) d(G′[U ′i ]) = (1± ν2 )k and δ(G′[U ′i ]) ≥ (1− ν2 )k2 for all i ∈ [ℓ]; and
(ii) for each i ∈ [ℓ] either
(a) G′[U ′i ] is non-bipartite and |Ui| = (1± ν2 )k, or
(b) G′[U ′i ] is bipartite with V (Ui) = Ai ∪ Bi such that |Ai|, |Bi| = (1± ν2 )k.
In order to see this claim, observe that since T cannot be embedded into G′, Lemma 3.9
implies that d(G′[U ′i ]) < (1 + θ)k for each i ∈ [ℓ]. Note that
ℓ∑
i=1
|U ′i |
n
d(G′[U ′i ]) = d(G
′) ≥ (1− 3√η)k.
Set t = (1− 3√η)k. Applying Lemma A.1 with N = ℓ, µ(i) = |U ′i |/n and f(i) = d(G′[U ′i ]),
and with
√
θ in the role of ε, we see that the set I = {i ∈ [ℓ] : d(G′[U ′i ]) < (1 − 2
√
θ)t}
satisfies
t|I|
2n
≤ µ(I) ≤ 2
√
θ
(where for the first inequality we use that |Ui| > t2 for each i). Thus, |I| ≤ 8δ−1
√
θ < 1. In
other words, I = ∅, and therefore, for each i ∈ [ℓ] we have
d(G′[U ′i ]) ≥ (1− 2
√
θ)(1− 3√η)k ≥ (1− 3
√
θ)k. (16)
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This, together with the minimum degree in G′, proves (i). In order to see (ii), we use (16)
and Lemmas 3.5 and 3.8. This proves Claim 3.9.1.
Now we distribute the vertices from G−G′ into the sets U ′i . We successively assign each
leftover vertex to the set U ′i it sends most edges to (or to any one of these sets, if there is
more than one). Then for each i ∈ [ℓ] and all x ∈ Ui we have
deg(x, U ′i) ≥
k
2ℓ
≥ δ
8
k,
where we used (15) for the second inequality. Since we add at most εn ≪ νk vertices to
each set, we end up with a partition V (G) = U1 ∪ . . . ∪ Uℓ satisfying, for each i ∈ [ℓ],
(I) d(G[Ui]) = (1± ν)k and δ(G[Ui]) ≥ δ8k;
(II) deg(x, Ui) < (1− ν)k2 for less than νk vertices x ∈ Ui; and
(III) eitherG[Ui] is non-bipartite and |Ui| = (1±ν)k, orG[Ui] is ν-bipartite with Ui = Ai∪Bi
such that |Ai|, |Bi| = (1± ν)k.
For each i ∈ [ℓ], we use Lemma A.2 for f(x) = deg(x, Ui), with 2ν playing the role of ε, to
deduce that
deg(x, Ui) ≥ (1−
√
2ν)k for at least (1−
√
2ν)|Ui| vertices from Ui. (17)
Now we embed T using this structural information of G. We apply Lemma 2.5 to T ,
with γ = 1
2
, to obtain a subtree (T, t∗) with k
4
≤ |T ∗| ≤ k
2
such that every component of
T − T ∗ is adjacent to t∗. Moreover, since ∆(T ) ≤ ∆ there is a component T ′ of T − T ∗ with
k
2∆
≤ |T ′| ≤ 3k
4
.
Note that if there are no edges between different sets Ui, then an averaging argument
shows that there is i∗ ∈ [ℓ] such that d(G[Ui∗ ]) ≥ d(G) > k − 1. But then, because of (III)
and because of Theorem 1.2, we are done. Thus, we may assume that there is an edge uiuj
with ui ∈ Ui and uj ∈ Uj . We map t∗ into ui and map the root of T ′ into uj. Note that
by (I), we have
δ(G[Ui]) ≥ δ
8
k ≥ 4√νk ≥
√
2ν|Ui|+∆ (18)
and that (III), together with our choice of ν ensures that
√
2ν|Ui| ≤ k2∆ . So, we may finish
the proof by using Lemma 2.8 and Lemma 2.9 to embed T −T ′ into Ui and T ′ into Uj , which
we can do because of (17) and (18).
4 Trees with up to linearly bounded maximum degree
4.1 Proof of Theorem 1.3
We will need the following lemma, which will be proved in Section 4.3.
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Lemma 4.1. For all δ ∈ (0, 1
2
) there are k0 ∈ N and ρ ∈ (0, 1) such that for all k ≥ k0 and
every n-vertex graph G with n ≥ k ≥ δn the following holds. If δ(G) ≥ (1 + δ)k
2
and at least
⌈δn⌉ vertices of G have degree at least (1 + δ)k, then G contains every tree T ∈ T (k, ρk).
Now, Theorem 1.3 follows from the Lemma 4.1 together with Lemma A.1 from the
appendix.
Proof of Theorem 1.3. Given δ from Theorem 1.3 (note that we may assume δ < 1
2
), let k0
and ρ be the output of Lemma 4.1 for input δ12. Set n0 := δ
−1k0 and set γ := ρ.
Given k, n and G, a standard argument2 gives a subgraph G′ with d(G′) ≥ (1 + δ)k and
δ(G′) ≥ (1 + δ)k
2
. If there are ⌈δ12|G′|⌉ vertices in G′ of degree at least (1 + δ12)k, we are
done by Lemma 4.1. So assume otherwise. Then by Lemma A.1, with f(v) = dG′(v), ε = δ
12
and t = (1 + δ)k, we know G′ has at most δ3|G′| ≤ δ3n ≤ δ2k vertices of degree less than
(1 − δ3)(1 + δ)k. Since (1 − δ3)(1 + δ)k ≥ (1 + δ
2
)k, we can simply delete these vertices,
obtaining a subgraph G′′ of G with δ(G′) ≥ k. We greedily embed T into G′′.
4.2 Preparing for the proof of Lemma 4.1
We start by stating a standard tool (see [1, 2, 9, 13] for other versions and a proof).
Lemma 4.2. Let β ∈ (0, 1). If (T, r) is a rooted tree with k ≥ β−1 edges, then there is a set
S ⊆ V (T ) with r ∈ S and |S| ≤ β−1+2 such that |P | ≤ βk for each component P of T −S.
We now show a variant of Lemma 4.2.
Lemma 4.3. For all β ∈ (0, 1
2
) and for every tree (T, r) with k ≥ β−1 edges and ∆(T ) ≤ β2
2
k
there is a set S ⊆ V (T ) with r ∈ S and |S| < βk such that each s ∈ S is at even distance
from r and each component of T − S has at most βk vertices.
Proof. Given (T, r), Lemma 4.2 yields a set S ′ with |S ′| ≤ 1
β
+ 2 < 2
β
. Let Sodd be the set of
all vertices in S ′ that lie at odd distance from r, and set S := (S ′ − Sodd) ∪ NT (Sodd). Note
that each component of T − S either is a component of T −S ′, or consists of a single vertex
from Sodd. To see that |S| < βk, note that |S| ≤ |S ′|+ |Sodd| ·∆(T ) < 2β · β
2
2
k = βk.
The next lemma will help us with grouping the components fo T −S into convenient sets.
Lemma 4.4. Let I be a finite set, let M,λ > 0, and let ai, bi ∈ R, with ai+ bi ≤ λ, for each
i ∈ I. Then there is a set J ⊆ I such that
min{M − λ,∑i∈I(ai + bi)} ≤
∑
i∈J(ai + bi) ≤M and
∑
i∈J ai∑
i∈J bi
≥
∑
i∈I ai∑
i∈I bi
.
Proof. Define a total order  on I by setting i  j if bi
ai
<
bj
aj
, and ordering arbitrarily those
i, j with bi
ai
=
bj
aj
. Let j∗ be maximal with
∑
ij∗(ai+ bi) ≤M and set J := {j ∈ I : j  j∗}.
It is is easy to see that this choice is as desired.
2This is the same argument as the one given in the footnote in the Introduction, replacing k with (1+δ)k.
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We will now find a specific structure in the regularised host graph G.
Lemma 4.5. For all ε, η, δ > 0 with ε < η < δ < 1 and M0 ≥ 1ε there is k0 ∈ N such that for
all n, k ≥ k0 and for every n-vertex graph G with δ(G) ≥ (1 + δ)k2 and at least ⌈δn⌉ vertices
of degree at least (1 + δ)k the following holds.
If G has an (ε, η)-regular partition into M0 parts, then G has a subgraph G
′ on n′ ≥ n−M0
vertices that has a (5ε, η− ε)-regular partition with 2M0 parts. Moreover, the corresponding
reduced graph R′ contains two matchings MW and MV , a bipartite subgraph H = (A,B) ⊆
R′ \ V (MW ), and a cluster X ∈ V (R′) satisfying
(I) V (MW ) ∩ V (MV ) = ∅ = A ∩ V (MV );
(II) V (MW ) ∪A ⊆ N(X), and every edge in MV has exactly one endpoint in N(X);
(III) |V (MW )|+ |V (MV )|2 + |A| ≥ (1 + δ2)k |R
′|
n′
; and
(IV) degR′(A,B) ≥ (1 + δ2)k2 |R
′|
n′
− |V (MW )|
2
for every A ∈ A.
Figure 1: Structure given by Lemma 4.5
Proof. Set k0 =
M0
ε
. Apply Lemma 2.10 to G, with t = (1 + δ)k
2
and ℓ = |R|, to obtain a
subgraph G′, with a (5ε, η−ε)-regular partition into 2M0 parts whose corresponding reduced
graph R′ contains a matching M and an independent set I with the properties stated in the
lemma. By the choice of k0 and ε, and by our assumption on G, at least ⌈ δ2 |G′|⌉ vertices of
G′ have degree at least (1 + δ
2
)k. So, there is a cluster X ∈ V (R′) with
degR′(X) ≥ (1 + δ2)k |R
′|
|G′| . (19)
Let MW be a maximal matching contained in N(X), so that for every CD ∈MW either
CD ∈ M or C ∈ I and D ∈ V (M). This choice ensures that there are no edges between
A :=
(
NR′(X) ∩ I
) \ V (MW ) and
(
NR′(X) ∩ V (M)
) \ V (MW ). Set B := NR′(A) \ V (MW ).
Let MV consist of all edges in M−MW having one endpoint in N(X).
By construction, properties (I)−(II) hold, and (III) holds because of (19). Finally, (IV )
holds because of our assumption on the minimum degree of G, and since any A ∈ A ⊆ I sees
at most one endpoint of each edge from MW .
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4.3 Proof of Lemma 4.1
Proof. Given δ, we choose ε and η such that 0 < ε ≪ η ≪ δ. Apply Lemma 2.2 with
parameters ε
5
and m0 =
1
ε
to obtain numbers N0 and M0. Set k0 := max{N0, 2M0ε , k′0} where
k′0 comes from Lemma 4.5, with input
ε
5
, 2η and δ
2
. Set ρ := ε
2
16M2
0
.
Given n, k and G, Lemma 2.2 yields a subgraph G′′ of G with δ(G′′) ≥ (1 + δ
2
)k
2
having
at least ⌈ δ
2
|G′′|⌉ vertices of degree at least (1 + δ
2
)k, which has an ( ε
5
, 2η)-regular partition.
Apply Lemma 4.5 to G′′ to obtain a subgraph G′ ⊆ G′′ having an (ε, η)-regular partition
with reduced graph R′, which contains a cluster X , matchings MV and MW , and a bipartite
subgraph H = (A,B) satisfying properties (I)− (IV ).
Let T ∈ T (k, ρk) be given, with colour classes A,B. Our aim is to embed T into G′. We
may assume |A| ≥ |B| and choose any r ∈ B. Apply Lemma 4.3 to (T, r), with β = ε|R′| , to
obtain a set S ⊆ B with |S| < βk and a set P containing all components of T − S.
Lemma 4.4 with P, |A∩V (P )|, |B∩V (P )|,M := k−(1−11 4√ε)|⋃V (MW )| and λ := βk,
yields a set P1 ⊆ P fulfilling
(a)
∑
P∈P1 aP ≥
|A \ S|
|B \ S| ·
∑
P∈P1 bP >
|B| − βk
|B| ·
∑
P∈P1 bP ≥
∑
P∈P1 bP − βk;
(b) M − βk ≤∑P∈P1 |P | ≤ M ;
Setting P2 := P \ P1, from the first inequality in (b) we infer that
∑
P∈P2 |P | ≤ (1− 10 4
√
ε)|⋃V (MW )|. (20)
Furthermore, by the second inequality in (b) and by Lemma 4.5 (III),
∑
P ′∈P1 |P ′| ≤ (1− 10 4
√
ε)
(
|⋃V (MV )|
2
+ |⋃A|
)
. (21)
We will construct an embedding φ of T into G′ iteratively in |S| steps. In each step j, we
embed some sj ∈ S together with all subtrees ‘below’ sj . We go through S in an order that
ensures our embedding remains connected throughout the process, that is, we choose s1 := r,
and for j ≥ 2 we choose any yet unembedded sj ∈ S whose parent is already embedded.
Write Uj(C) for the set of all unused vertices in a cluster C at the beginning of step j. Four
conditions will hold throughout the embedding process:
(E1) If j ≥ 2, the parent of sj is embedded into a vertex that is typical to X .
(E2) |Uj(C)| > 5 4
√
ε|C| for every cluster C.
(E3)
⋃P2 is embedded into
⋃
V (MW ),
⋃P1 ∩A is embedded into
⋃
V (A∪ (MV ∩N(X)))
and
⋃P1 ∩ B is embedded into
⋃
V (B ∪ (V (MV ) \N(X))).
(E4)
∣∣∣|Uj(C)| − |Uj(D)|
∣∣∣ ≤ ε|C| for every edge CD ∈MW .
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Now suppose we are at step j ≤ |S|. Choose sj ∈ S as detailed above. Set
Y := {Uj(C) : C ∈ NR′(X) ∩
(
V (MV ) ∪ V (MW ) ∪A
)
.
Note that (E2) ensures that every set in Y is significant. Since S is small, we can use
Fact 2.3 (ii) to obtain a set X ′ ⊂ X \ φ(S) with |X ′| ≥ (1− 4√ε)|X| such that
every v ∈ X ′ is typical to at least (1−√ε)|Y| clusters in Y. (22)
If j ≥ 2, let w be the image of the parent of sj . By (E1), deg(w,X) ≥ η2 |X|, and hence
deg(w,X ′) ≥ η
4
|X| > βk > |S|. In particular, we can choose some vertex vj ∈ X ′ ∩ Uj(X)
(adjacent to w, if j ≥ 2) as φ(sj). Now reserve some space for the children of sj. For each
cluster C such that vj is typical towards Uj(C), let Cr be any set of 2ε|C| + ρk vertices
in N(vj) ∩ Uj(C). For convenience, say C ∈ V (R′) is good if |Uj(C)| ≥ 7 4
√
ε|C|, and say
CD ∈ E(R′) is good if both C and D are good.
It remains to embed all components of T −S adjacent to sj that have not been embedded
yet. Let P be such a component. We distinguish three cases.
Case 1: P ∈ P1 and there are more than
(
1−10 4√ε) |
⋃
V (MV )|
2
unused vertices in
⋃
V (MV ).
In this case there are more than
√
ε|MV | good edges in MV . Indeed, otherwise,
(
1 + 10 4
√
ε
) |⋃V (MV )|
2
≤
∑
CD∈MV ,CD good
(|Uj(C) ∪ Uj(D)|) +
∑
CD∈MV ,CD bad
(|Uj(C) ∪ Uj(D)|)
≤ √ε|MV | · 2 |G′||R′| + |MV | · (1 + 7 4
√
ε) |G
′|
|R′| ,
a contradiction. So by (22) there is a good edge CD ∈MV , with C ∈ N(X), and vj typical
to Uj(D). Embed the root of P into Cr and use Lemma 2.4 to embed the remaining vertices
into (Uj(C)∪Uj(D))\(Cr∪Dr). In particular, all of A∩V (P ) is mapped to C. We take care
to embed parents of vertices in S into vertices that are typical to X . So, properties (E1)-(E4)
continue to hold after this step (for (E2), recall that CD is good and |P | ≤ βk ≤ 4√ε|C|).
Case 2: P ∈ P1 and at least
(
1 − 10 4√ε) |
⋃
V (MV )|
2
vertices of
⋃
V (MV ) have been used
already.
In this case, (21) ensures there are at least 10 4
√
ε|⋃A| unused vertices in ⋃A. So, there
are more than
√
ε|A| good clusters in A, as otherwise we reach a contradiction by calculating
10 4
√
ε|⋃A| ≤∑C∈A |Uj(C)| ≤
√
ε|⋃A|+ |⋃A|7 4√ε.
By (22), vj is typical towards Uj(C) for some good C ∈ A. Moreover, there is a good cluster
D ∈ NR′(C) ∩B, as otherwise we must have already used more than
(1− 7 4√ε) degR′(C,B) · |G
′|
|R′| ≥ (1− 7 4
√
ε) · 1
2
(
(1 + δ
4
)k − |⋃V (MW)|
)
≥ 1
2
(
k − (1− 11 4√ε)|⋃V (MW)|
)
> 1
2
·∑P ′∈P1 |P ′|
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vertices of
⋃
B (where the first inequality comes from Lemma 4.5 (IV), and the last one from
the second inequality in (b)). But this is impossible since by (E3) and by (a), we know that⋃
A hosts at least as many vertices from V (
⋃P1) as ⋃B does, up to an error term of βk.
Embed the root of P into Cr and use Lemma 2.4 to embed the rest of P into (Uj(C) ∪
Uj(D))\ (Cr∪Dr). Parents of vertices in S are embedded into vertices that are typical to X .
Case 3: P ∈ P2.
Using (20) and (E4) we see as above there is a good edge CD ∈ MW , with vj typical to
both Uj(C) and Uj(D). Embed P into Uj(C)∪Uj(D) avoiding Cr ∪Dr, except for the root
rP of P . Note that we can choose into which of Cr or Dr we embed rP , and we choose wisely
so that after the embedding of P , (E4) still holds. As always, we embed parents of vertices
in S into vertices that are typical to X . This finishes the embedding for Case 3, and thus
the proof of Lemma 4.1.
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A Concentration lemmas
In this appendix we prove two results on the concentration of a given function around its
mean value. Given N ∈ N and a function f : [N ]→ R, we write
‖f‖∞ = max
n∈[N ]
|f(n)|
for the infinity norm of f . If µ is a probability measure on [N ] then, as usual,
Eµ(f) =
∑
n∈[N ]
f(n)µ(n)
denotes the expectation of f under µ, and if µ is the uniform probability we write
En∈[N ]f(n) =
1
N
∑
n∈[N ]
f(n).
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Lemma A.1. Let N ∈ N, t ∈ R and ε ∈ (0, 1). Let µ be a probability measure on [N ] and
let f : [N ] → R+ satisfying
√
ε‖f‖∞ < t ≤ Eµ(f). Then at least one of the following holds
(i) µ({n : f(n) > (1 +√ε)t}) ≥ ε, or
(ii) µ({n : f(n) > (1− 4√ε)t}) ≥ 1− 4√ε.
Proof. Let A be the set of all n ∈ [N ] with f(n) > (1 +√ε)t and set B := [N ] \A. Suppose
that (i) does not hold. Then µ(A) ≤ ε, and therefore,
∑
n∈B
µ(n)f(n) = Eµ(f)−
∑
n∈A
µ(n)f(n) ≥ t− µ(A)‖f‖∞ ≥ (1−
√
ε)t. (23)
Let B1 be the set of all n ∈ B such that f(n) < (1 +
√
ε − 2 4√ε)t, and set B2 := B \ B1.
From (23) and the definition of B we deduce that
(1−√ε)t ≤ (1 +√ε)t · µ(B)− 2 4√εt · µ(B1) ≤ (1 +
√
ε)t− 2 4√εt · µ(B1),
and hence, µ(B1) ≤ 4
√
ε. Therefore, µ(A∪B2) ≥ 1−µ(B1) ≥ 1− 4
√
ε, which implies (ii).
As a corollary of Lemma A.1 we get the following useful result.
Lemma A.2. Let N ∈ N, and let ε ∈ (0, 1
2
). Let f : [N ] → R+ be a function and let t > 0
such that t ≤ En∈[N ]f(n) and ‖f‖∞ ≤ (1 + ε)t. Then f(n) ≥ (1−
√
ε)t for every n in a set
of size at least (1−√ε)N .
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