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Corrections to general relativity that introduce long-ranged scalar fields which are non-minimally
coupled to curvature typically predict that neutron stars possess a non-trivial scalar field profile
anchored to the star. An observer far from a star is most sensitive to the spherically-symmetric
piece of this profile that decays linearly with the inverse of the distance to the source, the so-called
scalar monopole charge, which is related to the emission of dipolar radiation from compact binary
systems. The presence of dipolar radiation has the potential to rule out or very strongly constrain
extended theories of gravity. These facts may lead people to believe that gravitational theories
that introduce long-ranged scalar fields have already been constrained strongly from binary pulsar
observations. Here we challenge this “lore” by investigating the decoupling limit of Gauss-Bonnet
gravity as an example, in which the scalar field couples linearly to the Gauss-Bonnet density in the
action. We prove a theorem that neutron stars in this theory can not possess a scalar charge, due to
the topological nature of the Gauss-Bonnet density. Thus Gauss-Bonnet gravity evades the strong
binary pulsar constraints on dipole radiation. We discuss the astrophysical systems which will yield
the best constraints on Gauss-Bonnet gravity and related quadratic gravity theories. To achieve
this we compute the scalar charge in quadratic gravity theories by performing explicit analytic
and numerical matching calculations for slowly-rotating neutron stars. In generic quadratic gravity
theories, either neutron star-binary or neutron star-black hole systems can be used to constrain the
theory, but because of the vanishing charge, Gauss-Bonnet gravity evades the neutron star-binary
constraints. However, in contrast to neutron stars, black holes in Gauss-Bonnet gravity do anchor
scalar charge, because of the difference in topology. The best constraints on Gauss-Bonnet gravity
will thus come from accurate black hole observations, for example through gravitational waves from
inspiraling binaries or the timing of pulsar-black hole binaries with radio telescopes. We estimate
these constraints to be a factor of ten better than the current estimated bound, and also include
estimated constraints on generic quadratic gravity theories from pulsar timing.
PACS numbers: 04.50.Kd 04.20.Gz 04.70.Bw 97.60.Gb
I. INTRODUCTION
Almost a century since Einstein’s discovery of his
general theory of relativity (GR), we continue to test it
and wonder whether it is right in unexplored regimes.
Perhaps the most famous of these tests are those carried
out in the solar system [1], which not only confirmed the
theory initially, but also served to rule out a plethora of
modified models in the 1970s. The solar system, however,
is an unsuitable place to test the strong, dynamical, and
non-linear features of the gravitational interaction [2].
Gravity is simply too weak and the velocities of planets
are simply too small relative to the speed of light within
the solar system.
On top of that, astrophysical observations and theoret-
ical studies have sparked a renewed interest in corrections
to GR. The observations of galactic rotation curves have
been used to pose certain modifications to Newtonian
dynamics [3–6]. Corrections to GR on cosmological
length scales have been invoked to attempt to explain the
observation of late-time acceleration of the universe [7–
9]. Quantum gravitational theories, like string theory,
will induce corrections to GR in their low-energy effective
theories [10–12]. The low-energy effective theories of
loop quantum gravity and inflation, for example, predict
corrections to GR in the form of curvature-squared and
higher operators [13–18].
Enter binary pulsars. With some of the strongest grav-
itational fields in the universe, neutron stars (NSs) are
spectacular laboratories to test strong gravity. Neutron
stars can rotate at fantastic speeds, sometimes with mil-
lisecond spin periods, and their emission can be detected
as pulses in the radio band. When in a binary system,
the pulses’ arrival times are modulated, encoding rich
information about the properties of the orbit, and thus,
of the nature of gravity. Since the discovery of the Hulse-
Taylor binary pulsar, many others have been used to
stringently constrain any deviations from the predictions
of Einstein [19–23]. Some of these consist of two NSs, like
the Hulse-Taylor binary, while others consist of a white
dwarf (WD) and a NS. Typical orbital periods are on the
order of several hours to days.
Over the past 50 years, binary pulsars have been
used to invalidate many a modified gravity theory, and
some people in the community may think that modified
gravity theories with long-ranged scalar fields can be very
well-constrained with binary pulsar observations because
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2they lead to the emission of dipolar radiation in binary
systems. Such radiation is absent in GR because of the
conservation of certain Noether charges (a curved-space
version of mass and linear momentum). Long-ranged
scalar fields in modified gravity do not typically have such
conservation laws, and thus, they may carry energy and
momentum away from the binary system in a monopolar
or dipolar fashion if excited. If so, the orbital period
decay would be much faster than that predicted in GR.
An observation consistent with GR would thus lead to a
stringent constraint on such a theory.
In this paper, we show explicitly and in great detail
that this lore is not always correct. The presence or ab-
sence of dipole radiation in modified gravity when model-
ing binary systems depends sensitively on the structure of
the scalar field that is excited by the compact objects that
form the binary. Far away from the compact objects, the
scalar field can be decomposed in spherical harmonics,
and the spherically symmetric (` = 0), 1/r fall-off shall
be called the scalar monopole charge or scalar charge
for short. When a member of a binary system possesses
such a scalar charge, dipole radiation is typically excited;
when scalar charge is absent in both binary constituents,
dipole radiation is heavily suppressed [24, 25].1 For
example, such a suppression is present in a particular
quadratic gravity theory, dynamical Chern-Simons (dCS)
gravity [13, 14]. In dCS, the scalar charge of an iso-
lated body is suppressed by parity considerations, and
therefore dipolar radiation from a binary is also heavily
suppressed [26, 27]. A similar absence of the stellar
scalar charge and the suppression of dipolar radiation of
stellar binaries are found in shift-symmetric Horndeski
theories [28], a certain class of generic scalar-tensor the-
ories with up to second derivatives in the field equations.
Shift-symmetric theories are those whose field equations
remain unchanged upon a constant shift of the scalar field
We formalize the above through a miracle hair loss
conjecture and theorem. This conjecture is aimed at
establishing that gravity theories with a shift-symmetric,
long-ranged scalar sourced by a linear (non-derivative)
coupling to a topological density do not activate a scalar
charge in NSs. A topological density is one which when
integrated over the manifold yields a topological invari-
ant. We rigorously prove such a theorem for a particular
modified gravity theory that has the above properties:
dynamical Gauss-Bonnet (DGB) gravity in the so-called
decoupling limit [29] (here abbreviated D2GB). This
theory modifies the action by adding a term that is
the product of a dynamical scalar field with the Gauss-
1 The dipole radiation is suppressed in the post-Newtonian (PN)
sense: it may be present, but will appear at a higher order in
powers of v/c than one would naively expect, which would be
−1PN relative to the GR quadrupolar radiation. This is distinct
from the suppression of dipole radiation in a NS/NS system
in Brans-Dicke type theories, which comes about because the
dipolar radiation depends on the difference in sensitivities of the
two bodies.
Bonnet topological density. The integral of the latter is
a topological invariant, i.e. the Euler characteristic of the
manifold, and the theory is manifestly shift-symmetric.
Such a theorem has long-ranging implications, since the
absence of a scalar charge in isolated neutron stars au-
tomatically implies that dipolar radiation is highly sup-
pressed in binary systems. This renders pulsar binaries
ineffective at constraining such theories.
We should point out that this theorem only applies
to ordinary stars, such as NSs, and not to black holes
(BHs). For example, the scalar charge of a BH in D2GB
gravity has been explicitly calculated and found to be
non-vanishing in [24, 29–32]. This situation is in direct
contrast to the no-hair theorems of scalar-tensor theo-
ries [33–35] of the Jordan-Brans-Dicke variety (or, more
generally, the Bergmann-Wagoner type [36, 37]; we will
continue to refer to this class of theories as simply “scalar-
tensor” theories). These theorems prove that in scalar-
tensor theories, stationary, isolated BHs in vacuum have
no scalar hair, and thus, in particular no scalar charge.
Possible ways to grow BH scalar hair are to introduce
a potential for the scalar field [38] or to impose certain
cosmological boundary conditions [39, 40]. The latter
has been dubbed Jacobson’s miracle hair growth formula
for BHs in scalar-tensor theories [39, 40]. On the other
hand, NSs in scalar-tensor theories do generically possess
a scalar charge, as this is sourced by the matter stress-
energy tensor [41–45]. It is this fact that makes scalar-
tensor theories easy to constrain with binary pulsar ob-
servations. A similar absence of black hole scalar charges
has recently been shown in shift symmetric Horndeski
theories except for D2GB gravity in [46, 47].
We demonstrate this theorem at work by computing
the scalar charge explicitly in D2GB, as well as in theories
that violate the conditions of the theorem, wherein the
scalar charge is non-vanishing. We first compute the
scalar charge analytically for slowly-rotating NSs in a
post-Minkowskian expansion, i.e. an expansion in the
ratio of the stellar mass to its radius (the stellar com-
pactness) and with simple equations of state. We then
compute the scalar charge numerically without a post-
Minkowskian expansion and with more realistic equa-
tions of state. We verify that in the limit where quadratic
gravity approaches D2GB, the scalar charge vanishes
linearly with the coupling constants. Theories which
don’t satisfy the conditions of the theorem need not have
a particularly large or small scalar charge. In fact in
our explicit calculations, we show examples of strong
dependence on coupling parameters and the compactness
of a body. This may lead to suppression of scalar charge
in some theories, though it is still present.
The miracle hair loss theorem/conjecture is so powerful
that it allows us to easily predict which binary systems
will be best to test which theory. Generically, if scalar
charge is activated, then the observation of WD/NS or
NS/NS pulsar binaries with radio telescopes is already
sufficient to strongly constrain the particular modified
theory. On the other hand, if the conjecture is applicable,
3Theory
Scalar charge Estimated upper bound on
√|α| [km] Current estm.
bound [km]NS BH NS/WD NS/NS NS/BH BH/BH
D2GB 7 X 7 7 (0.12) (3.4) 1.9 [48]
TEdGB X X 1–2 1.5–3.5 (0.12) (3.4) 1.4 [49, 50]
Kretsch. X X 0.06–0.1 0.15–0.45 (0.03–0.07) (3.4) 1.9 [48]
TABLE I. Summary of whether certain modified theories activate a scalar charge in NSs and BHs, and the estimated bounds
on the coupling parameter
√|α| from a variety of systems. We consider truncated Einstein-dilaton-Gauss-Bonnet gravity
(TEdGB) and the decoupling limit of any Gauss-Bonnet theory (D2GB), as well as a certain quadratic gravity theory in which
the scalar field does not couple to a topological density (Kretschmann). Quantities in parentheses represent projected bounds
using systems that have not yet been observed, but which may be observed in the near future with radio/GW observations.
Note that a NS/BH system could produce the best constraint within each theory.
and scalar charge is not activated in NSs but is activated
in BHs, one requires BH binaries or mixed BH/NS bina-
ries to place a constraint. The former could be detected
through their gravitational waves (GWs) by ground-
based interferometers, such as LIGO and Virgo [51–
56], while the latter may be detected in future radio
telescopes, such as the Square Kilometer Array [57].
The conjecture, for example, can easily be applied to
quadratic gravity theories which naturally avoid solar
system constraints (since quadratic curvature densities
are small in the solar system) [58–63], yet predict strong
modifications to GR when the curvature is large, such
as around NSs and BHs [24, 26, 64–72]. Table I shows
a few examples of such theories, whether they activate a
scalar charge in NSs and BHs, which systems are best to
constrain them and an estimate of how well they can be
constrained.
The remainder of this paper deals with the details
of the results explained above. Section II reviews the
basics of quadratic gravity. Section III states and proves
the miracle hair loss theorem. Section IV presents an
analytical and a numerical demonstration of the theorem.
Section V estimates binary pulsar and GW constraints
due to dipolar radiation. Section VI concludes and points
to future research. All throughout, we use geometric
units in which G = 1 = c.
II. THE ABC OF QUADRATIC GRAVITY
Here we review and classify quadratic gravity theories,
mainly following the presentation of [14, 25, 29]. We
begin with a description of the motivation for studying
such theories. This will set up the stage for the intro-
duction of our classification. We then conclude with a
discussion of well-posedness in these theories and current
constraints. As we classify theories, we will come across
a few theories that we will investigate in detail in this
paper; the actions that define these theories will have
their equations marked with (?).
A. Motivation
Our focus is theories that correct GR through higher-
curvature terms in the action and include long-ranged
scalar fields. The scalar field of interest must be of
“gravitational strength,” i.e. should couple to matter
weakly, although it is allowed to couple directly to curva-
ture. As such, these theories will be metric, with matter
coupling directly only to the metric tensor, and the scalar
field coupling to the metric through curvature, and thus
indirectly to matter.
These theories are motivated from at least two places.
First, from the modern bottom-up, effective field the-
ory (EFT) standpoint, we should expect GR to acquire
corrections at some length scale. At low energies, these
potential corrections can be described at the level of
the action via an expansion in powers of the Riemann
curvature tensor. If truncating at first order in curvature,
we recover GR, with the Einstein-Hilbert action
SEH = κ
∫
d4x
√−gR , (1)
where g is the determinant of gab, R = g
abRab = g
abRacb
c
is the Ricci scalar, and κ = (16piG)−1.
If we include scalar fields, then at this order we for
example arrive at Jordan-Brans-Dicke theory [73, 74],
where the scalar field is linearly coupled to the Ricci
scalar in the Jordan frame. Jordan-Brans-Dicke theory
allows for gross modifications from GR in the form of
long-ranged scalar charges and scalar dipole radiation,
which are strongly constrained from solar system and bi-
nary pulsar observations [1, 75]. Furthermore, it is always
possible, through a conformal transformation [76], to go
to the Einstein frame of the theory, where the linear-
in-curvature term in the action is simply the Einstein-
Hilbert term of Eq. (1). At next order in curvature, we
arrive at quadratic gravity theories, which are the topic
of this paper.
The second motivation for such theories is from the
top-down, high-energy theory viewpoint. Fundamen-
tal theories of quantum gravity (such as string theory
and loop quantum gravity) will induce both higher-
corrections to GR and a number of scalar fields, which
4may be long-ranged [16, 31, 77–81]. For example, in
heterotic string theory and in the string frame in D
dimensions, the next-to-leading order correction to GR in
a low-curvature expansion (first derived in [78]) is given
(in the notation of [82]) by
S =
1
2κ2D
∫
dDxˆ
√
|gˆ|e−2φˆ
[
Rˆ+ 4(∂ˆφˆ)2 (2)
+α
′
8
(
Rˆ2 − 4RˆabRˆab + RˆabcdRˆabcd + . . .
)]
,
where . . . stand for higher-order in curvature terms.
Here, φ is the dilaton, α′ is the Regge slope param-
eter, κ2D is the D-dimensional gravitational strength,
and ˆ represents a quantity in the string frame. The
theory described by the action in Eq. (2) is referred
to as Einstein-dilaton-Gauss-Bonnet (EdGB). Through
a conformal transformation and a field redefinition, this
can be cast in the Einstein frame (in the notation of [82])
as
S =
1
2κ2D
∫
dDx
√
|g|
[
R− 1
2
(∂φ)2 (3)
+α
′
8 e
−γφ (R2 − 4RabRab +RabcdRabcd + . . .)] ,
where γ =
√
2/(D − 2) and again the . . . stand for higher
order terms, but in both curvature and the scalar field.
If such higher order terms are dropped from the action,
the resulting theory is called truncated Einstein-dilaton-
Gauss-Bonnet (TEdGB) [82].
In string theory, one can work in dimensions higher
than 4, but henceforth in this paper, we will focus only on
theories that have already been compactified to 4 dimen-
sions. This compactification introduces a large number of
dynamical degrees of freedom (moduli fields), such as the
dilaton and axion(s). The resulting low-energy effective
action may be truncated to a specific operator order,
and this truncation may affect the field content of the
effective action. Performing this truncation consistently
is not trivial [83]. Here we focus only on the metric and
long-ranged scalar sector of such a theory.
B. Classification
Let us define quadratic gravity theories through the
action
S = SEH + Smat + Sϑ + Sq , (4)
where the Einstein-Hilbert term SEH was given in Eq. (1),
Smat is the action of any matter fields that do not depend
on the scalar field, and Sϑ is the action for a canonical
scalar field with potential U ,
Sϑ = −1
2
∫
d4x
√−g [(∇aϑ)(∇aϑ) + 2U(ϑ)] . (5)
This form for the action is always possible in an appropri-
ate conformal frame and through field redefinitions [76].
The quadratic part of quadratic gravity comes from
Sq =
∫
d4x
√−g F [Rabcd, ϑ, ∂Rabcd, ∂ϑ, . . .] , (6)
where F [·] is the interaction density between the scalar
field and the curvature, which must be homogeneous of
degree 2 in the curvature tensor (and its derivatives).
This means that for any real constant λ,
F [λRabcd, . . .] = λ
2F [Rabcd, . . .] . (7)
This property does not allow the interaction density to
depend on terms independent of or linear in the Riemann
tensor.
The field equations of quadratic gravity can be ob-
tained by varying the full action with respect to the
metric tensor and the scalar field. The latter leads to
the scalar evolution equation
ϑ− U ′(ϑ) = −∂F
∂ϑ
+∇a ∂F
∂(∇aϑ) − . . . , (8)
where the right-hand side is minus the variational deriva-
tive of Sq with respect to ϑ. This is a particularly simple
wave equation when U = 0 and when F is linear in the
scalar field (and its derivatives).
The space of quadratic gravity theories is spanned
by the functional degree of freedom in the interaction
density, which makes this space extremely large. There
are several non-exclusive ways to classify the types of
interaction densities that may appear within Sq in ways
that are relevant to the phenomenology of the theories.
We now provide a partial classification on the basis of
three properties:
• having derivative or non-derivative interactions,
• coupling to a topological density or not, and
• possessing a shift symmetry or not.
This classification is summarized in Fig. 1, a figure we will
return to in the following subsections when we define and
discuss each of the above items in detail.
1. Derivative and Non-derivative Interactions
For the purposes of this paper, a derivative interaction
is one that depends on at least one derivative of the
scalar field or of the Riemann tensor. From the EFT
viewpoint, derivative interactions are higher operator
order and should be suppressed relative to non-derivative
(algebraic) interactions—unless for some reason only
derivative interactions appear (for example, to enforce
a shift symmetry).
Given this, let us focus on non-derivative interactions.
The interaction density must then be a sum of terms of
the form
F [Rabcd, ϑ] =
∑
i
fi(ϑ)Ai[Rabcd] , (9)
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Shift symmetric
(?) αϑG
αϑ ∗RR
α(ϑ) ∗RR
α sin(ωϑ)K
α(ϑ)K
(?) αe−γϑG
αϑ ∗RR+ 1
2
m2ϑ2
α(ϑ) ∗RR+ 1
2
m2ϑ2
(?) αϑK
α(ϑ)K + 1
2
m2ϑ2
FIG. 1. A classification of corrections to GR which are at
most quadratic in curvature and couple to a single dynamical
scalar field ϑ. The interaction density may explicitly include
derivatives (top half), or may be a non-derivative interaction
(bottom half). The combination of curvature tensors to which
the scalar is coupled may be of a topological nature (like the
Pontryagin or Gauss-Bonnet scalars; left half), or may be
unrelated to topological invariants (right half). In all of these
sectors, an interaction may enjoy a continuous or discrete shift
symmetry (inner region), or it may not (outer region). Some
of these interactions are limiting cases of others, e.g. when
an explicit mass vanishes m → 0, a shift symmetry can be
acquired. The theories we investigate in detail in this paper
are marked with (?).
where fi(ϑ) are ordinary functions of ϑ, and every compo-
nent of Ai[Rabcd] is a scalar function that is homogeneous
of degree 2, and now depends only on the Riemann tensor
but not its derivatives. In the units we are using, the
fi(ϑ) have dimensions of length squared. If so desired,
they can be made dimensionless by pulling out some
coefficients αi with dimensions of length squared, i.e.
fi(ϑ) = αif¯i(ϑ) , (10)
with f¯i dimensionless.
At first degree in curvature, there is only one scalar
curvature invariant, the Ricci scalar R. At quadratic
degree there are only four independent scalar curvature
invariants,
R2, RabR
ab, K, ∗RR , (11)
where the Kretschmann scalar is K ≡ RabcdRabcd, the
Pontryagin density is ∗RR ≡ ∗RabcdRabcd, with the (left)
dual of the Riemann tensor defined as
∗Rabcd =
1
2
abefRefcd , (12)
and where abcd is the Levi-Civita tensor. All other
quadratic curvature invariants are algebraically depen-
dent on the four in (11). For example, using the Weyl
tensor Cabcd, we have that
∗CabcdCabcd = ∗RR; similarly,
an appropriate contraction of two copies of the left-dual
Riemann tensor ∗R ∗R is proportional to both the Euler
density and what is typically referred to as the four-
dimensional Gauss-Bonnet density G,
∗R ∗R ≡ ∗Rabcd∗Rcdab = −G , (13)
G ≡ R2 − 4RabRab +RabcdRabcd . (14)
Given all of this, when we restrict ourselves to
quadratic gravity theories with non-derivative interac-
tions, the most general form of Sq is given by
Sq =
∫
d4x
√−g [f1(ϑ)R2 + f2(ϑ)RabRab (15)
+ f3(ϑ)RabcdR
abcd + f4(ϑ)Rabcd
∗Rabcd
]
.
Some examples of these are presented in the bottom
rectangular box of Fig. 1.
If the coupling between the scalar and curvature is
large, the terms in Eq. (15) can drastically affect the
theory. For example, at strong coupling, the Pontryagin
coupling can make the graviton kinetic term flip sign at
high k-number, becoming a ghost field [84]. However,
in the EFT context, this only occurs outside the regime
of validity of the theory [85]. We discuss this further in
Sec. II C.
When considering derivative interactions without any
further restrictions, a plethora of terms could be written
for the interaction density. Some examples are presented
in the top rectangular box of Fig. 1. Note, of course,
that many other terms could also be written down. For
example, derivative interactions could also include terms
proportional to products of derivatives of the scalar field
with the Ricci tensor or scalar. We mention derivative
interactions for pedagogical reasons and for completeness
of the classification, but we will not study them in this
paper in detail.
2. Topological/non-topological density
Let us define a topological interaction as one that is the
product of a function of the scalar field and a topological
density Ti:
F [Rabcd, ϑ, . . .] =
∑
i
F¯i[ϑ, ∂ϑ, . . .]Ti , (16)
where each functional F¯i is now independent of the
curvature tensor. A topological density is defined as a
quantity whose volume integral over the four-dimensional
manifold is a topological invariant. For example, the
Euler density, which is proportional to G (see Sec. III
for the exact relationship), is a topological density be-
cause its volume integral is proportional to the Euler
6characteristic χ. Similarly, the Pontryagin density ∗RR
is also a topological density because its volume integral
is proportional to the first Pontryagin number.
An important property of topological densities is that
in a simply-connected neighborhood, each may be writ-
ten as the divergence of a 4-current. For example, in the
Pontryagin case,
∗RR = ∇aJa , (locally) (17)
and similarly for G. This allows for the local integration
by parts of such interactions, which explains why, in the
absence of a scalar field, they do not lead to modifications
to the classical field equations.
Thus, when we restrict ourselves to quadratic gravity
theories with non-derivative, topological interactions, the
most general form of Sq is
Sq =
∑
i
∫
d4x
√−g fi(ϑ) Ti , (18)
which we define as topological quadratic gravity (though
this is unrelated to topological quantum field theory or
to topological massive gravity [86, 87]). A few examples
of topological quadratic gravity theories are presented
in the intersection of the left and bottom rectangles
of Fig. 1. For simplicity, let us consider the case in
which the scalar field couples only to a single topological
density. Then, when T = ∗RR, Sq defines dynamical
Chern-Simons (DCS) gravity, and when T = G it defines
dynamical Gauss-Bonnet (DGB) gravity. The specific
choice
(?) STEdGB =
∫
d4x
√−g αTEdGB e−γϑ G (19)
recovers truncated Einstein-dilaton-Gauss-Bonnet
(TEdGB) theory in 4 dimensions [82], where ϑ plays the
role of the dilaton and (αTEdGB, γ) are constant coupling
strengths. Later in this paper, we will study TEdGB in
more detail, which is why we have marked it with (?).
The full action for TEdGB is given by the sum of the
Einstein-Hilbert term (1), the kinetic term action for ϑ
with vanishing potential (5), and the interaction term
above, viz. S = SEH + Sϑ + STEdGB.
An important property of these theories is that any
constant shift or offset, f(ϑ)→ f(ϑ)+c, in Eq. (18) does
not affect the classical equations of motion (EOMs), since
it only contributes a constant multiple of a topological
number to the action. Equivalently, since T can locally be
written as a divergence, upon variation of the action, this
shift only contributes a boundary term. Thus, without
loss of generality, we may shift f(ϑ) such that f(0) =
0, so that if f(ϑ) is expanded as a Taylor series, the
expansion starts at first order in ϑ.
Expanding f(ϑ) in a Taylor series is appropriate in
the so-called decoupling limit of a theory, where the
modifications to GR are sufficiently small. This can be
enforced, for example, by requiring that f(ϑ) satisfy
f(ϑ) T  κR , (20)
where we recall that, for example, T = ∗RR or T = G.
In this case, we say that the scalar ϑ “decouples and
interacts weakly.” In fact, if the theory is treated as an
EFT, we expect the action to contain terms at higher
order in α. In this case, the solution ϑ should also be
expanded in a power series in α; sub-leading terms in
this expansion could be corrected by higher-α terms in
the action, so they may not be trusted. Thus, to be
consistent, if one ignores O(α2) terms in the action, one
must also ignore O(α2) terms in the solution for ϑ.
So long as f ′(0) 6= 0, all choices of coupling functions
yield the same two theories, decoupled dynamical Gauss-
Bonnet (D2GB) and decoupled dynamical Chern-Simons
(D2CS), with actions2
(?) SD2GB =
∫
d4x
√−g αGB ϑ G , (21)
SD2CS = −1
4
∫
d4x
√−g αCS ϑ ∗RR , (22)
where each αX is constant (and the factor of −1/4 in
SD2CS is conventional). D
2GB is another theory that we
will study in more detail later in this paper, which is why
we have marked it with (?).
When considering quadratic gravity theories with non-
topological interactions, many other terms may be writ-
ten down. Some examples are provided in the right rect-
angle of Fig. 1. Those examples consist of an interaction
that is the product of a function of the scalar field and
the Kretschmann scalar K, which is not a topological
invariant. For future convenience, let us define the theory
with Sq given by
(?) SK =
∫
d4x
√−g αK ϑ K (23)
as Kretschmann gravity, where again αK is a constant.
This is another theory we will investigate in some detail
later on, which is why we have marked it with (?). Of
course, the function of the scalar field could depend
on its derivatives. This paper will not focus on such
theories any further, but we include them in Fig. 1 for
completeness of the classification.
3. Shift symmetry
Let us define shift-symmetric theories as those whose
equations of motion are invariant under the (discrete
or continuous) shift ϑ → ϑ + c, for a constant c.
Quadratic gravity theories with non-derivative, topo-
logical interactions that depend on a linear coupling
2 These theories have sometimes been referred to as “Einstein-
dilaton-Gauss-Bonnet” gravity and “dynamical Chern-Simons”
gravity elsewhere in the literature [14, 29, 88]; we have here
changed the terminology to distinguish between other similar
theories.
7function, i.e. f(ϑ) = αϑ, and contain a flat potential,
i.e. U ′′(ϑ) = 0, are shift symmetric (D2GB and D2CS
are both special cases of such theories). We can see this
by locally integrating Eq. (18) by parts,
Sq = −
∫
d4x
√−gf ′(ϑ)(∇aϑ)Ja + bndry. , (24)
and noting that for the case of a linear coupling function,
f ′(ϑ) = α is independent of ϑ. Thus a global constant
shift ϑ→ ϑ+ c only changes Sq by a boundary term, so
the EOMs are invariant. A shift symmetry is a natural
outcome of the decoupling limit of either DCS or DGB. It
may also be a desirable property built into a theory, since
it protects the scalar potential from acquiring a mass via
quantum corrections, since all corrections must abide by
the shift symmetry.
Shift symmetry is then another feature that may be
used to classify theories, which we denote as a central
square in Fig. 1. D2GB and D2CS are not the only
quadratic gravity theories that enjoy a shift symmetry.
Another example is actions that only involve derivatives
of ϑ, such as L ⊃ α(ϑ)K. Alternatively, a theory may
exhibit a discrete shift symmetry if it is periodic in ϑ,
e.g. L ⊃ α sin(ωϑ)K, for some constant ω.
Let us comment here that TEdGB, while not shift-
symmetric, is invariant under the simultaneous field re-
definition and parameter scaling ϑ → ϑ + c, αTEdGB →
αTEdGBe
+γc, for some additive constant c. Therefore we
can only discuss bounds on αTEdGB if we have some way
of specifying the constant c. We will fix this freedom by
identifying the asymptotic value ϑ∞.
C. Well-posedness and EFT
As presented and classified here, quadratic gravity
theories may not be well-posed when treated as exact
theories. The EOMs may have higher than second-order
derivatives, and they may suffer from the Ostrogradski
instability [89]. Indeed, [85] analyzed D2CS as an exact
theory and found a problematic initial value formulation.
However, not all quadratic gravity theories contain higher
than second-order derivatives: DGB is the special case
with only second-order EOMs.
Quadratic gravity theories should in fact be treated
as effective theories with a limited regime of validity,
rather than exact theories. This requirement comes from
the expectation that GR fails as a description at some
short length scale, and we may model corrections to
GR in an extended regime of validity through an EFT
approach [90]. Within the regime of validity of the EFT,
the corrections to GR must be controllably small, so
we find ourselves in the decoupling limit [e.g. Eqs. (21)
and (22)]. In fact, it was shown in [85] that in the
decoupling limit, D2CS is well-posed around appropriate
background solutions. This same argument should hold
for other higher-curvature theories when treated through
order-reduction in the decoupling limit.
A common criticism here is that from dimensional
analysis, the dimensional coupling coefficients3 αX are
expected to be Planck scale and thus irrelevant at as-
trophysical length scales. However, naive dimensional
analysis seems to fail in certain sectors (most obviously
in the scaling of the cosmological constant), so we will
remain agnostic here. Instead, we simply parametrize our
ignorance of the length scale at which GR requires cor-
rections, and allow observations to guide theory-building.
The validity of the EFT description requires that Sq 
SEH and that Sϑ  SEH. In the geometric units used in
this paper (G = 1 = c), the conditions for validity of the
EFT in D2GB and D2CS become
√
αX  (κ/C3)1/4R
for αX = αGB or αCS, where R is the radius of the
smallest object in the system, and C ≡ GM/R is its
gravitational compactness (recall that in geometric units,
the action has dimensions of [S] = L2, thus [ϑ] = L0
is dimensionless while the coupling constant [α] = L2
is dimensional). The preceding scaling estimates made
use of the estimate ϑ = O[αX(C/R)2], obtained from
the EOM of the scalar field. Clearly, as the dimensional
coupling strength goes to zero, one recovers GR, while for
sufficiently small couplings, quadratic gravity is a small
deformation of Einstein’s theory.
We use the fact that the theory is a small deformation
of GR to establish a perturbative scheme for finding
solutions in the decoupling limit [89, 91, 92]. For a
more extensive discussion of this approach, see [24].
The dynamical fields—the metric, scalar field, and any
other fields present—are expanded in a Taylor series.
Explicitly, we have
ϑ = ϑ[0] + ζ1/2ϑ[1/2] +O(ζ1) , (25)
gab = g
[0]
ab + ζ
1/2g
[1/2]
ab + ζ
1g
[1]
ab +O(ζ3/2) , (26)
where ζ is a dimensionless parameter which is propor-
tional to α2i . When ζ → 0, the EOM for ϑ becomes sim-
ply [0]ϑ[0] = 0 (since we are interested in long-ranged
scalar fields, we have a vanishing potential). In order to
satisfy asymptotic flatness, the asymptotic solution for
ϑ[0] must be limr→∞ ϑ[0] → const. For the special case of
a shift-symmetric theory, this latter constant can be set
to zero. Then by examining the perturbed equations of
motion we will find
ϑ = 0 + ζ1/2ϑ[1/2] +O(ζ3/2) , (27)
gab = g
[0]
ab + ζ
1g
[1]
ab +O(ζ2) . (28)
The powers of ζ appearing above follow from setting
ϑ[0] = 0, and the presence of the explicit αi in the inter-
action term of the Lagrangian. The background that we
3 Note that one could make the replacement αX → `2α¯X , such
that the new coupling strength is dimensionless, and all units
are carried by the length scale `. We will not make that choice
here.
8expand about is a GR solution, g
[0]
ab = g
GR
ab , ϑ
[0] = 0. The
most important feature of this order-reduction scheme is
that order-by-order, the principle part of the differential
operator acting on each ϑ[k] and g[k] is respectively
[0]ϑ[k] (the background d’Alembertian) and G[1][g[k]]
(the linearized Einstein tensor operator). Because of this,
the order-reduced EOMs are always well-posed.
D. Constraints on Quadratic Gravity Theories
Not many quadratic gravity theories have been studied
in sufficient detail to be tested against observations of,
for example, solar system phenomena or binary pulsars.
Nevertheless, one might think that such theories have
already been constrained strongly from binary pulsar
observations because a theory that contains long-ranged
scalar fields will predict the excitation of dipole radiation
in binary systems. Such radiation would produce a much
faster decay of the orbital period of binary pulsars, and
since this has not been observed, such theories must
already be well-constrained or ruled out.
Certain quadratic gravity theories that are shift-
symmetric, however, evade this problem completely, as
we will show in this paper, and thus, such theories are
much less-well-constrained. The most well-studied shift-
symmetric theories in the context of experimental rela-
tivity are those within the non-derivative and topological
interaction class. Recall that these reduce to D2CS
and D2GB in the decoupling limit. The best estimated
constraint on D2GB comes from observations of low-mass
X-ray binaries (LMXBs), which imply that
√|αGB| .
O(2 km) [48].4 The best constraint on D2CS comes from
observations of frame-dragging with Gravity Probe B and
the LAGEOS satellites [93] and from table-top experi-
ments [94], which imply that
√|αCS| . O(108 km).
The D2GB estimate is much stronger than the D2CS
constraint for two reasons. First, the D2CS correction is
only sourced by the parity-odd part of the background.
Thus spherically symmetric configurations, like the ex-
terior gravitational field of a non-rotating star, are not
modified in D2CS at all, because the Pontryagin density
vanishes. Secondly, there is no estimated constraint on
D2CS from a stellar-mass BH system, only from the solar
system. The curvature in the solar system, however, is
extremely weak relative to that of BHs in LMXBs, and
thus the estimated constraint on D2GB is much stronger.
III. MIRACLE HAIR LOSS THEOREM
In this section, we present a proof that asymptotically
1/r, spherically symmetric scalar hair (which recall, we
4 This bound also applies to Kretschmann gravity. A similar
bound is obtained on TEdGB gravity via the existence of stellar-
mass BHs [49, 50].
refer to in this paper as the scalar charge) cannot be
supported by objects with no event horizon, like NSs
and ordinary stars, in the decoupling limit of Gauss-
Bonnet gravity. This proof both generalizes and makes
more rigorous the “physicist’s proof” presented in [24],
but it follows the same spirit. We first state the theorem
and then give a sketch of the proof, which we hope is
convincing to most readers. We then present a complete
proof for those readers desiring more mathematical rigor.
Theorem 1. Consider a 4-dimensional manifold M
which is homeomorphic to Minkowski (thus excluding
black hole spacetimes, which are ‘punctured’). Let M be
endowed with a metric g with Lorentz signature, which is
stationary and asymptotically flat [95, 96]. We require
that the Riemann curvature tensor is continuous almost
everywhere,5 with any discontinuities in a spatially com-
pact set of measure zero. We also require that, in an
asymptotically Cartesian coordinate system, the compo-
nents of the Riemann tensor decay at least as O(r−2).6
Further, consider a real scalar field ϑ, stationary under
the same isometry as the metric, whose dynamics are
governed by a linear coupling in the action to the Gauss-
Bonnet density, thus satisfying an EOM
ϑ = c1
(∗Rabcd∗Rcdab) (29)
for some constant real number c1. Then the asymptot-
ically 1/r, spherically-symmetric scalar hair (the scalar
charge) vanishes.
Sketch of the proof. Our proof begins by integrating the
EOMs [Eq. (29)] over a suitably chosen spacetime region
C, ∫
C
ϑ
√−g d4x = c1
∫
C
∗R ∗R
√−g d4x . (30)
As depicted in Fig. 2, the region C is a spatial 3-ball
crossed with a segment of time, t ∈ [0, T ]. For technical
reasons, we compactify the time direction t ∼ t+T , which
for a stationary situation does not change the physics.
We now manipulate the right-hand side of Eq. (30).
First, we use the generalized Gauss-Bonnet-Chern
(GBC) theorem for (pseudo-)Riemannian manifolds [97,
98] with boundary [99, 100]. This converts the integral
into a sum of (i) a topological number that vanishes for
our topology, and (ii) a boundary integral. Thus we have∫
C
ϑ
√−g d4x = −c2
∮
∂C
Θ(n) , (31)
5 In the sense of measure theory, a property holds almost every-
where if the set of points where it fails to hold has measure zero.
Curvature tensors may be discontinuous for a body with a solid
surface where the density goes to zero discontinuously; e.g. in
GR, the Ricci tensor is nonzero inside the body but it vanishes
outside, with a discontinuity at the surface.
6 To establish the Riemann-integrability of the Gauss-Bonnet den-
sity, we need the discontinuities to have measure-zero, and for
Riemann to have sufficiently fast asymptotic fall-off.
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FIG. 2. Spacetime geometry for our proof. Time t is up,
two spatial dimensions are presented as x, y and one spatial
dimension is suppressed. The dark shaded cylinder repre-
sents the world tube of the compact matter sources, e.g. a
stationary isolated neutron star. The integration region is
the lighter shaded cylinder Cr,T , a spatial 3-ball of radius r
over the time interval t ∈ [0, T ]. We compactify the time
axis by the identification t ∼ t + T , giving our time axis the
topology of a circle S1. The region Cr,T has unit outward
normal vector n.
where Θ(n) is a 3-form which depends on the outward
spatial unit normal vector n, and c2 is another constant
multiple of c1. The integral of the right-hand side at large
radius r exists and decays at least as r−1.
Next we manipulate the left-hand side of Eq. (30).
First, we use the generalized Stokes theorem to convert
the integral to another boundary integral, and consider
the limit as r →∞:
lim
r→∞T
∮
∂C
(∂rϑ)r
2d2Ω = 0 , (32)
where d2Ω = sin θdθdφ is the area element on the unit
2-sphere. In the limit as r → ∞, this integral exists
and depends on only the scalar charge µ, which recall we
define as
ϑ =
µ
r
+O (r−2) . (33)
Thus, we find
4piTµ = 0 ,
which implies that µ = 0.
The sketch presented above summarizes the proof that
scalar charge cannot be supported by objects without
event horizons in a quadratic gravity theory in which the
scalar field satisfies Eq. (29). In particular, this is the
case in the decoupling limit of dynamical Gauss-Bonnet
gravity, i.e. in D2GB where c1 = αGB. Those readers who
are satisfied with this level of detail may proceed to the
next Section. For those desiring mathematical rigor, we
now present the complete proof.
Proof. Our proof makes use of a special case of the gener-
alized Gauss-Bonnet-Chern theorem for manifolds with
boundary and indefinite metric, presented by Alty [99]
and later by Gilkey and Park [100]. Let us briefly re-
state this theorem for the special case of a 4-dimensional
manifold M with metric g of signature (−+++) or
(+−−−). Let M have a (potentially empty) boundary
∂M with an induced metric on each of its connected
components whose signature never changes sign, i.e. each
component has a normal n which is either everywhere
spacelike, everywhere timelike, or everywhere null. Then,
the 4-dimensional generalized Gauss-Bonnet-Chern the-
orem says that7
χ(M) = (−1)[p/2]
[∫
M
∆ +
∫
∂M
Θ(n)
]
, (34)
where χ(M) is the Euler characteristic ofM and [p/2] is
the largest integer ≤ p/2. The 4-form ∆ is given by [99]
∆ =
1
128pi2
abcd
a′b′c′d′Raba′b′R
cd
c′d′
√−gd4x , (35)
and the 3-form Θ(n) is given by [99]
Θ(n) = [Θ1(n)−Θ2(n)] (3)(n) , (36)
Θ1(n) =
1
16pi2
(3)abc
(3)a
′b′c′Raba′b′n
c
;c′ , (37)
Θ2(n) =
1
12pi2
(3)abc
(3)a
′b′c′na;a′n
b
;b′n
c
;c′ , (38)
with (3)abc = n
ddabc the induced volume 3-form in the
tangent subspace orthogonal to n.
To apply the 4-dimensional generalized Gauss-Bonnet-
Chern theorem, we will take the manifold M ≡ C ′r,T to
be a submanifold C ′r,T ⊂M of the whole spacetime. We
start with a submanifold Cr,T which is a spatial 3-ball
Br of radius r crossed with a time interval t ∈ [0, T ].
This submanifold does not satisfy the conditions of Alty’s
proof because (i) the boundary is not smooth, having
“corners” at the ends of the 4-cylinder (see Fig. 2), and
(ii) the boundary ∂Cr,T has a normal which is timelike
in some regions (the top/bottom of the 4-cylinder) and
spacelike in others (the sides of the 4-cylinder). However,
because the spacetime is stationary, the physics is not
affected by compactifying the time direction. Thus, we
7 The careful reader will note that Alty’s theorem was more
general, allowing for vector fields other than n. The price for this
generalization is to also include the topological kink number [99],
which vanishes when only considering n; hence we omit it. Gilkey
and Park [100] make this same simplification, also omitting the
kink number.
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use the identification t ∼ t+T , which turns the time axis
from R into S1. This glues the top and bottom of the
4-cylinder together, giving it the topology of Br×S1. We
call this glued manifold C ′r,T . The boundary ∂C
′
r,T has
topology S2×S1, and the normal is everywhere spacelike,
satisfying the conditions to apply Alty’s proof.
We now proceed by integrating the EOMs [Eq. (29)]
over the region C ′r,T ,∫
C′r,T
ϑ
√−gd4x = c1
∫
C′r,T
(∗Rabcd∗Rcdab)√−gd4x .
(39)
First we investigate the right-hand side, and apply
Eq. (34), which gives∫
C′r,T
ϑ
√−gd4x = c2
[
χ(C ′r,T )−
∫
∂C′r,T
Θ(n)
]
,
(40)
in the case of p = 1 (the final result is the same for
p = 3), where c2 = 32pi
2c1. The Euler characteristic of
a product manifold satisfies χ(M × N) = χ(M) · χ(N),
and χ(S1) = 0, thus χ(C ′r,T ) = 0. Thus, we have∫
C′r,T
ϑ
√−gd4x = −c2
∫
∂C′r,T
Θ(n) . (41)
We now must prove that in the limit r →∞, each side
of Eq. (41) exists (i.e. both integrals converge). We start
with the asymptotic behavior of the integrand Θ(n).
In a stationary, asymptotically flat spacetime [95, 96],
in asymptotically Cartesian coordinates (t, x, y, z), the
metric has asymptotic fall-off
gab = ηab +O(r−1) , (42)
with r defined in the ordinary Cartesian fashion, r2 =
x2 + y2 + z2. It is this function that defines the region
C ′r,T , and thus, na = ∇ar. In these same coordinates,
the behavior of na;b is
na;b = r
−1(δab − nanb) +O(r−2) . (43)
By assumption, we also have the asymptotic fall-off for
the components of the Riemann tensor, in an asymp-
totically Cartesian coordinate system, Rabcd ∼ O(r−2)
[true for all index positions because of Eq. (42)]. In fact,
Eq. (42) implies Rabcd ∼ O(r−3), but only the weaker
condition O(r−2) is required for our proof.
Now we can see the leading asymptotic behavior of the
integrands on the right-hand side of Eq. (41):
Θ1(n) ∼ O(r−3) , (44)
Θ2(n) ∼ O(r−3) . (45)
Actually, Θ1(n) decays as O(r−4) following the fall-off
of Riemann determined by Eq. (42), but again we only
need the weaker decay. When integrated over ∂C ′r,T , we
find that the integral exists and converges at least as∫
∂C′r,T
Θ(n) ∼ O(r−1) , (46)
and in the limit as r →∞,
lim
r→∞
∫
∂C′r,T
Θ(n) = 0 . (47)
We now turn to the left-hand side of Eq. (41), where
we can apply the generalized Stokes theorem to turn the
volume integral into a boundary integral:∫
C′r,T
ϑ
√−gd4x =
∫
∂C′r,T
dΣa∇aϑ , (48)
where dΣa is the area element on the boundary ∂C
′
r,T .
In asymptotically spherical coordinates, this is given by
dΣr = r
2d2Ωdt
[
1 +O(r−1)] , (49)
where the standard unit 2-sphere area element is d2Ω =
sin θdθdφ, and other components of dΣa are subdominant
and vanish in the limit r → ∞. To show convergence
we must study the behavior of asymptotic solutions to
Eq. (29).
The solution for ϑ will be a combination of homoge-
neous and particular solutions, ϑ = ϑhom +ϑpart, subject
to the condition of asymptotic flatness. Let us first
consider the homogeneous solution. In the limit r →
∞, Eq. (29) reduces to the flat-space Laplacian (from
stationarity and asymptotic flatness); thus we know that
ϑhom ∼
∑
lm
Ylm(θ, φ)
[ alm
rl+1
+ blmr
l
]
, (50)
for coefficients alm, blm. To satisfy asymptotic flatness
as r → ∞, we must have blm = 0 except for b00. The
coefficient b00 is determined by boundary conditions (or,
in the case of a shift-symmetric theory, it can be set to
any value). The integral in Eq. (48) is insensitive to b00
since only the derivative ∇aϑ enters the integrand.
We now consider the particular solution. The non-
compact source term, ∗R ∗R, decays at least as O(r−4)
[in fact as O(r−6) following Eq. (42), but again we only
need the weaker decay]. Therefore, the slowest-decaying
contribution from the particular solution is at worst
ϑpart ∼ r−2 or r−2 log r . (51)
This log term arises if there is an r−4 component in the
l = 1 term of the spherical harmonic decomposition of
the source term, ∗R ∗R.
Now we can show that the left-hand side integral of
Eq. (41) converges. From asymptotic flatness and in
asymptotically spherical coordinates we have
lim
r→∞
∫
∂C′r,T
dΣa ∇aϑ = lim
r→∞
∫
∂C′r,T
dt d2Ω r2 ∂rϑ . (52)
With the far-field asymptotic behavior of ϑhom and ϑpart
given in Eqs. (50) and (51), the only part of ∂rϑ that
contributes is
∂rϑ = ∂r(ϑhom + ϑpart) = −a00
r2
[
1 +O(r−1)] . (53)
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α1 α2 α3 α4 g(ϑ)
Kretsch. gravity 0 0 αK 0 ϑ
TEdGB gravity αTEdGB −4αTEdGB αTEdGB 0 e−γϑ
D2GB gravity αGB −4αGB αGB 0 ϑ
TABLE II. Parameter mapping for non-derivative, quadratic
gravity theories that we investigate in detail.
We conventionally call a00 = µ the scalar charge [com-
pare for example with Eq. (33)]. Thus, the left-hand side
converges to
lim
r→∞
∫
∂C′r,T
dΣa∇aϑ = −4piTµ . (54)
We have now shown that the integrals on both the left-
and the right-hand sides converge in the limit r → ∞.
Inserting the limits [Eq. (47) and Eq. (54)] into the
volume-integrated equation of motion [Eq. (41), after
applying the GBC theorem] yields
4piTµ = 0 . (55)
Thus we have proved that the asymptotically 1/r,
spherically-symmetric scalar charge µ must vanish.
IV. NEUTRON STAR SCALAR CHARGE IN
QUADRATIC GRAVITY
In this section, we derive the NS scalar charge in a
few quadratic gravity theories. In particular, we focus
on theories with non-derivative interactions but allow for
both topological and non-topological interaction densi-
ties (the bottom rectangle in Fig. 1). Such theories are
defined through the interaction density of Eq. (9), which
with a certain choice for fi(ϑ), leads to the quadratic
action
Sq =
∫
d4x
√−g g(ϑ) [α1R2 + α2RabRab
+ α3RabcdR
abcd + α4
∗RabcdRabcd
]
, (56)
where (α1, α2, α3, α4) are all constants. This particular
choice of fi(ϑ) allows us to recover the examples discussed
in Sec. II through appropriate choices of g(ϑ), as shown in
Table II. Notice also that D2GB gravity can be recovered
from TEdGB gravity by taking the limit γ → 0 while
γ αTEdGB → −αGB = const.
The NS scalar charge is obtained by solving the EOM
for the scalar field. The latter follows from Eq. (8),
which with a vanishing potential (U = 0) and the non-
derivative, quadratic gravity action of Eq. (56) reduces
to ϑ = S, where we have defined the source function
S ≡ −
(
∂g
∂ϑ
)(
α1R
2 + α2RabR
ab
+ α3RabcdR
abcd + α4
∗RabcdRabcd
)
. (57)
Once we solve the EOM and extract the scalar charge,
we will use it in the next Section to determine the best
systems to constrain such theories, and estimate new
constraints when possible.
We first concentrate on deriving the scalar charge of
a non-rotating NS, and then extend the analysis to a
rotating configuration. In each case, we will first cal-
culate the scalar charge analytically within a weak-field
approximation scheme and for certain simple equations of
state. We will then confirm our results numerically in the
strong-field regime and for more complicated equations
of state. We will explicitly demonstrate the vanishing
of the scalar charge in D2GB gravity, which was proven
formally in the previous section, and also show that the
scalar charge does not vanish in TEdGB gravity or in
Kretschmann gravity.
For the purposes of comparison, we note here that the
scalar charge has also been computed for BHs in several
quadratic gravity theories [24, 29–32, 49, 101]. In the
decoupling limit of any non-derivative quadratic gravity
theory, for a BH with a mass MBH and at leading order
in spin, the dimensionless (mass-reduced) scalar charge
is given by
µ
(0)
BH = 2g
′(0)
α3
M2BH
. (58)
This is non-vanishing for D2GB, to be compared with the
vanishing of scalar charge for NSs.
A. Non-rotating Neutron Stars
Let us first consider a non-rotating stellar configu-
ration, described by a perfect fluid matter source that
generates a spherically symmetric spacetime. Given this,
the scalar field can only be a function of the radial
coordinate, namely ϑ = ϑ(0)(r). The superscript (0)
reminds us that we can think of ϑ(0) as the zeroth-order
term in a small-spin expansion. The GR metric is then
simply
ds2(0) = − eνdt2 +
(
1− 2M
r
)−1
dr2
+ r2
(
dθ2 + sin2 θdϕ2
)
, (59)
where M = M(r) is the spherically-symmetric enclosed
mass and ν = ν(r) is a metric function that satisfies the
Einstein equations. The scalar field evolution equation is
then
d2ϑ(0)
dr2
= −2[2pi(p− ρ)r
3 + r −M ]
r(r − 2M)
dϑ(0)
dr
+ S(0) , (60)
where p(r) and ρ(r) are the internal pressure and energy
density, and S(0) is the function evaluated on g
(0)
ab [see
Eq. (A1)]. The calculation of the scalar charge requires
that we first solve Eq. (60) inside the star and then
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match it to an exterior solution at the stellar surface to
determine any constants of integrations.
Analytic solutions to Eq. (60) for the scalar field
do not generically exist in closed-form, but they can
be obtained using certain approximations, such as a
post-Minkowskian or weak-field expansion. In a post-
Minkowskian expansion, one expands and solves the
equations in powers of the compactness C = M∗/R∗  1,
where M∗ and R∗ are the NS mass and radius.8 But
even with such an approximation, Eq. (60) can still only
be solved for certain particular equations of state [102–
104]. We focus here on an n = 0 polytropic equation of
state [102] (p = Kρ1+1/n, where K and n are constants
with the latter representing the polytropic index) and
a Tolman VII equation of state [103, 104] with ρ ∝
1 − r2/R2∗. These represent a constant density star and
an approximation to more realistic equations of state
respectively.
Given the above, we compute the scalar charge as
follows. First, we substitute the analytic, GR solutions9
to the equations of structure for the metric tensor and
pressure at zeroth-order in rotation into Eq. (60). We
next substitute Eq. (27) in Eq. (60) and expand the
equation order by order in ζ. The exterior solutions can
be obtained by setting p = 0 = ρ, M = M∗ and solving
the decomposed equations order by order, as given by
Eqs. (A3) and (A4). Meanwhile, the interior solutions
can be obtained as a further expansion in powers of C.
We match these exterior and interior solutions order by
order in C and ζ at the stellar surface using the condition
given by Eq. (A16).
Once a solution to Eq. (60) has been obtained, we can
then read off the 1/r piece of the external solution and
calculate
ϑ
(0)
ext(r) = ϑ∞ + µ
(0)M∗
r
+O
(
M2∗
r2
)
(61)
far from the source (r  M∗). Here, µ(0) is the dimen-
sionless scalar charge at zeroth-order in spin and ϑ∞ is
a constant that the scalar field asymptotes to at spatial
infinity. Recall again that this constant can be set to zero
in theories that are shift symmetric.
Let us now present the scalar charge in TEdGB, D2GB
and Kretschmann gravity. In order to reveal whether and
how the scalar charge vanishes, let us consider the theory
defined by the interaction density of Eq. (56) with
g(ϑ) = e−γϑ , (62)
and α4 = 0. We recover the theories mentioned above by
taking the following limits
8 Neutron stars are objects with small compactness, typically of
O(10−1), so a post-Minkowskian expansion is well-justified.
9 The effect of non-GR corrections to the metric on the scalar
charge can be neglected to the order we work on, as explained in
App. A 1 a.
• TEdGB limit : (α1, α2, α3)→ αTEdGB(1,−4, 1).
• Kretschmann limit : γ → 0, while γ(α1, α2, α3) →
−αK(0, 0, 1) for a constant αK.
• D2GB limit : γ → 0, while γ(α1, α2, α3) →
−αGB(1,−4, 1) for a constant αGB.
With this in mind, the scalar charge for a NS with an
n = 0 polytropic equation of state is
µ
(0)
n=0 = − 12 γ e−γϑ∞
C
R2∗
(
αGB,1 − 35αGB,2C − 1835αGB,2C2
)
− 9635 γ3 e−2γϑ∞
C3
R4∗
[
32α23 + 63αGB,2(αGB,2 − α3)
]
+O
(
ζ3/2, C4
)
, (63)
while for a Tolman VII equation of state we find
µ
(0)
Tol = − 1207 γ e−γϑ∞
C
R2∗
[
αGB,2 − 122 (19αGB,1 + αGB,2)C
− 12145 (1583αGB,1 + 177αGB,2)C2
]
− 3201001 γ3 e−2γϑ∞
C3
R4∗
[
1008α23 + 5αGB,2 (300αGB,2
− 373α3)] +O
(
ζ3/2, C4
)
, (64)
where we have here defined
αGB,1 ≡ 3α1 + α2 + α3 , αGB,2 ≡ α1 + α2 + 3α3 . (65)
Both combinations αGB,1, αGB,2 vanish for the Gauss-
Bonnet ratio (α1, α2, α3) ∝ (1,−4, 1). Note that the
terms proportional to R−2∗ and R
−4
∗ in Eqs. (63) and (64)
are of O(ζ1/2) and O(ζ) respectively.
Let us now take the aforementioned limits to in-
vestigate the scalar charge in TEdGB, D2GB and
Kretschmann gravity. In the Kretschmann limit,
Eqs. (63) and (64) reduce to
µ
(0),K
n=0 = 12αK
C
R2∗
(
1− 9
5
C − 54
35
C2
)
+O
(
ζ3/2, C4
)
,
(66)
µ
(0),K
Tol =
360
7
αK
C
R2∗
(
1− 1
3
C − 2114
6435
C2
)
+O
(
ζ3/2, C4
)
.
(67)
Observe that the O(ζ) contribution vanishes in
Kretschmann gravity because the scalar field is linearly
coupled to the Kretschmann density in the quadratic ac-
tion. In fact, the O(ζ) part of the scalar charge vanishes
generically for any quadratic gravity where the scalar
field is coupled linearly to a quadratic curvature scalar,
i.e. for any non-derivative quadratic gravity theory to
leading-order in the decoupling limit.
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Next, let us investigate the TEdGB limit. Since in this
limit αGB,1,2 → 0, the scalar charge becomes
µ
(0),TEdGB
n=0 = −
3072
35
γ3 e−2γϑ∞ α2TEdGB
C3
R4∗
+O
(
ζ3/2, C4
)
,
(68)
µ
(0),TEdGB
Tol = −
46080
143
γ3 e−2γϑ∞ α2TEdGB
C3
R4∗
+O
(
ζ3/2, C4
)
.
(69)
Notice that the O(ζ1/2) contribution vanishes in this case
and the leading order contribution is of O(ζ). Such a
modification would be of second-order in the coupling
constants, and thus, a consistent treatment would require
inclusion of terms of the same order in the non-minimal
curvature coupling at the level of the action—we ignore
such terms here, although in principle they could cancel
the above result. Notice also that the leading-order
terms are proportional to C3, whereas those in Eqs. (63)
and (64) are proportional to C. Therefore, the scalar
charges in TEdGB gravity are quadratically suppressed
by the stellar compactness. We have checked that these
analytic results match the purely numerical calculation
of [105].
Finally, let us now consider the D2GB limit. We can
do this by simply taking the γ → 0 limit of Eqs. (68)
and (69) while γαTEdGB remains finite. Doing so, one
finds that the scalar charge vanishes identically to O(ζ).
From the O(ζ1/2) contribution in Eqs. (63) and (64),
one sees that the Gauss-Bonnet combination is the only
one that can make the scalar charge vanish. Moreover,
the charge depends on different combinations of αGB,1,2
at different orders in compactness, but in all cases, the
charge vanishes linearly with αGB,1 and αGB,2 in the
Gauss-Bonnet limit.
Given the result of Sec. III, we know that this van-
ishing must hold to all orders in compactness. We can
further support this expectation with another explicit
analytic example, without imposing a post-Minkowskian
expansion. Determining this in closed-form is difficult
in general, but doable for strongly anisotropic NSs with
an n = 0 polytropic equation of state. Let us then
consider anisotropic NSs following [106] as a toy model,
which allows for solutions to the equations of stellar
structure analytically without any approximations. We
consider the strongly anisotropic limit, in which the
radial pressure vanishes, so that calculations are analyt-
ically tractable. Working in D2GB gravity, we solve the
scalar field equation in the interior region analytically
without a post-Minkowskian expansion, then match the
solution to the exterior one at the surface and find that
the scalar charge vanishes exactly (see App. A 3 for more
detailed calculations).
We can also show that the scalar charge vanishes in
D2GB gravity for more general equations of state and
isotropic matter, provided we carry out a numerical anal-
ysis. Details of the numerical algorithm are explained
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FIG. 3. (Color online) Scalar monopole charge in non-
derivative, quadratic gravity in the decoupling limit for vari-
ous equations of state at zeroth- (µ(0)) and second-order (µ(2))
in rotation as a function of α1/α with α an arbitrary constant.
For this example, we set C = 0.1, α2 = −4α and α3 = α. For
the TolmanVII stars and the n = 0 polytropes, we further set
R∗ = 12 km. Observe that the charges approach zero rapidly
as one approaches the Gauss-Bonnet limit (α1/α→ 1). Solid
and dashed curves represent the analytic relation for the
TolmanVII models and the n = 0 polytropes within the post-
Minkowskian approximation.
in App. A 2. As an example, let us consider the non-
derivative, quadratic gravity model of Eq. (56) in the
decoupling limit, i.e. with g(ϑ) = ϑ. Such a model
contains both D2GB gravity and Kretschmann gravity,
as one can see in Table II. Figure 3 shows the scalar
charge for NSs with α2 = −4α, α3 = α and C = 0.1.
Observe how the charge vanishes as the Gauss-Bonnet
limit (α1/α→ 1) is approached for all equations of state
considered. For comparison, we also include the scalar
charge computed for an n = 0 polytrope and a Tolman
VII equation of state numerically (red crosses and blue
circles) and in a post-Minkowskian expansion (dashed
and solid curves). Observe how good of an approxima-
tion the post-Minkowskian expansion is relative to the
numerical solutions.
B. Slowly-rotating Neutron Stars
The theorem in Sec. III is not only more rigorous than
that presented in Ref. [24], but it can also be applied to
a rotating NS. We here explicitly demonstrate that the
scalar charge vanishes in D2GB gravity even for a slowly-
rotating configuration both analytically and numerically.
To do so, we consider a quadratic gravity theory with the
quadratic action of Eq. (56) but with a linear coupling
function g(ϑ) = ϑ. This will allow us to investigate how
the scalar charge vanishes in the D2GB limit.
We work in a slow-rotation expansion of Hartle and
Thorne [107, 108] to quadratic order in spin, i.e. a sys-
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tematic expansion in J/M2∗  1, where J ≡ | ~J | is the
magnitude of the spin angular momentum. Physically,
we assume that M∗Ω  1, or equivalently M∗/P  1,
where Ω and P are the spin angular frequency and spin
period of the star respectively. Such an assumption is
well-justified for all observed pulsars, even those with
millisecond periods for which M∗Ω = O(10−2).
Because non-rotating stars are spherically symmetric,
deformations due to rotation can be modeled through a
spherical harmonic decomposition. The scalar field can
then be decomposed as
ϑ(r, θ)=ϑ(0)(r) +
∑
l=0,2
ϑ
(2)
l (r)Pl(cos θ) +O[(M∗Ω)4] ,
(70)
where r and θ are radial10 and polar coordinates re-
spectively, Pl(·) are Legendre polynomials, and ϑ(2)` =O[(M∗Ω)2]. As expected, there is no azimuthal angle
dependence, because rotating stars remain axisymmetric
when in slow rotation.
The scalar charge is the piece of the scalar field that
decays as 1/r at spatial infinity and is independent of
θ, and thus, we must solve for ϑ(0) and ϑ
(2)
0 . The
former leads to the scalar charge in spherical symmetry,
which we already considered in the previous subsection,
so we here concentrate on the spin-dependent correction
to the scalar charge found in ϑ
(2)
0 . One can define the
dimensionless scalar charge µ(2) at quadratic order in
spin from the asymptotic behavior of ϑ
(2)
0 at spatial
infinity in the same way as in Eq. (61):
ϑ
(2)
0,ext(r) = µ
(2)M∗
r
+O
(
M2∗
r2
)
. (71)
Here, we set ϑ
(2)
0,ext(∞) = 0 without loss of generality by
absorbing it into ϑ∞. As mentioned earlier, we uniquely
specify ϑ∞ to be a constant (which we will set to 0 in
Sec. V C) to all orders in rotation in order to fix the
freedom of simultaneous redefinition of αTEdGB and ϑ;
fixing this freedom is required to discuss limits on αTEdGB.
The field equation for ϑ
(2)
0 has the same form as Eq. (60),
except that S(0) needs to be replaced by S(2), whose
explicit form with a linear coupling function is given
in Eq. (A10). As in the non-rotating case, we work in
the small coupling approximation by decomposing ϑ
(2)
l in
terms of ζ1/2 and solving the decomposed field equation
order by order. The exterior solution for the scalar field
at second order in spin and to leading order in ζ1/2 is
given by Eq. (A11).
We now derive µ(2) analytically within the post-
Minkowskian approximation. As in the non-rotating
10 Technically, this radial coordinate has been transformed from
the standard radial coordinate of a non-rotating configuration,
following the procedure laid out by Hartle and Thorne [107, 108].
case, we expand the scalar field equation at second order
in spin about C = 0 and solve it order by order in
C in the interior region. We then match this solution
to the exterior solution expanded in C  1, using the
conditions in Eqs. (A17) and (A18). With an n = 0
polytropic equation of state, we find
µ
(2)
n=0 = 12Ω
2
[
αGB,1 − 1
20
(12αGB,1 + 61αGB,2)C
+
3
7
(
13
4
αGB,1 − 9
25
αGB,2
)
C2
]
+O
(
ζ3/2, C3
)
.
(72)
Notice that µ
(2)
n=0 vanishes to O(ζ) in the D2GB limit,
i.e. when αGB,1,2 → 0, in agreement with Sec. III. We
do not present µ(2) with a TolmanVII equation of state
because then we can only solve the equations of structure
analytically at zeroth order in rotation.
We next carry out a numerical calculation without
imposing the post-Minkowskian approximation and for
a variety of realistic equations of state. We use the
same numerical algorithm presented in App. A 2. The
results of this numerical investigation for non-derivative,
quadratic gravity in the decoupling limit are presented
in Fig. 3. Observe how µ(2) approaches zero as one
approaches the D2GB limit, just like µ(0) does. Observe
also that the numerical results for an n = 0 polytrope
agree very well with the analytic ones in Eq. (72).
V. CURRENT AND FUTURE CONSTRAINTS
In this section, we study what estimated and projected
constraints can be placed on some of the quadratic
gravity theories discussed in Sec. II, using binary pulsar
observations and GW observations. We begin in Sec. V A
with a discussion of how a non-vanishing scalar charge
leads to the emission of dipolar radiation, which affects
the orbital period decay of binary systems and the grav-
itational waves they emit.
Consider a binary system emitting dipolar radiation at
the orbital period. If the system is observed via pulsar
timing, the leading deviation from GR is the correction
to the post-Keplerian parameter P˙b, the binary’s period
derivative. This correction enters at −1PN relative to the
GR effect. Meanwhile if the system is observed through
GWs, the deformation from the GR GW prediction can
be captured via the βppE parameter of the parameterized
post-Einstein (ppE) framework [109]. Thus the two
observables we seek to compute in this Section are the
correction to the change in the binary period, P˙b, and
the ppE parameter βppE. These quantities can be used to
project estimated constraints on the theories of interest.
We will consider three example theories. In Sec. V B,
we focus on D2GB gravity as an example of shift-
symmetric, topological quadratic gravity. We then study
two theories which do not satisfy the conditions of
the miracle hair loss theorem. In Sec. V C we focus
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on non-shift-symmetric but topological theories, with
TEdGB as an example. Finally in Sec. V D we focus on
non-shift-symmetric and non-topological theories, with
Kretschmann gravity as an example.
For each theory, we will consider the two cases of
binaries without BHs, and binaries with at least one BH.
The latter is required for D2GB, which falls under the
purview of the theorem, since otherwise dipolar radi-
ation is strongly suppressed. Since both TEdGB and
Kretschmann predict that NSs source a non-vanishing
scalar charge, binary systems without BHs suffice to
stringently constrain these theories (though NS/BH bi-
naries still produce the most stringent projected con-
straint). The best estimated and projected constraints
for each of these theories are summarized in Table I.
A. Dipole Radiation, Binary Pulsars, and
Gravitational Waves
Consider a binary system composed of two compact ob-
jects (either BHs, NSs, or WDs) with masses m1 and m2
and observed, for example, through radio pulsar timing
or through future GW detectors. A dynamical scalar field
will induce a plethora of corrections to the dynamics of
the binary, but, typically, the most important of these is
due to the energy flux the field carries away as it evolves.
As calculated in e.g. [1, 24, 41], this flux is
E˙(ϑ) = −4pi
3
η2
(
µ
(0)
1 − µ(0)2
)2
(v12)
8 , (73)
where η ≡ m1m2/m2 is the symmetric mass ratio, m ≡
m1+m2 is the total mass, µ
(0)
1,2 is the scalar charge of each
compact object (we drop higher-spin corrections since
NSs spin only slowly as already mentioned in Sec. IV B),
and v12 is the magnitude of the binary’s relative orbital
velocity. Observe that E˙(ϑ) is a −1PN order correction11
to the GW energy flux in GR E˙GR = −(32/5)η2(v12)10.
For binary pulsars, the most important effect of the
scalar energy flux is a modification to the rate of orbital
period decay P˙b, which has already been stringently
constrained [22, 23]. The orbital period decay is also
modified due to corrections to the binding energy Eb,
but these are subdominant in a PN sense. The rate of
decay of the orbital period Pb, at leading PN order, can
be written as
P˙b =
3
2
Pb
Eb
(
E˙GR + E˙
(ϑ)
)
. (74)
We consider a binary pulsar whose period derivative is
observed to be consistent with the prediction of GR,
11 Henceforth, a term proportional to (m/r12)A relative to its
leading-order expression will be said to be of APN order, with
r12 the binary’s separation. By the virial theorem, v212 is of the
same order as m/r12, and thus, a term proportional to (v12)2N
relative to some other term will be said to be of NPN order.
with an observational uncertainty given by σP˙b . From
this observation, one could infer that the fractional cor-
rection due to E˙(ϑ) must be smaller than the fractional
uncertainty in the measurement and we can estimate∣∣∣∣∣ E˙(ϑ)E˙GR
∣∣∣∣∣ .
∣∣∣∣σP˙bP˙b
∣∣∣∣ . (75)
Combining Eqs. (73) and (75), one then finds that a
binary pulsar observation consistent with GR places a
constraint on the scalar charges of roughly∣∣∣µ(0)1 − µ(0)2 ∣∣∣ . ∣∣∣∣ 245pi σP˙bP˙b
∣∣∣∣1/2 |v12| . (76)
Such a bound can be converted into a constraint on√|αX | once we substitute the explicit forms of the scalar
charge on the left-hand side of Eq. (76). Observe that if
the binary components have comparable compactnesses
(and thus comparable scalar charges), as is the case for
NS/NS binary pulsars, then the constraint is weakened.
Thus, when a scalar charge is present and a scalar en-
ergy flux is sourced, the best systems to constrain such
modifications are mixed binaries.
The most important effect of the scalar energy flux in
the GWs emitted by binary systems is a modification
in the Fourier phase of the waves. This correction can
be well-described in the parameterized post-Einsteinian
framework of [109]. Performing a stationary phase ap-
proximation analysis, the GW phase correction to GR
in the Fourier domain is of −1PN relative order, with
magnitude
βppE = − 5pi
1792
(
µ
(0)
1 − µ(0)2
)2
η2/5 . (77)
Consider a future GW measurement that is consistent
with GR, meaning that βppE is consistent with zero with
an uncertainty given by σβppE . From such a measure-
ment, we would estimate the projected constraint∣∣∣µ(0)1 − µ(0)2 ∣∣∣ . (17925pi σβppE
)1/2
η−1/5 . (78)
This bound can be converted into a projected constraint
on
√|αX |, just as for binary pulsars, by substituting in
the explicit forms of the scalar charge on the left-hand
side.
When dipole radiation is present in a given theory,
binary pulsar observations are better than GW obser-
vations to constrain that theory [110]. This is because
dipole radiation enters at a pre-Newtonian order rel-
ative to GW predictions in GR, which enter through
quadrupole radiation at “Newtonian” order. This means
that dipole radiation affects observables at O(c2/v212)
relative to the GR expectation. The orbital period of
binary pulsars is much larger than that of GW sources
of ground-based interferometers, and thus, v12 is much
smaller, which makes the effect of dipole radiation much
larger for binary pulsars.
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B. Shift-Symmetric, Non-Derivative, Topological
Quadratic Gravity: D2GB Example
Let us take D2GB as an example of quadratic gravity
theories with a shift symmetric, non-derivative, topolog-
ical interaction density. As discussed in Sec. III, NSs
will not source scalar charge in this theory, but BHs will.
Let us then separate the discussion of constraints into
those that come from binaries where at least one of the
components is a BH and those where neither component
is a BH.
1. Binaries without black holes
Since scalar charge is not sourced in this case, the
main modifications to the evolution of the binary is
due to higher-order multipole scalar hair and metric
deformations induced by modifications to the multipole
moments. The latter dominates the former as sketched
in App. B and arise through corrections to the moment of
inertia and to the quadrupole moment of each individual
star. These modifications induce corrections in the rate
of decay of the orbital period and to the GW signal, but
they are of 1.5 PN order or higher relative to the leading-
order term in GR. Therefore, current binary pulsar ob-
servations of P˙b cannot place meaningful constraints on
D2GB gravity.
One could, in principle, use other binary pulsar ob-
servables to constrain the theory, such as the rate of
change of the pericenter 〈w˙〉. This quantity would be
corrected at 0.5PN order relative to GR due to modifi-
cations to the star’s moment of inertia and at 1PN order
due to quadrupole moment deformations. The moment
of inertia, however, is very hard to measure [111], and
expected errors will be too large to allow for meaningful
constraints [105]. Moreover, 1PN corrections to perihe-
lion precession from quadrupole moment deformations
would lead to constraints that are outside the regime of
validity of the decoupling limit, as is also the case in
dynamical Chern-Simons gravity [27].
One could in principle constrain these higher PN effects
with GW observations produced in the inspiral of NS
binaries. We cannot construct an estimate of these here
because the precise form of such corrections is not yet
known.
2. Binaries with at least one black hole
Black holes source a scalar charge, so the dynamics of
mixed BH/NS systems is strongly corrected. Therefore,
the best constraints on quadratic gravity with shift-
symmetric, non-derivative, and topological interactions
will come from future observations of binary systems
where at least one of the binary components is a black
hole.12 This could be achieved, for example, through
future observations of yet unobserved BH/NS pulsar
binaries with radio telescopes [112, 113] or through future
observations of the GWs emitted by BH/BH or BH/NS
binaries [24, 64].
We can estimate the magnitude of the constraints one
could achieve on D2GB gravity, given a future BH/NS
pulsar observation with the Five-Hundred-Meter Aper-
ture Spherical Radio Telescope (FAST) [114] or with the
Square-Kilometer Array (SKA) [57]. Let us then consider
a binary with masses of mBH = 10M and mNS = 1.4M
in a circular orbit. Substituting the scalar charge of
a non-rotating BH, given by Eq. (58) [24, 29–32] to
leading order in the coupling constant, and Kepler’s law
v12 = (2pim/Pb)
1/3 in Eq. (76), one obtains the projected
bound(√
|αGB|
)Bin.Pul.
BHNS
. 0.12 km
(
mBH
10M
)(
m
11.4M
)1/6
×
(
σP˙b
/P˙b
10−2
)1/4 (
Pb
3 days
)−1/6
. (79)
The contours of Fig. 4 show estimates of the upper
bound on
√|αGB| [km] from Eq. (79), as a function of
|σP˙b/P˙b| and Pb. Reference [113] estimated the accuracy
to which FAST and SKA, as well as a 100-meter radio
dish for reference, would be able to measure the orbital
period decay as a function of the orbital period [113].
Figure 4 shows these estimates with solid, dashed or
dotted curves, assuming a 3 or a 5 year observation.
Given an observation of the orbital decay rate consistent
with GR and with period Pb,obs, one obtains a point in
this figure that must lie on one of the observation curves
(either the 100 meter, FAST or SKA curves), which
would then place an estimated constraint on
√|αGB|
shown by the contours.
Let us now estimate the magnitude of the constraints
one could achieve on D2GB gravity with a future GW
observation with aLIGO of the late inspiral of a compact
binary. Cornish et al. [110] found that given an aLIGO
GW observation with signal-to-noise ratio (SNR) of 20,
one could assert that βppE is zero up to an uncertainty
of roughly σβppE = 5 × 10−4. Using this projected
uncertainty and Eq. (78), we find the projected bound
(√
|αGB|
)GW
BHNS
. 3.0 km
(
σβppE
5×10−4
)1/4 (
mBH
5M
)(
0.171
η
)1/10
(80)
12 In dynamical Chern-Simons gravity, BHs do not possess a scalar
charge, but it is still true that the best constraints come from
BH binaries. This is because the leading correction to the binary
evolution in this theory enters at 2PN order and is proportional
to spin squared [24, 26, 27]. Since black holes spin much faster
than NSs in general, BH binaries will place constraints that are
stronger than NS binaries [26, 27].
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FIG. 4. (Color online) Upper bound on the theory coupling
parameter |αGB|1/2 in D2GB gravity in units of kilometers as
a function of orbital period and the measurement accuracies
of the orbital period decay rate of a BH/NS binary pulsar
[Eq. (79)]. We also show the projected accuracy of the
measurement of the orbital period decay rate with a 100
meter antenna (red solid curve), FAST (green dotted curve)
and SKA (magenta dashed curve), as a function of orbital
period. Given observations of the orbital period decay rate
with this predicted accuracy, one would be able to constrain
D2GB gravity one order of magnitude more stringently than
the current estimated bound.
for a (1.4, 5)M NS/BH binary, and
(√
|αGB|
)GW
BHBH
. 3.4 km
(
σβppE
5×10−4
)1/4 (
m
15M
)
(
0.33
δm/m
)1/2 (
η
0.22
)9/10
(81)
for a (10, 5)M BH/BH binary, where δm ≡ m1 − m2.
Eq. (81) is in agreement with [24], where the constraint
was first calculated.
How do these future constraints compare to current
constraints? Recall that the observation of LMXBs has
implied the constraint
√|αGB| < 1.9 km [64]. We then
see that pulsar observations would be able to improve
this constraint by 1 order of magnitude, while GW
observations would lead to comparable constraints. One
concludes that binary pulsars will be better at constrain-
ing dipole radiation than GW observations, provided
a BH/pulsar binary is observed. These results are in
agreement with those found in [110].
C. Non-Shift-Symmetric, Topological Quadratic
Gravity: TEdGB Example
Let us take TEdGB as an example of quadratic grav-
ity theories with a non-shift-symmetric, non-derivative,
topological interaction density. This time, NSs do source
a scalar charge, and thus, BHs are not needed to activate
scalar energy flux correction. We then expect that binary
pulsar observations of NS/WD and NS/NS systems will
lead to strong estimated constraints. As before, we
separate the discussion into observations that involve
binaries with at least one BH and those without BHs.
1. Binaries without black holes
Let us first concentrate on radio pulsar observations.
The best constraints on TEdGB using binaries without
BHs will come from mixed NS/WD observations, as these
will have the most dissimilar compactnesses, and thus,
the difference in the scalar charges will not be inherently
small. Using the leading-order term of Eq. (69) with a
Tolman VII model in a C  1 expansion, and choosing
γ = 1 and ϑ∞ = 0 to be consistent with [105], one finds
the estimated constraint
(√
|αTEdGB|
)Bin.Pul.
NSWD
. 1.4 km
(
mNS
1.46M
)−3/4 (
RNS
12km
)7/4
×
(
|v12/c|
1.2×10−3
)1/4( σP˙b/P˙b
6.1×10−2
)1/8
.
(82)
The values of the NS mass, the orbital velocity and the
observational error that we chose to normalize the above
constraint are those of J1738+0333 [22].
The estimate found above clearly depends on the NS
radius RNS, because this quantity unavoidably enters
the NS charge. Figure 5 shows this dependence for a
Tolman VII model and an n = 0 polytropic model using
the mass, orbital velocity and measurement accuracy of
J1738+0333 [22]. Observe that the estimated constraints
are always between 1 and 2km for the Tolman VII model,
which recall is a more realistic equation of state than
an n = 0 polytrope. Observe also that the bounds
on TEdGB gravity are comparable to the best current
bounds that uses the existence of BH solutions [49, 50].
We have also studied the bound one could place on
αTEdGB from observations of the WD/NS pulsar binary
J0348+0432 [115] and found it to be slightly weaker.
A similar constraint can be derived from the obser-
vation of the double NS pulsar binary J0737–3039 [21].
Following the same procedure as that described above,
but this time keeping both scalar charges, we find the
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FIG. 5. (Color online) Upper bound on
√|αTEdGB| from
observations of the orbital decay rate of J1738+0333 [22]
as a function of the NS radius with γ = 1 and ϑ∞ = 0.
For this constraint, we use the analytic post-Minkowskian
calculation of the scalar charge with a Tolman VII and an
n = 0 polytropic equation of state (Eqs. (68) and (69)).
For comparison, we also include the most stringent current
constraint based on BH existence considerations [49, 50].
estimated constraint
(√
|αTEdGB|
)Bin.Pul.
NSNS
. 1.7 km
(
R1
11.5 km
)7/4 ( R2
12 km
)7/4
(
|v12/c|
2.08×10−3
)1/4( σP˙b/P˙b
1.7×10−2
)1/8
[(
m1
1.337M
)3 (
R2
12 km
)7
−
(
m2
1.250M
)3 (
R1
11.5 km
)7]−1/4
,
(83)
where we have assumed that m1 > m2, and thus,
R2 ≥ R1. Observe that this constraint is comparable but
slightly weaker than those obtained with J1738+0333.
This is because in the double NS binary pulsar case there
is a natural suppression in the amount of scalar energy
flux emitted due to the comparable masses of the system,
i.e. when m1 ∼ m2, then µ1 ≈ µ2 and thus E˙(ϑ) is
suppressed. Observe also that this constraint depends on
the radii of both NSs. Varying the radii of Eq. (83), we
find that the estimated constraint varies between roughly
1.5 and 3.5 km.
Let us now estimate the magnitude of the constraints
one could achieve on TEdGB gravity with a future GW
observation. As in Sec. V B, we assume an aLIGO
observation of the late inspiral of a NS/NS binary with
an SNR of 20. Setting γ = 1 and ϑ∞ = 0, we find the
projected constraint(√
|αTEdGB|
)GW
NSNS
. 7.9 km
(
σβppE
5×10−4
)1/8 (
R1
11.5 km
)7/4
(
R2
12 km
)7/4 ( 0.249
η
)1/20
[(
m1
1.6M
)3 (
R2
12 km
)7
−
(
m2
1.4M
)3 (
R1
11.5 km
)7]−1/4
.
(84)
As before, these projected constraints also depend on the
radii of both NSs. Varying these parameters, we find the
constraint is always between 6 and 14 km. Once more,
we see that the projected constraints we could place with
GWs are weaker than the estimated constraints with
J1738+0333. This is because in TEdGB the scalar charge
does not vanish, thus exciting dipole radiation which
enters at a pre-Newtonian order and could be better
constrained by binary pulsar observations, as discussed
in Sec. V A.
2. Binaries with at least one black hole
Let us first discuss future binary pulsar observations
where one component of the binary is a BH. The cor-
rection to the scalar energy flux is then dominated by
the scalar charge of the BH, which we model through
Eq. (58). This scaling from the D2GB limit agrees with
what is found in analytic calculations in TEdGB [49].
Given this, the projected constraint with a future BH-
pulsar binary observation is the same as that in Eq. (79)
and Fig. 4. Such projected bounds are roughly an order
of magnitude stronger than the estimated constraints
that use binary systems without BHs.
Let us now consider projected constraints with GW
observations. As in Sec. V B, let us assume an aLIGO
observation with an SNR of 20 of the late inspiral of
a compact binary. Setting γ = 1 and ϑ∞ = 0, we
find the same projected constraints as those in Eq. (80)
for a NS/BH inspiral and Eq. (81) for a BH/BH binary
inspiral observation. In both cases, this is because both
constraints use the same BH scalar charge as in D2GB.
We see again that both constraints improve by roughly
an order of magnitude when including BHs relative to
those of Sec. V C 1. But again, these GW constraints
would be weaker than binary pulsar constraints, if the
latter observed a BH/pulsar system.
How do these future constraints compare to current
constraints? Recall that current constraints on TEdGB
gravity come from BH existence considerations, which
require that
√|αTEdGB| < 1.4 km [49, 50]. We then see
that projected constraints with BH/pulsar observations
will improve this bound by one order of magnitude, while
projected GW constraints will be comparable or slightly
weaker than current constraints.
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D. Non-Shift-Symmetric, Non-Topological
Quadratic Gravity: Kretschmann Example
Let us take Kretschmann gravity as an example of
quadratic gravity theories with a non-shift-symmetric,
non-derivative, non-topological interaction density. As
in the TEdGB case, NSs do source a scalar charge, and
once more, BHs are not needed to activate corrections to
the dynamics due to the scalar energy flux. We therefore
expect radio pulsar observations of NS/WD and NS/NS
binaries to lead to strong estimated bounds. We again
separate the discussion into observations that include
binaries with at least one BH and those without BHs.
1. Binaries without black holes
Let us first focus on binary pulsar observations. As in
the previous cases, the dominant correction to the energy
flux is given by Eq. (73). In order to obtain estimated
constraints on Kretschmann gravity, we use the post-
Minkowskian result for µ
(0)
K with the Tolman VII model
given in Eq. (67). For a WD/NS binary pulsar, Eq. (76)
leads to the estimated constraint(√
|αK|
)Bin.Pul.
NSWD
. 0.076 km
(
mNS
1.46M
)−1/2 (
RNS
12km
)3/2
(
|v12/c|
1.2×10−3
)1/2( σP˙b/P˙b
6.1×10−2
)1/4
. (85)
Observe that this is a rather strong estimated constraint,
when compared to those found in D2GB gravity and
TEdGB gravity.
As in the TEdGB gravity case, the estimated binary
pulsar constraints depend on the NS radius. Figure 6
shows the upper bound on
√|αK| from the P˙b mea-
surement of J1738+0333 [22] and J0348+0432 [115] as a
function of NS radius for a set of tabulated equations of
state. The scalar charge of a non-rotating NS with such
equations of state in Kretschmann gravity is calculated
numerically as explained in Sec. IV A. The observation
of J1738+0333 places a stronger constraint than the
observation of J0348+0432 because P˙b for the former
has been measured more accurately. For comparison,
we also present constraints using the leading-order, post-
Minkowskian expression for the scalar charge with an
n = 0 polytropic model and the Tolman VII model.
Observe that the constraints using realistic equations of
state lie very close to those obtained using the Tolman
VII model. We also show the constraint on D2GB
gravity using observations of A0620–00 [64]. Although
one cannot directly compare estimated constraints on two
different theories and in different types of systems, this
difference suggests that the absence of NS scalar charge
in D2GB reduces our constraining power by an order
of magnitude in that theory. Meanwhile, the projected
constraint on Kretschmann gravity estimated here is
comparable to the projected constraint on D2GB gravity
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FIG. 6. (Color online) Upper bound on
√|αK| in
Kretschmann gravity from observations of the orbital period
decay of J1738+0333 [22] and J0348+0432 [115] with various
equations of state as a function of NS radius. Solid and
dashed curves represent the bound using a Tolman VII model
and an n = 0 polytropic model respectively, and to leading-
order in the post-Minkowskian approximation. For reference,
we also present the estimated bound on D2GB gravity from
observations of A0620–00 [64].
estimated for a BH/pulsar binary presented in Sec. V B 2
and summarized in Fig. 4.
We can repeat the above calculation for a binary pulsar
composed of two NSs. Doing so, we find the estimated
constraint
(√
|αK|
)Bin.Pul.
NSNS
. 0.19 km
(
R1
11.5km
)3/2 ( R2
12km
)3/2
(
|v12/c|
2.08×10−3
)1/2( σP˙b/P˙b
2.87×10−2
)1/4
[(
m1
1.337M
) (
R2
12 km
)3
−
(
m2
1.250M
) (
R1
11.5 km
)3]−1/2
.
(86)
Observe that this is weaker than that found for WD/NS
pulsar binary systems [Eq. (85)], in spite of the latter
typically being less relativistic and having less accurate
P˙b measurement. Observe also that this estimated con-
straint depends on both NS radii; varying both of these,
we find that the estimated constraint ranges between 0.15
and 0.45 km, and of course it becomes stronger as the
uncertainty in the measurement of P˙b decreases.
Let us now discuss projected GW constraints on
Kretschmann gravity with signals emitted in the inspiral
of NS binaries. Let us once more assume an aLIGO
detection with SNR 20. Then, using Eq. (78) and the
post-Minkowskian result for µ
(0)
K with the Tolman VII
20
model given in Eq. (67), we find the estimated constraint
(√
|αK|
)GW
NSNS
. 4.1 km
(
σβppE
5×10−4
)1/4 (
R1
11.5 km
)3/2
(
R2
12 km
)3/2 ( 0.249
η
)1/10
[(
m1
1.6M
) (
R2
12 km
)3
−
(
m2
1.4M
) (
R1
11.5 km
)3]−1/2
. (87)
As expected, this constraint depends on the radii of
both NSs; varying these quantities, we find the estimated
constraint ranges between 3 and 9 km. Observe that this
is roughly one order of magnitude weaker than binary
pulsar constraints.
2. Binaries with at least one black hole
Future radio observations of BH/NS pulsar binaries
could lead to complementary constraints. Since vac-
uum solutions in D2GB gravity are also solutions in
Kretschmann gravity with the identification αGB = αK,
we can use some of the results from Sec. V B 2. Let
us then again use Eq. (76), with the NS scalar charge
modeled through Eq. (67) and the BH scalar charge
through Eq. (58). We then find the projected constraint
(√
|αK|
)Bin.Pul.
BHNS
. 0.049 km
(
RNS
12km
)3/2 ( mBH
10M
)(
|v12/c|
10−3
)1/2
(
σP˙b
/P˙b
10−2
)1/4 [
7
(
RNS
12 km
)3
+ 180
(
mNS
1.4M
)(
mBH
10M
)2]−1/2
.
(88)
This projected constraint varies between 0.036 and
0.074 km as one varies the NS radius. Notice that
such a constraint is 2–3 times stronger than that on
D2GB gravity for the same system observed [compare
to Eq. (79)]. This is because the NS scalar charge in
Kretschmann gravity dominates the BH scalar charge,
which leads to enhanced scalar dipole radiation compared
to the D2GB case, where the stellar scalar charge van-
ishes. The projected constraints in Fig. 4 are also valid in
Kretschmann gravity as an order of magnitude estimate,
with the contours representing an upper bound on
√|αK|.
Let us now discuss GW observations, assuming once
more an aLIGO detection with SNR 20. Using Eq. (78),
with the neutron scalar charge modeled through Eq. (67)
and the BH charge through Eq. (58), we find the pro-
jected constraint(√
|αK|
)GW
BHNS
. 2.5 km
(
mBH
10M
) (
RNS
11.5 km
)3/2
(
0.1
η
)1/10 ( σβppE
5×10−4
)1/4 [
7
(
RNS
12 km
)3
+ 180
(
mNS
1.4M
)(
mBH
10M
)2]−1/2
(89)
for a BH/NS inspiral. Varying the radius of the NS,
we find that the projected constraint varies between 2.0
and 4.1 km. Similarly, for a BH/BH inspiral, we find
projected constraints that are identical to Eq. (81), since
both use the same BH scalar charge. As expected, the
projected constraints are roughly two orders of mag-
nitude weaker than those that could be placed with
BH/pulsar binaries.
VI. CONCLUSIONS AND FUTURE
DIRECTIONS
Many people may believe that gravity theories with a
long-ranged scalar field are tightly constrained by binary
pulsar observations. This is because many theories with
a long-ranged scalar field have been proposed, where
NSs source a spherically symmetric, 1/r scalar hair (a
scalar charge). An accelerating charge produces dipole
radiation, but the effects of dipole radiation have been
strongly constrained by binary pulsar observations.
In this paper we have addressed and tried to dispel
this lore. We first classified the relevant theories in
terms of whether each theory has (i) shift symmetry, (ii)
a coupling to a topological density, and (iii) derivative
or non-derivative interactions between the scalar field
and the metric. We conjecture that theories with a
shift-symmetric scalar field sourced by a linear (non-
derivative) coupling to a topological density do not acti-
vate a scalar charge in NSs.
We proved this theorem specifically for D2GB gravity,
which is an example of this class. Our rigorous proof is
based on the generalized Gauss-Bonnet-Chern theorem,
and improves upon the “physicist’s” proof given in [24],
which was only valid for static, spherically symmetric
stars. We confirmed the absence of the NS scalar charge
in this theory by explicitly calculating the scalar field
around a slowly-rotating star to quadratic order in spin,
both analytically within the weak-field expansion and
numerically in the strong-field case.
Therefore, in order to place meaningful constraints on
D2GB gravity, one needs to use observations of compact
binaries that contain at least one BH. The current esti-
mated constraint on the theory using a BH-LMXB was
derived in [48]. We here derived projected constraints
from radio observations of BH/pulsar binaries and GW
observations of NS/BH and BH/BH binaries. We found
that radio observations could place constraints that are
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one order of magnitude stronger than the current bound,
while GW constraints would be slightly weaker than the
current one.
We also derived estimated and projected constraints
on (i) TEdGB and (ii) Kretschmann gravity as exam-
ples of (i) non-shift-symmetric but topological, and (ii)
non-shift-symmetric and non-topological theories respec-
tively. In both cases, we found that ordinary stars
acquire a scalar charge, and hence, current binary pulsar
observations are sufficient in constraining these theo-
ries. We found that such binary pulsar constraints are
comparable to the current bound from the existence of
BH solutions in TEdGB, while they are stronger than
the current bound from a BH-LMXB by roughly one
order of magnitude in Kretschmann gravity. We also
found that future BH/pulsar observations could improve
current binary pulsar constraints by roughly one order of
magnitude.
Let us comment on the relation between the scalar
charge, defined in this paper as the spherically sym-
metric, 1/r coefficient of the scalar field in a far-field
expansion, and the derivative of the ADM mass with
respect to the scalar field at spatial infinity, as is routinely
done in scalar-tensor theories. In such theories, one
can calculate the variation of the ADM mass from the
variation of the Lagrangian with respect to the metric
and the scalar and matter fields [116]. Then, the authors
in [116] prove that the 1/r coefficient in the scalar field
is equivalent to the derivative of the ADM mass with
respect to the scalar field at infinity. In fact, this
approach has already been applied to Einstein-Æther
and khronometric theories in [117]. If one applies this
approach to D2GB gravity, one finds that the variation
of the stellar ADM mass with respect to the scalar field
vanishes [28], in agreement with the vanishing scalar
charge found in this paper.
A. Future work
One natural extension of this work would consider the
Pontryagin density, rather than the Gauss-Bonnet den-
sity, as the topological invariant to which the scalar cou-
ples. Whereas the integral of the Gauss-Bonnet density is
related to the manifold’s Euler characteristic, the integral
of the Pontryagin density is related to the first Pontryagin
number. The proof should be similar in spirit to the
one presented here. However, it requires understanding
a different theorem on a pseudo-Riemannian manifold
with boundary.
A second natural and very straightforward extension
is to consider BH spacetimes. We may already outline
what happens to our proof in the BH case. Firstly, the
integration region would consist of a spherical annulus
crossed with a compactified time interval. The outer
boundary is treated the same as here, but the inner
boundary is a null surface—the Killing horizon of the
BH. The Euler characteristic is unchanged. However,
both sides of the equality relating the boundary integrals
[Eq. (41)] need to include both the inner and outer
boundaries. The inner boundary will in fact contribute
in this calculation. We will find that the scalar charge
is proportional to a horizon integral, and from scaling
arguments we see that we will recover the known scaling
µ ∼ 1/mBH [24, 29–32]. This approach can potentially
connect to the thermodynamics of Gauss-Bonnet BHs.
Yet a third natural extension is to derive a proposed
bound on dynamical Chern-Simons gravity with BH/NS
pulsar observations. Corrections to some of the post-
Keplerian parameters in this theory have been derived
in [27], which are absent if bodies are non-rotating.
One can extend the analysis in [113] by including such
corrections to the binary evolution and study how well
one can constrain the theory with a rotating BH/pulsar
observations. If the observation is accurate enough, one
should be able to derive an upper bound on
√|αCS| that
is comparable to the size of a BH. If this is the case, one
would obtain a constraint comparable to that projected
using future GW observations derived in [26], which is six
orders of magnitude stronger than the current bound.
Finally, a fourth extension is the same problem but in
a cosmological setting. In this case, the spacetime is no
longer asymptotically flat. Therefore, the calculations
presented in this paper do not apply, and NSs may
acquire a scalar charge in D2GB gravity. However, it is
not clear how to define multiple moments of the metric
and scalar fields in a cosmological setting.
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Appendix A: Details of Calculating Neutron Star
Scalar Charge in Quadratic Gravity
In this appendix, we describe details of how one cal-
culate the scalar monopole charge in quadratic gravity,
both analytically and numerically. We focus on the l = 0
mode since the scalar charge enters through this mode.
We concentrate on the even-parity sector of the theory,
namely, setting f4 = 0 in the action in Eq. (15) (or α4 = 0
in Eq. (56)).
1. Field Equations and Exterior Solutions
We first present the field equations and exterior solu-
tions for NSs in quadratic gravity. We assume matter to
be described by a perfect fluid and use the same metric
ansatz as that proposed by Hartle and Thorne [107, 108].
a. Non-rotating Neutron Stars
Let us first consider non-rotating NSs with the cou-
pling function in the action given by Eq. (62). The field
equation is given by Eq. (60) with S(0) given by
S(0) =
8
r5(r − 2M)γe
−γϑ(0) {2α3M(3M − 8piρr3)
+ pi2r6
[
49αGB,1p
2 + 8αGB,2ρ
2 − 16(3α1 − α3)pρ
]}
.
(A1)
We decompose the scalar field ϑ(0) in a manner similar
to Eq. (27):
ϑ(0)(r) = ϑ∞ + ϑ(0,1/2)(r) + ϑ(0,1)(r) +O(ζ3/2) , (A2)
where ϑ(0,A) = O(ζA). Decomposing the field equation
within the small coupling approximation using Eq. (A2)
and setting p = 0 = ρ and M = M∗, one can solve for
the exterior solutions and find
ϑ
(0,1/2)
ext = −
2
M∗r
[
α3γe
−γϑ∞
(
1 +
M∗
r
+
4
3
M2∗
r2
)
+
1
4
(
µ(0,1/2)M2∗ + 2α3γe
−γϑ∞
) r
M∗
ln
(
1− 2M∗
r
)]
, (A3)
ϑ
(0,1)
ext =
11
6 M∗4r
{[
147
110
α3
2γ3e−2 γ ϑ∞
(
1− 40
49
M∗
r
− 40
49
M2∗
r2
− 160
147
M3∗
r3
)
+ µ(0,1/2)α3 γ
2e−γ ϑ∞M2∗
(
1− 6
11
M∗
r
− 6
11
M2∗
r2
− 8
11
M3∗
r3
)
− 3
11
µ(0,1) M∗4
]
r ln
(
1− 2 M∗
r
)
+ 2α3 γ
2M∗
[
147
110
α3 γ e
−2 γ ϑ∞
(
1 +
9
49
M∗
r
− 44
147
M2∗
r2
− 146
147
M3∗
r3
− 64
105
M4∗
r4
− 160
441
M4∗
r4
)
+ µ(0,1/2)M2∗ e
−γ ϑ∞
(
1− 5
11
M∗
r
− 8
33
M2∗
r2
)]}
, (A4)
where we decomposed µ(0) within the small coupling
approximation in a similar manner to Eq. (A2) as
µ(0) = µ(0,1/2) + µ(0,1) +O(ζ3/2) . (A5)
We have also used the exterior solutions for the metric
in GR, which is justified since the quadratic gravity cor-
rection to the metric only affects the scalar field exterior
solution at O(ζ3/2), even when ϑ∞ does not vanish. This
is because the non-shift-symmetric contribution to the
metric field equations vanish in the exterior region, and
hence, O(ζ1/2) contribution sourced by ϑ∞ is absent
in the metric exterior solution. Notice that µ(0,1/2)
and µ(0,1) are the only integration constants, which by
construction coincide with the scalar charge, because we
have removed the other constants through a redefinition
of the constant ϑ∞ in Eq. (27).
b. Slowly-rotating Neutron Stars
Next, we derive the scalar field equations and exterior
solutions for slowly-rotating NSs. We assume the scalar
coupling function is given by
g(ϑ) = ϑ , (A6)
which is a subclass of the non-linear function of Eq. (62)
used in Sec. A 1 a by taking the limit γ → 0 while replac-
ing αi to −αi/γ and keeping this new αi constant. The
purpose of calculating the scalar charge with the linear
coupling function is to demonstrate explicitly that the
charge vanishes in the D2GB limit. Following Eq. (A2),
we decompose ϑ
(2)
l as
ϑ
(2)
l (r) = ϑ
(2,1/2)
l (r) + ϑ
(2,1)
l (r) +O(ζ3/2) , (l = 0, 2) ,
(A7)
where ϑ
(2,A)
l = O[(M∗Ω)2, ζA] and ϑ(2)l (∞) can be set
to zero without loss of generality. For a linear scalar
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field coupling function, the O(ζ) contribution vanishes
(ϑ
(2,1)
0 = 0) in the exterior region, and hence, one only
needs to calculate ϑ
(2,1/2)
0 . The scalar field equation and
the exterior solutions for non-rotating NSs with the linear
coupling function can easily be derived from the results
in Sec. A 1 a with the mapping explained above as
S(0) = − 8
r5(r − 2M)
{
2α3M(3M − 8piρr3)
+ pi2r6
[
49αGB,1p
2 + 8αGB,2ρ
2 − 16(3α1 − α3)pρ
]}
,
(A8)
ϑ
(0,1/2)
ext =
2
M∗r
[
α3
(
1 +
M∗
r
+
4
3
M2∗
r2
)
− 1
4
(
µ(0,1/2)M2∗ − 2α3
) r
M∗
ln
(
1− 2M∗
r
)]
.
(A9)
Regarding the scalar field equation at second order in
spin, ϑ
(2)
0 obeys the same equation as Eq. (60), except
S(0) needs to be replaced by S(2), which is given by
S(2) =
1
6r6 (r − 2M )3
{
1024r5 (r − 2M ) e−ν
{
− (r − 2M )ω
′
1
2
32
[
− 1
32
r4 (r − 2M )ϑ(0)′ − 2α3M 2
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(
piρr2 + pipr2 +
7
2
)
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4
α3
)]
− pi
4
(ρ+ p) r2 (r − 2M )ω1ω′1
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+ pi (ρ+ p) rω21
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1
64
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4
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4
r
[
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(
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2
3
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)
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2
3
α3
]
M
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[
(αGB,1 − αGB,2)
(
pipr2 − 1
4
)
ρ− 2
(
piαGB,1r
2p− 1
4
αGB,1 − 1
2
α3
)
p
]}}
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+ 1536r
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1
128
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pipr2 +
3
4
)
p2
}}
(r − 2M ) ξ′0
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{
1
8
M 2ξ0 − 1
2
r
(
piρr2 − pipr2 + 1
4
)
ξ0M + r
2
[
pi2r4ρ2ξ0 − pir2ρ
(
pir2pξ0 − m0
4
+
ξ0
8
)
− pi
8
r2 (ξ0 + 2m0) p+
ξ0
16
− m0
16
]}
r4 (r − 2M )ϑ(0)′ + 5760α3M 4ξ0
− 9984
(
pir2ρξ0 − pi
13
r2pξ0 +
3
26
m0 +
33
52
ξ0
)
rα3M
3 + 768
{
pi2 (αGB,1 − 3αGB,2) r4ρξ20
+ 5pir2ρξ0
[
pi
(
αGB,1 − 7
5
αGB,2
)
r2p+
18
5
α3
]
− 8pi2 (αGB,1 + α3) r4p2ξ0 − piα3r2pξ0 + 9
4
α3 (m0 + ξ0)
}
r2M 2
− 24576r3
{
−pi
3
4
αGB,2r
6ρ3ξ0 + pi
2r4ρ2
[
pi
(
αGB,1 − αGB,2 + 1
2
α3
)
r2pξ0 +
(
1
32
αGB,1 − 1
16
αGB,2 +
3
16
α3
)
ξ0
− 1
16
αGB,2m0
]
−
{
pi2
(
αGB,1 +
1
4
αGB,2 +
1
2
α3
)
r4p2ξ0 − pi
16
r2p [(αGB,1 − 2αGB,2) ξ0
+ 3m0
(
αGB,1 − αGB,2 + 2
3
α3
)]
− 3
16
α3
(
ξ0 +
m0
4
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pir2ρ− pi
3
2
αGB,1r
6p3ξ0
24
− 5
32
pi2r4p2
[(
αGB,1 +
2
5
α3
)
ξ0 +
6
5
(
αGB,1 +
2
3
α3
)
m0
]
− pi
64
α3r
2pm0 +
3
128
α3m0
}
M
+ 12288pir6
{
pi2r4ρ3ξ0
[
pi (αGB,1 − αGB,2) r2p+ 1
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αGB,1 − 3
8
αGB,2
]
− pir2ρ2 {pi2 (αGB,1 + αGB,2) r4p2ξ0
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α3
)
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1
3
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32
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}
+
{
−2r6αGB,1ξ0pi3p3 − 9
8
pi2
[(
αGB,1 +
1
9
αGB,2
)
r4p2ξ0 +
2
9
(αGB,1 + αGB,2)m0
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5
32
pi
(
αGB,1 − 7
5
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5
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)
r2pm0 +
1
16
α3m0
}
ρ− pi
4
αGB,1r
2p2
(
pir2p (ξ0 + 2m0) +m0
)}}
, (A10)
where the primes represent derivatives with respect to r.
ω1 and m0 are the l = 1 mode of the (t, φ) component and
the l = 0 mode of the (r, r) component of the metric per-
turbation, while ξ0 is the l = 0 mode of the perturbation
to the radial coordinate such that the perturbations to p
and ρ vanish [107, 108]. Solving such an equation in the
exterior region within the small coupling approximation,
one finds the exterior solution for the scalar field:
ϑ
(2,1/2)
0,ext (r) =
1
30M∗ (r − 2M∗)
{
15
[
−
(
µ(0,1/2)M2∗ − α3
)
χ2 + 2δm
(
µ(0,1/2)M2∗ − 4α3
)]
+ 15
[(
µ(0,1/2)M2∗ − α3
)
χ2 − 2
(
µ(0,1/2)M2∗ ξ0,∗ − 4α3δm
)]M∗
r
+ 10
[(
µ(0,1/2)M2∗ − α3
)
χ2 + 8δm
]M2∗
r2
+ 10
[(
µ(0,1/2)M2∗ − α3
)
χ2 − 16δm
]M3∗
r3
+ 12
(
40ξ0,∗ − χ2
)M4∗
r4
+ 224χ2
M5∗
r5
− 160χ2M
6
∗
r6
− 15
2
r
M∗
(
1− 2M∗
r
)[
2µ(2,1)M2∗ − 2δm
(
µ(0,1/2)M2∗ − 4α3
)
+ χ2
(
µ(0,1/2)M2∗ − α3
)]
ln
(
1− 2M∗
r
)}
,
(A11)
where µ(2,1/2) is the only integration constant that cor-
responds to the dimensionless scalar charge at second
order in spin and to leading order in ζ. δm is the
fractional correction to the stellar mass at second order
in rotation while ξ0,∗ corresponds to ξ0/M at the surface.
We have set ξ0 in the exterior region to a constant,
namely ξ0,ext(r) = ξ0(R∗).
2. Numerical Scheme
Let us next explain the numerical algorithm that
we use to calculate the scalar charge of slowly-rotating
isotropic NSs with a variety of realistic equations of state
in quadratic gravity. We assume the linear coupling
function of the scalar field in Eq. (A6) and use the field
equation and exterior solutions derived in Sec. A 1 b.
The equations of state we employ are the following
tabulated ones: APR [119], SLy [120], LS220 [121],
Shen [122, 123] and WFF1 [124]. These equations of state
are found by solving certain many-body quantum field
theory equations for the internal pressure and density at
supra-nuclear densities. Due to the difficulty of solving
these equations and uncertainties about the strength of
certain interactions, different approximations are made
that lead to different equations of state. We also continue
to consider an n = 0 polytropic equation of state and
a Tolman VII model to allow for comparisons with the
analytical study section.
A numerical solution to the scalar field evolution equa-
tion requires boundary conditions. We choose to specify
these at the stellar center through a local analysis of the
25
differential equation, which leads to
ϑ(0,1/2) = ϑ(0,1/2)c −
32pi2
9R2∗
[
(3αGB,2 − 4α3)
− 6(3α1 − α3)pc
ρc
+ 9αGB,1
(
pc
ρc
)2 ]
x2
+O(x3) , (A12)
ϑ
(2,1/2)
0 = ϑ
(2,1/2)
0,c −
16pi
9R2∗
ω21,ce
−νc
ρc + 3pc
[
(3αGB,2 − 4α3)
− 6(3α1 − α3)pc
ρc
+ 9αGB,1
(
pc
ρc
)2 ]
x2
+O(x3) , (A13)
where ν = ν(r) and ω1 = ω1(r) are metric functions
at zeroth- and first-order in rotation. We have defined
the expansion parameter x ≡ R∗rρc  1 and where the
subscript c stands for the value of the function at the stel-
lar center. We initiate our integrations at a core radius
r = rc > 0, whose value we choose ensuring the local
analysis presented above is valid, namely R∗ρcrc  1.
For example, setting R∗ = 12 km and ρc = 1015 g/cm3,
which is the typical NS central density, the constraint
x(r = rc)  1 implies rc  107 cm; we choose here
rc = 10 cm which satisfies this bound.
The interior solution to the scalar field evolution equa-
tion can be found numerically as follows. First, we
choose an arbitrary trial value for the boundary value
constants (ϑ
(0,1/2)
c , ϑ
(2,1/2)
0,c ), with which we find homoge-
neous (ϑ
(0,1/2)
H , ϑ
(2,1/2)
0,H ) and particular (ϑ
(0,1/2)
P , ϑ
(2,1/2)
0,P )
solutions through a fourth-order Runge-Kutta integra-
tor. The solution that satisfies the proper boundary
conditions at the stellar surface must then be a linear
combination of these two solutions, namely
ϑ(0,1/2) = C
(0)
ϑ ϑ
(0,1/2)
H + ϑ
(0,1/2)
P , (A14)
ϑ
(2,1/2)
0 = C
(2)
ϑ ϑ
(2,1/2)
0,H + ϑ
(2,1/2)
0,P , (A15)
where C
(A)
ϑ (A = 0, 2) is an integration constant to be
determined by matching at the stellar surface.
With the interior and exterior solutions at hand with
the latter given by Eqs. (A9) and (A11), we match them
at the stellar surface at each order in M∗Ω. At zeroth-
order in rotation, the matching condition is simply
ϑ(0,1/2)(R∗) = ϑ
(0,1/2)
ext (R∗) , ϑ
(0,1/2)′(R∗) = ϑ
(0,1/2)
ext
′(R∗) ,
(A16)
where the primes denote differentiation with respect to r.
In this paper, we choose the radial deformation function
ξ0 in the exterior region to be constant as ξ0,ext(r) =
ξ0(R∗). In such a case, the matching condition at second-
order in rotation is
ϑ
(2,1/2)
0 (R∗) = ϑ
(2,1/2)
0,ext (R∗) , (A17)
ϑ
(2,1/2)
0
′(R∗) = ϑ
(2,1/2)
0,ext
′(R∗) + ϑ
(0,1/2)
0,ext
′(R∗)ξ
(2)
0
′(R∗) .
(A18)
The second term in Eq. (A18) is required to ensure
smoothness of the scalar field at the stellar surface and
it is induced by the non-smoothness of ξ
(2)
0 at the stellar
surface. These four conditions determine C
(A)
ϑ and µ
(A)
at each order in rotation.
3. Strongly Anisotropic Neutron Stars
Let us finally explain how one can show that the
scalar charge vanishes in D2GB gravity for strongly
anisotropic NSs without using the post-Minkowskian ex-
pansion. Such a star can be modeled through a stress-
energy tensor of the form [125, 126]
Tµν = ρ uµuν + pr kµkν + qt Πµν , (A19)
where kµ is the unit radial four-vector orthogonal to the
timelike four-velocity vector uµ and
Πµν = gµν + uµuν − kµkν (A20)
is a projection operator onto a two-surface orthogonal
to uµ and kµ. The quantity pr = pr(r, θ) is the radial
pressure function, while qt = qt(r, θ) is the tangential
pressure function, so that σ = σ(r, θ) ≡ pr(r, θ)− qt(r, θ)
is an anisotropy parameter function. Clearly, the limit
σ → 0 corresponds to isotropic matter [125, 126].
Are NSs expected to be anisotropic? Clearly, some
degree of anisotropy should be present, for example due
to magnetic fields or superfluidity. But such anisotropy is
expected to be small, which translates to the functional
constraint σ/pr  1. Precisely how much anisotropy is
present in NSs and how this anisotropy manifests itself
mathematically is not clear. The framework described
above should thus be considered a toy model. We study
it here because it turns out to allow for analytic, closed-
form solutions to the equations of structure in spherical
symmetry for the metric functions without requiring a
subsequent post-Minkowskian expansion.
Let us then work to zeroth order in rotation—in spher-
ical symmetry [125, 126]. The scalar field evolution
equation in Eq. (60) acquires an anisotropic term S
(0)
σ .
With the linear scalar coupling in Eq. (A6), S
(0)
σ is given
by
S(0)σ =
128pi
[
2piαGB,1r
3p− α3M − 2pi(α1 − α3)r3ρ
]
r2(r − 2M) σ
− 64pi
2(αGB,1 + αGB,2)r
(r − 2M) σ
2 . (A21)
Observe that S
(0)
σ does not vanish in the Gauss-Bonnet
limit.
Before we can proceed, we must now choose a partic-
ular model for the anisotropy parameter function σ. We
adopt here the model proposed in [106], namely
σ =
λBL
3
(ρ+ 3p)(ρ+ p)
(
1− 2M
r
)−1
r2 , (A22)
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where λBL is a dimensionless parameter that quantifies
the amount of anisotropy. The isotropic pressure case
corresponds to setting λBL = 0, while the lower limit
on λBL is given by λBL = −2pi, beyond which the
maximum compactness becomes negative and unphysi-
cal [106]. Such a model was specifically constructed so
that the equations of structure in spherical symmetry
can be solved in closed-form for an n = 0 polytropic
equation of state, without requiring a post-Minkowskian
expansion [106].
Let us now solve the scalar field evolution equation
for anisotropic stars. We further specialize the scalar
field equation to the Gauss-Bonnet limit by setting
(α1, α2, α3) = αGB(1,−4, 1), where αGB is now the only
free parameter; without this specialization, the scalar
field equation is too difficult to solve in closed-form
without a post-Minkowskian expansion. We also take
the strongly anisotropic limit of λBL → −2pi, in which the
radial pressure vanishes throughout the constant density
(n = 0) star. The scalar field equation then simplifies to
d2ϑ(0,1/2)
dr2
= − 5Cr
2 − 2R2∗
(2Cr2 −R2∗)r
dϑ(0,1/2)
dr
− 48`
2αGBC
2(Cr2 −R2∗)
(2Cr2 −R2∗)2R2∗
, (A23)
where we used the small coupling approximation. In the
interior region, the solution to Eq. (A23) is
ϑ(0,1/2) = −4αGBC
R2∗
ln(R2∗ − 2Cr2) + ϑ(0,1/2)c , (A24)
where ϑ
(0,1/2)
c is the only integration constant because we
have imposed regularity at the center. Matching this in-
terior solution with the exterior one in Eq. (A9) and their
first-derivatives at the stellar surface then automatically
forces µ(0,1/2) = 0.
Appendix B: Corrections to Neutron Star Binary
Evolution in Shift-Symmetric Topological Quadratic
Gravity
In this appendix, we derive the quadratic gravity
correction to a NS binary within the shift-symmetric,
topological class of quadratic gravity theories. As an
example, we consider D2GB gravity. We look at the
conservative and dissipative corrections due to the scalar
field and metric deformation in turn.
1. Corrections due to the Scalar Field
Let us first consider corrections to the dynamics of
binary systems without BHs caused directly by the scalar
field. To do this, we first need to determine the leading-
order asymptotic behavior of the scalar field at spatial
infinity. When the scalar charge vanishes, ϑ(0,1/2) and
ϑ
(2,1/2)
0 are completely sourced by the particular solutions
to the scalar field evolution equation and their asymp-
totic behavior at spatial infinity becomes
ϑ(0,1/2)(r) = −4αGB
M2∗
(
M∗
r
)4
+O
(
M5∗
r5
)
, (B1)
ϑ
(2,1/2)
0 (r) = −8 δm
αGB
M2∗
(
M∗
r
)4
+O
(
M5∗
r5
)
.
(B2)
On the other hand, the asymptotic behavior of ϑ
(2,1/2)
2
at spatial infinity is
ϑ
(2,1/2)
2 (r) = µ
(2,1/2)
2
(
M∗
r
)3
+O
(
M4∗
r4
)
, (B3)
where µ
(2,1/2)
2 corresponds to the dimensionless scalar
quadrupole charge, as predicted in [25]. Clearly, the
scalar quadrupole charge is dominant at spatial infinity
if it is non-vanishing.
Let us now consider scalar field corrections to the con-
servative dynamics of binary systems, i.e. to the Hamilto-
nian or the binary’s binding energy. The correction to the
latter due to a scalar quadrupole-quadrupole interaction
is given by [25]:
Eϑb ∝
(
m
r12
)5
, (B4)
where m and r12 are the total mass and binary separation
respectively. Comparing this to the Newtonian potential
(Eb = m/r12), it is clear that this deformation enters at
relative 4PN order.
Let us now consider scalar field corrections to the
dissipative dynamics of binary systems, i.e. to the energy
fluxes carried away by a dynamical scalar field with
quadrupole scalar charge. Following [24], one can show
that the dominant contribution comes from e.g. the scalar
field coupled to the metric perturbation in 2ϑ as
E˙ϑ ∝ (v12)18 . (B5)
Comparing this to the leading-order energy flux in gen-
eral relativity (E˙GR ∝ (v12)10), it is clear that this
deformation enters at 4PN order.
2. Corrections due to the Metric Deformation
Let us now consider corrections to the dynamics of
NS/NS binary systems caused indirectly by the scalar
field, due to how this induces a deformation in the metric.
Consider first the conservative sector of the dynamics
of binaries. The binding energy is constructed directly
from the metric tensor in the near-zone, i.e. at distances
smaller than the GW wavelength of the binary. Since
the quadrupole moment of each NS is modified due to
a non-vanishing scalar quadrupole hair, the near-zone
27
metric will acquire corrections proportional to 1/r312,
which will then propagate into the binding energy. This
then implies that the metric deformation causes a 2PN
correction to the energy [27].
Consider now the dissipative sector of the dynamics.
The dominant effect of the modification to the energy and
angular momentum fluxes carried away by the dynamical
part of the metric perturbation comes from e.g. the
effective source term that gives the correct quadrupole
moment deformation. Following the analysis of [24], one
can show that such a dynamical metric perturbation will
be proportional to
|δhij | ∝ m
r
(v12)
8 . (B6)
Comparing this to the magnitude of GWs in general
relativity (|hij | ∝ (m/r)(v12)2), we conclude that these
deformations induce a modification in the dissipative
dynamics of 3PN relative order.
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