Experimentally measured carbon line emissions and total radiated power distributions from the DIII-D divertor and Scrape-Off Layer (SOL) are compared to those calculated with the Monte Carlo Impurity (MCI) model. A UEDGE [1] background plasma is used in MCI with the Roth and Garcia-Rosales (RG-R) chemical sputtering model [2] and/or one of six physical sputtering models. While results from these simulations do not reproduce all of the features seen in the experimentally measured radiation patterns, the total radiated power calculated in MCI is in relatively good agreement with that measured by the DIII-D bolometric system when the Smith78 [12] physical sputtering model is coupled to RG-R chemical sputtering in an unaltered UEDGE plasma. Alternatively, MCI simulations done with UEDGE background ion temperatures along the divertor target plates adjusted to better match those measured in the experiment resulted in three physical sputtering models which when coupled to the RG-R model gave a total radiated power that was within 10% of measured value.
INTRODUCTION
The DIII-D Monte Carlo Impurity (MCI) code uses a linear quasi-kinetic approach (i.e. it follows individual particles but does not include the full range of drift kinetic effects as is done in a Fokker-Planck code) to model the generation and transport of carbon particles [3] .
This approach is particularly well suited for studying the atomic and molecular physics of carbon impurities near plasma facing material surfaces and in regions where the background plasma parameter gradient scale lengths are small compared to an impurity ion, neutral or molecular mean free path length. MCI typically uses a deuterium background plasma (D + ) solution generated by the UEDGE fluid code [1] along with several types of physical sputtering models coupled to the Roth and Garcia-Rosales (RG-R) chemical sputtering model [2] . Deuterated methane (CD 4 ) yields from the RG-R chemical sputtering model and/or atomic neutral carbon yields from one of the physical sputtering models are calculated on each segment of the DIII-D walls and divertor target plates. The sputtered particles are launched from each surface segment with a 3-D cosine distribution and a velocity based on the incident energy of the sputtering particle.
MCI simulations follow each sputtered carbon particle from birth to death across the computational domain which covers the region from the 98% flux surface to the vessel walls and divertor target plates. A particle tracking algorithm displays the current charge state of the impurity at each time step. This allows us to assess the impact of various forces acting on the impurities in the divertor and SOL and to determine how local transport parameters such as background ion flows and temperature gradients affect the impurity density distributions and radiation rates. In addition, ensembles of tracks originating from various plasma facing surface provide us with valuable statistics on core penetration and surface redeposition probabilities which are compared with experimental measurements.
One of the primary goals of the MCI project is to develop a good understanding of the carbon sputtering physics needed to reliably model DIII-D plasmas. As seen from Fig. 1 , physical sputtering yields from carbon surfaces are highly nonlinear. A factor of two change in the energy of the incident deuterium and carbon flux can result in an order of magnitude increase in the sputtering yield. In addition, the self-sputtering process can potentially lead to an explosive growth in the carbon production rate which may cause substantial changes in the background plasma. Under some conditions a strong self-sputtering amplification may occur depending on the local plasma parameters just in front of the sputtering site. Thus, in a selfconsistent model, it is necessary to understand the response of the plasma to the carbon radiation and how this influences the properties of the particle flux impinging on the target plates. While a self-consistent nonlinear model for this process does not yet exist, a first step Fig. 1 . Atomic carbon yields for an incident D + (above) and carbon ion (below) as a function of the energy of the incident particle for each of the physical sputtering models used in MCI except Y p = const.
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MCI RADIATION BENCHMARKING BACKGROUND
One of the most rigorous tests of a divertor simulation code is a qualitative and quantitative comparison of simulated 2-D radiation distributions with those measured experimentally. This comparison is being done in MCI for both individual carbon emission lines and the total radiated power from the divertor and SOL. For this, 2-D spatial images of λ = 465 nm the C 2+ line emissions, are obtained from an optically filtered Tangential TV (TTV) system viewing the divertor X-point region [4] . Since the TTV system is not absolutely calibrated, only the qualitative features of the poloidal distribution i.e., the locations of bright emission spots can be compared to those calculated in MCI. Good qualitative agreements are found for some plasmas conditions [5] but significant differences can also exist. In addition, absolutely calibrated data from the DIII-D bolometer system [6] is inverted on a 65 × 65 poloidal grid to create 2-D images of the total radiated power. MCI calculations of the total power radiated by carbon are then compared qualitatively and quantitatively to these bolometer images. Additionally, the bolometer and MCI data are spatially integrated over the divertor and SOL in order to make quantitative comparisons of the total power radiated from the open field region of the plasma.
The basic impurity transport models used in MCI are intrinsically 3-D but typically rely on an axisymmetric background plasma solution from the UEDGE code. MCI calculates charge dependent carbon density distributions in a toroidal space which accurately represents the geometry of the DIII-D walls, divertor target plates, flux surfaces and edge plasma.
Carbon density distributions are projected on to a 2-D (R,z) grid which represents the poloidal cross section of the DIII-D tokamak. Carbon line emissivities are calculated and displayed on the same 2-D grid for comparisons with inverted data from the TTV system. The total radiated power calculated from ADPAK [7] data in MCI, is also displayed on the same poloidal grid for comparisons with the bolometer images.
One of six normal incidence physical sputtering models is used in MCI to specify the atomic carbon yield Y p . Each of these physical sputtering models may also be coupled to the RG-R model. In this case the total sputtering yield is
Here B is a fitting parameter which depends on the mass of the hydrogen isotope striking the carbon surface. For deuterium B is set to 125 [2] . The dependencies of Y s and Y t on the surface temperature, incident particle energy, and particle flux are given in ref. 2 [9] . MCI also has the option of using an earlier version of the Roth94 model. We refer to this option as the Roth91 model [10] . Each of these physical sputtering models is derived from a set of relatively well known physical processes governing the interaction of particles with solid surfaces [11] . They have been benchmarked against ion beam sputtering data but have yet to be rigorously tested against tokamak data. The processes involved in chemical sputtering are not as well established. A second class of physical sputtering models are those based on experimental data from high energy, low flux, ion beams impinging on smooth solid surfaces. MCI currently uses two such semi-empirical models. One is referred to as the Smith78 model [12] and the other is the Smith81 model [13] . Smith81 includes a specific sputtering threshold dependence on the energy of incident particles and a somewhat different scaling with the mass and atomic number of the incident particle than Smith78. The final physical sputtering option used in MCI is Y p = constant. This option is used primarily for comparisons with atomic carbon sources calculated in UEDGE [14] .
A comparison of atomic carbon yields for each of MCI's physical sputtering models except Y p = const., is shown in Fig. 1 . During a typical MCI simulation, deuterium and Next we look at the 2-D distributions of the total radiated power in the divertor. Figure 3 shows a poloidal image of the total radiated power measured by the bolometer (upper) as compared to the total power radiated by carbon from the MCI simulation (lower). The MCI results represent a sum over all the spectral lines in each ionization state of carbon for the same conditions as in Fig. 2 . Experimentally, the primary source of radiation is located in the SOL near the region just inside the X-point and to a lesser extent from a small zone located in the outer SOL between the divertor baffle plate and the outer leg about 0.08 m above the Table 1 were produced using the unaltered UEDGE background solution on the UEDGE grid. As seen from this table, the MCI solution with Smith78 coupled to the RG-R process provides a relatively good match to the experimentally measured radiation. Fig. 3 . Upper -experimentally measured total radiation from the DIII-D bolometer system. Lower -total radiation from carbon calculated by MCI for the same conditions as in Fig. 2 .
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GENERAL ATOMICS REPORT GA-A22876 11 Fig. 1(upper) . Results from MCI simulations using the adjusted UEDGE target plate plasma temperatures are summarized in Table 2 . Comparing these results to those obtained with the unaltered UEDGE target plate plasmas, we see a substantial increase in the radiated power, carbon inventory, and carbon source rate for each case except those with Y p = 10 -3 . In the Y p = 10 -3 case, a modest increase in the radiated power results from a somewhat enhanced 
SUMMARY AND CONCLUSIONS
Given the inherent uncertainties in the UEDGE and MCI models along with those in the experimental data, it is not yet possible to estimate the accuracy of the RG-R chemical sputtering process or to establish which physical sputtering model best accounts for the experimental measurements. In ELMing H-mode plasmas, with an attached outer strike point and a detached inner strike point, there are substantial uncertainities associated with the dynamics and toroidal/radial distributions of heat and particle fluxes driven by the ELMs.
These can have a significant impact on the sputtering models as well as nonlinear effects associated with atomic processes which are responsible for establishing the radiation rates in the divertor.
By better matching the UEDGE ion temperatures to experimentally measured values along the divertor target plates, three of MCI's sputtering options resulted in total radiated powers which were within 10% of those measured experimentally. In each of the cases studied, the 2-D radiation distributions calculated in MCI do not generally match those measured in the experiment . In addition, large variations in the total radiated power with different sputtering options have relatively little impact on the 2-D distributions suggesting that the mismatch arises primarily in the background plasma.
MCI simulations emphasize the importance of accurately matching the background plasma solution with each of the available experimental measurements. Without well matched background plasma solutions uncertainties in the sputtering and impurity transport physics can not be resolved in the MCI model. Significant improvements in the both fluid and Monte Carlo code are needed before these issues can be satisfactorily resolved. Finally, a two way coupling of the fluid and Monte Carlo codes needs to be implemented in order to assess the full impact of nonliearities in the sputtering on the background plasma solutions.
QUANTITATIVE COMPARISONS BETWEEN EXPERIMENTALLY MEASURED 2-D CARBON RADIATION AND MONTE CARLO IMPURITY (MCI) CODE SIMULATIONS

