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Zusammenfassung
Diese Arbeit beschäftigt sich mit der Überdeckung von einfachen Graphen
mit pseudostabilen Mengen und der minimalen Zerlegung von Graphen in
pseudostabile Mengen. Dabei ist die Wertigkeit einer minimalen Zerlegung
des Graphen G = (V,E) durch ζ(G) gegeben.
Pseudostabile Mengen stellen eine Verallgemeinerung von stabilen Men-
gen dar. Pseudostabile Mengen zerfallen in stabile Mengen, erlauben aber
unter verschiedenen Nebenbedingungen bestimmte Pfade zwischen diesen.
Zur Charakterisierung dieser Pfade wird der darstellende Graph GP einer
Zerlegung P des Graphen G = (V,E) in pseudostabile Mengen betrachtet.
Dabei führen bestimmte Voraussetzungen zu verschiedenen Unterproble-
men, die in dieser Arbeit definiert und untersucht werden. Alle Probleme
sind im AllgemeinenNP-vollständig, wie in der vorliegenden Arbeit gezeigt
wird. Es werden allerdings auch Graphenklassen beschrieben, auf denen die
einzelnen Probleme in polynomieller Zeit lösbar sind.
Pseudostabile Mengen erlauben stets nur einen Pfad zwischen stabilen Teil-
mengen, mehrfach pseudostabile Mengen mehrere Pfade. Die beiden in die-
ser Arbeit betrachteten Hauptprobleme sind minPS – eine minimale Zer-
legung eines Graphen G in pseudostabile Mengen – und minMPS – eine
Zerlegung eines Graphen G in mehrfach pseudostabile Mengen.
Eine Zerlegung in pseudostabile Mengen erlaubt nur einen Pfad der Länge
3 zwischen zwei stabilen Mengen. Für den darstellenden Graphen GP gilt,
dass er kreisfrei ist und für alle v ∈ V (GP ) gilt, dass δ(v) ∈ {0, 1, 2}. Diese
Zerlegung entspricht der optimalen Lösung verschiedener Rangierprobleme
auf Güterbahnhöfen. Dies wird in der vorliegenden Arbeit vertieft und es
werden von dieser neuen Formulierung aus weitere Lösungsheuristiken und
Schranken hergeleitet.
Mehrfach pseudostabile Mengen erlauben mehrere Pfade der Länge 3 zwi-
schen stabilen Mengen. Gibt es keine Einschränkungen auf dem darstel-
lenden Graphen GP so ist dies die allgemeinste Fassung des Problems. In
dieser Arbeit wird gezeigt, dass dieses Problem eine graphentheoretische
Umformulierung des soft Document Clustering ist. Es ist bereits bekannt,
dass hard Document Clustering einer Zerlegung eines Dokumentengraphen
in stabile Mengen bzw. Cliquen entspricht. Hier wird die Verallgemeine-
rung auf das weiter gefasste soft Document Clustering diskutiert und es
werden Lösungsheuristiken diskutiert.
Neben diesen beiden Unterproblemen und den dazugehörigen Anwendungs-
problemen werden auch weitere mögliche Verallgemeinerungen, zum Bei-
spiel Pseudocliquen, definiert. Eine minimale Zerlegung eines einfachen
Graphen G = (V,E) in Pseudocliquen hat dabei die Wertigkeit ζ(G).
Diese betten sich nahtlos in die in der vorliegenden Arbeit diskutierten
Grundlagen für pseudostabile Mengen ein, da gezeigt wird, dass für den
komplementären Graphen G ζ(G) = ζ(G) gilt.
Abstract
This thesis introduces the covering of simple graphs with pseudostable sets
and the minimal partition of a graph in pseudostable sets. The weight of
a minimal partition of a graph G = (V,E) is denoted by ζ(G).
Pseudostable sets are a generalization of stable sets. They consist of one
or two stable sets, but allow to add distinct paths between them. To cha-
racterize them and to clarify the conditions, the graph of a set covering
GP to a graph partition P of the graph G = (V,E) in pseudostable sets is
introduced. Different conditions lead to different subproblems. This thesis
shows that all problems are in general NP-complete. But it is possible
to show some graph classes for which some problems are computable in
polynomial time.
Pseudostable sets allow only one path between stable subsets, multiple
pseudostable sets allow more than one path. This thesis discusses two sub-
problems in detail: minPS – a minimal partition of a graph G in pseudo-
stable sets – and minMPS – a minimal partition of a graph G in multiple
pseudostable sets.
The problem minPS searches for a minimal set covering P of the graph
G = (V,E) with a subset B ⊂ G of blue nodes and edges with pseudostable
tuples T where GP is acyclic and δ(v) ∈ {0, 1, 2} for all v ∈ V (GP ).
This problem is equivalent to the Train Marshalling Problem covering the
rearrangement of cars of an incoming train in a hump yard. This thesis will
discuss several novel insights, bounds and heuristics for this problem.
The problem minMPS searches for a minimal set covering P of the graph
G = (V,E) with a subset B ⊂ G of blue nodes and edges with multiple
pseudostable tuples M where GP is acyclic and δ(v) ∈ {0, 1, 2} for all
v ∈ V (GP ). If there are no restrictions on the graph GP , this is the most
general formulation. It is a graph theoretical reformulation of soft document
clustering. Hard document clustering is well known for being solved by a
graph partition into stable sets or cliques. Thus this work will discuss the
more general formulation with pseudostable sets.
Beside these two subproblems and their application this thesis also consi-
ders other related topics like pseudocliques. A minimal partition of a simple
graph G = (V,E) in pseudocliques has the value ζ(G). We will show that
for the complementary graph G ζ(G) = ζ(G) holds.
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KAPITEL 1
Einleitung
Die vorliegende Arbeit beschäftigt sich mit der Überdeckung bzw. der Zer-
legung von Graphen in pseudostabile Mengen und untersucht diese im Hin-
blick auf Komplexität und mögliche Schranken sowie Heuristiken. Zunächst
werden in Kapitel 2 verschiedene Aspekte der Graphen- und der Komplexi-
tätstheorie beschrieben. Danach folgt ein weiteres Kapitel, dass die Struk-
tur und Eigenschaften von pseudostabilen Mengen betrachtet. Hier werden
grundlegende Notationen und die Definition mittels Graphenüberdeckung
und Graphenzerlegung eingeführt.
Es werden zwei spezielle Probleme, die Minimierungsprobleme minPS in
Kapitel 5.6.2 und minMPS in Kapitel 6, theoretisch dargestellt und analy-
siert. In einem folgenden Kapitel werden wiederum angewandte Probleme
dargestellt, die mit diesem Ansatz gelöst werden können. Damit ist die-
ser Teil der Arbeit der Anwendung der im theoretischen Teil gewonnenen
Resultate auf dieses Problem gewidmet.
So folgt in Kapitel 5 dann eine allgemeine Definition von Klassen der
Zugbildungs- und Rangierprobleme nach [41], danach die konkrete Pro-
blembeschreibung des TMP und ihrer Grundlagen nach [16] und [8]. In
Kapitel 7 wiederum wird das Document Clustering näher beschrieben.
1.1 Zielsetzung
Neben der Darstellung der Minimierungsprobleme minPS und minMPS
sollen bekannte Abschätzungen und Heuristiken betrachtet werden. Diese
sollen danach auch anhand der angewandten Probleme analysiert und dis-
kutiert werden. Somit ist ein Ziel der vorliegenden Arbeit die Verbesserung
bekannter und die Entwicklung neuer Ansätze.
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Rangierbahnhöfe haben infolge des auf der Schiene abgewickelten Güter-
verkehrs eine enorme Bedeutung. Dort werden Züge sortiert und neu zu-
sammengestellt, damit sie mit wenig Aufwand möglichst schnell ihr Ziel
erreichen. Die dort auftretenden Sortierprobleme sind in aller Regel algo-
rithmisch schwer zu behandeln. Für das bekannte TMP werden mithilfe
der Ergebnisse dieser Arbeit neue und effiziente Heuristiken hergeleitet.
Document Clustering versucht die Sortierung bzw. Kategorisierung von
Textdokumenten. Es wird gezeigt, dass ein Teilaspekt dieses Problems als
graphentheoretisches Problem dargestellt werden und mit Hilfe der neuen
Ergebnisse dieser Arbeit gelöst werden kann. Es sollen verschiedene Ansät-
ze untersucht werden.
Ziel dieser Arbeit ist also zum einen die exakte Definition der pseudo-
stabilen Mengen und ihre gründliche theoretische Untersuchung und zum
anderen die Verbesserung der Ergebnisse zu verschiedenen Rangierproble-
men, insbesondere zu [8] und des Document Clustering.
1.2 Bekannte Resultate
Pseudostabile Mengen sind als graphentheoretische Konstruktion noch nicht
näher untersucht worden. Eine Teilveröffentlichung dieser Arbeit mit dem
Fokus auf Document Clustering findet sich in [21].
Eine allgemeine Definition von Klassen der Zugbildungs- und Rangierpro-
bleme wird in [41] gegeben, Ergebnisse zum TMP in den Arbeiten von
Dahlhaus u. a. und Beygang ([16] und [8]).
Das TMP ist ein Spezialfall des allgemeinen Zugbildungsproblems. Dabei
werden Stumpfgleise zum Rangieren benutzt, um einen Zug zu erhalten, in
dem die Wagen nach bestimmten Kriterien sortiert sind. Die Wagen dürfen
innerhalb ihrer Kriterien aber eine beliebige Abfolge haben.
Im Jahr 2000 wurde von Dahlhaus u. a. in [16] bewiesen, dass das TMP
NP-vollständig ist. Sie leiteten außerdem einige Schranken her. Bereits
1983 gab es von Zhu u. Zhu, die das Problem unter verschiedenen Neben-
bedingungen betrachteten, erste Resultate und polynomielle Algorithmen
[87]. In einer weiteren Arbeit von Dahlhaus u. a. [17] wurden unter ande-
rem verwandte Probleme betrachtet. Weitere Schranken und Algorithmen
finden sich in der Arbeit von Beygang [8] bzw. Beygang u. a. [9]. Das Pro-
blem wurde ebenfalls in der Arbeit von Hansmann [41] und Brueggemann
u. a. [14] bearbeitet.
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Diese Arbeit baut im Wesentlichen auf die Ergebnisse von Dahlhaus, Ho-
rak, Miller und Ryan und Beygang auf und entwickelt daraus eine äquiva-
lente graphentheoretische Formulierung des TMP. Ziel dieser Arbeit ist es,
aus dieser Formulierung neue polynomielle Algorithmen und Abschätzun-
gen für das TMP herzuleiten.
Document Clustering wurde bislang vor allem in seiner Anwendung be-
trachtet, der Fokus lag auf Methoden und Heuristiken. Die Autoren in [55]
versuchen zum Beispiel Dokumente aus der MEDLINE-Datenbank mit evo-
lutionären Algorithmen zu untersuchen, [65] hingegen nutzen Verfahren aus
dem Bereich des maschinellen Lernens. Nur wenige Autoren wie beispiels-
weise [76] benutzen Verfahren, die sich der Methoden aus der Graphen-
theorie bedienen. Oft werden auch nur spezielle Varianten untersucht. Die
Autoren in [45] etwa untersuchen das Problem im Kontext der Durchfüh-
rung von Suchen. Andere Autoren wie [61] untersuchen das breitere Feld
des Hierarchical Clustering.
Grundsätzlich ist die eigentliche Fragestellung aber schon wesentlich älter,
worauf auch [62] hinweist. Hier soll das Problem des soft Document Clu-
sterings neu als graphentheoretisches Problem formuliert werden und es
soll der Frage nachgegangen werden, ob sich dadurch neue Heuristiken und
Abschätzungen finden.
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KAPITEL 2
Definitionen und Grundlagen
2.1 Graphen
Ein (ungerichteter) Graph G besteht aus einer endlichen Menge V von
Knoten und einer endlichen Menge E ⊂ V ×V , deren Elemente e = (u, v) =
(v, u) ∈ E als Kanten bezeichnet werden. Eine Kante e = (u, v) ∈ E
verbindet die Knoten u und v, die bei einem ungerichteten Graphen beide
als Endknoten von e bezeichnet werden. u und v sind dann benachbart
bzw. adjazent.
In einem gerichteten Graphen G hat jede Kante (u, v) ∈ E eine Richtung,
also einen Anfangsknoten u und einen Endknoten v. Ein Hypergraph H =
(V,E) ist ein Graph, bei dem ein Element der Kantenmenge E eine nicht
leere Teilmenge beliebiger Größe von V ist.
Als Adj(v) wird bei gerichteten und ungerichteten Graphen die Menge aller
zu v adjazenten Knoten bezeichnet, also (v, w) ∈ E ⇔ w ∈ Adj(v).
Für einen gerichteten Graphen bezeichnet δ+(v) := {(a, b) ∈ E : a = v}
die Menge aller von einem Knoten v ausgehenden Kanten und δ−(v) :=
{(a, b) ∈ E : b = v} alle in v mündenden Kanten. Ein vollständiger Graph
Kn ist ein ungerichteter Graph mit n Knoten, die alle paarweise verbunden
sind.
Ein Pfad von einem Knoten v0 ∈ V zu einem Knoten vl ∈ V ist eine
Folge von Knoten [v0, v1, ..., vl], wobei immer (vi−1, vi) ∈ E sein muss für
i ∈ (1, ..., l). Die Länge des Pfades ist l. Sind nicht alle Knoten eines Pfades
unterschiedlich, spricht man stattdessen von einem Zyklus.
Ein gerichteter Graph, der keine Zyklen enthält, heißt azyklisch. Ein Kreis
der Länge l ist ein Pfad der Länge l mit v0 = vl. Eine Kante e ∈ E wird als
Sehne bezeichnet, falls für einen Kreis [v0, v1, ..., vl−1, vo] gilt e = (vl, vj),
wobei |l − j| > 1. Ein Dreieck ist ein Kreis C3 der Länge drei bzw. ein
vollständiger Untergraph K3 mit drei Knoten.
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Das Komplement eines Graphen G ist definiert als Graph G¯ = (V, E¯) mit
E¯ = {(x, y) ∈ V × V | x ̸= y und (x, y) /∈ E}. Ein Wald ist ein Graph, der
keinen Kreis enthält. Die Arborizität a(G) eines Graphen G ist die kleinste
Anzahl von Wäldern, in die sich ein Graph zerlegen lässt. Ein planarer
Graph (auch: plättbarer Graph) ist ein Graph, der sich kreuzungsfrei in
einer Ebene zeichnen lässt. Formal sind diese isomorph zu einem ebenen
Graphen. Ein ebener Graph G = (V,E) mit V ⊂ R2 ist ein Graph, des-
sen Kanten Polygonzügen zwischen Knoten entsprechen, alle verschiedene
Endpunkte haben und deren Inneres nie Knoten oder einen Punkt anderer
Kanten enthält. Vergleiche hierzu auch Diestel [S. 94 f. 20].
Eine Knotenfärbung des Graphen G ist eine Abbildung f : V → N mit
f(u) ̸= f(v) ∀(u, v) ∈ E. Die natürliche Zahl, auf die Knoten abgebildet
werden, interpretiert man als Farbklasse; zwei adjazente Knoten müssen
also immer in einer unterschiedlichen Farbklasse sein.
Grundsätzlich sucht man eine minimale Färbung eines Graphen. Ein Graph
G heißt k-färbbar, wenn eine Färbung mit maximal k Farben existiert, al-
so f(u) ≤ k ∀k ∈ V . Die chromatische Zahl χ(G) eines Graphen G ist
definiert als das kleinste k für das eine k-Färbung von G existiert. Die Be-
rechnung der chromatischen Zahl ist im Allgemeinen ein NP-vollständiges
Problem (vgl. Krumke und Noltemeier [60]). Für jede zulässige Färbung
eines Graphen G bilden die Farbklassen eine stabile Menge von G. Für eine
stabile Menge S in G gilt (u, v) /∈ E ∀u, v ∈ S. Für jede Kante e ∈ E darf
also maximal einer der Endknoten von e in S liegen.
Eine Clique U von G ist eine Teilmenge von G, so dass für alle Knoten
u, v ∈ U gilt (u, v) ∈ E. Es müssen also alle Knoten in U paarweise mit-
einander verbunden sein. Eine maximale Clique ist eine Clique, die keine
echte Teilmenge einer Clique mit größerer Kardinalität ist. Man bezeichnet
mit der Cliquenzahl ω(G) die Kardinalität der größten Clique in G. Da alle
Knoten in einer Clique adjazent sind und bei einer Färbung einer anderen
Farbklasse zugeordnet werden müssen, gilt immer χ(G) ≥ ω(G).
Mit Cliquenüberdeckung der Größe k wird eine Zerlegung eines Graphen G
in k paarweise disjunkte Cliquen bezeichnet.
Mit der Stabilitätszahl α(G) bezeichnet man die Kardinalität einer größten
stabilen Menge in G und mit der Cliquenüberdeckungszahl κ(G) die kleinste
Anzahl Cliquen, die benötigt werden, um die Knoten von G zu überdecken.
Da die Knoten in einer stabilen Menge nicht adjazent sein dürfen, muss je-
der Knoten durch eine andere Clique überdeckt werden. Es gilt also immer
κ(G) ≥ α(G).
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Ein Graph G heißt χ-perfekt, wenn für jeden induzierten Teilgraphen GA
gilt χ(GA) = ω(GA).
Ein Graph G heißt α-perfekt, wenn für jeden induzierten Teilgraphen GA
gilt α(GA) = κ(GA).
Ein Graph G ist genau dann α-perfekt, wenn G χ-perfekt ist. Perfekte
Graphen sind Graphen, die χ-perfekt oder α-perfekt sind.
Korollar 2.1. (Vgl. Golumbic [S. 57 35]) Ein Graph G ist genau dann
perfekt, wenn sein Komplement G¯ perfekt ist.
2.2 Intervallgraphen
Für eine Familie F von nichtleeren Mengen wird der zugehörige Schnitt-
graph konstruiert, indem man jeder Menge einen Knoten zuweist und zwei
Knoten genau dann durch eine Kante verbunden sind, wenn die Schnitt-
menge der zugehörigen Mengen nicht leer ist. Wenn man den Schnittgraph
von Intervallen auf einer total geordneten Menge (also z. B. den reellen
Zahlen) bestimmt, nennt man den Graphen Intervallgraph.
Ein Intervallgraph vererbt diese Eigenschaft an seine Teilgraphen wie in
[S. 14 35] gezeigt worden ist:
Theorem 2.2. Ein induzierter Teilgraph eines Intervallgraphen ist ein
Intervallgraph.
Ein Graph G ist ein chordaler Graph, wenn jeder Kreis der Länge l > 3
eine Sehne besitzt.
Theorem 2.3. [S. 172 35] Jeder Intervallgraph G ist ein chordaler Graph.
Die größte Clique in einem vollständigen Graphen Kn ist der Graph selbst
und ω(Kn) = n. Vollständige Graphen sind perfekt.
Sind G1 und G2 Untergraphen von G und es gilt G = G1 ∪ G2 und S =
G1∩G2, so entsteht G durch Zusammenkleben entlang S von G1 und G2.
Proposition 2.4. (Vgl. Diestel [S. 138 20]) Ein Graph ist genau dann
chordal, wenn er rekursiv durch Zusammenkleben entlang vollständiger Un-
tergraphen konstruiert werden kann, ausgehend von vollständigen Graphen.
Theorem 2.5. [S. 95 35][S. 139 20] Jeder chordale Graph ist perfekt.
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Auf einem Intervallgraphen können viele Probleme in polynomieller Zeit
gelöst werden. So kann in polynomieller Zeit eine minimale Färbung gefun-
den werden [35][60], aber auch eine minimale Cliquenüberdeckung, wie von
Gupta, Lee und Leung in [38] gezeigt worden ist. Ebenso können auch alle
maximalen Cliquen in polynomieller Zeit gefunden werden [S. 65 60].
Für Intervallgraphen kann in linearer Zeit die chromatische Zahl und die
Kardinalität einer maximalen Clique bestimmt werden, wenn ein perfektes
Eliminationsschema gegeben ist [S. 65 60].
Ein perfektes Eliminationsschema ist eine Folge [v1, v2, ..., vn] von Kno-
ten mit der Eigenschaft, dass jeder Knoten vi ein simplizialer Knoten des
induzierten Teilgraphen G{vi,...,vn} ist. Das heißt,
Xi = {vj ∈ Adj(vi) | j > i}
ist eine Clique.
Theorem 2.6. [S. 83 35] Jeder chordale Graph besitzt ein perfektes Eli-
minationsschema.
Ein perfektes Eliminationsschema lässt sich für chordale Graphen in linea-
rer Zeit bestimmen.
Für Intervallgraphen findet sich also ein perfektes Eliminationsschema, in-
dem alle Intervalle nach ihrem linken Intervallende sortiert werden. Mit
Hilfe eines perfekten Eliminationsschemas [v1, v2, ..., vn] können Intervall-
graphen nun also in linearer Zeit gefärbt werden.
Ein einfach zu implementierender Algorithmus für das Färbungsproblem
mit einer Laufzeit von O(n logn), der die oben genannten Ergänzungen
für Intervallgraphen nutzt, findet sich in einer Arbeit von Gupta, Lee und
Leung [37].
Dieser Algorithmus betrachtet alle aufsteigend sortierten Intervallenden
der Reihe nach. Er weist jedes Intervall der kleinsten freien Farbklasse
zu und schließt diese dann. Wird das entsprechende rechte Intervallende
betrachtet, wird diese Farbklasse wieder frei gegeben.
Durch ein perfektes Eliminationsschema sind alle Cliquen eines Intervall-
graphen fortlaufend angeordnet, können also auch mit der selben Laufzeit
bestimmt werden.
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2.3 Kreise in Graphen
Gegeben sei ein (ungerichteter) Graph G = (V,E). Gesucht sind alle ele-
mentaren Zyklen, also Zyklen in denen lediglich Anfangs- und Endknoten
gleich sind. Grundsätzlich können alle Algorithmen für ungerichtete und
gerichtete Graphen gleichsam benutzt werden [S. 91 64].
Ein Algorithmus, der per unbeschränktem Backtracking alle Kanten des
Graphen, ausgehend von einem Startknoten, untersucht und versucht Zy-
klen zu finden, wird in der Arbeit von Tiernan [82] vorgestellt. Tarjan
konnte in [80] die Laufzeit dieses Algorithmus für einen gerichteten Gra-
phen G auf O(V (G) · E(G))(C + 1) reduzieren. Dabei ist C die Anzahl
von elementaren Zyklen im Graphen G. In einer weiteren Arbeit wurde
von Johnson in [53] wiederum eine Verbesserung auf eine Laufzeit von
O(V (G) + E(G))(C + 1) erreicht.
2.4 Komplexitätstheorie
Die Komplexitätstheorie beschäftigt sich mit der Frage, wie effektiv man
ein Problem lösen kann. Zunächst braucht man einen Ansatz, Berechnun-
gen zu formalisieren. Dies geht beispielsweise mit einer (deterministischen)
Turingmaschine (DTM). Andere Ansätze haben sich stets als äquivalent zu
Turingmaschinen herausgestellt. Jede Turingmaschine besitzt eine Rechen-
einheit, ein zweiseitig unbeschränktes Band und einen Lese- und Schreib-
kopf. Eine deterministische Turingmaschine befindet sich stets in einem von
endlich vielen Zuständen, wobei sie im Startzustand beginnt und hält, wenn
sie einen Endzustand erreicht. Eine nichtdeterministische Turingmaschine
kann zu jedem Zustand mehrere Folgezustände besitzen. Sie akzeptiert eine
Eingabe, falls mindestens eine Rechnung zu einem akzeptierenden Endzu-
stand führt. Weiterführende Informationen zu Turingmaschinen und den
Grundlagen der Theoretischen Informatik finden sich beispielsweise in den
Werken von Hopcroft, Motwani und Ullmann [46], Blum [11], Reischuk [69]
und Garey u. Johnson [29].
Eine Funktion heißt (DTM-)berechenbar wenn es eine DTM M gibt mit
fM = f , d. h. ist f(x) definiert, so schreibt M f(x) auf das Ausgabeband,
sonst hält M nicht (vgl. auch [S. 12 29]).
Spezielle Entscheidungsprobleme können mit „ ja” oder „nein“ beantwortet
werden. Formal ist also ein x ∈ {0, 1}* gegeben und es ist zu entscheiden,
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ob x ∈ f−1(1) ist. L = f−1(1) sind Wörter einer Sprache, es soll also das
Spracherkennungsproblem mittels einer DTM gelöst werden:
gegeben L ⊂ {0, 1}* und x ∈ {0, 1}* , ist x ∈ L?
Eine Sprache L heißt entscheidbar, falls die charakteristische Funktion von
L
χL : {0, 1}* → {0, 1}, χL(w) =
{
1 w ∈ L
0 w /∈ L
berechenbar ist (vgl. [S. 355 83]). M akzeptiert die Eingabe also wenn
x ∈ L ist und verwirft sie, wenn x /∈ L.
Eine Sprache L heißt semi-entscheidbar, falls die „halbe” charakteristische
Funktion von L
χL : {0, 1}* → {0, 1}, χL(w) =
{
1 w ∈ L
undef w /∈ L
berechenbar ist (vgl. [S. 355 83]). M akzeptiert die Eingabe also wenn
x ∈ L ist und verwirft sie, oder gerät in eine Endlosschleife, wenn x /∈ L.
Lemma 2.7. Eine Sprache ist genau dann semi-entscheidbar, wenn sie
von einer DTM akzeptiert wird.
P ist die Menge aller Sprachen, die von einer deterministischen Turingma-
schine entschieden werden, deren Laufzeit durch ein Polynom in der Länge
des Inputs beschränkt ist.
NP ist die Menge aller Sprachen, die von einer nichtdeterministischen Tu-
ringmaschine akzeptiert werden, deren Laufzeit durch ein Polynom in der
Länge des Inputs beschränkt ist.
Für Probleme in NP existiert zu einer Lösung ein polynomieller Nachweis,
der die Lösung überprüft.
Es gilt P ⊂ NP. Ob allerdings P = NP gilt oder nicht, ist derzeit noch
unklar.
Sind L und L′ zwei Sprachen, so heißt L′ polynomiell reduzierbar auf L
(L′ ⪯p L), falls eine in polynomieller Zeit berechenbare Funktion f exi-
stiert, so dass x ∈ L′ ⇔ f(x) ∈ L ist.
Lemma 2.8. [S. 395 83] Sei L′ ⪯p L. Ist L′ ∈ P so folgt, dass auch
L ∈ P. Ist L′ ∈ NP so folgt, dass auch L ∈ NP.
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Eine Sprache L heißt NP-schwer, falls für alle L′ ∈ NP gilt, dass L′ ⪯p
L.
Eine Sprache L heißt NP-vollständig, falls L NP-schwer ist und L ∈
NP.
Lemma 2.9. [S. 395 83] Sei L NP-vollständig. Dann ist auch L′ NP-
vollständig, wenn L′ ∈ NP und L ⪯p L′.
2.5 Lineare Programmierung
Informationen zu mathematischen Optimierungsproblemen und (ganzzah-
ligen) linearen Programmen finden sich unter anderem in den Werken von
Chvátal [15], Schrijver [73], Faigle, Kern und Still [24] und Zionts [88].
Ein lineares Programm (LP) ist eine Instanz eines linearen Optimierungs-
problems. Gesucht ist dabei ein Maximum (oder Minimum) einer linearen
Funktion unter Beachtung einer endlichen Anzahl von linearen Nebenbe-
dingungen für das Definitionsgebiet dieser Funktion. Eine Darstellung für
i Nebenbedingungen und j Variablen ist beispielsweise
max
n∑
j=1
cjxj
s.d.
n∑
j=1
aijxj≤bi (i = 1, 2, ...,m)
xj ≥0 (j = 1, 2, ..., n)
Oder in Matrixschreibweise mit x, c ∈ Rn, b ∈ Rm, A ∈ Rm×n:
max cTx
s.d. Ax ≤ b
Ist x ∈ Zn, so handelt es sich um ein ganzzahliges lineares Programm
(IP).
Erweitert man den Definitionsbereich der Lösung eines IP auf reelle Werte,
entsteht eine LP-Relaxierung zu diesem IP. Diese liefert eine obere Schran-
ke des IP [S. 230 73].
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Eine Teilmenge P ⊂ Kn heißt Polyeder, falls es ein m ∈ Z+, eine Matrix
A ∈ Km×n und einen Vektor b ∈ Km gibt mit
P = P (A, b) = {x ∈ Kn | Ax ≤ b}
Für die Menge der zulässigen Lösungen P (A, b) gilt immer eine der drei
folgenden Eigenschaften:
1. P (A, b) = ∅, das LP hat also keine Lösung.
2. Die Zielfunktion cTx ist nach oben unbeschränkt auf P (A, b).
3. Die Zielfunktion ist nach oben beschränkt, eine zulässige Lösung mit
maximalem Zielfunktionswert heißt dann optimale Lösung.
Um ganzzahlige lineare Programme zu lösen, gibt es verschiedene Ansätze.
Das Schnittebenenverfahren wird beispielsweise in [24] behandelt, Branch-
and-Bound in [88]. Weder diese beiden Verfahren noch andere bekannte
Lösungsansätze haben jedoch polynomielle Laufzeit, denn es handelt sich
um ein NP-vollständiges Problem [73].
Lineare Programme sind allerdings in polynomieller Zeit lösbar, als Beispiel
für einen Algorithmus mit polynomieller Laufzeit sei das Innere-Punkt-
Verfahren genannt [24].
In der Praxis benutzt man oft das Simplexverfahren. Dieses hat expo-
nentielle Laufzeit, ist dennoch oft sehr effizient [S. 129 73]. Eine lineare
Ungleichung ist ein Halbraum im Rn, also ist P (A, b) der Durchschnitt von
endlich vielen Halbräumen. Die lineare Zielfunktion ist eine Hyperebene
des Rn+1, ihr Maximum muss also in einer Ecke des Polyeders angenom-
men werden. Das Simplexverfahren betrachtet nun, ausgehend von einer
Startecke, die Ecken des Polyeders und ermittelt so eine Lösung des LP.
Eine Darstellung dieses Verfahrens findet sich unter anderem in [73] oder
[15].
2.6 Das Mengenüberdeckungsproblem
Viele Optimierungsprobleme, insbesondere auf Graphen, können durch das
Mengenüberdeckungsproblem dargestellt werden.
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Definition 2.10 (Mengenüberdeckungsproblem MÜP). Gegeben sei eine
endliche, nichtleere Menge S mit einer Familie F = {S1, ..., Sn} von Teil-
mengen von S, also Sj ⊂ S für i = 1, ..., n. Eine Teilmenge G ⊂ F ist eine
Überdeckung von S genau dann, wenn⋃
Si∈G
Si = S
ist.
Optimierungsvariante: Gesucht ist eine minimale Menge G ⊂ F die S
überdeckt.
Entscheidungsvariante: Gegeben ein k > 0: Existiert eine Menge G ⊂ F
die S überdeckt und nicht mehr als k Elemente beinhaltet?
Im Folgenden beschreibe MÜP immer das Optimierungsproblem, E-MÜP
das Entscheidungsproblem. Diese Notation wird im folgenden auch auf
weitere Probleme angewandt.
Das Optimierungsproblem lässt sich auch als ganzzahliges lineares Pro-
gramm darstellen:
[MÜP-IP] min
n∑
i=1
xi
s.d.
∑
i:s∈Si
xi ≥ 1 ∀s ∈ S (MÜP-IP.1)
xi ≥ 1 ∀i = 1, ..., n (MÜP-IP.2)
xi ∈ Z ∀i = 1, ..., n
Die Bedingung MÜP-IP.1 stellt dabei sicher, dass jedes Element mindestens
einmal überdeckt wird.
Das Mengenüberdeckungsproblem ist in seiner Entscheidungsvariante NP-
vollständig. Ein Beweis findet sich im Werk von Garey und Johnson [30];
auch ist dieses Problem Bestandteil von Karps Liste von 21NP-vollständigen
Problemen [S. 94 56].
Jeder Teilmenge von F kann man auch ein Gewicht zuordnen. Dies führt
direkt zum gewichteten Mengenüberdeckungsproblem:
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Definition 2.11 (Gewichtetes Mengenüberdeckungsproblem GMÜP). Ge-
geben sei eine Menge S mit einer Familie F = {S1, ..., Sn} von Teilmengen
von S, also Sj ⊂ S für i = 1, ..., n. Jedem Element in F ist ein nicht
negatives Gewicht w(Si) zugeordnet, d. h.
w : F → R+
Optimierungsvariante: Gesucht ist eine minimal gewichtete Menge G ⊂
F die S überdeckt.
Entscheidungsvariante: Gegeben ein k > 0: Existiert eine Menge G ⊂ F
die S überdeckt und deren Gewicht nicht größer als k ist?
Auch dieses Problem lässt sich als ganzzahliges lineares Programm darstel-
len:
[GMÜP-IP] min
n∑
i=1
xiw(Si)
s.d.
∑
i:s∈Si
xi ≥ 1 ∀s ∈ S (GMÜP-IP.1)
xi ≥ 1 ∀i = 1, ..., n (GMÜP-IP.2)
xi ∈ Z ∀i = 1, ..., n
Die Bedingung GMÜP-IP.1 stellt dabei sicher, dass jedes Element minde-
stens einmal überdeckt wird.
Auch das gewichtete Mengenüberdeckungsproblem ist NP-vollständig.
14
KAPITEL 3
Strukturen und Eigenschaften
Pseudostabiler Mengen
Die Zerlegung eines Graphen in stabile Mengen erlaubt nur Kanten zwi-
schen Knoten in verschiedenen stabilen Mengen. Will man einen Sach-
verhalt modellieren, der bestimmte Abhängigkeiten in Form von Pfaden
zwischen diesen stabilen Mengen erlaubt, muss man einen anderen Ansatz
wählen.
Dieses Kapitel diskutiert zunächst die verschiedenen Modelle, da die Kan-
didaten für die Pfade zwischen stabilen Mengen definiert werden müssen.
Dann folgt die Darstellung des Problems als Mengenüberdeckungsproblem.
Dazu werden pseudostabile Tupel definiert.
Im Anschluss werden die Strukturen pseudostabiler Mengen untersucht und
ein weiterer Abschnitt widmet sich dem Zusammenhang zwischen stabilen
und pseudostabilen Mengen.
3.1 Definition
Im folgenden werden nun pseudostabile Mengen betrachtet. Diese erlauben
zusätzlich Pfade zwischen stabilen Mengen. Ihnen wird ein Gewicht zuge-
ordnet, so dass man auch hier eine minimale Zerlegung suchen kann.
Die Kandidaten für zusätzlich erlaubte Kanten und Knoten außerhalb von
stabilen Mengen können entweder in einer separaten Liste gespeichert wer-
den oder als Teilgraph definiert werden:
Definition 3.1. Ein Graph G = (V,E) mit einem Teilgraphen G′ = B ⊂
G von blauen Knoten und Kanten wird Blauer Graph genannt und mit GB
bezeichnet.
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Dieser blaue Teilgraph stellt die Kandidaten für die Pfade und Knoten
außerhalb der stabilen Mengen. Das bedeutet, dass nur solche Pfade au-
ßerhalb der stabilen Mengen liegen dürfen, die in B liegen. Sowohl G′ als
auch B bezeichnen also den selben Teilgraphen. Die Notation soll stets so
gewählt werden, dass sie der Übersichtlichkeit dient. Auch kann die Nota-
tion GB zu G vereinfacht werden, wenn aus dem Zusammenhang klar ist,
dass es sich um einen blauen Graphen handelt.
Es soll nun zunächst eine Formulierung pseudostabiler Mengen als Men-
genüberdeckungsproblem gegeben werden, anschließend eine Formulierung
durch die Zerlegung eines Graphen. Beide Formulierungen sind äquivalent,
jedoch sind nicht alle Unterprobleme gleich intuitiv darstellbar.
3.1.1 Darstellung als Mengenüberdeckungsproblem
Wir definieren zunächst zwei verschiedene Teilmengen des Graphen GB um
daraus eine Überdeckung zu erstellen.
Definition 3.2 (Pseudostabiles Tupel). T ⊂ G ist ein pseudostabiles Tu-
pel, wenn es aus zwei stabilen MengeD1 undD2 sowie einem Pfad p besteht,
so dass
T = D1 ∪ p ∪D2
Dabei besteht die Schnittmenge zwischen D1 und p sowie p und D2 jeweils
nur aus einem Knoten. Für p gilt, dass es nur aus drei blauen Knoten
besteht, die durch blaue Kanten in Form eines Pfades verbunden sind. Das
heißt, dass p ⊂ B(G), |V (p)| = 3 und p ist zusammenhängend und kreisfrei.
Alternativ kann T auch stabil sein, d. h.D1 ist stabil und p = D2 = ∅. Dann
ist die Wertigkeit ζ(T ) = 1, sonst gilt ζ(T ) = 2.
Man kann nun aber auch mehr als nur einen Pfad zwischen den stabilen
Mengen D1 und D2 zulassen. Dazu definieren wir mehrfach pseudostabile
Tupel, vgl. auch Abb. 3.1.
Definition 3.3 (Mehrfach pseudostabiles Tupel). M ⊂ G ist ein mehrfach
pseudostabiles Tupel, wenn es aus zwei stabilen Menge D1 und D2 sowie
Pfaden p1, ..., pi besteht, so dass
M = D1 ∪ p1 ∪ ... ∪ pi ∪D2
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Abbildung 3.1: Darstellung eines pseudostabilen Tupel Ti in (a) und eines
mehrfach pseudostabilen Tupels Mi in (b). Die beiden Mengen D1 und D2 sind
jeweils stabil und es existieren einige Pfade von blauen Knoten und Kanten der
Länge 3. Die Mengen P(Ti) und P(Mi) bestehen jeweils aus allen blauen Kno-
ten, die weder in D1 noch in D2 liegen. Es ist nicht gefordert, dass die Pfade
disjunkt sind.
Dabei besteht die Schnittmenge zwischen D1 und pj sowie pj und D2 für
alle j ∈ {1, ..., i} jeweils nur aus einem Knoten. Für pj gilt, dass es nur
aus drei blauen Knoten besteht, die durch blaue Kanten in Form eines
Pfades verbunden sind. Das heißt, dass pj ⊂ B(G), |V (pj)| = 3 und pj ist
zusammenhängend und kreisfrei. Alternativ kann M auch stabil sein, d. h.
D1 ist stabil und D2 = ∅ sowie pj = ∅ für alle j ∈ {1, ..., i}. Dann ist die
Wertigkeit ζ(T ) = 1, sonst gilt ζ(T ) = 2.
Jedes pseudostabile Tupel ist also offensichtlich auch ein mehrfach pseudo-
stabiles Tupel mit i = 1 Pfaden.
Es sei Pf(T ) oder Pf(M) die Menge aller Pfade zwischen den stabilen
Mengen in T bzw.M . P˜ f wiederum besteht nur aus der Menge der inneren
Knoten, die nicht in einer stabilen Menge sind. Das heißt, dass P˜ f(T ) =
Pf(T ) \ (D1 ∪D2) bzw. genauso für M . Die Definition für Vereinigungen
von Mengen T oder M erfolgt für Pf und P˜ f analog:
Pf (T1 ∪ ... ∪ Tn) = Pf(T1) ∪ ... ∪ Pf(Tn)
Man sucht im Allgemeinen nach einer minimalen Knotenüberdeckung S =
{S1, ..., Sn} des Graphen G, wobei die Elemente Si entweder ausschließ-
lich pseudostabile oder mehrfach pseudostabile Tupel sind. Das heißt, dass
S = {T1, ..., Tn} oder S = {M1, ...,Mn}. Dabei sei das Gewicht w dieser
Überdeckung definiert als:
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w(S) =
n∑
i=1
ζ(Si) +
n∑
i=1
∑
j∈{1,...,n}\{i}
wi,j (3.1)
wobei
wi,j =
{
−1 Si ∩ Sj = Di1 = Dj2
0 sonst
(3.2)
Die erste Bedingung stellt dabei sicher, dass zwei identische stabile Mengen
in zwei verschiedenen Tupeln nicht doppelt gewichtet werden. Alle anderen
Fälle sind irrelevant. Diese Gewichtsfunktion gilt für pseudostabile Tupel
genauso, wie für mehrfach pseudostabile Tupel. Damit kann nun also ei-
ne Optimierungsvariante definiert werden, in der eine minimal gewichtete
Überdeckung eines Graphen gesucht wird.
Zunächst soll die Optimierungsvariante für pseudstabile Tupel diskutiert
werden. Zu einem gegebenen Graphen G = (V,E) mit einer Menge von
blauen Knoten und Kanten B ⊂ G sei
T = {T1, ..., Tn}
die Menge aller pseudostabilen Teilmengen in G mit B. Mit
P(Ti) = Ti \ {Di1 ∪Di2}
wiederum sei die Menge aller inneren Knoten von Pfaden innerhalb von Ti
bezeichnet. P(S) mit S = {S1, ..., Sn} ist definiert als P(S) = P(S1)∪ ...∪
P(Sn). Nun kann das Optimierungsproblem wie folgt definiert werden:
min
n∑
i=1
tiζ(Ti)+
n∑
i=1
ti
n∑
j=1
tjwi,j
s.d.
∑
T∈T:v∈Pf(T )
ti= 1, ∀v ∈ V∑
T∈T:v∈T
ti ≥ 1, ∀v ∈ V
ti ∈ {0, 1}
(IP1)
Dabei zeigt die Variable ti an, ob die Menge Ti Teil der gewählten Über-
deckung ist. Die erste Zeile bezieht sich auf die Gewichtsfunktion aus Glei-
chung (3.1). Diese soll minimiert werden. Die nächste Zeile stellt sicher,
dass jeder Knoten v ∈ V nur einmal in einem Pfad eines pseudostabilen
Tupels sein darf. Die letzte Zeile stellt sicher, dass jeder Knoten v ∈ V von
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mindestens einem Tupel überdeckt wird. Das heißt, dass jeder Knoten, so-
fern er nicht innerer Knoten eines Pfades ist, von beliebig vielen Mengen
überdeckt werden darf.
Soll diese Bedingung vernachlässigt werden, also ein innerer Knoten eines
Pfades p auch Teil eines anderen Pfades sein darf, kann das Optimierungs-
problem wie folgt definiert werden:
min
n∑
i=1
tiζ(Ti)+
n∑
i=1
ti
n∑
j=1
tjwi,j
s.d.
∑
T∈T:v∈T
ti ≥ 1, ∀v ∈ V
ti ∈ {0, 1}
(IP2)
Sowohl Formulierung IP1 als auch IP2 können sowohl für pseudostabile
Tupel T als auch für mehrfach pseuodostabile TupelM angewendet werden.
Dabei wird lediglich statt T die Menge M = {M1, ...,Mn} definiert und
verwendet.
Bemerkung 3.4. In den Definitionen 3.2 und 3.3 wurde nicht gefordert,
dass die Pfade innerhalb eines (mehrfach) pseudostabilen Tupels disjunkt
sein müssen. In der Formulierung IP2 können also alle inneren Knoten von
Pfaden mehrfach Teil von Pfaden zwischen verschiedenen stabilen Mengen
sein.
Als weiteres wichtiges Werkzeug muss noch der Graph der Überdeckung
definiert werden.
Eine Überdeckung eines Graphen G = (V,E) mit einem Teilgraphen G′ =
B ⊂ G von blauen Knoten und Kante mit pseudostabilen Tupeln T oder
mehrfach pseudostabilen Tupeln M induziert den Graphen dieser Über-
deckung. Dabei entspricht jede stabile Menge D einem Knoten in diesem
Graphen, und alle Pfade p entsprechen Kanten.
Definition 3.5 (Graph einer Überdeckung). Gegeben sei eine Überdeckung
S = {S1, ..., Sn} eines Graphen G = (V,E) mit einem Teilgraphen G′ =
B ⊂ G von blauen Knoten und Kante mit pseudostabilen Tupeln T oder
mehrfach pseudostabilen Tupeln M . Dann ist Gs = (V,E) der gerichtete
Graph dieser Überdeckung mit
V = {D ⊂ S1, ..., Sn}
E = {(Di1, Di2), für i ∈ {1, ..., n} wenn Di2 ̸= ∅}
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Nun können verschiedene relevante Optimierungsprobleme wie folgt defi-
niert werden:
Definition 3.6 (minPS). Gesucht ist eine minimale Überdeckung S des
Graphen G = (V,E) mit einem Teilgraphen B ⊂ G von blauen Knoten
und Kante mit pseudostabilen Tupeln T entsprechend der Gleichung IP1
wobei für den Graph GS der Überdeckung gilt, dass er kreisfrei ist und für
alle v ∈ V (GS) gilt, dass δ(v) ∈ {0, 1, 2}.
Definition 3.7 (minMPS). Gesucht ist eine minimale Überdeckung S des
Graphen G = (V,E) mit einem Teilgraphen B ⊂ G von blauen Knoten und
Kante mit mehrfach pseudostabilen TupelnM entsprechend der Gleichung
IP1 wobei für den Graph GS der Überdeckung gilt, dass er kreisfrei ist und
für alle v ∈ V (GS) gilt, dass δ(v) ∈ {0, 1, 2}.
minPS’ und minMPS’ bezeichnen das jeweilige Minimierungsproblem ent-
sprechend der Gleichung IP2. Hier dürfen also innere Knoten von Pfaden
Teil mehrerer Pfade sein. minPS-a und minMPS-a wiederum bezeichnen
das jeweilige Minimierungsproblem ohne Einschränkungen auf dem Gra-
phen GS . Das heißt
Definition 3.8 (minPS-a). Gesucht ist eine minimale Überdeckung S des
Graphen G = (V,E) mit einem Teilgraphen B ⊂ G von blauen Knoten
und Kanten mit pseudostabilen Tupeln T entsprechend der Gleichung IP1.
Definition 3.9 (minMPS-a). Gesucht ist eine minimale Überdeckung S
des Graphen G = (V,E) mit einem Teilgraphen B ⊂ G von blauen Kno-
ten und Kanten mit mehrfach pseudostabilen Tupeln M entsprechend der
Gleichung IP1.
Siehe auch Tabelle 3.1 für eine übersichtliche Darstellung. Diese Definiti-
on als Mengenüberdeckungsproblem wird immer wieder aufgegriffen wer-
den. Insbesondere, um zu zeigen, dass minPS und minMPSNP-vollständig
sind.
Im Folgenden soll das Problem durch die Zerlegung eines Graphen definiert
werden.
3.1.2 Darstellung durch Zerlegung des Graphen
Gegeben sei ein Graph G = (V,E) mit einem Teilgraphen G′ = B ⊂ G von
blauen Knoten und Kante. Diese blauen Knoten und Kanten sollen nun im
Folgenden die Kandidaten für die Pfade werden.
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Variante Tupel Gleichung GS Knoten in P(S)
minPS T IP1 nur kreisfreie Pfade eindeutig
minMPS M IP1 nur kreisfreie Pfade eindeutig
minPS-a T IP1 - eindeutig
minMPS-a M IP1 - eindeutig
minPS’ T IP2 nur kreisfreie Pfade -
minMPS’ M IP2 nur kreisfreie Pfade -
minPS’-a T IP2 - -
minMPS’-a M IP2 - -
Tabelle 3.1: Die verschiedenen Optimierungsvarianten des Überdeckungspro-
blem mit pseudostabilen Mengen.
Es sei Pi ⊂ G eine Teilmenge von G mit i ∈ N+. Der Index i wird zur
eindeutigen Identifizierung der Mengen benötigt.
Definition 3.10. Pi ist eine pseudostabile Menge, wenn Pi = Di selbst
stabil ist oder wenn sie in eine Aneinanderreihung von stabilen Mengen Dij
mit
Di1, p
i
1, D
i
2, p
i
2, D
i
3, ..., p
i
mi−1, D
i
mi
und mi ≥ 2 zerfällt. Dabei besteht die Schnittmenge entweder zwischen
stabilen Mengen Dj und Mengen pj+1 oder zwischen pj und Dj+1 jeweils
nur aus einem Knoten. Für die paarweise disjunkten Mengen pj gilt, dass
sie nur aus drei blauen Knoten bestehen, die durch blaue Kanten in Form
eines Pfades verbunden sind. Das heißt, dass pj ⊂ B(G), |V (pj)| = 3 und
pj ist zusammenhängend und kreisfrei. Die Wertigkeit dieser Menge Pi ist
mi.
Definition 3.11. Pi ist eine mehrfach pseudostabile Menge, wenn Pi =
Di selbst stabil ist oder wenn sie in eine Aneinanderreihung von stabilen
Mengen Dij mit
Di1, p
i
1,1, ..., p
i
1,n1 , D
i
2, p
i
2,1, ..., p
i
2,n2 , D
i
3, ..., p
i
mi−1,1, ..., p
i
mi−1,nmi−1 , D
i
mi
und mi ≥ 2 zerfällt. Dabei besteht die Schnittmenge zwischen aufeinander
folgenden stabilen Mengen Dj und Mengen pj+1,n mit n ∈ {1, ..., nj+1}
und pj,n mit n ∈ {1, ...nj} und Dj+1 jeweils nur aus einem Knoten. Für die
paarweise disjunkten Mengen pj gilt, dass sie nur aus drei blauen Knoten
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...
D1 D2 Dm
p1
p2
pm−1
p3
D3
Abbildung 3.2: Skizze einer beispielhaften Zerlegung
D1, p1, D2, p2, ..., pm−1, Dm in pseudostabile Mengen.
...
D1 D2 Dm
p1,1 p2,1
pm−1,1
p3,1
D3
p1,2
p2,2
p2,3
Abbildung 3.3: Skizze einer beispielhaften Zerlegung
D1, p1,1, p1,2, D2, p2,1, p2,2, p2,3, ..., pm−1, Dm in mehrfach pseudostabile
Mengen.
bestehen, die durch blaue Kanten in Form eines Pfades verbunden sind.
Das heißt, dass pj ⊂ B(G), |V (pj)| = 3 und pj ist zusammenhängend und
kreisfrei. Die Wertigkeit dieser Menge Pi ist mi.
Eine Darstellung der Aneinanderreihung von stabilen Mengen in pseudo-
stabilen Mengen findet sich in Abb. 3.2, eine Darstellung der Aneinander-
reihung von stabilen Mengen in einer mehrfach pseudostabilen Menge in
Abb. 3.3.
Bemerkung 3.12. Es ist ohne weiteres möglich, die Pfade pi auch als
Teilmenge von Knoten (u, v, w) ⊂ G anzugeben. Dadurch wird die Pro-
blemstellung nicht eingeschränkt.
Beide Definitionen sind äquivalent. Dass sich diese Äquivalenz immer nach
dem selben Schema zeigen lässt, soll exemplarisch durch die folgenden zwei
Fälle gezeigt werden:
Lemma 3.13. Jede minimale Überdeckung S eines Graphen G = (V,E)
mit einem Teilgraphen B ⊂ G von blauen Knoten und Kanten mit pseudo-
stabilen Tupeln gemäß Definition 3.6 ist äquivalent zu einer minimalen
Zerlegung des Graphen G in pseudostabile Mengen gemäß Definition 3.10.
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Beweis. „⇒“ Gegeben sei eine minimale Überdeckung S des Graphen G =
(V,E) mit einem Teilgraphen B ⊂ G von blauen Knoten und Kanten
mit pseudostabilen Tupeln T entsprechend der Gleichung IP1 wobei für
den Graphen GS der Überdeckung gilt, dass er kreisfrei ist und für alle
v ∈ V (GS) gilt, dass δ(v) ∈ {0, 1, 2}.
Da der Graph GS kreisfrei ist kann jede Zusammenhangskomponente Z ⊂
GS einzeln betrachtet werden, vgl. Abb. 3.4.
GS
Z
Abbildung 3.4: Beispielhafte Darstellung eines GS und einer Zusammen-
hangskomponente Z (gestrichelt).
Eine Zusammenhangskomponente Z hat entweder nur einen Knoten, ent-
spricht also einer stabilen Menge Di, oder besteht aus mindestens zwei
Knoten v1 und vj mit δ(v) = 1.
Im ersten Fall kann eine stabile Menge D′i erzeugt werden, im zweiten
Fall können kontinuierlich alle stabilen Mengen der Reihe nach von v1 bis
vj betrachtet werden und analog stabile Mengen der Form (Di1, Di2) i ∈
{1, ..., n} erzeugt werden, wenn Di2 ̸= ∅. Das heißt es ergibt sich die Form
D′11 , D
′1
2 , D
′2
2 , ..., D
′j
1 , D
′j
2 . Dabei gilt immer, dass D
′i
2 = D
′i+2
1 , da sonst
die entsprechende Kante nicht in GS vorhanden wäre. Alle Pfade werden
entsprechend zugeordnet, vgl. Abbildung 3.5.
GS
G
...
...
Abbildung 3.5: Darstellung von G und GS und der Zuordnung der Mengen.
Es bleibt zu zeigen, dass alle Schnittmengen zwischen stabilen Mengen D′i
und D′j immer auf diese Weise einer der beiden stabilen Mengen zugewie-
sen werden können, so dass Definition 3.10 erfüllt bleibt.
Dies bedeutet, dass jeder Knoten in G eindeutig entweder einer stabilen
Menge oder einem Pfad zugeordnet werden muss. Gleichung IP1 stellt si-
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cher, dass dies für jeden Knoten eines Pfades gilt. Für jeden anderen Kno-
ten gilt, dass er einer beliebigen stabilen Menge die ihn überdeckt zuge-
wiesen werden darf. Sollte sich dabei zeigen, dass eine stabile Menge dieser
Überdeckung eliminiert werden kann, so war die Überdeckung nicht mini-
mal. Das wiederum würde der Voraussetzung widersprechen.
„⇐“ Da jede Zerlegung eines Graphen auch immer eine Überdeckung des
Graphen ist, ist lediglich zu zeigen, dass eine pseudostabile Menge gemäß
Lemma 3.10 der Definition 3.6 genügt. Gilt dies, so entspricht auch eine
minimalen Zerlegung des Graphen G = (V,E) mit einem Teilgraphen B ⊂
G von blauen Knoten und Kanten in pseudostabile Mengen einer minimalen
Überdeckung S des Graphen G mit pseudostabilen Tupeln.
Es ist sofort ersichtlich, dass je zwei aufeinander folgende stabile Mengen
innerhalb einer pseudostabilen Menge ein pseudostabiles Tupel bilden. Jede
pseudostabile Menge bildet eine Zusammenhangskomponente des Graphen
GS für die Überdeckung mit pseudostabilen Tupeln. Vgl. hierzu Abb. 3.6.
GS
G
...
...
D1 D2 Dn
T1 = D1 ∪ p1 ∪D2 T1 = D2 ∪ p2 ∪D3 ...
...
Abbildung 3.6: Darstellung von G und GS und der Zuordnung von pseudo-
stabilen Mengen und Zusammenhangskomponenten.
DieWertigkeit dieser Zusammenhangskomponente entspricht der Gleichung
3.1. Dies kann sukzessive für jede pseudostabile Menge in der Zerlegung ge-
schehen, so dass die Zerlegung der Definition 3.6 entspricht.
Lemma 3.14. Jede Überdeckung S eines Graphen G = (V,E) mit einem
Teilgraphen B ⊂ G von blauen Knoten und Kante mit mehrfach pseudo-
stabilen Tupeln gemäß Definition 3.7 ist äquivalent zu einer Zerlegung des
Graphen G in mehrfach pseudostabile Mengen gemäß Definition 3.11.
Beweis. „⇒“ Gegeben sei eine minimale Überdeckung S des Graphen G =
(V,E) mit einem Teilgraphen B ⊂ G von blauen Knoten und Kante mit
mehrfach pseudostabilen Tupeln T entsprechend der Gleichung IP1 wobei
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für den Graph GS der Überdeckung gilt, dass er kreisfrei ist und für alle
v ∈ V (GS) gilt, dass δ(v) ∈ {0, 1, 2}.
Da der GraphGS kreisfrei ist kann nun erneut jede Zusammenhangskompo-
nente Z ⊂ GS einzeln betrachtet werden. Eine Zusammenhangskomponen-
te Z hat entweder nur einen Knoten, entspricht also einer stabilen Menge
Di, oder besteht aus mindestens zwei Knoten v1 und vj mit δ(v) = 1.
Im ersten Fall kann eine stabile Menge D′i erzeugt werden, im zweiten Fall
können kontinuierlich alle stabilen Mengen der Reihe nach von v1 bis vj be-
trachtet werden und analog stabile Mengen der Form (Di1, Di2) i ∈ {1, ..., n}
erzeugt werden, wenn Di2 ̸= ∅. Das heißt D′11 , D′12 , D′22 , ..., D′j1 , D′j2 . Dabei
gilt immer, dass D′i2 = D′i+21 , da sonst die entsprechende Kante nicht in
GS vorhanden wäre. Alle Pfade werden entsprechend zugeordnet, vgl. Ab-
bildung 3.7.
GS
G
...
...
Abbildung 3.7: Darstellung von G und GS und der Zuordnung der Mengen.
Es bleibt zu zeigen, dass alle Schnittmengen zwischen stabilen Mengen
D′i und D′j immer einer der beiden stabilen Mengen zugewiesen werden
können, so dass Definition 3.11 erfüllt bleibt.
Das heißt, jeder Knoten in G muss eindeutig entweder einer stabilen Menge
oder einem Pfad zugeordnet werden können. Gleichung IP1 stellt sicher,
dass dies für jeden Knoten eines Pfades gilt. Für jeden anderen Knoten
gilt, dass er einer beliebigen stabilen Menge die ihn überdeckt zugewiesen
werden darf. Sollte sich dabei zeigen, dass eine stabile Menge dieser Über-
deckung eliminiert werden kann, so war die Überdeckung nicht minimal.
„⇐“ Da jede Zerlegung eines Graphen auch immer eine Überdeckung des
Graphen ist, ist lediglich zu zeigen, dass eine pseudostabile Menge gemäß
Lemma 3.11 die Definition 3.7 erfüllt.
Es ist sofort ersichtlich, dass je zwei aufeinander folgende stabile Mengen
innerhalb einer pseudostabilen Menge ein pseudostabiles Tupel bilden. Jede
pseudostabile Menge bildet eine Zusammenhangskomponente des Graphen
GS für die Überdeckung mit pseudostabilen Tupeln. Die Wertigkeit dieser
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Zusammenhangskomponente entspricht der Gleichung 3.1. Dies kann suk-
zessive für jede pseudostabile Menge in der Zerlegung geschehen, so dass
die Zerlegung der Definition 3.7 entspricht.
Alle weiteren Beweise können ganz analog geführt werden. Die Benennung
kann ebenfalls analog erfolgen. Eine pseudostabile Menge genügt entwe-
der Definition 3.10 oder entspricht einer Zusammenhangskomponente des
Graphen GS , wie sie in der Formulierung als Mengenüberdeckung gegeben
ist.
Damit ist gezeigt, dass sich das Problem entweder als Graphenüberdeckungs-
problem oder als Graphenzerlegungsproblem darstellen lässt. Beide Defi-
nitionen sind äquivalent.
3.1.3 Notation pseudostabiler Mengen
Die Notation der Wertigkeit einer Zerlegung P des Graphen G mit B ⊂ G
in pseudostabile Mengen wurde bereits mit ζ(P ) eingeführt. Die Wertigkeit
einer minimale Zerlegung eines Graphen G in pseudostabile Mengen wird
mit ζ(G) bezeichnet. Ist die Teilmenge B von Bedeutung, etwa weil zwei
verschiedene Teilgraphen B und B′ ⊂ G betrachtet werden, so kann dieser
durch ζ(G,B) explizit genannt werden. So kann ζ zum einen auf Graphen
als Wertigkeit der minimalen Zerlegung oder Überdeckung eines Graphen
mit pseudostabilen Mengen verwendet werden, zum anderen aber auch nur
die Wertigkeit einer möglichen Überdeckung oder Zerlegung angeben.
An dieser Stelle ist noch die notwendige Notation pseudostabiler Mengen
einzuführen. Es sei wieder Pi ⊂ G eine Teilmenge von G mit i ∈ N+. Da
grundsätzlich auch eine rein stabile Menge pseudostabil ist, kann mit dem
letzten Abschnitt wiederholt werden:
Pi ist entweder stabil, d. h. Pi = Di1 oder es existieren in Pi mehrere stabile
Mengen. Das heißt es liegen mi ≥ 2 stabile Mengen Di1, ..., Dimi ⊂ Pi.
Die Variable mi gibt also die Anzahl der stabilen Mengen in Pi an. Ist aus
dem Kontext ersichtlich, welche Menge Pi betrachtet wird, kann der Index
i bei allen Variablen auch entfallen. Ist mi > 1 so ist durch die stabilen
Mengen Dij alleine keine Überdeckung von Pi gegeben.
Es existieren auch nur Pfade aus blauen Knoten, die mit blauen Kanten
verbunden sind und deren Anfangs- und Endknoten in verschiedenen sta-
bilen Mengen liegen.
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pi1,1
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i
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3
...
...
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...
Eine pseudostabile Menge Pi mi stabile Teilmengen Di1, ..., Dimi
oij Pfade von D
i
j nach D
i
j+1
l(i, j, k) Knoten in Pfad pij,k
Abbildung 3.8: Darstellung zur Notation pseudostabiler Mengen.
Dabei gibt die Variable i eines Pfades pij,k die Menge Pi an, in der p
i
j,k
liegt. Die Variable j wiederum bezeichnet die stabile Menge Dij , in der der
Anfangsknoten des Pfades liegt, der Endknoten liegt immer in Dij+1. Die
Pfade, die in einer stabilen Menge Dij beginnen, werden durchnummeriert.
Dies geschieht mit der Variable k. pij,k ist also in der Menge Pi der k-te
Pfad, der die stabilen Mengen Dij und Dij+1 verbindet. Die Anzahl der
Pfade, die Dij und Dij+1 verbinden, wird mit oij bezeichnet.
Weiter sei l(i, j, k) bzw. l(pij,k) )die Länge des Pfades p
i
j,k. An dieser Stelle
ist die Länge der Pfade p noch nicht auf 3 beschränkt, in Lemma 3.18 wird
allerdings bewiesen, dass jede Zerlegung mit Pfaden, deren Länge größer
als 3 ist, in eine gleichwertige Zerlegung mit Pfadlängen, die nicht größer
als 3 sind, umgeformt werden kann. So ist die Definition 3.10 für eine
gesuchte minimale Zerlegung relevant, die hier gegebene Notation aber zur
Vollständigkeit nötig.
Zum besseren Verständnis der Notationen wird auf die Skizze in Abb. 3.8
verwiesen.
Bemerkung 3.15. In dem Fall, dass es zwischen zwei stabilen Mengen
stets nur einen Pfad geben darf, kann die Zählvariable k auch entfallen.
3.1.4 Wertigkeit pseudostabiler Mengen
In den, in dem vorherigen Abschnitt 3.1 diskutierten, Definition 3.10 oder
3.10, wurde stets gefordert, dass die Länge von Pfaden zwischen stabilen
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Mengen die Länge drei nicht überschreitet. Dies soll im Folgenden begrün-
det werden. Doch zunächst soll die Definition der Wertigkeit pseudostabiler
Mengen und mehrfach pseudostabiler Mengen allgemein erfolgen:
Definition 3.16. Zu einer (mehrfach) pseudostabilen Menge Pi ist
ζ(Pi) = mi +
⎛⎝|Pfi|∑
r=1
oir∑
s=1
|pir,s| − 3
⎞⎠ (3.3)
die Wertigkeit dieser Mengen.
Haben alle Pfade die Länge 3, so entfällt die hintere Summe. Es gilt dann
ζ(Pi) = mi
Für rein pseudostabile Mengen kann die oben genannte Formel noch ver-
einfacht werden, da die innere Summe entfällt:
Lemma 3.17. Es sei Pi eine pseudostabile Teilmenge Pi ⊂ G eines Gra-
phen G = (V,E) mit einer Teilmenge von blauen Knoten und Kanten
B(G) ⊂ G. Dann ist die Wertigkeit dieser Menge
ζ(Pi) =
(
mi∑
r=1
|pir| − 2
)
+ 1
Beweis. Da |Pf i| = mi − 1 ist, gilt
ζ(Pi) = mi +
⎛⎝|Pfi|∑
r=1
|pir| − 3
⎞⎠
= mi +
(
mi−1∑
r=1
|pij | − 2− 1
)
= mi − (mi − 1) · 1 +
(
mi−1∑
r=1
|pij | − 2
)
= mi −mi + 1 +
(
mi−1∑
r=1
|pij | − 2
)
=
(
mi−1∑
i=1
|pij | − 2
)
+ 1
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Dies entspricht, wenn alle Pfade die Länge 3 haben wieder der Anzahl der
stabilen Mengen:
ζ(Pi) =
(
mi−1∑
i=1
|pij | − 2
)
+ 1 = mi − 1 + 1 = mi
Für eine Zerlegung P eines Graphen G in |P | (mehrfach) pseudostabile
Mengen P1, ..., P|P | ist die Wertigkeit dieser Zerlegung durch
ζ(P ) =
|P |∑
i=1
ζ(Pi)
gegeben.
Weiter sei MP =
∑|P |
i=1mi die Anzahl aller stabilen Mengen in P und
PfP = Pf
i ∪ ...∪Pf |P | die Menge aller Pfade in P . Wenn klar ist, welche
Zerlegung P betrachtet wird, kann der Index P auch entfallen.
Die Definition der Wertigkeit in Formel 3.3 hat natürlich eine gewisse Be-
liebigkeit. Es steht frei, diese auch anders zu definieren. Sie wurde bereits
in 3.3 verallgemeinert. Die vorliegende Formulierung ist für alle in dieser
Arbeit vorgestellten Anwendungsprobleme gültig.
3.2 Strukturen von pseudostabilen Mengen
Um die Struktur pseudostabiler Mengen genauer zu untersuchen, sei zu-
nächst die Länge der Pfade Gegenstand näherer Untersuchungen.
Lemma 3.18. Gegeben sei ein Graph G = (V,E) mit einer Teilmenge von
blauen Knoten und Kanten B(G) ⊂ G sowie eine minimale Zerlegung P
dieses Graphen in (mehrfach) pseudostabile Mengen mit Wertigkeit ζ(G)
und Pfaden Pf , wobei für mindestens einen Pfad pi ∈ Pf gilt l(pi) ≥ 4.
Dann kann aus dieser Zerlegung P eine Zerlegung P ′ mit ζ(P ) = ζ(P ′)
konstruiert werden, wobei für alle p′i ∈ Pf ′ gilt l(p′i) = 3
Beweis. Voraussetzung: Gegeben sei ein Graph G = (V,E) mit einer
Teilmenge von blauen Knoten und Kanten B(G) ⊂ G sowie eine minima-
le Zerlegung P dieses Graphen in (mehrfach) pseudostabile Mengen mit
Wertigkeit ζ(G) und einem Pfad pi = [v1, ..., vl(pi)] ∈ Pf mit l(pi) ≥ 4.
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...
Di Di+1
...
Di Di+1Dk Dk+1
Abbildung 3.9: Skizze zum Beweis von Lemma 3.18 und der Anordnung der
stabilen Mengen.
Z.z.: Es kann eine Zerlegung P ′ mit der selben Wertigkeit ζ(P ) konstruiert
werden, die den Pfad pi nicht beinhaltet.
Die Kosten für den Pfad pi betragen l(pi) − 3. Es sei nun v3 eine neue
stabile Menge innerhalb der Zerlegung P ′ und [v1, v2, v3] ein Pfad. Dies ist
zulässig, da nach Voraussetzung alle Knoten in pi und alle Kanten blau
sind. Jeder weitere Knoten v4, ..., vl(pi) sei weiter eine stabile Menge in P
′.
Für den ersten Pfad beträgt die Wertigkeit 0, für die neuen stabilen Mengen
l(pi)− 3, die Wertigkeit verändert sich also nicht gegenüber P . Vgl. hierzu
Abb. 3.9.
Dieses Verfahren kann sukzessive für alle Pfade wiederholt werden, deren
Länge 3 übersteigt. Die Wertigkeit der so konstruierten Zerlegung P ′ ist
gleich der von P .
Bemerkung 3.19. Damit ist die Bedingung, dass für alle Pfade pi l(pi) ≤
3 gilt, in den Definitionen 3.10 und 3.11 gerechtfertigt.
Weiter kann nun untersucht werden, welche Konstruktionen man im Gra-
phen G′ = B(G) ausschließen kann.
Lemma 3.20. Gegeben sei ein Graph G = (V,E) mit blauen Knoten und
blauen Kanten B ⊂ G. Es sei nun
B′ = B(G) \ {v ∈ B(G) mit δ(v) = 0 in B(G)}
Dann gilt für die zwei minimalen Zerlegungen von G in pseudostabile Men-
gen bezüglich B und B′ ζ(P (B)) = ζ(P (B′)).
30
Beweis. Angenommen, es gibt eine minimale Zerlegung ζ(P (B)), wobei
v ∈ Pf mit δ(v) = 0 in G′ ein Pfad in Pf ist. Dies widerspricht der Defi-
nition 3.10 oder 3.11, es handelt sich also nicht um eine gültige minimale
Zerlegung von G in pseudostabile Mengen.
Da es also keine Zerlegung des Graphen G in pseudostabile Mengen gibt,
bei denen Knoten v ∈ B(G) mit δ(v) = 0 in einem Element von Pf vorhan-
den sind, gilt ζ(P (B)) = ζ(P (B′)), wennB′ = B(G)\{v ∈ B(G) mit δ(v) =
0 in B(G)}.
Isolierte Knoten in B können also auch ignoriert oder entfernt werden.
Lemma 3.21. Gegeben sei ein Graph G = (V,E) mit blauen Knoten und
blauen Kanten B(G) ⊂ G. Es sei nun
B′ = B(G)\{v, w ∈ B(G) mit δ(v) = 1 und δ(w) = 1 in B und (v, w) ∈ B(G)}
Dann gilt für die zwei minimalen Zerlegungen von G in pseudostabile Men-
gen bezüglich B und B′ ζ(P (B)) = ζ(P (B′)).
Beweis. Angenommen, es gibt eine minimale Zerlegung ζ(P (B)) wobei
[v, w] mit δ(v) = 1 und δ(w) = 1 in G′ ein Pfad in Pf ist. Dieser Pfad
verbindet also zwei stabile Mengen Dij und Dij+1 miteinander. Es ist aber
möglich, eine Zerlegung in pseudostabile Mengen mit der selben Wertigkeit
ohne den Pfad [v, w] zu konstruieren.
Wenn [v, w] ∈ P i ist, konstruiert man dazu zwei verschiedene pseudostabile
Mengen P ′i und P ′′i ∈ P . Dazu sei Di1, ..., Dij ∈ P ′i, ebenso seien die Pfade
pi1, ..., p
i
j−1 in P ′i. Der Pfad pii = [v, w] entfällt. Weiter sei Dij+1, ..., Dimi ∈
P ′′i und ebenso auch pij+2, ..., pmi−1 in P
′′i. Dann gilt ζ(P i) = ζ(P ′i) +
ζ(P ′′i).
Es gibt also für jede minimale Zerlegung eines Graphen G mit blauen
Knoten und blauen Kanten B(G) ⊂ G in pseudostabile Mengen, wobei
|{v, w ∈ B mit δ(v) = 1 und δ(w) = 1 in G′ und (u, v) ∈ B}| ≥ 1
gilt, eine minimale Zerlegung mit der gleichenWertigkeit ζ(P (B)) = ζ(P (B′)),
wenn
B′ = B(G)\{v, w ∈ B(G) mit δ(v) = 1 und δ(w) = 1 in B und (u, v) ∈ B(G)}
31
Isolierte Pfade der Länge 2 in B können also auch entfernt werden. Man
kann also von folgender Annahme ausgehen:
Annahme 3.22. B(G) beinhaltet keine isolierten Knoten und nur Pfade,
die mindestens die Länge 3 haben.
Lemma 3.23. Gegeben sei ein Graph G = (V,E) mit einer Teilmenge von
blauen Knoten und blauen Kanten B(G) ⊂ G sowie eine minimale Zerle-
gung P dieses Graphen in (mehrfach) pseudostabile Mengen mit Wertigkeit
ζ(G).
Dann kann diese Zerlegung in eine Zerlegung P ′ gleicher Wertigkeit umge-
formt werden, so dass für alle Pfade pi = [v1, v2, v3] mit vi ∈ Pf gilt, dass
v2 in einem Kreis ungerader Länge liegt1 umgeformt werden.
Beweis. Voraussetzung: Gegeben sei ein Graph G = (V,E) mit einer
Teilmenge von blauen Knoten und blauen Kanten B(G) ⊂ G sowie eine
minimale Zerlegung P dieses Graphen in (mehrfach) pseudostabile Mengen
mit Wertigkeit ζ(G). Es sei ein Pfad pi = [v1, v2, v3] ∈ Pf , wobei v2 nicht
Teil eines ungeraden Kreises in G ist. Weiter sei D1 die stabile Menge in
der sich v1 befindet und D2 die, in der sich v3 befindet.
Z.z.: Jeder Zerlegung P in (mehrfach stabile) Mengen, die einen solchen
Pfad pi beinhaltet, kann in eine gleichwertige zulässige Zerlegung P ′ um-
geformt werden, in der pi kein Pfad in Pf ist.
Der Graph D1 ∪D2 ⊂ G ist nun offensichtlich bipartit und enthält somit
keine Kreise ungerader Länge. Nun ist aber nach Voraussetzung in D1 ∪
D2 ∪ {v2} ⊂ G auch kein Kreis ungerader Länge vorhanden, dieser Graph
also auch bipartit und so kann der Graph D1∪D2∪{v2} ⊂ G auch in zwei
stabile Mengen D′1 und D′2 zerlegt werden.
Ist P eine rein pseudostabile Menge, so waren sowohl D1 als auch D2 End-
und Startort von maximal zwei Pfaden. Da nun einer entfällt, nämlich pi
können die verbliebenen maximal zwei Pfade an die neuen stabilen Men-
gen, unabhängig von ihrer neuen Sortierung, angeknüpft werden. Gelangen
beide an D′1 oder D′2, so ist dies eine gültige Zerlegung in pseudostabile
Mengen, ebenso wenn ein Pfad seinen Endknoten in der einen, der andere
Pfad seinen Anfangsknoten in der anderen, findet.
Ist P eine mehrfach pseudostabile Menge, wobei D1 und D2 jeweils mit
mehr als einem Pfad verbunden sind, so müssen die neuen stabilen Mengen
D′1 und D′2 auf folgende Art konstruiert werden: Es sei D′2 die stabile
1d. h. v2 ⊂ Cn ⊂ G mit n = 2i+ 1, i ∈ N0
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Abbildung 3.10: Skizze zum Beweis von Lemma 3.23.
Menge, der v2 zugeordnet wird. Alle Knoten aus D1 und D2, die mit v2
verbunden sind, werden D′1 hinzugefügt. Dies ist möglich, da keine Kanten
zwischen zwei Knoten, die jeweils mit v2 verbunden sind, existieren dürfen.
Dies würde einen ungeraden Pfad der Länge Drei mit v2 implizieren, was
der Voraussetzung widerspricht. Ebenso werden alle Knoten ausD1 undD2
D′1 hinzugefügt, die weder Kanten in die jeweils anderen Menge D1 oder
D2 noch zu v2 besitzen. Alle anderen Knoten sollen zu D′2 hinzugefügt
werden.
Sind alle Pfade, die von D1 und D2 ausgingen, nun mit D′1 verbunden,
ist dies wieder eine zulässige Zerlegung in mehrfach pseudostabile Mengen.
Gibt es aber einen Knoten w in D′2, der Teil eines Pfades [w, x, y] oder
[y, x, w] ist, so würde dieser der Definition pseudostabiler Mengen wider-
sprechen, wenn es auch einen Pfad von D′1 in die stabile Menge des Knoten
y gibt. Ist dies nicht der Fall, wurde eine zulässige Zerlegung in mehrfach
pseudostabile Mengen konstruiert. Sonst kann der Knoten x aber der sta-
bilen Menge D′1 hinzugefügt werden. Dies geht, denn würde es eine Kante
(x, q) mit q ∈ D′1 geben, so wäre [v2, q, x, w, u] ein Kreis in G, wobei u ein
beliebiger Knoten in D′1 ist, der mit w verbunden ist. Dieser Knoten umuss
existieren, denn sonst könnte w D′1 hinzugefügt werden. Dieser Kreis hat
ungerade Länge und beinhaltet v2, was ein Widerspruch zur Voraussetzung
ist. Also können alle bestehenden Pfade entweder D′1 angeschlossen werden
oder ihr mittlerer Knoten dieser stabilen Menge hinzugefügt werden. Dies
impliziert eine Zerlegung in mehrfach pseudostabile Mengen mit der selben
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(a) (b)
Abbildung 3.11: Skizzen zu den Beispielen 3.1 und 3.2.
Wertigkeit. Vgl. hierzu auch Abb. 3.10.
Der Kreis ungerader Länge, in dem ein mittlerer Knoten eines Pfades p
zwischen zwei stabilen Mengen liegt, muss nicht automatisch Teil dieses
Pfades sein. Das kann durch folgendes Beispiel verdeutlicht werden:
Beispiel 3.1. Es sei G ein Graph mit einem K3 und einem Pfad p =
[v1, v2, v3] von mit blauen Kanten verbundenen blauen Knoten. Nur v2 sei
Teil des K3. Eine illustration findet sich in Abb. 3.11(a). Dort ist auch eine
minimale Zerlegung in pseudostabile Mengen skizziert. Es fällt auf, dass
der Pfad mit v2 ermöglicht, die Wertigkeit dieser Zerlegung auf zwei zu
reduzieren, obwohl der Pfad p nicht in K3 liegt. △
Beispiel 3.2. Obwohl es für einen Pfad p = [v1, v2, v3] zwischen zwei
stabilen Mengen D1 und D2 in einer Zerlegung in pseudostabile Mengen
immer einen Kreis ungerader Länge mit v2 in D1 und D2 geben muss –
sonst wäreD1∪D2∪v2 ja bipartit – kann es durchaus auch Kreise ungerader
Länge geben, die zwar die selbe Länge haben wie der Kreis in D1 und D2
aber nicht in D1 und D2 liegen.
Es sei eine ähnliche Situation wie in Beispiel 3.1 gegeben, zusätzlich gibt
es einen weiteren K3, von dem ein Knoten v2 ist und ein anderer im schon
vorhandenen K3 liegt. Mit der in Abb. 3.11(b) skizzierten Situation kann
der zusätzliche Knoten keiner der beiden stabilen Mengen D1 und D2 hin-
zugefügt werden, er kann aber auch kein Teil eines Pfades sein, muss also
in einer weiteren stabilen Menge liegen. △
Auch hier kann wieder eine Annahme getroffen werden, die insbesondere
für die spätere algorithmische Betrachtung von Vorteil ist.
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Annahme 3.24. Es soll im Folgenden für alle (mehrfach) pseudostabilen
Mengen angenommen werden, dass in jedem Pfad pi = [v1, v2, v3] der Kno-
ten v2 Teil eines Kreises ungerader Länge im Ursprungsgraphen ist.
Damit folgt direkt:
Lemma 3.25. Wenn ein Graph G keine Kreise ungerader Länge enthält,
also bipartit ist, so ist die Zerlegung in (mehrfach) pseudostabile äquivalent
zu einer Zerlegung in stabile Mengen.
Nun sind also alle Pfade, die zwischen stabilen Mengen in einer (mehr-
fach) pseudostabilen Menge auftreten dürfen, wie folgt charakterisiert: Sie
bestehen aus drei blauen Knoten v1, v2 und v3, sind durch blaue Kanten
(v1, v2) und (v2, v3) verbunden und v2 ist Teil eines Kreises ungerader Län-
ge im Ursprungsgraphen G. Für perfekte Graphen kann man sogar noch
eine weitere Einschränkung machen:
Lemma 3.26. Es sei G = (V,E) ein perfekter Graph mit blauen Knoten
und blauen Kanten B(G) ⊂ G. Dann sind alle Knoten v2 der Pfade pi =
[v1, v2, v3] ⊂ Pf einer minimale Zerlegung P des Graphen G in (mehrfach)
pseudostabile Mengen Teil eines K3 ⊂ G.
Beweis. Nach Annahme 3.24 müssen alle Pfade Teil eines Kreises ungera-
der Länge sein. Ist G ein perfekter Graph, so ist er ein Berge Graph. G ent-
hält damit keinen ungeraden Kreis der Länge größer drei. Also müssen alle
Pfade in einer minimalen Zerlegung P in (mehrfach) pseudostabile Mengen
Teil eines ungeraden Kreises der Länge drei, also einem K3 sein.
Als letzter Punkt kann noch auf den Zusammenhang zwischen Cliquen
und pseudostabilen Mengen eingegangen werden. Die Wertigkeit einer mi-
nimalen Überdeckung von einer größten Clique C in einem Graphen G ist
kleiner oder gleich der minimalen Überdeckung des ganzen Graphen G.
Lemma 3.27. Es sei G = (V,E) ein Graph mit blauen Knoten und Kan-
ten B(G) ⊂ G. Weiter sei C eine größte Clique bzw. die größte Clique im
Graphen G. Dann gilt für eine minimale Zerlegung P des Graphen G in
(mehrfach) pseudostabile Mengen mit Wertigkeit ζ(G) und eine minimale
Zerlegung P ′ von C in (mehrfach) pseudostabile Mengen mit Wertigkeit
ζ(C)
ζ(C) ≤ ζ(G)
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Beweis. Sind sowohl in P als auch in P ′ alle Mengen stabil, d. h. es exi-
stieren keine Pfade in Pf , so gilt offensichtlich ζ(C) ≤ ζ(G).
Existieren in mindestens einer Zerlegungen eine wirklich pseudostabile Men-
gen, also Mengen Pi mit ζ(Pi) > 1, so müssen folgende Fälle unterschieden
werden:
• Ist P eine Zerlegung mit ausschließlich stabilen Mengen, in der Zer-
legung P ′ existiert hingegen mindestens eine pseudostabile Menge,
d. h. eine Menge P ′i mit ζ(P ′i ) > 1, dann gilt entweder
1. Die Knoten von G \ C lassen sich den stabilen Teilmengen der
pseudostabilen Mengen der Zerlegung P ′ zuweisen. Dann gilt
ζ(C) = ζ(G).
2. Sonst werden für ζ(G) mehr (pseudo-)stabile Mengen benötigt
und es gilt ζ(C) < ζ(G).
• Gibt es in der Zerlegung P mindestens eine pseudostabile Menge,
d. h. eine Menge Pi mit ζ(Pi) > 1, dann gilt, da P ′ minimal ist
ζ(G) = max {ζ(G \ C), ζ(C)} ≥ ζ(C)
Es sollen noch zwei elementare Lemmata für die minimale Zerlegung voll-
ständiger Graphen in mehrfach und rein pseudostabile Mengen diskutiert
werden. Dieses Thema wird in den folgenden Abschnitten weiter vertieft.
Lemma 3.28. Für die Zerlegung P eines vollständigen Graphen Ki mit
i ≥ 2 in mehrfach pseudostabile Mengen gilt
ζ(Ki) ≥ 2 (3.4)
Beweis. Es sei GB = Ki ein vollständiger blauer Graph mit i > 2. Ist i = 2
so gilt ζ(G) = χ(G) = 2.
Man wähle nun zwei beliebige blaue Knoten v1 und v2 aus. Jeder weitere
Knoten vj ∈ G ist nun als blauer Knoten durch zwei blauen Kanten mit den
Knoten v1 und v2 verbunden, kann also als Pfad zwischen diesen genutzt
werden. So kann eine Zerlegung P mit zwei stabilen Mengen D1 = {v1}
und D2 = {v2} sowie i− 2 Pfaden zwischen diesen konstruiert werden. Die
Wertigkeit dieser Zerlegung ist also zwei.
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Für jeden Knoten, der nicht blau ist, oder jede Kante, die nicht blau ist,
muss nun also eine weitere stabile Menge genutzt werden. Die Formel 3.4
gilt also immer.
Lemma 3.29. Für die Zerlegung P eines vollständigen Graphen Ki mit
i ≥ 2 in pseudostabile Mengen gilt
ζ(Ki) ≥
⌈
i+ 1
2
⌉
(3.5)
Beweis. Es sei GB = Ki ein vollständiger blauer Graph mit i > 2. Ist i = 2
so gilt ζ(G) = χ(G) = 2.
Man wähle nun
⌈
i+1
2
⌉
beliebige blaue Knoten aus G und setze diese als
stabile Mengen Dj . Alle übrigen Knoten vk in G können nun, da alle Kan-
ten und alle Knoten blau sind, als Pfad zwischen diesen stabilen Mengen
genutzt werden.
Für jeden Knoten oder jede Kante, die nicht blau ist, muss nun also eine
weitere stabile Menge genutzt werden. Die Ungleichung 3.5 gilt also immer.
3.3 Zusammenhänge zwischen pseudostabilen und
stabilen Mengen
Es ist ebenfalls wichtig, die Beziehung zwischen Graphenfärbung, also einer
Zerlegung eines Graphen in stabile Mengen und der Zerlegung eines Gra-
phen in pseudostabile Mengen zu betrachten und die Ergebnisse formal
festzuhalten. Aufgrund der Definition von pseudostabilen Mengen ergibt
sich das folgende Lemma:
Lemma 3.30. Eine Zerlegung eines Graphen G = (V,E) ohne blaue Kno-
ten und Kanten, also mit B(G) = ∅ in pseudostabile Mengen entspricht
einer Graphenfärbung von G mit der selben Wertigkeit.
Weiter erfüllt jede Zerlegung eines Graphen in stabile Mengen die Bedin-
gungen für eine Zerlegung in mehrfach pseudostabile Mengen.
Lemma 3.31. Eine Zerlegung eines Graphen G = (V,E) in stabile Men-
gen ist auch immer eine (nicht notwendigerweise minimale) Zerlegung die-
ses Graphen mit einer beliebigen Menge von blauen Knoten und blauen
Kanten in (mehrfach) pseudostabile Mengen.
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Beweis. Eine Zerlegung eines Graphen G in stabile Mengen genügt Defini-
tion 3.10 bzw. 3.11. Alle anderen Voraussetzungen werden mangels Knoten,
die nicht in stabilen Mengen sind, auch erfüllt.
Für eine minimale Zerlegung in mehrfach pseudostabile Mengen folgt nun
also direkt, dass es eine natürliche obere Schranke gibt:
Lemma 3.32. Gegeben sei ein Graph G = (V,E) mit einer Teilmenge von
blauen Knoten und Kanten B(G) ⊂ G. Für eine minimale Zerlegung dieses
Graphen in (vollständig kreuzungsfreie) (mehrfach) pseudostabile Mengen
mit Wertigkeit ζ(G) gilt
ζ(G) ≤ χ(G).
Eine minimale Zerlegung in pseudostabile Mengen impliziert aber nicht
notwendigerweise eine Aussage über eine Zerlegung in stabile Mengen.
Lemma 3.33. Gegeben sei ein Graph G = (V,E) mit einer Teilmenge von
blauen Knoten und Kanten B(G) ⊂ G sowie eine minimale Zerlegung P
dieses Graphen in (mehrfach) pseudostabile Mengen mit Wertigkeit ζ(G).
Dann impliziert dies eine Zerlegung in M + l(P˜ f) stabile Mengen, wobei
M =
|P |∑
r=1
mr und l(P˜ f) =
|Pf |∑
r=1
(l(pr)− 2)
Beweis. Jede stabile Menge Dij ⊂ P i ⊂ P der Zerlegung P ist bereits per
Definition eine stabile Menge, es existieren also bereits M stabile Mengen.
Jeder Knoten eines Pfades pij bildet entweder eine neue stabile Menge, oder
ist bereits in einer stabilen Menge. Dies sind die Anfangs- und Endknoten.
Dies entspricht einer Anzahl von
l(P˜ f) =
|Pf |∑
r=1
(l(pr)− 2)
Knoten. So kann eine Zerlegung des Graphen G in M + l(P˜ f) stabile Men-
gen konstruiert werden.
Diese Zerlegung ist nicht notwendigerweise minimal. Andererseits bringt je-
doch jede Zerlegung eines Graphen G in (mehrfach) pseudostabile Mengen
auch eine Zerlegung in stabile Mengen Dij mit sich.
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Abbildung 3.12: Skizze zu Beispiel 3.3.
Lemma 3.34. Gegeben sei ein Graph G = (V,E) mit einer Teilmenge von
blauen Knoten und Kanten B(G) ⊂ G sowie eine minimale Zerlegung P
dieses Graphen in (mehrfach) pseudostabile Mengen mit Wertigkeit ζ(G).
Dann impliziert diese Zerlegung eine Zerlegung des Graphen G \ P˜ f in
stabile Mengen.
Beweis. Die Behauptung folgt direkt, da alle Knoten von G \ P˜ f in einer
der stabilen Mengen Dij ⊂ P liegen müssen.
Diese Zerlegung ist jedoch erneut nicht notwendigerweise minimal. So auch
in folgendem Beispiel:
Beispiel 3.3. Es sei G = K9 ∪ {u} wobei der Knoten u mit allen anderen
Knoten in G verbunden ist, außer einem bestimmten Knoten v. Es sei nun
eine Zerlegung P dieses Graphen in pseudostabile Mengen gemäß Abb.
3.12 gegeben, d. h. es existiert eine pseudostabile Menge Pi = Di1 = {u}
und eine weitere, in der es fünf stabile Mengen D21, ..., D25 mit jeweils einem
Knoten gibt, wobei eine dieser Mengen aus dem Knoten v besteht. Diese
sind durch Pfade der Länge drei verbunden. Es existiert also eine minimale
Zerlegung in pseudostabile Mengen mit Wertigkeit 6. Man kann erkennen,
dass die durch diese Zerlegung implizierte Zerlegung von G \ P˜ f in stabile
Mengen nicht minimal ist, da D11 und D23 vereinigt werden könnten. △
Unter bestimmten Bedingungen kann diese Zerlegung aber auch minimal
sein.
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Lemma 3.35. Gegeben sei ein Graph G = (V,E) mit einer Teilmenge
von blauen Knoten und Kanten B(G) ⊂ G sowie eine minimale Zerlegung
P dieses Graphen in pseudostabile Mengen mit Wertigkeit ζ(G) und mi ≤
2 für alle i ∈ {1, ..., |p|}. Dann impliziert diese Zerlegung eine minimale
Zerlegung des Graphen G \ P˜ f in stabile Mengen.
Beweis. Angenommen, die Zerlegung P impliziert auf G \ P˜ f keine mini-
male Zerlegung in stabile Mengen. Da G\ P˜ f nur aus den stabilen Mengen
Dij besteht, gibt es also mindestens eine stabile Menge, deren Knoten alle
in andere stabile Mengen verteilt werden können. Man verteile also alle
Knoten Dij , die nicht in der Menge der Pfade der Zerlegung P , also P˜ f
liegen, auf die passenden stabilen Mengen.
• Ist j = 1 = mi, so gibt es in der Zerlegung P eine Menge P i = Dij .
Die Zerlegung P war also nicht minimal, was ein Widerspruch zur
Voraussetzung ist.
• Ist j = 1 < mi so gibt es also einen von Dij ausgehenden Pfad.
Da der verbliebene Knoten einer anderen stabilen Menge Dxy hinzu-
gefügt werden kann und diese per Definition ebenfalls nur ein- oder
ausgehende Pfade hat (damx ≤ 2) könnten die beiden pseudostabilen
Mengen Pi und Px an dieser Stelle zusammengefügt werden. Die Zer-
legung P war also nicht minimal, was ein Widerspruch zur Voraus-
setzung ist.
• Ist j = 2 = mi so gibt es also in Dij einen eingehenden Pfad. Mit
der selben Argumentation wie im vorherigen Fall können wieder zwei
pseudostabile Mengen zusammengefügt werden. Die Zerlegung P war
also nicht minimal, was ein Widerspruch zur Voraussetzung ist.
• Weitere Fälle können nicht auftreten, da mi ≤ 2.
Die Zerlegung P impliziert auf G \ P˜ f also unter den oben genannten
Voraussetzungen immer eine minimale Zerlegung in stabile Mengen.
Für mehrfach pseudostabile Mengen wird der Zusammenhang allerdings
deutlich einfacher:
Lemma 3.36. Gegeben sei ein Graph G = (V,E) mit einer Teilmenge
von blauen Knoten und Kanten B(G) ⊂ G sowie eine minimale Zerlegung
P dieses Graphen in mehrfach pseudostabile Mengen mit Wertigkeit ζ(G).
Dann gilt für eine minimale Färbung von G \ P˜ f mit χ(G \ P˜ f) Farben:
ζ(G) = χ(G \ P˜ f)
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Beweis. Voraussetzung: Zu einem Graphen G = (V,E) mit einer Teil-
menge von blauen Knoten und Kanten B(G) ⊂ G sei P eine minimale
Zerlegung des Graphen in mehrfach pseudostabile Mengen mit Wertigkeit
ζ(G) und F eine minimale Färbung des Graphen G \ P˜ f mit χ(G \ P˜ f)
Farben.
Angenommen ζ(G) < χ(G\P˜ f). Die Zerlegung P impliziert eine Zerlegung
des Graphen G \ P˜ f der Wertigkeit ζ(G). Ist ζ(G) < χ(G \ P˜ f), so ist die
Färbung aus der Voraussetzung nicht minimal, dies führt also zu einem
Widerspruch.
Angenommen ζ(G) > χ(G \ P˜ f). Dann gibt es entweder Pfade mit mehr
als drei Knoten, was nach Annahme 3.19 nicht gestattet ist, oder es gibt
isolierte Knoten, die nicht Teil eines Pfades sind, was der Definition von
P˜ f widerspricht. Auch dieser Fall ist also nicht möglich.
Dies liefert nun eine untere Schranke.
Lemma 3.37. Gegeben sei ein Graph G = (V,E) mit einer Teilmenge
von blauen Knoten und Kanten B(G) ⊂ G. Für eine minimale Zerlegung
P dieses Graphen in (mehrfach) pseudostabile Mengen mit Wertigkeit ζ(G)
gilt nun
χ(G \B(G)) ≤ ζ(G)
Beweis. Mit Lemma 3.30 gilt χ(G \B(G)) = ζ(G \B(G)) ≤ ζ(G).
Diese Schranken müssen nicht scharf sein, sie können im Gegenteil sogar
beliebig schlecht werden, etwa für Graphen GB .
3.4 Zusammenfassung
Zunächst wurden (mehrfach) pseudostabile Tupel und der blaue Graph de-
finiert, im Anschluss das Mengenüberdeckungsproblem. Danach wurde das
Problem als Graphenzerlegungsproblem definiert. Es konnte gezeigt wer-
den, dass beide Formulierungen für das Optimierungsproblem äquivalent
sind.
Nachdem die notwendigen Notationen eingeführt wurden, wurde die Struk-
tur mehrfach pseudostabiler bzw. pseudostabiler Mengen im Hinblick auf
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eine minimale Zerlegung eines Graphen untersucht. Es konnte noch ein-
mal formal gezeigt werden, dass nur Pfade der Länge drei relevant sind.
Außerdem muss in einem solchen Pfad [v1, v2, v3] der mittlere Knoten v2
Teil eines Kreises ungerader Länge im Ursprungsgraphen G sein. Im An-
schluss wurden bereits einige elementare obere und untere Schranken für
bestimmte Graphen angegeben.
Im letzten Abschnitt wurden verschiedene Zusammenhänge zwischen pseudo-
stabilen und stabilen Mengen untersucht, insbesondere im Zusammenhang
mit einer minimalen Zerlegung. Diese sind nicht trivial, allerdings konnten
zwei wichtige Abschätzungen bewiesen werden. Zum einen gilt für einen
Graph G immer
ζ(G) ≤ χ(G)
und zum anderen gilt, wenn B ⊂ G die Menge von blauen Kanten und
Knoten ist
χ (G \B(G)) ≤ ζ(G).
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KAPITEL 4
Pseudostabile Mengen: Komplexität,
Schranken und Algorithmen
In diesem Kapitel wird das Problem minPS untersucht, dass eine minimale
Zerlegung eines Graphen G in pseudostabile Mengen untersucht. Dazu wird
zunächst die Definition des Entscheidungs- und Optimierungsproblems ge-
mäß der Herleitung im vorherigen Kapitel gegeben und allgemeine Grund-
lagen notiert. In einem folgenden Abschnitt wird die Komplexität des Pro-
blems untersucht.
minPS hat zwar eine große Ähnlichkeit mit minMPS, der minimalen Zerle-
gung eines Graphen G in mehrfach pseudostabile Mengen, allerdings sind
einige Resultate gänzlich verschieden. Auch ist das Vorgehen oft nicht
gleich, so dass es übersichtlicher ist, beide Probleme in einem eigenständi-
gen Kapitel zu behandeln. Um Doppelungen zu vermeiden, wird aber so oft
wie möglich auch auf Kapitel 6 bzw. dort auf dieses Kapitel verwiesen.
Weiter wird erneut versucht Abschätzungen für minPS zu finden und eine
Darstellung als lineares Programm untersucht. Aus diesen Ansätzen werden
dann Algorithmen bzw. Heuristiken hergeleitet.
In dem darauf folgenden Kapitel soll ein Anwendungsbeispiel diskutiert
werden, das Train Marshalling Problem.
4.1 minPS
Die Definition für das Problem minPS erfolgt analog zu Kapitel 3:
Definition 4.1 (minPS). Gegeben sei ein Graph G = (V,E) mit blauen
Knoten und Kanten B ⊂ G. Gesucht ist eine minimale Zerlegung P (B)
von G in pseudostabile Mengen.
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Das entsprechende Entscheidungsproblem zu diesem Optimierungsproblem
kann wie folgt definiert werden:
Definition 4.2 (E-minPS). Gegeben sei ein Graph G = (V,E) mit blau-
en Knoten und Kanten B ⊂ G. Gegeben ein Wert k > 0: Gibt es eine
Zerlegung P (B) von G in pseudostabile Mengen mit der Wertigkeit k?
Bemerkung 4.3. Für eine minimale Zerlegung P = {P1, ..., Pn} eines
GraphenGmit blauen Knoten und KantenB ⊂ G in pseudostabile Mengen
schreibt man statt ζ(P ) auch kurz ζ(G) bzw. ζP (G). Wenn unklar ist,
welche Menge B betrachtet wird, schreibt man statt P auch P (B) .
Zu einer Zerlegung P eines Graphen G = (V,E) mit blauen Knoten und
Kanten B ⊂ G kann nun der Graph GP dieser Zerlegung gebildet werden.
Dies entspricht dem Graphen der Überdeckung aus Definition 3.5. Die De-
finition erfolgt ähnlich zu der Definition von Beygang [8, S. 31] im Kontext
des TMP. Für eine minimale Zerlegung gilt natürlich GS = GP , da eine
minimale Zerlegung immer einer minimalen Überdeckung entspricht.
Definition 4.4 (Graph einer zulässigen Zerlegung in pseudostabile Men-
gen). Zu einer Zerlegung P eines Graphen G in pseudostabile Mengen sei
GP = (V,E) der ungerichtete Graph dieser Zerlegung mit
• V = {1, ...,M} wobei M die Anzahl aller stabilen Teilmengen Dij
aller pseusdostabilen Mengen Pi ⊂ P ist, d. h. M =∑|P |r=1mr und
• (r, r+1) ∈ E wenn es einen Pfad pir gibt, der Dir und Dir+1 verbindet.
Beispiel 4.1. Man betrachte einen Graphen G = (V,E) = K3 mit V =
{u, v, w}, also einen Graphen, der aus einem Dreieck besteht. Es sei B(G) =
G. Alle Knoten des Graphen und alle Kanten sind blau. Eine Zerlegung die-
ses Graphen in stabile Mengen benötigt offensichtlich drei stabile Mengen.
Er lässt sich aber auch in eine Menge gemäß der Definition 3.10 zerlegen:
Jeweils drei Knoten des Dreiecks bilden einen Pfad, z. B. p = [u, v, w]. Nun
sei D1 = {u}, D2 = {w} und Pf = {p}. Der zugehörige Graph GP besteht
aus zwei Knoten, D1 und D2 und einer Kante zwischen diesen für den Pfad
p. △
Lemma 4.5. P ist eine zulässige Zerlegung eines Graphen G in pseudo-
stabile Mengen genau dann, wenn GP azyklisch ist.
Beweis. Ist P eine zulässige Zerlegung in pseudostabile Mengen, so gilt
für jede pseudostabile Teilmenge Pi ⊂ P mit mi stabilen Mengen Dij ,
dass es genau mi − 1 Pfade gibt. Da es zwischen zwei stabilen Mengen
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nur einen Pfad geben kann und dementsprechend auch nur zwischen zwei
verschiedenen Knoten in GP , kann kein Zyklus in GP existieren.
Umgekehrt, existiert in GP ein Zyklus z = [a1, a2, ..., am, a1] so ist dieser
Teil einer pseudostabilen Teilmenge Pi ⊂ P . Diese Menge muss minde-
stens |z| stabile Teilmengen Dij beinhalten und damit auch Knoten in GP .
Allerdings gibt es nur |z| − 1 Knoten, die im Zyklus verbunden werden.
Dies widerspricht der Voraussetzung. Aber auch eine zusätzliche stabile
Menge würde der Voraussetzung widersprechen. P ist also keine zulässige
Zerlegung des Graphen G in pseudostabile Mengen.
Definition 4.6 (Abkürzungsfreier Pfad). Ein Pfad heißt abkürzungsfrei,
wenn keine zwei Knoten dieses Pfades durch eine Kante verbunden sind,
die nicht schon Teil des Pfades ist.
Lemma 4.7. Ist P eine zulässige Zerlegung eines Graphen G in pseudo-
stabile Mengen, dann beinhaltet GP nur abkürzungsfreie Pfade.
Beweis. Es sei P eine zulässige Zerlegung eines Graphen G in pseudostabile
Mengen und GP der zugehörige Graph dieser Zerlegung.
Angenommen, GP beinhaltet einen Pfad, der nicht abkürzungsfrei ist, so
gibt es also eine Kante, die zwei Knoten j und k ∈ V (GP ) verbindet, wobei
|j−k| > 1. Dies ist ein Widerspruch dazu, dass P eine zulässige Zerlegung
von G in pseudostabile Mengen ist, denn diese Kante impliziert einen Pfad
zwischen Dj und Dk der nach Voraussetzung nicht zulässig ist.
Lemma 4.7 folgt allerdings auch direkt aus Lemma 4.5.
Bemerkung 4.8. Es dürfen ganz offensichtlich keine Mehrfachkanten in
einem Graphen GP zu einer zulässigen Zerlegung P eines Graphen G in
pseudostabile Mengen existieren.
Es sei noch gemäß Kapitel 3 auf die entsprechende Version von minPS bzw.
E-minPS hingewiesen, die die azyklische Eigenschaft von GP vernachlässi-
gen und mit minPS-a bzw. E-minPS-a bezeichnet werden.
Beispiel 4.2. Es sei G = K6 mit V (G) = {u, v, w, x, y, z}. Es seien
u, v und w blaue Knoten die mit blauen Kanten verbunden sind, also
V (B)) = {u, v, w} und E(B) = {(u, v), (v, w)}. Dann gibt es eine minima-
le Zerlegung P von G in pseudostabile Mengen mit Wertigkeit ζ(G) = 5,
vergleiche Abb. 4.1(a).
Ist zusätzlich ein isolierter blauer Knoten y in B(G), so ist immer noch
ζ(G) = 5, vergleiche Abb. 4.1(b).
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(a) (b) (c) (d)
Abbildung 4.1: Skizzen zu Beispiel 4.2. G = K6 mit V (G) = {u, v, w, x, y, z}
und V (B)) = {u, v, w} und E(B) = {(u, v), (v, w)}.
(a) (b) (c)
Abbildung 4.2: Darstellung der Graphen aus Beispiel 4.3.
Ist zusätzlich ein isolierter Pfad der Länge zwei vorhanden, es gibt also
zwei Knoten y und z zusätzlich in B(G) und den Pfad (y, z) zusätzlich in
B(G), so ist immer noch ζ(G) = 5. Diese minimale Zerlegung kann auf
zwei verschiedene Weisen konstruiert werden. Vgl. dazu Abb. 4.1(c) und
4.1(d). △
Eine weitere Frage ist, wie die Knoten von G \ Pf ′ einer minimalen Zer-
legung von G in pseudostabile Mengen in die stabilen Mengen D1, ..., Dn
verteilt werden. Diese Verteilung ist nicht notwendigerweise eindeutig.
Beispiel 4.3. Man betrachte den Graphen in Abb. 4.2(a). Die chromati-
sche Zahl dieses Graphen ist drei, man kann diese Graphen allerdings auch
in pseudostabile Mengen zerlegen, bspw. mit Wertigkeit zwei, etwa in (b).
Ebenso ist aber auch eine Zerlegung wie in (c) möglich. Eine minimale
Zerlegung in pseudostabile Mengen impliziert also nicht notwendigerwei-
se eine eindeutige Zuordnung der Knoten G \ Pf ′ in die stabilen Mengen
D1, ..., Dn. △
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4.2 minPS ist NP-vollständig
Um zu zeigen, dass minPS NP-vollständig ist, wird im Folgenden zu-
nächst das dynamisch gewichtete Mengenüberdeckungsproblem (DGMÜP)
betrachtet und gezeigt, dass dieses NP-vollständig ist.
Danach wird minPS als Mengenüberdeckungsproblem näher untersucht.
Auch diese Formulierung ist NP-vollständig, was sich genauso wie für DG-
MÜP zeigen lässt. Das minPS NP-vollständig ist wird im folgenden Kapi-
tel indirekt gezeigt, da gezeigt wird, dass minPS äquivalent zum TMP ist.
2000 wurde von Dahlhaus, Horak, Miller und Ryan in [16] bewiesen, dass
das TMP NP-vollständig ist. Hier soll aber der allgemeine Beweis geführt
werden.
4.2.1 DGMÜP
In Abschnitt 2.6 wurde das gewichtete Mengenüberdeckungsproblem be-
trachtet. Dabei wurde jeder Menge Si ein Gewicht w(Si) zugeordnet. Man
kann die Gewichtsfunktion allerdings auch abhängig von der gerade ge-
wählten Überdeckung C setzen.
Definition 4.9 (Dynamisch gewichtetes Mengenüberdeckungsproblem).
Gegeben sei eine Menge S mit einer Familie F = {S1, ..., Sn} von Teilmen-
gen von S, also Sj ⊂ S für i = 1, ..., n. Es sei C eine Teilmenge von F .
Weiter existiere eine Gewichtsfunktion w, die jedem Element in F ein nicht
negatives Gewicht w(Si, C) in Abhängigkeit von C zuordnet:
w : {S1, ..., Sn} × {0, 1}n → N ∪∞
Diese ist eingeschränkt auf Linearkombinationen, d. h.
w(Si, g1, ..., gn) = ai,0 + g1ai,1 + ...+ gnai,n (4.1)
Dabei wird C durch einen Vektor g ∈ {0, 1}n repräsentiert mit gi = 1 wenn
Si ∈ C und gi = 0 wenn Si ̸∈ C.
Optimierungsvariante: Gesucht ist eine minimal gewichtete Menge C ⊂
F die S überdeckt.
Entscheidungsvariante: Gegeben ein k > 0: Existiert eine Menge C ⊂ F
die S überdeckt und deren Gewicht nicht größer als k ist?
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Beispiel 4.4. Es sei S = {1, 2, 3, 4} und F = {S1, S2, S3, S4, S5, S6} mit
S1 = {1}
S2 = {2}
S3 ={1, 2}
S4 ={1, 3}
S5 ={3, 4}
S6 = {4}
und entsprechenden Gewichten
w(S1) = w(S2) = w(S4) = w(S6) = 1
w(S3) = w(S5) = 1 + 50g4
Es gibt also beispielsweise zwei Überdeckungen von S mit Gewicht 3: S2 ∪
S4 ∪ S6 und S1 ∪ S2 ∪ S5. Die Überdeckung mit dem kleinsten Gewicht ist
S3∪S5. Alle anderen Überdeckungen haben ein wesentlich höheres Gewicht,
etwa S3 ∪ S4 ∪ S5 mit Gewicht 103. △
Bemerkung 4.10. Die Gewichtsfunktion (4.1) zu einem (E-)DGMÜP
kann in der Form
w(Si, C) =
⎛⎜⎜⎜⎝
a1,0 a1,1 · · · a1,n
a2,0 a2,1 · · · a2,n
...
...
an,0 an,1 · · · an,n
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
1
g1
...
gn
⎞⎟⎟⎟⎠ ei
dargestellt werden, also in Matrixschreibweise w(Si, C) = Agei mit A ∈
R(n+1)×(n), g ∈ {0, 1}n+1 und ei als den i-ten Einheitsverktor.
Um zu beweisen, dass auch DGMÜP NP-vollständig ist, kann man zu-
nächst die entsprechenden Entscheidungsvarianten E-GMÜP und E-DGMÜP
betrachten. Diese beantworten die Frage, ob es eine Überdeckung C mit
einem Gewicht k > 0 gibt.
Lemma 4.11. Die Entscheidungsvariante des dynamisch gewichteten Men-
genüberdeckungsproblems ist in NP.
Beweis. Man rate eine Menge C ⊂ F und überprüfe, ob diese eine Über-
deckung von S ist und ob das Gewicht dieser Überdeckung gleich t ist. Dies
kann in polynomieller Zeit durchgeführt werden.
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Lemma 4.12. Die Entscheidungsvariante des dynamisch gewichteten Men-
genüberdeckungsproblems ist NP-schwer.
Beweis. Zu zeigen: E-GMÜP ⪯p E-DGMÜP
Gegeben sei nun eine Instanz des E-GMÜP mit einer Menge S′ mit einer
Familie F ′ = {S′1, ..., S′n} von Teilmengen von S′ und einer Gewichtsfunk-
tion w′(Si).
Daraus kann nun eine Instanz eines E-DGMÜP konstruiert werden.
Diese bestehe aus einer Menge S = S′ mit einer Familie F = F ′ =
{S′1, ..., S′n} von Teilmengen von S und einer Gewichtsfunktion w(Si, C) =
Agei mit
A =
⎛⎜⎜⎜⎝
w′(S1) 0 · · · 0
w′(S2) 0 · · · 0
...
...
w′(Sn) 0 · · · 0
⎞⎟⎟⎟⎠
also w(Si, C) = w′(S′i).
Es ist klar, dass diese Gewichtsfunktion in polynomieller Zeit aus w′(Si)
erzeugt werden kann.
Zu zeigen ist nun: Es existiert eine gewichtete Mengenüberdeckung mit
Gewicht k genau dann, wenn es eine dynamisch gewichtete Mengenüber-
deckung mit Gewicht k gibt.
„⇒” Es sei G′ eine Überdeckung der Menge S mit Gewicht k, also ant-
wortet E-GMÜP mit „ ja”. Dann existiert auch eine dynamisch gewichtete
Überdeckung C′ mit Gewicht k, also antwortet auch E-DGMÜP mit „ ja”.
Dies gilt, da die Einzelgewichte nicht von der gewählten Überdeckung C′
abhängen.
„⇐” Es sei C eine dynamisch gewichtete Überdeckung der Menge S′ mit
Gewicht t, also antwortet E-DGMÜP mit „ ja”. Dann existiert mit C auch
eine gewichtete Mengenüberdeckung mit Gewicht k, E-GMÜP antwortet
also auch „ ja”. Dies gilt, da w(Si, C) = w′(S′i).
Da DGMÜP das zu E-DGMÜP polynomiell äquivalente Optimierungspro-
blem ist, folgt daraus auch, dass DGMÜP NP-vollständig ist.
Lemma 4.13. DGMÜP ist polynomiell äquivalent zu E-DGMÜP
49
Beweis. „⇐” Gegeben sei eine Menge S mit einer Familie F = {S1, ..., Sn}
von Teilmengen von S, also Sj ⊂ S für i = 1, ..., n. Es sei C eine Teilmenge
von F . Weiter existiere eine Gewichtsfunktion w, die jedem Element in F
ein nicht negatives Gewicht w(Si, C) zuordnet. Es sei
m =
n∑
i=1
w(Si, I)
mit dem Einsvektor I. Man bestimme für alle k ∈ {1, ...,m} E-DGMÜP(k),
und damit ein minimales k*, für das E-DGMÜP(k*) mit ja antwortet. Dies
kann in linearer Zeit geschehen.
„⇒” Gegeben sei eine Menge S mit einer Familie F = {S1, ..., Sn} von
Teilmengen von S, also Sj ⊂ S für i = 1, ..., n. Es sei C eine Teilmenge
von F . Weiter existiere eine Gewichtsfunktion w, die jedem Element in F
ein nicht negatives Gewicht w(Si, C) zuordnet. Es sei C nun eine minimal
gewichtete Überdeckung mit Wertigkeit k*. Für jedes Element Si ∈ C
betrachte alle Elemente Sj ⊂ Si. Für k, der Wertigkeit der Überdeckung,
die Sj statt Si verwendet, gibt es eine Überdeckung k ≥ k*. Für alle diese
Werte antwortet E-DGMÜP mit ja. Dies kann in quadratischer Laufzeit
geschehen.
Damit folgt
Theorem 4.14. DGMÜP ist NP-vollständig.
4.2.2 minPS
In Definition 3.6 wurde minPS als Mengenüberdeckungsproblem gegeben.
Dies ist äquivalent zu der Formulierung als Graphenzerlegungsproblem.
Man betrachte nun zu einem Graphen G = (V,E) mit blauen Knoten und
Kanten B ⊂ G die folgenden Mengen:
S = V (G)
T = {T1, ..., Tn}
die Menge aller pseudostabilen Teilmengen von G mit B. Es sei nun F =
T = {T1, ..., Tn}. Es sei C ⊂ F mit einer Repräsentation g ∈ {0, 1}n als
Vektor, wobei gi = 1 wenn Ti ∈ C und gi = 0 wenn Ti ̸∈ C.
Es sei nun
w(Si, C)→ N0 (4.2)
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w(Si, g1, ..., gn) =
n∑
j=1
gj
(
ζ(Tj) +
n∑
k=1
tkwj,k
)
wobei wi,j gemäß 3.2 als
wi,j =
{
−1 Si ∩ Sj = Di1 = Dj2
0 sonst
(4.3)
gegeben ist.
Optimierungsvariante: Gesucht ist eine minimal gewichtete Menge C ⊂
F die S überdeckt.
Entscheidungsvariante: Gegeben ein k > 0: Existiert eine Menge C ⊂ F
die S überdeckt und deren Gewicht nicht größer als k ist?
minPS-M ist offensichtlich eine Instanz von DGMÜP. Dies liefert jedoch
keine Erkenntnisse zur Komplexität von minPS-M. Der später folgende
Reduktionsbeweis ist jedoch an das Vorgehen im vorherigen Kapitel ange-
lehnt.
Bemerkung 4.15. Erneut kann die Gewichtsfunktion in Matrixschreib-
weise dargestellt werden:
w(Si, C) =
⎛⎜⎜⎜⎝
a1,0 a1,1 · · · a1,n
a2,0 a2,1 · · · a2,n
...
...
an,0 an,1 · · · an,n
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
1
g1
...
gn
⎞⎟⎟⎟⎠ ei
Dabei ist ai, 0 = 0 ∀i ∈ {1, ..., n} als Basisgewicht und
ai,j = ζ(Ti) +
n∑
k=1
tkwj,k
in allen anderen Fällen.
Genauso wie in Abschnitt 4.2.1 kann nun gezeigt werden, dass E-minPS
NP-vollständig ist. Klar ist zunächst
Lemma 4.16. E-minPS(t) ist in NP.
Beweis. Man rate eine Menge C ⊂ F und überprüfe, ob diese eine Über-
deckung von S ist und ob das Gewicht dieser Überdeckung gleich t ist. Dies
kann in polynomieller Zeit durchgeführt werden.
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Lemma 4.17. E-minPS(t) ist NP-schwer.
Beweis. Dieser Beweis funktioniert fast genauso wie der Beweis zu Lemma
4.12, lediglich das E-MÜP statt E-GMÜP betrachtet wird.
Zu zeigen: E-MÜP(t) ⪯p E-MPS(t)
Gegeben sei nun eine Instanz des E-MÜP mit einer Menge S′ und einer
Familie F ′ = {S′1, ..., S′n} von Teilmengen von S′. Eine Gewichtsfunktion
w kann w′(Si) ≡ 1 gesetzt werden.
Daraus kann nun eine Instanz eines E-MPS-M konstruiert werden.
Diese bestehe aus einer Menge S = S′ mit einer Familie F = F ′ =
{S′1, ..., S′n} von Teilmengen von S und einer Gewichtsfunktion w(Si, G) =
Agei mit
A =
⎛⎜⎜⎜⎝
0 w′(S1) · · · 0 0
0 0 w′(S2) · · · 0
...
. . .
0 0 · · · 0 w′(Sn)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
0 1 · · · 0 0
0 0 1 · · · 0 0
...
. . .
...
0 0 · · · 0 1
⎞⎟⎟⎟⎠
also w(Si, G) = w′(S′i) ≡ 1.
Dies entspricht also einer Instanz von E-minPS auf einem vollständigen
Graphen G = Kn mit B = ∅, also keinen blauen Knoten und Kanten.
Dann ist T eine Menge, die nur aus stabilen Mengen besteht, bzw. aus
pseudostabilen Tupeln Ti bei denen die zweite stabile Menge Dij = ∅ ist.
Es ist klar, dass diese Gewichtsfunktion in polynomieller Zeit aus w′(Si) ≡
1 erzeugt werden kann.
Zu zeigen ist nun: Es existiert eine MÜP mit Gewicht k genau dann, wenn
es eine Lösung von minPS mit Gewicht k gibt.
„⇒” Es sei B nun eine Überdeckung der Menge S mit Gewicht k (bzw. k
Mengen), also eine Lösung des E-MÜP. Dann ist B auch eine Lösung des
E-minPS mit Gewicht k, da dessen Einzelgewichte nicht von der gewählten
Überdeckung B abhängen.
„⇐” Es sei C nun eine Überdeckung der Menge S′ mit Gewicht k, also
eine Lösung des E-minPS. Dann ist C auch eine Lösung des E-MÜP mit
Gewicht k, da w(Si, G) = w′(S′i) ≡ 0 gilt.
Genauso wie Lemma 4.13 kann das folgende Lemma bewiesen werden:
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Lemma 4.18. E-minPS und minPS sind polynomiell äquivalent.
Damit ist minPS NP-vollständig. Genauso kann auch der Beweis für alle
anderen Varianten minMPS, minPS’ etc. geführt werden.
4.3 Abschätzungen für minPS
Da minPS NP-vollständig ist, kann ein Zugang zu diesem Problem eine
Abschätzung sein. Es werden nun verschiedene Ansätze diskutiert.
4.3.1 Abschätzung über Cliquen
Zunächst werden vollständige Graphen Kn betrachtet. Ein erster Ansatz
ist, die Anzahl der blauen Knoten in die Abschätzung mit einzubeziehen:
Lemma 4.19. Für die Zerlegung P eines vollständigen Graphen Kn mit
nb blauen Knoten, n ≥ nb ≥ 3, n > 2 in pseudostabile Mengen gilt stets
ζ(Kn) ≥ n−max{0,
⌈
nb
3
⌉
} (4.4)
Beweis. Es sei G = Kn ein vollständiger Graph mit nb blauen Knoten und
nur blauen Kanten, n ≥ nr ≥ 0, n > 2.
Ist kein Knoten blau, so gilt ζ(G) = n.
Gibt es nur einen oder zwei blaue Knoten, gilt ebenso ζ(G) = n, da kein
Pfad gebildet werden kann.
Gibt es drei durch blaue Kanten verbundene blaue Knoten, so kann dies
ein Pfad sein, die Wertigkeit verringert sich um eins. Für je zwei weitere
blaue Knoten kann ein weiterer Pfad hinzugefügt werden.
Es gilt also immer die Gleichung 4.4.
Lemma 4.20. Für die Zerlegung P eines vollständigen Graphen Kn mit
eb blauen Kanten, n > 2 in mehrfach pseudostabile Mengen gilt stehts
ζ(Kn) ≥ n−max
{⌉
n+ 1
2
⌉
,
⌊
eb
2
⌋}
(4.5)
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Beweis. Der linke Teil des Maximums folgt aus Lemma 3.29. Der rechte
Teil folgt aus Lemma 4.19. Die Behauptung ergibt sich aus der Kombina-
tion beides Abschätzungen.
Diese beiden Schranken können nun auch kombiniert werden, um ein bes-
seres Resultat zu erhalten.
Theorem 4.21. Für die Zerlegung P eines vollständigen Graphen Kn
mit eb blauen Kanten und mit nb blauen Knoten, n ≥ nr ≥ 0, n > 2 in
mehrfach pseudostabile Mengen gilt stehts
ζ(Kn) ≥ n−min
{
max
{⌉
n+ 1
2
⌉
,
⌊
eb
2
⌋}
,max{0, nb − 2}
}
Nun kann eine untere Schranke konstruiert werden. Dazu seien zunächst
alle maximalen Cliquen eines Graphen G entsprechend ihrer Größe ange-
ordnet, also C1, · · · , Cm mit |Ci| ≥ |Ci+1|. Es sei bi die Anzahl von blauen
Knoten in der Clique Ci. Dann sei
C′i = Ci \
i−1⋃
j=1
Cj
womit die Abbildung p : N→ N0 definiert werden kann mit
p(i) =max
{
0, |C′i| −min
{
max
{⌉ |C′i|+ 1
2
⌉
,⌊
eb(C′i)
2
⌋}
,max
{
0, nb(Ci)− 2
}}
−
i−1∑
j=1
p(j)
} (4.6)
und
p(1) = |C1| −min
{
max
{⌉ |C1|+ 1
2
⌉
,
⌊
eb(C1)
2
⌋}
,max{0, nb(C1)− 2}
}
Dann sei weiter
lC(G) =
m∑
i=1
p(i) (4.7)
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Lemma 4.22. Für einen Graphen G = (V,E) mit mehr als zwei Knoten
und mehr als einer Kante sowie blauen Knoten und Kanten gilt für lC(G)
immer
ζ(G) ≥ lC(G)
Beweis. Man wendet sukzessive Theorem 4.21 an.
Die Schranke lC(G) aus Lemma 4.22 kann auch genutzt werden, wenn nicht
alle Summanden berechnet werden. Insbesondere gilt für einen Graphen
G = (V,E) mit blauen Knoten und Kanten und einer beliebigen Clique
C ⊂ G
ζ(G) ≥ |C| −max{0,
⌈
bC
3
⌉
}
wobei bC die Anzahl von roten Knoten in der Clique C ist.
4.3.2 Abschätzung über den Subgraphen B
Zunächst folgt im Rückblick auf Lemma 3.29, dass die Abschätzung
ζ(Ki) ≥
⌈
i+ 1
2
⌉
lieferte, das folgende Lemma:
Lemma 4.23. Für die Zerlegung P eines Graphen G mit χ(G) ≥ 2 und
|V (G)| ≥ 2 in pseudostabile Mengen gilt
ζ(G) ≥
⌈
χ(G) + 1
2
⌉
= lχ(G) (4.8)
Beweis. Es sei GB = G′ = (V (G), E(G)) mit B = G ein vollständiger
blauer Graph mit χ(G) > 2. Es gilt offensichtlich, dass ζ(G′) ≤ ζ(G).
Ist |E(G′)| = 2 so gilt die ζ(G) = χ(G) = 2.
Man wähle nun
⌈
χ(G)+1
2
⌉
beliebige blaue Knoten aus G′ und setze diese
als stabile Mengen Dj . Alle übrigen Knoten vk in G können nun, da al-
le Kanten und alle Knoten blau sind, entweder als Pfad zwischen diesen
stabilen Mengen genutzt werden oder bilden weitere stabile Mengen. Im
letzten Fall erhöht sich allerdings die Wertigkeit der Zerlegung. Für eine
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untere Schranke soll deswegen angenommen werden, dass dieser Vorgang
für alle Knoten möglich ist.
Für jeden Knoten in G der im Gegensatz zu dem selben Knoten in G′
nicht blau ist oder jede Kante die nicht blau ist muss nun also eine weitere
stabile Menge genutzt werden. Es gilt also immer
ζ(G) ≥
⌈
χ(G) + 1
2
⌉
Es sei G ein Graph mit n Knoten, von denen nb blau sind. Dann sei
χ′(G) = χ(G)−
⌊
1
3
nb
⌋
Diese Funktion zieht also von einer minimalen Färbung für je drei blaue
Knoten in G eine Farbe ab.
Lemma 4.24. Es sei G ein Graph mit n > 1 Knoten, von denen nb blau
sind und mindestens einer Kante. Es gilt für eine Zerlegung in pseudo-
stabile Mengen immer
lR = max
{⌊
χ(G)
2
⌋
, χ′(G)
}
≤ ζ(G) (4.9)
Beweis. Zum rechten Teil des Maximums siehe Beweis zu Lemma 6.13.
Hier soll der linke Teil des Maximums gezeigt werden.
Es sei P eine minimale Zerlegung des Graphen G in pseudostabile Mengen.
Ist ζ(G) < χ(G) gibt es Pfade zwischen stabilen Mengen. Es muss jeder
Pfad in zwei verschiedenen stabilen Mengen Di und Dj i ̸= j enden, und
da die Anzahl der stabilen Mengen in P sicher kleiner als χ(G) ist, gilt
χ(G)− ζ(G) ≤ χ(G)
2
(4.10)
χ(G)− χ(G)
2
≤ ζ(G) (4.11)
χ(G)
2
≤ ζ(G) (4.12)
Es gilt also stets Gleichung 4.9.
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Weiter gilt das folgende Lemma:
Lemma 4.25. Es sei G ein Graph mit n > 1 Knoten, von denen nr rot
sind und mindestens einer Kante. Es gilt für eine Zerlegung in mehrfach
pseudostabile Mengen immer
lR = max{lχ(G), χ′(G)} ≤ ζ(G)
mit χ′(G) = χ(G)−max
{
0,
⌈
nr
3
⌉}
Beweis. Der rechte Teil des Maximums wurde bereits im vorherigen Ab-
schnitt gezeigt. Der linke Teil folgt direkt aus Lemma 4.23.
Da die chromatische Zahl eine Graphen G nicht immer in polynomieller
Zeit berechnet werden kann, ist es oft sinnvoll, diese in lR durch eine untere
Schranke zu ersetzen.
Eine weitere Verbesserung kann erfolgen, wenn man statt der Anzahl von
blauen Knoten nur die Anzahl der blauen Knoten betrachtet, die Teil eines
Pfades gemäß der Annahmen aus dem vorherigen Kapitel sind, d. h. der
Knoten v, die Teil eines Pfades [a, b, c] von blauen Knoten, die mit blauen
Kanten verbunden sind und deren mittlerer Knoten b Teil eines Pfades un-
gerader Länge in G ist, sind. Diese Schranken werden mit l˜R bezeichnet.
Um dieses aufwändige Verfahren ein wenig zu beschleunigen, kann eine
Abschätzung über blaue Kanten erfolgen:
Lemma 4.26. Es sei G ein Graph mit n > 1 Knoten und e > 1 Kanten,
von denen eb blau sind. Es gilt für eine Zerlegung in pseudostabile Mengen
immer
lB = max
{
lχ(G), χ(G)−
⌊
eb
2
⌋}
≤ ζ(G) (4.13)
Beweis. Siehe Beweis zu Lemma 6.16 für die Ungleichung
max
{
2, χ(G)−
⌊
eb
2
⌋}
≤ ζ(G)
Mit Lemma 4.23 folgt dann
max
{
lχ(G), χ(G)−
⌊
eb
2
⌋}
≤ ζ(G)
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Abbildung 4.3: Skizze eines großen Diamanten.
Definition 4.27. Die unteren Schranken lR und lB aus Lemma 4.25 und
4.26 können nun zu lRB(G) zusammengefasst werden:
lRB(G) = min {lB(G), lR(G)}
4.4 minPS auf disjunkten großen Diamanten
Es sei G = (V,E) ein chordaler Graph. Der Graph B ⊂ G bestehe nur aus
disjunkten, großen Diamanten. Vgl. hierzu auch Abb. 4.3.
Definition 4.28 (Großer Diamant). Eine Knotenmenge u, v1, ..., vn, w ⊂
B heißt großer Diamant, wenn es nur Kanten (u, vi) und (vi, w) mit i ∈
{1, ..., n} in B gibt und für alle vi gilt, dass vi ⊂ K3 ⊂ G und für u und w,
dass u ̸⊂ K3 ⊂ G und w ̸⊂ K3 ⊂ G.
Auf einem solchen Graphen kann minPS in polynomieller Zeit gelöst wer-
den. Dazu wird zunächst mit Hilfe des Algorithmus aus Abschnitt 2.2 ein
perfektes Eliminationsschema auf dem Graphen G berechnet. Dies geht in
linearer Zeit. Mit Hilfe eines perfekten Eliminationsschemas [v1, v2, ..., vn]
können Graphen in linearer Zeit gefärbt werden, siehe Abschnitt 2.2. Dieser
Algorithmus kann wie folgt angepasst werden:
• In jedem Schritt wird absteigend einem vn aus dem perfekten Elimi-
nationsschema eine minimale Farbe zugeordnet. Es kann überprüft
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werden, ob an dieser Stelle eine neue, noch nicht benutzte Farbe ver-
wendet wird. Dann gibt es zwei Möglichkeiten:
– vn ist ein mittlerer Knoten aus einem großen Diamanten. d. h.
der Knoten kann Teil eines Pfades werden und die neue Farbe
muss nicht genutzt werden. Die dazu gehörigen Pfade u und
w müssen entweder eine andere Farbe haben oder ungefärbt
sein, wobei ihnen dann eine minimale Farbe zugewiesen wird.
Dazu muss überprüft werden, ob dies wirklich eine zulässige
Zerlegung in pseudostabile Mengen ist. Dazu kann der Graph
GP der Zerlegung generiert werden. Alle Farben entsprechen
stabilen Mengen D und die Pfade werden in einer Liste Pf
gespeichert.
– Ist der Graph GP azyklisch, so ist eine zulässige Zerlegung in
pseudostabile Mengen gefunden und es wurde vermieden, eine
weitere Farbe nutzen zu müssen.
Siehe Algorithmus 2 für Pseudocode.
Lemma 4.29. Algorithmus 2 liefert eine gültige Zerlegung des chordalen
Graphen G und B ⊂ G mit disjunkten großen Diamanten in pseudostabile
Mengen.
Beweis. Ist Pf = ∅, so hat Algorithmus 2 eine Zerlegung in stabile Mengen
gefunden. Dies ist eine gültige Zerlegung in pseudostabile Mengen.
Ist Pf ̸= ∅, so stellt Zeile 7 sicher, dass der Graph GP azyklisch ist. Somit
ist auch dies eine gültige Zerlegung in pseudostabile Mengen.
Lemma 4.30. Der Algorithmus 2 liefert eine Zerlegung P des chordalen
Graphen G und B ⊂ G mit disjunkten großen Diamanten in pseudostabile
Mengen. Es gibt keine Zerlegung P2 ̸= P mit ζ(P2) < ζ(P ).
Beweis. Angenommen, es existiert eine Zerlegung P2 ̸= P mit ζ(P2) <
ζ(P ).
Dann existiert mindestens ein Knoten n ∈ G für den entweder gilt f2(n) <
f(n) oder n ∈ Pf2, aber n ̸∈ Pf .
• Ist f2(n) < f(n), so muss
max
v∈N(n)
f2(v) < max
v∈N(n)
f(v)
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Algorithmus 2 Coloring-PS
Eingabe: perfektes Eliminationsschema [v1, v2, ..., vn] des chordalen Gra-
phen G, B ⊂ G mit disjunkten großen Diamanten
Ausgabe: minPS f : V → {1, ..., ζ(G)}, Pf
|1| f(v) = 0 für alle Knoten.
|2| max f = 0
|3| GP = ∅, Pf = ∅
|4| for i = n, ..., 1 do
|4| Wähle für f(vn) die kleinste freie Farbklasse.
|5| if (vn) > max f then
|6| if vn ist ein mittlerer Knoten v in einem großen Diamanten in B
und ( f(u) ̸= f(w) oder f(u) = 0) then
|6| Pf ← (u, vn, w)
|6| Sind u oder w noch nicht gefärbt, wähle die kleinste freie Farb-
klasse, so dass GP azyklisch bleibt unter der Bedingung, dass
f(u) und f(w) < max f .
|6| baue GP
|7| if GP ist azyklisch then
|7| f(vn) = −1
|8| else
|8| entferne (u, vn, w) aus Pf und setze f(u), f(w) auf ihre Ur-
sprungsfarbe zurück
|9| end if
|10| end if
|11| end if
|11| setze max f
|12| end for
|13| return f, Pf
sein. Das heißt in der Nachbarschaft von n existiert wieder ein Knoten
v ∈ N(n) mit f2(v) < f(v). Ist kein v ∈ N(n) in Pf2, so betrachte
sukzessive wieder alle v ∈ N(n), denn es muss mindestens ein Knoten
v geben für den gilt f2(v) < f(v) oder v ∈ Pf2.
• Es sei n also ein Knoten, für den ein w ∈ N(n) existiert mit w ∈ Pf2,
aber nicht w ∈ Pf . Der Knoten n ist nur zu δ(n) Knoten benachbart
und kann also maximal mit Farbe δ(n) gefärbt werden. Wird diese
Zahl in einer anderen Zerlegung kleiner, so muss der Knoten aus der
Nachbarschaft als Farbe entfernt werden. Somit muss er Teil eines
Pfades werden.
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• Das heißt, es existiert auf jeden Fall mindestens ein Pfad mit einem
Knoten v, der in Pf2 enthalten ist, aber nicht in Pf . Damit bleibt
dieser Fall zu zeigen.
Es sei also n ∈ Pf2, aber n ̸∈ Pf . Damit gilt, dass n mittlerer Knoten v
eines großen Diamanten in B ist und n ⊂ K3 ⊂ G. Es sei [u, n, w] ∈ Pf2.
Damit ζ(P2) < ζ(P ) gilt, muss in P2 entweder die Farbe von u, n, oder w
reduziert worden sein. Für u und w gilt, dass sie nicht Teil eines Kreises
ungerader Länge in G sind, somit ist (u,w) ̸∈ E(G). Damit wurden sie vom
Algorithmus 2 noch nicht gefärbt, da sie im perfekten Eliminationsschema
nach dem Knoten n betrachtet werden. Somit ist die Bedingung in Zeile 6
erfüllt.
Ist P2 eine gültige Zerlegung in pseudostabile Mengen, so muss auch die
Bedingung in Zeile 7 für P erfüllt sein. Damit muss n ∈ Pf sein. Jeder
Pfad, der zur Minimierung von P2 beigetragen hat, muss auch in P als
Pfad gewählt worden sein.
Es folgt aus den beiden Lemmata also sofort:
Theorem 4.31. minPS ist auf einem chordalen Graphen G und einem
nur aus disjunkten, großen Diamanten bestehenden Graphen B ⊂ G in
polynomieller Zeit lösbar.
Wie gut die Ergebnisse des Algorithmus 2 auf beliebigen Graphen B ⊂ G
sind, wird in einem späteren Abschnitt betrachtet.
4.5 minPS mit disjunkten Listen von Pfaden
Es wurde bereits bei der Definition von pseudostabilen Mengen in Kapitel 3
erwähnt, dass zur Konstruktion von pseudostabilen Mengen auch eine Liste
von Pfaden statt eines blauen Teilgraphens B ⊂ G genutzt werden kann.
Die entsprechenden Pfade werden sonst aus B generiert, beide Varianten
sind also äquivalent. Um eine Heuristik herzuleiten, ist die Listendarstel-
lung allerdings insofern günstiger, weil sie die Pfade eindeutig angibt. Ein
Dreieck [a, b, c] ⊂ B beinhaltet drei Pfade. In einer Liste kann auch ex-
plizit nur einer der Pfade, beispielsweise (a, b, c) angegeben werden. Somit
kann der Algorithmus aus dem vorhergehenden Abschnitt noch ergänzt
werden.
Es sei G = (V,E) ein chordaler Graph. Die Liste Pf* = {(a, b, c) ⊂ G, b ⊂
K3 ⊂ G} von möglichen Pfaden sei paarweise disjunkt auf dem mittleren
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Knoten. Dann kann der Algorithmus 2 aus dem vorherigen Abschnitt auch
hier in polynomieller Zeit eine optimale Lösung für minPS auf G berech-
nen.
Lemma 4.32. Algorithmus 2 liefert eine gültige Zerlegung des chorda-
len Graphen G mit einer Liste Pf* von möglichen Pfaden, die auf dem
mittleren Knoten paarweise disjunkt sei, in pseudostabile Mengen.
Beweis. Ist Pf = ∅, so hat Algorithmus 2 eine Zerlegung in stabile Mengen
gefunden. Dies ist eine gültige Zerlegung in pseudostabile Mengen.
Ist Pf ̸= ∅, so stellt Zeile 7 sicher, dass der Graph GP azyklisch ist. Somit
ist auch dies eine gültige Zerlegung in pseudostabile Mengen.
Lemma 4.33. Der Algorithmus 2 liefert eine Zerlegung P des chordalen
Graphen G mit einer Liste Pf* von möglichen Pfaden in pseudostabile
Mengen. Es gibt keine Zerlegung P2 ̸= P mit ζ(P2) < ζ(P ).
Beweis. Die Beweisführung erfolgt analog zum Beweis von Lemma 4.30.
Es folgt aus den beiden Lemmata also sofort:
Theorem 4.34. minPS ist auf einem chordalen Graphen G mit einer Liste
Pf* von möglichen Pfaden in polynomieller Zeit lösbar.
Es kann an dieser Stelle beobachtet werden, dass das Problem grundsätzlich
nur dann in polynomieller Zeit lösbar scheint, wenn die Pfade eindeutig zu
bestimmen sind und es pro Knoten in G nicht mehr als einen Pfad gibt.
4.6 Lineare Programmierung
Grundsätzlich entsprechen IP1 und IP2 bereits einer Formulierung als li-
neares Programm. Da diese allerdings vom Rechenaufwand her kaum zu
handhaben ist, soll hier folgende einfachere Formulierung genutzt wer-
den:
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[minPS-IP] min k
s.d.
∑
i:v∈S′j ,j∈{1,··· ,n}
xi +
∑
i:v∈Sj ,j∈{n+1,··· ,m}
xi ≥ 1 ∀v ∈ G
(MPS-IP.1)
n+m∑
i=1
xiw(S1, X) ≤ k (MPS-IP.2)
xi ∈ {0, 1}
Dabei entspricht S der Menge aller stabilen Mengen Si im Graphen G. Es
sei weiter
w(Si, x1, ..., xn+m) = ai,0+x1ai,1+...+xnai,n+xn+1ai,n+1+...+xn+mai,n+m
Für i ∈ {n+ 1, . . . , n+m} sei
ai,j =
⎧⎪⎨⎪⎩
−1 vj1 ∈ Si und vjlj ̸∈ Si falls j ≤ n
−1 vj1 /∈ Si und vjlj ∈ Si falls j ≤ n
0 sonst
(4.14)
Bedingung MPS-IP.1 stellt dabei sicher, dass jeder Knoten von minde-
stens einer stabilen Menge oder von einem Pfad überdeckt wird. Bedin-
gung MPS-IP.2 hingegen stellt sicher, dass die Wertigkeit der Zerlegung
nicht größer wird als k.
Die Funktion w kann minimal den Wert −1 annehmen, es können also
maximal zwei Pfade mit einer stabilen Menge verbunden sein.
Durch das lineare Programm kann eine obere und untere Schranke definiert
werden. Ist llp die Wertigkeit einer Lösung von [minPS-IP] und im zuge-
hörigen Graphen GP dieser Lösung gibt es c Zyklen, so kann eine obere
Schranke durch
ulp(G) = llp(G) + c
definiert werden. Die Herleitung wird in Abschnitt 6.3 erläutert. Es gilt
also
llp(G) ≤ ζ(G) ≤ ulp(G)
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4.7 minPS in Verbindung mit dem komplementären
Graphen
Es sei G der Komplementgraph von G mit B ⊂ G. Es gilt, dass B ̸⊂
G. minPS auf G löst auf G das Problem einer minimalen Zerlegung in
Pseudocliquen.
Definition 4.35. Qi ist eine Pseudoclique, wenn Qi = Ci selber eine
Clique ist oder wenn sie in eine Aneinanderreihung von Cliquen Cij mit
Ci1, p
i
1, C
i
2, p
i
2, C
i
3, ..., p
i
mi−1, C
i
mi
und mi ≥ 2 zerfällt. Dabei besteht die Schnittmenge zwischen aufeinander
folgenden Cliquen Cj und Mengen pj+1 und pj und Cj+1 jeweils nur ein
Knoten. Für die paarweise disjunkten Mengen pj gilt, dass sie nur aus drei
blauen Knoten bestehen, die durch blaue Kanten in Form eines Pfades
verbunden sind. Das heißt, dass pj ⊂ B(G), |V (pj)| = 3 und dass pj
zusammenhängend und kreisfrei ist. Die Wertigkeit dieser Menge Qi ist
mi.
Lemma 4.36. Jede minimale Zerlegung des Graphen G mit B ⊂ G in
pseudostabile Mengen mit Wertigkeit ζG entspricht einer minimalen Zer-
legung des Graphen G mit B ̸⊂ G in Pseudocliquen mit Wertigkeit ζ(G) =
ζ(G).
Beweis. „⇒“ Es sei P eine Zerlegung des Graphen G mit B ⊂ G in pseudo-
stabile Mengen mit Wertigkeit ζG.
Es gilt χ(G) = χ(G) (vgl. [S. 59 60]). Ist ζ(G) < χ(G), so muss es auch eine
Zerlegung Q des Graphen G in Pseudocliquen mit Wertigkeit ζ(G) = ζ(G)
geben. Diese kann wie folgt konstruiert werden:
• Jede stabile Menge D in P im Graphen G ist eine Clique C in Q im
Graphen G. Damit ist |D| = |C|.
• Da B ̸⊂ G, kann die Menge von Pfaden Pf in P als Menge der Pfade
Pf ′ in Q übernommen werden.
Damit gilt ζ(G) = ζ(G).
„⇐“ Es sei Q eine Zerlegung des Graphen G in Pseudocliquen mit Wertig-
keit ζ(G).
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Nun kann wie bei der Hinrichtung diese Zerlegung in einer Zerlegung P
des Graphen G in pseudostabile Mengen mit Wertigkeit ζ(G) = ζ(G) kon-
struiert werden.
Da minPS mit dem Graphen G auf G das Problem einer minimalen Zerle-
gung in Pseudocliquen (minPC) löst, und dies auch in die Gegenrichtung
gilt, stellt sich die Frage, ob sich abseits von der Problemmodellierung wei-
tere Folgerungen daraus ableiten können.
Es sei an dieser Stelle auf Bhasker und Samad verwiesen, die das Problem
einer minimalen Zerlegung in Cliquen betrachteten (vgl. [10]). Das Problem
ist ebenfalls grundsätzlich NP-vollständig. Sie leiteten aber folgende obere
Schranke für χ(G) her:
χ(G) <
⌊
1 +
√
4n2 − 4n− 8e+ 1
2
⌋
wobei n die Anzahl der Knoten und e die Anzahl der Kanten in G ist. Es
gilt, dass die Anzahl der Knoten in G gleich der Anzahl der Knoten in G
ist. Die Anzahl der Kanten e in G ist n2 − e. Somit gilt
χ(G) = χ(G) <
⌊
1 +
√
4n2 − 4n− 8(n2 − e) + 1
2
⌋
=
⌊
1 +
√−4n2 − 4n+ 8e+ 1
2
⌋
Da ζ(G) ≤ χ(G) ist damit auch eine obere Schranke für eine Zerlegung in
pseudostabile Mengen gefunden worden. Diese ist allerdings nur relevant,
wenn χ(G) nicht in polynomieller Zeit berechnet werden kann.
In diesem Fall ist auch eine weitere Feststellung von Bhasker und Samad
wichtig: „In particular, it appears that our algorithms perform increasingly
better relative to the coloring algorithms for larger graphs.“ [S. 11 10] Neue
Ansätze für Heurisitken und exakte Lösungen finden sich beispielsweise bei
Feder und Motwani (vgl. [26]), Gramm u.A. (vgl. [36] und Benati u.A. (vgl.
[7]). Wenn die Laufzeit optimiert werden muss, kann es ein wichtiger Ansatz
sein, das entsprechend komplementäre Problem zu lösen.
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4.8 Zusammenfassung
In diesem Kapitel wurde zunächst das Problem minPS definiert und ge-
zeigt, dass es im Allgemeinen NP-vollständig ist. Es wurden verschiede-
ne elementare Abschätzungen hergeleitet oder als Ausblick auf minMPS
beschrieben. Für zwei Spezialfälle konnte gezeigt werden, dass minPS in
polynomieller Zeit lösbar ist. Des weiteren wurde ein ganzzahliges linea-
res Programm hergeleitet. Abschließend wurde minPS in Verbindung mit
dem komplementären Graphen untersucht und das komplementäre Pro-
blem minPC untersucht.
Es bleibt noch zu klären, ob es nicht noch weitere Spezialfälle gibt, in denen
minPS kombinatorisch in polynomieller Zeit lösbar ist.
Damit sind die Grundlagen beschrieben, um ein Anwendungsproblem kon-
kret zu behandeln. Im nächsten Abschnitt wird das Train Marshalling Pro-
blem in die allgemeine Klasse der Rangierprobleme eingebettet und eine
Lösung mittels minPS definiert.
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KAPITEL 5
Sortier- und Rangierprobleme in
Güterbahnhöfen
In Rangierbahnhöfen werden die ankommenden Züge mit Güterwagen auf-
gelöst und für den weiteren Transport auf der Schiene zu neuen Güterzügen
zusammengestellt. Ziel ist es, die Wagen so anzuordnen, dass bestimmte
Wagen mit demselben Ziel oder ähnlichem Inhalt in einer passenden Anein-
anderreihung in den neuen Zügen enthalten sind. Eine genaue Darstellung
von Rangierbahnhöfen findet sich beispielsweise bei Hiller [44]. Dort finden
sich auch weitere Beispiele zu realen Rangierbahnhöfen.
Ein Rangierbahnhof besteht meistens aus einem oder mehreren Einfahr-
gleisen in der Einfahrgruppe, auf denen die ankommenden Züge stehen,
etlichen Richtungsgleisen in der Richtungsgruppe, die zur Sortierung der
Züge benutzt werden und einem oder mehreren Ausfahrgleisen in der Aus-
fahrgruppe. Oft sind Einfahrgleise und Richtungsgleise durch einen Ab-
laufberg getrennt, der dazu benutzt wird, die Wagen auf die verschiedenen
Richtungsgleise zu rangieren. Gelegentlich liegt auch der ganze Bahnhof im
Gefälle oder das Rangieren wird ganz von Rangierlokomotiven, durch Um-
setzen oder Abstoßen, übernommen, falls ein Ablaufbetrieb nicht möglich
Abbildung 5.1: Gleisplanschema Rbf Zürich-Limmattal, entnommen aus [32].
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Einfahrgleis
Richtungsgleise
Ausfahrgleis
Abbildung 5.2: Beispielhafte schematische Darstellung eines Rangierbahnho-
fes.
ist.
Reale Güterbahnhöfe können eine große Komplexität aufweisen. Als Bei-
spiel sei auf den Rangierbahnhof Zürich-Limmattal in Abb. 5.1 verwiesen.
Dieser besteht im Wesentlichen aus 18 Einfahrgleisen, 64 Richtungsglei-
sen mit einer Länge zwischen 650 und 850 Metern und 16 Ausfahrgleisen
[S. 144 44][32].
Wir nehmen nun an, dass es ein Einfahrgleis und ein Ausfahrgleis gibt.
Jeder ankommende Wagen fährt durch ein Einfahrgleis und wird über den
Ablaufberg auf eines der Richtungsgleise geleitet. Auf dem Ausfahrgleis
wird der Zug wieder zusammengestellt, indem sämtliche Wagen von den
Richtungsgleisen an den Zug gehängt werden. Dabei soll am Ende ein sor-
tierter Zug den Bahnhof verlassen können. Eine schematische Darstellung
dieses vereinfachten Konzeptes findet sich in Abb. 5.2.
Die Rangieraufgabe ist es, die Züge zu trennen und die Wagen so auf die
einzelnen Richtungsgleise zu rangieren, dass sie von dort idealerweise als
Ganzes, also ohne weiteres Entkuppeln und Rangieren, auf das Ausfahr-
gleis rangiert werden können. Dadurch werden sie zu einem neuen Zug
zusammen gestellt.
Es gibt im Hinblick auf die Zeit- und Kostenproblematik vier Möglichkei-
ten, den Betrieb zu optimieren:
• Die Anzahl der Richtungsgleise
• Die Länge der Richtungsgleise
• Die Anzahl der Rangieroperationen auf die Richtungsgleise
• Die Anzahl der Rangieroperationen auf das Ausfahrgleis
Dieses Problem ist selbstverständlich nicht nur auf das Zusammenstellen
von Güterzügen beschränkt. Ähnliche Überlegungen sind zum Beispiel auch
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nötig, um ankommende Straßen- oder U-Bahnen in ihrem Nachtdepot oder
Personenzüge in einem Abstellbahnhof unterzubringen oder neu zusammen
zu stellen.
Sowohl 2007 in der Arbeit von Di Stefano, Maue, Modelski, Navarra, Nun-
kesser und van den Broek [19] als auch 2011 bei Hansmann [41] wurde ver-
sucht, eine allgemeine Problemstellung zu formalisieren. Der Schwerpunkt
bei [41] liegt allerdings eher auf theoretischen Aspekten. Eine weitere Dar-
stellungen von Rangierproblemen finden sich auch 2009 in der Arbeit von
Gatto, Maue, Mihalák und Widmayer [31].
Im Folgenden soll zunächst eine Beschreibung und Definition des allgemei-
neren SRSP nach [41] und dann des spezielleren TMP gegeben werden.
5.1 SRSP
Eine allgemeine Formulierung der Zugbildungsprobleme ist die Klasse der
Sorting of rolling Stock Problems (SRSP, SRS). Dabei müssen ankommen-
de Züge auf beliebige Weise auf den Richtungsgleisen bewegt werden, damit
sie den Bahnhof in einer strukturierten Form verlassen können. Der Fokus
liegt hier auf der Minimierung der Richtungsgleise.
5.1.1 Ausgabesequenz
Die Wagen des ankommenden Zuges haben spezielle Eigenschaften, z. B.
ihre Ladung, ihr Ziel, ihre Herkunft, eine Klasse oder einen bestimmten
Wagentyp. Im Folgenden wird der Einfachheit halber von Zielen gespro-
chen, Wagen mit demselben Ziel bilden dann eine Gruppe.
Wir markieren nun alle Positionen im fertigen Zug mit natürlichen Zahlen
und fordern, dass Wagen mit derselben Markierung auch aus der selben
Gruppe sein müssen. Also ist die Anzahl g von verschiedenen Gruppen
dieselbe, wie die der verschiedenen Markierungen auf dem Ausfahrgleis.
Die Markierungen auf dem Ausfahrgleis können nun verschieden angeord-
net werden. Bilden sie Blöcke, so sprechen wir von einer g-blocks Folge
oder sonst, wenn sie ein anderes Schema bilden, von einer g-pattern Folge.
Wenn es keinen Zusammenhang zwischen der Position im fertigen Zug und
den Zielen gibt, so nennt man die Ausgabesequenz free. Sind die Wagen
der Ausgabesequenz in einer vordefinierten Gruppe, nennt man die Aus-
gabesequenz ordered. Wir gehen im Folgenden davon aus, dass wir einen
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Einfahrgleis
free 4-blocks
ordered 4-blocks
ordered 4-patterns
Ausfahrgleis
Abbildung 5.3: Abbildung zu Beispiel 5.1, Notation gemäß [41].
Zug auf einem einzigen Gleis zusammenstellen wollen. Die Struktur, in der
man o Züge auf o Gleisen benötigt, wird als o-ordered bzeichnet.
Es gibt also vier mögliche Strukturen der Ausgabesequenz, free g-pattern
und ordered g-pattern und als Spezialfälle free g-blocks und ordered
g-blocks.
Beispiel 5.1. Die Zahl 1 symbolisiere einen Wagen der 1. Klasse, 2 einen
der 2. Klasse, 3 einen Speisewagen und 4 einen Gepäckwagen. Es stehen
nun auf dem Einfahrgleis zwei Wagen von Typ 1 und 2 und jeweils einer
von Typ 3 und 4.
free 4-blocks würde zum Beispiel einen fertigen Zug der Form
3 2 2 4 1 1
liefern. Für ordered 4-blocks benötigen wir ein Ordnungskriterium, also
z. B. erst 1. Klasse, Speisewagen, 2. Klasse und dann den Gepäckwagen
was zu
1 1 3 2 2 4
führt. Ordered 4-pattern lägen vor, wenn z. B. gefordert würde jeweils
1.- und 2.-Klasse Wagen nacheinander und Gepäck- und Speisewagen an
den Schluss zu rangieren:
1 2 1 2 3 4
Entsprechend wäre bei free 4-pattern die Wahl der Wagen völlig frei.
Vergleiche hierzu auch Abb. 5.3 △
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Einfahrgleis
Ausfahrrichtung stacksAusfahrrichtung queues
Abbildung 5.4: Darstellung der Gleisbelegung aus Beispiel 5.3.
5.1.2 Gleisstruktur
Die Gleisstruktur der Richtungsgleise (von denen im Folgenden nur als
„Gleise” gesprochen wird) ist ebenfalls variabel. Unbeschränkte, unboun-
ded Gleise kommen in der Realität nicht vor, werden aber hier verwendet,
da es oft einfacher ist, Algorithmen für unbeschränkte Gleise zu finden
und diese auf die reale Beschränkung der Gleislänge umzurechnen [S. 9
41]. In der Länge beschränkte Gleise werden als b-bounded bezeichnet,
wenn maximal b Wagen auf das Gleis passen.
Beispiel 5.2. Soll in einem Rangierbahnhof mit Richtungsgleisen, die ma-
ximal 30 Wagen fassen, ein Zug neu zusammengestellt werden, der für ein
Chemiewerk 40 Wagen und für eine Möbelfabrik 50 Wagen enthält, so kann
man diese beiden Ziele jeweils auf einem Gleis sammeln. Da die Gleise aber
zu kurz sind, benötigt man vier Gleise. △
Man kann die Gleise nun als stacks realisieren, d. h. als Stumpfgleis, bei
dem Einfahrt und Ausfahrt am selben Ende geschehen, oder als queues,
bei denen Einfahrt und Ausfahrt am gegenüberliegenden Gleisende liegen.
Ein Stack vertauscht die Reihenfolge der Wagen vom Rangiergleis zum Aus-
fahrgleis. Weiter bezeichnet sido (single in, double out) die Struktur, bei
der nur an einem Gleisende eingefahren aber an beiden ausgefahren werden
darf. Entsprechend diso (double in, single out), wenn an beiden Gleisenden
eingefahren aber nur an einem ausgefahren werden darf und dido (double
in, double out), wenn an beiden Gleisenden ein- und ausgefahren werden
darf. Möchte man die Anzahl von Gleisen t im Rangierbahnhof mit ange-
ben, schreibt man beispielsweise t-stacks.
Beispiel 5.3. Auf drei Richtungsgleisen seien folgende Wagen
Gleis 1 : 1 1 4 4 7 7 3
Gleis 2 : 5 6 6
Gleis 3 : 8 9 9 9
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EinfahrgleisAusfahrgleis
i-t-move
t-t-move
t-o-move
i-o-move
Abbildung 5.5: Darstellung möglicher Rangierbewegungen, Notation gemäß
[41].
Im Vergleich zu queues ist es bei stacks nicht möglich, das Ziel 1 an den
Anfang des Zuges zu rangieren. Vergleiche hierzu auch Abb. 5.4 △
5.1.3 Sortiermethode
Grundsätzlich sind für jeden Wagen nur bestimmte Bewegungen möglich.
Ein Wagen kann vom Einfahrgleis auf ein Richtungsgleis bewegt werden
(i-t-move), er kann von einem Richtungsgleis zu einem anderen oder dem-
selben rangiert werden (t-t-move oder schlicht Rangierbewegung), von
einem Richtungsgleis zum Ausfahrgleis (t-o-move) oder direkt vom Ein-
fahrgleis zum Ausfahrgleis (i-o-move). Eine Darstellung dieser Rangier-
bewegungen findet sich in Abbildung 5.5.
Wir können das Rangieren (d. h. alle t-t-moves und i-o-moves) ganz
verbieten, diesen Fall bezeichnen wir als no-shunting. Werden maximal h
solcher Bewegungen erlaubt, spricht man von h-hump-shunting.
Wir unterteilen die Gleisbewegungen in Ankunft (i-o-move or i-t-move)
und Abfahrt (t-o-move und i-o-move). Weiter unterscheiden wir, ob die
Ankunfts- und Abfahrtsbewegungen in den Fahrplänen getrennt oder ge-
mischt ablaufen. Geschehen sie der Reihe nach (d. h. t-o-moves erst nach
dem letzten i-t-move), spricht man von sequential. Wenn alle Gleisbe-
wegungen gleichzeitig ablaufen, spricht man von concurrent. In beiden
Fällen ist als Information die Reihenfolge der Wagen im ankommenden
Zug vorhanden, nicht aber, wann diese Wagen ankommen. Sind die genau-
en Ankunfts- und Abfahrtszeiten der einzelnen Wagen bekannt, so spricht
man von time windows.
Eine weitere zu klärende Frage ist, ob Wagen eines bestimmten Zieles auf
verschiedene Richtungsgleise verteilt, also getrennt werden dürfen. Erlaubt
man die beliebige Verteilung von Zielen auf die Gleise, so spricht man von
split. Dürfen die Wagen eines Zieles auf maximal s + 1 Gleise verteilt
werden mit s ≥ 0, spricht man von s-split. Dürfen die Wagen eines Zieles
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Gleisstruktur
Art
stacks queues stacks/queues sido diso dido
Länge
unbounded b-bounded
Sortiermethode
Rangieren
no-shunting h-hump-shunting
Steuerung
sequential concurrent time-window
Trennen
s-split split chain-split
Ausgabesequenz
free ordered
g-blocks g-pattern
Tabelle 5.1: Parameter für SRSP, Notation gemäß [41].
nur in solcher Weise getrennt werden, dass die Richtungsgleise Gleis für
Gleis aneinandergefügt den gewünschten Endzug ergeben, so spricht man
von chain-split.
5.1.4 Notation und Ziel
In [41] schlug Hansmann als Notation für SRSP ein Tripel ν := α|β|γ mit
α ∈ {{st,qu,sq,sd,ds,dd,·} × {ub,b-bd,·}}
β ∈ {{nsh,h-hsh,·} × {se,co,tw,·} × {s-sp,sp,csp,·}}
γ ∈ {{fr,or·} × {g-bl,g-pa,·}}
vor. Dabei gibt also α die Gleisstruktur, β die Sortiermethode und γ die
Art der Ausgabesequenz an. Abkürzungen können dabei der Tabelle 5.1
entnommen werden, wobei der Punkt alle Möglichkeiten abdeckt.
Ziel von SRSP kann die Minimierung verschiedener Parameter, etwa der
Richtungsgleise, der Rangierbewegungen oder der Länge der Richtungsglei-
se sein. Im Folgenden wird nur die Minimierung der Anzahl der Richtungs-
gleise betrachtet.
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5.2 TMP
Nun beschäftigen wir uns mit dem Zugbildungsproblem TMP („Train Mars-
halling Problem“). Dieses entspricht der SRSP Variante st,ub|nsh,se,csp|fr,g-
bl.
Wir nehmen an, die Richtungsgleise sind als Stack (st) realisiert, also ist
die Einfahr- gleich der Ausfahrrichtung. Ihre Länge sei unendlich (ub).
Weiter erlauben wir eine roll-in-Operation für jeden Wagen und eine pull-
out-Operation für jedes Gleis, also kein weiteres Rangieren. Ein Wagen darf
nur vom Einfahr- auf ein Richtungsgleis bewegt werden und die Wagen vom
Richtungsgleis auf das Ausfahrgleis (nsh).
In dem neu zusammengestellten Zug auf dem Ausfahrgleis sollen die Wagen
mit demselben Ziel hintereinander folgen, also einen Block (g-bl) bilden.
Dabei ist es unerheblich, wie die Blöcke sortiert sind (fr). Der Ablauf der
Zugzusammenstellung erfolgt dabei der Reihe nach, also sequenziell (se),
man weiß also schon zu Beginn in welcher Reihenfolge die Wagen ankom-
men.
Da wir sequenziell vorgehen und keine Rangierbewegungen erlauben, kön-
nen wir das Trennen von verschiedenen Zielen auf verschiedene Gleise zu-
lassen, solange die zulässige Blocksortierung im Zug erhalten bleibt, wenn
die Inhalte der Richtungsgleise Stück für Stück an den Zug rangiert werden.
Sie können also nur in Ketten getrennt werden (csp).
Im Jahr 2000 wurde von Dahlhaus, Horak, Miller und Ryan in [16] be-
wiesen, dass das TMP NP-vollständig ist. Sie leiteten außerdem einige
Schranken her, die zum Teil später noch diskutiert werden. Bereits 1983
gab es von Zhu und Zhu, die das Problem unter verschiedenen Neben-
bedingungen betrachteten, erste Resultate und polynomielle Algorithmen
[87]. In einer weiteren Arbeit 2000 von Dahlhaus, Manne, Miller und Ry-
an [17] wurden unter anderem verwandte Probleme betrachtet. Weitere
Schranken und Algorithmen finden sich 2011 in der Arbeit von Beygang
[8] bzw. 2010 bei Beygang, Krumke und Zeck [9]. Das Problem wurde 2011
ebenfalls in der Arbeit von Hansmann [41] und 2012 von Brueggemann,
Fellows, Fleischer, Lackner, Komusiewicz, Koutis, Pfandler und Rosamond
[14] bearbeitet.
Weitere Arbeiten im Umfeld des Themas sind rar, finden sich aber zum Bei-
spiel 2004 bei Stefano u. Koči [77], die ebenfalls einen graphentheoretischen
Ansatz wählten, um die Anordnung von Zügen in Nachtdepots zu unter-
suchen. Neuere Arbeiten sind 2015 von Adlbrecht u. a. [1], die das TMP
vor allem in der Praxis untersuchten und es in ein gemischtes ganzzahliges
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Richtungsgleise Ein- und Ausfahrgleis
Abbildung 5.6: Graphische Darstellung zu Beispiel 5.4.
lineares Programm umformulierten, und 2017 von Rinaldi u. Rizzi [70], die
dynamische Programmierung als Ansatz nutzen, veröffentlicht worden. An-
ders Haahr und Lusby, die 2016 versuchen, das Problem in Unterprobleme
zu teilen und ihre Abhängigkeiten zu bestimmen (vgl. [39]).
5.2.1 Definition
Jedem Wagen i auf dem Bahnhof wird eine Zahl σi ∈ N+ zugeordnet.
Diese Zahl kann z. B. als Zielort interpretiert werden; die Wagen werden
nach diesen Zahlen sortiert. Ein Zug σ der Länge n ist entsprechend eine
Folge von Wagen
σ = (σ1, ..., σn)
mit σi ∈ {1, ..., d} für i ∈ {1, ...n}. Gesucht ist nun also ein ausfahrender
Zug, in dem Wagen mit gleichem Ziel in einem Block sind. Dabei ist man
an der minimalen Anzahl der Rangierbewegungen einer Rangierlokomotive
interessiert. Da per Definition nur eine Rangierbewegung pro Gleis erlaubt
ist (nämlich vom Richtungsgleis auf das Ausfahrgleis) ist dies äquivalent
zu einer Minimierung der Richtungsgleise. Ihre Anzahl wird mit K(σ) be-
zeichnet.
Beispiel 5.4. Sei σ = (1, 2, 1, 3, 2). Dann gibt es drei Ziele, wobei jeweils
der 1. und 3. Wagen, der 2. und letzte sowie der 4. Wagen ein gemeinsames
Ziel haben. Vergleiche dazu auch Abb. 5.6 △
In der Arbeit von Dahlhaus, Horak, Miller und Ryan [16] wird eine andere
Formulierung des Problems verwendet. Gegeben sei ein Zug der Länge n
und die Menge seiner Wagen In = {1, 2, ...n}. Dann sind die verschiedenen
Ziele als Menge von Teilmengen S = {S(1), ..., S(t)} gegeben, wobei S(m)
alle Wagen mit dem Ziel m beinhaltet. Zwei Wagen wi und wj haben also
dasselbe Ziel, wenn sie zu derselben Menge S(m) gehören.
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1 2 3 4 5 6 7
Abbildung 5.7: Graphische Darstellung zu Beispiel 5.5.
Definition 5.1 (TMP). [S. 42 16] Finde die kleinste Zahl K(S), so dass es
eine Permutation π(1), ..., π(t) von 1, ..., t gibt, damit die Folge von Zahlen
1, 2, ..., n, 1, 2, ..., n, 1, 2, ..., n  
K(S)-mal
alle Elemente von S(π(1)) beinhaltet, gefolgt von den Elementen von S(π(2))
usw.
Jede Folge 1, 2, ..., n kann als ein Richtungsgleis interpretiert werden, ent-
sprechend liefert die Permutation die Gleisbelegung der einzelnen Rich-
tungsgleise. Man sieht also, dass beide Forumulierungen äquivalent sind,
insbesondere, dass K(S) = K(σ).
Eine Instanz des TMP kann also durch Folgen oder Mengen dargestellt
werden. Die Notationen werden im folgenden Abschnitt dargestellt.
Beispiel 5.5. Sei n = 7, t = 4 und S = {S1, S2, S3, S4} mit S1 = {1, 3},
S2 = {2, 7}, S3 = {4} und S4 = {5, 6}. Dann ist K(S) = 2 mit π(1) = 1,
π(2) = 4, π(3) = 2, π(4) = 3:
1 2 3  
S1
4
S3
5 6
S4
7 1 2 3 4 5 6 7  
S2
Eine grafische Darstellung der Gleisbelegung und des Zuges findet sich in
Abb. 5.7. △
Wenn die Eingabe als S bezeichnet wird, sprechen wir über eine Darstel-
lung durch Mengen, sonst wird die Formulierung durch Folgen benutzt.
Die Darstellung des Zuges erfolgt in Beispielen je nach Übersichtlichkeit
entweder als Folge σ oder durch Mengen S.
Die folgende Darstellung der Grundlagen, Definitionen und Notationen
folgt weitestgehend und wenn nicht anders angegeben der Arbeit von Bey-
gang [8].
76
5.2.2 Grundlagen und Notation zum TMP
Mit Sn wird die Menge aller Instanzen des TMP mit n Wagen bezeichnet.
Für S ∈ Sn ist d(S) die Anzahl der Ziele in dieser Instanz, wenn möglich
abgekürzt durch d.
S−1 ∈ Sn ist der Zug, der durch die Umkehrung der Reihenfolge der Wagen
im Zug S entsteht.
Eine Gleisbelegung (oder Neuzusammenstellung) für eine Instanz S ∈ Sn
kann durch eine Abbildung der Menge {1, ..., n} nach N, also
tr : {1, ..., n} → N
dargestellt werden.
Die Bildmenge entspricht den Gleisen, denen eine bestimmte Menge an
Wagen zugewiesen wurde.
Wenn die Gleise durch die im TMP erlaubten Rangierbewegungen zu ei-
nem Zug zusammengestellt werden können, so dass dort alle Ziele einen
Block bilden, spricht man von einer zulässigen Gleisbelegung bzw. zulässi-
gen Neuzusammenstellung.
Beispiel 5.6. Gegeben sei der Zug und die Gleisbelegung aus Beispiel
5.5. Dann ist die Abbildung tr : {1, .., 7} → {1, 2} gegeben durch tr(1) =
tr(3) = tr(4) = tr(5) = tr(6) = 1 und tr(2) = tr(7) = 2. △
In der folgenden Definition wird schon eine Ähnlichkeit zu Definition 3.5
sichtbar, die aber zu einem späteren Zeitpunkt genauer betrachtet werden
soll. Die folgende Definition ist an die Arbeit von Beygang [8] angelehnt.
Definition 5.2 (Gerichteter Graph einer zulässigen Gleisbelegung). Für
eine zulässige Gleisbelegung tr einer Instanz S ∈ Sn sei GS,tr = (V,E) der
gerichtete Graph der zulässigen Gleisbelegung tr mit
• V = (1, ..., d)
• (i, j) ∈ E wenn ein c mit 1 ≤ c < n existiert mit c ∈ S(i), (c + 1) ∈
S(j) und tr(c) = tr(c+ 1).
Beispiel 5.7. Gegeben der Zug und die Gleisbelegung aus Beispiel 5.5.
Dann gilt lediglich für die Wagen 3 und 4 sowie 4 und 5, dass der kommende
Wagen auf demselben Gleis einem anderen Ziel angehört. Dementsprechend
liefern diese die einzigen beiden Kanten. Vgl. hierzu Abb. 5.8. △
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Abbildung 5.8: Graphische Darstellung des gerichteten Graphen der zulässi-
gen Gleisbelegung zu Beispiel 5.7.
Eine gerichtete Kante zwischen zwei Zielen kann es also nur geben, wenn
das eine Ziel auf das andere auf einem Gleis folgt. Das heißt, es kann keine
zulässige Gleisbelegung geben, deren gerichteter Graph Kreise enthält.
Theorem 5.3. [S. 31 8]Sei S ∈ Sn und tr eine zulässige Gleisbelegung.
Dann gilt für den gerichteten Graphen der zulässigen Gleisbelegung:
1. |δ+(v)| := |{(v, w) ∈ E|w ∈ V }| ≤ 1 für alle v ∈ V .
2. |δ−(v)| := |{(w, v) ∈ E|w ∈ V }| ≤ 1 für alle v ∈ V .
3. GS,tr ist nicht notwendigerweise zusammenhängend.
4. Jede Zusammenhangskomponente von GS,tr ist ein gerichteter Pfad
der alle Knoten verbindet.
5. GS,tr ist azyklisch.
Definition 5.4 (Bereich eines Zyklus). Sei GS,tr der gerichtete Graph
einer zulässigen Gleisbelegung tr einer Instanz S ∈ Sn. Dann geht der
Bereich eines Zyklus [d1, ..., dk] in GS,tr über s Gleise, wenn |tr(N)| = s.
Dabei ist N die Menge aller Wagen mit Zielen im Zyklus, d. h. N = {i|i ∈
S(d1) ∪ ... ∪ S(dk)}.
Eine zulässige Gleisbelegung kann immer gefunden werden, wenn man jedes
Ziel einem eigenen Gleis zuweist. Daraus folgt:
K(S) ≤ d
Oder mit anderen Worten: |tr(S)| := |{tr(i)|i ∈ S(1) ∪ ... ∪ S(d)}| ≤ d.
Ohne Beschränkung der Allgemeinheit nehmen wir nun an, dass tr(S) =
{1, ..., |tr(S)|}, also dass alle Gleise aufsteigend, beginnend mit Eins, num-
meriert werden.
Der erste und der letzte Wagen in S mit dem Ziel k (mit 1 ≤ k ≤ d) wird
mit first(S, k) bzw. last(S, k) bezeichnet.
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Der erste und letzte Wagen auf dem Gleis i wird entsprechend mit first(i)
bzw. last(i) bezeichnet.
Außerdem steht last(i, k) für den letzten Wagen auf Gleis i, bevor der k-te
einem Rangiergleis zugewiesen wird.
p(i, t) steht für die Position des Wagens i auf Gleis t. Ohne Beschränkung
der Allgemeinheit gilt: Steht ein Wagen auf p(i, t), so steht auf p(j, t) mit
j < i ebenfalls ein Wagen, denn man kann davon ausgehen, dass alle Wagen
den Richtungsgleisen in aufsteigender Reihenfolge zugewiesen werden.
Sei tr eine Gleisbelegung von S, dann wird ein Ziel als getrennt („split“)
bezeichnet, wenn zwei Wagen mit demselben Ziel auf zwei verschiedene
Gleise rangiert wurden, d. h. wenn i, j ∈ {1, ..., n} existieren mit i, j ∈ S(k)
(und 1 ≤ k ≤ d) und tr(i) ̸= tr(j). Sonst spricht man von nicht getrennten
Zielen („unsplit destination“).
Weiter wird zwischen vollendeten und unvollendeten Zielen unterschieden.
Angenommen, die ersten k Wagen von S wurden Schritt für Schritt den
Richtungsgleisen zugewiesen, dann ist ein Ziel l vollendet, wenn alle Wagen
mit Ziel l einem Gleis zugewiesen wurden. Das heißt, für alle 1 ≤ i ≤ n
mit i ∈ S(l) gilt i ≤ k. Sonst ist das Ziel unvollendet.
Ist stattdessen eine Instanz σ mit Folgen gegeben, ist Σn die Menge aller
Instanzen der Länge n. Analog wird für σ ∈ Σn d(σ), first(σ, k), last(σ, k)
etc. definiert.
5.3 Allgemeine Definitionen und Notationen
5.3.1 Struktur einer zulässigen Gleisbelegung
In der Arbeit von Beygang [8] wurde die Struktur einer zulässigen Gleis-
belegung analysiert. Diese Strukturen sind wesentlich für die folgenden
Kapitel.
Eine zulässige Lösung von S ist eine Abbildung tr : {1, ..., n} → {1, ..., d}.
Wenn erst l ≤ n Wagen zugewiesen wurden, definieren wir eine partielle
Lösung, indem wir das Definitionsgebiet einschränken auf {1, ..., l}.
Lemma 5.5. Für jede zulässige Gleisbelegung des TMP gibt es nicht mehr
als zwei getrennte Ziele i und j auf jedem Gleis k mit first(k) = i und
last(k) = j. Insbesondere müssen alle getrennten Ziele am Anfang oder am
Ende jeden Gleises stehen.
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Getrennte Ziele können also nicht zwischen anderen Zielen auf einem Rich-
tungsgleis auftreten. Außerdem können getrennte Ziele nicht auf mehr als
zwei Richtungsgleise verteilt werden.
Lemma 5.6. Es gibt immer eine optimale zulässige Lösung des TMP, die
jedes Ziel maximal einmal trennt.
Ebenso gilt, dass es zwei nicht getrennte Ziele geben muss.
Theorem 5.7. Für jede zulässige Gleisbelegung gibt es mindestens ein
Ziel, das nicht getrennt wird und am Anfang eines Richtungsgleises steht.
Und mit derselben Argumentation:
Theorem 5.8. Für jede zulässige Gleisbelegung gibt es mindestens ein
Ziel, das nicht getrennt wird und am Ende eines Richtungsgleises steht.
Es gibt also bei einer zulässigen Gleisbelegung nur zwei Möglichkeiten,
Gleise einzusparen:
• Ein Gleis i ist zwar belegt, aber es gibt keine weiteren Wagen des
Zieles last(i). Das Gleis kann also wieder für ein neues Ziel verwendet
werden.
• Wir haben die Möglichkeit, ein Ziel zu trennen. Dann benötigen wir
statt drei Gleisen für drei Ziele nur zwei Gleise für drei Ziele.
Definition 5.9 (Abgeschlossenes Ziel). Ein Ziel k ∈ S heißt abgeschlossen,
wenn last(S, k) schon einem Richtungsgleis zugewiesen wurde.
Definition 5.10 (Geschlossenes Gleis). Sei tr eine partielle Lösung der
ersten l Wagen und i ∈ tr(L) mit L = {1, ..., l}. Dann heißt das Gleis i
geschlossen wenn
• der letzte Wagen auf i das Ziel k hat, d. h. last(i) ∈ S(k) und
• es ein anderes Gleis j ̸= i gibt mit j ∈ tr(L) und first(j) ∈ S(k).
Diese Definition betrifft nur die Gleise, deren letzter Wagen zu einem ge-
trennten Ziel gehört. Geschlossene Gleise dürfen nicht weiter benutzt wer-
den, da man das getrennte Ziel nicht wieder vereint bekommen würde.
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5.3.2 Struktur der Eingabesequenzen
Ein wichtiger Punkt um die Eingabesequenz zu anaylsieren ist die Frage,
inwieweit sich die Intervalle überschneiden, die durch das erste und letzte
Auftreten eines Wagens eines bestimmten Zieles gegeben sind. Überschnei-
det sich kein einziges Intervall, würde dies bedeuten, dass alle Ziele in der
Eingabe schon sortiert sind und man mit einem Richtungsgleis auskäme.
Definition 5.11 ((Nicht-)Überlappende Instanzen). [S. 18 8] Gegeben
sei eine Instanz S ∈ Sn. Zwei Ziele 1 ≤ i, j ≤ d überlappen nicht wenn
last(S, i) < first(S, k) oder last(S, j) < first(S, i). Sonst überlappen sie.
Eine Instanz S des TMP wird überlappend genannt, wenn alle Ziele paar-
weise überlappen. Sonst wird sie nicht überlappend genannt.
Um zu überprüfen, ob alle Ziele überlappen, muss man also die größte
Clique des zugehörigen Intervallgraphen GS bestimmen. Wenn die Instanz
überlappend ist, decken sich die Größe der maximalen Clique in GS und
d, die Anzahl der Ziele.
Die größte Clique eines Intervallgraphen kann in polynomieller Zeit gefun-
den werden, vgl. Kapitel 2.2.
Definition 5.12. Sei GS der zu einer Instanz S ∈ Sn gehörende Inter-
vallgraph. Die Überlappungszahl ω(S) ∈ N wird durch die Größe einer
maximalen Clique in GS definiert.
Offensichtlich gilt also ω(S) ≤ d.
Um die Zusammenhänge zwischen den minimal benötigten Richtungsglei-
sen und der Eingabesequenz weiter zu analysieren sei zunächst
Kn := max
S∈Sn
K(S).
Dann ist Kn die maximale Anzahl benötigter Gleise K(S), wobei S alle
möglichen Instanzen S ∈ Sn abdeckt. Damit gilt immer K(S) ≤ Kn ∀S ∈
Sn.
Proposition 5.13. [S. 49 ff 16][S. 19 8] Sei S ∈ Sn und S′ = {S(i1), ..., S(ir)}
eine beliebige Teilmenge von S mit |S′(i1)∪ ...∪S′(ir)| = t, also eine Teil-
menge mit t Wagen und r Zielen. Es gilt nun:
1. K(S) = K(S−1)
2. K(S) ≤ K(S′) +K(S \ S′) ≤ K(S′) +Kn−t
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3. Wenn S′ so gewählt wurde, dass alle Wagen aus Zielen von S, die nur
aus einzelnen Wagen bestehen, in eine neues Ziel zusammengefasst
werden, dann gilt K(S) ≤ K(S′).
4. Beinhalte S nun ein Ziel mit r Wagen oder r Ziele, die jeweils nur
einen einzelnen Wagen haben. Dann K(S) ≤ 1 +Kn−r.
5. Wenn |S(i)|+|S(j)| = r und die Zielmengen S(i) und S(j) überlappen
nicht, so ist K(S) ≤ 1 +Kn−r.
6. K(S′) ≤ K(S)
Für die weitere Untersuchung des Problems ist es auch wichtig, den Be-
griff der Unterinstanz genauer zu definieren. Diese wurde von Beygang in
[8] eingeführt und wird in Abschnitt 5.6.2 zur Definition einer Schranke
verwendet.
Definition 5.14 (Unterinstanzen). Sei S ∈ S mit k ≤ d(S). Dann nennen
wir S′ = {S′(i1), ..., S′(ik)} eine Unterinstanz von S, wenn iS ̸= it ∀s ̸= t
und Ø ̸= S′(ik) ⊂ S(k).
Definition 5.15 (Verschiedene Unterinstanzen). Sei S ∈ S. Wir nennen
zwei Unterinstanzen D1 und D2 von S, also
D1 = {S′(i1), ..., S′(ik1)}
D2 = {S′(j1), ..., S′(jk2)}
verschieden, wenn sie kein Ziel gemeinsam haben, also il1 ̸= jl2 ∀l1 ∈
{1, ..., k1} und l2 ∈ {1, ..., k2}.
Definition 5.16 (Disjunkte Unterinstanzen). Sei S ∈ S. Wir nennen zwei
Unterinstanzen D1 und D2 von S, also
D1 = {S′(i1), ..., S′(ik1)}
D2 = {S′(j1), ..., S′(jk2)}
disjunkt, wenn der letzte Wagen der einen Instanz vor dem ersten Wagen
des anderen Zieles ankommt. d. h.:
n1 ∈ S′(il1), n2 ∈ S′(jl2) ⇒ n1 < n2 ∀l1 ∈ {1, ..., k1} und l2 ∈ {1, ..., k2}
oder
n1 ∈ S′(il1), n2 ∈ S′(jl2) ⇒ n1 > n2 ∀l1 ∈ {1, ..., k1} und l2 ∈ {1, ..., k2}.
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5.4 TMP und minPS
5.4.1 Trennbare Ziele
Es sei GS oder kurz G der zu einer Instanz S ∈ Sn des TMP gehörende
Intervallgraph.
Ein Ziel d ist getrennt, wenn es in einer zulässigen Gleisbelegung auf zwei
verschiedene Gleise verteilt ist. Es gibt mindestens zwei Ziele, die nicht
getrennt werden können. Für jedes andere trennbare Ziel gilt, dass Wagen
dieses Zieles dann am Ende und Anfang zweier verschiedener Richtungs-
gleise stehen müssen.
Trennbare Ziele sollen hier nur kurz vorgestellt und, wo nötig, ergänzt
werden.
Definition 5.17. Ein Tripel (a, b, c) ∈ S × S × S von Zielen einer Instanz
S ∈ Sn nennt man angeordnetes Tripel, wenn gilt first(a) < first(c).
Theorem 5.18 (Trennbarkeit A). Gegeben eine Instanz S ∈ Sn. In einem
angeordneten Tripel (a, b, c) mit paarweise überlappenden Zielen sei in dem
einfahrenden Zug zwischen first(c) und last(a) kein Wagen von b. Dann
ist b trennbar.
Anhand des Intervallgraphens können die Bedingungen für 5.18 nicht über-
prüft werden. Allerdings kann ein Algorithmus angegeben werden, der diese
in linearer Zeit anhand von σ bzw. In überprüft.
Lemma 5.19 (Trennbarekeit B). Gegeben S ∈ Sn. Existiert ein angeord-
netes Tripel (a, b, c) von Zielen, wobei nur a und b sowie b und c überlappen,
so kann b getrennt werden.
Zur Notation seien noch folgende Definitionen erwähnt:
Definition 5.20. Ein bezüglich zweier weiterer Ziele a und c trennbares
Ziel b wird mit dem Tripel τb = (a, b, c) bezeichnet.
Es sei T (P ) ⊂ V × V × V die Menge aller trennbaren Ziele in der Instanz
S ∈ Sn des TMP, d. h.
T (S) = {(a, b, c) ∈ G | b ist bezüglich a, c trennbar}
Dann spannt dies mit Kanten zwischen den Knoten (a, b, c) einen Subgraph
B ⊆ G auf:
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V (B) = {v | v ∈ T (S)}
E(B) = {(u, v) |u, v ∈ τj mit τj ∈ T (S)}
Damit besteht der blaue Teilgraph von G nur aus der Vereinigung von
Pfaden der Länge 3, wobei der mittlere Knoten trennbar ist.
Nun können nicht mehr alle Elemente T (S) notwendigerweise eindeutig in
B ⊆ G identifiziert werden.
Bemerkung 5.21. Es sei der Pfad [a, b, c, d, e] ⊂ B. Ist b bezüglich a und
c trennbar und d bezüglich c und e, so folgt daraus nicht zwangsläufig, dass
c bezüglich b und d trennbar ist. Trotzdem ist der Pfad [b, c, d] ⊂ B. Es ist
also zwangsläufig nötig, die Menge T (P ) nicht nur zu berechnen, sondern
auch zu speichern.
Es sei GS oder kurz G der zu einer Instanz S ∈ Sn des TMP gehörende
Intervallgraph und Pi ⊂ G eine Teilmenge von G mit i ∈ N+. Gemäß Defi-
nition 3.10 kann nun Pi als pseudostabile Menge definiert werden. Zerlegt
man den Graphen G in pseudostabile Mengen, so kann gezeigt werden,
dass sich dadurch eine gültige Gleisbelegung für das TMP ergibt.
5.5 Der Zusammenhang zwischen minPS und TMP
Eine minimale Zerlegung des Intervallgraphen G zu einer Instanz S ∈ Sn
des TMP in stabile Mengen liefert eine zulässige Gleisbelegung, in der sich
Ziele ein Gleis teilen, entsprechend der Knoten in den stabilen Mengen. Ziel
dieses Abschnittes ist es zunächst zu zeigen, dass auch eine Zerlegung von
G in pseudostabile Mengen eine zulässige Gleisbelegung liefert, die min-
destens genauso gut ist wie eine Gleisbelegung, die durch stabile Mengen
gegeben ist. Danach wird bewiesen, dass dieses Vorgehen sogar äquivalent
zum TMP ist.
Gesucht ist dann eine Zerlegung P von G in pseudostabile Mengen einem
Teilgraphen B mit trennbaren Zielen. Die pseudostabilen Mengen bestehen
also anschaulich nur aus nicht adjazenten Mengen D1, ...Di. Erlaubt sind
zusätzlich nur Kanten zwischen Knoten, die in einem τi oder in verschie-
denen stabilen Mengen liegen. Zu zeigen ist nun, dass diese pseudostabilen
Mengen eine zulässige Gleisbelegung liefern. Eine Gleisbelegung aus diesen
pseudostabilen Mengen erhält man, indem man alle Ziele einer stabilen
Menge Di auf ein Gleis rangiert und für jedes trennbare Ziel ein neues
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Abbildung 5.9: Die pseudostabilen Mengen aus Beispiel 5.8. Die schwarzen
Rahmen entsprechen pseudostabilen Mengen, die orangenen stabilen Mengen.
Gleis beginnt und das Ziel trennt. Diese Idee wird im Beweis von Lemma
5.22 formalisiert.
Beispiel 5.8. Gegeben sei eine Instanz S ∈ S50 mit 16 Zielen und
σ = (1, 1, 2, 1, 2, 3, 3, 3, 4, 2, 2, 1, 5, 3, 3, 4, 2, 1, 1, 6,
6, 2, 5, 7, 8, 1, 9, 10, 8, 11, 12, 13, 2, 5, 8, 10, 14, 14, 15, 16,
16, 12, 7, 4, 10, 5, 7, 8, 13, 11)
Eine gültige Zerlegung P des dazugehörigen IntervallgraphenGS in pseudo-
stabile Mengen findet sich durch
P1 = {2, 5, 7} mit D11 = {2}, D12 = {7} und ζ(P1) = 2
P2 = {1, 9, 10} mit D21 = {1, 9, 10} und ζ(P2) = 1
P3 = {3, 4, 6, 8, 11, 12, 13} mit D31 = {13, 3}, D32 = {12}, D33 = {6, 8}
und ζ(P3) = 3
P4 = {14, 15, 16} mit D41 = {14, 15, 16} und ζ(P4) = 1
Die entsprechenden pseudostabilen Mengen sind in Abbildung 5.9 illu-
striert. Die schwarzen Rahmen entsprechen pseudostabilen Mengen, die
orangenen stabilen Mengen. Es gilt ζ(P ) = 7. △
Voraussetzung: Gegeben sei eine pseudostabile Menge P ⊆ G eines In-
tervallgraphen G zu einer Instanz S ∈ Sn mit stabilen Mengen D1, .., Dj
und blauen Knoten b1, .., bi /∈ D1 ∪ ... ∪Dj . Es sei |P | = n. Weiter sei die
Bedingung erfüllt, dass
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Abbildung 5.10: Die Gleisbelegung zum ersten Punkt im Beweis von Lemma
5.22.
• für alle Pfade (a, b, c) und alle Knoten v in der stabilen Menge von a
last(v) < first(a) gilt und
• für alle Knoten v in der stabilen Menge von c gilt first(v) > last(b).
Lemma 5.22. P impliziert eine zulässige Gleisbelegung, die genau ζ(P )
Gleise benötigt.
Beweis. Es seien jetzt d1, ..., dn alle Knoten der pseudostabilen Menge P .
Sie seien aufsteigend so geordnet, dass für die mit ihnen verknüpften Ziele
gilt first(d1) < first(d2) < ... < first(dn).
Betrachte jetzt für alle k ∈ {1, ..., n} der Reihe nach jedes dk.
• Ist dk ∈ Dl, so kann das Ziel dk komplett dem Gleis l zugewiesen
werden. Dies liefert eine gültige Gleisbelegung, da die MengeDl stabil
ist und somit alle Ziele dq ∈ Dl mit q < k schon abgeschlossen sind.
• Gilt jedoch dk /∈ D1∪ ...∪Dj , so muss ein eindeutiges Tripel (a, dk, b)
in T (P ) existieren. Wir müssen jetzt vier Fälle unterscheiden:
1. a ∈ Dl, b ∈ Dm. So wird weder a noch b getrennt, beide gehö-
ren zu verschiedenen stabilen Mengen und werden verschiedenen
Gleisen l und m zugewiesen. dk wird nun so lange Gleis m zu-
gewiesen, bis der letzte Wagen von a zugewiesen wird. Nach
last(a) werden alle Wagen von dk auf Gleis l zugewiesen. Dies
funktioniert, da dk bezüglich a und b trennbar ist und gemäß
Definition auf Gleis l alle Ziele in Dl vor a zugewiesen werden
und auf Gleis m alle Ziele in Dm nach b zugewiesen werden.
Vergleiche hierzu Abb. 5.10.
2. a ∈ Dl, b /∈ D1∪ ...∪Dj . Dem ersten Fall entsprechend wird das
Ziel dk getrennt, also zunächst einem Gleis l′ zugewiesen, bis
last(a) zugewiesen wurde, danach dem Gleis l, a folgend. Auf
Gleis l′ können nun Wagen von b folgen, die bis dahin einem
Gleis x zugewiesen wurden, vergleiche hierzu auch den dritten
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Abbildung 5.11: Die Gleisbelegung zum zweiten Punkt im Beweis von Lem-
ma 5.22.
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Abbildung 5.12: Die Gleisbelegung zum dritten Punkt im Beweis von Lemma
5.22.
Punkt. Dies ist mit derselben Argumentation wie unter Punkt
1 eine gültige Gleisbelegung. Vergleiche hierzu Abb. 5.11.
3. a /∈ D1 ∪ ... ∪Dj , b ∈ Dl. Das Ziel a wird nun, zu einem Zeit-
punkt, nachdem first(dk) zugewiesen wird, getrennt. Wurde es
bis dahin einem Gleis l′ zugewiesen und dk Gleis l, kann es nun
einem anderen Gleis zugewiesen werden. Dieser Vorgang wur-
de im zweiten Punkt genauer beschrieben. Gleis l′ kann nun
für Wagen des Zieles dk benutzt werden, Gleis l für das Ziel b.
Dies entspricht, mit derselben Argumentation wie in den vorher-
gehenden Punkten, einer zulässigen Gleisbelegung. Vergleiche
hierzu auch Abb. 5.12.
4. a, b /∈ D1 ∪ ... ∪ Dj . Werden sowohl a als auch b zusätzlich
getrennt, lässt sich die Gleisbelegung genauso wie in Punkt Zwei
und Drei finden.
Dies liefert eine gültige Gleisbelegung. Für jede stabile Menge D1, .., Dj
wird ein Gleis benötigt, also insgesamtMP Gleise. Für jedes getrennte Ziel
b in (a, b, c) ∈ T (P ), das in einem der Pfade p in T (P ) enthalten ist, wird
ein weiteres Gleis benötigt. Insgesamt ergibt sich also K(P ) = ζ(P ).
Da die Gleisbelegung von Zielen in einer bestimmten pseudostabilen Men-
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ge nur bestimmte Gleise betrifft, die von keiner anderen pseudostabilen
Menge benutzt werden, ist es möglich, die Gleisbelegung auch für jede
pseudostabile Menge in der Reihenfolge der Intervallenden ihrer Knoten
zu bestimmen.
Beispiel 5.9. Es sei die Instanz S ∈ S50 und die Zerlegung P des zugehöri-
gen Intervallgraphen GS in pseudostabile Mengen aus Beispiel 5.8 gegeben.
Die dazugehörige Gleisbelegung ergibt sich nun also in der Reihenfolge der
pseudostabilen Mengen:
• P1 = {2, 5, 7} mit D11 = {2}, D12 = {7} und ζ(P1) = 2 gibt eine
Gleisbelegung für ζ(P1) = 2 Gleise:
Gleis 1 : (2)[3, 33] (5)[34, 51]
Gleis 2 : (5)[1, 23] (7)[24, 47]
• P2 = {1, 9, 10} mit D21 = {1, 9, 10} und ζ(P2) = 1 ist stabil und
benötigt nur ein Gleis:
Gleis 3 : (1)[1, 26] (9)[27, 27] (10)[28, 45]
• P3 = {3, 4, 6, 8, 11, 12, 13} mit D31 = {13, 3}, D32 = {12}, D33 = {6, 8}
und ζ(P3) = 3 gibt eine Gleisbelegung für ζ(P3) = 3 Gleise:
Gleis 4 : (3)[6, 15] (13)[32, 49] (11)[50, 51]
Gleis 5 : (11)[1, 30] (12)[31, 42] (4)[44, 51]
Gleis 6 : (4)[1, 16] (6)[20, 21] (8)[25, 48]
• P4 = {14, 15, 16} mit D41 = {14, 15, 16} und ζ(P4) = 1 ist wieder
stabil und benötigt nur ein Gleis:
Gleis 7 : (14)[37, 38] (15)[39, 39] (16)[40, 41]
Es werden also genau ζ(P ) = 7 Gleise benötigt.
△
Im Folgenden wird in Therorem 5.23 gezeigt, dass eine komplette Zerle-
gung eines Intervallgraphen in pseudostabile Mengen eine zulässige Gleis-
belegung liefert, wobei genau so viele Gleise benötigt werden wie die Wer-
tigkeit der Zerlegung. Mit Theorem 5.24 wird anschließend bewiesen, dass
die beiden Probleme sogar äquivalent sind. Dazu wird aus einer gültigen
Gleisbelegung eine Zerlegung des Intervallgraphen in pseudostabile Men-
gen konstruiert, deren Wertigkeit genau der Anzahl der benötigten Gleise
entspricht.
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Theorem 5.23. Eine Zerlegung P des Intervallgraphen GS zu einer In-
stanz des TMP S ∈ Sn in pseudostabile Mengen P1, .., Pi liefert eine zuläs-
sige Gleisbelegung mit ζ(P ) Gleisen. Damit gilt
K(S) ≤ ζ(G)
Beweis. Sei k = 0. Betrachte jede pseudostabile Menge Pj ⊂ GS der Zer-
legung P mit 1 ≤ j ≤ i:
• Ist Pj stabil, so findet sich die Gleisbelegung, indem alle Ziele in Pj
einem Gleis zugewiesen werden. Es wird also genau ein Gleis benötigt,
damit gilt k = k + 1 = k + ζ(Pj).
• Ist Pj nicht stabil, aber pseudostabil, gilt also ζ(Pj) > 1, wende
Lemma 5.22 an. Dies gibt eine zulässige Gleisbelegung mit ζ(Pj)
Gleisen. Damit gilt auch in diesem Falle k = k + ζ(Pj).
Also ist k =
∑j
i=1 ζ(Pi) = ζ(P ).
Theorem 5.24. minPS ist äquivalent zu TMP.
Beweis. Sei S ∈ Sn eine Instanz des TMP mit S = {S(1), S(2), ..., S(d)}.
Sei G = GS der zugehörige Intervallgraph.
Behauptung: K(S) = a ⇔ ζ(G) = a
„⇒” Es existiert eine zulässige Gleisbelegung, die K(S) = a Gleise benö-
tigt. Das heißt, es existiert eine a-mal wiederholte Folge von Zahlen mit
einer Permutation π, so dass die Folge zuerst die Elemente von S(π(1)),
gefolgt von S(π(2)) etc. beinhaltet:
1, 2, ..., n, 1, ..., n, ..., 1, ..., n  
a−mal
Sei vπ(1) der Knoten im Intervallgraphen GS , der mit dem Ziel S(π(1))
verbunden ist. Definiere nun alle pseudostabilen Mengen P1, ..., Pι wie folgt:
Es sei zunächst h := 0 das aktuelle Gleis bzw. die aktuelle Runde und
i, k := 1 sowie j := 0, wobei i das aktuelle Ziel, j die aktuelle pseudostabile
Menge und k die aktuelle stabile Menge Djk in Pj sei. Betrachte nun für
jedes i = 1, ..., d das Ziel π(i):
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1. Ist S(π(j)) ausschließlich in der h + 1-ten Runde, so setze h := h +
1 , k := 1 und j := j + 1. Es wird also eine neue pseudostabile
Menge Pj und eine neue stabile Menge Dj1 erzeugt. vπ(i) kann nun D
j
1
hinzugefügt werden. Dies ist offensichtlich kein Problem, weil dieser
Knoten als einziger Knoten in dieser Menge stabil ist.
2. Ist S(π(j)) ausschließlich in der h-ten Runde, so kann vπ(i) nun D
j
k
hinzugefügt werden. Ein Ziel, das vorher in dieser Runde vorhanden
ist, ist entweder schon abgeschlossen und hat damit keine Kante zu
vπ(i), womit die Menge D
j
k stabil bleibt, oder wurde getrennt und ist
als solches, wie im dritten Punkt beschrieben wird, keine Teilmenge
von Djk.
3. Ist S(π(j)) in der h-ten und h + 1-ten Runde, so wird es getrennt.
Es wird nun Pj hinzugefügt, ohne jedoch einer stabilen Menge hin-
zugefügt zu werden. Füge dazu noch (vπ(i−1), vπ(i), vπ(i+1)) ∈ B
T (Pj) hinzu. Dieses Tripel ist offensichtlich in R(G), da eine zu-
lässige Gleisbelegung betrachtet wird. Für alle Ziele d′ in Djk gilt
nun, dass first(d′) < first(S(π(i− 1)) und für alle Ziele d′ in Djk+1
first(d′) > first(S(π(i + 1)), da die entsprechenden Ziele vor bzw.
nach der Zuweisung der Ziele π(i−1) bzw. π(i+1) betrachtet wurden
oder werden. Setze nun h := h+ 1 und k := k+ 1, da wir sowohl ein
neues Gleis als auch eine neue stabile Menge Djk betrachten.
Dies liefert eine zulässige Zerlegung von G in pseudostabile Mengen, denn
durch die ersten beiden Punkte werden den Mengen Djk in Pj nur Knoten
hinzugefügt, die untereinander keine Kanten haben. Sie sind zusammen auf
einem Gleis und dürfen deswegen in einer zulässigen Gleisbelegung nicht
überlappen. Durch den dritten Punkt können, wenn vπ(j) hinzugefügt wird,
nur die folgenden Konstellationen mit dem vorhergehenden und folgenden
Ziel auftreten:
• vπ(j) überlappt mit vπ(j−1) und vπ(j+1) oder
• vπ(j) überlappt mit vπ(j−1) und vπ(j+1), die beide wieder selber über-
lappen, was beides erlaubte trennbare Konstellationen sind.
Überlappten vπ(j−1), vπ(j) und vπ(j+1) nicht, bliebe die Menge also (pseu-
do-)stabil. Dieser Fall kann nicht auftreten, da wir minimale Lösungen
betrachten und das Trennen von nicht überlappenden Zielen nicht zu einer
Minimierung der benötigten Gleise führt.
Alle anderen Kanten, etwa zwischen Knoten in verschiedenen stabilen Men-
gen Djk und D
j
k+1, werden nicht ausgeschlossen, widersprechen aber der
Definition einer pseudostabilen Menge auch nicht.
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Die Wertigkeit ζ(Pi) der pseudostabilen Mengen Pi entspricht der Anzahl
ihrer stabilen Mengen Dik und der trennbaren Ziele, die direkt auf ein
trennbares Ziel folgen. Es gilt gilt ζ(G) = a, da sich bei jeder neuen Runde
entweder die Anzahl der pseudostabilen Mengen oder die Wertigkeit ei-
ner dieser erhöht. Es folgt also, dass es zu jeder zulässigen Gleisbelegung
einer Instanz S des TMP , die a Gleise benötigt, eine Zerlegung P des
zugehörigen Intervallgraphen GS gibt mit
ζ(P ) = a und K(S) = ζ(G)
„⇐” Sei eine Zerlegung P von GS in pseudostabile Mengen gegeben. Die
Behauptung ergibt sich sofort aus Theorem 5.23.
Es gibt also für jede optimale Lösung einer Instanz S ∈ Sn des TMP, die
K(S) Gleise benötigt, eine dazugehörige Zerlegung des Intervallgraphen
GS in pseudostabile Mengen.
Beispiel 5.10. Es sei folgende Instanz S ∈ S50 mit d = 16,
σ = (1, 1, 2, 3, 2, 4, 4, 3, 2, 3, 1, 4, 5, 6, 2, 7, 8, 9, 8, 6, 4, 10, 10, 4,
11, 12, 11, 13, 11, 10, 6, 10, 6, 8, 10, 3, 14, 9,
15, 16, 10, 14, 12, 13, 10, 11, 15, 14, 3, 12)
und der folgenden Gleisbelegung gegeben:
Gleis 1 : (1)[1, 11] (5)[13, 13] (6)[14, 33] (16)[40, 40] (10)[41, 51]
Gleis 2 : (10)[1, 35] (3)[36, 51]
Gleis 3 : (3)[1, 10] (9)[18, 38] (15)[39, 47]
Gleis 4 : (2)[3, 15] (7)[16, 16] (8)[17, 34] (14)[37, 48]
Gleis 5 : (4)[6, 24] (11)[25, 46]
Gleis 6 : (12)[1, 51]
Gleis 7 : (13)[28, 44]
Nun ist also
P1 = {1, 5, 6, 16, 10, 3, 9, 15} mit D11 = {1, 5, 6, 16}, D12 = {9, 15} und ζ(P1) = 3
P2 = {2, 7, 8, 14} mit D21 = {2, 7, 8, 14} und ζ(P2) = 1
P3 = {4, 11} mit D31 = {4, 11} und ζ(P3) = 1
P4 = {12} mit D41 = {12} und ζ(P4) = 1
P5 = {13} mit D51 = {13} und ζ(P5) = 1
△
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Da minPSNP-vollständig ist, vgl. Abschnitt 4.2, gilt auch, dass TMPNP-
vollständig ist. Dieses Resultat findet sich allerdings schon in der Literatur,
etwa bei Beygang (vgl. [8]). Der dort angebrachte Beweis soll hier nicht
nochmal angeführt werden.
5.6 Bekannte Abschätzungen und Algorithmen
Es sollen nun zunächst bekannte Abschätzungen, Algorithmen und Heuri-
stiken kurz dargestellt werden.
5.6.1 Einfache Abschätzungen
In der Literatur finden sich bereits eine große Anzahl von einfachen Ab-
schätzungen. Eine erste obere Schranke in Abhängigkeit zur Wagenanzahl
n findet sich in der Arbeit von Dahlhaus, Horak, Miller und Ryan:
Theorem 5.25. [S. 48 16] Sei S ∈ Sn. Dann gilt
K(S) ≤
⌈
n
4
+
1
2
⌉
= uD(S)
Eine weitere Schranke lässt sich in Abhängigkeit von der Zielanzahl d fin-
den:
Theorem 5.26. [S. 36 8] Ist S ∈ Sn eine überlappende Instanz so gilt
K(S) ≥
⌈
d+ 1
2
⌉
In der Arbeit von Beygang [8] findet sich des weiteren die folgende Schran-
ke:
Theorem 5.27. [S. 39 8] Ist S ∈ Sn so gilt
K(S) ≥
⌈
ω(S) + 1
2
⌉
:= lgreedy
In der Notation von Kapitel bedeuten die beiden Theoreme: Gegeben sei
ein Intervallgraph G mit n Knoten und einem Teilgraphen B ⊂ G. Dann ist
die Wertigkeit einer minimalen Zerlegung des Graphen G in pseudostabile
Mengen durch ζ(G) ≥ ⌈n+1
2
⌉
und ζ(G) ≥
⌈
ω(G)+1
2
⌉
beschränkt.
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5.6.2 Clique Bound
Gemäß der Definitionen in Abschnitt 5.3.2 leitete Beygang eine Schranke
über die Cliquenzahl von Unterinstanzen, die sogenannte Clique Bound
her:
Theorem 5.28. [S. 41 8] Sei S ∈ Sn mit zwei verschiedenen und disjunk-
ten Unterinstanzen D1 und D2 von S
D1 = {S′(i1), ..., S′(ik1)}
D2 = {S′(j1), ..., S′(jk2)}
wobei der letzte Wagen von D1 vor dem ersten von D2 auf ein Richtungs-
gleis rangiert wird. Dann gilt
K(S) ≥
⌈
ω(D1) + ω(D2)
2
⌉
In [S. 43 ff. 8] wird ein Algorithmus vorgestellt, der in O(n5) eine zulässige
Lösung des TMP berechnet und die in 5.28 beschriebenen verschiedenen
und disjunkten Unterinstanzen D1 und D2 findet, die die untere Schranke
maximieren.
In Notation von Kapitel bedeutet dies: Gegeben sei ein Intervallgraph G
mit einem Teilgraphen B ⊂ G sowie zwei disjunkte Teilgraphen G′, G′′ ⊂ G
wobei G = G′ ∪ G′′. Dann ist die Wertigkeit einer minimalen Zerlegung
des Graphen G in pseudostabile Mengen durch ζ(G) ≥
⌈
ω(G′)+ω(G′′)
2
⌉
be-
schränkt.
5.6.3 Untere Schranke durch die Cliquenzahl
Natürlich gilt auch die Abschätzung in Lemma 4.22, Für einen zu einer
Instanz S des TMP gehörenden Intervallgraphen GS gilt:
K(S) ≥ lC(GS) (5.1)
Eine ähnliche Schranke ist lps definiert, die allerdings eine andere Sum-
menformel nutzt. Es sei wieder
C′i = Ci \
i−1⋃
j=1
Cj
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und damit definiere p : N→ {0, 1}
p(i) =
{
1 |C′i| −
∑i
j=0 p(j) > 0
0 sonst
mit p(0) = 0. Es sei weiter
lps(G) =
⌈
|C1|+1
2
⌉
+max
{
0,
⌈ |C′2|−p(1)+1
2
⌉}
+...+max
{
0,
⌈
|C′m−1|−
∑m−1
i=1 p(i)+1
2
⌉}
+max
{
0,
⌈ |C′m|−∑mi=1 p(i)+1
2
⌉}
Es gilt die folgende Schranke:
Theorem 5.29. Es gilt für jede Instanz S ∈ Sn des TMP mit dem zuge-
hörigen Intervallgraphen GS
K(S) ≥ lps(GS) (5.2)
5.6.4 Greedy
Greedy wurde von Beygang in [S. 50 ff. 8] eingeführt. Er berechnet eine
zulässige Lösung des TMP, die mit der Färbung des zugehörigen Intervall-
graphens zusammenhängt: Greedy benutzt exakt ω(GS) Gleise.
Soll ein Wagen c auf die Gleise rangiert werden, so wird unterschieden:
• Existiert ein Gleis t mit S(c) = S(last(t)), so wird der Wagen c
diesem Gleis zugewiesen.
• Sonst nehme ein Gleis t, wobei das Ziel S(last(t)) schon abgeschlossen
ist, sonst
• wird c einem neuen Gleis zugewiesen.
Eine Färbung des zu einer Instanz S ∈ Sn gehörenden Intervallgraphen GS
weist allen adjazenten Knoten verschiedene Farben zu, also jeweils zwei
überlappenden Zielen, die nicht einem Gleis zugewiesen werden dürfen.
Also ist jede Lösung eines TMP der Form st,ub|nsh,se,0-sp|fr,g-bl (al-
so ein TMP, in dem wir das Trennen von Zielen auf verschiedene Gleise
verbieten) äquivalent zu einer Graphenfärbung im zugehörigen Intervall-
graphen.
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5.6.5 Ein weiterer Greedyansatz: Greedy-PS
In diesem Abschnitt wird ein Greedyansatz diskutiert. Es sei wieder die
größte Clique C des Intervallgraphen GS zu einer Instanz S ∈ Sn des TMP
und die Liste T = (t1, ..., ttC ) aller trennbaren Ziele in C gegeben, wobei
letztere zunächst nach dem ersten, dann nach dem zweiten und dem dritten
Knoten aufsteigend sortiert sei.
Entsprechend der Eingabe von Knoten gibt die Funktion add auch für
trennbare Ziele (a, b, c) true oder false zurück, je nach dem, ob das Tri-
pel der pseudostabilen Menge hinzugefügt werden konnte oder nicht. Idee
des Greedyansatzes ist nun, lokal die beste Lösung zu erhalten. Dazu wird
versucht, einer pseudostabilen Menge P1 jedes trennbare Tripel in T hinzu-
zufügen. Anschließend werden alle Elemente aus T , die in P1 vorhandene
Knoten benutzen, entfernt und der Ansatz für weitere pseudostabile Men-
gen wiederholt, bis kein Element mehr in T vorhanden ist. Die restlichen
Knoten von C müssen nun einer eigenen (pseudo-) stabilen Menge hinzu-
gefügt werden.
Anschließend werden alle weiteren Knoten des Graphen in die vorhan-
denen pseudostabilen Mengen eingefügt bzw. neue pseudostabile Mengen
erzeugt.
Der Algorithmus hat polynomielle Laufzeit. Da maximal |T | = tC trenn-
bare Ziele in der größten Clique C vorhanden sind, wird die erste while-
Schleife in Zeile 3 nicht öfter als ω(G)·tC ausgeführt und es gibt nicht mehr
als tC pseudostabile Mengen. Im ungünstigsten Fall wird sie n mal ausge-
führt. Die Funktion in Zeile 5 muss im zugehörigen Graphen nach Kreisen
suchen. Diese Laufzeit hängt von der Anzahl der Knoten und Kanten ab
und beträgt nach Abschnitt 2.3 O(V (G) · E(G))(C + 1). Gehen wir von
einem Zyklus C aus und maximal n
2
Knoten und Kanten im gerichteten
Graphen ergibt sich eine Laufzeit von n
2
· n
2
· 2 = n
2
und damit insgesammt
1
2
n3. Die For-Schleife in Zeile 15 wird maximal n mal durchlaufen und die
Funktion add in Zeile 24 hat eine Laufzeit von maximal n. Damit ergibt
sich eine Laufzeit von f(n) = ( 1
2
n3 + n2) = O(n3).
Beispiel 5.11. Gegeben sei wieder eine Instanz S ∈ S50 mit d = 16 und
σ = (1, 1, 2, 2, 2, 1, 2, 1, 3, 1, 4, 5, 2, 6, 4, 7, 2, 8, 3, 9, 5, 10, 9, 5, 11,
12, 13, 2, 7, 13, 10, 11, 9, 6, 1, 3, 14, 3, 15, 16, 11, 6, 15, 6, 15, 9, 6, 11, 4, 15)
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Algorithmus 3 Greedy-PS
Eingabe: Graph G mit größter Clique C und Liste T = (t1, ..., ttC ) von
trennbaren Zielen in C.
Ausgabe: Zerlegung P von G in pseudostabile Mengen
|1| besucht = ∅
|2| zaehler = 0
|3| while |T | > 0 do
|4| zaehler ++
|5| P.add(pseudostabile Menge Pzaehler)
|6| for jedes (a, b, c) = ti ∈ T do
|7| if Pzaehler.add(a, b, c) = true then
|8| besucht.add a, b, c
|9| end if
|10| end for
|11| for jedes v ∈ besucht do
|12| Lösche jedes ti aus T , dass den Knoten v beinhaltet
|13| end for
|14| end while
|15| for jeder Knoten v ∈ V (G) do
|16| if v /∈ besucht then
|17| for i = 1, ..., zaehler do
|18| if Pi.add(v) = true then
|19| besucht.add v
|20| exit
|21| end if
|22| end for
|23| zaehler ++
|24| P.add(pseudostabile Menge Pzaehler)
|25| Pzaehler.add(v)
|26| end if
|27| end for
|28| return P
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Greedy-PS liefert nun folgende Gleisbelegung:
Gleis 1 : (1)[1, 35] (3)[36, 38]
Gleis 2 : (3)[9, 18] (9)[20, 46]
Gleis 3 : (2)[3, 28] (4)[49, 49]
Gleis 4 : (4)[11, 15] (7)[16, 29] (10)[31, 31]
Gleis 5 : (10)[22, 22] (11)[25, 48]
Gleis 6 : (5)[12, 24] (13)[27, 30] (14)[37, 37] (15)[39, 50]
Gleis 7 : (6)[14, 47]
Gleis 8 : (8)[18, 18] (12)[26, 26] (16)[40, 40]
Eine minimale, zulässige Lösung benötigt 5 Gleise, einfaches Färben benö-
tigt 10 Gleise. △
5.6.6 Ganzzahliges lineare Programm
In der Arbeit von Beygang [8] wird ein ganzzahliges lineares Programm
beschrieben, um eine obere und untere Schranke bzw. die exakte Lösung
des TMP zu bestimmen.
Jede zulässige Gleisbelegung von S ∈ Sn trennt ein Ziel k oder weist es
eindeutig einem Gleis zu. Jede Gleisbelegung von S(k) kann also als Par-
tition von S(k) in zwei Mengen S1(k) und S2(k) betrachtet werden, wobei
S1(k) ∪ S2(k) = S(k), S1(k) ∩ S2(k) = ∅ und eine der beiden Mengen leer
sein kann, wenn k nicht getrennt wird.
Die verschiedenen Partitionen können als
Sk,i = {Si1(k), Si2(k)} mit i ∈ {1, .., |S(k)|}
angegeben werden.
Beispiel 5.12. Für n = 8 und S(k) = {1, 3, 7, 8} existieren die Partitionen
bk,1 = {{1, 3, 7, 8}, ∅}, bk,2 = {{1, 3, 7}, {8}}, bk,3 = {{1, 3}, {7, 8}}, und
bk,4 = {{1}, {3, 7, 8}}. △
In jeder Partition wird ein bestimmter Abschnitt des Gleises, nach der
Definition von 5.1, einer Runde 1, ..., n benutzt. Da ein Ziel, wenn es ge-
trennt wird, stets am Anfang eines Gleises und am Ende eines anderen
Gleises steht, kann die Partition als Gleisblockung formuliert werden, also
für bk,1 etwa bk,1 = [1, 8], bk,2 = [1, 7] ∪ [8, n], bk,3 = [1, 3] ∪ [7, n] und
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bk,4 = [1, 1] ∪ [3, n]. Es existieren also für ein Ziel S(k) = {k1, ..., k|S(k)|}
genau |S(k)| Gleisblockungen mit
bk,1 = [k1, k|S(k)|]
und
bk,j = [1, kj−1] ∪ [kj , n] für j = 2, ..., |S(k)|
Um ein IP herzuleiten, wird in der Arbeit von Beygang [8] der gerichtete
Graph der zulässigen Gleisbelegung betrachtet. Vergleiche hierzu Definition
5.2 und Theorem 5.3
Wird die azyklische Eigenschaft des Graphen relaxiert, kann das TMP
durch das folgende IP dargestellt werden:
[TMP-IP] min k
s.d.
∑
j=1,...,|S(i)|
xi,j = 1 ∀i = 1, ..., d (TMP-IP.1)
∑
(i,j):t∈bi,j
xi,j ≤ k ∀t = 1, ..., d (TMP-IP.2)
xi,j ∈ {0, 1} ∀i = 1, ..., d, j = 1, ..., |S(i)|
Bedingung TMP-IP.1 stellt sicher, dass für jedes Ziel genau eine Gleis-
blockung gewählt wird. Bedingung TMP-IP.2 stellt sicher, dass nicht mehr
als k Gleise benutzt werden, indem jedes i ∈ {1, ..., n} in nicht mehr als k
Mengen der gewählten Gleisblockungen vorkommt.
Die Lösung von TMP-IP mit S ∈ Sn wird als Pseudogleisbelegung bezeich-
net; jede Pseudogleisbelegung ist eine zulässige Gleisbelegung, wenn GS,tr
azyklisch ist.
Beispiel 5.13. Für die folgende Instanz S ∈ S30 mit d = 8 Zielen und
σ = (1, 1, 2, 2, 3, 4, 2, 5, 5, 2, 5, 3, 5, 3, 3, 4, 6, 1, 7, 5, 8, 8, 8, 7, 4, 1, 7, 6, 7, 6)
liefert das IP eine zulässige Gleisbelegung:
Gleis 1 : (6)[1, 17] (1)[18, 31]
Gleis 2 : (1)[1, 2] (2)[3, 10] (7)[19, 29]
Gleis 3 : (4)[1, 6] (5)[8, 20] (8)[21, 23] (6)[28, 31]
Gleis 4 : (3)[5, 15] (4)[16, 31]
Bei dieser Notation steht in den runden Klammern das jeweilige Ziel, wo-
hingegen in den eckigen Klammern das jeweils benutzte (Teil-)Intervall
steht. △
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TMP-IP liefert eine untere Schranke für das TMP. Diese wird mit lC(S)
bezeichnet. Es gilt also für eine Instanz S ∈ Sn:
lC(S) ≤ K(S)
Lemma 5.30. [S. 33 8] Sei S ∈ Sn. Jede Pseudogleisbelegung kann in
eine zulässige Gleisbelegung umgewandelt werden, indem für jeden Zyklus
in GS,tr ein weiteres Gleis hinzugefügt wird.
Beweis. Eine gerichtete Kante im gerichteten Graphen der Pseudogleis-
belegung zwischen zwei Zielen kann es nur geben, wenn ein Ziel auf ein
anderes auf einem Gleis folgt. Wenn man alle Wagen eines getrennten Zie-
les im Zyklus nun einem neuen Gleis zuweist, ist dieser aufgelöst.
Ist nC die Anzahl der Zyklen im gerichteten Graphen der Gleisbelegung
bzw. Pseudogleisbelegung, so kann aus lC eine obere Schranke hergeleitet
werden:
uC(S) = lC(S) + nC(S)
Es gilt also für eine Instanz S ∈ Sn:
K(S) ≤ uC(S)
Jede zulässige Lösung kann maximal einen Zyklus pro Gleis generieren.
Also gilt nC(S) ≤ lC(S). Damit und durch die Definition folgt:
lC(S) ≤ K(S) ≤ uC(S) = lC(S) + nC(S) ≤ lC(S) + lC(S) = 2lC(S)
uC(S) ≥ K(S) ≥ lC(S) = uC(S)− nC(S) ≥ uC(S)− 1
2
uC(S) =
1
2
uC(S)
Theorem 5.31. [S. 33 8] Für S ∈ Sn gilt
lC(S) ≤ K(S) ≤ 2lC(S)
und
1
2
uC(S) ≤ K(S) ≤ UC(S)
Beispiel 5.14. Für die folgende Instanz S ∈ S30 mit d = 8 Zielen und
σ = (1, 1, 1, 2, 1, 1, 2, 2, 1, 3, 4, 2, 4, 3, 2, 2, 3, 4, 5, 3, 5, 5, 3, 2, 4, 2, 3, 5, 1, 2)
liefert das IP keine zulässige Gleisbelegung:
Gleis 1 : (3)[1, 23] (2)[24, 31]
Gleis 2 : (2)[1, 16] (5)[19, 28] (1)[29, 31]
Gleis 3 : (1)[1, 9] (4)[11, 25](3) [27, 31]
Der Graph GS,tr hat einen Zyklus. Eine zulässige Gleisbelegung kann mit
einem zusätzlichen Gleis hergestellt werden. △
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5.7 Neue Resultate
5.7.1 Laufzeitverbesserung für Greedy-PS
Der Greedyansatz aus Abschnitt 5.6.5 kann in seiner Laufzeit deutlich ver-
bessert werden. Die Funktion add überprüft in jedem Schritt, ob es im
Graph der Zerlegung in pseudostabile Mengen ein Zyklus existiert. Dieser
Aufwand kann reduziert werden, wenn ein entsprechendes Objekt generiert
wird.
Das Objekt pseudostabile_menge hat dabei die Funktion add(n), um zu
überprüfen, ob ein Knoten n einer der stabilen Mengen hinzugefügt wer-
den kann. Die Funktion add_tau(a,b,c) wiederum fügt einen Pfad (a, b, c)
hinzu. Dazu muss nur überprüft werden, ob dieses Tripe rechts oder links
angefügt werden kann. Dies kann in folgenden Schritten geschehen:
• Es darf nur a in der letzten stabilen Menge Dm, oder c in der ersten
stabilen Menge D1 enthalten sein. Sonst muss überprüft werden, ob
sie einer dieser Mengen hinzugefügt werden kann. Wenn nicht, muss
false zurückgegeben werden.
• Sonst kann eine neue stabile Menge D0 mit a oder Dm+1 mit c ge-
neriert werden und der Pfad entsprechend in die Datenstruktur hin-
zugefügt werden.
Dies liefert in jedem Fall eine gültige pseudostabile Menge, da die Kno-
ten immer entsprechend ihres Intervallanfangs sortiert sind. Die Laufzeit
dieses Ansatzes ist linear in n, d. h. die Laufzeit der Heuristik 3 ist nun
quadratisch, O(n2). Es bleibt zu untersuchen, wie die Laufzeit auf zufalls-
generierten Eingabedaten ist.
5.7.2 Coloring-PS
Eine Heuristik für allgemeine Intervallgraphen ergibt sich aus dem in Ab-
schnitt 4.5 beschriebenen Algorithmus. Jeder Intervallgraph ist ein chorda-
ler Graph, allerdings besteht der Graph B ⊂ G nicht notwendigerweise nur
aus disjunkten, großen Diamanten. Die berechnete Lösung muss also nicht
die Optimallösung sein. Wie sich der Algorithmus für beliebige Instanzen
des TMP verhält, wird in einem späteren Abschnitt betrachtet.
Die Lösung kann aber – wie in Abschnitt 4.5 – nicht schlechter als eine
normale Graphenfärbung werden. Er liefert also die obere Schranke ucol.
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Algorithmus 4 Coloring-PS
Eingabe: perfektes Eliminationsschema [v1, v2, ..., vn] des chordalen Gra-
phen G und Liste T = (t1, ..., ttC ) von trennbaren Zielen in C.
Ausgabe: Zerlegung P von G in pseudostabile Mengen mit f : V →
{1, ..., ζ(G)}, Pf
|1| f(v) = 0 für alle Knoten.
|2| max f = 0
|3| GP = ∅, Pf = ∅
|4| for i = n, ..., 1 do
|4| Wähle für f(vn) die kleinste freie Farbklasse.
|5| if (vn) > max f then
|6| if vn ist ein mittlerer Knoten v in T und ( f(u) ̸= f(w) oder
f(u) = 0) then
|6| Pf ← (u, vn, w)
|6| Sind u oder w noch nicht gefärbt, wähle die kleinste freie
Farbklasse, so dass GP azyklisch bleibt nur wenn f(u) und
f(w) < max f .
|6| baue GP
|7| if GP ist azyklisch then
|7| f(vn) = −1
|8| else
|8| entferne (u, vn, w) aus Pf und setze f(u), f(w) auf ihre Ur-
sprungsfarbe zurück
|9| end if
|10| end if
|11| end if
|11| setze max f
|12| end for
|13| return f, Pf
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Die For-Schleife in Zeile 4 wird maximal n mal durchlaufen. Für die Be-
dingung in Zeile 7 ergibt sich wie in Abschnitt 5.6.5 eine Laufzeit von
maximal n
2
2
. Damit beträgt die Laufzeit dieser Heuristik im Worst Case
f(n) = n · n2
2
= O(n3).
Man kann allerdings die selben Verbesserungen wie in Abschnitt 5.7.1 ein-
führen und bekommt wieder eine Laufzeit von O(n2).
Anhand des Ablaufs kann man folgern, dass der Algorithmus 4 grund-
sätzlich eine kleinere Laufzeit haben müsste als Algorithmus 3. Man kann
aber vermuten, dass für kleinere Instanzen – mit einer verhältnismäßig
kleinen größten Clique im Graph G – der Greedy Algorithmus 3 schneller
terminiert, da weniger häufig der Graph GP gebaut (oder die Suche aus
Abschnitt 5.7.1 ausgeführt) werden muss. Eine genaue Auswertung folgt
im kommenden Abschnitt.
Die Heuristik 4 liefert also eine obere Schranke ucol für das TMP. Wird
Zeile 7 entfernt, liefert die Heuristik eine untere Schranke lcol.
5.8 Auswertung
Für die Implementierung wurde die Sprache Python gewählt. Der objekt-
orientierte Ansatz dieser Sprache vereinfacht die Programmierung komple-
xer Strukturen, wie sie insbesondere für die pseudostabilen Mengen nötig
sind. Für die Programmierung einiger graphentheoretischer Aspekte wurde
die freie Bibliothek NetworkX benutzt.
Gearbeitet wurde mit Python 3.4 auf einem Computer mit vier 2.4 GHz
Prozessoren, 8 GB RAM und Linux Kernel 3.10. Das ganzzahlige lineare
Programm wurde durch die GLPK (GNU Linear Programming Kit) in der
Version 4.52 gelöst. Der folgende Abschnitt erklärt kurz die Generierung
von Zufallsinstanzen. Darauf folgt eine detaillierte Darstellung der Resulta-
te. Um vergleichbare Resultate zu erhalten, folgt die zufällige Generierung
von Instanzen und ihre Darstellung im Wesentlichen dem Vorgehen aus
[S. 60 8].
5.8.1 Instanzen
Um vergleichbare Resultate für perfekte Graphen zu erhalten, werden die
Verfahren auf Intervallgraphen ausgeführt. Dies hat weiter den Vorteil, dass
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diese direkt im folgenden Kapitel über Rangierprobleme verwendet werden
können.
Um vergleichbare Resultate zu erhalten, folgt die zufällige Generierung von
Instanzen und ihre Darstellung im Wesentlichen dem Vorgehen aus [S. 60
ff. 8].
Benutzt wird dazu die diskrete Gleichverteilung auf Σn mit festem n. Sei al-
so (Σn,P(Σn), P ) der Wahrscheinlichkeitsraum in dem P(Σn) alle messba-
ren Teilmengen von Σn sind und P ein Maß auf P(Σn) ist mit
P (Σn) = 1 und P (E) =
|E|
|P (Σn) ,
wobei E ⊂ Σn ein Ereignis ist.
Sei P (d, l) die Zahl der Instanzen, bei denen die ersten l Wagen d Ziele
benutzen.
Theorem 5.32. [S. 60 ff. 8] P (d, l) = P (d+ 1, l + 1) + d · P (d, l + 1) für
d ≤ l und P (d, l) = 1 für l ≥ n.
Ein Algorithmus, der P (d, l) für d ≤ l berechnet, findet sich in [S. 61 ff. 8]
und wird hier als Algorithmus 5 wiedergegeben. Er hat eine Laufzeit von
O(n2). Daraus lässt sich eine gleichverteilte Zufallsinstanz (σ1, ..., σn) mit
σ1 = 1 erstellen. Diese wird in Algorithmus 6 erstellt.
Algorithmus 5 Berechnung von P
Eingabe: n ∈ N
Ausgabe: P (d, l) ∀d, l
|1| for l = n, n− 1, · · · , 1 do
|2| for d = 1, · · · , l do
|3| if l < n then
|3| P (d, l) = P (d+ 1, l + 1) + d · P (d, l + 1)
|4| else
|4| P (d, l) = 1
|5| end if
|6| end for
|7| end for
|8| return P (d, l)
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Abbildung 5.13: Ziele in Zufallsinstanzen der Größe n = 200, n = 150 und
n = 100.
Algorithmus 6 Instanzengenerierung
Eingabe: n ∈ N
Ausgabe: σ = (σ1, · · · , σn)
|1| d = 1 // Anzahl der Ziele
|2| σ1 = 1
|3| for all i = 2, 3, · · ·n do
|4| if rand < d·P (d,i)
P (d,i−1) then
|4| σi = uniform(1, · · · , d) // diskrete Gleichverteilung über
{1, · · · , d}
|5| else
|5| d = d+ 1
|5| σi = d
|6| end if
|7| end for
|8| return σ
5.8.2 Auswertung
Der AlgorithmusColoring-PS 4 mit der oberen Schranke ucol und der un-
teren Schranke lcol hat wie der Algorithmus Greedy-PS 3 mit der Schran-
ke ugreedy eine Laufzeit von O(n2). Es ist nun zu untersuchen, welche Lauf-
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Abbildung 5.14: Ergebnisse verschiedener Heuristiken und Schranken für ver-
schiedene Instanzen des TMP mit n = 100.
zeit sich auf den verschiedenen Instanzen ergibt und wie gut Lösungen sind,
die von den Algorithmen auf Zufallsinstanzen des TMP geliefert werden.
Die oberen und unteren Schranken durch das lineare Programm ulp und
llp liefern eine gute Abschätzung für die optimale Lösung, es kann hier
den Ergebnissen aus [8] gefolgt werden. Die untere Schranke lps (vgl. auch
Abschnitt 5.6.3) wurden ebenso wie das lineare Programm (vgl. auch Ab-
schnitt 5.6.6) schon in der Literatur diskutiert.
Es stellt sich heraus, dass ucol niemals schlechter wird als eine normale
Graphenfärbung. Das kann auch schon aus dem Entwurf des Algorithmus
gefolgert werden. Für kleine Instanzen ist der Abstand zwischen ucol und
ugreedy gering, oft sind die Lösungen von ucol sogar besser, vgl. Abb. 5.14.
Je größer die Instanz wird, desto größer wird der Abstand, vgl. Abb. 5.15
und 5.16. ugreedy hat häufig einen kleinen Abstand zur Optimallösung, der
jedoch mit steigender Instanzgröße auch immer größer wird. Interessant ist
ein Hinweis auf Abbildung 5.17, in der die Lösungen für n = 300 darge-
stellt werden. Deutlich heben sich hier alle Lösungen voneinander ab. Diese
Wagenlänge ist für den regulären Güterzugverkehr unrealistisch, zeigt aber
schön die natürlichen Grenzen der hier vorgestellten Heuristiken auf.
Eine Darstellung der verschiedenen Laufzeiten findet sich in Tabelle 5.2.
Obwohl beide Algorithmen in O(n2) sind, zeigen sich doch deutliche Unter-
schiede. Für kleine Instanzen bis n = 150 zeigt sich, dassGreedy-PS nicht
nur eine kleinere durchschnittliche, sondern sogar eine kleinere maximale
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Abbildung 5.15: Ergebnisse verschiedener Heuristiken und Schranken für ver-
schiedene Instanzen des TMP mit n = 150.
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Abbildung 5.16: Ergebnisse verschiedener Heuristiken und Schranken für ver-
schiedene Instanzen des TMP mit n = 200.
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Abbildung 5.17: Ergebnisse verschiedener Heuristiken und Schranken für ver-
schiedene Instanzen des TMP mit n = 300.
n=100 n=150
min max Ø min max Ø
GREEDY-PS 0,0071 0,0314 0,0157 0,0317 0,1077 0,0571
COLORING-PS 0,0111 0,0502 0,0275 0,0297 0,1211 0,0781
n=200 n=300
min max Ø min max Ø
GREEDY-PS 0.0747 0.3095 0.1539 0.2767 0.8529 0.5896
COLORING-PS 0.0914 0.2388 0.1703 0.3428 0.6425 0.4840
Tabelle 5.2: Die Laufzeiten für die Algorithmen GREEDY-PS und
COLORING-PS für verschiedene Instanzen in Sekunden.
Laufzeit hat als Coloring-PS. Erst bei Instanzen der Größe n = 200
steigt die maximale Laufzeit von Greedy-PS signifikant an, wobei die
durchschnittliche Laufzeit immer noch geringer ist als bei Coloring-PS.
Erst bei Instanzen der Größe n = 300 zeigt sich deutlich, dass Greedy-PS
eine größere Laufzeit als Coloring-PS hat.
Laufzeitvorteile hat Coloring-PS also nur bei großen Instanzen. Aller-
dings berechnet es nur bei kleinen Instanzen eine günstigere oder zumin-
dest häufig gleich günstige Lösung wie Greedy-PS. Für Instanzen der
Größe n = 100 ist die durchschnittliche Laufzeit aber fast doppelt so lang
wie bei Greedy-PS. Da sie allerdings alle im kleineren Millisekundenbe-
reich liegen, können beide Heuristiken anstelle des aufwendigen Linearen
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Programms genutzt werden. Eine Kombination aus beiden liefert für kleine
Instanzen von n = 100 fast optimale Lösungen wie Abb. 5.14 entnommen
werden kann.
5.9 Zusammenfassung
Zunächst wurden allgemeine Rangierprobleme auf Güterbahnhöfen und
dann im speziellen das TMP beschrieben und bekannte Lösungsstrategien
und Ansätze diskutiert. Es wurde gezeigt, dass eine Lösung des TMP ei-
ner Lösung von minPS auf dem zugehörigen Intervallgraphen entspricht.
Dahingehend wurden die Ansätze aus [8] weiter untersucht und mit Hilfe
der neuen Ergebnisse aus dem vorherigen Kapitel ergänzt.
So wurde eine neue Heuristik Coloring-PS vorgestellt, die unter be-
stimmten Umständen das TMP in polynomieller Zeit lösen würde. Für die
hier verwendeten Zufallsinstanzen liefert es jedoch nur Näherungslösungen.
Diese sind für kleine Instanzen teilweise deutlich besser als die Lösungen
des bekannten Greedy-PS. Für größere Instanzen bietet Coloring-PS
keine besseren Lösungen als das bekannte Greedy-PS, hat aber eine bes-
sere Laufzeit.
Es bleibt zu untersuchen, ob es weitere Heuristiken gibt, die mit einer
günstigen Laufzeit gute Lösungen für das TMP, insbesondere für große
Instanzen, liefern.
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KAPITEL 6
Mehrfach pseudostabile Mengen:
Schranken und Algorithmen
In diesem Kapitel wird das Problem minMPS untersucht, das eine mini-
male Zerlegung eines Graphen G in mehrfach pseudostabile Mengen sucht.
Dazu werden zunächst die Definition des Entscheidungs- und Optimie-
rungsproblems gemäß der Herleitung in Kapitel 3 gegeben und allgemeine
Grundlagen notiert. Die Komplexität des Problems minPS wurde schon
in Abschnitt 4.2 untersucht, die Untersuchung für minMPS erfolgt analog:
minMPS ist NP-vollständig.
minMPS hat zwar eine große Ähnlichkeit mit minPS, der minimalen Zerle-
gung eines Graphen G in mehrfach pseudostabile Mengen. Trotzdem kön-
nen nicht alle Ergebnisse übertragen werden und ähnliche Ansätze liefern
unterschiedliche Resultate. Um Doppelungen zu vermeiden, wird so oft wie
möglich auch auf Kapitel 5.6.2 bzw. dort auf dieses Kapitel verwiesen.
Weiter wird erneut versucht, Abschätzungen für minMPS zu finden und
eine Darstellung als lineares Programm untersucht.
6.1 minMPS
Definition 6.1 (minMPS). Gegeben sei ein Graph G = (V,E) mit blauen
Knoten und Kanten B ⊂ G. Gesucht ist eine minimale Zerlegung P von G
in mehrfach pseudostabile Mengen.
Bemerkung 6.2. Um zu zeigen, dass es sich um eine mehrfach pseudo-
stabile Menge handelt, kann man die Notation ζm(P ) wählen. Für eine
minimale Zerlegung P eines Graphen G in mehrfach pseudostabile Men-
gen schreibt man statt ζm(P ) auch kurz ζm(G) bzw. ζmP (G).
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Abbildung 6.1: Graph zu Beispiel 6.1.
Definition 6.3 (E-minMPS). Gegeben sei ein Graph G = (V,E) mit
blauen Knoten und Kanten B ⊂ G. Gegeben sei ein Wert k > 0: Gibt
es eine Zerlegung P von G in mehrfach pseudostabile Mengen mit der
Wertigkeit k?
Zu einer Zerlegung P eines Graphen G = (V,E) mit blauen Knoten und
Kanten B ⊂ G kann nun der Graph GP dieser Zerlegung gebildet wer-
den. Dies entspricht dem Graphen der Überdeckung aus Definition 3.5.
Die Definition erfolgt ähnlich zu der Definition 4.4.
Definition 6.4 (Graph einer zulässigen Zerlegung in mehrfach pseudo-
stabile Mengen). Zu einer Zerlegung P eines Graphen G in mehrfach
pseudostabile Mengen sei GP = (V,E) der gerichtete Graph dieser Zer-
legung mit
• V = {1, ...,M} wobei M die Anzahl aller stabilen Teilmengen Dij
aller pseustabilen Mengen Pi ⊂ P ist, d. h. M =∑|P |r=1mr und
• (r, r+ 1) ∈ E für jeden Pfad pir,s, der Dir und Djr+1 verbindet (mit s
beliebig).
Im Gegensatz zum Graphen einer zulässigen Zerlegung in pseusotabile
Mengen (vgl. Definition 4.4) ist der Graph gerichtet. Dies ist deswegen
wichtig, weil ein ungerichteter Graph mit Mehrfachkanten Zyklen beinhal-
tet.
Beispiel 6.1. Man betrachte den Graphen G = (V,E), der aus zwei dis-
junkten K3 besteht. Es sei B = G. Offensichtlich lässt sich der Graph
G wieder in drei stabile Mengen zerlegen. Man benötigt nur eine Men-
ge P , wenn man die Definition 3.11 betrachtet: In diesem Fall darf es
mehrere Pfade zwischen zwei stabilen Mengen D1 und D2 geben. Der ge-
richtete Graph der zulässigen Zerlegung in pseudostabile Mengen ist also
GP = ({u, v}, {(u, v), (u, v)}). Siehe auch Abb. 6.1. △
Genauso wie Lemma 4.5 und 4.7 lassen sich die folgenden zwei Lemmata
zeigen:
Lemma 6.5. P ist eine zulässige Zerlegung eines Graphen G in mehrfach
pseudostabile Mengen genau dann, wenn GP azyklisch ist.
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Lemma 6.6. Ist P eine zulässige Zerlegung eines Graphen G in mehrfach
pseudostabile Mengen, so beinhaltet GP nur abkürzungsfreie Pfade.
Es darf nun offensichtlich Mehrfachkanten in dem Graphen GP zu einer
zulässigen Zerlegung P eines Graphen G in mehrfach pseudostabile Mengen
geben.
Es sei noch gemäß Kapitel 3 auf die entsprechende Version von minMPS
bzw. E-minMPS, die die azyklische Eigenschaft von GP vernachlässigt hin-
gewiesen. Sie wird mit minMPS-a bzw. E-minMPS-a bezeichnet.
Da jede pseudostabile Menge auch eine mehrfach pseudostabile Menge ist,
gilt das folgende Lemma:
Lemma 6.7. Für eine minimale Zerlegung eines Graphen G mit blauen
Knoten und Kanten in stabile und mehrfach stabile Mengen gilt stets
ζm(G) ≤ ζ(G)
Dies bedeutet, dass alle oberen Schranken für eine minimale Zerlegung
in stabile Mengen auch obere Schranken für eine minimale Zerlegung in
mehrfach stabile Mengen sind.
6.2 Abschätzungen für minMPS
Ein vollständiger, nur aus blauen Knoten und Kanten bestehender Graph
KBn kann nach Lemma 3.28 immer in eine mehrfach pseudostabile Menge
mit Wertigkeit 2 zerlegt werden. Dies liefert eine erste untere Schranke:
Lemma 6.8. Für einen Graphen G = (V,E) mit mehr als zwei Knoten
und mehr als einer Kante gilt immer ζ(G) ≥ 2.
Beweis. Dies folgt direkt aus Lemma 3.28.
Diese Schranke ist selbstverständlich äußerst unscharf, kann aber, wie im
Folgenden gezeigt wird, verbessert werden.
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6.2.1 Abschätzung über Cliquen
Zunächst werden vollständige Graphen Kn betrachtet. In einem ersten An-
satz wird die Anzahl der blauen Knoten betrachtet:
Lemma 6.9. Für die Zerlegung P eines vollständigen Graphen Kn mit nb
blauen Knoten, n ≥ nb ≥ 0, n > 2 in mehrfach pseudostabile Mengen gilt
stets
ζ(Kn) ≥ n−max{0, nb − 2} (6.1)
Beweis. Es sei G = Kn ein vollständiger Graph mit nb blauen Knoten und
nur blauen Kanten, n ≥ nb ≥ 0, n > 2.
Ist kein Knoten blau, so gilt ζ(G) = n.
Gibt es nur einen oder zwei blaue Knoten, gilt ebenso ζ(G) = n, da kein
Pfad gebildet werden kann.
Für jeden weiteren blauen Knoten kann dieser aber als Pfad zwischen zwei
stabilen Mengen definiert werden, die durch zwei blaue Knoten gebildet
werden.
Es gilt also immer Gleichung 6.1.
Beispiel 6.2. Es sei G = K6 mit vier blauen Knoten v1, ..., v4 und zwei
weiteren Knoten v5, v6. Es seien weiter alle Kanten blau.
Nun kann eine Zerlegung in mehrfach pseudostabile Mengen mit vier sta-
bilen Mengen D1 = {v1}, D2 = {v2}, D3 = {v5} und D4 = {v6} und zwei
Pfaden [v1, v3, v2] und [v1, v4, v2] konstruiert werden. Die Wertigkeit dieser
Zerlegung ist vier.
Mit oberer Abschätzung gilt n−max{0, nb − 2} = 6− 2 = 4 = ζ(G). △
Ebenso liefert aber auch die Anzahl der blauen Kanten eine untere Schran-
ke:
Lemma 6.10. Für die Zerlegung P eines vollständigen Graphen Kn mit
eb blauen Kanten, n > 2 in mehrfach pseudostabile Mengen gilt stets
ζ(Kn) ≥ n−
⌊
eb
2
⌋
(6.2)
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Beweis. Es sei G = Kn ein vollständiger Graph mit eb blauen Kanten und
nur blauen Knoten mit n > 2.
Ist keine oder nur eine Kante blau, d. h. eb = 0 oder eb = 1, so gilt ζ(G) = n.
Für jeweils zwei weitere blaue Kanten kann maximal ein Pfad zwischen
zwei stabilen Mengen gebildet werden.
Es gilt also immer Gleichung 6.2.
Diese beiden Schranken können nun auch kombiniert werden, um ein bes-
seres Resultat zu erhalten.
Theorem 6.11. Für die Zerlegung P eines vollständigen Graphen Kn
mit eb blauen Kanten und mit nb blauen Knoten, n ≥ nb ≥ 0, n > 2 in
mehrfach pseudostabile Mengen gilt stets
ζ(Kn) ≥ n−min
{⌊
eb
2
⌋
,max{0, nb − 2}
}
Ähnlich wie in Abschnitt 4.3.1 kann nun eine neue Schranke konstruiert
werden. Es seien nun zunächst alle maximalen Cliquen eines Graphen G
entsprechend ihrer Größe angeordnet, also C1, ..., Cm mit |Ci| ≥ |Ci+1|. Es
sei ri die Anzahl von blauen Knoten und bi die Anzahl von blauen Kanten
in der Clique Ci. Dann sei
C′i = Ci \
i−1⋃
j=1
Cj
und damit kann die Abbildung p : N→ N0 definiert werden mit
p(i) = max
{
0, |C′i| −min
{⌊
bi
2
⌋
,max{0, ri − 2}
}
−
i−1∑
j=1
p(j)
}
und
p(1) = |C1| −min
{⌊
b1
2
⌋
,max{0, r1 − 2}
}
Dann sei weiter
lC(G) =
m∑
i=1
p(i) (6.3)
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Lemma 6.12. Für einen Graphen G = (V,E) mit mehr als zwei Knoten
und mehr als einer Kante sowie blauen Knoten und blauen Kanten gilt
immer
ζ(G) ≥ lC(G)
Beweis. Nach Theorem 6.11 gilt für jede Clique mit n Knoten, eb blauen
Kanten und nb blauen Knoten, dass eine Zerlegung in mehrfach pseudo-
stabile Mengen mindestens die Wertigkeit n−min
{⌊
eb
2
⌋
,max{0, nb − 2}
}
hat.
Entsprechend gilt natürlich, da eine Clique, aus der o Knoten entfernt
werden, immer noch eine Clique mit n − o Knoten ist: Falls noch n − o
Knoten, von denen nb − ob blau sind, übrig bleiben, ist die Wertigkeit der
Zerlegung einer solchen Clique in mehrfach pseudostabile Mengen immer
noch n − o − max{0, nb − ob − 2}. Falls kein Knoten übrig bleibt, ist die
Wertigkeit 0.
Es sei nun Cs = ∅ die Menge aller schon betrachteten Knoten. Man be-
trachte nun sukzessive alle Cliquen Cj aus C1, ..., Cm mit |Ci| ≥ |Ci+1|. Es
sei ri die Anzahl von blauen Knoten in der Clique Ci
• Ist j = 1, so betrachtet man die größte Clique und benötigt nach
Theorem 6.11 für eine Zerlegung in mehrfach pseudostabile Mengen
mindestens die Wertigkeit |C1| − min
{⌊
b1
2
⌋
,max{0, r1 − 2}
}
. Man
setze Cs = C1 und p(1) = |C1| −min
{⌊
b1
2
⌋
,max{0, r1 − 2}
}
.
• Ist j > 1, so werden zunächst alle bereits benutzten Knoten entfernt,
man setzt also C′j = Cj \CS und anschließend Cs = Cs ∪Cj . Es sind
also nur noch |C′j | Knoten vorhanden, von denen r′i ≤ ri Knoten blau
sind. Außerdem sind noch maximal b′i ≤ bi blaue Kanten vorhanden.
Wird dieser auch in mehrfach pseudostabile Mengen zerlegt, hat diese
also mindestens die Wertigkeit
|C′i| −min
{⌊
b′1
2
⌋
,max{0, r′i − 2}
}
≥ |C′i| −min
{⌊
bi
2
⌋
,max{0, ri − 2}
}
−
i−1∑
j=1
p(j)
(6.4)
Es gibt aber auch schon
∑j−1
k=1 p(k) stabile Mengen, denen Knoten
hinzugefügt werden können; diese müssen also berücksichtigt werden,
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Abbildung 6.2: Graph zu Beispiel 6.3.
und da es keine negativen Wertigkeiten gibt, ist diese mindestens
max
{
0, |C′i| −min
{⌊
bi
2
⌋
,max{0, ri − 2}
}
−
i−1∑
j=1
p(j)
}
Die Summe ist genau lC(G) =
∑m
i=1 p(i), entspracht also Gleichung 6.3 mit
den oben definierten Angaben. Dies liefert also eine untere Schranke. Diese
kann verschärft werden, wenn in Gleichung 6.4 die tatsächlich verbliebene
Anzahl von blauen Knoten und Kanten verwendet wird. Dies hat aber
einen erhöhten Rechenaufwand zur Folge.
Beispiel 6.3. Man betrachte den Graphen in Abb. 6.2. Man kann leicht
sehen, dass eine minimale Zerlegung in mehrfach pseudostabile Mengen die
Wertigkeit drei hat. Eine der größten Cliquen ist C1. Es ist nun
p(1) = 3−min
{⌊
2
2
⌋
,max{0, 3− 2}
}
= 3− 1 = 2
und, da Cs = {v1, v2, v3} ist nun C′2 = {v4, v5} und es ist
p(2) = 2−min
{⌊
1
2
⌋
,max{0, 2− 2}
}
− 2 = 0
Weiter ist nun Cs = Cs ∪ {v4, v5} und somit C′3 = {v6}. Dann ist
p(3) = max
{
0, 1−min
{⌊
0
2
⌋
,max{0, 0− 2} − 2
}}
= 0
Dann ist lC(G) = 2. △
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Wichtig an dieser Schranke ist, dass sie auch eingesetzt werden kann, wenn
man nicht alle Summanden berechnet. Sie wird dadurch allerdings natürlich
schlechter. Man kann die Schranke lC , in der nur i Summanden betrachtet
werden mit
lC,i =
i∑
j=1
p(j) mit i ≤ m
bezeichnen. Für die Schranke lC,1 gilt zusätzlich, dass eine beliebige Clique
betrachtet werden kann, d. h. für eine beliebige Clique C mit b blauen
Knoten im Graphen G gilt immer
ζ(G) ≥ |C| −min
{⌊
b
2
⌋
,max{0, b− 2}
}
Dies folgt direkt aus Lemma 6.12, denn die Ungleichung gilt natürlich nicht
nur für weniger Summanden sondern auch für einen beliebigen Summan-
den.
Wie sich diese Schranken genau verhalten, wird in den folgenden Abschnit-
ten noch genauer betrachtet.
6.2.2 Abschätzung über den Teilgraphen B
Zunächst wird eine untere Schranke für eine Zerlegung eines Graphen in
mehrfach pseudostabile Mengen mit disjunkten Pfaden betrachtet, um an-
schließend die Ergebnisse aus dem vorherigen Abschnitt auf den gesamten
Graphen zu übertragen.
Es sei G ein Graph mit n Knoten, von denen nb blau sind. Dann sei
χ′(G) = χ(G)−
⌊
1
3
nb
⌋
Diese Funktion zieht also von einer minimalen Färbung für je drei blaue
Knoten in G eine Farbe ab.
Lemma 6.13. Es sei G ein Graph mit n > 1 Knoten, von denen nb blau
sind und mindestens einer Kante. Es gilt für eine Zerlegung in mehrfach
pseudostabile Mengen mit disjunkten Pfaden immer
lR(G) = max
{
2, χ′(G)
} ≤ ζ(G)
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Beweis. Es sei P eine minimale Zerlegung des Graphen G in mehrfach
pseudostabile Mengen. Ist ζ(G) < χ(G) gibt es Pfade zwischen stabilen
Mengen. Es muss mindestens drei blaue Knoten pro Pfad geben, da diese
sich nicht schneiden dürfen, also
χ(G)− ζ(G) ≤ 1
3
· nb
χ(G)− 1
3
· nb ≤ ζ(G)
Da G mindestens eine Kante besitzt, gilt natürlich
max
{
2, χ(G)− 1
3
· nb
}
≤ ζ(G)
und damit auch
max
{
2, χ(G)−
⌊
1
3
· nb
⌋}
≤ ζ(G)
Für mehrfach pseudostabile Mengen mit eindeutigen Pfaden kann die Schran-
ke aus dem vorherigen Abschnitt übertragen werden:
Lemma 6.14. Es sei G ein Graph mit n > 1 Knoten, von denen nb blau
sind und mindestens einer Kante. Es gilt für eine Zerlegung in mehrfach
pseudostabile Mengen immer
lR(G) = max{2, χ′(G)} ≤ ζ(G)
mit χ′(G) = χ(G)−max{0, nb − 2}
Beweis. Voraussetzung: Es sei G = (V,E) ein Graph mit nb blauen
Knoten und nur blauen Kanten, n ≥ nb ≥ 0, n > 1.
ist n = 2 so gilt, da es mindestens eine Kante geben muss 2 ≤ ζ(G) sein.
Ist kein Knoten blau, so gilt ζ(G) = χ(G).
Gibt es nur einen oder zwei blaue Knoten, gilt ebenso ζ(G) = χ(G), da
kein Pfad gebildet werden kann.
Für jeden weiteren blauen Knoten kann nun maximal ein Pfad zwischen
zwei stabilen Mengen gebildet werden und die Wertigkeit der Zerlegung
verringert sich pro Pfad maximal um eins.
Es gilt also immer χ(G)−max{0, nb − 2} ≤ ζ(G) und natürlich 2 ≤ ζ(G).
117
Bemerkung 6.15. Lemma 6.9 folgt direkt auch aus Lemma 6.14, denn
χ(Kn) = n.
Da die chromatische Zahl eines Graphen G nicht immer in polynomieller
Zeit berechnet werden kann, kann es sinnvoll sein, diese in lR durch eine
untere Schranke zu ersetzen.
Eine weitere Verbesserung kann erfolgen, wenn man statt der Anzahl von
blauen Knoten nur die Anzahl derjenigen blauen Knoten betrachtet, die
Teil eines Pfades gemäß der Annahmen aus dem vorherigen Kapitel sind,
d. h. der Knoten v, die Teil eines Pfades [a, b, c] von blauen Knoten, die
mit blauen Kanten verbunden sind und deren mittlerer Knoten b Teil eines
Pfades ungerader Länge in G ist, sind. Diese Schranken werden mit l˜R
bezeichnet.
Um dieses aufwändige Verfahren ein wenig zu beschleunigen, kann – wie im
vorherigen Abschnitt – auch wieder eine Abschätzung über blaue Kanten
erfolgen:
Lemma 6.16. Es sei G ein Graph mit n > 1 Knoten und e > 1 Kanten,
von denen eb blau sind. Es gilt für eine Zerlegung in mehrfach pseudostabile
Mengen immer
lB(G) = max
{
2, χ(G)−
⌊
eb
2
⌋}
≤ ζ(G)
Beweis. Voraussetzung: Es sei G ein Graph mit n > 1 Knoten und e > 1
Kanten, von denen eb blau sind, e ≥ eb ≥ 0, n > 1.
ist n = 2 so gilt, da es mindestens eine Kante geben muss aber kein Pfad
gebildet werden kann 2 ≤ ζ(G).
Ist kein oder nur eine Kante blau, so gilt offensichtlich ζ(G) = χ(G).
Für jede weitere blaue Kante kann nun maximal ein Pfad zwischen zwei
stabilen Mengen gebildet werden und die Wertigkeit der Zerlegung verrin-
gert sich pro Pfad maximal um eins.
Es gilt also immer
max
{
2, χ(G)−
⌊
eb
2
⌋}
≤ ζ(G)
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Abbildung 6.3: Graph zu Beispiel 6.4.
Die unteren Schranken lR und lB aus Lemma 6.14 und 6.16 können nun
zusammengefasst werden:
Lemma 6.17. Es sei G ein Graph mit n > 1 Knoten, von denen nb blau
sind, und e > 1 Kanten, von denen eb blau sind. Es gilt für eine Zerlegung
in mehrfach pseudostabile Mengen immer
lRB(G) =min {lB(G), lR(G)}
=max{2, χ(G)−min{
⌊
eb
2
⌋
,max{0, nb − 2}}}
Beweis.
lRB(G) =min {lB(G), lR(G)}
=min
{
max
{
2, χ(G)−
⌊
eb
2
⌋}
,max
{
2, χ(G)−max
{
0, nb − 2
}}}
=max
{
2, χ(G)−min
{⌊
eb
2
⌋}
,max
{
0, nb − 2
}}
Beispiel 6.4. Man betrachte den Graphen in Abb. 6.3. Man sieht leicht,
dass eine minimale Zerlegung in mehrfach pseudostabile Mengen die Wer-
tigkeit zwei hat.
Es gilt nun
χ(G)−max {2, 3−max{0, 6− 2}} = 3−max {2, 4} = −1
und damit lR = 2. Weiter ist lB = χ(G) − max {2, 1} = 3 − 2 = 1 und
damit lB = lR. In diesem Fall nehmen beide Schranken den selben Wert
an. △
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Lemma 6.18. Es sei G = (V,E) ein Graph mit blauen Knoten und Kan-
ten B(G) ⊂ G. Es seien D1 und D2 zwei Graphen für die gilt D1∪D2 = G,
D1 ∩D2 = ∅, D1 ̸= ∅ und D2 ̸= ∅. Dann gilt
ζ(G) ≥
⌊
lRB(D1) + lRB(D2)
2
⌋
= lM
Beweis. Gegeben sei ein Graph G = (V,E) mit mit blauen Knoten und
Kanten B(G) ⊂ G. Es seienD1 undD2 zwei Graphen für die giltD1∪D2 =
G, D1 ∩D2 = ∅, D1 ̸= ∅ und D2 ̸= ∅.
Es sei P eine optimale Zerlegung von G in mehrfach pseudostabile Mengen
mit der Wertigkeit ζ(G). P zerlegt D1 in pseudostabile Mengen mit der
Wertigkeit a.
Es werden in D1 also mindestens a − lRB(D1) Knoten zu viel in Pfade
gelegt.
Für D2 stehen zusätzlich ζ(P )− a stabile Mengen in der Zerlegung P zur
Verfügung. Es werden in D2 also (ζ(P ) − a) − lRB(D2) Knoten zu viel in
Pfade gelegt.
Für jeden dieser Knoten, die nicht Teil einer zulässigen Zerlegung in pseudo-
stabile Mengen sind, soll eine neue stabile Menge benutzt werden, wodurch
eine zulässige Zerlegung konstruiert werden kann. So gilt nun
ζ(G) + a− lRB(D1) + (ζ(P )− a)− lRB(D2) ≥ 0 (6.5)
ζ(G) + a− lRB(D1) + ζ(P )− a− lRB(D2) ≥ 0 (6.6)
2ζ(G)− lRB(D1)− lRB(D2) ≥ 0 (6.7)
(6.8)
2ζ(G) ≥ lRB(D1) + lRB(D2) (6.9)
ζ(G) ≥ lRB(D1) + lRB(D2)
2
(6.10)
ζ(G) ≥
⌊
lRB(D1) + lRB(D2)
2
⌋
(6.11)
Die beiden Schranken lRB und lM sind zwar ähnlich, allerdings zeigt sich,
dass im Allgemeinen lM < lRB ist, da man für die Schranke lM die Teil-
mengen D1 und D2 geschickt suchen muss. Dazu zwei Beispiele:
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Abbildung 6.4: Graph zu Beispiel 6.5.
D1 D2
Abbildung 6.5: Graph zu Beispiel 6.5.
Beispiel 6.5. Es sei G ein Graph, der aus einem K4 besteht, wobei einer
der Knoten blau ist Teil eines weiteren K4 der nur aus blauen Knoten und
blauen Kanten besteht, ist. Vgl. dazu Abb. 6.4. Es gilt nun χ(G) = 4 und
weiter lRB = max{2, 4−min{1, 3}} = 2.
Wählt man als Zerlegung D1 = K4 und D2 als die Menge von blauen
Knoten (siehe auch Abb. 6.5) so gilt lRB(D1) = 4 und lRB(D2) = 2. Damit
ist lRM =
⌊
4+2
2
⌋
= 3. Die Wertigkeit einer zulässigen, minimalen Zerlegung
in mehrfach pseudostabile Mengen beträgt ζ(G) = χ(G) = 4. △
Lemma 6.19. Es gilt für einen Graphen G mit nb ≥ 2 blauen Knoten
stets
lRM ≤ max{2, χ(G \B)} (6.12)
Beweis. Dies folgt unmittelbar aus der folgenden Beobachtung
χ(G \B) ≥ χ(G)− |V (R)|
Somit gilt für nb ≥ 2
χ(G)− (nb − 2) ≤ χ(G)− nb ≤ χ(G \B)
und – weil die Anzahl der blauen Kanten nun nicht mehr ins Gewicht fällt
– also Ungleichung 6.12.
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6.3 Lineare Programmierung
Grundsätzlich entsprechen die Formulierungen in IP1 und IP2 bereits einer
Formulierung als lineares Programm. Da diese Formulierung vom Rechen-
aufwand her kaum zu handhaben ist, soll in Abschnitt 7.4.1 ein Lineares
Programm für einen konkreten Anwendungsfall hergeleitet werden.
6.4 minMPS in Verbindung mit dem komplementären
Graphen
Es sei G der Komplementgraph von G mit B ⊂ G. Es gilt, dass B ̸⊂
G. minMPS auf G löst auf G das Problem einer minimalen Zerlegung in
mehrfache Pseudocliquen.
Definition 6.20. Qi ist einemehrfache Pseudoclique, wenn Qi = Ci selber
eine Clique ist oder wenn sie in eine Aneinanderreihung von Cliquen Cij
mit
Ci1, p
i
1,1, ..., p
i
1,n1 , C
i
2, p
i
2,1, ..., p
i
2,n2 , C
i
3, ..., p
i
mi−1,1, ..., p
i
mi−1,nmi−1 , C
i
mi
und mi ≥ 2 zerfällt. Dabei besteht die Schnittmenge zwischen aufeinander
folgenden Cliquen Cj und Mengen pj+1 und pj und Cj+1 jeweils nur ein
Knoten. Für die paarweise disjunkten Mengen pj gilt, dass sie nur aus drei
blauen Knoten bestehen, die durch blaue Kanten in Form eines Pfades
verbunden sind. Das heißt, dass pj ⊂ B(G), |V (pj)| = 3 und dass pj
zusammenhängend und kreisfrei ist. Die Wertigkeit dieser Menge Qi ist
mi.
Erneut gilt wie in Abschnitt 4.7:
Lemma 6.21. Jede minimale Zerlegung des Graphen G mit B ⊂ G in
mehrfach pseudostabile Mengen mit Wertigkeit ζG entspricht einer mini-
malen Zerlegung des Graphen G mit B ̸⊂ G in mehrfache Pseudocliquen
mit Wertigkeit ζ(G) = ζ(G).
Beweis. „⇒“ Es sei P eine Zerlegung des Graphen G mit B ⊂ G in mehr-
fach pseudostabile Mengen mit Wertigkeit ζG.
Es gilt χ(G) = χ(G) (vgl. [S. 59 60]). Ist ζ(G) < χ(G), so muss es auch eine
Zerlegung Q des Graphen G in mehrfache Pseudocliquen mit Wertigkeit
ζ(G) = ζ(G) geben. Diese kann wie folgt konstruiert werden:
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• Jede stabile Menge D in P im Graphen G ist eine Clique C in Q im
Graphen G. Damit ist |D| = |C|.
• Da B ̸⊂ G, kann die Menge von Pfaden Pf in P als Menge der Pfade
Pf ′ in Q übernommen werden.
Damit gilt ζ(G) = ζ(G).
„⇐“ Es sei Q eine Zerlegung des Graphen G in Pseudocliquen mit Wertig-
keit ζ(G).
Nun kann wie bei der Hinrichtung diese Zerlegung in einer Zerlegung P
des Graphen G in pseudostabile Mengen mit Wertigkeit ζ(G) = ζ(G) kon-
struiert werden.
minPS löst auf G das Problem einer minimalen Zerlegung in mehrfache
Pseudocliquen (minMPC). Wie in Abschnitt 4.7 kann nach der prakti-
schen Relevanz gefragt werden. In den vorhergehenden Kapiteln wurden
nur perfekte Graphen untersucht. Damit kann sowohl eine minimale Gra-
phenfärbung als auch eine minimale Zerlegung des Graphen in Cliquen in
polynomieller Zeit gefunden werden.
Für allgemeine einfache Graphen ist die Feststellung von Bhasker und Sa-
mad besonders wichtig: „In particular, it appears that our algorithms per-
form increasingly better relative to the coloring algorithms for larger gra-
phs.“ [S. 11 10] Es kann also effizienter sein auf großen Graphen statt einer
Graphenfärbung auf dem Komplementgraphen direkt eine Zerlegung in Cli-
quen zu berechnen. Dies ist von Relevanz, wenn ein Zugang zu minMPS
oder minMPC über eine Graphenfärbung oder Zerlegung in Cliquen ge-
wählt wird.
6.5 Zusammenfassung
In diesem Kapitel wurde zunächst das Problem minMPS definiert. Dieses
ist wie minPS im Allgemeinen NP-vollständig.
Weiter wurden die unteren Schranken lC(G) bzw. lC,i(G), lR, lB und damit
LBR sowie die Variationen lM und lRM hergeleitet.
Im folgenden Kapitel wird ein Praxisproblem beschrieben, das mit minMPS
gelöst werden kann. Dazu werden verschiedene Heuristiken eingeführt, die
von der Graphenfärbung inspiriert sind. Auch soll untersucht werden, in-
wiefern die unteren Schranken aus dem vorherigen Abschnitt verwendet
werden können.
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KAPITEL 7
Document Clustering
Document Clustering (oder auch: Text Clustering) ist ein spezielles An-
wendungsgebiet des Textminings und ein Teilgebiet der Clusteranalysen.
Aufgabe ist es, Ähnlichkeitsstrukturen in einer gegebenen Menge von un-
strukturierten Dokumenten zu finden. Dabei kann es darum gehen, Doku-
mente schlicht in einer bestimmten Form automatisch zu kategorisieren,
wobei die Kategorien vorher nicht bekannt sein müssen. Sind die Kate-
gorien vorher gegeben, spricht man oft vom Text Classification Problem.
Andere Anwendungsfelder verlangen aber auch ebenso eine Inhaltsanaly-
se, zum Beispiel in Form von Sachinformationen oder der Thematik der
Dokumente. Vorhanden sind oft nur die Metadaten der Dokumente.
Hier soll nun ein graphentheoretischer Ansatz mittels einer Graphenzerle-
gung in mehrfach pseudostabile Mengen formuliert werden. Dabei werden
die beiden Spezialfälle soft und hard Document Clustering abgedeckt. Für
dieses NP-vollständige Problem werden ein Greedy-Ansatz und eine For-
mulierung als ganzzahliges lineares Programm hergeleitet.
Dieser Ansatz durch eine Neuformulierung als graphentheoretisches Pro-
blem ist neu. Zur Herleitung sollen in einem ersten Abschnitt Definitionen
und Grundlagen beschrieben werden. In einem weiteren Abschnitt soll kurz
die Problematik des Ähnlichkeitsmaß zwischen verschiedenen Dokumenten
beschrieben werden. Dann wird das Problem als PS-Document Clustering
umformuliert und es werden verschiedene Ansätze zur Problemlösung be-
schrieben: Ein lineares Programm und verschiedene Greedy-Ansätze. Zum
Schluss sollen diese Ansätze ausgewertet und diskutiert werden.
Die Forschung zum Thema Document Clustering betrachtete in den letz-
ten Jahren vor allem Methoden und Heuristiken. In [55] versuchten Karaa
u. a. beispielsweise Dokumente aus der MEDLINE Datenbank mittels evo-
lutionären Algorithmen zu clustern. Mu u. a. nutzen wiederum maschinel-
les Lernen ([65], vgl. auch [3]). Nur wenige Autoren wie Stanchev nutzen
überhaupt Graphen (vgl. [76]). Andere Autoren betrachteten verwandte
Probleme. So betrachteten Hirsch u. Di Nuovo Document Clustering im
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Kontext von Suchanfragen, Lee u. a. wiederum betrachteten hierarchisches
Clustering (vgl. [61]).
Neben einer Fülle von Methoden gibt es auch eine wahre Flut von Anwen-
dungsgebieten. Abseits der klassischen Anwendungen wie Patente, Biblio-
theken sind hier auch Banken und der Marketingbereich, insbesondere aber
das Stichwort „Social Media“ zu nennen. Auch hier ist der Vergleich von
Texten wichtig, wie Sutanto u. Nayak beschreiben. Sie bedienen sich eines
gerankten Document Clustering. Vgl. auch die Arbeiten von Aggarwal u.
Reddy in [2] oder [84], [67] und [47]. Im Bereich der Bioinformatik und Me-
dizininformatik geht es insbesondere um das automatische Erkennen und
Klassifizieren anhand von medizinischen, chemischen oder biologischen En-
titäten (vgl. z. B. [66], [49]oder [81]).
7.1 Definition und Grundlagen
Jain und Dubes führten schon 1988 aus, dass es eine große Anwendungs-
bandbreite für automatische Klassifizierung gebe. Grundsätzlich sind die
Objekte in einer solchen Sicht nicht eingeschränkt, denn neben Texten kön-
nen auch Bilder, Videos und alle anderen Formen von Daten kategorisiert
werden. „Cluster analysis has found applications in such diverse disciplines
as biology, psychology, archaelogy, geology, marketing, information retrie-
val, and remote sensing.“ [S. 223 50] Dabei führt er auch aus, dass bereits
seit den frühen 1960er Jahren in diesem Feld geforscht wird.
Zunächst wurde vor allem in der Kategorisierung und Verschlagwortung
von Dokumenten geforscht. So wurde versucht, Texte automatisch mit Hil-
fe von einem vorgegebenen Vokabular von Schlagworten zu indizieren. Auch
automatisches Sortieren und Filtern von Dokumenten gehörten zu den frü-
hesten Anwendungsproblemen, so Feldman und Sanger (vgl. [S . 65ff 27]).
Durch die Digitalisierung und Vernetzung der verschiedenen Datenbanken
und Archiven ist es nun allerdings auch möglich auf eine ständig wachsende
Anzahl von Daten zuzugreifen und diese elektronisch zu verarbeiten. Nicht
nur zu wissenschaftlichen Zwecken, sondern auch für Internetsuchmaschi-
nen wird der Ansatz des Document Clustering verwendet (vgl. bspw. [S. 47
28]). Dazu werden auch Suchergebnisse aus ähnlichen Clustern angezeigt.
Sucht der Nutzer etwa nach „Auto“, so finden sich auch Ergebnisse für
„Kraftfahrzeug“ (vgl. [27, S. 82ff]). Ebenso sind Banken, der Marketingbe-
reich und die Medizin an entsprechenden Resultaten interesiert. Zusätzlich
sind neue technische Ansätze wie beispielsweise Deep Learning entwickelt
worden.
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Durch die wachsende Anzahl digital zugänglicher Fachveröffentlichungen
sind sehr viele wissenschaftliche Quellen online zugänglich. Es stellt sich
nur die Frage, wie ein Forscher einen Überblick über die für ihn relevanten
Informationen bekommen kann.
Als Beispiel für die beständige Forschung in diesem Bereich kann TREC
– Text REtrieval Conference – genannt werden. Diese wird seit 1992 orga-
nisiert und bündelt Kompetenzen und Forschung im Bereich Information
Retrieval. Dabei werden auch für verschiedene Bereiche Wettbewerbe ab-
gehalten (vgl. z. B. [71]).
In diesem Kapitel sollen zunächst die Grundzüge des Document Cluste-
rings kurz dargestellt werden. Mit den entsprechenden Informationen kann
ein Graph G = (V,E) mit Dokumenten als Knoten in V erzeugt werden.
Werden die Kanten abhängig von der Ähnlichkeit der Dokumente gesetzt,
kann der Graph in unterschiedliche Mengen zerlegt werden, die solchen
Document Clustern entsprechen. Somit zerfällt das Document Clustering
in zwei Schritte: Die Bestimmung einer Ähnlichkeitsfunktion zwischen den
Dokumenten und dem eigentlichen Clustering. Letzteres ist ein graphen-
theoretisches Problem.
Hier soll nun der Fokus des Kapitels liegen. Es wird ein Clustering mit Hil-
fe einer Zerlegung eines solchen Dokumentengraphen in mehrfach pseudo-
stabile Mengen dargestellt und das dadurch gewonnene Document Cluste-
ring evaluiert. Zusätzlich zu der Einteilung in Klassen können auch solche
Dokumente identifiziert werden, die zwischen solchen Klassen liegen.
Konkret sollen hier verschiedene Dokumente innerhalb von MEDLINE (vgl.
http://pubmed.gov) analysiert werden. Das Medical Literature Analysis
and Retrieval System Online ist eine bibliografische Datenbank, die vom
National Center for Biotechnology Information gepflegt wird und die we-
sentliche wissenschaftliche Publikationen aus dem Bereich der Medizin,
Psychologie und des Gesundheitssystems beinhaltet. Dazu werden verschie-
dene Heuristiken und Schranken untersucht. Das ist insbesondere im Be-
reich der Medizin- und Bioinformatik ein derzeit weit genutztes Feld, wie
Zhu u. a. beurteilen: „Mining biomedical texts for knowledge discovery and
hypothesis generation has become a very active field“ [S. 1944 86]. Der
große Vorteil von MEDLINE ist auch die Verschlagwortung der Dokumen-
te mittels MeSH (Medical Subject Headings).
Zunächst soll der Fall betrachtet werden, in dem Dokumente in bereits
definierte Kategorien sortiert werden. Dieses Problem wird auch als Text
Classification Problem bezeichnet. Manning u. a. definieren das Problem
formal wie folgt (vgl. [S. 237ff 62]):
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(a)
?
c1 c2 c3
(b)
... ? ...
Abbildung 7.1: Schematische Darstellung von Text Classification (a) und
Text Clustering (b).
Gegeben sei eine Beschreibung d ∈ X von Dokumenten, wobei X der Raum
aller Dokumente sei. Die Kategorien oder Klassen C = {c1, ..., cj} seien
vorgegeben.
Manning u. a. gehen davon aus, dass es bereits eine zugeordnete Trainings-
menge D mit Elementen ⟨d, c⟩ ∈ X× C gibt.
Gesucht ist nun eine Klassifizierungsfunktion
y : X→ C
die Dokumente in die Klassen abbildet. Diese kann nach dem Vorschlag von
Manning u. a., wenn eine Traingsmenge gegeben ist, durch einen selbstler-
nenden Algorithmus mittels maschinellem Lernen gefunden werden. Alter-
nativ kann hier auch eine einfache gewichtete Zuordnungsfunktion genutzt
werden, wenn eine Distanz- oder Ähnlichkeitsfunktion der Dokumente zu
den Klassen in C gegeben ist.
Als Beispiel kann die Klassifizierung von Patenten nach der Europäische
Patentklassifikation (European Classification System, ECLA) angeführt
werden. Hier gibt es verschiedene aktuelle Ansätze (vgl. z. B. [25]).
Ein Clusteringverfahren verfolgt das Ziel, eine Menge von Objekten in Teil-
mengen, sogenannte Cluster, zu partitionieren. Objekte innerhalb eines
Clusters sollen zueinander mehr Ähnlichkeit haben als zu solchen, die in
anderen Clustern liegen. Die Teilmengen sind vorher nicht bekannt. Es fin-
det also keine Klassifizierung in vorher festgelegte Klassen statt. Zu den
beiden Verfahren vgl. auch Abb. 7.1.
Manning u. Schütze stellen die verschiedenen Möglichkeiten von Document
Clustering dar. So kann die Sprache der Dokumente identifiziert werden,
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der Autor oder eben das Thema der Texte (vgl. [S. 575 63]). Als Meta-
informationen zu einem Dokument stehen neben dem Autor, dem Titel
auch der Verlag und die eventuell die Zeitschrift oder Buchserie, das Ver-
öffentlichungsjahr, eine Zusammenfassung und oft auch Schlagworte zur
Verfügung. In der Praxis werden oft verschiedene Metainformationen der
Dokumente genutzt, um ein Clustering zu erzeugen.
Je nach Anwendungsfall können die Objekte zu einem eindeutigen Cluster
oder zu mehreren gehören, eventuell sogar nur mit einer gegebenen Wahr-
scheinlichkeit. Manning u. a. bezeichnen dies als hard clustering oder soft
clustering (vgl. [S. 322 62]). Hier soll zunächst angenommen werden, dass
die Cluster disjunkt sind, Objekte also einem eindeutigen Cluster zuge-
ordnet werden können. Es wird sich aber zeigen, dass der hier vorgestellte
neue Ansatz zu einem soft clustering führt.
Manning u. a. verwenden hier dediziert keine selbstlernenden Algorithmen:
„Clustering is the most common form of unsupervised learning. No super-
vision means that there is no human expert who has assigned documents
to classes.“ [S. 321 62]. Wichtig für diesen Anwendungsfall ist die Exi-
stenz einer Ähnlichkeitsfunktion zwischen den Dokumenten. Es muss auch
zwischen flachem Clustering und hierarchischem Clustering unterschieden
werden. Ersteres generiert nur unabhängige Cluster ohne Relationen zu
anderen Clustern. Hierarchische Verfahren produzieren eine Baumstruk-
tur über einer Dokumentenmenge und damit eine Hierarchie von Clustern,
indem die jeweils ähnlichsten Cluster verschmolzen werden.
Die Cluster Hypothese ist essentiell für alle Ansätze des Document Cluste-
ring: „Documents in the same cluster behave similarly with respect to re-
levance to information needs.“ [S. 322 62] Damit können auch die verschie-
densten Anwendungsfelder, wie oben schon genannt, bedient werden.
Manning u. a. definieren Document Clustering wie folgt (vgl. [S. 326 62]):
Definition 7.1 (K-Document Clustering). Gegeben sind eine Menge von
Dokumenten D = {d1, ..., dN}, eine gewünschte Anzahl von ClusternK und
eine eine Funktion q, die die Qualität eines Clustering bewertet. Gesucht
ist eine Zuordnung γ : D → {1, ...,K} die q minimiert.
Die Abbildung γ sollte in aller Regel surjektiv sein, d. h. kein Cluster bleibt
leer. Die Funktion wird in aller Regel in Abhängig einer Ähnlichkeits-
funktion zwischen den Dokumenten erstellt. Dieses Verfahren wird auch
K-Clustering genannt. Es teilt alle Dokumente in K Cluster von jeweils
ähnlichen Dokumenten auf, sucht also ein flat clustering in K Cluster mit
minimalen Kosten.
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Alternativ kann auch eine minimale Anzahl von Clustern gesucht werden:
Definition 7.2 (Document Clustering). Gegeben eine Menge von Doku-
menten D = {d1, ..., dN} und eine Ähnlichkeitsfunktion sim : D×D→ R+
sowie ein ϵ ∈ R+. Gesucht ist eine minimale Anzahl von Clustern, so dass
für je zwei Dokumente x, y innerhalb eines Clusters gilt, dass sim(x, y) ≥ ϵ.
In diesem Ansatz ist die Anzahl der Cluster also nicht vorgegeben. Dies
liefert für viele Anwendungsfälle zusätzliche Informationen, da die inhären-
te Datenstruktur nicht aufgelöst wird. Dieses Problem soll im Folgenden
betrachtet werden.
Doch zunächst sollen noch einmal alle nötigen Arbeitsschritte bestimmt
werden. Jain u. a. führen folgende Schritte an, um Document Clustering zu
betreiben (vgl. [S. 266f 51]):
1. Pattern Representation: Strukturen und Informationen auslesen, die
die Dokumente angemessen repräsentieren.
2. Eine Ähnlichkeitsfunktion definieren.
3. Das eigentliche Clustering ausführen.
4. Optional die entsprechenden Daten abstrahieren, d. h. beispielsweise
die Cluster entsprechend menschenlesbar zu benennen.
5. Ebenfalls optional ist der Schritt, die Ausgabe zu validieren.
Die letzten beiden Schritte sind lediglich im abschließenden Praxisteil re-
levant. Ebenfalls soll von einer geeigneten Repräsentation der Daten aus-
gegangen werden.
Ist die Ähnlichkeitsfunktion gegeben, so kann das eigentliche Clustering
als graphentheoretisches Problem formuliert werden. So soll noch kurz ein
Überblick über die verschiedenen Möglichkeiten, Ähnlichkeiten zwischen
Dokumenten zu definieren, gegeben werden um dann den Aspekt der Gra-
phentheorie näher zu beleuchten.
7.2 Dokumentenähnlichkeit
Die Frage nach der Ähnlichkeit von zwei Textdokumenten stellt sich nicht
nur im Text Mining, sondern auch im Information Retrieval. Beide Be-
griffe gehen fließend ineinander über. Letzteres stellt sich eher der Frage
nach dem Wiederauffinden von Information, Text Mining geht wiederum
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eher auf die Frage ein, wie bisher unbekannte Informationen gefunden wer-
den können. Document Clustering fällt damit in beide Bereiche. Ein gutes
Document Clustering sollte ähnliche Dokumente in den selben Cluster sor-
tieren und unähnliche in separate. Dazu muss die Ähnlichkeiten zwischen
Dokumenten messbar sein. Bestimmte Eigenschaften, sogenannte features,
der Elemente bzw. Dokumente in D werden zu diesem Zweck mit einer
Funktion in eine reelle Zahl abgebildet.
DasVector Space Model bzw. Vektorraum-Retrieval nimmt zu diesem Zweck
an, dass alle Elemente in D Vektoren in einem Feature Space DN sind. Dann
kann die Ähnlichkeit einfach als Distanz zwischen den Vektoren berechnet
werden (vgl. [S. 84f 27].
Eine Möglichkeit ist es, den gewichteten Vektor der Worte eines Textes als
eine Koordinate in einem n-dimensionalen Vektorraum darzustellen (vgl.
[52, S. 275]). In diesem Zusammenhang ist allerdings wichtig, dass seltene
Wörter höher gewichtet werden sollten und Standardwörter (sogenannte
„stop words“) ignoriert werden. Dabei entspricht die term frequency docu-
ment frequency der Anzahl der Verwendungen über einem oder allen Doku-
menten. Das Verfahren, das Wörter mit einer kleinen document frequency
belohnt, wird inverse document frequency genannt (vgl. [85, S. 99]).
Kombiniert ergibt sich das TF.IDF-Maß (term frequency–inverse document
frequency). Dieses kombinierte Verfahren hat einige Vorteile bei der Zu-
sammenstellung von Suchergebnissen, aber auch im Information Retrieval.
Wörter mit einem hohen Wert im TF.IDF-Maß würden einzelne Doku-
mente besonders gut beschreiben (vgl. [4, S. 29ff]). [6] beschreiben die
Bedeutung dieses Verfahrens für Vorschlagverfahren für Forschungsartikel:
„TF-IDF was the most frequently applied weighting scheme.“[6, S. 305]. Die
Berechnung kann für N Dokumente in D nach [68, S. 8f] folgendermaßen
erfolgen: Es sei fij die Anzahl des Wortes i in Dokument j. Dann ist die
term frequency TFij wie folgt mit einer Normalisierung über die maximale
Anzahl eines Wortes als Abbildung nach [0, 1] definiert:
TFij =
fij
maxk fkj
Die inverse document frequency wiederum wird als
IDFi = log2
(
N
ni
)
definiert. Dabei ist ni die Anzahl des Wortes i in allen N Dokumenten.
Dann ist das TF-IDF-Maß definiert durch TFij × IDFi. Es ergeben sie
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dann für jedes Dokument ein reelwertiger Vektor, der genutzt werden kann,
um eine Vektordistanz zu berechnen.
Auch andere Ansätze werden verwendet, um am Ende eine Vektordistanz
zu berechnen. Oft werden sogenannte Kernel-Methoden verwendet, um die
Dimension n zu reduzieren (vgl. [75, S. 11ff]). Mit Hilfe der euklidischen
Norm findet sich dann beispielsweise die Form
sim(xi, xj) =
√∑
k
(xi,k − xj,k)2
Ebenfalls gebräuchlich Kosinus-Ähnlichkeit, die sich wie folgt definiert:
sim(xi, xj) = (x
′
i · x′j) =
∑
k
x′i,k · x′j,k
wobei x′ der normalisierte Vektor x′ = x|x| ist.
Jain u. a. beschreiben, warum dieser Ansatz häufig genutzt wird: „The
Euclidean distance has an intuitive appeal as it is commonly used to eva-
luate the proximity of objects in two or three-dimensional space. It works
well when a data set has ’compact’ or ’isolated’ clusters“ [S. 272 51]. Ein
anderer Ansatz ist die sogenannte Manhattan-Distanz, die sich aus der
euklidischen Norm ergibt:
sim(a, b) =
∑
i
|ai − bi|
Hier wird die Ähnlichkeit über die Summe der absoluten Differenzen der
Einzelkoordinaten der Vektoren definiert. Strehl u. a. untersuchten ver-
schiedene Normen in Hinblick auf Webseiten Clustering und kamen zu
dem Resultat, die Manhattan Distanz sei insbesondere invariant gegenüber
Verschiebungen (vgl. [S. 60 78]). Sherwood u. a. können in ihren Untersu-
chungen ergänzen, die Manhattan Distanz repräsentiere „more accurately
[] differences in [...] high-dimensional data“ [S. 46 74].
Eine weitere, oft angewendete Distanz ist die Tanimoto bzw. Jaccard Di-
stanz. Sie kann gut eingesetzt werden, wenn man unterschiedlich große
Mengen mit verschiedenen Elementen hat. Im Textmining bietet sich dabei
beispielsweise an, Texte einfach in Vektoren zu überführen. Da auf MEDLI-
NE Listen M mit Schlagworten, den sogenannten MeSH-Terms, vorliegen,
bietet es sich an die Ähnlichkeitsfunktion entsprechend zu wählen:
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sim(a, b) =
|Ma ∩Mb|
|Ma ∪Mb| ∀a, b ∈ D
Dabei ist der Bildbereich dieser Funktion [0, 1] (vgl. [S. 52 48]).
7.3 Ein graphentheoretischer Ansatz des Clusterings
Die Zerlegung eines Graphen in Cluster wurde in der Literatur schon viel
diskutiert. So urteilt Schaeffer: „the field of graph clustering has grown qui-
te popular and the number of published proposals for clustering algorithms
as well as reported applications is high“ [S. 27 72]. In diesem Artikel gibt
die Autorin eine gute Übersicht über die häufigsten Clusteringalgorithmen.
Es kann grundsätzlich unterschieden werden zwischen dem Clustering von
gewichteten Graphen und gerichteten Graphen. Ungerichtete und unge-
wichtete Graphen werden in aller Regel in Cliquen oder stark zusammen-
hängende Subgraphen (vgl. [43]) zerlegt.
Schaeffer weist auf einen wichtigen Punkt hin: „not all graphs have a struc-
ture with natural clusters. Nonetheless, a clustering algorithm outputs a
clustering for any input graph.“ [S .27 72] So ist es unerlässlich, gründlich
die Eingabedaten zu betrachten, da im schlimmsten Fall eine zufällige Par-
tition in Cluster generiert wird. Wird im ersten Schritt eine dem Problem
angemessene Ähnlichkeitsfunktion gewählt, wird auch der Graph, der diese
Daten repräsentiert in nicht zufällige Cluster zerfallen. So gibt es auch keine
allgemeingültige Definition, um Graphen in Cluster zu zerlegen: „Unfortu-
nately, no single definition of a cluster in graphs is universally accepted,
and the variants used the literature are numerous“ [S. 33 72]. Dabei reicht
die Bandbreite von Zerlegungen des Graphen in bestimmte Subgraphen,
wie Cliquen oder stark zusammenhängende Subgraphen oder aber auch,
bis hin zur Vereinfachung des Graphen durch Zusammenfassung von so-
genannten natürlichen Clustern, wie es Edachery u. a. vorschlagen (vgl.
[22]).
An dieser Stelle soll nun ein leicht anderer Ansatz gewählt werden. Er
wurde in seinen Grundzügen schon von Schaeffer (vgl. [S. 34 72]) beschrie-
ben: Zunächst wird die Ähnlichkeitsfunktion auf das Interval [0, 1] einge-
schränkt, „where one corresponds to a ’full’ edge, intermediate values to
’partial’ edges, and zero to there being no edge between two vertices.“
(ebd.) So können Kanten ab einer bestimmten Ähnlichkeit existieren und
bis zu einer gewissen, gegebenen, Ähnlichkeit gibt es „Teilkanten“. Hier
sollen Kanten allerdings Unähnlichkeit und nicht Ähnlichkeit ausdrücken,
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Abbildung 7.2: Darstellung zu Beispiel 7.1. Diese zeigt zunächst die Doku-
mente mit ihren Ähnlichkeiten, den daraus resultierenden Dokumentengraphen,
eine Zerlegung in mehrfach pseudostabile Mengen und die zugehörige gewichte-
te Graph des damit einhergehenden Clusterings.
d. h. es soll nach Clustern mit möglichst wenigen Kanten gesucht werden.
Dann kann der Graph in stabile bzw. pseudostabile Mengen zerlegt werden.
Vgl. hierzu auch [21].
Gegeben sei eine Menge von Dokumenten D = {d1, ..., dN}, eine Ähnlich-
keitsfunktion sim : D × D → R+ und ein ϵ ∈ R+. Diese Funktion kann
auch auf das Intervall [0, 1] eingeschränkt werden, dazu muss eine normali-
sierte Funktion sim′ : D×D → [0, 1] als sim′(x, y) = sim(x,y)
max sim(x,y)
definiert
werden. Dann kann ein Graph wie folgt konstruiert werden:
G = (V,E) mit V = D und
E = {(di, dj) | sim(di, dj) ≤ ϵ}
Das heißt, dass alle Knoten Dokumenten entsprechen und Kanten zwischen
ihnen nur existieren, wenn sie sich weniger ähnlich als ein Grenzwert ϵ sind.
Somit sind alle unähnlichen Dokumente mit Kanten verbunden.
Nun ist es möglich, die Dokumente mittels einer Graphenfärbung in Cluster
zu zerlegen. Dies ist zulässig, da alle Dokumente in einer Farbklasse, also
einem Cluster, sich ähnlicher sind als der Schwellenwert ϵ. Dieser Ansatz
ist nicht sonderlich innovativ, ist er doch der Zerlegung in Cliquen sehr
ähnlich.
Nimmt man jedoch eine weitere Schranke ι mit 0 < ι < ϵ hinzu, so kann
man eine weitere Kantenmenge hinzufügen:
B = (V,E′) mit E′ = {(di, dj) | ι ≤ sim(di, dj) ≤ ϵ}
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Es wird also eine bestimmte Kantenmenge blau gefärbt. Alle Knoten sind
zunächst blau. Es gilt offensichtlich B ⊂ G. Damit unterscheiden die Kan-
ten zwischen „unähnlichen“ Dokumenten mit schwarzen Kanten und zwi-
schen „nicht ganz unähnlichen“ Dokumenten mit blauen Kanten. Formal
kann man es wie folgt definieren:
Definition 7.3 (PS-Document Clustering). (Gegeben sei der oben defi-
nierte Graph G und B ⊂ G. Eine Lösung für minPS’-a liefert ein Clustering
der Dokumente in mehrfach pseudostabile Mengen in ζ(G) Cluster und Do-
kumenten, die in Pfaden zwischen den Clustern D liegen.
In der Praxis ist dies keine Einschränkung. Ohne weiteres kann der Graph
ungerichtet sein, da für zwei Dokumente di, dj immer gilt, dass sim(di, dj) =
sim(dj , di) ist. Da jeder Clusteringalgorithmus immer entscheiden muss,
ob zwei Dokumente nun Teil des selben Clusters sind, kann auch das Kan-
tengewicht immer entfallen – denn es kann jederzeit eine Kante für die
Entscheidung gesetzt werden. Somit ist es lediglich eine Frage der Mo-
dellierung und eine Einschränkung auf einfache Graphen ebenso wie auf
einfache Graphen mit einem blauen Teilgraphen möglich.
Sucht man nun eine minimale Zerlegung des GraphenG in mehrfach pseudo-
stabile Mengen ohne die azyklische Bedingung und ohne, dass Knoten in
einem Pfad eindeutig einem Pfad zugeordnet werden können (minMPS’-a),
so kann man in der Praxis folgende Vorteile erwarten:
• In stabilen Mengen dieser Zerlegung sind alle Dokumente erlaubt, die
sich nicht unähnlicher sind als die Schranke ϵ.
• Dokumente, die mit einer oder mehreren Clustern Ähnlichkeit eine
gewisse, von der Schranke ι abhängige, Ähnlichkeit haben, können
in den Pfaden zwischen den zugehörigen stabilen Mengen liegen und
sind somit zählbar.
• Minimale Cluster, die nur aus wenigen Dokumenten bestehen, können
somit zuverlässig eliminiert werden.
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Diese zusätzlichen Informationen lassen auch eine weitaus tiefere Analy-
se der entstandenen Cluster zu. Ist Pi eine Zerlegung des Graphen G in
mehrfach pseudostabile Mengen, so kann – Definition 3.5 erweiternd – recht
einfach der gewichtete Graph des Clusterings generiert werden:
Definition 7.4 (Gewichteter Graph des Clusterings). Gegeben sei eine
Lösung von minPS mit Wert ζ(G) auf G und B ⊂ G. Es sei nun
Gc = (Vc, Ec) mit Vc = {Dij ∈ Pi}, d(Dij) = |Dij | und
d(Dij , D
i
k) = o
i
j,k, Ec = {(Dij , Dik), d(Dij , Dik) > 0}
Somit entsprechen die Knoten den Clustern, wobei ihr Maß die Anzahl
der Dokumente im Cluster ist. Die Kanten geben mit ihrem Gewicht die
Dokumente zwischen den Clustern an. So kann die generierte Zerlegung
der Dokumente in Cluster auch angemessen visualisiert werden, vgl. dazu
die Abb. in den folgenden Abschnitten.
Beispiel 7.1. Gegeben seien drei Dokumente mit einer Ähnlichkeit, vgl.
Abb. 7.2. Es sei ϵ = 2, 5 und ι = 5. Es ergibt sich ein Graph mit blauen
Knoten und zwei blauen Kanten. Eine Kante ist schwarz. Eine Zerlegung in
mehrfach pseudostabile Mengen findet also zwei Cluster mit jeweils einem
Dokument und einen Pfad zwischen beiden Clustern, der ein Dokument
beinhaltet. Der gewichtete Graph des Clusterings findet sich in Abb. 7.2
rechts. Jeder Knoten entspricht einem Cluster und das Gewicht der Kanten
der Anzahl von Pfaden zwischen den Clustern. △
7.4 Neue Ansätze
7.4.1 Lineare Programmierung
Auch für dieses Problem kann ein ganzzahliges lineares Programm herge-
leitet werden. Es sei G = (V,E) ein Graph mit einem Teilgraph B ⊂ G
mit blauen Knoten und Kanten. Es sei T die Menge aller Pfade der Länge
drei in B.
In dem folgenden Ansatz sei yk die Variable, die angibt, ob eine Farbe k
genutzt wird. Ist yk = 0, so wird die Farbe k nicht genutzt. xi,k gibt an,
ob der Knoten i ∈ G mit der Farbe k gefärbt wurde. Die Farbe k = 0 wird
dabei für Knoten verwendet, die in einem Pfad p liegen.
Bedingung minMPS-a-IP.1 stellt nun sicher, dass jeder Knoten mindestens
eine Farbe oder die Farbe k = 0 zugewiesen bekommt. Für jeden Knoten i
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[minMPS-a-IP] min
n∑
k=1
yk
s.d.
n∑
k=1
xi,k = 1 ∀i = 0, ..., n
(minMPS-a-IP.1)
xi,k − yk ≤ 0 ∀i = 0, ..., n, ∀k = 1, ..., n
(minMPS-a-IP.2)
xi,k + xj,k ≤ 1 (i, j) ∈ E(G), ∀k = 1, ..., n
(minMPS-a-IP.3)
xi,0 ≤ 0 ∀i ̸∈ B(G)
(minMPS-a-IP.4)
xi,k ≥ 0 (minMPS-a-IP.5)
yk ≤ 1 (minMPS-a-IP.6)
xi,k + xj,k + xv,0 − 2 ≤ 0 (i, v, j) ∈ T,∀k = 1, ..., n
(minMPS-a-IP.7)
xi,0 + xj,0 + xv,0 ≤ 1 (i, v, j) ∈ T,∀k = 1, ..., n
(minMPS-a-IP.8)
xi,k, yk ∈ Z
muss gelten, dass für jede Farbklasse k gilt, dass xi,k−yk ≤ 0. Ist Knoten i
nicht in der Farbe k, so gilt die Ungleichung minMPS-a-IP.2 immer. Liegt
er jedoch in der Farbe k, so muss yk = 1 sein, damit die Ungleichung
gilt. Zwei benachbarte Knoten i, j dürfen für alle Farben k > 0 nicht in
einer Farbklasse liegen, also muss xi,k + xj,k ≤ 1 sein, siehe Bedingung
minMPS-a-IP.3. Bedingung minMPS-a-IP.4 stellt sicher, dass kein nicht
blauer Knoten in der Farbe k = 0 liegt. minMPS-a-IP.6 und minMPS-a-
IP.7 wiederum stellt sicher, dass wenn ein Knoten v in der Farbe k = 0
liegt, alle mit ihm durch blaue Kanten verbundenen blauen Knoten eine
andere Farbe haben.
In der Praxis kann minMPS-a-IP genauso wie minMPS-IP in Abschnitt 6.3
nur auf kleinen Instanzen mit akzeptabler Laufzeit eingesetzt werden.
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7.4.2 Ein Greedy-Ansatz
Gegeben sei ein Graph G = (V,E) mit einem Teilgraph B ⊂ G von blauen
Kanten und Knoten. Ausgehend von einer (nicht notwendigerweise mini-
malen) Graphenfärbung f : V → F mit F ⊂ N kann man einen Greedy-
Algorithmus entwerfen, der alle möglichen Pfade zwischen die stabilen
Mengen legt. Da beim Document Clustering in der Regel keine perfekten
Graphen vorliegen, muss eine geeignete Heuristik zur Graphenfärbung ge-
nutzt werden. Alternativ kann auch der komplementäre Graph G erstellt
werden und ein Algorithmus zur Zerlegung in Cliquen genutzt werden.
Diese liefert eine Färbung auf G. Beide Ansätze sollen in zwei folgenden
Abschnitten noch genauer beschrieben werden.
Der Greedy-Ansatz versucht nun iterativ jede Farbe zu eliminieren oder
zumindest zu reduzieren.
• Für jede Farbklasse i wird jeder Knoten u in dieser betrachtet:
– Ist dieser Knoten noch kein Endknoten eines Pfades p, so schaue,
ob es zwei Knoten v, w ∈ G gibt, die durch blaue Kanten mit
u verbunden sind und noch Teil von zwei jeweils verschiedenen
Farbklassen sind.
– Ist dies alles gegeben, so entferne u aus i und erstelle einen neuen
Pfad p = [v, u, w].
Algorithmus 7 Greedy-DC
Eingabe: Graph G mit einer Färbung f und einer Liste T = (t1, ..., ttC )
von möglichen Pfaden.
Ausgabe: Zerlegung P von G in MPS-a
|1| Sortiere alle Farbklassen f1, ..., f|F | aufsteigend nach ihrer Größe
|2| for jede Farbklasse fi in F do
|3| Ti ← alle t ∈ T mit einem mittleren Knoten in fi
|4| for jedes ti = (a, b, c) in Ti do
|5| if f(a) ̸= f(c) und ende(b) = false then
|6| ende(a)← true
|7| ende(c)← true
|8| f(b) = 0
|9| end if
|10| end for
|11| end for
|12| return P , wobei f die stabilen Mengen angibt und f0 alle Pfade.
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Dies liefert eine gültige Lösung für minMPS’-a. Jeder Pfad (a, b, c) liegt in
B(G) und hat mindestens einen dedizierten End- und Anfangsknoten in
zwei verschiedenen stabilen Mengen.
Wie gut eine Lösung dieser Heuristik mit den verschiedenen Ansätzen ist,
wird in Abschnitt 7.5 untersucht.
7.4.3 Graphenfärbung
Das Problem, zu einem gegebenen ungerichteten und ungewichteten Gra-
phen G = (V,E) eine minimale Knotenfärbung zu finden, ist im Allgemei-
nen NP-vollständig. Da beim Document Clustering keine perfekten Gra-
phen betrachtet werden, muss eine Näherungslösung über eine geeignete
Heuristik berechnet werden.
Kosowski und Manuszewski haben eine detaillierte Übersicht über verschie-
dene Heuristiken erstellt und diese Ansätze diskutiert (vgl. [58]). Dabei
führen sie die meisten auf einen Greedy-Ansatz zurück, vgl. Algorithmus
8.
Algorithmus 8 Greedy-Coloring nach [S. 8 58]
Eingabe: Graph G = (V,E), Knotenfolge K = {v1, ..., vn}
Ausgabe: Graphenfärbung f : V → N
|1| for i = n...1 do
|1| Wähle für f(vn) die kleinste freie Farbklasse.
|2| end for
|3| return f
Nun muss eine geeignete Strategie gefunden werden, um die Knotenfolge
K zu bestimmen.
Ein anderer Ansatz erfolgt über unabhängige Mengen. Dabei wird eine
disjunkte Überdeckung der gegebenen Knotenmenge mit möglichst großen
unabhängigen Mengen gesucht. Dieser Ansatz, der an dieser Stelle genutzt
werden soll, wird von Kosowski und Manuszewsk als greedy independent
sets (GIS) eingeführt. Hier wird nach maximalen stabilen Mengen gesucht.
Alle Knoten werden in einer bestimmten Reihenfolge analysiert und der
Knoten vi wird mit Farbe c gefärbt, wenn vi mit keinem Knoten in c be-
nachbart ist. Ist die Farbe c allen möglichen Knoten zugewiesen, so werden
diese Knoten aus G entfernt und der Algorithmus auf den verbliebenen
Graphen mit Farbe c+ 1 angewandt.
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Algorithmus 9 GIS-Coloring nach [S. 14 58]
Eingabe: Graph G = (V,E)
Ausgabe: Graphenfärbung f : V → N
|1| c← 1
|2| f(n) = −1 ∀n ∈ V
|3| while ∃n ∈ V mit f(n) = −1 do
|3| available← {v ∈ V : f(n) = −1}
|4| while available ̸= ∅ do
|4| v ← n ∈ available mit dem kleinsten δ(v) in dem von available
induzierten Teilgraphen
|4| f(v) = c
|4| lösche v aus available
|5| end while
|5| c = c+ 1
|6| end while
|7| return f
Ist zu einem Graphen G = (V,E) n die Anzahl der Knoten in V und m die
Anzahl der Kanten in E, so kann der Algorithmus 9 mit einer Laufzeit in
O(mn) implementiert werden. Allerdings kann auch eine sublineare Güte
in O(n/ logn) garantiert werden (vgl. [S 274f 54]). Diese Garantie wurde
einige Male verbessert (vgl. z. B. [40]).
In der Praxis konnte zu vielen Heuristiken kein Beweis über eine bestimmte
Güte erfolgen und die Entscheidung muss auf Beobachtungen und Messun-
gen beruhen. So hat die von Kosowski und Manuszewski als SLF-Methode
eingeführte Heuristik1 zwar eine bessere Laufzeit von O((m + n) logn),
aber nur eine garantierte Güte von O(n).
Der Saturierungsgrad ρ(v) eines Knoten v ∈ G ist die Anzahl verschiedener
Farben zu der dieser Knoten adjazent ist, d. h. minv∈N(u) f(v) (vgl. [S. 252
13]).
Nun stehen zwei Algorithmen zur Auswahl, Algorithmus 9 mit einer ga-
rantiert sublinearen Güte und Laufzeit O(mn) und Algorithmus 10 mit
einer weniger guten garantierten Güte aber besserer Laufzeit. Es soll im
Folgenden evaluiert werden, welche Ansatz in der Laufzeit und im Ergebnis
günstiger ist.
1Die allerdings schon 1997 von Brélaz als DESATUR-Methode beschrieben wurde,
vgl. [13].
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Algorithmus 10 SLF-Coloring nach [S. 13f 58]
Eingabe: Graph G = (V,E)
Ausgabe: Graphenfärbung f : V → N
|1| f(n) = −1 ∀n ∈ V
|2| while ∃n ∈ V mit f(n) = −1 do
|2| v ← der Knoten v mit dem größten Saturierungsgrad ρ(v) bzw. bei
Kreisen dem größten Grad δ(v).
|2| Wähle für f(v) die kleinste freie Farbklasse.
|3| end while
|4| return f
7.4.4 Minimale Zerlegung in Cliquen
In Abschnitt 6.4 wurde bereits darauf hingewiesen, dass eine Lösung des
Cliquenüberdeckungsproblem auf dem komplementären Graphen G deut-
lich schneller sein kann, als eine Heuristik zur Graphenfärbung auf dem
Graphen G.
Wir können hier dem ersten Ansatz aus [S. 6 10] folgen:
Algorithmus 11 TSENG clique-partitioning algorithm
Eingabe: Graph G = (V,E)
Ausgabe: Cliquenzerlegung f : V → N
|1| N = {n1, ..., nm ∈ G | δ(ni) ̸= 0 und δ(ni) ≤ δ(ni+1)}
|2| for n ∈ N do
|3| u1 ← n
|4| u2 ← minδ N(n)
|5| Gruppiere u1 und u2 als neuen verbundenen Knoten u3
|6| In G werden nun die Knoten u1 und u2 durch u3 ersetzt. Ein anderer
Knoten ux ist genau dann mit u3 verbunden, wenn sowohl (u1, ux) ∈
E(G) als auch (u2, ux) ∈ E(G).
|7| end for
|8| Alle Knoten u ∈ G, die noch nicht eingruppiert sind, werden einzeln
einer Gruppe hinzugefügt.
|9| Für alle Knoten v, w ∈ V setze f(v) = f(w) wenn v, w ∈ ux wobei ux
einer der vorher gruppierten Knoten ist.
|10| return f
In Zeile 1 werden alle Knoten in G die Nachbarknoten haben aufsteigend
nach ihrem Knotengrad sortiert. Diese werden nun in dieser Reihenfolge
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betrachtet und als u1 bezeichnet. Der Knoten u2 ist der Knoten in der
Nachbarschaft N(u1) mit dem kleinsten Knotengrad, vgl. Zeile 4. Diese
beiden Knoten werden nun gruppiert. Abschließend werden alle noch nicht
gruppierten Knoten in eine eigene Gruppe einsortiert. Im Worst Case hat
dieser Algorithmus eine Laufzeit von O(n3) (vgl. [S. 7 10]).
Weitere Ansätze finden sich beispielsweise bei Feder und Motwani (vgl.
[26]), Gramm u. a. (vgl. [36] und Benati u. a. (vgl. [7]). Eine andere Heuri-
stik wurde von Kou u.a. vorgestellt (vgl. [59]).
Grundsätzlich ist das Vorgehen also an dieser Stelle wie folgt:
1. Generiere den komplementären Graphen G.
2. Nutze Algorithmus 11 auf G. Dies gibt eine Färbung auf G.
3. Nutze Algorithmus 7 auf G.
Es kann an dieser Stelle erwartet werden, dass dieser Ansatz eine bessere
Laufzeit hat als der direkte Ansatz über eine approximierte Graphenfär-
bung in Abschnitt 7.4.2.
7.5 Document Clustering auf MEDLINE
Da in MEDLINE Informationen über Dokumente im zweistelligen Millio-
nenbereich vorliegen, ist es technisch sehr schwierig, ein Clustering über alle
verfügbaren Dokumente zu berechnen. Die Eingabedaten hätten eine nicht
mehr überschaubare Größe und könnten auch nicht mit einem perfekten
Graphen repräsentiert werden.
Überschaubare Teilprobleme ergeben sich, wenn man nur einzelne Zeit-
schriften oder eine Gruppe von Zeitschriften betrachtet. Auch so können
signifikante Informationen extrahiert werden.
7.6 Implementierung und Auswertung
Aufgrund der Größe der Eingabedaten können keine exakten Lösungen
angegeben werden, denn es liegen keine polynomiellen Ansätze vor. Der
Ansatz durch lineare Programmierung konnte an dieser Stelle aufgrund
der Laufzeit nur für kleine Instanzen ausgeführt werden.
Hier wird als Ausgangspunkt eine Näherung durch eine Graphenfärbung
gewählt. Um die Lösung nach Möglichkeit weiter zu minimieren werden –
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ausgehend von den kleinsten Farbklassen – alle möglichen Knoten aus die-
sen entfernt. Durch diesen Greedyansatz kann die Lösung weiter verbessert
werden und es werden auch die gewünschten Pfade konstruiert.
Für die Implementierung wurde – ähnlich wie in Abschnitt 5.8 – die Spra-
che Python gewählt. Der objektorientierte Ansatz dieser Sprache verein-
facht die Programmierung komplexer Strukturen, wie sie insbesondere für
die pseudostabilen Mengen nötig sind. Für die Programmierung einiger
graphentheoretischer Aspekte wurde die freie Bibliothek NetworkX be-
nutzt und für NLP und die Berechnung des TF.IDF-Maß die Bibliothe-
ken NLTK (vgl. für eine genauere Darstellung der Funktion [42, S. 66] bzw.
http://www.nltk.org/) und sklearn (vgl. http://scikit-learn.org).
Gearbeitet wurde mit Python 3.4 unter anderem auf einem Computer mit
vier 2.4 GHz Prozessoren, 8 GB RAM und Linux Kernel 3.10. Es stand
ein weiterer Rechner mit 48 Kernen und 251 GB RAM zur Verfügung.
Das ganzzahlige lineare Programm wurde durch die GLPK (GNU Linear
Programming Kit) in der Version 4.52 gelöst.
Die Dokumente mit ihren Metadaten und ihrer Ähnlichkeit wurden mit
Hilfe der Software SCAIView im JSON-Format exportiert. Diese Software
wird vom Fraunhofer SCAI entwickelt und bietet eine einfache Schnittstelle
um Informationen aus dem Bereich Data- und Textmining, insbesondere
auf MEDLINE, zu extrahieren2.
Die dedizierte Auswertung und Darstellung kann dann mit anderen An-
wendungen, z. B. Cytoscape erfolgen.
Um den hier vorgestellten Ansatz auszuwerten, sollen zunächst Zufalls-
instanzen betrachtet werden. So können die Heuristiken und das lineare
Programm zügig auf verschiedenen Instanzen getestet werden. Hier wer-
den lediglich Laufzeiten und Ergebnisse evaluiert.
In Abschnitt 7.6.2 wird das Document Clustering in allen Schritten an
der Zeitschrift Alzheimer’s & Dementia: The Journal of the Alzheimer’s
Association vollzogen. Auch hier werden noch verschiedene Laufzeiten und
Ergebnisse diskutiert.
In einem letzten Abschnitt wird versucht, Literaturergebnissen zu repro-
duzieren. Dieser Abschnitt folgt damit den Ergebnissen in [21] und macht
deutlich, dass es sich bei PS-Document Clustering um eine Methode han-
delt, die – abhängig vom gewählten Ähnlichkeitsmaß – sinnvolle Ergebnisse
liefern kann.
2vgl. http://www.scaiview.com
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Abbildung 7.3: Ergebnisse verschiedener Heuristiken und Schranken für ver-
schiedene Zufallsinstanzen des DC-Document Clusterings mit n = 15.
7.6.1 Auswertung auf Zufallsinstanzen
Zufallsgraphen werden oft nach dem Modell von Gilbert erstellt (vgl. [33]).
Hier ist ein einfacher ungerichteter Graphen G = (V,E) mit (n(n − 1))/2
potentiell möglichen Kanten Teil des Modells G(n, p). Kanten werden mit
Wahrscheinlichkeit 0 < p < 1 hinzugefügt. Die Kantenwahrscheinlichkeit
wird oft abhängig von der Knotenwahrscheinlichkeit gewählt, d. h. p =
p(n).
Erdös und Rényi haben ein vergleichbares Modell G(n,m) entworfen, in
dem verschiedene Graphen mit genau n Knoten und 0 < m < (n(n−1))/2
Kanten gleich wahrscheinlich sind (vgl. [23]).
Die Laufzeit dieser Generatoren ist quadratisch. Batagel und Brandes ha-
ben für kleine p allerdings auch einen linearen Zeit von O(n +m), wobei
m die Anzahl der generierten Kanten ist, vorgestellt (vgl. [5]).
Es soll im folgenden p = 0, 75 gewählt werden. Mit einer weiteren Wahr-
scheinlichkeit von p′ = 0, 2 werden Kanten dann blau gefärbt. Dies ent-
spricht grob den in den folgenden realen Beispielen ermittelten Werten.
Die Ergebnisse für Instanzen mit n = 100 Knoten finden sich in Abb. 7.3.
Die Laufzeiten finden sich in Tabelle 7.1.
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Es fällt auf, dass der Clique-Ansatz aus Algorithmus 11 die schlechteste
Zerlegung in stabile Mengen liefert, aber der Greedy-Ansatz darauf die
meisten Knoten in G eliminieren kann. Der SLF-Ansatz aus Algorithmus
10 liefert bessere Ergebnisse als der GIS-Ansatz, zusätzlich ist er deutlich
schneller. GIS-Coloring hat eine deutlich schlechtere maximale Laufzeit als
alle anderen Ansätze. Im Schnitt ist er ungefähr gleich schnell wie der
Clique-Ansatz.
Noch deutlicher wird dieses Verhalten mit einer größeren Knotenzahl n =
200. Hier liefert die SLF-Strategie noch durchschnittlich bessere Ergeb-
nisse bei besserer durchschnittlicher Laufzeit. Die maximale Laufzeit ist
allerdings schon größer als bei der GIS-Strategie. Sowohl von der Laufzeit
als auch von den Ergebnissen abgeschlagen ist die Clique-Heuristik. Vgl.
hierzu auch Abb. 7.4.
Das die Clique-Strategie nicht optimal ist, wird bei Instanzen der Größe
n = 500 noch deutlicher. Dies wird in Abb. 7.5 illustriert. Interessant ist,
dass bei diesen großen Instanzen die GIS-Strategie bessere Ergebnisse als
die SLF-Strategie liefert. Auch ist ihre durchschnittliche Laufzeit deutlich
kürzer geworden.
Es zeigt sich also, dass die Wahl der Näherungslösung auf der die Greedy-
Heuristik arbeitet maßgeblich zur Lösung des Problems beiträgt. So soll
im Folgenden eine einfache Färbeheuristik als Grundlage für den Greedy-
Ansatz genutzt werden.
SLF-Coloring GIS-Coloring Clique
n=100Ø 0,1245 0,1314 0,1325max 0,1910 0,4492 0,1739
min 0,0992 0,1074 0,1239
Ø 0,3844 0,3868 0,4254
n=200max 0,4390 0,4071 0,4888
min 0,3474 0,3474 0,3806
Ø 2,5415 2,3856 2,8392
n=500max 2,8039 2,5964 3,1028
min 2,3373 2,1965 2,4778
Tabelle 7.1: Die Laufzeiten für die Algorithmen SLF-Coloring, GIS-
COLORING und Clique für verschiedene Instanzen mit n = 100, n = 200
und n = 500 in Sekunden.
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Abbildung 7.4: Ergebnisse verschiedener Heuristiken und Schranken für ver-
schiedene Zufallsinstanzen des DC-Document Clusterings mit n = 200.
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Abbildung 7.5: Ergebnisse verschiedener Heuristiken und Schranken für ver-
schiedene Zufallsinstanzen des DC-Document Clusterings mit n = 500.
7.6.2 Auswertung eines einzelnen Journals
An dieser Stelle wird zunächst eine Auswertung der Zeitschrift Alzheimer’s
& Dementia: The Journal of the Alzheimer’s Association dargestellt. Ent-
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Abbildung 7.6: Die Gesamtzerlegung der Artikel aus der Zeitschrift Alzhei-
mer’s & Dementia: The Journal of the Alzheimer’s Association. Die Nummern
identifizieren die einzelnen Cluster. Die Größe der Knoten entspricht der An-
zahl der Dokumente in dem jeweiligen Cluster. Die Kanten entsprechen in ihrer
Breite und ihrem Farbton dem Gewicht dieser Kante. Die Darstellung erfolgte
mit Hilfe des Algorithmus von Fruchterman und Reingold.
sprechend mit MESH-Termen versehene Artikel finden sich in MEDLINE
ab dem Jahr 2008 und vollständig ab dem Jahr 2009.
Zunächst soll dargestellt werden, wie verschiedene Werte für ϵ und ι den
Graphen G und B ⊂ G beeinflussen. In der folgenden Tabelle findet sich
eine Übersicht. Der Graph G hat stets n = 715 Knoten. Die Kantenanzahl
n des Graphen G und die Kantenanzahl b des Graphen B ist entsprechend
angegeben.
ι 0,04 0,05 0,06
ϵ 0,05 0,07 0,07
e=112.325, b=27.828 e=144.078, b=31.753 e=155.711, b=25.782
Farben Greedy Laufzeit Farben Greedy Laufzeit Farben Greedy Laufzeit
SLF 29 27 1,3s 45 43 2,6s 55 51 3,7s
GIS 33 31 1,8s 55 49 2,3s 67 58 3,7s
Clique 55 52 2,8s 81 76 7,8s 105 99 11,1s
Interessant sind die verschiedenen Laufzeiten der Heuristiken und ihre Er-
gebnisse. In diesem Fall ist die GIS-Strategie nur bei kleinen Werten lang-
samer, je mehr Kanten es gibt, desto langsamer wird im Gegenzug die
SLF-Strategie. Die Clique-Strategie ist sowohl von der Laufzeit als auch
vom Ergebnis her weit abgeschlagen. Aufgrund der Laufzeit und des Er-
gebnisses wird an dieser Stelle das Resultat der GIS-Strategie mit den
Werten ι = 0, 6 und ϵ = 0, 7 dargestellt.
147
In Abbildung 7.6 wird das Ergebnis der Zerlegung in mehrfach pseudo-
stabile Mengen dargestellt. Es lässt sich gut erkennen, dass es keine völlig
isolierten Themengebiete gibt. Trotzdem sind einige Cluster relativ isoliert.
So beschäftigt sich Cluster 5 primär mit „Periodicals as Topic“, Cluster 3
mit „Patient Acceptance of Health Care“ und Cluster 4 mit „Tau Proteins/
Genetics“. Mit 67 Artikeln ist Cluster 56 der umfangreichste. Er befasst
sich Thematisch vor allem mit „Cohort Studies“. Cluster 55 behandelt mit
43 Artikeln vor allem das Thema „Neuropsychological Tests“, Cluster 53
mit 31 Artikeln vor allem „Disease Progression“, Cluster 51 mit 39 Arti-
keln das Thema „Risk Factors“, Cluster 43 vor allem das Thema „Amyloid
beta-Peptides/cerebrospinal fluid“.
7.6.3 Reproduktion von Literaturergebnissen
Um abschließend zu zeigen, dass mittels der hier eingeführten Methodik
auch andere Ergebnisse reproduziert werden können, soll an dieser Stelle
ein einfaches Beispiel diskutiert werden.
In der Arbeit von [49] wurden zwei Dokumentenmengen diskutiert, die
mittels Suchanfrage in MEDLINE gefunden wurden. Das Ergebniss wurde
ebenfalls von [81] mit einer neuen Methodik untersucht. Beide Publika-
tionen nutzen eine Dokumentemenge von 1660 Dokumenten die mittels
der Suchanfragen „escherichia AND pili“ sowie „cerevisiae AND cdc*“ mit
jeweils 830 Dokumenten gefunden wurden. Leider war es nicht möglich,
die exakte Dokumentenmenge zu finden, allerdings konnte mit einer Ein-
schränkung der Suche auf alle Dokumente bis zum Ende des Jahres 2001
insgesamt 1628 Dokumente gefunden werden. Die erste Suchanfrage be-
zieht sich auf das Darmbakterium Escherichia coli, während die Zweite
Hefe betrifft.
Also gibt es n = 1628Knoten bzw. Dokumente im Graphen. Die Anzahl der
Kanten hängt von der Wahl von ι und ϵ sowie der Wahl der Ähnlichkeits-
funktion ab. Es sollen zwei Funktionen evaluiert werden. Die erste Funktion
nutzt ein Distanzmodell dV auf der Zusammenfassung des Textes, das auf
Vektorraum-Retrieval basiert. Da gleiche Zeitschriften ebenfalls bevorzugt
werden sollten, wurde dJ(x, y) = {0, 1} gesetzt. dJ(x, y) = 1, wenn x und
y in der selben Zeitschrift publiziert wurden. Damit ist
d1(x, y) =
dV (x, y) + dJ(x, y)
2
Für den zweiten Ansatz soll nur d2 = dV gesetzt werden.
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(a) (b)
Abbildung 7.7: (a) Die Zerlegung der Dokumentenmenge mit Ähnlichkeits-
maß d1, dargestellt anhand des gewichteten Graphen des Clusterings. Die Zah-
len identifizieren die Cluster. Die Größe eines Knotens steht in Relation zur
Anzahl an Dokumenten in dem Cluster. Die Breite und Farbe der Kanten sind
relativ zu ihrem Gewicht gesetzt. (b) Die Zerlegung der Dokumentenmenge mit
Ähnlichkeitsmaß d2, dargestellt anhand des gewichteten Graphen des Cluste-
rings. Hier entspricht die Knotenfarbe der Anzahl an Dokumenten aus einer
Suchanfrage (grün und rot).
Für d1 ergibt sich das Bild, dass in Abb. 7.7 als Graph der Zerlegung dar-
gestellt wird. Es wurden 13 Cluster (nummeriert von 0 bis 12) berechnet.
Dabei ist Cluster 8 mit 359 Dokumenten der größte Cluster, wohingegen
Cluster 11 nur 5 Dokumente enthält. Da eine Zerlegung in zwei Suchanfra-
gen gefunden werden muss, ist die Frage, ob thematisch ähnliche Cluster
auch durch stark gewichtete Kanten zusammenfallen. Dies trifft zu, thema-
tisch bildet Cluster 8 („Escherichia coli“, „Fimbriae“, etc.) eine Suchanfrage
ab, die Clusters 0, 9, 10, 1 („Saccharomyces cerevisiae“, „Fungal proteins“)
eine andere. Damit konnten die Ergebnisse von [81] reproduziert werden,
da alle anderen Cluster mit beiden Suchanfragen zusammenhängen. Clu-
ster 7 ist beispielsweise mit den Schlagworten „Molecular Sequence Data“
und „Escherichia coli“ verbunden.
Für d2 konnten die Ergebnisse aus [81] wiederum nicht vollständig reprodu-
ziert werden, vgl. Abb. 7.7. Es wurden 14 Cluster berechnet, die zwischen
2 und 158 Dokumente beinhalten. Da die Schlagworte zu den einzelnen
Clustern nicht einfach ermittelt werden konnten, wurden die Knoten ent-
sprechend des Anteils von Dokumenten aus einer Suchanfrage eingefärbt.
Dabei fällt auf, dass einige Cluster eine geringe Entropie aufweisen, zum
Beispiel Cluster 1, 5, 2, 7 und 3. Diese sind wiederum nicht mit stark ge-
wichteten Kanten miteinander verbunden. Damit ergibt sich kein klares
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Bild.
Da nur mit einem Ähnlichkeitsmaß die Ergebnisse aus [81] reproduziert
werden konnten, ist die Frage zu stellen, ob der vorgestellte Ansatz va-
lide ist. [18] weisen darauf hin, dass eine Preprozessierung und die Wahl
der Ähnlichkeitsfunktion eine entscheidende Rolle für das Ergebnis spie-
len: „such decisions have profound effects on the results of real models
for real data“ [18, S. 1]. Dies wurde auch in der Arbeit [21] herausgear-
beitet. Ähnlich ist die Problematik versucht man zu evaluieren welches
Thema ein Cluster eigentlich beschreibt. [34] etwa argumentieren, dass es
kein grundsätzliches Einvernehmen in der Forschung gibt, wie so etwas
zu messen oder zu bewerten sei. Klavans und Boyack fordern in [57] bei-
spielsweise eine objektive und zuverlässige Methode um Clusterthemen zu
messen. Allerdings setzen auch sie in weiteren Arbeiten ihren Schwerpunkt
auf Ähnlichkeitsmaße (vgl. [12]). Damit wäre man bei der Frage von Gläser
et al. in ihrer Arbeit „Same data – different results?“ angelangt: „Do we
produce more than artefacts?“ [34]. Da diese Frage noch immer Gegenstand
der Forschung ist, muss dem Konsens gefolgt werden: Ist die Methode für
einen bestimmten, angepassten Fall valide, so wird für alle anderen Fälle
ebenfalls angenommen, dass der Ansatz valide ist.
An dieser Stelle kann das Ergebnis also nur sein, dass der in dieser Arbeit
vorgestellte Ansatz valide ist. Er hat für ein bestimmtes Ähnlichkeitsmaß
die erwartete Ausgabe produziert. Die Frage, welches Ergebnis d2 liefert,
muss unbeantwortet bleiben. Es kann angenommen werden, dass verschie-
dene Ähnlichkeitsmaße jeweils einen anderen subjektiven Blick auf die Do-
kumentenmenge liefern.
7.7 Zusammenfassung
In diesem Kapitel wurde ein neuer Ansatz für das Document Clustering
vorgestellt. Er basiert auf einer Zerlegung des Dokumentgraphen in mehr-
fach pseudostabile Mengen. Dieses Problem ist NP-vollständig. Es wurde
sowohl ein Ansatz durch lineare Programmierung als auch verschiedene
Greedy-Ansätze vorgestellt.
Dieser neue Ansatz für das Document Clustering durch mehrfach pseudo-
stabile Mengen liefert ein soft-Clustering. Durch die nun verfügbaren Zu-
satzinformationen in den Kanten zwischen den Clustern, können diese
ebenfalls nach ihrer Ähnlichkeit untereinander sortiert werden. Es wur-
de bei der Analyse von realen Suchanfragen auf MEDLINE evaluiert, ob
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diese auch durch das Clustering separiert werden. Dabei stellte sich her-
aus, dass das Ergebnis im Wesentlichen vom gewählten Ähnlichkeitsmaß
abhängt, die Methode des PS-Document Clusterings aber valide ist.
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KAPITEL 8
Fazit und Ausblick
In dieser Arbeit wurden pseudostabile Mengen definiert und die theoreti-
schen Grundlagen hergeleitet. Sie sind eine Verallgemeinerung von stabilen
Mengen, die auch Knoten außerhalb der stabilen Mengen unter bestimmten
Voraussetzungen zulassen. Dadurch entstehen Pfade zwischen den stabilen
Mengen. Das komplementäre Problem sind Pseudocliquen.
Es wurde untersucht, wie die Strukturen eines Graphen G und der Kandi-
daten für die Pfade B ⊂ G bei einer Zerlegung in pseudostabile Mengen
aussieht. Hier konnten bereits grundlegende Einschränkungen gemacht wer-
den. Auch wurde der Zusammenhang zwischen stabilen und pseudostabilen
Mengen untersucht.
Sowohl im Hinblick auf pseudostabile Mengen als auch mehrfach pseudo-
stabilen Mengen wurde das Problem betrachtet, einen Graphen in eine
minimale Überdeckung mit diesen Mengen zu zerlegen. Es wurde gezeigt,
dass alle vorgestellten Minimierungsprobleme in ihrer azyklischen und zy-
klischen Variante NP-vollständig sind. Es konnten für minPS allerdings
auch hinreichende Bedingungen angegeben werden, unter welchen das Pro-
blem in P liegt. Es wurden verschiedene lineare Programme hergeleitet
um das Problem zu lösen. Das komplementäre Problem, die Zerlegung des
Graphen G in Pseudocliquen (minPC bzw. minMPC), wurde ebenfalls un-
tersucht und floss in die Problemlösung für minMPS’-a ein.
Sowohl für minPS als auch minMPS’a wurden Praxisprobleme untersucht
und Heuristiken und Schranken evaluiert. Das NP-vollständige TMP ent-
spricht dem Problem minPS. Es wurde unter Berücksichtigung der Ergeb-
nisse von Dahlhaus, Horak, Miller und Ryan [16] und Beygang [8] bearbei-
tet.
Zunächst wurde die Struktur von trennbaren Zielen untersucht und durch
diese Resultate gezeigt, dass das TMP äquivalent zu einer Zerlegung des
zum Problem gehörenden Intervallgraphen in pseudostabile Mengen ist.
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Mit Hilfe dieser neuen Formulierung konnten die Schranken und Heuristi-
ken aus der Arbeit von Beygang wesentlich verbessert werden. Außerdem
wurden neue polynomielle Algorithmen hergeleitet, die eine approximati-
ve Lösung des TMP berechnen und die Struktur pseudostabiler Mengen
berücksichtigt. Eine weitere Heuristik konnte in ihrer Laufzeit optimiert
werden. Sie erzielen fast immer bessere Resultate als die bekannten Algo-
rithmen.
Trotzdem geben die Abweichungen Anlass für weitere Untersuchungen.
Die Auswertungen werfen die Frage auf, ob es Kriterien gibt, unter denen
trennbare Ziele nicht zu einer Minimierung der Gleiszahl beitragen. Die-
se Resultate könnten zu einer weiteren Optimierung der unteren Schranke
beitragen.
Es bleibt auch die Frage offen, wie sich pseudostabile Mengen in die Theorie
anderer Rangierprobleme einfügen oder sogar zu ihnen äquivalent sind. Es
lässt sich vermuten, dass insbesondere für dem TMP ähnliche Probleme
auch ähnliche Strukturen auftreten.
Mit Hilfe der Zerlegung eines Graphen in mehrfach pseudostabile Men-
gen wurde ein neuartiger Ansatz für das Document Clustering hergeleitet.
Dieser ist innovativ, da er im Gegensatz zu einem Clustering mit stabilen
Mengen bzw. Cliquen ein soft Clustering generiert und äußerst nützliche
Zusatzinformationen bereitstellt. Stabile Mengen liefert ein hard Cluste-
ring. Mehrfach pseudostabile Mengen erlauben Dokumenten auch „zwi-
schen“ zwei Clustern zu liegen und generieren deswegen ein soft Cluste-
ring. Dadurch kann ein darstellender Graph generiert werden, der Kanten
zwischen zwei Clustern darstellt. Sie enthalten die Information, wie viele
Dokumente thematisch in beide Cluster gepasst hätten.
Dazu wurde neben einem Linearen Programm auch ein Greedy-Ansatz ent-
worfen. Verschiedene Heuristiken zur Graphenfärbung bzw. zur Zerlegung
von G in Cliquen lieferten die Grundlage dafür. Dabei liefern diese auch
verschiedene Ergebnisse. Diese wurden sowohl auf Zufallsinstanzen als auch
auf realen Instanzen diskutiert.
Es konnte dadurch gezeigt werden, dass ein nicht unerheblicher Anteil der
kleinen Document Cluster aufgelöst werden konnte und viele kleine Clu-
ster eine große Schnittmenge haben. Dieser innovative Ansatz gibt also zu-
sätzlich Informationen über die Abhängigkeiten der einzelnen Document
Cluster untereinander.
Auch hier bleiben allerdings offene Fragen: Können Schranken gefunden
werden, die sinnvoll auf dieses komplexe Problem angewendet werden kön-
nen? Gibt es Nebenbedingungen, die ein sinnvolles Clustering in polyno-
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mieller Zeit ermöglichen? zusätzlich stellt sich die Frage, wie eine Doku-
mentenähnlichkeit sinnvoll berechnet werden kann.
Mit dieser Arbeit ist also nicht nur die theoretische Grundlage für die
Arbeit mit pseudostabilen Mengen und Pseudocliquen gelegt, sondern auch
eine Anwendung anhand zweier Probleme mittels verschiedener Ansätze
diskutiert.
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tion largest-first. Siehe S. 140
SRSP Sorting of rolling Stock Problems, siehe S. 69
TF.IDF-Maß Term frequency–inverse document frequency, siehe S. 131
TMP Train Marshalling Problem, siehe S. 73
TSENG clique-partitioning algorithm Cliquenüberdeckungs-
heuristik. Siehe S. 141
ucol Siehe S. 102, 104, 105
ugreedy Siehe S. 104, 105
ulp Obere Schranke durch das ganzzahlige lineare Programm zur Lösung
für minPS. Siehe S. 63, 105
Vektorraum-Retrieval Siehe S. 131
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