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Abstract. We present the error analysis of Lagrange interpolation on triangles. A new a
priori error estimate is derived in which the bound is expressed in terms of the diameter
and circumradius of a triangle. No geometric conditions on triangles are imposed in order
to get this type of error estimates.
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1. Introduction
Lagrange interpolation on triangles and the associated error estimates are im-
portant subjects in numerical analysis. In particular, they are crucial in the error
analysis of finite element methods. It is well known that we must impose some geo-
metric condition on the triangles to obtain an error estimation [3, 15, 19, 20]. In the
following, we mention some common estimations.
Let K ⊂ R2 be an arbitrary triangle with vertices x1, x2, and x3. Let P1 be the
set of polynomials with two variables whose order is at most 1. For a continuous
function v ∈ C0(K), the Lagrange interpolation I1Kv ∈ P1 of order 1 is defined by
v(xi) = (I1Kv)(xi), i = 1, 2, 3. For K, let hK be its length of the longest edge, and
ρK be the diameter of its inscribed circle.
The minimum angle condition, Zla´mal [20] (1968), Zˇen´ıˇsek [19] (1969).
Let θ0, (0 < θ0 ≤ pi/3) be a constant. If any angle θ of K satisfies θ ≥ θ0 and
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hK ≤ 1, then there exists a constant C = C(θ0) independent of hK such that
‖v − I1Kv‖1,2,K ≤ ChK |v|2,2,K , ∀v ∈ H2(K).
Many textbooks on finite element methods, such as those by Ciarlet [7], Brenner-
Scott [5], and Ern-Guermond [9], explain the following theorem.
Shape-regularity. Let σ > 0 be a constant. If hK/ρK ≤ σ and hK ≤ 1, then there
exists a constant C that is independent of hK such that
(1.1) ‖v − I1Kv‖1,2,K ≤ C
h2K
ρK
|v|2,2,K ≤ CσhK |v|2,2,K , ∀v ∈ H2(K).
It is a simple exercise to show that the minimum angle condition is equivalent to
the shape-regularity for triangular elements in R2. The maximum of the ratio hK/ρK
in a triangulation is called the chunkiness parameter [5]. The shape-regularity
condition is sometimes called the inscribed ball condition as well. On the con-
ditions equivalent to the shape-regularity, see [4]. The minimum angle condition or
shape-regularity, however, are not necessarily needed to obtain an error estimate.
The following condition is well known.
The maximum angle condition, Babusˇka-Aziz [3] (1976).
Let θ1, (pi/3 ≤ θ1 < pi) be a constant. If any angle θ of K satisfies θ ≤ θ1 and
hK ≤ 1, then there exists a constant C = C(θ1) that is independent of hK such that
‖v − I1Kv‖1,2,K ≤ ChK |v|2,2,K , ∀v ∈ H2(K).
Later, Krˇ´ızˇek [15] introduced the semiregularity condition, which is equivalent to
the maximum angle condition (see Section 4.1 (2)). Let RK be the circumradius of
K.
The semiregularity condition, Krˇ´ızˇek [15] (1991).
Let p > 1 and σ > 0 be a constant. If RK/hK ≤ σ and hK ≤ 1, then there exists a
constant C = C(σ) that is independent of hK such that
‖v − I1Kv‖1,p,K ≤ ChK |v|2,p,K , ∀v ∈W 2,p(K).
Since its discovery, the maximum angle condition has been considered the most es-
sential condition for error estimates of Lagrange interpolation on triangular elements.
However, Hannukainen, Korotov and Krˇ´ızˇek [8] pointed out that the maximum angle
condition is not necessary for convergence of the finite element method by showing
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simple numerical examples. Furthermore, the authors recently reported the following
error estimation.
The circumradius condition, Kobayashi-Tsuchiya [12] (2014).
For an arbitrary triangle K with RK ≤ 1, there exists a constant Cp that is indepen-
dent of K such that the following estimate holds :
(1.2) ‖v − I1Kv‖1,p,K ≤ CpRK |v|2,p,K , ∀v ∈ W 2,p(K), 1 ≤ p ≤ ∞.
Note that estimate (1.2) follows from
B1,1p (K) := sup
v∈T 1p (K)
|v|1,p,K
|v|2,p,K ≤ CpRK ,(1.3)
where the set T 1p (K) ⊂W 2,p(K) is defined by
T 1p (K) :=
{
v ∈W 2,p(K)
∣∣∣ v(xi) = 0, i = 1, 2, 3} .
Suppose that {Th}h>0 is a sequence of triangulations of a polygonal domain Ω ⊂ R2
such that
(1.4) lim
h→0
max
K∈Th
RK = 0.
Let Sh be the set of all piecewise linear functions on Th, defined by
Sh :=
{
vh ∈ H10 (Ω) ∩ C(Ω)
∣∣ vh|K ∈ P1, ∀K ∈ Th} ,
and let uh ∈ Sh be the piecewise linear finite element solution on the triangulation
Th of the Poisson problem
−∆u = f in Ω, u = 0 on ∂Ω
for a given f ∈ L2(Ω). Then, Ce´a’s lemma [7, Theorem 2.4.1] claims that, for the
exact solution u,
‖u− uh‖1,2,Ω ≤ C inf
vh∈Sh
|u− vh|1,2,Ω ≤ C|u− I1hu|1,2,Ω ≤ C
(
max
K∈Th
RK
)
|u|2,2,Ω,
where I1hu is the global piecewise linear interpolation of u defined by I1hu|K = I1Ku
for any K ∈ Th. Hence, if (1.4) holds and u ∈ H2(Ω), the finite element solutions
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{uh} converge to u as h → 0. The condition (1.4) is called the circumradius
condition in [12].
Let α, β ∈ R be such that 1 < α < β < 1 + α. Consider the triangle K whose
vertices are (0, 0)T , (h, 0)T , and (hα, hβ)T . It is straightforward to see ρK = O(hβ)
and RK = O(h1+α−β). Hence, if h → 0, the convergence rates which (1.1) and
(1.2) yield are O(h2−β) and O(h1+α−β), respectively. Therefore, (1.2) gives a better
convergence rate than (1.1). Moreover, if β ≥ 2, (1.1) does not yield convergence
while (1.2) does. Note that, when h→ 0, the maximum angle of K approaches to pi.
From these facts, we can say that the circumradius RK of K is more important
than its minimum and maximum angles (or the chunkiness parameter). It should
also be noted that the circumradius condition is closely related to the definition of
surface area [13].
The aim of this paper is to extend (1.2) to higher-order Lagrange interpolation
and to prove the following theorem.
Theorem 1.1. Let K be an arbitrary triangle. Let 1 ≤ p ≤ ∞, and k, m
be integers such that k ≥ 1 and 0 ≤ m ≤ k. Then, for the kth-order Lagrange
interpolation IkK on K, the following estimation holds:
(1.5) |v − IkKv|m,p,K ≤ C
(
RK
hK
)m
hk+1−mK |v|k+1,p,K = CRmKhk+1−2mK |v|k+1,p,K
for any v ∈ W k+1,p(K), where the constant C depends only on k, p and is indepen-
dent of the geometry of K.
We here emphasize that no geometric condition on the triangles is imposed in
Theorem 1.1. Therefore, the estimation (1.5) is valid even if the maximum angle
condition does not hold.
To prove Theorem 1.1, we make use of two key observations. One of them is that
“squeezing an isosceles right triangle perpendicularly does not reduce the approxima-
tion property of Lagrange interpolation,” which was first noted by Babusˇka and Aziz
[3] for the case k = 1 and p = 2. This obervation is stated rigorously in Theorem 2.3.
Note that an arbitrary triangle K can be obtained by “folding” or “unfolding”
an right triangle. Let A be the 2 × 2 matrix that defines the linear transformation
of “folding” and “unfolding” (see (3.2)). Liu and Kikuchi [16] pointed out that an
error estimation of the linear Lagrange interpolation I1K is obtained by considering
the eigenvalues of ATA. In Section 3, we rewrite Liu and Kikuchi’s proofs using
Kronecker products of matrices, and one of their main results [16, Corollary 1] is
immediately obtained (Theorem 3.1). The other key observation is that the upper
bound in Theorem 3.1 is closely related to the circumradius RK of K (Lemma 3.2).
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Combining Theorem 3.1 and Lemma 3.2, an alternative proof of (1.3) is obtained
for the case p = 2 (Corollary 3.3).
This method is straightforwardly extended to higher-order Lagrange interpolation
in Section 4, and we obtain the main results of Theorem 4.2 that is equivalent to
Theorem 1.1.
2. Preliminaries
2.1. Notation. Let n ≥ 1 be a positive integer and Rn be the n-dimensional Eu-
clidean space. Throughout of this paper, K is a triangle in R2. We denote the
Euclidean norm of x ∈ Rn by |x|. Let Rn∗ := {l : Rn → R : l is linear} be the
dual space of Rn. We always regard x ∈ Rn as a column vector and a ∈ Rn∗ as a
row vector. For a matrix A and x ∈ Rn, AT and xT denote their transpositions.
For matrices A and B, A⊗B denotes their Kronecker product. For a differentiable
function f with n variables, its gradient ∇f = gradf ∈ Rn∗ is the row vector
∇f = ∇xf :=
(
∂f
∂x1
, ...,
∂f
∂xn
)
, x := (x1, ..., xn)
T .
Let N0 be the set of nonnegative integers. For δ = (δ1, ..., δn) ∈ (N0)n, the multi-
index ∂δ of partial differentiation (in the sense of distribution) is defined by
∂δ = ∂δ
x
:=
∂|δ|
∂xδ11 ...∂x
δn
n
, |δ| := δ1 + ...+ δn.
Let Ω ⊂ Rn be a (bounded) domain. The usual Lebesgue space is denoted by
Lp(Ω) for 1 ≤ p ≤ ∞. For a positive integer k, the Sobolev space W k,p(Ω) is defined
by W k,p(Ω) :=
{
v ∈ Lp(Ω) | ∂δv ∈ Lp(Ω), |δ| ≤ k}. The norm and semi-norm of
W k,p(Ω) are defined, for 1 ≤ p <∞, by
|v|k,p,Ω :=
(∑
|δ|=k
|∂δv|p0,p,Ω
)1/p
, ‖v‖k,p,Ω :=
( ∑
0≤m≤k
|v|pm,p,Ω
)1/p
,
and |v|k,∞,Ω := max
|δ|=k
{
ess sup
x∈Ω
|∂δv(x)|
}
, ‖v‖k,∞,Ω := max
0≤m≤k
{|v|m,∞,Ω}.
2.2. Preliminaries from matrix analysis. We introduce some facts from the the-
ory of matrix analysis. For their proofs, readers are referred to textbooks on matrix
analysis such as [10] and [18].
Let n ≥ 2 be an integer and A be an n× n regular matrix. Let B := A−1. Then,
ATA is symmetric positive-definite and has n positive eigenvalues. Let 0 < µm ≤ µM
be the minimum and maximum eigenvalues. Then, we have
µm|x|2 ≤ |Ax|2 ≤ µM |x|2, µ−1M |x|2 ≤ |BTx|2 ≤ µ−1m |x|2, ∀x ∈ Rn.
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Then, the minimum and maximum eigenvalues of (ATA)⊗(ATA) = (A⊗A)T (A⊗A)
are 0 < µ2m ≤ µ2M . Hence, for any w ∈ Rn
2
, we have
µ2m|w|2 ≤ |(A⊗A)w|2 ≤ µ2M |w|2, µ−2M |w|2 ≤ |(B ⊗B)Tw|2 ≤ µ−2m |w|2.
The above facts can be straightforwardly extended to the case of the higher-order
Kronecker product A ⊗ ... ⊗ A. For A ⊗ ... ⊗ A, B ⊗ ... ⊗ B (the kth Kronecker
products), and we have, for w ∈ Rnk ,
µkm|w|2 ≤ |(A⊗ ...⊗A)w|2 ≤ µkM |w|2, µ−kM |w|2 ≤ |(B ⊗ ...⊗B)Tw|2 ≤ µ−km |w|2.
2.3. The affine transformation defined by a regular matrix. Let A be an
n× n matrix with detA > 0. We consider the affine transformation ϕ(x) defined by
y = ϕ(x) := Ax + b for x = (x1, ..., xn)
T , y = (y1, ..., yn)
T with b ∈ Rn. Suppose
that a reference region Ω̂ ⊂ Rn is transformed to a domain Ω by ϕ; Ω := ϕ(Ω̂).
Then, a function v(y) defined on Ω is pulled-back to the function vˆ(x) on Ω̂ as
vˆ(x) := v(ϕ(x)) = v(y). Then, we have ∇xvˆ = (∇yv)A, ∇yv = (∇xvˆ)B, and
|∇yv|2 = |(∇xvˆ)B|2 = (∇xvˆ)BBT (∇xvˆ)T .
The Kronecker product ∇⊗∇ of the gradient ∇ is defined by
∇⊗∇ :=
(
∂
∂x1
∇, ..., ∂
∂xn
∇
)
=
(
∂2
∂x21
,
∂2
∂x1∂x2
, ...,
∂2
∂xn−1∂xn
,
∂2
∂x2n
)
.
We regard ∇⊗∇ to be a row vector. From this definition, it follows that∑
|δ|=2
(∂δv)2 =
n∑
i,j=1
(
∂2v
∂xi∂xj
)2
= |(∇⊗∇)v|2
and (∇x ⊗ ∇x)vˆ = ((∇y ⊗∇y)v) (A ⊗ A), (∇y ⊗ ∇y)v = ((∇x ⊗∇x)vˆ) (B ⊗ B).
Suppose that the minimum and maximum eigenvalues of BBT are 0 < λm ≤ λM .
Then, we have λm|∇xvˆ|2 ≤ |∇yv|2 ≤ λM |∇xvˆ|2 and∑
|δ|=2
(∂yv)
2 = |(∇y ⊗∇y)v|2
= ((∇x ⊗∇x)vˆ) (B ⊗B)(B ⊗B)T ((∇x ⊗∇x)vˆ)T
= ((∇x ⊗∇x)vˆ) (BBT ⊗BBT ) ((∇x ⊗∇x)vˆ)T ,
λ2m
∑
|δ|=2
(∂δ
x
vˆ)2 ≤
∑
|δ|=2
(∂δ
y
v)2 ≤ λ2M
∑
|δ|=2
(∂δ
x
vˆ)2.
The above inequalities can be easily extended to higher-order derivatives giving the
following inequalities:
λkm
∑
|δ|=k
(∂δ
x
vˆ)2 ≤
∑
|δ|=k
(∂δ
y
v)2 ≤ λkM
∑
|δ|=k
(∂δ
x
vˆ)2, k ≥ 1.(2.1)
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2.4. Useful inequalities. For N positive real numbers U1, ..., UN , the following
inequalities hold:
N∑
k=1
Upk ≤ N τ(p)
(
N∑
k=1
U2k
)p/2
, τ(p) :=
{
1− p/2, 1 ≤ p ≤ 2
0, 2 ≤ p <∞ ,(2.2) (
N∑
k=1
U2k
)p/2
≤ Nγ(p)
N∑
k=1
Upk , γ(p) :=
{
0, 1 ≤ p ≤ 2
p/2− 1, 2 ≤ p <∞ .(2.3)
2.5. The Sobolev imbedding theorems. If 1 < p < ∞, Sobolev’s Imbedding
Theorem and Morry’s inequality imply that
W 2,p(K) ⊂ C1,1−2/p(K), p > 2,
H2(K) ⊂W 1,q(K) ⊂ C0,1−2/q(K), ∀q > 2,
W 2,p(K) ⊂W 1,2p/(2−p)(K) ⊂ C0,2(p−1)/p(K), 1 < p < 2.
For proofs of the Sobolev imbedding theorems, see [1] and [6]. For the case p = 1, we
still have the continuous imbedding W 2,1(K) ⊂ C0(K). For the proof of the critical
imbedding , see [1, Theorem 4.12] and [5, Lemma 4.3.4].
2.6. Lagrange interpolation on triangles and their estimations. Let K be a
triangle with vertices xi, i = 1, 2, 3, and (λ1, λ2, λ3) be its barycentric coordinates
with respect to xi. By definition, we have 0 ≤ λi ≤ 1, λ1 + λ2 + λ3 = 1. For a
positive integer k ≥ 1, the set Σk(K) of points on K is defined by
(2.4) Σk(K) :=
{(a1
k
,
a2
k
,
a3
k
)
∈ K
∣∣∣ ai ∈ N0, 0 ≤ ai ≤ k, a1 + a2 + a3 = k} .
Figure 1. The set Σk(K), k = 1, k = 2, k = 3.
For a triangle K, a positive integer k, and 1 ≤ p ≤ ∞, we define the subset
T kp (K) ⊂W k+1,p(K) by
T kp (K) :=
{
v ∈ W k+1,p(K)
∣∣∣ v(x) = 0, ∀x ∈ Σk(K)} .(2.5)
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Let Pk be the set of polynomials with two variables whose degree is at most k. For
a continuous function v ∈ C(K), the kth-order Lagrange interpolation IkKv ∈ Pk of
v is defined by v(x) = (IkKv)(x) for any x ∈ Σk(K). From this definition, it is clear
that v − IkKv ∈ T kp (K) for any v ∈ W k+1,p(K).
For an integer m such that 0 ≤ m ≤ k, Bm,kp (K) is defined by
Bm,kp (K) := sup
v∈T kp (K)
|v|m,p,K
|v|k+1,p,K .
Note that we have
Bm,kp (K) = inf
{
C; |v − IkKv|m,p,K ≤ C|v|k+1,p,K , ∀v ∈ W k+1,p(K)
}
.(2.6)
For an error estimate of Lagrange interpolation, standard textbooks such as [7]
and [5] explain the following theorem. Recall that ρK is the diameter of its inscribed
circle of K.
Theorem 2.1. Let 1 ≤ p ≤ ∞, and k ≥ 1 be an integer. Let σ > 0 be a positive
constant. Then, for a triangle K that satisfies hK/ρK ≤ σ, the following estimate
holds:
(2.7) |v − IkKv|m,p,K ≤ Chk+1−mK |v|k+1,p,K , ∀v ∈W k+1,p(K),
where m = 0, 1, ..., k, and the constant C depends on k, p, and σ.
Jamet presented an improved estimation, which does not require the shape-
regularity condition [11, The´ore`me 3.1].
Theorem 2.2 (Jamet). Let 1 ≤ p ≤ ∞. Let m ≥ 0, k ≥ 1 be integers such that
k + 1−m > 2/p (1 < p ≤ ∞) or k −m ≥ 1 (p = 1). 1 Then, the following estimate
holds:
(2.8) |v − IkKv|m,p,K ≤ C
hk+1−mK
(cos(θK/2))m
|v|k+1,p,K , ∀v ∈W k+1,p(K),
where θK ≥ pi/3 is the maximum angle of K, and C depends only on k, p.
Note that, if m = k ≥ 1 and 1 ≤ p ≤ 2, estimate (2.8) cannot be applied. As will
be noted in Section 4.1 (2), Theorem 1.1 includes Theorem 2.2 as a special case.
Let Kα be the right triangle with vertices (0, 0)
T , (1, 0)T , and (0, α)T (0 < α ≤
1), that is obtained by squeezing K̂. As is stated in Section 1, squeezing a right
triangle perpendicularly does not deteriorate approximation property of Lagrange
interpolation. We have the following theorem:
1Note that in [11, The´ore`me 3.1] the case p = 1 is not mentioned explicitly but clearly holds for
triangles.
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Theorem 2.3. There exists a constant Ck,p that depends only on k and p (1 ≤
p ≤ ∞) and is independent of α (0 < α ≤ 1) such that
(2.9) Bm,kp (Kα) := sup
v∈T kp (Kα)
|v|m,p,Kα
|v|k+1,p,Kα
≤ Ck,p, m = 0, 1, ..., k.
Note that Theorem 2.3 is not a totally new result. For the case m = k = 1 and
p = 2, (2.9) was proved by Babusˇka and Aziz in [3]. Kobayashi and Tsuchiya [12]
proved (2.9) with m = k = 1 and any p (1 ≤ p ≤ ∞). For the case k ≥ 1 with
p = 2 and m = 0, 1, (2.9) was proved by Shenk [17]. By (2.8), estimate (2.9) holds
if k + 1 −m > 2/p (1 < p ≤ ∞) or k −m ≥ 1 (p = 1). Hence, it seems that (2.9)
with k = m ≥ 2 and 1 ≤ p ≤ 2 has not yet been proved. A proof of Theorem 2.3 by
the Babusˇka-Aziz type technique will be given in [14].
3. Liu and Kikuchi’s method
In this section, we give an alternative proof of (1.3) for the case p = 2 using
Liu and Kikuchi’s method. To this end, we rewrite their proof using the Kronecker
product of matrices.
For s, t, and α with s2 + t2 = 1, t > 0, 0 < α ≤ 1, we consider the vector
(αs, αt)T ∈ R2. Let K be the triangle with vertices x1 := (0, 0)T , x2 := (1, 0)T , and
x3 := (αs, αt)
T . Let e1, e2, e3 be the three edges of K, as depicted in Figure 2.
Without loss of generality, we assume that e2 is the longest edge of K. Let θ be the
angle between e1 and e3. Then, s = cos θ, t = sin θ, and the assumption that e2 is
the longest yields
(3.1) s = cos θ ≤ α
2
≤ 1
2
,
pi
3
≤ θ < pi.
Note that an arbitrary triangle in R2 can be transformed to K by a sequence of
scaling, translation, rotation, and mirror imaging.
We define the 2× 2 matrices as
A :=
(
1 s
0 t
)
, B := A−1 =
(
1 −st−1
0 t−1
)
.(3.2)
Then, Kα can be transformed to K by the transformation y = Ax. Moreover,
T kp (K) is pulled-back to T kp (Kα) as T kp (K) ∋ v 7→ vˆ := v ◦ A ∈ T kp (Kα). A simple
computation yields that ATA has eigenvalues 1 ± |s|, and BBT has eigenvalues
(1∓ |s|)/t2. It follows from (2.1) that 1−|s|t2 |∇xvˆ|2 ≤ |∇yv|2 ≤ 1+|s|t2 |∇xvˆ|2 and
(1− |s|)2
t4
∑
|δ|=2
(
∂δ
x
vˆ
)2 ≤ ∑
|δ|=2
(
∂δ
y
v
)2 ≤ (1 + |s|)2
t4
∑
|δ|=2
(
∂δ
x
vˆ
)2
.(3.3)
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e3
e2
θ
x1 x2
x3
K
Figure 2. The triangle under consideration. The vertices are x1 =
(0, 0)T , x2 = (1, 0)
T , and x3 = (αs, αt)
T , where s2 + t2 = 1, t > 0,
and 0 < α ≤ 1. We assume that |e1| = 1 ≤ |e2|.
Furthermore, because the determinant of A is t, we have
|v|21,2,K ≤
1 + |s|
t
|vˆ|21,2,Kα ,
(1− |s|)2
t3
|vˆ|22,2,Kα ≤ |v|22,2,K ,
|v|21,2,K
|v|22,2,K
≤ t
2(1 + |s|)|vˆ|21,2,Kα
(1− |s|)2|vˆ|22,2,Kα
=
(1 + |s|)2|vˆ|21,2,Kα
(1− |s|)|vˆ|22,2,Kα
.
Combining this estimate and (2.9) withm = k = 1 and p = 2, we obtain the following
theorem [16, Corollary 1]:
Theorem 3.1 (Liu-Kikuchi). For 0 < α ≤ 1, we have the following estimate:
B1,12 (K) ≤
1 + |s|√
1− |s|B
1,1
2 (Kα) ≤
2C1,2√
1− |s| .
The following is the key lemma.
Lemma 3.2. Let RK be the circumradius of K. For the triangle K considered
in this section, the following inequality holds:
1√
1− |s| ≤ 2
√
2RK .
Proof. Recall from (3.1) that s = cos θ, t = sin θ, and pi/3 ≤ θ < pi. A straightfor-
ward computation implies that√
1 + |s| ≤
√
2
√
1 + α2 − 2αs, 0 < ∀α ≤ 1, −1 < ∀s ≤ α
2
.
From the cosine and sine laws, we have |e2|2 = 1 + α2 − 2αs = 4R2Kt2. Therefore,
we obtain
1√
1− |s| =
√
1 + |s|
t
≤
√
2
t
√
1 + α2 − 2αs =
√
2
t
√
4R2Kt
2 = 2
√
2RK .

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Combining Theorem 3.1 and Lemma 3.2, we have obtained an alternative proof
of (1.3) for the triangle depicted in Figure 2 with p = 2.
Corollary 3.3. Let K be the triangle depicted in Figure 2. Then, we have
B1,12 (K) := sup
v∈T 1
2
(K)
|v|1,2,K
|v|2,2,K ≤ 4
√
2C1,2RK .
4. Main results and their proofs
The method explained so far can be immediately extended to higher-order La-
grange interpolation. Inequality (3.3) is extended to the case of arbitrary k as fol-
lows:
(1− |s|)k
t2k
∑
|δ|=k
(∂δ
x
vˆ)2 ≤
∑
|δ|=k
(∂δ
y
v)2 ≤ (1 + |s|)
k
t2k
∑
|δ|=k
(∂δ
x
vˆ)2.
Let 1 ≤ p <∞. Then, inequalities (2.2), (2.3) yield
|v|pm,p,K =
∫
K
∑
|δ|=m
|∂δ
y
v(y)|pdy ≤ 2mτ(p)
∫
K
 ∑
|δ|=m
|∂δ
y
v(y)|2
p/2dy
≤ 2mτ(p)
(
1 + |s|
t2
)mp/2 ∫
K
 ∑
|δ|=m
|∂δ
x
vˆ(x)|2
p/2dy
= 2mτ(p)
(
1 + |s|
t2
)mp/2
t
∫
Kα
 ∑
|δ|=m
|∂δ
x
vˆ(x)|2
p/2dx
≤ 2m(τ(p)+γ(p))
(
1 + |s|
t2
)mp/2
t
∫
Kα
∑
|δ|=m
|∂δ
x
vˆ(x)|pdx
= 2m(τ(p)+γ(p))
(
1 + |s|
t2
)mp/2
t|vˆ|pm,p,Kα
and
|v|pk+1,p,K =
∫
K
∑
|δ|=k+1
|∂δ
y
v(y)|pdy
≥ 2−(k+1)γ(p)
∫
K
 ∑
|δ|=k+1
|∂δ
y
v(y)|2
p/2dy
≥ 2−(k+1)γ(p)
(
1− |s|
t2
)(k+1)p/2 ∫
K
 ∑
|δ|=k+1
|∂δ
x
vˆ(x)|2
p/2dy
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= 2−(k+1)γ(p)
(
1− |s|
t2
)(k+1)p/2
t
∫
Kα
 ∑
|δ|=k+1
|∂δ
x
vˆ(x)|2
p/2dx
≥ 2−(k+1)(τ(p)+γ(p))
(
1− |s|
t2
)(k+1)p/2
t
∫
Kα
∑
|δ|=k+1
|∂δ
x
vˆ(x)|pdx
= 2−(k+1)(τ(p)+γ(p))
(
1− |s|
t2
)(k+1)p/2
t|vˆ|pk+1,p,Kα .
The two inequalities and Theorem 2.3, Lemma 3.2 imply
|v|pm,p,K
|v|pk+1,p,K
≤ c˜pk,m,p
tp(k+1−m)(1 + |s|)mp/2|vˆ|pm,p,Kα
(1− |s|)(k+1)p/2|vˆ|pk+1,p,Kα
= c˜pk,m,p
(1 + |s|)(k+1+m)p/2|vˆ|pm,p,Kα
tpm|vˆ|pk+1,p,Kα
,
|v|m,p,K
|v|k+1,p,K ≤ c˜k,m,p
(1 + |s|)(k+1+m)/2|vˆ|m,p,Kα
tm|vˆ|k+1,p,Kα
≤ ck,pCk,pRmK ,
where c˜k,m,p := 2
(k+1+m)(τ(p)+γ(p))/p and the constant ck,p depends only on k, p. If
p =∞, the same estimation is obtained by letting p→∞ in the above inequalities.
Thus, denoting ck,pCk,p by Ck,p, the following theorem has been proved.
Theorem 4.1. Let K be the triangle depicted in Figure 2. Then, the estimate
Bm,kp (K) := sup
v∈T kp (K)
|v|m,p,K
|v|k+1,p,K ≤ Ck,pR
m
K , ∀p, 1 ≤ p ≤ ∞
holds, where RK is the circumradius of K and the constant Ck,p depends only on k
and p.
Now, let K be an arbitrary triangle. Theorem 4.1 and Corollary 3.3 can be
extended to K. The similar transformation GY for a positive Y ∈ R is defined
by GY : R
2 → R2, GY (x) := Y x. Let K1 be defined by K1 = GY (K). A function
u ∈ W k,p(K) on K is pulled-back to v(x) := u(G−1Y (x)) = u(G1/Y (x)) on K1. Then,
for a nonnegative integer k and any p (1 ≤ p ≤ ∞), we have
|v|k,p,K1 = Y 2/p−k|u|k,p,K , ∀u ∈W p,k(K).
Let hK ≥ h2 ≥ h1 be the lengths of the three edges of K. Suppose that the second
longest edge of K is parallel to the x- or y-axis. Then, by a translation, a mirror
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imaging, and G1/h2 , K can be transformed to the triangle K˜ depicted in Figure 2.
Hence, we may apply Theorem 4.1 to K˜, and obtain
sup
u∈T kp (K)
hm2 |u|m,2,K
hk+12 |u|k+1,2,K
= sup
v∈T kp (K˜)
|v|m,p,K˜
|v|k+1,p,K˜
≤ Ck,pRmK˜
and
sup
u∈T kp (K)
|u|m,p,K
|u|k+1,p,K ≤ Ck,pR
m
K˜
hk+1−m2 ≤ Ck,pRmKhk+1−2mK .
Here, we use the fact that RK˜h2 = RK and hK/2 < h2 ≤ hK . The constant Ck,p
can be modified up to a constant multiple. Note that if p 6= 2, the Sobolev norms
are modified by a rotation. Therefore, we have shown the following theorem, which
is equivalent to Theorem 1.1 because of (2.6).
Theorem 4.2. Let K be an arbitrary triangle. Let RK be its circumradius and
hK be the length of its longest edge. Let 1 ≤ p ≤ ∞, and m, k be integers such that
0 ≤ m ≤ k. Then, there exists a positive constant C that depends only on k, p such
that the following estimation holds:
Bm,kp (K) := sup
u∈T kp (K)
|u|m,p,K
|u|k+1,p,K ≤ C
(
RK
hK
)m
hk+1−mK = CR
m
Kh
k+1−2m
K .
4.1. Concluding remarks. Here, we compare the newly obtained estimate (1.5)
with known results such as (2.7), (2.8), and (1.2).
(1) For an error analysis of the finite element method, the cases m = 0, 1 are the
most important. In these cases, the estimates obtained from (1.5) can be written,
for any v ∈W k+1,p(K), as
|v − IkKv|1,p,K ≤ CRKhk−1K |v|k+1,p,K , |v − IkKv|0,p,K ≤ Chk+1K |v|k+1,p,K .
They are extensions of (1.2). Recall that the constant C is independent of the
geometry of K.
(2) Recall that h1 ≤ h2 ≤ hK are the lengths of the three edges of K. Let θK
be the maximum angle of K and SK be the area of K. Then, from the formulas
SK =
1
2h1h2 sin θK and RK = h1h2hK/(4SK), we have
RK
hK
=
1
2 sin θK
,
pi
3
≤ θK < pi.
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Thus, it is clear that the boundedness of RK/hK, which is the semiregularity of K
defined by Krˇ´ıˇzek, is equivalent to the maximum angle condition θK ≤ θ1 < pi with
a fixed constant θ1. If this is the case, the estimate from (1.5) becomes∣∣v − IkKv∣∣m,p,K ≤ C(2 sin θ1)mhk+1−mK |v|k+1,p,K , ∀v ∈W k+1,p(K)
for m = 0, 1, ..., k, which is an extention of Jamet’s result of (2.8).
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