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KIRILLOV-RESHETIKHIN MODULES OF GENERALIZED QUANTUM
GROUP OF TYPE A
JAE-HOON KWON AND MASATO OKADO
Abstract. The generalized quantum group of type A is an affine analogue of quantum
group associated to a general linear Lie superalgebra, which appears in the study of
solutions to the tetrahedron equation or the three-dimensional Yang-Baxter equation. In
this paper, we develop the crystal base theory for finite-dimensional representations of
generalized quantum group of type A. As a main result, we construct Kirillov-Reshetikhin
modules, that is, a family of irreducible modules which have crystal bases. We also
give an explicit combinatorial description of the crystal structure of Kirillov-Reshetikhin
modules, the combinatorial R matrix, and energy function on their tensor products.
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1. Introduction
The crystal base of an integrable highest weight module over the quantum group Uq(g) for
a symmetrizable Kac-Moody algebra g introduced by Kashiwara in [17] has been one of the
most important objects in studying representations of quantum groups, revealing remarkably
rich combinatorial structures of them. For an affine quantum group U ′q(g) without derivation,
there is also a category of finite-dimensional representations where the existence of crystal
base is not assured. However, there is a celebrated family of modules W(r)s called Kirillov-
Reshetikhin modules [20, 6], and it is conjectured in [9, 10] that they also have crystal bases,
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where r is the index of the simple root of the classical subalgebra and s is a positive integer.
The existence of crystal base is shown when g is of non-exceptional type in [27], and the
description of crystal structures is given in [7]. The KR crystals form an important class
of finite affine crystals having a close connection with the theory of perfect crystals and
the path realization of crystals of integrable highest weight modules, and applications to
various topics in algebraic combinatorics and mathematical physics including Macdonald
polynomials at t = 0, rigged configuration bijection, combinatorial Bethe Ansatz, box-ball
systems and so on (cf. [15, 23, 28, 21, 11]).
Recently, a new Hopf algebra called the generalized quantum group U() was introduced
in [19]. It is associated to an R matrix reduced from n-products of operators satisfying
the tetrahedron equation. The tetrahedron equation is a generalization of the Yang-Baxter
equation which plays a key role in quantum integrability in three dimensions (see [19] and
references therein). The parameter  = (1, . . . , n) with i ∈ {0, 1} for 1 ≤ i ≤ n stands
for the sequence of two kinds of operators occurring in the n-product of operators. Note
that U() is equal to the usual quantum group of affine type when  is homogeneous, that
is, i = j for all i 6= j, while for non-homogeneous  the quantum group associated to a Lie
superalgebra enters in a natural way interpolating two homogenous cases.
The purpose of this paper is to study the crystal base of finite-dimensional modules over
U() when it is of type A. In this case, we may view U() as an affine analogue of the
quantum group associated to general linear Lie superalgebra glM |N (cf. [30]), where M and
N are the numbers of 0 and 1 in , respectively. We assume that the parameter  is a
standard one M |N = (0M , 1N ) with M,N ≥ 1. As a main result, we construct a family of
finite-dimensional irreducible U()-modules having crystal bases, which we call KR modules
(Theorem 5.11). We show that there exists an irreducible U()-module W(r)s with a crystal
base, whose crystal Br,s is realized as the set of (M |N)-hook semistandard tableaux of shape
(sr) for each r, s ≥ 1 such that the rectangular partition (sr) is an (M |N)-hook partition.
This is a natural super-analogue of the KR crystals of type A
(1)
n−1 since the crystal of a
polynomial glM |N -module is parametrized by (M |N)-hook semistandard tableaux as shown
in [1].
The key ingredients for the construction of W(r)s and its crystal base are as follows. The
first one is the R matrix given in [19] acting on the two-fold tensor product of the q-analogue
of the supersymmetric spaceWs with an explicit spectral decomposition. The representation
space W(r)s is constructed by fusion construction in [15] using the R matrix. The next one
is a polynomial representation of the subalgebra U() of finite type, whose crystal coincides
with that of a polynomial representation of the quantum group Uq(glM |N ) in [1]. It should
be pointed out that we can not simply adopt the results in [1] even though we have an
isomorphism of algebras between U() and Uq(glM |N ) (up to a certain extension), since it
does not preserve comultiplication. For this reason we give a self-contained proof of the
existence of the crystal base of a polynomial U()-module (Theorem 4.12).
The crystal structure of Br,s with respect to U() is a well-known one as given in [1] since
W(r)s is an irreducible U()-module. On the other hand, it is more non-trivial to describe
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the Kashiwara operator f˜0 with respect to the additional simple root α0 in U(). In case of
type A
(1)
n−1, the description of f˜0 is given by using so-called the promotion operator based on
the cyclic symmetry of the Dynkin diagram of A
(1)
n−1. We do not have such symmetry in our
case and we use instead the switching algorithm of tableaux in [3] to have a combinatorial
description of f˜0 on B
r,s. We also examine the combinatorial R matrix, that is, an isomor-
phism of crystals from Br1,s1⊗Br2,s2 to Br2,s2⊗Br1,s1 , and the associated energy function.
Both of them are important objects in general when we consider one dimensional sum in the
study of solvable lattice models (see [26] for more details). We give an explicit description of
them in terms of insertion scheme of (M |N)-hook semistandard tableaux (cf. [2]) (Theorem
7.9). It turns out that their combinatorial rule does not differ from that for Uq(A
(1)
n−1) in
[29].
The paper is organized as follows. In Section 2, we briefly review the definition of gen-
eralized quantum group U() of type A and introduce a category O≥0 of finite-dimensional
U()-modules. In Section 3, we define the notion of crystal base of a module in O≥0. In
Section 4, we prove the existence of the crystal base of a polynomial representation of U()
and discuss a relation with the results in [1]. In Section 5, we construct a KR module W(r)s
by fusion construction and prove the existence of its crystal base. Then we give a combi-
natorial description of the crystal Br,s of W(r)s in Section 6, and study the combinatorial R
matrix and the energy function in Section 7.
Throughout the paper, we let q be an indeterminate. We put
[m] =
qm − q−m
q − q−1 (m ∈ Z≥0),
[m]! = [m][m− 1] · · · [1] (m ≥ 1), [0]! = 1,[
m
k
]
=
[m][m− 1] · · · [m− k + 1]
[k]!
(0 ≤ k ≤ m).
Acknowledgements The first author would like to thank Department of Mathematics of
Osaka City University for its hospitality during his visits in 2017 and 2018. The second
author would like to thank Atsuo Kuniba and Sergey Sergeev for the collaboration [19] on
which this work is partially based.
2. Generalized quantum group of type A
2.1. Generalized quantum group U(). We fix a positive integer n ≥ 4 throughout the
paper. Let  = (1, · · · , n) be a sequence with i ∈ {0, 1} for 1 ≤ i ≤ n. We denote by I
the linearly ordered set {1 < 2 < · · · < n} with Z2-grading given by I0 = { i | i = 0 } and
I1 = { i | i = 1 }.
Let P =
⊕
i∈I Zδi be the free abelian group generated by δi with a symmetric bilinear
form ( · | · ) given by (δi|δj) = (−1)iδij for i, j ∈ I. Let { δ∨i | i ∈ I } ⊂ P∨ := HomZ(P,Z) be
the dual basis such that 〈δi, δ∨j 〉 = δij for i, j ∈ I.
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Let I = { 0, . . . , n− 1 } and
(2.1) αi = δi − δi+1, α∨i = δ∨i − (−1)i+i+1δ∨i+1 (i ∈ I).
Here we understand the subscript i modulo n. Note that (αi|αi) = ±2 if and only if
i = i+1 = 0, 1 respectively, and (αi|αi) = 0 if and only if i 6= i+1. Put
Ieven = { i ∈ I | (αi|αi) = ±2 }, Iodd = { i ∈ I | (αi|αi) = 0 }.
We have (−1)i〈λ, α∨i 〉 = (λ|αi), for λ ∈ P and i ∈ I. In particular, (−1)i〈αj , α∨i 〉 =
(αj |αi) = (−1)j 〈αi, α∨j 〉 for i, j ∈ I.
Set
qi = (−1)iq(−1)i =
q if i = 0,−q−1 if i = 1, qij =

qj , if j = i,
q−1j , if j = i+ 1,
1, otherwise,
for i, j ∈ I with 1 ≤ i ≤ j ≤ n.
Definition 2.1. We define U() to be the associative Q(q)-algebra with 1 generated by
qh, ei, fi for h ∈ P∨ and i ∈ I satisfying
q0 = 1, qh+h
′
= qhqh
′
(h, h′ ∈ P∨),(2.2)
ωjeiω
−1
j = qijei, ωjfiω
−1
j = q
−1
ij fi,(2.3)
eifj − fjei = δij
ωiω
−1
i+1 − ω−1i ωi+1
q − q−1 ,(2.4)
e2i = f
2
i = 0 (i ∈ Iodd),(2.5)
where ωi = q
(−1)iδ∨i (i ∈ I), and the Serre-type relations
eiej − ejei = fifj − fjfi = 0, (|i− j| > 1),
e2i ej − (−1)i [2]eiejei + eje2i = 0,
f2i fj − (−1)i [2]fifjfi + fjf2i = 0,
(i ∈ Ieven and |i− j| = 1),
(2.6)
and
(2.7)
eiei−1eiei+1 − eiei+1eiei−1 + ei+1eiei−1ei
−ei−1eiei+1ei + (−1)i [2]eiei−1ei+1ei = 0,
fifi−1fifi+1 − fifi+1fifi−1 + fi+1fifi−1fi
−fi−1fifi+1fi + (−1)i [2]fifi−1fi+1fi = 0,
(i ∈ Iodd).
Here the subscripts i, j are also understood to be modulo n. We call U() the generalized
quantum group of affine type A associated to  (see [19, 24]).
Note that
U() ∼=
Uq(A
(1)
n−1), if 1 = · · · = n = 0,
U−q−1(A
(1)
n−1), if 1 = · · · = n = 1,
where Uq(A
(1)
n−1) is the usual quantum affine algebra of type A
(1)
n−1 with P the set of classical
weights of level 0.
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Put ki = ωiω
−1
i+1 = q
(−1)iα∨i for i ∈ I and let
Dij = Dji =
∏
k∈{i,i+1}∩{j,j+1}
q
2δij−1
k (i, j ∈ I).
Then the relations in (2.3) and (2.4) imply that
kiejk
−1
i = Dijej , kifjk
−1
i = D
−1
ij fj , eifj − fjei = δij
ki − k−1i
q − q−1 .
For i ∈ I, we put U()i = 〈ei, fi, k±1i 〉. We have
U()i ∼= Uqi(sl2) (i ∈ Ieven).
Example 2.2. If n = 6 and  = (000111), then
(Dij)0≤i,j≤5 =

−1 q−1 1 1 1 −q
q−1 q2 q−1 1 1 1
1 q−1 q2 q−1 1 1
1 1 q−1 −1 −q 1
1 1 1 −q q−2 −q
−q 1 1 1 −q q−2

.
For M,N ∈ Z≥0 with M +N = n, put
M |N = (0, · · · , 0︸ ︷︷ ︸
M
, 1, · · · , 1︸ ︷︷ ︸
N
).
When  = M |N , we have Ieven = I \ {0,M}, Iodd = {0,M}, I0 = {1, . . . ,M} and I1 =
{M + 1, . . . , n}. The Dynkin diagram associated to the Cartan matrix (〈αj , α∨i 〉)0≤i,j≤n is
© · · · © © · · ·⊗
⊗
©
α0
αMα1 αn−1αM−1 αM+1
where
⊗
denotes an isotropic simple root.
There is a Hopf algebra structure on U(), where the comultiplication ∆, the antipode S,
and the couint ε are given by
∆(qh) = qh ⊗ qh,
∆(ei) = ei ⊗ 1 + ki ⊗ ei,
∆(fi) = fi ⊗ k−1i + 1⊗ fi,
(2.8)
S(qh) = q−h, S(ei) = −eik−1i , S(fi) = −kifi,(2.9)
ε(qh) = 1, ε(ei) = ε(fi) = 0,(2.10)
for h ∈ P∨ and i ∈ I.
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Let η be the anti-automorphism on U() defined by
(2.11) η(qh) = qh, η(ei) = q
−1
i fiki, η(fi) = qik
−1
i ei,
for h ∈ P∨ and i ∈ I. It satisfies η2 = id and
(2.12) ∆ ◦ η = (η ⊗ η) ◦∆.
2.2. Representations of U(). For a U()-module V and µ = ∑i µiδi ∈ P , let
Vµ = {u ∈ V |ωiu = qµii u (i ∈ I) } = {u ∈ V | qδ
∨
i u = (−1)iµiqµiu (i ∈ I) }
be the µ-weight space of V . For a non-zero vector u ∈ Vµ, we denote by wt(u) = µ the
weight of u. Put wt(V ) = {µ ∈ P |Vµ 6= 0 }.
Let P≥0 =
∑
i∈I Z≥0δi be the set of polynomial weights. Define O≥0 to be the category
of U()-modules with objects V such that
(2.13) V =
⊕
µ∈P≥0
Vµ with dimVµ <∞,
which are closed under taking submodules, quotients, and tensor products. Note that for
i ∈ I and µ = ∑i µiδi, we have
kiu = q
µi
i q
−µi+1
i+1 u (u ∈ Vµ), eiVµ ⊂ Vµ+αi , fiVµ ⊂ Vµ−αi .(2.14)
In particular, any irreducible V ∈ O≥0 is finite-dimensional since wt(V ) ⊂ P≥0.
Let W be the Q(q)-space given by
W =
⊕
m1,...,mn
Q(q)|m1, . . . ,mn〉,
where mi ∈ Z≥0 if i = 0, and mi ∈ {0, 1} if i = 1. For simplicity, we write |m〉 =
|m1, . . . ,mn〉 for m = (m1, . . . ,mn) ∈ Zn≥0. We put |m| = m1 + · · ·+mn. In particular |0〉
for 0 = (0, . . . , 0) denotes the vacuum vector. For i ∈ I, put ei = (0, · · · , 1, · · · , 0) where 1
appears only in the i-th component.
For s ∈ Z≥0, put
Ws =
⊕
|m|=s
Q(q)|m〉.
For a parameter x, we denote by Ws(x) a U()-module V , where V = Ws as a Q(q)-space
and the actions of ei, fi, ωj are given by
ei|m〉 = xδi,0 [mi+1]|m + ei − ei+1〉,
fi|m〉 = x−δi,0 [mi]|m− ei + ei+1〉,
ωj |m〉 = qmjj |m〉,
(2.15)
for i ∈ I, j ∈ I, and |m〉 ∈ Ws (see [19, Proposition 3.2]). It is clear that Ws(x) ∈ O≥0.
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3. Crystal bases
3.1. Crystal base. Let us introduce the notion of a crystal base of a U()-module in O≥0,
which is based on [1].
Lemma 3.1. For any  ∈ {0, 1}n and V ∈ O≥0, we have
(1) ei and fi are locally nilpotent on V for i ∈ Ieven,
(2) eiVµ = fiVµ = 0 for i ∈ Iodd and µ ∈ P≥0 such that 〈µ, α∨i 〉 = 0,
(3) a U()i-submodule of V is completely reducible for i ∈ Iodd.
Proof. (1) It is clear since wt(V ) ⊂ P≥0.
(2) We may assume that Vµ 6= 0. If µ =
∑
i µiδi, then we have µi + µi+1 = 〈µ, α∨i 〉 = 0.
Since µ ∈ P≥0, it follows that µi = µi+1 = 0. In particular, µ ± αi = µ ± δi ∓ δi+1 6∈ P≥0,
and so Vµ±αi = 0. Since eiVµ ⊂ Vµ+αi and fiVµ ⊂ Vµ−αi , the assertion follows.
(3) Let u ∈ V be a non-zero weight vector. It is enough to show that N = U()iu is
completely reducible. If 〈wt(u), α∨i 〉 = 0, then we have N = Q(q)u by (2). So we assume
that 〈wt(u), α∨i 〉 6= 0 with kiu = ±qau for some a ∈ Z \ {0}.
Case 1. Suppose that eiu = 0. Then
(eifi − fiei)u = eifiu = ki − k
−1
i
q − q−1 u = ±[a]u,
which implies that fiu 6= 0 and N = Q(q)u⊕Q(q)fiu is irreducible.
Case 2. Suppose that eiu 6= 0. Since eifieiu = (eifi − fiei)eiu = ±[a]eiu 6= 0, we have
eifieiu 6= 0 and hence fieiu 6= 0.
If fiu = 0, then fieiu = eifiu ∓ [a]u = ∓[a]u. Hence N = Q(q)u ⊕ Q(q)eiu, which is
irreducible. If fiu 6= 0, then v := ±[a]u+fieiu 6= 0 and fiv = ±[a]fiu, eifiu = fieiu± [a]u =
v. Hence
N = (Q(q)eiu⊕Q(q)fieiu)⊕ (Q(q)v ⊕Q(q)fiv)
is a sum of two-dimensional irreducible modules. 
Let Uq(sl2) = 〈e, f, k±1〉 be the quantized enveloping algebra of sl2. For m ∈ Z≥0, let
V (m)±1 be the (m+1)-dimensional irreducible Uq(sl2)-module spanned by va for 0 ≤ a ≤ m,
where
kva = ±qm−2ava,
eva =
±[m− a+ 1]va−1, (1 ≤ a ≤ m),0, (a = 0),
fva =
[a+ 1]va+1, (0 ≤ a ≤ m− 1),0, (a = m),
(cf. [13]). Suppose that i ∈ Ieven. If (i, i+1) = (0, 0), then it is clear that U()i ∼= Uq(sl2)
under
(3.1) e 7→ ei, f 7→ fi, k 7→ ki.
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Hence any finite-dimensional U()i-submodule of V is a direct sum of V (m)+ (m ∈ Z≥0) as
a Uq(sl2)-module. On the other hand, if (i, i+1) = (1, 1), then the Q(q)-algebra homomor-
phism ξ : Uq(sl2) −→ U()i given by
(3.2) ξ(e) = −ei, ξ(f) = fi, ξ(k) = k−1i
is an isomorphism, and hence any finite-dimensional U()i-submodule of V is a direct sum
of V (m)(−1)m (m ∈ Z≥0) as a Uq(sl2)-module. The induced comultiplication ∆ξ := (ξ−1 ⊗
ξ−1) ◦∆ ◦ ξ of Uq(sl2) on a tensor product of polynomial representations is
∆ξ(k±1) = k±1 ⊗ k±1,
∆ξ(e) = e⊗ 1 + k−1 ⊗ e,
∆ξ(f) = f ⊗ k + 1⊗ f.
(3.3)
Now let us define the Kashiwara operators e˜i and f˜i on V ∈ O≥0 for i ∈ I.
Case 1. Suppose that i ∈ Ieven and (i, i+1) = (0, 0). We define e˜i and f˜i on V to be the
usual Kashiwara operators on the upper crystal base of Uq(sl2)-module V (m)+ (m ∈ Z≥0)
under the isomorphism Uq(sl2) ∼= U()i (3.1). In other words, if we have u ∈ Vµ with
u =
∑
k≥0 f
(k)
i uk, where f
(k)
i = f
k
i /[k]!, lk = 〈wt(uk), α∨i 〉 and eiuk = 0 for k ≥ 0, then we
define
e˜iu =
∑
k≥1
q−lk+2k−1f (k−1)i uk, f˜iu =
∑
k≥0
qlk−2k−1f (k+1)i uk.
Case 2. Suppose that i ∈ Ieven and (i, i+1) = (1, 1). We define e˜i and f˜i on V to be
the usual Kashiwara operators on the lower crystal base of Uq(sl2)-module V (m)± (m ∈
Z≥0) under the isomorphism Uq(sl2) ∼= U()i (3.2). Hence, if we have u ∈ Vµ with u =∑
k≥0 f
(k)
i uk, where eiuk = 0 for k ≥ 0, then
e˜iu =
∑
k≥1
f
(k−1)
i uk, f˜iu =
∑
k≥0
f
(k+1)
i uk.
Case 3. Suppose that i ∈ Iodd and (i, i+1) = (0, 1). For u ∈ Vµ, we define
e˜iu = eiu, f˜iu = η(ei)u.
Case 4. Suppose that i ∈ Iodd and (i, i+1) = (1, 0). For u ∈ Vµ, we define
e˜iu = η(fi)u, f˜iu = fiu.
Let A0 be the subring of Q(q) consisting of f(q)/g(q) with f(q), g(q) ∈ Q[q] such that
g(0) 6= 0.
Definition 3.2. Let V ∈ O≥0 be given. A pair (L,B) is a crystal base of V if it satisfies
the following conditions:
(1) L is an A0-lattice of V and L =
⊕
µ∈P≥0 Lµ where Lµ = L ∩ Vµ,
(2) B is a signed basis of L/qL, that is, B = B ∪ (−B) where B is a Q-basis of L/qL,
(3) B =
⊔
µ∈P≥0 Bµ where Bµ ⊂ (L/qL)µ
(4) e˜iL ⊂ L, f˜iL ⊂ L and e˜iB ⊂ B ∪ {0}, f˜iB ⊂ B ∪ {0} for i ∈ I,
(5) f˜ib = b
′ if and only if e˜ib′ = ±b for i ∈ I and b, b′ ∈ B.
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The A0-lattice L is called a crystal lattice of V . The set B/{±1} is equipped with an
I-colored oriented graph structure, which we call a crystal (graph) of V , where b
i−→ b′ if
and only if f˜ib = b
′. For i ∈ Ieven and b ∈ B, let
(3.4) εi(b) = max{ k | e˜ki b 6= 0 }, ϕi(b) = max{ k | f˜ki b 6= 0 }.
Throughout the paper, let us often identify B with the crystal associated with (L,B)
when there is no confusion.
For s ≥ 0, let us set Ws =Ws(1) as a U()-module. Put
Ls =
⊕
|m|=s
A0|m〉, Bs = {±|m〉 (mod qLs) | |m| = s }.(3.5)
Proposition 3.3. For s ∈ Z≥0,
(1) (Ls,Bs) is a crystal base of Ws,
(2) the crystal Bs is connected.
Proof. (1) Clearly, Definition 3.2(1)–(3) hold. Let us show that (Ls,Bs) satisfies Definition
3.2(4). The proof of Definition 3.2(5) is left to the reader.
Let i ∈ I be given. We understand the subscript i in i modulo n. Given l ≥ 0 and
0 ≤ k ≤ l, put |m(i)l,k〉 = |(l − k)ei + kei+1〉. We may consider only |m(i)l,k〉 since the
coefficients of ej for j 6∈ {i, i+ 1} in any |m〉 ∈ Ls are invariant under e˜i and f˜i.
Case 1. Suppose that (i, i+1) = (0, 0). Given l ≥ 0, we have e˜i|m(i)l,0〉 = 0 and
f˜ki |m(i)l,0〉 = qk(l−k)f (k)i |m(i)l,0〉 = qk(l−k)
[
l
k
]
|m(i)l,k〉 ∈ (1 + qA0)|m(i)l,k〉 (0 ≤ k ≤ l).
This implies that e˜iLs ⊂ Ls and f˜iLs ⊂ Ls.
Case 2. Suppose that (i, i+1) = (1, 1). Since mi,mi+1 ∈ {0, 1} for any |m〉, it is clear
that e˜iLs ⊂ Ls and f˜iLs ⊂ Ls.
Case 3. Suppose that (i, i+1) = (0, 1). Consider |m(i)l,0〉 for l ≥ 0. If l = 0, then
e˜i|m(i)0,0〉 = f˜i|m(i)0,0〉 = 0. If l ≥ 1, then ei|m(i)l,0〉 = 0 and
f˜i|m(i)l,0〉 = η(ei)|m(i)l,0〉 = q−1i fiki|m(i)l,0〉 = q−1i qli[l]|m(i)l,1〉
=
(
1− q2l
1− q2
)
|m(i)l,1〉 ∈ (1 + qA0)|m(i)l,1〉.
Also we have
e˜if˜i|m(i)l,0〉 =
(
1− q2l
1− q2
)
|m(i)l,0〉.
Hence e˜iLs ⊂ Ls and f˜iLs ⊂ Ls.
Case 4. Suppose that (i, i+1) = (1, 0). It is similar to Case 3.
(2) From the proof of (1), we see that
Bs = {±f˜a1i1 · · · f˜arir |ms〉 (mod qLs) | r ≥ 0, i1, . . . , ir ∈ I \ {0}, a1, . . . , ar ≥ 1 },
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where
|ms〉 =

|se1〉, if 1 = 0,
|e1 + · · ·+ es〉, if 1 = · · · = s = 1 and s ≤ n,
|e1 + · · ·+ et + (s− t)et+1〉, if 1 = · · · = t = 1 and t+1 = 0 with t < s.
In particular, the crystal Bs is connected. 
3.2. Tensor product rule. Now, we have the following version of tensor product rule of
crystal bases for U()-modules in O≥0 with respect to ∆ (2.8), which is slightly different
from those in [1, Proposition 2.8] with respect to ∆± (see (4.5)).
Proposition 3.4. Let V1, V2 ∈ O≥0 be given. Suppose that (Li, Bi) is a crystal base of
Vi for i = 1, 2. Then (L1 ⊗ L2, B1 ⊗ B2) is a crystal base of V1 ⊗ V2, where B1 ⊗ B2 ⊂
(L1/qL1)⊗ (L2/qL2) = L1⊗L2/qL1⊗L2. Moreover, the Kashiwara operators e˜i and f˜i act
on B1 ⊗B2 as follows:
(1) if i ∈ Ieven and (i, i+1) = (0, 0), then
e˜i(b1 ⊗ b2) =
e˜ib1 ⊗ b2, if ϕi(b1) ≥ εi(b2),b1 ⊗ e˜ib2, if ϕi(b1) < εi(b2),
f˜i(b1 ⊗ b2) =
f˜ib1 ⊗ b2, if ϕi(b1) > εi(b2),b1 ⊗ f˜ib2, if ϕi(b1) ≤ εi(b2),
(3.6)
(2) if i ∈ Ieven and (i, i+1) = (1, 1), then
e˜i(b1 ⊗ b2) =
b1 ⊗ e˜ib2, if ϕi(b2) ≥ εi(b1),σie˜ib1 ⊗ b2, if ϕi(b2) < εi(b1),
f˜i(b1 ⊗ b2) =
b1 ⊗ f˜ib2, if ϕi(b2) > εi(b1),σif˜ib1 ⊗ b2, if ϕi(b2) ≤ εi(b1),
(3.7)
where σi = (−1)(wt(b2)|αi),
(3) if i ∈ Iodd and (i, i+1) = (0, 1), then
e˜i(b1 ⊗ b2) =
e˜ib1 ⊗ b2, if 〈wt(b1), α∨i 〉 > 0,b1 ⊗ e˜ib2, if 〈wt(b1), α∨i 〉 = 0,
f˜i(b1 ⊗ b2) =
f˜ib1 ⊗ b2, if 〈wt(b1), α∨i 〉 > 0,b1 ⊗ f˜ib2, if 〈wt(b1), α∨i 〉 = 0,
(3.8)
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(4) if i ∈ Iodd and (i, i+1) = (1, 0), then
e˜i(b1 ⊗ b2) =
e˜ib1 ⊗ b2, if 〈wt(b2), α∨i 〉 = 0,b1 ⊗ e˜ib2, if 〈wt(b2), α∨i 〉 > 0,
f˜i(b1 ⊗ b2) =
f˜ib1 ⊗ b2, if 〈wt(b2), α∨i 〉 = 0,b1 ⊗ f˜ib2, if 〈wt(b2), α∨i 〉 > 0.
(3.9)
Proof. Let L = L1 ⊗ L2 and B = B1 ⊗ B2. It is clear that (L,B) satisfies the conditions
(1)-(3) in Definition 3.2. So it suffices to check the conditions (4) and (5) for each i ∈ I, and
the tensor product rules (3.6)-(3.9).
Case 1. Suppose that i ∈ Ieven and (i, i+1) = (0, 0). Then the conditions (4) and (5) in
Definition 3.2 and (3.6) follow from the usual crystal base theory for Uq(sl2) (cf. [12]).
Case 2. Suppose that i ∈ Ieven and (i, i+1) = (1, 1). By (3.2) and (3.3), we may apply
the tensor product rule for V (m)±1 over Uq(sl2) = 〈e, f, k±1〉, where the order of tensor
product is given in a reverse way.
For m ∈ Z≥0 and σ ∈ {±1}, let vm be a highest weight vector in V (m)σ. Put
L(m)σ =
⊕
0≤a≤m
A0f
(a)vm, B(m)σ = {±f (a)vm (mod qL(m)σ) | 0 ≤ a ≤ m }.
Then (L(m)σ, B(m)σ) is a crystal base of V (m)σ in the sense of Definition 3.2 regarding
Uq(sl2) = U()i under (3.2). Let m1,m2 ∈ Z≥0 and σ1, σ2 ∈ {±1} be given. Following, for
example, [12, Theorem 4.4.3], one can check that (L(m1)σ1 ⊗L(m2)σ2 , B(m1)σ1 ⊗B(m2)σ2)
is a crystal base of V (m1)σ1 ⊗ V (m2)σ2 , and the Kashiwara operators e˜ and f˜ with respect
to the comultiplication (3.3) act as follows:
e˜(b1 ⊗ b2) =
b1 ⊗ e˜b2, if ϕ(b2) ≥ ε(b1),σ2 e˜b1 ⊗ b2, if ϕ(b2) < ε(b1),
f˜(b1 ⊗ b2) =
b1 ⊗ f˜ b2, if ϕ(b2) > ε(b1),σ2 f˜ b1 ⊗ b2, if ϕ(b2) ≤ ε(b1),
where ε and ϕ are defined as in (3.4). This implies the conditions (4) and (5) in Definition
3.2 and (3.7).
Case 3. Suppose that i ∈ Iodd and (i, i+1) = (0, 1). Let V ∈ O≥0 with a crystal
base (L0, B0). For a weight vector u ∈ L0, we have u = u0 + eiu1 by Lemma 3.1, where
fiu0 = fiu1 = 0. Note that kiu1 = ±qlu1 for some l ∈ N, and
f˜ie˜iu1 = f˜ieiu1 = η(ei)eiu1 = q
−1fikieiu1 = −q−1kifieiu1
= q−1ki
ki − k−1i
q − q−1 u1 =
q2l − 1
q2 − 1 u1 ≡ u1 (mod qL0).
(3.10)
Since f˜ieiu = f˜ieiu1 =
q2l−1
q2−1 u1 ∈ L0, we have u1 ∈ L0 and hence u0 ∈ L0. Furthermore, if
u ≡ b (mod qL0) for some b ∈ B0, then we may assume that u = eki v for some v ∈ L0 and
k = 0, 1 such that fiv = 0.
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Now, from (3.10) and
∆(ei) = ei ⊗ 1 + ki ⊗ ei,
∆(η(ei)) = ∆(q
−1fiki) = ∆(q−1fi)∆(ki) = q−1(fi ⊗ k−1i + 1⊗ fi)(ki ⊗ ki)
= η(ei)⊗ 1 + ki ⊗ η(ei),
we see that the pair (L,B) satisfies the conditions (4) and (5) in Definition 3.2 and (3.8).
Case 4. Suppose that i ∈ Iodd and (i, i+1) = (1, 0). The proof is similar to Case 3. So
we leave it to the reader. 
3.3. Polarization. Let V be a U()-module with a symmetric bilinear form ( , ). We call
( , ) a polarization if
(3.11) (xu, v) = (u, η(x)v),
for x ∈ U() and u, v ∈ V .
Definition 3.5. Let V ∈ O≥0 be given. A crystal base (L,B) of V is called polarizable if
it satisfies the following:
(1) V has a polarization ( , ) such that (L,L) ⊂ A0,
(2) if ( , )0 is the induced bilinear form on L/qL, then (b, b
′)0 = δbb′ for b, b′ ∈ B. In
particular, ( , )0 is positive definite on L/qL.
For s ∈ Z≥0, we define a symmetric bilinear form on Ws by
(3.12) (|m〉, |m′〉) = δm,m′q−
∑
1≤i<j≤nmimj
1
[m1 + · · ·+mn]!
n∏
i=1
[mi]!.
Proposition 3.6. The bilinear form in (3.12) is a polarization, and the crystal base (Ls,Bs)
of Ws is polarizable with respect to (3.12).
Proof. Let i ∈ I be given. For m = (m1, . . . ,mn) ∈ Zn≥0, let m′ = m− ei + ei+1 where we
understand the subscript i modulo n. Then we can check that
(|m′〉, |m′〉) = [mi+1 + 1]
[mi]
q1−mi+mi+1(|m〉, |m〉),
which implies that ( , ) is a polarization.
We have (|m〉, |m′〉) ∈ δm,m′(1 + qA0) for any |m〉, |m′〉 ∈ Ws. Hence (Ls,Ls) ⊂ A0
and the induced bilinear form ( , )0 is positive definite on Ls/qLs. Therefore, (Ls,Bs) is
polarizable with respect to (3.12). 
Lemma 3.7. Let V1, V2 be U()-modules with polarizations ( , )1 and ( , )2, respectively.
Then V1 ⊗ V2 has a polarization given by
(u1 ⊗ u2, v1 ⊗ v2) = (u1, v1)1(u2, v2)2
for u1, v1 ∈ V1 and u2, v2 ∈ V2.
Proof. It follows from (2.12). 
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Proposition 3.8. We have the following.
(1) If (Li, Bi) is a polarizable crystal base of Vi ∈ O≥0 for i = 1, 2, then (L1 ⊗L2, B1 ⊗
B2) is a polarizable crystal base of V1 ⊗ V2.
(2) If V ∈ O≥0 has a polarizable crystal base, then V is completely reducible.
Proof. The proofs of (1) and (2) are the same as in [1, Lemma 2.11] and [1, Theorem 2.12],
respectively. 
4. Polynomial representations of finite type A
4.1. Polynomial representations. Let I = I \ {0} and let U() be the subalgebra of U()
generated by qh, ei, fi for h ∈ P∨ and i ∈ I. Put Ieven = I ∩ Ieven and Iodd = I ∩ Iodd.
We define O≥0 to be the category of U()-modules V satisfying (2.13). We call V ∈ O≥0
a polynomial representation of U(). The category O≥0 is closed under taking submodules,
quotients, and tensor products. We define a crystal base of V ∈ O≥0 in the same way as in
Definition 3.2.
Let V = W1 as a U()-module with Q(q)-basis { |ei〉 | i ∈ I }. Clearly V ∈ O≥0, and
(L,B) := (L1,B1) is a polarizable crystal base by Proposition 3.6. Furthermore, for m ≥ 1,
(L⊗m,B⊗m) is a polarizable crystal base of V⊗m by Proposition 3.8.
Corollary 4.1. For m ≥ 1, V⊗m is completely reducible.
Remark 4.2. Note that
(4.1) U() ∼=
Uq(gln), if 1 = · · · = n = 0,U−q−1(gln), if 1 = · · · = n = 1,
where Uq(gln) is the quantized enveloping algebra of the general linear Lie algebra gln. One
may think of the usual crystal base of a U(1, . . . , 1)-module V with respect to v = −q−1 and
hence a crystal at v = 0, while the crystal base of V in Definition 3.2 is the one at q = 0.
In this case, it is not difficult to see that each irreducible in O≥0 has a crystal base in the
sense of Definition 3.2, whose crystal is isomorphic to that of usual crystal with the same
highest weight.
4.2. Quantum superalgebra Uq(glM |N ). Let Θ be the bialgebra over Q(q) generated by
ϑj for j ∈ I1, which commute and satisfy ϑ2j = 1. Here the comultiplication is given by
∆(ϑj) = ϑj ⊗ ϑj for j ∈ I1. Then Θ acts on U() by
ϑjq
h = qh, ϑjei = (−1)(δj |αi)ei, ϑjfi = (−1)(δj |αi)fi,(4.2)
for j ∈ I1, h ∈ P∨, and i ∈ I. It is clear that U() is a Θ-module algebra. Let U()[ϑ] be
the semidirect product of U() and Θ. Then it is straightforward to check the following.
Proposition 4.3. For V ∈ O≥0, V can be extended to a U()[θ]-module, where ϑju =
(−1)µju for j ∈ I1 and u ∈ Vµ with µ =
∑
i µiδi.
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
Let U(M |N ) be the associative Q(q)-algebra with 1 generated by qh, Ei, Fi for h ∈ P∨
and i ∈ I satisfying
q0 = 1, qh+h
′
= qhqh
′
(h, h′ ∈ P∨),
$jEi$
−1
j = q
(αi|δj)Ei, $jFi$−1j = q
−(αi|δj)Fi,
EiFj − (−1)p(i)p(j)FjEi = (−1)iδij
$i$
−1
i+1 −$−1i $i+1
q − q−1 ,
E2M = F
2
M = 0,
EiEj − (−1)p(i)p(j)EjEi = FiFj − (−1)p(i)p(j)FjFi = 0, (|i− j| > 1),
E2i Ej − [2]EiEjEi + EjE2i = 0,
F 2i Fj − [2]FiFjFi + FjF 2i = 0,
(i 6= M and |i− j| = 1),
EMEM−1EMEM+1 + EMEM+1EMEM−1 + EM+1EMEM−1EM
+EM−1EMEM+1EM − [2]EMEM−1EM+1EM = 0,
FMFM−1FMFM+1 + FMFM+1FMFM−1 + FM+1FMFM−1FM
+FM−1FMFM+1FM − [2]FMFM−1FM+1FM = 0,
where p(i) = i + i+1 and $j = q
(−1)j δ∨j for j ∈ I. Here the subscripts i, j are also
understood to be modulo n.
We also define U(M |N )[ϑ] to be the semidirect product of U() and Θ, where ϑj acts on
U(M |N ) as in (4.2) with ei and fi replaced by Ei and Fi for i ∈ I.
Proposition 4.4. For M,N ∈ Z≥0 with M + N = n, there exists an isomorphism of
Q(q)-algebras
τ : U(M |N )[ϑ] −→ U(M |N )[ϑ],
such that
τ(ϑj) = ϑj (M + 1 ≤ j ≤ n),
τ($j) =
ωj , (1 ≤ j ≤M),ωjϑj , (M + 1 ≤ j ≤ n),
τ(Ei) =
ei, (1 ≤ i ≤M),−ei(ϑiϑi+1)i+M , (M + 1 ≤ i ≤ n− 1),
τ(Fi) =

fi, (1 ≤ i < M),
fMϑM+1, (i = M),
fi(ϑiϑi+1)
i+M+1, (M + 1 ≤ i ≤ n− 1).
(4.3)
Proof. It is straighforward to check that τ(qh), τ(Ei), τ(Fi), ϑj satisfy the defining relations
of U(M |N )[ϑ]. For example, we have
τ(EM )τ(FM ) + τ(FM )τ(EM )
= eMfMϑM+1 + fMϑM+1eM = eMfMϑM+1 − fMeMϑM+1
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= (eMfM − fMeM )ϑM+1 = kM − k
−1
M
q − q−1 ϑM+1
=
ωM ωM+1
−1 − ωM−1ωM+1
q − q−1 ϑM+1 =
τ($M ) τ($M+1)
−1 − τ($M )−1τ($M+1)
q − q−1 ,
and
τ(Ei)τ(Fi)− τ(Fi)τ(Ei)
= −ei(ϑiϑi+1)i+Mfi(ϑiϑi+1)i+M+1 + fi(ϑiϑi+1)i+M+1ei(ϑiϑi+1)i+M
= −(eifi − fiei)ϑiϑi+1 = −ki − k
−1
i
q − q−1 ϑiϑi+1
= −ωiω
−1
i+1 − ω−1i ωi+1
q − q−1 ϑiϑi+1 = −
τ($i)τ($i+1)
−1 − τ($i)−1τ($i+1)
q − q−1 ,
for M + 1 ≤ i ≤ n− 1. We leave the verification of the other relations to the reader.
So τ is a well-defined surjective Q(q)-algebra homomorphism. Conversely, there is a Q(q)-
algebra homomorphism τ ′ : U(M |N )[ϑ] −→ U(M |N )[ϑ] similar to τ , which is defined by
replacing Ei and Fi with ei and fi for i ∈ I, respectively in (4.3). Then τ and τ ′ are inverses
of each other. Hence τ is an isomorphism. 
The operator θi := ϑiϑi+1 for M ≤ i ≤ n is equal to θi in [19, Section 3.3.1], where we
assume that ϑM = 1. If we put Ki = $i$
−1
i+1 ∈ U(M |N ) for i ∈ I, then
(4.4) τ(Ki) =
ki, (1 ≤ i < M),kiθi, (M ≤ i ≤ n− 1).
The isomorphism τ when restricted to the subalgebra generated by Ei, Fi, K
±1
i and θj for
i ∈ I and M ≤ j ≤ n is equal to the one in [19, Section 3.3].
Remark 4.5. For arbitrary , a quantum superalgebra of type A is defined in [30]. Similar
to Proposition 4.4, this algebra was shown to be isomorphic to U() by adding generators
of order 4 in [24].
Set
χ = ϑM · · ·ϑn.
Then χ2 = 1, χqh = qhχ, and χXi = (−1)p(i)Xiχ for i ∈ I and X = E,F . We define
Uq(glM |N ) = U(M |N )⊕ U(M |N )χ,
which is the subalgebra of U(M |N )[ϑ] generated by U(M |N ) and χ. It is isomorphic to the
quantum superalgebra associated to the general linear Lie superalgebra glM |N in [30] (see
also [1]).
Let Oint be the category of Uq(glM |N )-modules satisfying the following conditions [1,
Definiton 2.2]:
(1) V =
⊕
µ∈P Vµ, where Vµ = {u ∈ V | qhu = q〈µ,h〉u (h ∈ P∨) },
(2) dimVµ <∞ for µ ∈ P ,
(3) V is a locally finite Uq(glM |N )i-module for i 6= M , where Uq(glM |N )i = 〈Ei, Fi,K±1i 〉,
16 JAE-HOON KWON AND MASATO OKADO
(4) Vµ 6= 0 implies 〈µ, α∨M 〉 ≥ 0,
(5) EMVµ = FMVµ = 0 if 〈µ, α∨M 〉 = 0 for µ ∈ P .
For V ∈ O≥0, let V τ be the pullback of V via τ , which is the same as V as a space,
whose elements are denoted by uτ for u ∈ V , and the action of Uq(glM |N ) is given by
xuτ = (τ(x)u)τ for x ∈ Uq(glM |N ) and u ∈M .
Proposition 4.6. For V ∈ O≥0, we have V τ ∈ Oint.
Proof. Property (1) follows from Proposition 4.3 and (4.4). Properties (2) and (4) are
clear. Properties (3) and (5) follow from Lemma 3.1. 
Remark 4.7. There are two Hopf algebra structures on Uq(glM |N ) with the respective
comultiplications ∆± given by
∆±(χ) = χ⊗ χ, ∆±(qh) = qh ⊗ qh,∆+(Ei) = Ei ⊗ 1 + χp(i)Ki ⊗ Ei,∆−(Ei) = Ei ⊗K−1i + χp(i) ⊗ Ei,∆+(Fi) = Fi ⊗K−1i + χp(i) ⊗ Fi,∆−(Fi) = Fi ⊗ 1 + χp(i)Ki ⊗ Fi,
(4.5)
for h ∈ P and i ∈ I. On the other hand, the comultiplication ∆τ =: (τ−1 ⊗ τ−1) ◦∆ ◦ τ on
Uq(glM |N ) induced from ∆ via τ is given by
∆τ (χ) = χ⊗ χ, ∆τ (qh) = qh ⊗ qh,
∆τ (Ei) =
Ei ⊗ 1 +Ki ⊗ Ei, (1 ≤ i ≤M),Ei ⊗ θM+ii +KiθM+i−1i ⊗ Ei, (M + 1 ≤ i ≤ n− 1),
∆τ (Fi) =
Fi ⊗K−1i + 1⊗ Fi, (1 ≤ i ≤M),Fi ⊗K−1i θM+i−1i + θM+ii ⊗ Fi, (M + 1 ≤ i ≤ n− 1),
(4.6)
for h ∈ P and i ∈ I.
In the next subsection, we discuss the crystal bases of U(M |N )-modules V in O≥0. By
Proposition 4.6, one may take a crystal base of V as the one of Uq(glM |N )-module V τ given
in [1]. But the construction of crystal bases in [1] and their tensor products are given with
respect to the comultiplication ∆− (4.5), and we have ∆τ 6= ∆− from (4.5) and (4.6). So we
give instead a self-contained exposition on the crystal bases of U(M |N )-modules V in O≥0,
though the proofs are essentially the same as those in [1].
4.3. Crystal bases of polynomial representations. Let U()+ be the subalgebra of U()
generated by qh and ei for h ∈ P∨ and i ∈ I. For λ =
∑
λiδi ∈ P≥0, let 1λ = Q(q)vλ be
the one-dimensional U()+-module such that eivλ = 0 and ωjvλ = qλjj vλ for i ∈ I and
j ∈ I. We define V (λ) to be the irreducible quotient of U() ⊗U()+ 1λ. By (2.14), we
see that V (λ) =
⊕
µ V (λ)µ, where the sum is over µ = λ −
∑
i∈I ciαi with ci ∈ Z≥0 and
dimV (λ)µ <∞.
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Let P be the set of all partitions. For M,N ∈ Z≥0 with M + N = n, a partition
λ = (λi)i≥1 ∈ P is called an (M |N)-hook partition if λM+1 ≤ N (cf. [2]). We denote the
set of all (M |N)-hook partitions by PM |N . For example,
λ = (5, 3, 2, 2) = ∈P3|4
For λ ∈PM |N , we define
(4.7) Λλ = λ1δ1 + · · ·λMδM + µ1δM+1 + · · ·+ µNδM+N ,
where (µ1, . . . , µN ) is the conjugate of the partition (λM+1, λM+2, . . .). Since the map
λ 7→ Λλ is injective, we identify PM |N with its image in P≥0 if there is no confusion.
Proposition 4.8. Let V be an irreducible U(M |N )-module in O≥0. Then V ∼= V (λ) for
some λ ∈ PM |N . Moreover, V τ is an irreducible Uq(glM |N )-module in Oint with highest
weight λ.
Proof. Since V is finite-dimensional, there exists a highest weight vector v with weight
λ ∈ P≥0. Let us consider V τ (see Section 4.2). By Proposition 4.4, we see that the set of
weights in V τ is equal to that of V . Suppose that V τ is not irreducible. Then there exists
a vector w with weight µ ∈ λ −∑i∈I Z≥0αi such that µ 6= λ and Eiw = 0 for i ∈ I. This
implies that w also generates a proper U(M |N )-submodule of V , which is a contradiction.
So V τ is an irreducible Uq(glM |N )-module with highest weight λ. By [1, Propositions 3.4
and 4.5], it follows that λ ∈PM |N . Hence V ∼= V (λ). 
Suppose that  is arbitrary. Let B be the crystal of the natural representation V of U().
For simplicity, we identify B with I as a set, and B⊗m with a word of length m with letters
in I for m ≥ 1. The crystal B is given by
1
1
−→ 2
2
−→ · · ·
n−1
−→ n.
Thanks to Proposition 3.4, the crystal structure on B⊗m coincides with the one in [1, Section
2]. For the reader’s convenience, let us briefly describe f˜i (i ∈ I) on B⊗m. Let b = b1 · · · bm ∈
B⊗m be given, where bt ∈ I for 1 ≤ t ≤ m.
Case 1. Suppose that i ∈ Ieven with (i, i+1) = (0, 0). For 1 ≤ t ≤ m, we put at = +, −,
and · if bt = i, i+ 1, and otherwise, respectively. In the sequence a = (a1, · · · , am),
we replace a pair (at, at′) = (+,−), where t < t′ and at′′ = · for t < t′′ < t′, with
( · , · ), and repeat this process as far as possible until we get a sequence with no
− placed to the right of +. We denote this sequence by a˜. If t corresponds to the
leftmost + in a˜, then f˜ib is given by replacing bt = i with i+ 1. If there is no + in
a˜, then f˜ib = 0.
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Case 2. Suppose that i ∈ Ieven with (i, i+1) = (1, 1). In this case, f˜ib is obtained by the
same way as in Case 1, except a is replaced by arev := (am, · · · , a1).
Case 3. Suppose that i ∈ Iodd with (i, i+1) = (0, 1). Choose the smallest 1 ≤ t ≤ m such
that (wt(ebt)|αi) 6= 0 or bt ∈ {i, i+1}. If bt = i, then f˜ib is given by replacing bt = i
with i+ 1. If bt = i+ 1 or there is no such t, then f˜ib = 0.
Case 4. Suppose that i ∈ Iodd with (i, i+1) = (1, 0). Then f˜ib is given by the same way as
in Case 3, except t is replaced by the largest one such that bt ∈ {i, i+ 1}.
For a skew Young diagram λ/µ, a tableau T obtained by filling λ/µ with letters in I is
called semistandard if (1) the letters in each row (resp. column) are weakly increasing from
left to right (resp. from top to bottom), (2) the letters in I0 (resp. I1) are strictly increasing
in each column (resp. row). We say that the shape of T is λ/µ. We denote by SST (λ/µ)
the set of all semistandard tableaux of shape λ/µ. It is not difficult to check that SST (λ)
is non-empty if and only if λ ∈PM |N .
Example 4.9. Suppose that  = 3|4 with I0 = {1, 2, 3} and I1 = {4, 5, 6, 7}.
1 1 2 3 6
2 5 7
3 5
4 6
∈ SST ((5, 3, 2, 2))
where the letters in I0 are in blue (italic).
Let λ ∈ P such that SST (λ) is non-empty. For T ∈ SST (λ), let T (i, j) denote the
letter of T located in the i-th row from the top and the j-th column from the left. Let
m =
∑
i≥1 λi. Choose an embedding
(4.8) ι : SST (λ)→ B⊗m
by reading the letters of T in SST (λ) in such a way that T (i, j) should be read before
T (i + 1, j) and T (i, j − 1) for each i, j. Then the image of SST (λ) under ι together with
0 is stable under e˜i, f˜i (i ∈ I) and the induced I-colored oriented graph structure does not
depend on the choice of ι by [1, Theorem 4.4].
Now, we suppose that  = M |N in the rest of this subsection.
Proposition 4.10. For λ ∈PM |N , SST (λ) is a connected I-colored oriented graph with a
unique highest weight element Hλ with highest weight λ.
Proof. The first statement is easy to check. The second statement follows from [1, Theorem
4.8] since the crystal structure on B⊗m and hence on SST (λ) coincides with those in [1]. 
Remark 4.11. We recall that unlike the crystal graph of an integrable highest weight
representation of Uq(gln), there might exist T ∈ SST (λ) such that wt(T ) 6= λ but e˜iT = 0
for all i ∈ I, which is called a fake highest weight vector in [1]. Due to the existence of fake
highest weight vectors, the proof of the connectedness of SST (λ) becomes much different
and non-trivial compared to the case of Uq(gln). We call the unique highest weight element
Hλ ∈ SST (λ) a genuine highest weight vector. Similarly, there exists a fake lowest weight
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vector, and we denote by Lλ the genuine lowest weight vector, which is the unique lowest
weight vector in SST (λ).
For λ ∈PM |N , let
L(λ) =
∑
r≥0, i1,...,ir∈I
A0x˜i1 · · · x˜irvλ,
B(λ) = {± x˜i1 · · · x˜irvλ (mod qL(λ)) | r ≥ 0, i1, . . . , ir ∈ I } \ {0},
(4.9)
where vλ is a highest weight vector in V (λ) and x = e, f for each ik. Then we have the
following (cf. [1, Theorem 5.1]).
Theorem 4.12. For λ ∈ PM |N , (L(λ), B(λ)) is a crystal base of V (λ), and the crystal
B(λ) is isomorphic to SST (λ) as an I-colored oriented graph.
Proof. By Proposition 4.8, wt(V (λ)) is equal to the set of weights of irreducible highest
weight Uq(glM |N )-module with highest weight λ. Also the I-colored oriented graph structure
on SST (λ) is equal to the one in [1]. Therefore we may apply the same arguments in [1,
Section 5] (together by using Proposition 3.8) to prove the statements in the theorem. 
Theorem 4.13. Let V be a finite-dimensional U(M |N )-module in O≥0. Suppose that V is
completely reducible and it has a crystal base (L,B). Then there exists an isomorphism of
U(M |N )-modules
ψ : V −→
⊕
λ∈PM|N
V (λ)⊕mλ ,
for some mλ ∈ Z≥0 such that
(1) ψ|L : L −→
⊕
λ∈PM|N L(λ)
⊕mλ is an isomorphism of A0-modules,
(2) ψ|B : B −→
⊔
λ∈PM|N B(λ)
⊕mλ is an isomorphism of I-colored oriented graphs,
where ψ is the map on L/qL induced from ψ, and B(λ)⊕mλ = B(λ) unionsq · · · unionsq B(λ)
(mλ times).
Proof. Let λ be a maximal weight in wt(V ) with dimVλ = `. We have a Q(q)-basis of
Vλ, say { v1, . . . , v` } such that vi ∈ L and vi ∈ B (mod qL) for 1 ≤ i ≤ `. By Proposition
4.8, we have λ ∈ PM |N and U(M |N )vi ∼= V (λ) for 1 ≤ i ≤ `. Let (L(λ)(i), B(λ)(i)) be the
crystal base of U(M |N )vi given in (4.9) generated by vi for 1 ≤ i ≤ `.
Put V 0 =
⊕
1≤i≤` U(M |N )vi ∼= V (λ)⊕`. Then L0 :=
⊕
1≤i≤` L(λ)
(i) is a crystal lattice
of V 0. On the other hand, L ∩ V 0 is a crystal lattice of V 0. By the same arguments as in
[1, Lemma 2.7(iii)], we have L0 = L ∩ V 0. Since one may regard L0/qL0 ⊂ L/qL, we have
B0 :=
⊔
1≤i≤`B(λ)
(i) ⊂ B.
Let V 1 be a submodule of V such that V = V 0 ⊕ V 1. Put L1 = L ∩ V 1. Then we have
Lk/qLk ⊂ L/qL (k = 0, 1), which is invariant under e˜i and f˜i for i ∈ I. Let u =
∑
b∈B cbb ∈
L1/qL1 be given, where B is a Q-basis of L/qL with B = B ∪ (−B). If cb 6= 0 for some
b ∈ B0, then x˜i1 · · · x˜iru ∈ (L/qL)λ \ {0} = (L0/qL0)λ \ {0} for some i1, . . . , ir ∈ I with
x = e, f for each ik, which is a contradiction. Hence L
1/qL1 is spanned by B1 := B \ B0.
This implies L0/qL0 ⊕ L1/qL1 = L/qL and hence L = L0 ⊕ L1. It follows that (L1, B1) is
a crystal base of V 1. The proof completes by using induction on dimV . 
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Corollary 4.14. We have the following.
(1) For λ ∈PM |N , V (λ) is a direct summand of V⊗m, where m =
∑
i≥1 λi, and V (λ)
has a polarizable crystal base.
(2) For µ, ν ∈PM |N , V (µ)⊗ V (ν) is completely reducible. The multiplicity of V (λ) in
V (µ)⊗V (ν) is equal to the Littlewood-Richardson coefficient associated to λ, µ, and
ν.
Proof. (1) By [1, Theorem 4.13], we have
B⊗m ∼=
⊔
λ∈PM|N∑
i≥1 λi=m
SST (λ)⊕mλ ,
as an I-colored oriented graph, where mλ is the number of standard tableaux of shape λ
with letters in { 1, . . . ,m }. By Corollary 4.1 and Theorem 4.13, V (λ) is a submodule of
V⊗m for λ ∈ PM |N with m =
∑
i≥1 λi. Moreover, by Proposition 3.8 and Theorem 4.13,
V (λ) has a polarizable crystal base with a polarization induced from the one on V⊗m.
(2) It follows from (1) and Proposition 3.8 that V (µ)⊗ V (ν) is completely reducible for
µ, ν ∈PM |N . For λ ∈PM |N , the multiplicity of V (λ) in V (µ)⊗V (ν) is equal to the number
of connected components in SST (µ) ⊗ SST (ν) isomorphic to SST (λ), which is shown to
be equal to the usual Littlewood-Richardson coefficient asscociated to λ, µ, ν [16, Theorem
4.18]. 
5. R matrix and Kirillov-Reshetikhin modules
From now on, we assume that  = M |N for some M,N ≥ 0 with M + N = n. Put
U = U(M |N ) and U = U(M |N ).
5.1. R matrix. Let l,m ∈ Z≥0 be given. We suppose that (l), (m) ∈PM |N , which means
that l,m ∈ Z≥0 when M > 0, and l,m ≤ n when M = 0. For generic x, y ∈ Q(q),
Wl(x) ⊗ Wm(y) is an irreducible U-module. The case when M ∈ {0, n} is well-known
(cf. [14]), and the case for 1 ≤M ≤ n− 1 is proved in [19].
Consider a non-zero linear map R ∈ EndQ(q)(Wl(x)⊗Wm(y)) such that
∆op(g) ◦R = R ◦∆(g)(5.1)
for g ∈ U , where ∆op is the opposite coproduct of ∆ in (2.8), that is, ∆op(g) = P ◦∆(g) ◦P
and P (a ⊗ b) = b ⊗ a. Such a map is unique up to scalar multiplication if exists since
Wl(x) ⊗ Wm(y) is irreducible. We call it the R matrix, and denote it by R(z) since R
depends only on z = x/y.
The existence of the R matrix is proved in [19, Theorem 4.1] by reducing a solution of
the tetrahedron equation to the Yang-Baxter equation.
Theorem 5.1 ([19]). For l,m ∈ Z≥0 with (l), (m) ∈ PM |N , there exists a non-zero linear
map R ∈ EndQ(q)(Wl(x)⊗Wm(y)) satisfying (5.1) and the Yang-Baxter equation
R12(u)R13(uv)R23(v) = R23(v)R13(uv)R12(u),
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on Ws1(x1)⊗Ws2(x2)⊗Ws3(x3) with u = x1/x2 and v = x2/x3 for (s1), (s2), (s3) ∈PM |N
and generic x1, x2, x3. Here Rij(z) denotes the map which acts as R(z) on the i-th and the
j-th component and the identity elsewhere.
Note that Wl(x) ∼= V ((l)) as a U-module in O≥0, and
(5.2) Bl ∼= SST ((l))
as an I-colored oriented graph (cf. (3.5)), where |m〉 for m = (m1, . . . ,mn) corresponds to
a unique tableau T in SST ((l)) with mi the number of occurrences of i in T for i ∈ I.
Put
(5.3) H(l,m) = { t | 0 ≤ t ≤ min(l,m), (l +m− t, t) ∈PM |N }.
By Corollary 4.14, Wl(x) ⊗Wm(y) is completely reducible as a U-module, and it has the
following multiplicity-free decomposition (see [16, (6.15)])
(5.4) Wl(x)⊗Wm(y) ∼=
⊕
t∈H(l,m)
V ((l +m− t, t)).
For each t ∈ H(l,m), let ξl,mt be the U-highest weight vector of V ((l + m − t, t)) given
in [19, (6.5), (6.10), (6.14)]. More precisely, we have to apply P to ξl,mt in [19] since our
comultiplication is opposite to the one in [19].
We define a U-linear map P l,mt :Wl(x)⊗Wm(y) −→Wm(y)⊗Wl(x) given by P l,mt (ξl,mt′ ) =
δtt′ξ
m,l
t for t
′ ∈ H(l,m). Then the U-linear map PR(z) has the spectral decomposition
(5.5) PR(z) =
∑
t∈H(l,m)
ρt(z)P l,mt ,
for some ρt(z) ∈ Q(q). An explicit form of PR(z) is given as follows [19, (6.10), (6.13),
(6.16)];
(5.6) PR(z) =
min(l,m)∑
t=max{l+m−n,0}
min(l,m)∏
i=t+1
1− ql+m−2i+2z
z − ql+m−2i+2
P l,mt (M = 0),
(5.7) PR(z) =
min(l,m,n−1)∑
t=0
(
t∏
i=1
z − ql+m−2i+2
1− ql+m−2i+2z
)
P l,mt (M = 1),
(5.8) PR(z) =
min(l,m)∑
t=0
(
t∏
i=1
z − ql+m−2i+2
1− ql+m−2i+2z
)
P l,mt (2 ≤M ≤ n),
where we assume that ρmin(l,m)(z) = 1 in (5.6) and ρ0(z) = 1 in (5.7) and (5.8). We remark
that ρt(z) above is equal to ρt(z
−1) in [19] by our convention of comultiplication.
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5.2. Fusion construction of KR modules. Let us apply fusion construction following
[15]. We assume that 1 ≤ M ≤ n − 1 since the results when M ∈ {0, n} are well-known
(cf. [15]).
Fix s ≥ 1 and put Vx = Ws(x) for x ∈ Q(q). For R(z) ∈ EndQ(q)(Vx ⊗ Vy) in (5.7) and
(5.8), we take a normailzation
Rˇ(z) =
(
s∏
i=1
1− q2s−2i+2z
z − q2s−2i+2
)
PR(z).
Since (s2) 6∈PM |N if and only if M = 1 and s > n− 1, we have
(5.9) Rˇ(z) =

∑n−1
t=0
(∏s
i=t+1
1− q2s−2i+2z
z − q2s−2i+2
)
Ps,st , if (s2) 6∈PM |N ,
Ps,ss +
∑s−1
t=0
(∏s
i=t+1
1− q2s−2i+2z
z − q2s−2i+2
)
Ps,st , if (s2) ∈PM |N .
For r ≥ 2, let Sr denote the group of permutations on r letters generated by si = (i i+ 1)
for 1 ≤ i ≤ r − 1. By Theorem 5.1, we have U-linear maps
Rˇw(x1, . . . , xr) : Vx1 ⊗ · · · ⊗ Vxr −→ Vxw(1) ⊗ · · · ⊗ Vxw(r)
for w ∈ Sr and generic x1, . . . , xr satisfying the following:
Rˇ1(x1, . . . , xr) = idVx1⊗···⊗Vxr ,
Rˇsi(x1, . . . , xr) =
(
⊗j<iidVxj
)
⊗ Rˇ(xi/xi+1)⊗
(
⊗j>i+1idVxj
)
,
Rˇww′(x1, . . . , xr) = Rˇw′(xw(1), . . . , xw(r))Rˇw(x1, . . . , xr),
for w,w′ ∈ Sr with `(ww′) = `(w) + `(w′), where `(w) denotes the length of w.
Let w0 denote the longest element in Sr. By (5.9), Rˇw0(x1, . . . , xr) does not have a pole
at q−2k for k ∈ Z≥0 as a function in x1, . . . , xr. Hence we have a U-linear map
Rˇr := Rˇw0(q
1−r, q3−r, · · · , qr−1) : Vq1−r ⊗ · · · ⊗ Vqr−1 −→ Vqr−1 ⊗ · · · ⊗ Vq1−r .
We define a U-module
W(r)s = ImRˇr,
which we call a Kirillov-Reshetikhin module corresponding to (r, s).
Proposition 5.2. For r, s ≥ 1, the U-module W(r)s is non-zero if and only if (sr) =
(s, · · · , s︸ ︷︷ ︸
r times
) ∈PM |N . In this case, we have W(r)s ∼= V ((sr)) as a U-module.
Proof. The proof is similar to the case when M = 0 in [15, Section 3]. But we give a
self-contained proof for the reader’s convenience. We have Vx ∼= V1 ∼= V ((s)) as a U-module
for x ∈ Q(q) with a crystal base (L((s)), B((s))). By Corollary 4.14(2) and [16, (6.15)], we
have as a U-module
Vq1−r ⊗ · · · ⊗ Vqr−1 ∼= Vqr−1 ⊗ · · · ⊗ Vq1−r ∼= V ((s))⊗r ∼=
⊕
λ
V (λ)⊕mλ ,(5.10)
where the sum is over λ ∈ PM |N such that
∑
i≥1 λi = rs and λi ≥ s for some i and
mλ ∈ Z≥0. Here we have m(sr) ≤ 1, and m(sr) = 1 if and only if (sr) ∈PM |N .
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For each 1 ≤ i ≤ r − 1, we have
Rˇr = Rsi(· · · , qr−2i−1︸ ︷︷ ︸
i
, qr−2i+1︸ ︷︷ ︸
i+1
, · · · )Rw0si(q1−r, · · · , qr−1),
which implies that as a U-module
(5.11) W(r)s ⊂ V ((s))⊗i−1 ⊗ ImRˇ2 ⊗ V ((s))⊗r−i−1 ⊂ V ((s))⊗r.
By (5.9), we have as a U-module ImRˇ2 = V ((s2)) if (s2) ∈PM |N , and ImRˇ2 = 0 otherwise.
Suppose that W(r)s is non-zero. By Theorem 4.13, W(r)s as a U-module has a crystal base
(L′, B′), where L′ is a direct summand of L((s))⊗r and B′ is a subset of B((s))⊗r. Let
b1 ⊗ · · · ⊗ br ∈ B′ be given. Since ImRˇ2 = V ((s2)) by (5.11), C(bi ⊗ bi+1), the connected
component of bi ⊗ bi+1 in B((s))⊗2 with respect to e˜i and f˜i for i ∈ I, is isomorphic to
B((s2)) ∼= SST ((s2)) as an I-colored oriented graph. This is equivalent to saying that
bi ⊗ bi+1 corresponds to a tableau in SST ((s2)), whose first and second row correspond to
bi and bi+1, respectively. Hence C(b1 ⊗ · · · ⊗ br) ⊂ B((s))⊗r is isomorphic to B((sr)) ∼=
SST ((sr)). It follows that (sr) ∈PM |N .
Conversely, suppose that (sr) ∈ PM |N . By (5.10), there exists a unique highest weight
vector u+ with highest weight Λ(sr) (see (4.7)) in V
⊗r
1 up to scalar multiplication. When
r = 2, we have Rˇ(q−2k)(u+) 6= 0 for any integer k ≥ 1 from (5.9). In view of the definition
of Rˇr, we also have Rˇr(u+) 6= 0 for any r, and hence W(r)s is non-zero.
Since the crystal base of W(r)s as a U-module is contained in B((sr)) and V ((sr)) is
irreducible, we have W(r)s = V ((sr)). 
Let r, s ≥ 1 such that (sr) ∈PM |N . Let u+ ∈ W(r)s be a U-highest weight vector corre-
sponding to H(sr) ∈ SST ((sr)) and let u− ∈ W(r)s be a U-lowest weight vector corresponding
to L(sr) ∈ SST ((sr)) (see Remark 4.11). Put
(5.12) u0 =
u+ if r ≤M,u− if r > M,
where we assume u0 ∈ L((s))⊗r and u0 ∈ B((s))⊗r (mod qL((s))⊗r).
Example 5.3. Suppose that n = 7 and  = 3|4, where I0 = {1, 2, 3} and I1 = {4, 5, 6, 7}.
Then
u0 = u+ ≡
1 1 1 1 1
2 2 2 2 2
3 3 3 3 3
∈ SST ((53)) u0 = u− ≡
5 6 7
5 6 7
5 6 7
5 6 7
∈ SST ((34)) .
Proposition 5.4. There exists a polarization ( , )r on W(r)s such that (u0, u0)r = 1.
Proof. By Proposition 3.6, the polarization on Ws = V1 in (3.12) yields a pairing on
Vx ⊗ Vx−1 for x ∈ Q(q) satisfying the condition (3.11). Hence we have a pairing on (Vx1 ⊗
· · · ⊗ Vxr )⊗ (Vx−11 ⊗ · · · ⊗ Vx−1r ) for x1, . . . , xr ∈ Q(q) given by
(5.13) (u, v) = (u1, v1) · · · (ur, vr),
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for u = u1 ⊗ · · · ⊗ ur ∈ Vx1 ⊗ · · · ⊗ Vxr and v = v1 ⊗ · · · ⊗ vr ∈ Vx−11 ⊗ · · · ⊗ Vx−1r , which
also satisfies (3.11). By putting (x1, x2, . . . , xr) = (q
1−r, q3−r, · · · , qr−1) in (5.13), we have
a pairing on (Vq1−r ⊗ · · · ⊗ Vqr−1)⊗ (Vqr−1 ⊗ · · · ⊗ Vq1−r ).
Let V˜ = Vqr−1 ⊗ · · · ⊗ Vq1−r . By Proposition 5.2, W(r)s is a U-submodule of V˜ generated
by u0. Note that V˜ ∼= V ((s))⊗r as a U-module. The crystal base (L((s)), B((s))) of Ws =
V ((s)) as a U-module is polarizable with respect to (3.12) by Proposition 3.6, and hence
(L((s))⊗r, B((s))⊗r) is a polarizable crystal base of V˜ with respect to (5.13) by Proposition
3.8. So, we have (u0, Rˇr(u0)) = cr for some cr ∈ 1 + qA0. Now, for u, v ∈ W(r)s , we
define (u, v)r = c
−1
r (u, Rˇr(v)), where (u, Rˇr(v)) is given in (5.13). One can check that ( , )r
is symmetric since W(r)s is irreducible U-module generated by u0 (cf. [15, Lemma 3.4.2]).
Hence ( , )r is a polarization on W(r)s . 
5.3. Crystal base of KR modules. We assume as in Section 5.2 that 1 ≤ M ≤ n − 1.
Let r, s ≥ 1 such that (sr) ∈PM |N .
Let AZ = { f(q)/g(q) ∈ Q(q) | f(q), g(q) ∈ Z[q], g(0) = 1 } and KZ = AZ[q−1]. Note that
A0 ∩KZ = AZ. We define UKZ to be the KZ-subalgebra of U generated by e(a)i , f (a)i , and qh
for i ∈ I, a ≥ 0 and h ∈ P∨.
Put W = W(r)s and let ( , )r be the polarization on W in Proposition 5.4. Let WKZ =
UKZu0, where u0 is as in (5.12).
Lemma 5.5. We have (WKZ ,WKZ)r ⊂ KZ.
Proof. Since (WKZ ,WKZ)r = (UKZu0,UKZu0)r = (u0,UKZu0)r, and (u0, u0)r = 1, it is
enough to show that UKZu0 ∩Q(q)u0 = KZu0.
Case 1. Suppose that r ≤ M , and u0 = u+. Note that u0 is a highest weight vector
with respect to the subalgebra of U generated by ei, fi, and qδ∨j for i = 1, . . . , r − 1 and
j = 1, . . . , r, which is isomorphic to Uq(glr). We may take u+ as the highest weight vector
in the upper global crystal basis of the polynomial representation of Uq(glr) with highest
weight s(δ1 + · · · + δr) constructed in [5]. (We take a basis element LR(A) in [5, Theorem
26] corresponding to a highest weight vector. Here we replace q−1 appearing in LR(A) with
q which is due to the difference of comultiplication.) So u+ lies in the tensor product of
q-deformed symmetric powers of the natural representation of Uq(glr). Moreover, we have
(5.14) u0 = u+ =
∑
m1,··· ,mr∈Zn≥0
|mi|=s
cm1,··· ,mr (q)|m1〉 ⊗ · · · ⊗ |mr〉,
for some cm1,··· ,mr (q) ∈ Z[q] such that
(5.15) cm1,··· ,mr (0) =
1, if mi = sei for 1 ≤ i ≤ r,0, otherwise.
Let VKZ =
⊕
|m|=sKZ|m〉. Since UKZVKZ ⊂ VKZ , we have UKZu0 ⊂ (VKZ)⊗r by (5.14).
Suppose that c(q)u0 ∈ UKZu0 ∩ Q(q)u0. We may assume that c(q) = c1(q)/c2(q) where
c1(q), c2(q) ∈ Z[q] and they are relatively prime. Let c0(q) = cse1,...,ser (q). Then we have
c(q) ∈ KZ since c0(q)c(q) ∈ KZ and c0(0) = 1.
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Case 2. Suppose that r > M , and u0 = u−. Clearly, we have
u0 = u− = |es−n+1 + · · ·+ en〉⊗r.
By the same argument as in Case 1, we have UKZu0 ∩Q(q)u0 = KZu0. 
Let Q(q)+ =
⊔
l∈Z, c>0 q
l(c + qA0) ⊂ Q(q). For f(q), g(q) ∈ Q(q), we define f(q) ≥ g(q)
if f(q)− g(q) ∈ Q(q)+. Let ( , ) be a Q(q)-valued symmetric bilinear form on a Q(q)-space
V . We say that ( , ) is positive definite if (v, v) > 0 for any non-zero v ∈ V .
Lemma 5.6. The polarization ( , )r is positive definite.
Proof. It follows from the proof of Proposition 5.4 and Theorem 4.13 that (L((sr)), B((sr)))
is a crystal base of W = V ((sr)) as a U-module, and it is polarizable with respect to ( , )r.
Hence ( , )r is positive definite by [15, Lemma 2.2.2]. 
Lemma 5.7. Let u, u′ ∈ W such that wt(u) = wt(u′) = λ and eiu = eiu′ = 0 for some
λ ∈ P and i ∈ Ieven. For a ≥ 0, we have
(f
(a)
i u, f
(a)
i u
′)r = q(−1)
ia(a−〈λ,α∨i 〉)
[
〈λ, α∨i 〉
a
]
(u, u′)r.
Proof. We have for a ≥ 0
(5.16) e
(a)
i f
(a)
i =
a∑
l=0
f
(a−l)
i e
(a−l)
i
{
ki
l
}
,
where {
ki
l
}
=
{ki}{q−(−1)iki} · · · {q(1−l)(−1)iki}
[l]!
,
with {x} = x−x−1q−q−1 for x ∈ qski (s ∈ Z). Note that (5.16) is well-known when (i, i+1) =
(0, 0), and the case when (i, i+1) = (1, 1) is obtained by applying ξ in (3.2) to it.
For a ≥ 0, we have
(f
(a)
i u, f
(a)
i u
′)r = (η(f
(a)
i )f
(a)
i u, u
′)r = ((−1)aiq(−1)ia2k−ai e(a)i f (a)i u, u′)r
= ((−1)aiq(−1)ia2k−ai
{
ki
a
}
u, u′)r
= (−1)ai(−1)a(λii+λi+1i+1)q(−1)ia(a−〈λ,α∨i 〉)(
{
ki
a
}
u, u′)r
= q(−1)
ia(a−〈λ,α∨i 〉)
[
〈λ, α∨i 〉
a
]
(u, u′)r,
since {
ki
a
}
u = (−1)ai(−1)a(λii+λi+1i+1)
[
〈λ, α∨i 〉
a
]
u.

Lemma 5.8. For u ∈W and i ∈ I, we have
(e˜iu, e˜iu)r ≤ (1 + q)(u, u)r, (f˜iu, f˜iu)r ≤ (1 + q)(u, u)r.
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Proof. Suppose that u ∈ Wλ for some λ ∈ P . We prove only (f˜iu, f˜iu)r ≤ (1 + q)(u, u)r
since the proof of (e˜iu, e˜iu)r ≤ (1 + q)(u, u)r is similar.
Case 1. i ∈ Ieven and (i, i+1) = (1, 1). Let u =
∑
k≥0 f
(k)
i uk, where eiuk = 0 for k ≥ 0.
By Lemma 5.7, we have
(5.17) (f
(k)
i uk, f
(k)
i uk)r = q
k(〈λ,α∨i 〉+k)
[
〈λ, α∨i 〉+ 2k
k
]
(uk, uk)r.
Then we may apply [15, Proposition 2.4.4] to have (f˜iu, f˜iu)r ≤ (1 + q)(u, u)r.
Case 2. i ∈ Ieven and (i, i+1) = (0, 0). Let u =
∑
k≥0 f
(k)
i uk, where eiuk = 0 for k ≥ 0.
If we put wk = q
−k(lk−k)uk where lk = 〈λ+ kαi, α∨i 〉, then
u =
∑
k≥0
f
(k)
i uk =
∑
k≥0
qk(lk−k)f (k)i wk =
∑
k≥0
f˜ki wk,
f˜iu =
∑
k≥0
q(k+1)(lk−k−1)f (k+1)i wk =
∑
k≥0
f˜k+1i wk.
By Lemma 5.7, we have
(5.18) (f˜ki wk, f˜
k
i wk)r = q
k(〈λ,α∨i 〉+k)
[
〈λ, α∨i 〉+ 2k
k
]
(wk, wk)r.
and apply the same argument as in Case 1.
Case 3. i ∈ Iodd and (i, i+1) = (1, 0). Let u = u0 + fiu1, where eiuk = 0 for k = 0, 1.
We may assume that 〈λ, α∨i 〉 = l > 0. Then we have (u, u)r = (u0, u0)r + (fiu1, fiu1)r and
(f˜iu, f˜iu)r = (fiu0, fiu0)r = (η(fi)fiu0, u0)r = (qik
−1
i eifiu0, u0)r
= (qik
−1
i
ki − k−1i
q − q−1 u0, u0)r = (
1− k−2i
1− q2 u0, u0)r
=
1− q2l
1− q2 (u0, u0)r ≤ (1 + q)(u0, u0)r ≤ (1 + q)(u, u)r.
(5.19)
Case 4. i ∈ Iodd and (i, i+1) = (0, 1). Let u = u0+eiu1, where fiuk = 0 for k = 0, 1. We
may assume that 〈λ, α∨i 〉 = l > 0. Put v1 = eiu1. Then we have (u, u)r = (u0, u0)r+(v1, v1)r
and
(f˜iu, f˜iu)r = (η(ei)v1, η(ei)v1)r = (eiη(ei)v1, v1)r = (eiq
−1
i fikiv1, v1)r
= (q−1i kieifiv1, v1)r = (q
−1
i ki
ki − k−1i
q − q−1 v1, v1)r = (
k2i − 1
q2 − 1 v1, v1)r
=
q2l − 1
q2 − 1 (v1, v1)r ≤ (1 + q)(v1, v1)r ≤ (1 + q)(u, u)r.
(5.20)

Let
Lr,s = {u ∈W | (u, u)r ∈ A0 },
Br,s = { b ∈WKZ ∩ Lr,s/qWKZ ∩ Lr,s | (b, b)0 = 1 },
(5.21)
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where ( , )0 denotes the bilinear form on L
r,s/qLr,s induced from ( , )r. We assume that
(L((sr)), B((sr))) is the crystal base of W = V ((sr)) as a U-module such that u0 ∈ B((sr))
(mod qL((sr))).
Lemma 5.9. Lr,s is a crystal lattice of W , and Lr,s = L((sr)).
Proof. It follows immediately from Lemma 5.8 that Lr,s is a crystal lattice of W . Also, we
have shown in the proof of Lemma 5.6 that ( , )0 is positive definite on L((s
r))/qL((sr)).
Hence Lr,s = L((sr)) by [15, Lemma 2.2.2]. 
Lemma 5.10. For u, v ∈ Lr,s and i ∈ I, (e˜iu, v)0 = (u, f˜iv)0.
Proof. Case 1. i ∈ Ieven. We may assume that u = f˜k+1i u0 and v = f˜ki v0 for some k ≥ 0
and u0, v0 such that eiu0 = eiv0 = 0. Let wt(u0) = λ. By (5.17) and (5.18), we have
(f˜k+1i u0, f˜
k+1
i v0)r =
1− q2(〈λ,α∨i 〉−k)
1− q2(k+1) (f˜
k
i u0, f˜
k
i v0)r,
which implies that (f˜ki u0, f˜
k
i v0)0 = (f˜
k+1
i u0, f˜
k+1
i v0)0, and hence (e˜iu, v)0 = (u, f˜iv)0.
Case 2. i ∈ Iodd. Assume u = f˜iu0 and v = v0 for some u0 and v0 such that eiu0 = eiv0 =
0. By (5.19) and (5.20), we have (u0, v0)0 = (f˜iu0, f˜iv0)0, and hence (e˜iu, v)0 = (u, f˜iv)0. 
Now we have the following, which is one of the main results in this paper.
Theorem 5.11. (Lr,s, Br,s) is a crystal base of W(r)s , and Br,s = B((sr)).
Proof. Let b ∈ Br,s such that e˜ib 6= 0 for some i ∈ I. Let u ∈ WKZ ∩ Lr,s such that u ≡ b
(mod qLr,s). Since WKZ ∩ Lr,s is invariant under e˜i and f˜i for i ∈ I, e˜iu ∈ WKZ ∩ Lr,s. By
Lemma 5.8, we have (e˜ib, e˜ib)0 = 1 and hence e˜ib ∈ Br,s. Similarly, we have f˜ib ∈ Br,s∪{0}.
Therefore, Br,s ∪ {0} is invariant under e˜i and f˜i for i ∈ I.
For b ∈ Br,s and i ∈ I, if e˜ib 6= 0, then (f˜ie˜ib, b)0 = (e˜ib, e˜ib)0 = 1 by Lemma 5.10. In
particular, f˜ie˜ib 6= 0 and (f˜ie˜ib− b, f˜ie˜ib− b)0 = 0, which implies that f˜ie˜ib = b. The proof
of e˜if˜ib = b when f˜ib 6= 0 is the same.
Let b0 ∈ WKZ ∩ Lr,s/qWKZ ∩ Lr,s such that u0 ≡ b0 (mod qLr,s). Then b0 ∈ Br,s since
u0 ∈WKZ ∩ Lr,s by Proposition 5.4. Let C0 be the connected component of b0 in Br,s with
respect to e˜i and f˜i for i ∈ I. By Lemma 5.9 and Proposition 4.10, C0 = B((sr)). So Br,s
spans Lr,s/qLr,s and accordingly it is a pseudo-basis of Lr,s/qLr,s by [15, Lemma 2.3.2]. In
particular Br,s = B((sr)). Therefore, (Lr,s, Br,s) is a crystal base of W . 
6. Combinatorial description of Kirillov-Reshetikhin crystals
We assume that U = U(M |N ) and U = U(M |N ) with M +N = n and 1 ≤M ≤ n− 1.
6.1. Subalgebra Uσ. Let
′N |M = (1, · · · , 1︸ ︷︷ ︸
N
, 0, · · · , 0︸ ︷︷ ︸
M
).
Let σ : U(′N |M ) −→ U(M |N ) be the Q(q)-algebra isomorphism given by σ(ei) = ei+M ,
σ(fi) = fi+M , and σ(q
δ∨j ) = qδ
∨
j+M for i ∈ I and j ∈ I. Here the subscripts i, j are
understood to be modulo n.
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Put I
σ
:= I \{M}. Let Uσ = σ
(
U(′N |M )
)
be the subalgebra of U generated by qh, ei, fi
for h ∈ P∨ and i ∈ Iσ. The results in Sections 4.2 and 4.3 also hold in case of Uσ. Let us
briefly summarize them without proof since they can be proved in almost the same way as
in case of U(M |N ).
Let Oσ≥0 be the category of U
σ
-modules satisfying (2.13). For λ ∈PM |N , let
(6.1) Λσλ = λ
′
1δM+1 + · · ·+ λ′NδM+N + µ1δ1 + · · ·+ µMδM ,
where (µ1, . . . , µM ) = (max{λ1, N} −N, . . . ,max{λM , N} −N), and let V σ(λ) be the irre-
ducible highest weight Uσ-module with highest weight Λσλ. Then any irreducible U
σ
-module
in Oσ≥0 is isomorphic to V σ(λ) for some λ ∈PM |N .
Let Vσ be the natural representation of Uσ, which is equal toW1 =W1(1) as a Uσ-module.
Then (Lσ,Bσ) := (L1,B1) is also a crystal base of Vσ, where Bσ is given by
M + 1
M+1
−→ · · ·
n−1
−→ n
0
−→ 1
1
−→ · · ·
M−1
−→ M.
Let Iσ = I as a Z2-graded set with a linear ordering M + 1 < · · · < n < 1 < · · · < M . For a
skew Young diagram λ/µ, let SST σ(λ/µ) be the set of semistandard tableaux of shape λ/µ
with letters in Iσ.
For λ ∈PM |N , there exists a connected Iσ-colored oriented graph structure on SST σ(λ)
with a unique highest weight element, which is a subgraph of (Bσ)⊗m with m = ∑i≥1 λi
(cf. (4.8)). Then V σ(λ) has a crystal base (Lσ(λ), Bσ(λ)), where (Lσ(λ), Bσ(λ)) is defined
as in (4.9) replacing I with I
σ
, and the crystal Bσ(λ) is isomorphic to SST σ(λ).
Corollary 6.1. For r, s ≥ 1 with (sr) ∈PM |N , we have W(r)s ∼= V σ((sr)) as a Uσ-module.
Proof. SinceW(r)s is a finite-dimensional Uσ-module in Oσ≥0, each irreducible component of
W(r)s is V σ(λ) for some λ ∈PM |N . The character of SST (λ) is the hook Schur polynomial
hsλ(x1, . . . , xM , y1, . . . , yN ) corresponding to λ, and it is also equal to the character of
SST σ(λ) for λ ∈ PM |N (cf. [2, 3]). This implies that the multiplicity of V σ(λ) in W(r)s is
equal to the one of V (λ) in W(r)s as a U-module for λ ∈PM |N . Hence W(r)s ∼= V σ((sr)) as
a Uσ-module by Proposition 5.2. 
6.2. Description of e˜0 and f˜0. Let us describe the action of e˜i, f˜i for i ∈ I on Br,s.
We may identify Br,s = SST ((sr)) as an I-colored oriented graph by Theorem 4.12 and
Theorem 5.11. Hence it suffices to consider e˜0 and f˜0.
For λ ∈ P, let λpi denote the skew Young diagram obtained from λ by 180◦-rotation.
Let T be a semistandard tableau of shape λ with letters in Iε (ε = 0, 1). We denote by T
↘
the unique tableau of shape λpi which is Knuth equivalent to T . When T is of shape λpi, we
denote by T
↖
the unique tableau of shape λ which is Knuth equivalent to T (cf. [8]).
For λ ∈ PM |N and T ∈ SST (λ), let Tε denote the subtableau of T with letters in Iε
(ε = 0, 1). We may regard T as the tableau obtained by putting together T0 of shape µ and
T1 of shape λ/µ for some µ, and write T = T0 ∗ T1. For S ∈ SST σ(λ), we also denote by Sε
the subtableau of S with letters in Iσε (ε = 0, 1), and write S = S1 ∗ S0.
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Lemma 6.2. For r, s ≥ 1 with (sr) ∈PM |N , there exists a bijection
σ : SST ((sr)) −→ SST σ((sr))
such that σ(T )0 = T
↘
0 and σ(T )1 = T
↖
1 , that is, σ(T ) = T
↖
1 ∗ T
↘
0 for T ∈ SST ((sr)).
Proof. It is clear that σ is well-defined. Let T ∈ SST ((sr)) be given. Since (T↘0 )
↖
= T0
and (T
↖
1 )
↘
= T1, the map sending S ∈ SST σ(λ) to S↖0 ∗ S
↘
1 ∈ SST ((sr)) is the inverse of
σ. Hence σ is a bijection. 
Example 6.3. Suppose that n = 7 and  = 3|4, where I0 = {1, 2, 3} and I1 = {4, 5, 6, 7}.
Let
T =
1 1 1 2 7
2 2 3 5 7
3 4 5 6 7
∈ SST ((53)) = B3,5,
where the letters in I0 are denoted in blue (italic) for convenience. Then
T0 =
1 1 1 2
2 2 3
3
T
↘
0 =
1
1 2 2
1 2 3 3
,
and
T1 =
7
5 7
4 5 6 7
T
↖
1 =
4 5 6 7
5 7
7
.
Hence we have
σ(T ) =
4 5 6 7 1
5 7 1 2 2
7 1 2 3 3
.
Remark 6.4. The map σ in Lemma 6.2 can be described by exchanging the subtableaux
T0 and T1 applying switching algorithm in [3].
Let us identify Br,s = SST ((sr)). For i ∈ Iσ, let e˜σi and f˜σi denote the Kashiwara
operators on the crystal Bσ((sr)) = SST σ((sr)) ofW(r)s as a Uσ-module. Then we have the
following combinatorial description of e˜0 and f˜0 on B
r,s.
Theorem 6.5. Under the above hypothesis, we have
e˜0 = σ
−1 ◦ e˜σ0 ◦ σ, f˜0 = σ−1 ◦ f˜σ0 ◦ σ.
Proof. By Corollary 6.1 and Theorem 4.13, there exists an isomorphism of I
σ
-colored
oriented graphs
ψ : Br,s = SST ((sr)) −→ SST σ((sr)) = Bσ((sr)).
We first claim that ψ = σ. Let T ∈ SST ((sr)) be given. Assume that T = T0 ∗ T1 where
T0 is of shape µ and T1 is of shape (s
r)/µ for some µ ∈P, and ψ(T ) = ψ(T )1 ∗ψ(T )0 where
ψ(T )0 is of shape ν
pi and ψ(T )1 is of shape ((s
r)/ν)pi for some ν ∈P.
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Since ψ ◦ e˜i = e˜σi ◦ψ and ψ ◦ f˜i = f˜σi ◦ψ for i ∈ I
σ
, the connected component of T0 under
e˜i and f˜i for i ∈ {1, . . . ,M−1} and the one of ψ(T )0 under e˜σi and f˜σi for i ∈ {1, . . . ,M−1}
are isomorphic as {1, . . . ,M − 1}-colored oriented graphs, where the isomorphism maps T
to ψ(T )0. This implies that ψ(T )0 is Knuth equivalent to T0, and hence ψ(T )0 = T
↘
0 with
µ = ν. Applying similar arguments to T1 with respect to e˜i and f˜i for i ∈ {M+1, . . . , n−1},
we have ψ(T )1 = T
↖
1 . Therefore, ψ(T ) = T
↖
1 ∗ T
↘
0 = σ(T ).
Since ψ = σ and ψ is an isomorphism of I
σ
-colored oriented graphs, we have e˜0 =
σ−1 ◦ e˜σ0 ◦ σ and f˜0 = σ−1 ◦ f˜σ0 ◦ σ. The proof completes. 
Example 6.6. Let T be as in Example 6.3. Then
σ(T ) =
4 5 6 7 1
5 7 1 2 2
7 1 2 3 3
0−→ f˜σ0 σ(T ) =
4 5 6 7 1
5 7 1 2 2
1 1 2 3 3
by applying (3.9) to ι(σ(T )) (4.8), for example, ι(σ(T )) = (123)(723)(613)(572)(457) given
by reading the letters of σ(T ) column by column from right to left and from top to bottom
in each column. On the other hand,
σ−1(f˜σ0 σ(T )) =
1 1 1 1 2
2 2 3 5 7
3 4 5 6 7
.
Therefore,
1 1 1 2 7
2 2 3 5 7
3 4 5 6 7
0−→
1 1 1 1 2
2 2 3 5 7
3 4 5 6 7
.
We also include two crystal graphs in Figures 1 and 2.
1 M M ` 1 M `NM `N ´ 12 ¨ ¨ ¨ ¨ ¨ ¨1 2 M ´ 1 M M ` 1 M `N ´ 2 M `N ´ 1
0
Figure 1. Crystal graph of B1,1 for U(M |N )
7. Combinatorial R matrix
7.1. Genuine highest weight vectors in Br1,s1 ⊗ Br2,s2 . Let (sr11 ), (sr22 ) ∈ PM |N be
given. We set r = min(r1, r2) and (a)+ = max(a, 0) for a ∈ Z. For a partition ν ⊂
(s
min(r1,M)
1 ), ν stands for the one adding s2− s1 columns of height min(r1,M) to the left of
ν if s1 ≤ s2, and removing leftmost s1 − s2 columns from ν if s1 ≥ s2.
Let T1 ⊗ T2 ∈ Br1,s1 ⊗ Br2,s2 be given. Let col(T2) denote the word w1 · · ·wl given by
reading the letters in T2 column by column from right to left and top to bottom in each
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1 1
2 2
1 1
2 3
1 2
2 3
1 1
2 4
1 3
2 3
1 2
2 4
1 1
3 4
1 3
2 4
1 2
3 4
1 4
2 4
2 2
3 4
1 3
3 4
1 4
3 4
2 3
3 4
2 4
3 4
3 4
3 4
2
2 2
2
2
2
2
2
1
1
1
1
1
3
3
3
3
1
3
0
0
0
0
0
0
0
3 4
3 1
3 4
1 2
3 4
1 1
4 1
1 2
4 1
2 2
3 1
4 2
4 1
4 2
3 4
4 1
3 4
4 2
3 4
3 2
3 1
1 2
≡
≡
≡
≡
≡
≡
≡ ≡
≡
≡
≡
3 1
3 2
≡
3 1
2 2
3 4
2 2
≡
≡
0
3
Figure 2. Crystal graph of B2,2 for U(2|2) (the red tableaux denote the
images under σ)
column. We let col(T2) → T1 be the tableau obtained by applying column insertion of
col(T2) to T1 (starting from w1) (cf. [8, 16]). Recall that col(T2) → T1 is a semistandard
tableau whose I-component is isomorphic to that of T1 ⊗ T2 (see [1, Section 4.5]). Here an
I-component in a crystal means a connected component under e˜i, f˜i for i ∈ I. We also say
that T1 ⊗ T2 is a genuine highest weight vector if col(T2)→ T1 is so.
Now, let us parametrize genuine highest weight vectors in Br1,s1 ⊗ Br2,s2 . By Corollary
4.14 and Proposition 5.2, the crystal Br1,s1 ⊗ Br2,s2 has a multiplicity-free decomposition
into I-components parametrized by certain partitions inPM |N . Such a partition, which we
denote by λ̂, is constructed from a partition λ with `(λ) ≤ r by placing λ right to (sr22 ) and
then λc below it, where λc is the partition obtained by rotating (sr11 )/λ by 180
◦.
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Proposition 7.1. The partition λ given above and the corresponding genuine highest weight
vector T1 ⊗ T2 ∈ Br1,s1 ⊗Br2,s2 with weight λ̂ are given by one of the followings:
(1) When r1, r2 > M , fix partitions µ, ν such that
(((s1 − s2)+)r−M ) ⊂ µ ⊂ (sr−M1 ), ν ⊂ (sM1 ), µ1 ≤ min(νM , N − s2).
(i) λ is constructed from µ, ν by adding µ below ν. (ii) T1 is divided into three
parts: In the first M rows, letters are i in the i-th row. Below the M -th row, in
the lower right part with the shape obtained by rotating µ by 180◦, letters range as
M + s2 + 1,M + s2 + 2, . . . horizontally, and in the other part, letters range as
M + 1,M + 2, . . . horizontally. (iii) T2 is divided into two parts: In the upper left
part corresponding to ν, letters are i in the i-th row. In the other part, letters range
as M + 1,M + 2, . . . horizontally in each row.
(2) When r1, r2 ≤M , fix a partition ν such that ν ⊂ (sr1). (i) λ is given by ν. (ii) T1 is
the genuine highest weight vector. (iii) T2 is divided into three parts ν ⊂ η ⊂ (sr22 ):
In the upper left part corresponding to ν, letters are i in the i-th row. In the middle
part η/ν, letters range as r1 + 1, r1 + 2, . . . up to at most M vertically. Finally, in
the lower right part (sr22 )/η, letters range as M + 1,M + 2, . . . horizontally.
(3) When r1 > M, r2 ≤M or r1 ≤M, r2 > M , fix a partition ν as in (2). (i) λ is given
by ν. (ii) T1 is the genuine highest weight vector. (iii) T2 is the same as in (1) when
r1 > M, r2 ≤M , and as in (2) when r1 ≤M, r2 > M .
Here we assume that µ and ν are chosen only when λ̂ ∈PM |N .
Proof. It suffices to check that the tableau col(T2)→ T1 is a genuine highest weight vector
with highest weight λ̂. 
The goal of this subsection is to show that Br1,s1 ⊗Br2,s2 is connected. For this, we need
to consider the column insertion of T2 into T1 in more details to see how the operators e˜0
and f˜0 act on each I-component T1 ⊗ T2 in Br1,s1 ⊗Br2,s2 .
Suppose that T1⊗T2 is a genuine highest weight vector with highest weight λ̂ as described
in Proposition 7.1. We also keep the other notations in Proposition 7.1. Let µ be the
partition given by adding s2 − s1 columns of height (r −M)+ to the left of µ if s1 ≤ s2,
and removing leftmost s1 − s2 columns from µ if s1 ≥ s2. We assume that µ is empty
unless r1, r2 > M . Let λ˜ be the partition given by placing µ below ν. Note that λ˜ is also
obtained from λ by adding s2 − s1 (resp. removing s1 − s2) columns of height r if s1 ≤ s2
(resp. s1 ≥ s2), and λ̂ is equal to the one given by placing λ˜ to the right of (sr11 ) and the
compliment of λ˜ in (sr22 ) below it.
We define T ◦2 to be a tableau of shape (s
r2
2 ) with letters in N, where the letter at each
node in (sr22 ) is determined by the column index a (enumerated from the left) if a node
at the a-th column is increased after the insertion of the letter of T2 at the same position.
Note that T ◦2 is not semistandard, but the anti-diagonal flip of T
◦
2 is semistandard (see [16,
Section 5]).
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Lemma 7.2. Under the above hypothesis, T ◦2 is determined by the rule, where letters range
· · · , s1 + 2, s1 + 1 horizontally from right to left in λ˜, and letters range · · · , 2, 1 horizontally
from right to left elsewhere.
Proof. It follows directly from the description of T2 in Proposition 7.1 and column insertion.

Let ζ be the partition given by removing a node from the rightmost column of λ. Suppose
that ζ̂ ∈PM |N . We first show that the I-component in Br1,s1 ⊗Br2,s2 with highest weight
λ̂ is connected to that of ζ̂ when max(r1, r2) > M or r1 + r2 ≤ M in the following two
lemmas.
First suppose that either r1 > M or r2 > M . Let i1, i2, . . . , is (s = N + ν
′
ν1 +λ1− s1− 1)
be the sequence given by
(7.1) 0,M +N − 1,M +N − 2, . . . ,M + s1 − λ1 + 1, 1, 2, . . . , ν′ν1 − 1.
Set T ′1 ⊗ T ′2 = e˜is . . . e˜i2 e˜i1(T1 ⊗ T2). Let us say that T1 ⊗ T2 belongs to case (E) if and only
if r1, r2 > M and ν is of rectangular shape with νM = µ1.
Lemma 7.3. Under the above hypothesis, we have the following.
(1) If it is not case (E), then T ′1 ⊗ T ′2 is a genuine highest weight vector with weight ζ̂.
(2) If it is case (E), then T ′1 ⊗ T ′2 is almost the same as a genuine highest weight vec-
tor with weight ζ̂ except that the letter at the rightmost node in the M -th row of
col(T ′2)→ T ′1 is M + s2 + µ1.
In either case, the application of e˜j for j = i1, i2, . . . , is always takes place on the second
component, that is, T ′1 = T1 and T
′
2 = e˜is . . . e˜i2 e˜i1T2.
Proof. Suppose that r1, r2 > M . Let x be the node in (s
r2
2 ) corresponding to the rightmost
corner of λ̂ and let y be the node in (sr22 ) corresponding to the rightmost corner in µ (regarded
as a subdiagram of λ˜ placed below ν). Let z be a position of any node in (sr22 ) below x in
the same column.
s1
r1
s2
r2
s2 − s1
M
y
x
z
ν
µ
λ˜
Figure 3. Partitions µ, ν and λ˜ in (sr22 )
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Case 1. Suppose that T1 ⊗ T2 does not belong to case (E). Then x 6= y, and the letters
at x and y in T ◦2 are s1 + 1 by Lemma 7.2. Since y is located strictly to the southwest of x,
the letter at z is strictly smaller than s1 + 1.
Let us consider T ′1 ⊗ T ′2 = e˜is . . . e˜i2 e˜i1(T1 ⊗ T2). By using the description of T1 and
T2 in Proposition 7.1(1) and Theorem 6.5, we see that e˜j for j = i1, i2, . . . , is acts only
on the second component in the tensor product, that is, T ′1 = T1 and T
′
2 = e˜is . . . e˜i2 e˜i1T2.
Furthermore, we observe that T ′2 is equal to T2 except that the letters starting at x are given
by M + 1,M + 2, · · · horizontally.
By Lemma 7.2 and applying column insertion of T ′2 into T1, it is not difficult to see that
(T ′2)
◦, which is defined in the same way as T ◦2 with respect to T
′
2, is equal to T
◦
2 except that
the letters starting at x are given by · · · , s1 +2, s1 +1, u horizontally, where u = s1−λ1 +1.
This implies that col(T ′2)→ T1 is equal to Hζ̂ , the genuine highest weight vector with weight
ζ̂.
Case 2. Suppose that T1 ⊗ T2 belongs to case (E). In this case, we have x = y, where in
T ◦2 the letter at x is s1 + 1, and the letters below and to the right of x are no more than s1.
Let x′ be the node in (sr22 ) corresponding to the rightmost corner of ν. As in Case 1,
we have T ′1 = T1 and T
′
2 = e˜is . . . e˜i2 e˜i1T2, where T
′
2 is equal to T2 except that the letters
starting at x′ are given by M + 1,M + 2, · · · horizontally. Moreover, (T ′2)◦ is equal to T ◦2
except that the letters starting at x are given by · · · , s1 + 2, s1 + 1, u horizontally. But
then col(T ′2) → T1 is equal to a tableau obtained from Hζ̂ by replacing the letter at x′ the
rightmost node in the M -th row with M + s2 + µ1.
The proof for the case when either r1 > M, r2 ≤ M or r1 ≤ M, r2 > M are similar, and
we leave it to the reader. 
Next, suppose that r1 + r2 ≤ M . In particular we have r < M . Let j1, j2, . . . , jt
(t = M +N + 2λ′λ1 − r1 − r2 − 1) be the sequence given by
(7.2) 0,M +N − 1, . . . ,M + 1,M, . . . , r1 + r2 − λ′λ1 + 1, 1, 2, . . . , λ′λ1 − 1.
Set T ′′1 ⊗ T ′′2 = e˜jt . . . e˜j2 e˜j1(T1 ⊗ T2). Then we can check the following in a straightforward
manner.
Lemma 7.4. Under the above hypothesis, T ′′1 ⊗ T ′′2 is a genuine highest weight vector with
weight ζ̂. The application of e˜j for j = j1, j2, . . . , jt always takes place on the second com-
ponent, that is, T ′′1 = T1 and T
′′
2 = e˜jt . . . e˜j2 e˜j1T2.
Example 7.5. (1) Let M = 2, N = 5 and
T1 ⊗ T2 =
1 1 1 1
2 2 2 2
3 4 5 6
3 5 6 7
⊗
1 1
2 3
3 4
3 4
.
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We have
(col(T2)→ T1) =
1 1 1 1 1 1
2 2 2 2 2
3 4 5 6 7
3 4 5 6
3 4
3
3
T ◦2 =
6 5
5 1
5 1
2 1
,
where λ˜ = (2, 1, 1) with ν = (2, 1) and µ = (1) following the notations in the proof of Lemma
7.3. It is not case (E). Then applying a sequence of e˜i’s according to (7.1)
T2 =
1 1
2 3
3 4
3 4
≡
3 4
3 4
3 1
1 2
0←−
3 4
3 4
3 1
7 2
6←−
3 4
3 4
3 1
6 2
5←−
3 4
3 4
3 1
5 2
4←−
3 4
3 4
3 1
4 2
3←−
3 4
3 4
3 1
3 2
≡
1 3
2 3
3 4
3 4
= T ′2,
and
(col(T ′2)→ T1) =
1 1 1 1 1
2 2 2 2 2
3 4 5 6 7
3 4 5 6
3 4
3
3
3
(T ′2)
◦ =
5 1
5 1
5 1
2 1
.
(2) Let T1 ⊗ T ′2 be as in (1). In this case, we have ν = (1, 1), µ = (1), and λ˜ = (1, 1, 1).
It belongs to case (E). Then
T ′2 =
1 3
2 3
3 4
3 4
≡
3 4
3 4
3 1
3 2
0←−
3 4
3 4
3 7
3 2
6←−
3 4
3 4
3 6
3 2
5←−
3 4
3 4
3 5
3 2
4←−
3 4
3 4
3 4
3 2
1←−
3 4
3 4
3 4
4 1
≡
1 3
3 4
3 4
3 4
= T ′′2 ,
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and
(col(T ′′2 )→ T1) =
1 1 1 1 1
2 2 2 2 7
3 4 5 6
3 4 5 6
3 4
3 4
3
3
(T ′′2 )
◦ =
5 1
5 1
2 1
2 1
.
(3) Let M = 6, N = 2, and
T1 ⊗ T2 =
1 1 1
2 2 2
3 3 3
⊗
1 1 4
2 2 5
3 4 6
.
We have
(col(T2)→ T1) =
1 1 1 1 1
2 2 2 2 2
3 3 3 3
4 4
5
6
T ◦2 =
5 4 1
5 4 1
4 2 1
,
where λ˜ = ν = (2, 2, 1). Then applying a sequence of e˜i’s according to (7.2)
T2 =
1 1 4
2 2 5
3 4 6
0←−
8 1 4
2 2 5
3 4 6
≡
1 2 4
2 4 5
3 6 8
7←−
1 2 4
2 4 5
3 6 7
6←−
1 2 4
2 4 5
3 6 6
5←−
1 2 4
2 4 5
3 5 6
1←−
1 1 4
2 4 5
3 5 6
= T ′′2 ,
and
(col(T ′′2 )→ T1) =
1 1 1 1 1
2 2 2 2
3 3 3 3
4 4
5 5
6
.
Now we can prove the following.
Theorem 7.6. The crystal Br1,s1 ⊗Br2,s2 is connected.
Proof. Case 1. Suppose that r1 > M or r2 > M . Let λmin be as in Proposition 7.1 such
that λ̂min ∈ PM |N and the number of nodes is minimal. In this case, we have λmin =
(((s1 − s2)+)r).
Let T1 ⊗ T2 ∈ Br1,s1 ⊗ Br2,s2 be a genuine highest weight vector with weight λ̂ with
λ 6= λmin. Let ζ be the partition given by removing a node from the rightmost column of
λ. Then we have ζ̂ ∈ PM |N . By Lemma 7.3, T1 ⊗ T2 is connected to the genuine highest
weight vector with weight ζ̂ in Br1,s1 ⊗Br2,s2 . We may repeat this step to see that T1 ⊗ T2
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is connected to the genuine highest weight vector with weight λ̂min. Hence B
r1,s1 ⊗ Br2,s2
is connected.
Case 2. Suppose that r1, r2 ≤ M and s1, s2 ≤ N with r1 + r2 > M . The proof is the
same as that of Case 1.
Case 3. Suppose that r1, r2 ≤ M and s1, s2 ≤ N with r1 + r2 ≤ M . We apply the same
argument as in Case 1 now using Lemma 7.4 instead of Lemma 7.3. Then we conclude that
Br1,s1 ⊗Br2,s2 is connected.
Case 4. Suppose that r1, r2 ≤ M and si > N for some i = 1, 2. Consider σ(T1)⊗ σ(T2)
as an element of a crystal over U(1, · · · , 1︸ ︷︷ ︸
N
, 0 · · · , 0︸ ︷︷ ︸
M
). Then we may apply the result in Case
1 to conclude that Br1,s1 ⊗Br2,s2 is connected. 
7.2. Combinatorial R matrix and energy function. Let (sr11 ), (s
r2
2 ) ∈PM |N be given.
For Br1,s1 ⊗ Br2,s2 we call a bijection R : Br1,s1 ⊗ Br2,s2 → Br2,s2 ⊗ Br1,s1 combinatorial
R matrix, if it commutes with e˜i, f˜i for any i ∈ I. Since Br1,s1 ⊗ Br2,s2 is connected by
Theorem 7.6, it is unique if it exists. An integer valued function H on Br1,s1⊗Br2,s2 is called
energy function if H is constant on I-components, and for b = T1 ⊗ T2 ∈ Br1,s1 ⊗Br2,s2 ,
H(e˜0b) = H(b) +

1 in case LL,
0 in case LR or RL,
−1 in case RR,
(7.3)
where in case LL, when e˜0 is applied to T1 ⊗ T2 and to R(T1 ⊗ T2) = T˜2 ⊗ T˜1, it acts on the
left factor both times, in case RR e˜0 acts on the right factor both times, etc. The existence
of the combinatorial R matrix and the energy function in our case can be shown in a similar
way to [14, Proposition 4.3.1] or [26, Proposition 2.6] from the existence of an R matrix for
W(r1)s1 ⊗W(r2)s2 by fusion construction.
Lemma 7.7. Let T1 ⊗ T2 be a genuine highest weight vector with weight λ̂ for λ as in
Proposition 7.1. Suppose that T1 ⊗ T2 is sent to T˜2 ⊗ T˜1 by the combinatorial R matrix.
Then T˜2 ⊗ T˜1 is the genuine highest weight vector with weight ̂˜λ.
Proof. It follows from the fact
̂˜
λ = λ̂. 
Example 7.8. (1) Let M = 2, N ≥ 5. By the combinatorial R matrix,
1 1 1 1
2 2 2 2
3 4 5 6
3 5 6 7
⊗
1 1
2 3
3 4
3 4
is sent to
1 1
2 2
3 4
3 7
⊗
1 1 1 1
2 2 2 3
3 4 5 6
3 4 5 6
.
Both hand sides belong to the case (1) in Proposition 7.1. The corresponding partitions
are λ = (4, 3, 3, 2), λ˜ = (2, 1, 1).
(2) Let M = 4, N ≥ 3. By the combinatorial R matrix,
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1 1 1
2 2 2
3 3 3
⊗
1 1 1 1
2 2 4 4
3 4 5 6
4 5 6 7
is sent to
1 1 1 1
2 2 2 2
3 3 3 3
4 4 4 4
⊗
1 1 1
2 5 6
5 6 7
.
Both hand sides belong to the case (2) in Proposition 7.1. The corresponding partitions
are λ = (3, 1), λ˜ = (4, 2, 1).
(3) Let M = 3, N ≥ 3. By the combinatorial R matrix,
1 1 1 1
2 2 2 2
3 3 3 3
4 5 6 7
⊗ 1 1 4
4 5 6
is sent to
1 1 1
2 2 2
⊗
1 1 1 3
2 3 3 4
3 4 5 6
4 5 6 7
.
Both hand sides belong to the case (3) in Proposition 7.1. The corresponding partitions
are λ = (3, 1), λ˜ = (2).
Lemma 7.7 shows the image of the combinatorial R matrix on the genuine highest weight
elements. This can be generalized to all elements in Br1,s1 ⊗ Br2,s2 in terms of insertion
algorithms.
Theorem 7.9. The combinatorial R matrix
R : Br1,s1 ⊗Br2,s2 −→ Br2,s2 ⊗Br1,s1
sends T1 ⊗ T2 to T˜2 ⊗ T˜1 if and only if
col(T2)→ T1 = col(T˜1)→ T˜2.
Moreover, the energy function H(T1⊗T2) is given, up to additive constant, by the number of
nodes in the shape of col(T2)→ T1 that are strictly to the right of the max(s1, s2)-th column.
Proof. If T1 ⊗ T2 is a genuine highest weight vector, then the statement is true by Lemma
7.7. Since the insertion algorithm commutes with the action of crystal operators e˜i, f˜i for
i ∈ I and each crystal graph B(λ̂) are connected by e˜i, f˜i for i ∈ I, the former statement
follows.
Note that the statement on H immediately follows from Lemmas 7.3 and 7.4, (7.3) and
the arguments in the proof of Theorem 7.6. 
Remark 7.10. The description of combinatorial R matrix can be also described in terms
of row insertion in a similar way.
Theorem 7.11. For (sr11 ), (s
r2
2 ), (s
r3
3 ) ∈PM |N , the Yang-Baxter equation
(R⊗ 1)(1⊗R)(R⊗ 1) = (1⊗R)(R⊗ 1)(1⊗R)
holds on Br1,s1 ⊗Br2,s2 ⊗Br3,s3 .
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Proof. As we explained in Section 7.2 the combinatorial R matrix for Bri,si ⊗ Brj ,sj
((i, j) = (1, 2), (1, 3), (2, 3)) is the q → 0 limit of the R matrix for W(ri)si ⊗W(rj)sj . Hence the
Yang-Baxter equation for the R matrix gives rise to that for the combinatorial R matrix. 
Remark 7.12. Special cases of the combinatorial R matrix or the energy function such as
the r1 = r2 = 1 case or the s1 = s2 = 1 case already appeared in literature. In [22] the
energy function was reinterpreted combinatorially through the so-called Howe duality. In
[18] a combinatorial rule as in [25] was given for the combinatorial R matrix and the energy
function by taking the q → 0 limit of the R matrix associated to U().
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