Abstract. The Pusey-Barrett-Rudolph theorem has recently provoked a lot of discussion regarding the reality of the quantum state. In this article we focus on a property called antidistinguishability, which is a main component in constructing the proof for the PBR theorem. In particular we study algebraic conditions for a set of pure quantum states to be antidistinguishable, and a novel sufficient condition is presented. We also discuss a more general criterion which can be used to show that the sufficient condition is not necessary. Lastly, we consider how many quantum states needs to be added into a set of pure quantum states in order to make the set antidistinguishable. It is shown that in the case of qubit states the answer is one, while in the general but finite dimensional case the answer is at most n, where n is the size of the original set.
Introduction
The reality of the quantum state is an important and debated topic in the foundations of quantum mechanics; either the quantum state is to be taken as a state of knowledge, or it is to be taken as a state of reality, possibly even some hybrid of these two. The main distinction is thus between realistic and epistemic interpretations of the quantum state; see e.g. [1] [2] [3] [4] [5] [6] [7] [8] .
Suppose that a pure quantum state ϕ is prepared. In the ontological models framework it is understood that, whenever a quantum state is prepared, an ontic state λ from the ontic state space Λ emerges as a result. The role of the quantum state is then to encode a probability distribution µ ϕ over the ontic state space. Suppose, then, that a measurement is performed on the quantum state. In the ontological models framework every measurement M corresponds to a set of conditional probability distributions ξ(x | M, λ), and the probability of an outcome x is determined by
The distinction between the ontic and epistemic ontological models is based on whether the probability measures corresponding to distinct pure states overlap or not [2, 5] . An ontological model is ψ-ontic if every pair of distinct pure states correspond to non-overlapping probability measures. Otherwise the ontological model is ψ-epistemic.
The overlap between the probability distributions related to distinct quantum states in an ontological model is one of the main features that characterizes the properties of the model. We see from (1) that, whenever ϕ and ψ are distinguishable (i.e. orthogonal) pure states, the intersection of the supports of µ ϕ and µ ψ has to be of measure zero. We can get more information about the supports by looking not only at distinguishable but also antidistinguishable sets of pure states -this relation on states is the topic of the current investigation. A set of n states is called antidistinguishable if there exists a measurement such that for each state in the set, there is at least one measurement outcome occuring with zero probability; see Fig 1 for an illustration. Antidistinguishable sets of quantum states have an important property in the ontological models framework. Indeed, if { i } is an antidistinguishable set, then it can be shown that there does not exist a set Ω ⊂ Λ such that µ i (Ω) > 0 for every i [4] . This means that, whenever a quantum state is sampled from { i }, the emerging ontic state λ cannot belong to the support of every µ i . If this was not the case, any measurement device performing an antidistinguishable measurement on an antidistinguishable set of quantum states would run the risk of giving a measurement outcome that is not compatible with quantum theory. To see this, suppose that the quantum state j is prepared. In an antidistinguishing measurement, any ontic state λ from the support of µ j would lead to the measurement result j with zero probability. If it was possible for λ to belong to the support of every µ i , the measurement device would be unable to decide the result of the measurement. This is exactly the property that is used in the proof of the influential PBR Theorem [3] .
While PBR used antidistinguishability to prove their main result, antidistinguishability is not a new concept. It has gone by the names of post-Peierls incompatibility [9] and conclusive exclusion [10] in past literature. Some results regarding antidistinguishable sets are known. The antidistinguishability of qubit states was characterized in [9] . It was also shown, for instance, that three rank-two states in three dimensional Hilbert space are antidistinguishable if and only if the vectors orthogonal to their supports are mutually orthogonal. Another result, There is no overlap between corresponding probability distributions. b) In the antidistinguishable case there exists a measurement outcome with zero probability for every possible preparation of a state. There may be overlap between corresponding probability distributions.
proved in [10] , states that a set of n quantum states is antidistinguishable only if
where F ( j , k ) is the fidelity between the quantum states j and k . In this work, we present a sufficient condition for a finite set of pure states to be antidistinguishable. We show that this condition reduces to the known [9] necessary and sufficient condition in the case of pure qubit states. We demonstrate that, in higher dimensions, the condition is not necessary, and we discuss a more general criterion, which is necessary and sufficient but not explicit. Both of our conditions are algebraic in nature, and they do not only give a condition for antidistinguishability but they also give a concrete form for an antidistinguishing measurement.
It is interesting to observe that a non-antidistinguishable set of states may become antidistinguishable when we add states to it. We will discuss the minimal number of states that has to be added in order to make any finite set of states antidistinguishable. In particular, we prove that any finite set of pure qubit states is either antidistinguishable or can be made antidistinguishable by adding a single pure state.
Definitions and basic properties
Quantum measurements are generally described by positive operator valued measures (POVMs). We recall that a POVM (with finite number of outcomes) is a map M : j → M(j) that assigns a positive operator to each measurement outcome and is normalized, j M(j) = 1. The latter condition in (b) was not stated in the definition given in [4] . We add it here as an additional requirement to avoid the trivial case where some of the outcomes of the POVM never occur. The additional requirement means that every measurement outcome occurs at least sometimes with the given set of states. Without this requirement we could have e.g. M(j) = 0 for some outcomes j, and then any set containing two antidistinguishable states would be antidistinguishable.
The following two facts were observed in [4] . These statements are easily seen to be true. Namely, if the states 1 , . . . , n are distinguishable, then they are also antidistinguishable because we can just rearrange the ouctomes of M. If two states are antidistinguishable then they are also distinguishable because the exclusion of one state implies that the other occurred with certainty.
It is useful to note that the antidistinguishability condition can be written without the trace. Namely, tr [ j M(j)] = 0 if and only if j M(j) = 0. (To see that the first condition leads to the second one, we can write tr
, from which we get j M(j) = 0.) As we have ruled out the possibility of having M(j) = 0, we see that a full-rank (i.e. invertible) state is not antidistinguishable with any other states.
An essential feature that is true for distinguishability but not for antidistinguishability is the following. If a set A = { 1 , . . . , n } is distinguishable, then any subset of A is also distinguishable. This is, perhaps surprisingly, not the case for an antidistinguishable set; even if a set of states A would not be antidistinguishable, it may be possible to find an antidistinguishable set B that contains A. On the contrast, a feature that is true for antidistinguishability but not for distinguishability is the following. Proposition 2. Let A = { 1 , . . . , n } and B = {η 1 , . . . , η m } be antidistinguishable sets and A ∩ B = ∅. Then A ∪ B is antidistinguishable.
Proof. Let M 1 and M 2 be antidistinguishable POVMs for A and B, respectively. We define a POVM M with n + m outcomes as
It is straightforward to verify that M is antidistinguishing A ∪ B.
Proposition 3. Any finite set of n pure states is a subset of an antidistinguishable set of at most 2n elements.
Proof. Let us consider n pure states P 1 , . . . , P n . For each i = 1, . . . , n,
(1 − P i ) and A i = {P i , i }. The states P i and i have disjoint supports and are therefore distinguishable, hence also antidistinguishable. By Prop. 2 the finite union ∪ i A i is antidistinguishable.
In the following investigation we will focus on pure states. We will denote by P a pure state, i.e., a one-dimensional projection. For any projection R, we denote R ⊥ ≡ 1 − R.
Sufficient condition for the antidistinguishability of pure states
Pure states P 1 , . . . , P n are distinguishable if and only if they are pairwise orthogonal, i.e., P j P k = 0 for j = k. This is equivalent to the condition that the sum n j=1 P j is a projection. In that case, the sum is the projection with the kernel ∩ j ker P j .
The following sufficient condition for antidistinguishability can be seen, from the mathematical point of view, as a natural generalization of the previously expressed condition for distinguishability.
Proposition 4. Let P 1 , . . . , P n be pure states (and n ≥ 2).
(a) If the sum n j=1 t j P j is a projection for some positive real numbers t 1 , . . . , t n , then it is the projection with the kernel ∩ j ker P j .
(b) Let us denote by R the projection with the kernel ∩ j ker P j . If there are positive real numbers t 1 , . . . , t n such that
then P 1 , . . . , P n are antidistinguishable.
Proof.
(a) Assume that n j=1 t j P j =: Q is a projection for t 1 , . . . , t n . If ϕ ∈ H is such that P j ϕ = 0 for every j = 1, . . . , n, then also Qϕ = 0. Further, if ψ ∈ H is such that ψ | P j ψ = 0 for some j = 1, . . . , n, then also ψ | Qψ = 0. We conclude that the kernel of Q is exactly the intersection of the kernels of P j , i.e.,
Since Q is a projection, this condition determines it completely. (b) Assume that t 1 , . . . , t n and R satisfy (3). Taking trace on both sides shows that j t j = tr [R] ≡ r. Since n ≥ 2 and P j are different, R cannot be one-dimensional and hence r ≥ 2. We define
1. Further, (3) implies that t j P j ≤ R, and as P j and R are projections, this gives P j ≤ R. We conclude that M(j) ≥ 0 and hence M is a POVM. From P j ≤ R follows that P j R = RP j = P j and P j R ⊥ = R ⊥ P j = 0. We thus have P j M(j) = 0 and
as tr [P k P j ] < 1 when P k = P j . Therefore, the pure states P 1 , . . . , P n are antidistinguishable.
We remark that Eq. (5) in the proof of Prop. 4 provides an explicit formula for the antidistinguishing POVM if the condition (3) is satisfied. For clarity, we also record the following immediate consequence of Prop. 4. Corollary 1. Let P 1 , . . . , P n be pure states. If there are positive real numbers t 1 , . . . , t n such that
Let P 1 , . . . , P n , R, and t 1 , . . . , t n be as in Prop. 4. The largest eigenvalue of the sum n j=1 t j P j is between max j t j and j t j . Since the largest eigenvalue of the projection R is 1, it follows that
In particular, we can limit to real numbers 0 < t j ≤ 1 in the statement of Prop. 4. Furthermore, the projection R, fixed by the pure states P 1 , . . . , P n , essentially fixes the numbers t 1 , . . . , t n . Namely, starting from (3), we multiply the both sides by P k and take the trace. This yields a system of linear equations,
where p jk = tr [P j P k ]. We can thus calculate the candidate numbers t 1 , . . . , t n , which then still have to be tested whether they satisfy (3) or not. . Using these numbers we get t 1 P 1 + t 2 P 2 + t 3 P 3 = R, therefore the pure states P 1 , P 2 , P 3 are antidistinguishable. The antidistinguishing POVM given in Eq. (5) 
Generating antidistinguishable sets of pure states
In this section we explain and demonstrate how Prop. 4 and Cor. 1 give an easy group theoretical method to construct antidistinguishable pure states.
Let G be a finite group and U : g → U g its irreducible unitary representation on C d . For a pure state P and g ∈ G, we denote P g = U g P U * g . Hence, the group G acts on the set of pure states. In the following, we take the pure state P to be fixed and consider the orbit of P under G. We assume that P is chosen such that the orbit contains more than one element, i.e., that P is not a fixed point. The operator h P h commutes with every U g , and it hence follows from Schur's lemma that h P h = c1 for some constant c ∈ C. Taking trace on both sides of this equation shows that c = #G/d > 0.
Firstly, if P g = P h whenever g = h, we conclude that the pure states P g , g ∈ G, are antidistinguishable as the condition (7) is valid for t j = d/#G. The POVM given in (5) is in this case
This is a special type of U -covariant POVM. Secondly, it is possible that P g = P h for some g = h. Let us denote by I(Q) the subgroup of G that keeps a pure state Q invariant, i.e., I(Q) = {h ∈ G : U h QU * h = Q}. We have I(P g ) = I(P ) for every g ∈ G. The elements in the orbit of P under G can be labeled by the elements of the quotient group G/I(P ), and for every γ ∈ G/I(P ) we denote P γ = P g , where g ∈ G is such that g · I(P ) = γ. Thereby, we have #I(P ) · γ∈G/I(P )
implying that the pure states P γ , γ ∈ G/I(P ), are antidistinguishable as the condition (7) is valid for t j = #I(P )d/#G.
Example 2. The quaternionic group Q consists of 8 elements ±1, ±i, ±j, ±k satisfying the relations
Let σ x , σ y , σ z be the usual Pauli matrices. The following map U is an irreducible representation of Q, U (±1) = ±1 , U (±i) = ±iσ x , U (±j) = ∓iσ y , U (±k) = ±iσ z .
We choose P = 1 2
(σ x + σ y + σ z )). We then have I(P ) = {±1}, and hence the quotient group Q/I(P ) contains four elements,1 ≡ {±1},ī ≡ {±i},j ≡ {±j}, andk ≡ {±k}. The corresponding pure states are
Since these four states are generated following the previous method, they are antidistinguishable. It is also easily checked that, indeed, P1 + Pī + Pj + Pk = 21.
Finally, we remark that it may be more convenient to start from a reducible unitary representation of a group G on C d , and then take an invariant subspace V ⊂ C d such that the restriction U V is irreducible. If we then choose a pure state P such that the eigenspace of P is a subspace of V, our earlier method, applied now to the representation U V, still works. The only difference is that Schur's lemma leads to the identity operator 1 V on V, but this can be seen as a projection on the original vector space C d . Therefore Prop. 4 applies. This slight generalization of the earlier method is demonstrated in the following example.
Example 3. Let S n be the symmetric group of order n, n ≥ 3. Fix an orthonormal basis {φ 1 , . . . , φ n } for C n . In the permutation representation of S n each element g ∈ S n permutes the coordinates in the fixed basis. The permutation representation is reducible, splitting into invariant subspaces of dimensions 1 and n − 1. The first one is generated by the vector n j=1 φ j , while the latter is given as { n j=1 c j φ j : n j=1 c j = 0} =: V. The restriction of the permutation representation to this (n − 1) -dimensional subspace is called the standard representation of S n . For instance, the following vectors belong to V and are on the same orbit in the standard representation of S 3 ,
There are also three other vectors in this orbit, but these are just scalar multiples of the previous vectors and therefore determine the same pure states. We conclude that the following three pure states are antidistinguishable:
From the previous method we know that the sum P 1 + P 2 + P 3 , divided by 3/2, is rank 2 projection; this is also easy to check directly. Table 1 . Illustration of the projections used in Prop. 5. Each column in the chart sums to the identity operator 1.
General criterion
Let {P j } n j=1 be an antidistinguishable set of n pure quantum states in a d-dimensional Hilbert space. There hence exists a POVM M such that P j M(j) = 0 for each j. It follows that the spectral decomposition of M(j) is
where α k j ∈ [0, 1] and P k j are (pairwise orthogonal) one-dimensional projections satisfying
Since M is a POVM, we also have
Further, the condition
In conclusion, from the antidistinguishability of {P j } n j=1 follows that there exist one-dimensional projections P k j such that (13), (14) and (15) hold. It is convenient to depict these projections in a chart; see Table 1 .
We now record the following construction as a necessary and sufficient condition for the set of pure states to be antidistinguishable. pure states P k j and real numbers 0 ≤ α k j ≤ 1, i ∈ {1, . . . , n}, j ∈ {2, . . . , d}, such that (13), (14) and (15) hold.
Proof. We have already seen that the 'only if' holds. To prove the 'if' part, we reverse the argument. Let us assume that pure states P k j and real numbers α k j with the required properties (13), (14) and (15) exist. From (13) follows that we can define a POVM M as
We emphasize that while considering a set of n pure quantum states one is not guaranteed to find an antidistinguishing POVM by completing the chart as shown in Table 1 , even if the set under consideration is antidistinguishable. Prop. 5 merely guarantees that whenever the set is antidistinguishable, it is then possible to find the antidistinguishing POVM in the explained way. In the following example we demonstrate how the method works. This example also shows that the condition of Prop. 4 is not necessary for a set of pure states to be antidistinguishable. There are no positive real numbers t 1 , t 2 and t 3 such that 3 i=1 t i P i would sum up to a projection. One way to see this is to solve the t's from Eq. (9) and then find that the operator R = 3 i=1 t i P i is not a projection, i.e., R = R 2 . Another way is to solve the system of equations obtained from
There it is evident that a solution where all of the t's are nonzero and positive does not exist. We thus conclude that Prop. 4 is not applicable. However, a possible chart as in Prop. 5 is the following. 
we confirm that P 1 , P 2 and P 3 are antidistinguishable. In conclusion, the condition of Prop. 4 is not necessary for pure states to be antidistinguishable.
Antidistinguishability of qubit states
We have earlier observed that a full-rank state is not antidistinguishable with any other states. In the case of qubit states, this means that only pure qubit states can be antidistinguishable.
Proposition 6. Let P 1 , . . . , P n be pure qubit states. They are antidistinguishable if and only if there are positive real numbers t 1 , . . . , t n such that
Proof. The 'if' part is Cor. 1, thus it remains to prove the 'only if' part. Let us assume that P 1 , . . . , P n are antidistinguishable, hence there exists a POVM M such that P j M(j) = 0. This implies that P
j is a one-dimensional projection, we conclude that M(j) = t j P ⊥ j for some real number t j > 0. Since we first see, by taking the trace on both sides, that j t j = 2. Then
which means that j t j P j = 1.
A qubit state can be written in the Bloch form = (1 + r · σ), where σ = (σ x , σ y , σ z ), r ∈ R 3 , r ≤ 1, and is pure exactly when r = 1. Using Bloch vectors we can reformulate Prop. 6 as stated in [9] . A set { (1 + r 1 · σ), . . . , 1 2 (1 + r n · σ)} of pure qubit states is antidistinguishable if and only if there are positive real numbers t 1 , . . . , t n such that n j=1 t j r j = 0 .
Namely, if these numbers t j exist, then we can scale them to sum up to 2, and therefore (20) is equivalent to our earlier condition.
From Prop. 6 we get an improved version of Prop. 3 for the qubit case.
Proposition 7. Any finite set of pure qubit states is either antidistinguishable or can be made antidistinguishable by adding a single pure state.
Proof. Let us assume that the set { 1 2 (1+r 1 ·σ) , . . . , 1 2 (1+r n ·σ)} of pure qubit states is not antidistinguishable, in which case r ≡ j r j = 0. We define r n+1 = −r/ r . Then r n+1 is a unit vector and n j=1 1/ r r j + r n+1 = 0 .
The remaining step is to see that r n+1 = r j . Let us make a counter assumption that r n+1 = r j for some j. However, from (21) it follows that (1 + 1 r j )r j + i =j
which contradicts the fact that the original set is not antidistinguishable.
Some examples of the completion process described in the proof of Prop. 7 are shown in Fig. 2. 
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