Accurate estimation of reference evapotranspiration (ET o ) is a major task in hydrology, water resources management, irrigation scheduling and determining crop water requirement. There are many empirical equations suggested by numerous references in literature for calculating ET o using meteorological data. Some such equations have been developed for specific climatic conditions while some have been applied universally. The potential for usage of these equations depends on the availability of necessary meteorological parameters for calculating ET o in different climate conditions.
INTRODUCTION

MATERIALS AND METHODS
Data used
Daily meteorological variables from 10 weather stations in northwestern Iran, covering a period of 12 years (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) were utilized for evaluating the applied equations ( Figure 1 ).
The stations are located around Lake Urmia (the largest saline lake in the world) which was drying up during the studied period. The meteorological parameters included air temperature (T A ), relative humidity (R H ), solar radiation (R S ) and wind speed (W S ). 
, which showed the similarities of air temperature variations in these locations,
where M i and m i are the maximum and minimum average monthly tempterature ( C), respectively, and θ is the station lati- 
METHODS
The standard FAO56-PM model was used for providing the benchmark ET o values, which is a common practice in similar cases (Allen et al. ) :
where ET o is the reference evapotranspiration (mm day Initially, all equations were applied at each location using all available data. Then the equations were calibrated using local and cross-station data management scenarios as follows.
Local assessment (calibration) of the models
The applied equations were calibrated, tested and validated per station using 50%, 25% and 25% of available data records, respectively. The general assessments of the models were conducted based on testing and validation statistics. 
Cross-station assessment (calibration) of the models
The applied models were calibrated using exogenous data (records from outside the target station). Firstly, the crossstation assessment was conducted using calibration data from single stations (scenario ii-a). In this way, the data from one station were used for calibrating the models each time, and then the calibrated model was tested in the remaining stations. The procedure was repeated until all stations were incorporated in the calibration procedure. The second step (Scenario ii-b) was similar to the former cross station validation, except that the pooled data from ancillary stations were used for calibrating the models. So, the procedure was conducted each time leaving out a single station for subsequent testing of the models, while the data from the rest of the stations were 
), K ¼ the mean annual percentage of daytime hours, a and b ¼ coefficient of BC models which are determined by regression analysis, R H ¼ relative humidity (%), P is monthly rainfall (mm), R a ¼ extraterrestrial radiation (mm day À1 ), T max ¼ maximum air temperature ( C) and T min ¼ minimum air temperature ( C). 
In these equations:
the temperature axis ( C), e1 ¼ saturation vapor pressures of water at the mean maximum temperatures, for the warmest month of the year in a given area (KPa), e2 ¼ saturation vapor pressures of water at the mean minimum temperatures, for the warmest month of the year in a given area (KPa).
pooled and utilized for calibrating the models. The process was repeated until all the stations took part in the calibration and test phases. The following relation was used for calibrating the equations:
The performance accuracy of the applied models was assessed using visual graphs as well as the statistical indices, namely, the scatter index (SI) and the mean absolute error (MAE):
where ET M and ET o denote the estimated and standard values at the i th time step, respectively. N is number of time steps (Shiri et al. ) .
In order to assess the calibrated models' accuracy, the MAE ratio of calibrated ET o models to the noncalibrated versions (R-MAE) was applied (Landeras et al. ): Table 5 .
RESULTS AND DISCUSSION
Nonetheless, as can be observed, the ET o values obtained by all the models of each category are closer to each other in the cold season, while the discrepancy among them is obvious in hot seasons (e.g. June, July, August, etc.). This could be due to the higher magnitudes of ET o in these months, which make higher differences when estimated with other models and compared with the target magnitudes.
Local assessment of the calibrated models 
Shiri et al. , ).
For a better comparison of the ET o estimations at the studied locations, the SI values of the locally calibrated models (calibrated and evaluated at each station) have been plotted in Figure 5 for all studied locations, which confirm the aforementioned statements.
Summarizing, it is seen that the local calibration of the ET o equations might be a good option for improving the performance accuracy of the models at the studied locations (and other points with similar conditions). However, it should be noted that this procedure has a major drawback because it requires local patterns for generating the calibrated equations, so its applicability would be limited to the locations with the necessary meteorological data available, which is not the case in most areas, especially in developing countries. Therefore, an external calibration procedure which works without using the local patterns should be adopted to estimate ET o in limited data conditions. These statements confirm the results obtained by Landeras et al.
() for arid and semi-arid regions of Africa.
Cross-station calibration of the models Although the studied equations groups utilized different meteorological inputs for estimation of ET o , there was a similarity between their performance accuracy when they were calibrated externally. This might be due to the general showed lower improvement (except HS4). Figure 9 shows the SI values of the externally calibrated models (calibration using the pooled data of other stations).
After comparing two external calibration procedures in terms of R-MAE, it is seen that the general trend in the increase/decrease of the performance accuracy is similar for both external calibration cases for all three studied categories in all the stations. This might clarify that the models can enjoy the external patterns for calibration in both local and pooled scenarios for improving their performance by taking into consideration that the amount of data supplied for calibrating the models has not affected the modelling global accuracy in the studied case. On the other hand, the higher the number of patterns used to feed the calibrating regression-based models, the higher the involvement of different variations in the calibration matrix, which would make it easy to extrapolate the ET o values.
In the present case, however, the equations showed their performance accuracy increasing/decreasing through calibration procedure independent of the data amount. This might be explained by general similarity in the studied stations ( The applied equations were then calibrated in both local and cross-station scales. Assessing the calibrated equations showed that calibration procedure had the highest quantitative effect on the performance accuracy of the mass transferbased equations in both local and cross-station scales.
Nevertheless, the cross-station calibration procedure presented comparable results to those of the locally calibrated equations, which is not the case in most of the studies reported here. Although not expected, the results showed that the cross-station calibration (through individual or pooled data application) could improve the equations' performance accuracy to a great extent. This would be
