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Abstract
This paper presents an automatic way to discover pixels in a face image that
improves the facial expression recognition results. Main contribution of our
study is to provide a practical method to improve classification performance
of classifiers by selecting best pixels of interest. Our method exhaustively
searches for the best and worst feature window position from a set of face
images among all possible combinations using MLP. Then, it creates a non-
rectangular emotion mask for feature selection in supervised facial expression
recognition problem. It eliminates irrelevant data and improves the classifica-
tion performance using backward feature elimination. Experimental studies
on GENKI, JAFFE and FERET databases showed that the proposed system
improves the classification results by selecting the best pixels of interest.
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1. Introduction
Facial expression recognition (FER) is a hot research topic and a challeng-
ing problem on different domains including face recognition, human computer
interaction, facial animation as well as social interaction. In the last decade,
researchers from various disciplines focused on efficient, accurate and fast
recognition of facial expressions. Emotions can be detected from physical
sensors, image and video. Each sensor type has its own challenges such as
noisy signals, high dimensionality and quality of selected features. There
are many automatic FER studies achieving high accuracy on well-defined
datasets. However, these studies still perform poor results under real world
situations. Therefore there is still a considerable accuracy gap for realis-
tic classification scenarios. One solution for this problem is to improve the
classification results in terms of objective measures. Among others, feature
selection is an important step towards better classifiers. Feature selection
and reduction strategies are used to select relevant features to create robust
models. In this scope, majority of the previous studies on FER considered
the face and facial features as a combination of coarse rectangular units [1, 2].
These units are used to locate or extract valuable facial feature information.
Although its implementation simplicity, it includes useless and noisy data for
the machine learning step. Therefore there is a need to find local pixel of
interests (POI) to be used in FER. Group of POI provide non-rectangular
masks that can be used to improve the classification performance.
Selection of the best variable and feature become the focus in classification
research where there are thousands of different possibilities. Feature selec-
tion is the technique for selecting a subset of relevant features from original
data to reduce feature size while maximizing the classifier output. Wrapper
and filter based feature selection are the most common two approaches in the
field. Wrappers evaluates the importance of specific features considering a
particular learning algorithm [3] whereas filter based methods reduce the fea-
tures space using a specific filter. Regardless of the fact that computational
complexity of wrapper based methods put aside, the facial area used in FER
is a small region that can be represented by regions as small as 20 × 20 to
50× 50 pixels for vision based algorithms.
In this study, we used an analytic approach that performs wrapper based
feature selection by exhaustive searching of all possible set of feature win-
dows to find informative pixels to improve the results of FER. For a given
emotion class, we created corresponding emotion mask to improve the Multi-
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layer Perceptron (MLP) model’s performance. Our experiments on different
datasets showed that proposed method gives better results than full frame
and the best traditional feature window based classification.
The rest of this paper is organized as follows. In Section 2, we briefly
overview related works. Database material, mask generation and its applica-
tion to FER is described in Section 3. Experimental results and discussion
are presented in Section 4, followed by the conclusion.
2. Related Works
Considering either analytic or holistic classification problem, there is a
need to eliminate redundant and noisy information. Analytic approaches are
widely use in face recognition domain and they are based on the detection
of specific facial features such as eyes, eyebrows, nose, mouth and the lo-
cations of facial fiducial points such as corner positions of eye, mouth and
their geometric relationships. Here a system is solved by considering its sub-
parts and how they work together to produce particular results. For this
reason, researchers use high level features of the face such as position of eyes,
eyebrow, noise and mouth corners [4]. Among others, Nonnegative Matrix
Factorization (NMF) is a popular dimension-reduction method that approx-
imates a nonnegative matrix by the product of two other low-rank matrices.
NMF distinguishes from others by its use of the non-negativity property. In
contrast to holictic methods, NMF is able to learn parts of image. Local
Binary Patterns (LBP)[5] is another analytic method used in texture classifi-
cation and face recognition [6] which summarizes local structure of an image.
LBP is a powerful gray-scale invariant texture feature providing more dis-
criminative and invariant features for the recognition phase. Here the input
face is divided into non-overlapping regions to compute an enhanced feature
histogram.
Holistic approaches consider the encoding of the entire facial image into a
point on a high dimensional space. In holistic methods, the problem can not
be solved by its subcomponents. Instead, the problem as a whole involves the
solution. In the literature, Principal Component Analysis (PCA)[7], Linear
Discriminant Analysis LDA [8] and Independent Component Analysis (ICA)
[9] are common holistic methods extensively used for finding more informative
features which reduce the dimensionality of original data by rejecting low
variance features. For example PCA reduces the dimensionality by assuming
that variance implies the importance and finds the reduced set of features
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that mimics the original data. However, ability to reduce original data is not
appropriate for all problem scenarios. For the supervised FER problem we
need local representative areas and pixels in a face image that can be used
for the recognition.
[10] proposed an efficient online NMF variant called OR-NMF that can
be applied to large-scale datasets. Slow convergence problem is adressed
by use of NeNMF [11] and MD-NMF [12]. [13] analysed the relationship
between the input space and feature space using discriminant analysis and
provided an input variable selection method. They selected variables that
contain large amount of discriminative information and less discriminative
information is discarded. [14] used LBP to obtain more complete description
of the face using shifted and scaled sub-windows over the face images. [15]
propose a pattern recognition method and its application to face recognition
problem. In their method, extracted features are analyzed in the original
space using feature feedback and then they identify the important segments
of the original data that affects the classification performance. [16] present
a holistic method to analyze facial expressions by focusing on the regions
such as eyes, mouth etc. whose geometries are mostly affected by variation
in facial expressions. They used PCA to recognize different parts of the face.
FER algorithms can be classified as feature-based and appearance-based
methods. Feature based methods first detects facial feature points then clas-
sification is performed by considering geometric information. Appearance-
based methods generally use the texture information for the classification.
Hybrid methods like image ratio features [17] combine both the local texture
information and the geometric information. [18] studied geometry and gabor-
wavelet based FER using MLP and observed that gabor coefficients are more
powerful than geometric positions.[19] proposed an efficient local appearance
feature extraction method based on Steerable Pyramid(S-P) wavelet trans-
form for face recognition problem.
In a recent study, [20] showed that FER is an analytic rather than holistic
process. They used an elliptical mask to remove useless background pixels
from the face image as a preprocessing step before their classification method.
This type of masks eliminates the appearance of the hair and neck from
the face image as seen on Figure 1. However, there exists many other non-
informative skin pixels on this masked image which behaves like a noisy pixel
in future processing steps. Therefore additional masks or methods are needed
to eliminate these pixels during the preprocessing step. Figure 2 shows dif-
ferent masks generated by using different feature selection algorithms for
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smiling and non-smiling classification.




Figure 2: Different feature subsets created using the GENKI dataset for smiling and non-
smiling classification. Left to right: (A) Correlation-based Feature Subset Selection. (B)
Filtered Las Vegas algorithm. (C) Gain ratio attribute evaluator (200 attributes) using
random subsamples. (D) Gain ratio attribute evaluator (100 attributes) using random
subsamples. (E) OneR classifier based attribute selector. (F) The mask created by our
method.
Correlation-based Feature Subset Selection (CFS) shown on Figure 2(A)
uses a search algorithm along with a function to evaluate the merit of the
feature subsets [21]. In this method usefulness of individual features depends
on the level of inter-correlation among them. Low correlation with the class
shows an irrelevant features for the selection. Filtered Las Vegas algorithm
shown on Figure 2(B), make probabilistic choices to guide to a correct so-
lution [22]. It uses the randomness property in the search process to find a
guaranteed correct solution. This behavior is similar to the random pivot se-
lection in Quicksort algorithm. Attribute evaluators seen on Figure 2 (C) and
(D) produces similar results using random subsample of the datasets which
evaluates the worth of an attribute by measuring the information gain with
respect to the class. OneR classifier based feature selection shown on Figure
2(E) evaluates the worth of an attribute by using the OneR classifier [23].
The classifier selects one-by-one attributes from a dataset and generates a
different set of rules based on the error rate from the training set. Attributes
having the minimum error rate is selected. Figure 2(F) shows result of our
method which uses MLP classifier to select pixels of interest.
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[24, 20] studied the contribution of the upper and lower face regions in
happy and sad facial expression classification. They used morphed faces to
detect the intensity of a particular emotion on either the upper or lower face.
In order to highlight important features they used multidimensional signal
detection theory. Their study also shows that happy/sad classification is an
analytic rather than a holistic process.
[25] defined Visual Context Patterns (VCP) for eye detection problem.
Similar to our method, they searched for the smallest region of reference
(ROR) rectangle that maximizes a quality function by satisfying maximal
stable appearance while preserving less unstable appearance. Similarly in
our method we search for the subregions that maximize and minimize the
classification performance. On the other hand, in our method instead of
selecting the smallest region, we used statistical elimination of regions by
considering the variance value as explained in Eq.5. In terms of learning
methodology they employed selective sampling based semi-supervised boost-
ing method where false positive samples feed back to update the classifier
in each training step. In our case, we create our classifier at the end of the
process by considering intermediate classification results.
3. Material and Methods
In this paper, we make use of non-rectangular emotion masks for facial
emotion recognition problem to improve overall classification results. Figure








































Figure 3: Flow diagram of our method.
6
Our proposed method exhaustively searches for the best feature window
position from a set of static images among all possible combinations using
an Artificial Neural Network (ANN) and creates a non-rectangular mask for
a given emotion class. As the emotion recognition problem is a non-linear
problem, the most common type of ANN, the Multi-Layer Perceptron (MLP)
was chosen for this study.
3.1. Preprocessing
We adopted similar preprocessing steps explained in [26]. OpenCV library
is used to detect and segment out faces from static images based on frontal
face detector [2].
Original image size in GENKI dataset [27] is approximately 180 × 192
which reduces the face detection rate because of the small facial area. There-
fore we performed linear interpolation to increase each image size to 450×480
by preserving the aspect ratio. In this case OpenCV detects 3980 faces out
of 4000 individual face images ( 99.5% accuracy). After that, eye detection
is performed to find the locations of the pupil centers. This step is necessary
to correct the orientation of the face according to the vertical position of left
and right pupil. For this reason, we used the neural network-based eye de-
tector [28] available in the Stacked Trimmed Active Shape Model (STASM)
[29] library to locate the positions of the pupils.
After the eye detection, we correct the orientation of the face using the
vertical positions of both eyes. After that, the face is scaled down to 50× 50
grayscale image considering the Inter Pupillary Distance (IPD). Face image
x, y, width and height values are computed using the following equations.
Fx = EyeLeftx − IPD/3 (1)
Fy = EyeLefty − IPD/2.5 (2)
Fw = IPD × 1.6 (3)
Fh = IPD × 1.9 (4)
where Fx, Fy, Fw and Fh represents the x, y, width and height of the
face. EyeLeftx and EyeLefty are the x and y positions of the left eye with
respect to upper left origin of the image. Note that initial location of the
OpenCV face detection results are updated here according to the IPD dis-
tance. Scalar values 1.6 and 1.9 of the IPD for the width and height are
selected according to the experimental tests. Finally, histogram equalization
7
is applied to increase the contrast. Figure 4 shows the initial and cropped
face region after the use of Eq. (1), (2), (3) and (4).
(A) (B) (C) (D) (E)
Figure 4: Preprocessing steps for the sample images from GENKI dataset. (A) Original
image. (B) OpenCV face detection output. (C) Rotating and reshaping the face dimen-
sions considering IPD distance. (D) Normalizing face size to 50 × 50. (E) Histogram
equalization.
After preprocessing step, our training set consists of 1,976 smiling and
1,746 non-smiling faces.
3.2. Methods
We have performed smiling/non-smiling classification experiments on dif-
ferent datasets. In this study, any class other than pure ”smiling” is defined
as ”non-smiling”.
Consider a set of m windows Rk = {x, y, w, h}, k = {1, ..,m} where x, y,
w and h represents top left x, y, width and height value for the rectangle.
Let assume that MLP (Rk) = A(Rk) where A(Rk) is the validation accuracy
of the MLP for a given input rectangle Rk. In order to represent the input
features, a feature vector Fk is calculated in each window Rk. All possible
window positions are feed into a parallel backpropogation neural network
having 2 hidden layers as shown in Figure 5 to find the best A(Rk)b and
worst A(Rk)w window location for a given feature window.
For each Rk, the training set is constructed by selecting equal number of
images ( 50% training, 50% testing) from each emotion class. In order to
overcome inherent disadvantages of the gradient-descent method, the batch
RPROP (Resilient PROPagation) algorithm [30] which is a direct adaptive
method for fast backpropogation learning is used to train the MLP. RPROP
algorithm is a learning heuristics which considers only the sing of the partial
derivative for the current epoch to determine the next value of the each
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Preprocessed  image










Figure 5: MLP architecture having two hidden layers. The number of neurons in the input
layer is dynamically determined by the current size (width , height) of the search window.
weight. As the weight updates depend only on the sequence of the error
signs and not the magnitude of the error, all weights have equal chance to
learn. We selected to use the maximum number of allowed iterations and the
epsilon value as 200 and 0.001 respectively for the RPROP algorithm.
Since the wrapper based feature selection methods have high computa-
tional complexity, we parallelized our code to reduce computational time. In
order to speed up the exhaustive search process we employed data-parallel
divide-and-conquer method for the neural network training step where each
of the 8 physical processor is assigned to specific window size and position.
In addition, we horizontally and vertically skipped every 3 pixels to reduce
computational time.
Let A(Rk)b and A(Rk)w be the mean of results obtained from best and
worst performing windows from a distribution with mean µb, µw and vari-
ance V (µb), V (µw) respectively. Then, the mask C is created considering
the variance as shown in Eq. (5). Good results obtained in worst windows
and bad results obtained in best windows are eliminated. The prediction
power of the Rk is measured in terms of corresponding error rate on the
training set. The mask C is then applied to normalized face images obtained
in section 3.1. The approach is extendable to serve as a tool to make exper-
imental investigation to find best feature window locations for different set
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of emotions.
C = (A(Rk)b > A(Rk)b +V (µb))∧ (255− (A(Rk)w < A(Rk)w−V (µw))) (5)
3.3. Datasets
We used 50% of the GENKI dataset as the training set. JAFFE and
FERET dataset has been used for the test and evaluation purposes. Training
and test sets are strictly separated.
3.3.1. GENKI Dataset
The MPLab GENKI-4K dataset [27] is a two class database of images
containing ”smiling” and ”non-smiling” faces spanning a wide range of illu-
mination conditions, geographical locations, personal identity, and ethnicity.
It contains 4000 labeled face images by human coders. The pose of the faces
is approximately frontal.
3.3.2. JAFFE Dataset
JAFFE [31] is the Japanese Female Facial Expression dataset which con-
tains 213 images of 7 facial expressions (6 basic facial expressions + 1 neutral)
posed by 10 Japanese female models.
3.3.3. FERET Dataset
FERET [32] is an online Facial Expression Image Database including
individuals from different genders, ethnicities and age groups with different
facial expressions on their faces. The database contains 1,564 sets of images
for a total of 14,126 images that includes 1,199 individuals. We used fafb
subset in our experiments.
4. Results and Discussion
For a 50×50 face image we considered (m = 224) different search window
Rk which yields 14,490 different neural networks. When all possible windows
sizes feed into the neural network the outputs are the set of best and worst
window locations as shown in Figure 6.
It took approximately 23 hours to process the GENKI dataset. For each
Rk, we stored the x and y position giving the highest and lowest accuracy
in test phase. Average training accuracy of 14,490 different neural network







Figure 6: Minimum and maximum accuracy window location for different window sizes.
accuracy on the test set is 71.7% and standard deviation is 8.71%. 46.7%
(6,773/14,490) of all neural networks performs error rate of less than 1% .
Figure 7 (A) and (B) shows 224 different Rk giving the worst and best
classification results when sigmoid activation function used on 50 × 50 face
images. Note that brighter intensity values represents higher accuracy of
MLP classifier for the given Rk. Minimum values usually located on the
upper face and forehead region whereas maximum values are located near
the mouth and middle area of the face. This is because the positive emotions
are likely to persist in the lower face more than in the upper part of the
face where the negative emotions occur in the upper part of the face. In
Figure 7(A), from left to right and top to bottom the classification accuracy
increases from 33.1% to 85.7%. On the other hand in Figure 7 (B), these
values are between 74.9% to 87.8%.
Figure 8 presents the result of Eq. (5) on GENKI dataset. By convention,
we assume that a high accuracy is an indication of a valuable window and
low accuracy is an indication of a worthless window. Sample use of the mask
is shown on Figure 9.
According to the Figure 10, it is clear that increased window size leads
to better accuracy. In order to quantify the strength of the relationship
between the feature size and corresponding best accuracy value, we computed
the square of the sample correlation coefficient between the feature size and
their corresponding accuracy values. Approximately 64% of the variation in
the accuracy can be explained by the feature size and the remaining 36% can
be explained by unknown (r2 = 0.64) as shown in Figure 10. Similarly, some
of the smaller windows gives better accuracy than large windows which is
11
(A) (B)




Figure 8: Classification windows weighted representation for sigmoid activation function
considering the difference image. Checkerboard effect exists due to the skipped image
pixels (3 pixels per step). (A) Mean images of the best and worst weighted feature windows.
(B) Contrast enhanced version of (A) for visualization. (C) Substraction of worst (B) from
the best (B).
Figure 9: A subset of masked images from GENKI set for smiling and non-smiling classes
using our method.
also an important indicator to solve the feature dimensionality problem.
We compared our mask shown in Figure 11 with full frame features (no
mask usage) and best traditional rectangular mask obtained from Rk. We
measured the performance in terms of accuracy on the test set.
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Figure 10: Effect of the window size on classification accuracy for the windows giving the
best results for GENKI dataset.
According to the experimentations shown in Figure 12, the best results
coming from the GENKI dataset. Since it is the largest dataset, results
support our method. On each dataset our mask outperformed traditional
rectangle based and full frame based approaches. Since different testing
methodologies result noticeable change in classification performance, we also
provide the testing methodology of other studies. Table 1 shows state of the
art results for GENKI-4K and JAFFE datasets.
Figure 13 shows training size vs. accuracy for GENKI dataset. Predictive
capability of the network is stable from 30% to 65% training size and provides
approximately 92% of accuracy. Note that the rest is used for testing. Since
we are looking for a high degree of confidence that a given set of weights will
perform well on unseen data, the range from 30% to 65% training size gives
the best results. Higher value (93% accuracy) at 95% training size is ignored
since the validation set size is too small (5%).
[33] used graph-preserving sparse nonnegative matrix factorization (GSNMF)
algorithm on GENKI-4K and JAFFE datasets. In case of JAFFE dataset
they achieved 91% accuracy using 70 features and 86% accuracy for 40 fea-
tures. In our case, JAFFE is a totally unseen dataset therefore we get lower
results on this dataset (82% overall accuracy). Our results also support their
findings that recognition results on JAFFE dataset is much lower than other
datasets. For GENKI-4K dataset they performed tests using 500 test sam-
ples and report 93.1% overall accuracy for GSNMF and 91% for SNMF and
13
Table 1: State of the art results on JAFFE and GENKI dataset. * For more detail,
please refer to referenced article. ** Training performed on GENKI dataset. No training
performed on JAFFE dataset. *** Randomly select two images for each expression per
person.
Author Methodology Dataset Classification Acc. Classes
[35] leave-one-out* JAFFE Gabor filters 88.1% 2
[35] leave-one-out* JAFFE DNMF 85.2% 2
[36] 65% train-35% test JAFFE NN+DNMF 56.4% 7
[36] 65% train-35% test JAFFE SVM+DNMF 60.0% 7
Our method 100%** test JAFFE NN+Mask 82.0% 2
[33] 65%*** train-35% test JAFFE GSNMF 92.0% 7
[33] 25% train-75% test GENKI GSNMF 93.1% 2
[33] 25% train-75% test GENKI SNMF 92.0% 2
[33] 25% train-75% test GENKI Laplacian 89.9% 2
Our method 25% train-75% test GENKI NN+Mask 88.7% 2
Our method 50% train-50% test GENKI NN+Mask 92.0% 2
we obtained 92% overall accuracy using 2000 test samples.
5. Conclusion
In order to find the best feature window position and size, we performed
exhaustive search on facial area. Although the bigger windows size have the
higher accuracy, our experiments showed that location and size of the win-
dows has a great effect on the emotion classification problem. Experiments
showed that, in many cases, smaller feature windows have more accurate
results than larger feature windows. In addition, for the same windows size
there is a high accuracy difference in very close windows which supports the
importance of our study. In this study we showed that proposed method
improves the classification results by selecting the best pixels of interest on
variety of well known databases. Since we used wrapper based method, the
mask creation phase is time consuming task. However, that recognition phase
using our mask runs at real-time (30 images per second for GENKI dataset).
Therefore, among other methods, proposed method is an alternate solution
to real-time facial expression recognition problem. A future work has been





Figure 11: Pixels voting for the smiling class for GENKI dataset, x and y dimension
represents the pixel position whereas z represents pixel’s vote
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