Abstract. The stationary Boltzmann equation for maxwellian and hard forces is considered in the slab. An L 1 existence theorem is proven in the case of di use re ection boundary conditions. The method of proof is based on properties of the entropy dissipation term. The approach is simpli ed by a classical transformation of the space variable resulting in a homogeneous equation of degree one. The case of given indata is also brie y discussed.
where is a subset of IR 3 , the Cauchy problem has been studied intensely, most important being the time-dependent existence proof by R.DiPerna and P.L. Lions 17] , based on the use of the averaging technique and new solution concepts. For a survey and references to the time-dependent problem, see 13] . In this paper we focus on solutions to the stationary Boltzmann equation in the slab under di use re ection boundary conditions. Stationary solutions are of interest as candidates for the time asymptotics of evolutionary problems (cf 10], 5]). They also appear naturally in the resolution of boundary layer problems, when studying hydrodynamical limits of time-dependent solutions. However, stationary solutions cannot be obtained directly by the techniques so far used in the time-dependent case, since for the latter natural bounds on mass, energy and entropy provide an initial mathematical framework, whereas in the stationary case only bounds on ows of mass,energy, and entropy through the boundary are easily available. Instead our technique is based on a systematic use of suitable parts of the entropy dissipation term with its natural bounds. The range of applicability of this idea for kinetic equations goes well beyond the present problem.
A number of results are known concerning the cases of the non-linear stationary Boltzmann equation close to equilibrium, and solutions of the corresponding linearized equation. There, more general techniques -such as contraction mapping based ones -can be utilized. So e.g. in an IR n setting, the solvability of boundary value problems for the Boltzmann equation in situations close to equilibrium is studied in 18 The Povzner collision operator ( 29] ) is a modi ed Boltzmann operator with a 'smearing' process for the pair collisions, whereas in the derivation of the Boltzmann collision operator, each separate collision between two molecules occurs at one point in space. In the slab case mathematical results on boundary value problems with large indata for the BGK equation are presented in 31] , and for the Boltzmann equation in a measure setting in 1], 11] and in an L 1 setting in 4] for cases of pseudo-maxwellian and soft forces. In the paper 4] a criterium is derived for obtaining weak L 1 compactness from the boundedness of the entropy dissipation term. It allows an existence proof for a weak L 1 solution to the Boltzmann equation in the slab when the collision kernel is truncated for small velocities. In the present paper we use the entropy dissipation term also to get rid of such truncations, and prove an existence result for the genuine stationary Boltzmann equation with pseudo-maxwellian and hard forces in the slab . Let us conclude this introduction by detailing our results and methods of proofs. First recall the exponential, mild and weak solution concepts in the stationary context. 
Remark. This weak form is stronger than the mild and exponential ones.
In the paper 6] the main equation, quadratic and of Povzner type in IR n , is shown to be equivalent to a similar one but homogeneous of degree one via a transform of the space variables and involving the mass. An analogous transform involving the mass density instead of the mass was rst used in radiative transfer and boundary layer studies, and later in the mid 1950 ies introduced by M. Krook 23] Remark. In contrast to the Povzner equation, it is not obvious in the Boltzmann equation case how to extend the transform in a useful way from one to several space dimensions. On the other hand, the existence problem for (1.1-2) -in this paper solved with the above transform -can alternatively be solved via a direct approach without the transform, instead using a certain coupling between mass and boundary ow (see 7] ). The main result of this paper is the following. . We refer to those papers for a more extensive discussion of this version of (1.7).
The theorem holds with an analogous proof for velocities in IR n , n 2.
It will be clear from the proofs that problems with given indata boundary conditions can also be treated by the methods of this paper (no singular boundary measure coming up there). 
The truncation r and the boundedness of the collision kernel by will be removed only at the very end of the proof in Section 5, and the truncation with m will be removed together with j in Section 3. 
Lemma 2.1 There is a positive lower bound c 0 for R F(x; v)dv, with c 0 independent of x 2 (?1; 1), 0 < 1, and of (f; ) 2 K 0; 1].
Proof of Lemma 2.1. It follows from the exponential form of (2.3) and the boundedness from above of j by , that
Then, uniformly in x 2 (?1; 1),
c 0 : 2 For (f; ) 2 K 0; 1], one solution F of (2.3) is obtained as the strong L 1 limit of the nonnegative monotone sequence (F l ), bounded from above, de ned by F 0 = 0 and
There is uniqueness of the solution to (2. By the uniqueness of the solution of (2.3), it is enough to prove that there is a subsequence of (F l ;~ l ) converging to (F;~ ). By the strong L 1 convergence of (f l ) to f and the condition R f l (x; v)dv c 0 , the bounded sequence ( 
(S l ) is a non-increasing sequence, and (s l ) is a non-decreasing sequence. Moreover, s l F l S l :
But (S l ) decreasingly converges in L 1 to some S and(s l ) increasingly converges in L 1 to some s which are solutions to 
and similarly for < 0. The sequence (G l ) is strongly compact because of the convolution of f l with ' k . Namely, we can pick a subsequence so that R f l ' k dv as well as R B j f l ' k 1+ f l ' k j dv d! are strongly convergent. For the same reason, for proving the strong compactness of (H l ), it is enough to prove it for
The argument is similar to the corresponding one in the limit when k tends to in nity on next page, where details are given. Keeping and j xed, let us write F k;j; = F k and study the passage to the limit when k tends to in nity. The sequence of mappings
is uniformly bounded by j, hence is weakly compact in L 1 
Here the right-hand side is uniformly bounded with respect to x, v, k, hence weakly compact in L 1 . Using the rst equation in (2.5), and that B j 2 C 1 c , it follows that
is strongly compact in L 1 ((?1; 1) IR 3 v ). Analogously, (
is strongly compact in L 1 ( (?1; 1) ). Finally let us recall the argument from
is strongly compact in L 1 . For > 0, let be a molli er in the v-variable.
There is a function R 2 L 1 such that for any > 0, a subsequence of
so that, by the change of variables (w; w ) ! (w 0 ; w 0 ), (2.8) The passage to the limit in (2.8) when tends to zero is similar, and implies that the limit F of F ;j is a solution to (2.1), which was the aim of the present section. Remark. The construction so far also holds for IR n . The solution F of (2.1) depends on the parameters j; r; , F = F j;r; . The following lemma gives an estimate of its boundary uxes independent of j and r. In this section the asymmetry between the gain and the loss terms will be removed by taking the limit j ! 1. The smoothness of r B j;m was needed in Section 2 for the Radon transform argument in the proof of (2.7). That smoothness will now be removed from B j;m and r by keeping r and xed, but letting r B j;m converge to max( 1 ; min(B; )) times the characteristic function for the set where r equals one, when m = j ! 1. We start with a j(= m)-independent estimate of the -ux of F j . j j F j logF j + e(F j ; F j ) < c:
Hence, the remaining term of the right-hand side of (3.4) is uniformly bounded from above, thus also the entropy of (F j ). From here the desired precompactness holds, since the mass is uniformly bounded from above (cf. follows from the weak precompactness of (F j ). Then the weak L 1 precompactness of (Q + j (F j )), the corresponding gain terms, is a consequence of the weak L 1 precompactness of (Q ? j (F j )) and the boundedness from above of (e(F j ; F j )), which is a consequence of (3.8). 2
We are now in a position to remove the asymmetry between the gain and the loss term by taking the limit j ! 1. It is enough to consider the weak formulation of (2. And so the aim of this section has been achieved, to obtain a solution for an approximate equation with gain and loss terms of the same type, with the truncation r a characteristic function, and with total in ow one through the boundary. 4 Removal of the small velocity truncation; some preparatory lemmas.
In the previous section solutions F r; to (3.10-12) were obtained corresponding to the approximations involving r and B . Writing F r := F r; , we shall in this section make some necessary preparations to remove the small velocity truncation r , while keeping 1 < xed. As in the previous section we start with some estimates independent of the relevant parameter, here r. logK ; for x outside of a set of measure . Choosing K so that 1 K is small enough and then taking so that cK 4? is small enough, implies that logi + + c 1 i < 2 ; for i large enough. 2 5 Proof of the main theorem.
In this section the small velocity truncation will rst be removed while keeping 0 < xed. The bounds from below of the approximations by their boundary values imply that the condition (1.5) holds in the limit, and that the function y(x) from (1.6) is well de ned. This will prove Theorem 1.1 in the pseudo-maxwellian case, i.e. when = 0. In a nal step the generalization to hard forces will be treated, using generalisations of the previous approach.
Lemma 5.1 There is a subsequence of (F j Remark. This proves Theorem 1.1 in the pseudo-maxwellian case.
Proof of Lemma 5.1. Let ' be a test function vanishing for j j and for j v j 1 To end the proof, the following three lemmas will be needed. The above argument holds for a subsequence of ( n ) if, instead of B n , we use '(x; v 0 )B n throughout. And so for a subsequence of ( n ), Z Q + n (F n )'(x; v)dxdv ! Z Q + (F )'(x; v)dxdv; n ! 1:
As in the pseudomaxwellian case, we may conclude that F satis es (3.11-12) , possibly with an extra singular measure in (3.12) in the sense of (1.7). 
