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ABSTRACT

Thermoelectric phenomena have been observed for the past two centuries while still being an
interesting source of new research because of the countless unknowns governing thermoelectric
transport in a host of materials. Novel materials and material structures continue to be discovered,
providing enhanced thermoelectric effects that can be used in thermoelectric devices for power
generation and refrigeration. With the increasing demand for reusable and renewable energy sources,
the importance and usefulness of thermoelectric phenomena grows. It is therefore important to
understand thermoelectric transport on both the larger macroscale of devices that serve to define
material properties and the smaller microscale where phenomena manifest to give rise to these
macroscale properties.
In this work, the detailed concepts of macroscopic transformation optics are applied to
thermoelectric transport. Using these results, a control of thermoelectric flows is shown that can guide
the coupled electric and thermal currents in a predesigned way. Metamaterial designs are given for
structures that can cloak, rotate, concentrate, and diffuse the coupled transport. These effects are shown
through COMSOL MULTIPHYSICS finite element simulations. The results here show the success of applying
transformation optics to control thermoelectric transport.
Additionally, the microscopic semiclassical description of thermoelectric transport is explored
using multiband wave packets. These multiband wave packets are required to describe transport in
material systems with band dispersion degeneracies and are an important generalization of their single
band counterparts used in Boltzmann theory. The equations of motion for the real space and reciprocal

vii

space positions of these wave packets are derived in the general scenario and are considered in the
specific cases of single band transport, degenerate band transport, and a pair of linearly crossing bands.
A full model for multiband transport is then developed through the use of a density operator that
generalizes the usual Boltzmann transport equation. Expressions for the electric and thermal currents for
the case of degenerate bands are then obtained alongside the thermoelectric material properties. This
model is currently incomplete but continues to be developed.
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OUTLINE

The research results presented here are covered in chapters 6-9.
Section I. includes chapters 1-4 and is dedicated to the introduction of thermoelectricity.
Chapter 1 concerns the history of thermoelectric discoveries while also defining the basic
thermoelectric material effects of the Seebeck effect, the Peltier effect, and the Thomson effect.
Chapter 2 covers linear response theory for thermoelectric transport using Onsager-de GrootCallen theory. This chapter links the connection between the electrical conductivity, thermal conductivity,
and Seebeck coefficient with the electric current and heat current under the influences of a perturbing
electrochemical potential gradient and temperature gradient. Charge and energy conservation are also
discussed in terms of steady state continuity equations.
Chapter 3 deals with the semiclassical Boltzmann equation which uses wave packets to describe
a semiclassical phase space. The Boltzmann distribution function is introduced and the Boltzmann
transport equation is derived. Using the semiclassical equations of motion and the isotropic relaxation
time approximation, material response properties are derived.
In chapter 4, the basics of thermoelectric devices and materials are discussed. The framework for
thermoelectric modules and thermoelectric arrays are given alongside the efficiency of a thermoelectric
array functioning as a generator and as a cooler. The figure of merit is introduced from optimizing these
expressions. Characterization of thermoelectric materials based on the figure of merit concludes this
chapter.

ix

Section II. includes chapter 5 and consists of a general discussion of the macroscopic and
microscopic description of thermoelectric transport, with an emphasis on how transformation optics
could be implemented in thermoelectricity.
Chapter 5 is used to introduce the notion of transformation optics. The basic principles of the
form invariance of governing physical equations is discussed and an example is given through Maxwell’s
equations. The use of metamaterial designs to facilitate the realization of transformation optics
techniques are also considered.
Section III. includes chapter 6 and deals with the macroscopic implementation of transformation
optics in thermoelectric transport.
Chapter 6 begins the discussion of the main results of this work with a derivation of the form
invariance of the governing thermoelectric equations of fundamental charge and energy conservation and
constitutive linear response. This form invariance drives the application of transformation optics to
thermoelectric transport. Explicit examples of how these techniques can be applied to thermoelectric
transport are given with designs for thermoelectric cloaks (circular and square), rotator, concentrator,
and diffuser. Metamaterial laminate designs are given for each of these cases with a discussion of the
efficacy of these metamaterial composites also given.
Section IV. includes chapters 7-9 and is about the microscopic semiclassical description of
thermoelectric transport.
Chapter 7 quickly summarizes the semiclassical approximation and the use of single band wave
packets to describe transport. The possible limitations of such an approach is discussed in the context of
bands with degeneracies, including topological Dirac materials like Weyl and Dirac semimetals.
In chapter 8, a full derivation of the equations of motion of the real space and reciprocal space
centers of a multiband wave packet is given. This derivation uses a projection procedure of operators in
the Hamiltonian dynamics of an observable. The justification for such a projection procedure is presented.

x

Equations of motion for the cases of a single band wave packet, degenerate band wave packets, and a
wave packet consisting of band states from linear crossing bands are provided.
Chapter 9 concludes the research results of this work with the development of a generalization of
the Boltzmann transport equation to include the possible multiband wave packet nature of states. The
model developed here is built using a density operator constructed from the multiband wave packet
states. The steady state equation for this density operator then generalizes the Boltzmann transport
equation and matches this equation in the single band wave packet limit. Within the isotropic relaxation
time approximation, the electric and thermal currents are obtained in addition to the thermoelectric
transport properties for degenerate band wave packets. As emphasized in the Abstract, these results are
unfinished and require a more detailed look at the steps involved to get a more consistent approach to
accommodate the Onsager reciprocity relations.
Section V. is the final section and summarizes the main results of this work while also giving an
outlook for potential areas of research branching from the main results here.
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I. THERMOELECTRICITY

1. Introduction

Thermoelectricity is the macroscopic coupling phenomenon between the ability of charge carriers
to drive heat as well as the ability of heat to drive a current via the same charge carriers in a material [3].
First observed by German physicist Thomas Johann Seebeck in 1821 when a compass needle was
deflected after one of the junctions of a pair of connected wires of dissimilar materials was heated, many
other disparate experimental findings involving heat and electricity were eventually unified through the
common notion of thermoelectricity [4]. Figure 1.1 shows a setup of two connected wires that was used
in the Seebeck’s experiments. Historically, Seebeck erroneously concluded that the movement of the
compass needle was a direct cause of the heat produced at the junction of connected wires. However,
with Danish physicist Hans Christian Ørsted’s discovery of magnetic fields caused by current carrying wires
in 1820, Seebeck correctly revised his conclusion to state that the compass needle was moved by an
induced current in the connected wires as a result of the heated junction [5] [6].
Two other important observations occurred soon after Seebeck’s discovery in 1821. French
physicist Jean Charles Athanase Peltier found that a current passing through a junction of two connected
dissimilar wires produces a cooling or heating effect at the junction that depended on the direction of the
current [7]. This reversible effect is distinct from irreversible Joule heating, as can be seen by simply
changing the direction of the current and is a manifestation of the reversible heat flow of charge carriers.
Figure 1.1 also shows to the setups of Peltier’s experiments, similar to those of Seebeck’s experiments.
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Figure 1.1 A simple wire connection of two dissimilar materials shown as green and gold. The wires are connected at the
junctions 𝐴 and 𝐵. For Seebeck’s setup, junctions 𝐴 and 𝐵 would be at different temperatures as a result of heating one of the
junctions, leading to a net current produced in the wires. In Peltier’s setup, a current would be produced through the wires and
heating would be observed at one junction while the other junction would be cooled.

Investigating the works of both Seebeck and Peltier, William Thomson (also known as Lord Kelvin)
discovered another reversible heat flow due to charge carriers in a single homogeneous material subject
to a temperature difference [8].
Collectively, the discoveries of Seebeck, Peltier, and Thomson are now referred to as the Seebeck
effect, Peltier effect, and Thomson effect respectively. These disparate discoveries are together able to
describe the phenomenon of thermoelectricity. Mathematically, the Seebeck effect leads to the definition
of the material specific property called the Seebeck coefficient (or thermopower) 𝑆, defined as [9]
𝑆=−

Δ𝑉
,
Δ𝑇

(1.1)

when a temperature difference Δ𝑇 = 𝑇𝐻 − 𝑇𝐶 with “hot” temperature 𝑇ℎ and “cold” temperature 𝑇𝑐 is
placed across a material, a voltage difference Δ𝑉 = 𝑉𝐻 − 𝑉𝐶 (measured in relation to Δ𝑇 with 𝑉𝐻 the
potential at the hot end and 𝑉𝐶 the potential at the cold end) is reached in the steady state. In addition,
the Peltier and Thomson effects lead to the definitions of the Peltier coefficient Π and the Thomson
coefficient 𝛽 from
2

𝑄̇ = Π𝐼 and 𝑄̇ = 𝛽𝐼∆𝑇,

(1.2)

for a material at constant temperature for 𝑄̇ = Π𝐼 and with a small temperature difference Δ𝑇 for 𝑄̇ =
𝛽𝐼∆𝑇 [10]. Here, 𝑄̇ is the rate at which reversible heat energy 𝑄 is changing across the material with
current 𝐼. In vector form, one can also write the Seebeck and Peltier relations as
𝑬 = 𝑆∇𝑇 , 𝑱𝑄 = Π𝑱,

(1.3)

where 𝑬 is the electric field, ∇𝑇 is the temperature gradient, 𝑱𝑄 is the heat current density, and 𝑱 is the
electric current density. In writing (1.3), it is recognized that 𝑆 and Π are in general Cartesian tensors. This
also applies to 𝛽. Lord Kelvin further identified that
Π = 𝑇𝑆 and 𝛽 = 𝑇

𝑑𝑆
,
𝑑𝑇

(1.4)

showing that 𝑆 is the key material property determining all thermoelectric effects [11].
Actually, since a junction is formed between two dissimilar materials in the experiments of
Seebeck and Peltier, the 𝑆 and Π quantities that appear in (1.1) and (1.2) respectively are relative
measurements. That is, for those cases, 𝑆 = 𝑆1 − 𝑆2 and Π = Π1 − Π2 for material 1 with Seebeck
coefficient 𝑆1 and Peltier coefficient Π1 and material 2 with Seebeck coefficient 𝑆2 and Peltier coefficient
Π2 [9]. Since measuring these thermoelectric properties typically involves forming a junction between
materials, relative quantities are often measured. Lead is a common reference material used for
thermoelectricity while superconductors have zero Seebeck coefficient so would be able to provide a
reference to measure the absolute Seebeck coefficient of a material [9]. Still, since the absolute
thermoelectric properties of a material can be determined by a series of relative measurements to other
materials, it is sensible to focus on these absolute thermoelectric properties.
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2. Linear Response

Since thermoelectric phenomena deal with material system linear responses, one can use the
Onsager-de Groot-Callen theory of linear response of generalized fluxes and forces [12] [13] [14] [15] [16]
[17] [18]. This is a macroscopic description of a system response to perturbations. Given that the
perturbations are small, the “forces” that result drive the system out of equilibrium to produce a response
of “fluxes” proportional to these small “forces” resulting in a linear system response. In particular, one
can use the “fluxes” of charge carrier number and heat current densities 𝑱𝑁 and 𝑱𝑄 respectively produced
as a response to the conjugate “forces” of electrochemical potential and temperature gradients as
1

1

− 𝑇 ∇𝜇 𝑇 and ∇ (𝑇) where 𝜇𝑒 = 𝜇 − 𝑒𝜙 is the total electrochemical potential, 𝜇 is the chemical potential,
𝜙 is the electric potential, and 𝑒 is the electric charge of a carrier. This choice of “fluxes” and “forces” gives
conjugate pairs to be used within the Onsager-de Groot-Callen theory [17] [18]. As a result, we can write
𝑱𝑁
ℒ
(𝑱 ) = ( 11
ℒ21
𝑄

1
ℒ12 − 𝑇 ∇𝜇𝑒
)(
),
1
ℒ22
∇( )
𝑇

(2.1)

where the linear response coefficients ℒ𝑎𝑏 (for 𝑎, 𝑏 ∈ {1,2}) are in general Cartesian tensors. Because
(2.1) is written using conjugate pairs of fluxes and forces, ℒ𝑎𝑏 obey the Onsager reciprocity relation ℒ𝑎𝑏 =
𝑡
ℒ𝑎𝑏
= ℒ𝑏𝑎 [13]. That is, the coefficients ℒ𝑎𝑏 are symmetric. These reciprocal relationships exist since the

rate of entropy production at the microscopic local equilibrium scale is invariant under time reversal.
For thermoelectric transport, it is often more convenient to develop similar linear relations for
the electric current density 𝑱 = 𝑒𝑱𝑁 and heat current density 𝑱𝑄 as responses to ∇𝜇𝑒 and ∇𝑇. Using (2.1),
𝑱 = 𝐿11 ∇𝜇𝑒 − 𝐿12 ∇𝑇 , 𝑱𝑄 = 𝐿21 ∇𝜇𝑒 − 𝐿22 ∇𝑇,
𝑒

𝑒

1

(2.2)

1

where 𝐿11 = 𝑇 ℒ11 , 𝐿12 = − 𝑇2 ℒ12 , 𝐿21 = 𝑇 ℒ12 , 𝐿22 = 𝑇2 ℒ11 [19]. Although using (2.2) sacrifices
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Onsager reciprocity with these non-conjuage pairs of fluxes and forces (𝐿12 ≠ 𝐿21 ), convenience is gained
in defining common transport properties as will be seen below.
The electrical conductivity 𝜎 is the coefficient between the electric current density 𝑱 and
electrochemical potential gradient ∇𝜇𝑒 in the absence of any temperature gradients. Under these
conditions then,
𝑱 = 𝜎∇𝜇𝑒 , ∇𝑇 = 0.

(2.3)

The thermal conductivity 𝜅 is the coefficient between the heat current density 𝑱𝑄 and
temperature gradient ∇𝑇 in the absence of any electric current density. Under these conditions then,
𝑱𝑄 = 𝜅∇𝑇 , 𝑱 = 0.

(2.4)

The Seebeck coefficient (or thermopower) 𝑆 is the coefficient between the electrochemical
potential gradient ∇𝜇𝑒 and the temperature gradient ∇𝑇 in the absence of any electric current density.
Under these conditions then,
∇𝜇𝑒 = 𝑆∇𝑇 , 𝑱 = 0.

(2.5)

(2.3) − (2.5) define the basic transport properties that can be measured in a laboratory.
The thermoelectric transport properties in (2.3) − (2.5) manifest in the linear transport response
of the electric and heat current densities to gradients in the electrochemical potential and temperature
as
𝑱 = 𝜎∇𝜇𝑒 − 𝜎𝑆∇𝑇,

(2.6)

𝑱𝑄 = 𝑇𝑆 𝑡 𝑱 − 𝜅∇𝑇 = 𝑇𝑆 𝑡 𝜎∇𝜇𝑒 − (𝑇𝑆 𝑡 𝜎𝑆 + 𝜅)∇𝑇.

(2.7)

−1
𝜎 = 𝐿11 , 𝑆 = 𝐿−1
11 𝐿12 , and 𝜅 = 𝐿22 − 𝐿21 𝐿11 𝐿12 ,

(2.8)

Here,

which are obtained by using (2.2). The Onsager reciprocity relations demand that 𝜎 and 𝜅 are symmetric
Cartesian tensors, i.e. 𝜎 = 𝜎 𝑡 and 𝜅 = 𝜅 𝑡 . It should be noted that (2.6) and (2.7) for the current densities
yield the defining thermoelectric properties in (1.1) − (1.3) under the appropriate conditions.
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In addition to the linear constitutive equations (2.6) and (2.7), the fundamental equations
governing thermoelectric transport concern the conservation of charge expressed through the continuity
equation and energy conservation expressed through the energy continuity equation. In the steady state,
these local continuity equations become [17]
1
∇ ⋅ 𝑱 = 0 , ∇ ⋅ 𝑱𝑄 = − ∇𝜇𝑒 ∙ 𝑱,
𝑒

(2.9)

where the first equation is the local steady state charge continuity equation without any charge
sources/sinks for local charge conservation and the second equation is the local steady state heat
1

continuity equation with − ∇𝜇𝑒 ∙ 𝑱 as a heat source/sink for local energy conservation. The second
𝑒

equation is an alternate expression for the steady state energy continuity equation ∇ ⋅ 𝑱𝑈 = 0 for the
local conservation of energy where 𝑱𝑈 = 𝑱𝑄 +

𝜇𝑒
𝑒

𝑱 is the energy current density [17]. Together, the

fundamental macroscopic equations for thermoelectric transport come from the governing local steady
state continuity equations in (2.9) and the linear constitutive equations (2.6) and (2.7).

3. The Boltzmann Equation

The macroscopic transport properties found in (2.6) and (2.7) are determined by the microscopic
quantum mechanical features of a material. In solid state physics, many systems can be described through
an independent electron approximation in which individual electrons experience an effective periodic
potential that not only is a result of the crystal lattice nuclei but also that accounts for all electron-electron
interactions as whole. The validity of ignoring the electron-electron interactions is largely due to the Pauli
exclusion principle. The well-known energy spectra that result gives rise to the band theory of solids in
which the quantum energy eigenstates of the electrons have energies that lie in specific energy ranges
from so-called bands [20]. The energy eigenstates are called Bloch states and can be classified by a discrete
band index and reciprocal space wave vector index. These Bloch states and band theory itself are often
6

used to describe solid state phenomena, including the transport of charge and heat. When the electronelectron interactions cannot be ignored (like in strongly correlated materials), a more complete potential
must be used in the full Schrödinger equation.
In the context of band theory, a common microscopic description of charge transport theory uses
the semiclassical approximation in which single band reciprocal space wave packets make up the states
of individual electrons [21]. In the presence of weak fields that slowly vary in space and time, interband
transitions are unlikely for bands that are isolated in energy. This is the justification behind the wave
packet assumption in the semiclassical approximation. Within this semiclassical framework, wave packets
are localized in both real and reciprocal spaces and can therefore be assigned a location in both of these
spaces that simply constitutes the center of the wave packets in both spaces. Therefore, one can
reasonably talk about the wave vector 𝒌 and real space position 𝒙 of the wave packets, defining a
semiclassical phase space (𝒌, 𝒙) for the semiclassical approximation. In addition, under weak and slowly
varying spatiotemporal perturbing electromagnetic fields, the dynamics of the wave packets lead to the
following equations of motion for wave packets in the semiclassical phase space [19]:
𝒙̇ =

1
𝑒
∇𝒌 ℰ𝑛 = 𝒗 , 𝒌̇ = (𝑬 + 𝒙̇ × 𝑩).
ℏ
ℏ

(3.1)

Here 𝑬 is the electric field, 𝑩 is the magnetic field, and ℰ𝑛 (𝒌) is the energy dispersion of the 𝑛𝑡ℎ band
comprising the wave packet states. The equation for 𝒙̇ is the group velocity 𝒗 of the wave packet while
the equation for 𝒌̇ resembles the typical Lorentz force a charged particle would feel in the presence of
electromagnetic fields (a classical manifestation of the semiclassical description). Since these equations
of motion pertain to the dynamics of the wave packets, they should appear in some form in a semiclassical
transport description.
The semiclassical phase space offered through the semiclassical description naturally leads to the
Boltzmann distribution function 𝑓𝐵 (𝒙, 𝒌, 𝑡) defined by 𝑓𝐵 (𝒙, 𝒌, 𝑡)

𝑑3𝒌𝑑 3 𝒙
4𝜋 3

giving the number of particle
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wave packets with real and reciprocal space wave packet centers 𝒙 and 𝒌 respectively found within the
semiclassical phase space volume 𝑑3 𝒌𝑑3 𝒙 about 𝒙 and 𝒌 at time 𝑡. The additional general time
dependence accounts for any scattering mechanisms influencing the wave packet distribution. The
Boltzmann distribution function 𝑓𝐵 (𝒙, 𝒌, 𝑡) satisfies the Boltzmann equation transport [21]
𝑑𝑓𝐵
𝜕𝑓𝐵
= ∇𝒌 𝑓𝐵 ⋅ 𝒌̇ + ∇𝒙 𝑓𝐵 ⋅ 𝒙̇ +
.
𝑑𝑡
𝜕𝑡

(3.2)

The first two terms account for diffusive drift motion 𝒌̇ and 𝒙̇ of the wave packet while
scattering term. The scattering term

𝜕𝑓𝐵
𝜕𝑡

is typically written as

𝜕𝑓𝐵
𝜕𝑡

𝜕𝑓

= − ( 𝜕𝑡𝐵 )

𝐶𝑜𝑙𝑙

𝜕𝑓𝐵
𝜕𝑡

is the

to remind us of scattering

collisions. In the steady state then,
∇𝒌 𝑓𝐵 ⋅ 𝒌̇ + ∇𝒙 𝑓𝐵 ⋅ 𝒙̇ − (

𝜕𝑓𝐵
)
= 0.
𝜕𝑡 𝐶𝑜𝑙𝑙

(3.3)

(3.3) is an inhomogeneous, nonlinear, multivariable differential equation that also constitutes a typical
form of the Boltzmann transport equation. As such, (3.3) is difficult to solve in general and depends
explicitly on the particular scattering mechanism. In the isotropic relaxation time approximation,
(

𝜕𝑓𝐵
𝜕𝑡

)

𝐶𝑜𝑙𝑙

=

𝑓𝐵 −𝑓
𝜏(𝒌)

, where 𝑓 =

1
1+𝑒 (ℰ(𝒌)−𝜇)/𝑘𝐵 𝑇

is the Fermi Dirac distribution function and 𝜏(𝒌) is the

scattering time (understood as the average length of time between scattering events). The scattering in
solids is determined by several factors including impurities in the solid, disorders in the lattice structure,
electron-electron interactions, and electron-phonon interactions [19]. For example, a screened Coulomb
interaction or other potentials can be used to describe charge screening of impurities when charge
impurities are significant sources of scattering. In general, scattering mechanisms must be used to
describe the interactions between quasiparticles in normal Fermi liquid theory as is the case of electronelectron interactions in a solid.
In addition to any particular scattering, in near equilibrium conditions, the localized nature of the
wave packets allows the approximation to consider drifting wave packets in a local quasi-equilibrium.
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Consequently, the approximation ∇𝒌 𝑓𝐵 ⋅ 𝒌̇ + ∇𝒙 𝑓𝐵 ⋅ 𝒙̇ ≈ ∇𝒌 𝑓 ⋅ 𝒌̇ + ∇𝒙 𝑓 ⋅ 𝒙̇ , where the Boltzmann
distribution function 𝑓𝐵 in the diffusion terms is replaced by the Fermi Dirac distribution 𝑓, is justified.
These approximations lead to the approximate steady state Boltzmann transport equation
𝑓𝐵 − 𝑓
= 0,
𝜏 (𝒌)

(3.4)

𝜕𝑓
ℰ𝑛 − 𝜇
) (∇𝜇𝑒 − (
) ∇𝑇) .
𝜕ℰ
𝑇

(3.5)

∇𝒌 𝑓 ⋅ 𝒌̇ + ∇𝒙 𝑓 ⋅ 𝒙̇ +
with the simple solution
𝑓𝐵 = 𝜏(𝒌)𝑓 − 𝜏(𝒌) (

𝑑3 𝒌

The average electric and heat current densities at a point 𝒙 are then respectively 𝑒 ∫ 4𝜋3 𝒙̇ 𝑓𝐵 and
𝑑3𝒌

∫ 4𝜋3 (ℰ𝑛 − 𝜇)𝒙̇ 𝑓𝐵 , which give
𝑱 = ℒ (0) ∇𝜇𝑒 +

1 (1)
ℒ ∇𝑇,
𝑒𝑇

1
1
𝑱𝑄 = − ℒ (1) ∇𝜇𝑒 − 2 ℒ (2) ∇𝑇,
𝑒
𝑒 𝑇

(3.6)
(3.7)

with
ℒ (𝑎) = 𝑒 2 ∫

𝑑3 𝒌
𝜕𝑓
(− ) 𝜏(𝒌)(ℰ𝑛 − 𝜇)𝑎 𝒗⨂𝒗 .
3
4𝜋
𝜕ℰ

(3.8)

One can convert this integral over 𝒌 to an integral over ℰ for the case of energy dependent
scattering time 𝜏(𝒌) = 𝜏(ℰ𝑛 (𝒌)) to get
ℒ (𝑎) ≈ ∫ 𝑑ℰ (−

𝜕𝑓
) (ℰ𝑛 − 𝜇)𝑎 𝜎ℰ (ℰ ) ,
𝜕ℰ

(3.9)

where
𝜎ℰ (ℰ ) = 𝑒 2 𝜏(ℰ ) ∫

𝑑3 𝒌
𝛿(ℰ − ℰ𝑛 (𝒌))𝒗⨂𝒗 .
4𝜋 3

(3.10)

Here 𝒗⨂𝒗 is the tensor product of 𝒗 and 𝒗 with matrix components (𝒗⨂𝒗)𝑖𝑗 = 𝑣𝑖 𝑣𝑗 . At low
temperatures, a Sommerfeld expansion may be utilized to generate the transport coefficients yielding,
using equations 2. and 2., [19]

9

𝜎 ≈ 𝜎ℰ (𝜇) , 𝑆 ≈

𝜋2
𝜕
𝜋2
(𝑘𝐵 𝑇)2 𝜎ℰ−1 (𝜇) 𝜎ℰ (𝜇) , 𝜅𝑒 ≈ 2 𝑘𝐵 2 𝑇𝜎ℰ (𝜇),
3𝑒
𝜕𝜇
3𝑒

where the approximation 𝜅 ≈ 𝐿22 from (2.8) recovers the Wiedemann-Franz law 𝜅𝑒 =

(3.11)

𝜋 2 𝑘𝐵 2
( ) 𝑇𝜎.
3
𝑒

The

approximation for 𝜅𝑒 is valid for low temperatures when degenerate Fermi statistics is used like in Fermi
liquid theory. The Wiedemann-Franz law is also observed for higher temperatures. For metals, this
approximation is usually valid but violations of the Wiedemann-Franz law have been observed for a host
of systems like degenerate semiconductors [19] [20] [22]. Importantly, 𝜅𝑒 is the electronic contribution to
the total thermal conductivity 𝜅, as the Boltzmann transport analysis only covers the contribution to 𝜅
from charge carriers. The total thermal conductivity 𝜅 = 𝜅𝑒 + 𝜅𝑙𝑎𝑡𝑡 is the sum of contributions from the
charge carriers 𝜅𝑒 and the lattice phonon contribution 𝜅𝑙𝑎𝑡𝑡 . At higher temperatures, 𝜅𝑙𝑎𝑡𝑡 dominates the
contribution and commonly is the most important contribution at room temperature 𝑇 = 300𝐾. Entirely
different theories and models from the Boltzmann transport approach are needed to describe the
microscopic processes dictating phonon mode propagation in materials that determine 𝜅𝑙𝑎𝑡𝑡 [21] [23]
[24].
(3.9) − (3.11) show that the general transport properties of a material depend explicitly on the
band structure of the material. Specifically, the band dispersions ℰ𝑛 (𝒌) determine the transport materials
1

entirely through both ℰ𝑛 (𝒌) and their first derivatives from the group velocities 𝒗 = ℏ ∇𝒌 ℰ𝑛 .Therefore,
desirable transport properties correspond to specific band structures to be found when probing the
materials landscape. In this way, methods to explore the microscopic band structure and electronic
structure of a material can be used along with enhancing the material properties for an existing material,
such as doping, to optimize material functionality in thermoelectric devices.
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4. Thermoelectric Devices and Materials

Although initially discovered in the early 19th century, thermoelectric effects were not harnessed
practically until the advent of semiconductor technology in the mid-20th century as more efficient
thermoelectric materials were found. Prior thermoelectric materials did not provide useful thermoelectric
effects to be used in devices. It turns out that the transport properties of semiconductors that straddle
the range between insulators and conductors give optimal device functionality.
Modern thermoelectric devices have found uses in commercial, industrial, scientific, aerospace,
and military applications. Typical thermoelectric devices make use of the Seebeck effect for electrical
power generation from a heat source or the Peltier effect for heating and cooling mechanisms powered
by an external source. Thermoelectric power generators have been used in satellites and other space
probes for power conversion through the heat produced from radioisotopes, automobiles to convert
waste heat to power, even in hybrid thermoelectric-solar power technologies, as well as other military
and industrial uses whereas thermoelectric coolers/heaters have been used in small scale refrigerators
for commercial and industrial use, small scale air conditioners, for temperature control of seats in vehicles,
and also for local cooling in electronic devices, circuitry, and processors [1] [25] [26]. Materials that
operate at high temperatures for waste heat power conversion are also being used and improved. The
desire and necessity for alternative and renewable energy sources also make the pursuit of more efficient
and scalable thermoelectric technologies more attractive.
The various thermoelectric devices used today consist of thermoelectric modules formed from an
array of thermoelectric couples connected electrically in series and thermally in parallel [27]. A simple
thermoelectric couple is made up of a pair of thermoelectric “legs”, one being a p-type semiconducting
material while the other is an n-type semiconducting material. The thermoelectric legs are connected
electrically in series and thermally in parallel across a heat source and heat sink. When a heat gradient is
applied across the thermoelectric couple, the Seebeck effect produces an electric current through the
11

thermoelectric couple for power generation. On the other hand, when an electric current is applied
through the thermoelectric couple, the Peltier effect produces a heat gradient that can be used for either
cooling or heating purposes. When many thermoelectric couples are connected in an array to form a
thermoelectric module, a current is passed through each thermoelectric couple in series for power
generation while a heat gradient is applied across all the thermoelectric couples simultaneously in parallel.
A thermoelectric module with corresponding thermoelectric couple elements are shown in Figure 4.1.

Figure 4.1 A thermoelectric module (left) made up of thermoelectric couples connected electrically in series and thermally in
parallel alongside a schematic of a thermoelectric couple (right). The thermoelectric couple is made up of dissimilar materials
(indicated by 1 and 2 in the figure) forming the thermoelectric legs. Generally, one leg will be a p-type material while the other
will be an n-type material. Heat reservoirs for the hot and cold sides of the legs are placed on opposite ends of the legs to form a
heat gradient. For the Seebeck effect, this heat gradient would produce a current in the thermoelectric couples that could be
supplied to an external source whereas a current injected into the thermoelectric couples would produce a heating/cooling effect
across the thermoelectric legs due to the Peltier effect.

The performance of a thermoelectric device can be determined based on its efficiency 𝜂 for the
thermoelectric generator that functions as a heat engine and the coefficient of performance (COP) 𝜙 for
the thermoelectric cooler that functions as a refrigerator. These quantities are defined generically as [28]
12

𝜂=

𝑊𝑜𝑢𝑡
𝑄𝐶
and 𝜙 =
,
𝑄𝐻
𝑊𝑖𝑛

(4.1)

where 𝑊𝑜𝑢𝑡 is the usable output energy provided to an external load for the thermoelectric generator,
𝑄𝐻 is the heat absorbed at the hot reservoir portion of the thermoelectric generator, 𝑄𝐶 is the heat
absorbed at the cold reservoir portion of the thermoelectric cooler, and 𝑊𝑖𝑛 is the total work done by the
thermoelectric cooler to drive the Peltier effect. Ignoring any system losses through conduction,
convection, radiation, and any other external losses while also ignoring any junction properties at the hot
and cold reservoirs across the thermoelectric couples, the maximum 𝜂 and 𝜙 for a thermoelectric couple
with isotropic and homogeneous thermoelectric legs are found to be [9]
𝜂=

𝐼2 𝑅𝐿
𝛼𝐼𝑇𝐶 − 𝐾(𝑇𝐻 − 𝑇𝐶 ) − 𝐼2 𝑅/2
and
𝜙
=
.
𝐾 (𝑇𝐻 − 𝑇𝐶 ) + 𝛼𝐼𝑇𝐻 − 𝐼2 𝑅/2
𝛼𝐼(𝑇𝐻 − 𝑇𝐶 ) + 𝐼2 𝑅

(4.2)

Here 𝐼 is the current going through the thermoelectric couple, 𝑅𝐿 is the resistance of the external load, 𝑅
is the total resistance of the combined thermoelectric legs, 𝐾 is the total thermal conductance of the
combined thermoelectric legs, 𝛼 is the Seebeck coefficient across the thermoelectric legs, 𝑇𝐻 is the
temperature of the hot reservoir across the thermoelectric couple, and 𝑇𝐶 is the temperature of the cold
reservoir across the thermoelectric couple.
By appropriately designing the thermoelectric couple for power generation, based on the load
resistance 𝑅𝐿 , one can maximize 𝜂 to find a maximum efficiency 𝜂𝑀𝑎𝑥 and also by appropriately choosing
the input current 𝐼, one can maximize 𝜙 to find a maximum COP 𝜙𝑀𝑎𝑥 . The maximums for these quantities
are then given as [1] [26]
𝜂𝑚𝑎𝑥 = 𝜂𝐶
where 𝜂𝐶 =

𝑇ℎ −𝑇𝑐
𝑇ℎ

√1 + 𝑍𝑇̅ − 1
√1 + 𝑍𝑇̅ + 𝑇𝐶 /𝑇𝐻

and 𝜙𝑚𝑎𝑥 = (

1 √1 + 𝑍𝑇̅ − 𝑇𝐻 /𝑇𝐶
)
,
𝜂𝐶
√1 + 𝑍𝑇̅ + 1

(4.3)

𝑇 +𝑇
is the Carnot efficiency, 𝑇̅ = 𝐻 2 𝐶 is the average of the temperature difference across

the thermoelectric couple, and 𝑍 =

𝛼2
𝐾𝑅

is the figure of merit of the thermoelectric couple with units of

inverse Kelvin and depends on the material properties of the thermoelectric legs. Note that as 𝑍 increases,
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the thermoelectric generator approaches the maximum Carnot efficiency 𝜂𝑚𝑎𝑥 = 𝜂𝐶 and the
1

thermoelectric cooler approaches the maximum COP 𝜙𝑚𝑎𝑥 = ( ). For thermoelectric devices, a large 𝑍
𝜂𝐶

is therefore a primary goal [29] [30]. Figure 4.2 shows the efficiency as a function of temperature
difference 𝑇𝐻 − 𝑇𝐶 for 𝑇𝐶 = 50℃ for various 𝑍𝑇.

Figure 4.2 (Reproduced from [1] with permission) The efficiency of a thermoelectric generator as a function of temperature
difference 𝑇𝐻 − 𝑇𝐶 for 𝑇𝐶 = 50℃. The maximum possible efficiency is given by the Carnot efficiency in blue while the actual
efficiency for a thermoelectric generator is determined by 𝑍𝑇. As 𝑍𝑇 increases, the efficiency increases.

For thermoelectric legs of identical physical dimensions, identical electrical and thermal
conductivities 𝜎 and 𝜅 respectively, and Seebeck coefficients of identical magnitude 𝑆 but opposite in sign
(p-type and n-type materials have positive and negative Seebeck coefficients respectively), 𝑍 simplifies
further becoming
𝑧=

𝜎𝑆 2
.
𝜅

(4.4)
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Here, a figure of merit 𝑧 for the material of the thermoelectric legs (units of inverse Kelvin), distinguishes
itself from the figure of merit 𝑍 for the configuration of the thermoelectric legs. In this case, maximizing
𝑧 produces the best thermoelectric generators and coolers. Even though this conclusion has been reached
based on thermoelectric leg materials that are identical aside from opposite Seebeck coefficients,
materials with a large 𝑧 are desirable for thermoelectric devices because of their positive impact on the
efficiency/performance of the device as can be seen from the more general device figure of merit 𝑍 [31].
Materials with a large 𝑧 have a large 𝜎 and 𝑆 while having a low 𝜅. Unfortunately, materials with
these properties are uncommon as 𝜎 and 𝜅 of most materials are directly related to each other while 𝜎
and 𝑆 are inversely related to each other. For example, this would mean that a large 𝜎 is accompanied by
a large 𝜅 and a small 𝑆. The optimal choice of materials lies within the semiconducting range and
thermoelectric materials are consequently often semiconducting.
Good modern thermoelectric materials have a dimensionless figure of merit 𝑍𝑇 of about 1 − 1.5
for room temperature 𝑇 = 300𝐾, giving thermoelectric generators of maximum efficiencies 20% − 25%
of the Carnot efficiency [1]. In contrast, to be competitive with other common power generators, an
efficiency of greater than 40% of the Carnot efficiency (corresponding to a 𝑍𝑇 greater than about 2.5 −
3) is desirable. Some examples of good thermoelectric materials currently being used for thermoelectric
devices include the alloys 𝑃𝑏𝑇𝑒 and 𝑆𝑖𝐺𝑒 for thermoelectric power generation and 𝐵𝑖2 𝑇𝑒3 , 𝐵𝑖2 𝑆𝑒3 , and
𝑆𝑏2 𝑇𝑒3 for thermoelectric cooling although these materials can be used for either thermoelectric mode
function [1] [25] [26] [32]. The best natural bulk thermoelectric compound currently in thermoelectric
devices is 𝐵𝑖2 𝑇𝑒3 with a 𝑧𝑇 around unity [1] [27].
In more recent decades, other exotic types of materials have received and continue to receive
attention including skutterudites, clathrates, chalcogenides, and half-Heusler alloys [32]. There are also a
class of materials called “phonon-glass electron-crystals” (PGEC) that are good thermoelectric materials
since they promote electron mobility while disrupting phonon mobility to decrease the thermal
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conductivity through their unique material structure. All of the thermoelectric materials so far can be
classified as “bulk” materials, but other low-dimensional materials and systems including nanoscale
quantum systems of 2D quantum wells, 1D quantum wires, and 0D quantum dots possess unique electron
confinement properties that may be able to enhance the Seebeck coefficient while decreasing the thermal
conductivity without detriment to the electrical conductivity [26].
So far, a large group of research has been dedicated to finding and optimizing materials to
improve the figure of merit. From (3.9) − (3.11), one way this can be done is through modifying the
electronic and band structures or finding materials with accommodating electronic and band structures
for a large figure of merit. Additionally, various dopants have been used along with fabricating materials
by substituting chemically and physically compatible elements in a structure to achieve desirable
transport properties. For example, dopants can be used to enhance charge carrier mobility or
nanostructures can be included in a material to increase phonon scattering [33] [34] [35]. All of these
features promote transport properties that enhance the figure of merit. Relatively little effort has been
put into the investigation of thermoelectric transport outside of directly affecting the transport
properties, however. On both the macroscale and microscale, thermoelectric transport control can be
achieved in other ways.
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II. MACROSCALE AND MICROSCALE THERMOELECTRIC TRANSPORT

A lot of research has gone and continues to go towards finding thermoelectric materials with large
figures of merit for thermoelectric device efficiency. However, from the general expression for the
efficiency of a thermoelectric generator [36],
∫(𝜌𝐽 2 + 𝑆𝜵𝑇 ∙ 𝑱)𝑑3 𝑥
𝜂=
,
[∫(𝑇𝑆 𝑇 𝑱 − 𝜅𝛻𝑇) ∙ 𝑑𝐴]𝐻
there are other ways to improve the efficiency besides simply looking for material of large figures of merit.
In this expression for the efficiency, the numerator is the total work done by the system, expressed as the
electrical power dissipated by the current in the system, and the denominator is the total heat supplied,
expressed as a surface integral of the heat flux, to the hot side of the generator. To increase the efficiency,
either the numerator can be increased and/or the denominator can be decreased. Clearly there is no one
single way to do this. In the case of a purely homogeneous and isotropic system, the problem of increasing
the efficiency reduces to finding materials with a large figure of merit. Knowledge of the microscopic
details determining the transport properties of material is therefore an important aspect of
thermoelectric transport.
For anisotropic and inhomogeneous materials, the problem becomes much harder and there is
no clear single way to approach this problem. In general, one would have to provide material properties
𝜎, 𝜅, and 𝑆, that could be anisotropic and inhomogeneous, that also solve the governing equations (2.6),
(2.7), and (2.9). This concerns the macroscopic description of thermoelectric transport. Figure 4.3 below
shows the connection between some ideas in both the macroscopic and microscopic aspects of
thermoelectric transport. Both of these aspects will be examined.
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Figure 4.3 A diagram showing different aspects of thermoelectric transport that will be discussed.

Macroscopic thermoelectric transport is entirely dictated by the governing equations (2.6), (2.7),
and (2.9). These equations underlie the performance of thermoelectric devices. Optimization of
thermoelectric device performance would be possible if the control of macroscopic thermoelectric
transport were possible. One method for the control of fluxes and flows is given by a technique known as
transformation optics, which was first applied for control of electromagnetic fields. When these
techniques are applied to thermoelectricity, a large range of control of thermoelectric transport is possible
that does not depend on any particular boundary conditions. The anisotropic and inhomogeneous
material properties required within this approach can be approximated using metamaterial laminate
designs. A downside of transformation optics techniques for thermoelectric transport is that the electric
and heat current densities cannot be independently controlled. It is possible to use metamaterials to try
to independently control coupled thermoelectric currents. These macroscopic approaches to
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thermoelectric transport are desirable for devices and general practical thermoelectric applications. In
addition, knowledge of the microscopic causes manifesting in whole as the macroscopic material
properties could be useful for overall macroscopic thermoelectric transport.
Microscopic thermoelectric transport investigates the quantum phenomena that give rise to
charge and heat currents. In general, this description involves a diverse group of ideas for both the charge
carriers and phonon modes as well as the coupling between them that contribute to thermoelectric
transport [37]. For charge carriers, semiclassical theory is often used in conjunction with the Boltzmann
distribution function and Boltzmann transport equation to generate material properties that depend
explicitly on the material electronic and band structures. In this case, single band wave packets are used
in the semiclassical approach. However, when band crossings exist in the band structure, such dispersion
should give rise to the possibility of multiband wave packet states for charge carriers near the band
crossing in reciprocal space. The dynamics of these wave packets has been only studied recently and a
generalization of the Boltzmann transport equation to include multiband wave packets would naturally
be of interest. Generalizations of the semiclassical Boltzmann transport equation using the Wigner
function have been explored, with little emphasis on a wave packet description [38] [39].

5. Transformation Optics and Metamaterials

It has been observed that Maxwell’s equations are form invariant upon a coordinate
transformation when the material properties are mapped accordingly [40] [41]. This observation was not
only seen as an interesting mathematical result, but, inspired by the notion of curved space-time from
general relativity, was also suggested to have physical relevance regarding the control of electromagnetic
fields [42]. The form invariance of Maxwell’s equations then could be used to take one set of solutions
and produce another set of solutions based on a diffeomorphism (a smooth invertible map whose inverse
is also smooth). This diffeomorphism will map points from one region or space (the domain of the map)
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to another region or space (the codomain of the map) and can be used to generate solutions in the
codomain from solutions in the domain based on this mapping and the invariance of Maxwell’s equations
[42].
Since the material properties change according to the diffeomorphism while leaving Maxwell’s
equations invariant, this means that both sets of electromagnetic fields before and after the
diffeomorphism satisfy Maxwell’s equations and are therefore both physically realizable. In essence, if
one has a particular configuration of electromagnetic fields in a material (or vacuum), then an application
of a diffeomorphism can be physically thought of as distorting the underlying space with the
electromagnetic fields following the distortion accordingly resulting in another physically realizable
solution of electromagnetic fields with a new set of material properties based on the diffeomorphism.
Thus, if one were to use the prescribed material properties, one could physically realize this new set of
distorted electromagnetic fields. This realization is the basis of transformation optics.
To see how transformation optics arose for electromagnetism, some basic concepts from
electromagnetism must be used. Maxwell’s macroscopic equations in matter are [43]
∇ ⋅ 𝑫 = 𝜌𝑓 , ∇ ⋅ 𝑩 = 0 , ∇ × 𝑬 = −

𝜕𝑩
𝜕𝑫
, ∇×𝑯 =
+ 𝜇0 𝑱,
𝜕𝑡
𝜕𝑡

(5.1)

where 𝜌𝑓 is the free charge density, 𝜇0 is the permeability of free space, 𝑬 is the electric field, 𝑩 is the
magnetic field, 𝑫 is the displacement field, 𝑯 is the magnetizing field, and 𝑱 is the electric current density.
These are the fundamental equations of electromagnetism. In addition to these fundamental equations,
there are constitutive equations for a material relating 𝑫 to 𝑬 and 𝑩 to 𝑯 that are based specifically on
the material properties. These constitutive relations take the form
𝑫 = 𝜖0 𝑬 + 𝑷 , 𝑯 =

1
𝑩 − 𝑴,
𝜇0

(5.2)

where 𝜖0 is the permittivity of free space, 𝑷 is the polarization of the material, and 𝑴 is the magnetization
of the material. For linear materials,
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(5.3)

𝑷 = 𝜖0 𝜒⃡𝐸 𝑬 , 𝑴 = 𝜒⃡𝑀 𝑯,

where 𝜒⃡𝐸 is the electric susceptibility and 𝜒⃡𝑀 is the magnetic susceptibility. In general, 𝜒⃡𝐸 and 𝜒⃡𝑀 are
tensors. Using these linear constitutive equations,
(5.4)

𝑫 = 𝜖⃡𝑬 , 𝑩 = 𝜇
⃡𝑯,

⃡ + 𝜒⃡𝐸 ) is the electric permittivity of the material, 𝜇
⃡ + 𝜒⃡𝑀 ) is the magnetic
where 𝜖⃡ = 𝜖0 (1
⃡ = 𝜇0 (1
permeability of the material, and ⃡
1 is the identity tensor. In general, 𝜖⃡ and 𝜇
⃡ are tensors.
Upon a coordinate transformation 𝒙 → 𝒙′ (𝒙) with Jacobian matrix 𝐴 whose components are
′

𝐴𝛽𝛼 =

𝜕𝑥 𝛼

′

𝜕𝑥 𝛽

, Maxwell’s equations are form invariant. More specifically, for a flat space with determinant

|𝑔| = 1 for the Cartesian metric tensor 𝑔, Maxwell’s equations retain a Cartesian form (typically for a
right-handed Cartesian system with |𝐴| = 1) if one defines the new tensors [41]
𝜖⃡′ =

1
1
𝐴𝜖⃡𝐴𝑡 , 𝜇
⃡′ =
𝐴𝜇
⃡𝐴𝑡 .
|𝐴|
|𝐴|

(5.5)

From the above expressions, it is noted that 𝜖⃡ and 𝜇
⃡ are mathematically tensor densities of unit
weight. One way this can be seen is from writing Maxwell’s equations in general coordinates as [42]
1
√|𝑔|

𝜕𝑖

(√|𝑔|𝐷𝑖 )

= 𝜌𝑓 ,

1
√|𝑔|

𝜕𝑖

(√|𝑔|𝐵𝑖 )

=0 , 𝜖

𝑖𝑗𝑘

𝜕𝐵𝑖
𝜕𝐷𝑖
𝑖𝑗𝑘
𝜕𝑗 𝐸𝑘 = −
, 𝜖 𝜕𝑗 𝐻𝑘 =
+ 𝜇0 𝐽 𝑖 , (5.6)
𝜕𝑡
𝜕𝑡

where 𝜖 𝑖𝑗𝑘 is the purely contravariant Levi-Civita tensor density defined in Cartesian coordinates as 𝜖 𝑖𝑗𝑘 =
sgn(𝑖𝑗𝑘) for 𝑖 ≠ 𝑗 ≠ 𝑘 where sgn(𝑖𝑗𝑘) is the sign of the permutation 𝑖𝑗𝑘 and 𝜖 𝑖𝑗𝑘 = 0 otherwise. With
the observation that √|𝑔′ | = |𝐴|√|𝑔| and 𝜖 𝑖

′𝑗′𝑘 ′

1

= |𝐴| sgn(𝑖 ′ 𝑗 ′ 𝑘 ′ ), one can easily confirm that Maxwell’s

equations in the new coordinate system for a flat Cartesian space with |𝑔| = 1 become
𝑖′

𝜕𝑖 ′ 𝐷 =

𝜌𝑓′

𝑖′

, 𝜕𝑖 ′ 𝐵 = 0 , 𝜖

𝑖 ′𝑗′𝑘 ′

𝜕𝑗 ′ 𝐸𝑘 ′

𝜕𝐵𝑖
=−
𝜕𝑡

′

′

, 𝜖

𝑖 ′𝑗′𝑘 ′

𝜕𝑗 ′ 𝐻𝑘 ′
′

1

𝜕𝐷𝑖
′
=
+ 𝜇0 𝐽 𝑖 ,
𝜕𝑡
′

′

1

(5.7)
′

where 𝐸𝑘 ′ = 𝐴𝑘𝑘 ′ 𝐸𝑘 , 𝐻𝑘 ′ = 𝐴𝑘𝑘 ′ 𝐻𝑘 transform as covariant vectors, 𝐷𝑖 = |𝐴| 𝐴𝑖𝑖 𝐷𝑖 , 𝐵𝑖 = |𝐴| 𝐴𝑖𝑖 𝐵𝑖 , and
′

1

′

1

𝐽 𝑖 = |𝐴| 𝐴𝑖𝑖 𝐽 𝑖 transform as contravariant vector densities of unit weight, and 𝜌𝑓′ = |𝐴| 𝜌𝑓 transforms as a
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′

scalar density of unit weight. Here 𝐴𝑖𝑖 are the components of the inverse of the Jacobian matrix 𝐴.
Additionally, the permittivity and permeability become [44]
𝜖𝑖

′𝑗′

=

1 𝑖 ′ 𝑗 ′ 𝑖𝑗
1 𝑖 ′ 𝑗 ′ 𝑖𝑗
′ ′
𝐴𝑖 𝐴𝑗 𝜖 , 𝜇 𝑖 𝑗 =
𝐴 𝐴 𝜇 ,
|𝐴|
|𝐴| 𝑖 𝑗
′

maintaining the form of the constitutive equations as 𝐷𝑖 = 𝜖 𝑖

′𝑗′

′

𝐸𝑗 ′ and 𝐵𝑖 = 𝜇 𝑖

(5.8)
′𝑗′

𝐻𝑗 ′ . (5.5) is the matrix

form of (5.8). The importance of the Cartesian form invariance of Maxwell’s equations under a general
coordinate transformation from a Cartesian coordinate system is central to transformation optics. Here
linear materials and spatial coordinate transformations were used, but these ideas can be applied to
spacetime transformations in Minkowski space as well [44].
Transformation optics make use of diffeomorphisms whose mapping domain (sometimes called
physical space in the context of transformation optics) is a flat Cartesian space. In the domain, there is
assumed a physical system with some set of governing equations and material properties. For example,
the use of the fundamental Maxwell’s equations in matter alongside the constitutive material response
properties for a linear material constitute a set of governing equations for which transformation optics
can be used. Another example would be the fundamental continuity equation alongside Ohm’s law for an
electric current density. Since the governing equations have a form invariance upon a coordinate
transformation, the governing equations will retain their Cartesian form when the physical quantities in
the domain are pushed forward appropriately. This allows us to realize a solution to the governing
equations in the codomain (sometimes called virtual space in transformation optics) based on the
solutions from the domain. In this way, fields and currents simply “follow” the distortion of the mapping
(see Figure 5.1 ) given by the diffeomorphism so long as the material properties are transformed correctly.
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Figure 5.1 (Reproduced from [2] with permission) An example of a diffeomorphism. On the left (A), we have a flat Cartesian
space. A diffeomorphism results in the distortion of the space (B) that can be visualized through distorted contour lines.

In general, the transformed material properties are anisotropic and inhomogeneous that depend
directly on the specific diffeomorphism. In addition, the degree of anisotropy, inhomogeneity, and sheer
extreme values the material properties can take make the practical implementation of transformation
optics techniques difficult due to the lack of available natural materials with accommodating material
properties. Therefore, specific material designs tailor-made for a specific diffeomorphism are desired.
One common way to generate a material system with controlled material properties is through
the use of metamaterials [45] [46]. Metamaterials are composite systems of much smaller components
whose size and individual design lead to a unique composite system response not found in naturally
occurring materials. Metamaterials have found uses across many different areas of science with wellknown examples in electromagnetism where subwavelength metamaterial elements can be used to
create systems with a negative permittivity and positive permeability, positive permittivity and negative
permeability, or both negative permittivity and negative permeability for a negative index of refraction
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[45] [47] [48]. Other metamaterial designs have found use in manipulating heat, electricity, acoustics,
material mechanics and structure, and even quantum systems [46].
The use of metamaterials combined with transformation optics have led to the design of
electromagnetic cloaks that can cloak an area from a narrow frequency range of light, rotators of
electromagnetic fields, special lenses, as well as other different systems for the control of electromagnetic
fields [2] [49] [50] [51]. Many of these designs have been replicated to control systems in other areas as
well including the cloaking, concentrating, and rotating of uncoupled heat and electricity, sound waves,
and particle diffusion.
The techniques of transformation optics seem to have yet been applied to the coupled
phenomena seen in thermoelectricity, however. In this work, the theory of transformation optics is
applied to thermoelectricity resulting in possible systems generated through this approach as well the
design of such systems through the use of metamaterials.
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III. MACROSCOPIC THERMOELECTRIC TRANSPORT CONTROL

6. Thermoelectric Transformation Optics and Metamaterial Designs

6.1 Overview
The ability to control electromagnetic fields, heat currents, electric currents, and other physical
phenomena by coordinate transformation methods has resulted in novel functionalities, such as cloaking,
field rotations, and concentration effects. Transformation optics, as the underlying mathematical tool, has
proven to be a versatile approach to achieve such unusual outcomes relying on materials with highly
anisotropic and inhomogeneous properties. Most applications and designs thus far have been limited to
functionalities within a single physical domain. Here transformation optics are applied to thermoelectric
phenomena, where thermal and electric flows are coupled via the Seebeck coefficient and Joule heating
is taken into account. Using laminates, a thermoelectric cloak capable of hiding objects from
thermoelectric flow is devised. The calculations show that such a cloak does not depend on the particular
boundary conditions and can also operate in different single domain regimes. These proof-of-principle
results constitute a significant step forward towards finding unexplored ways to control and manipulate
coupled transport [52].

6.2 Introduction and Motivation
Designing metamaterials, artificial systems with functionalities unattainable with naturally
occurring materials, is a promising direction with far reaching consequences [46] [48] [53] [54] [55].
Significant breakthroughs have been made in the field of optics, where man-made composites in which
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local magnetic dipole moments induced by oscillating electric currents can create strong magnetic
response at optical frequencies [56]. Other optical metamaterials having negative magnetic permeabilities
and giving rise to negative light phase velocities have also been made [53] [54]. Optical devices, including
invisibility cloaks, field concentrators, and rotators have been designed based on a medium with a spatially
changing refractive index that alters light propagation pathways [2] [49] [50] [57] [58] [59] [60]. Some of
this progress has relied on transformation optics, a powerful mathematical tool that enables molding the
electromagnetic energy flow in desired ways by using fictitious spatial distortions mapped into material
composites capable of guiding light [42] [61] [62] [63]. This idea combined with progress in fabrication
techniques have enabled experimental realization of invisibility cloaks (including in the visible light range)
and DC magnetic cloaks as well as new beam steering lenses, for example [47] [64] [65] [66]. In addition
to this macroscopic control of physical phenomena, cloaking at a microscopic level has been analyzed for
conducting electrons in materials [67].
Transformation optics techniques have also been extended to other areas [46], where
manipulation of heat fluxes [55] [68] [69] [70] [71] [72], electric currents [73] [74] [75] [76], mass diffusion,
and acoustic propagation [77] [78], have been demonstrated. The growing experimental evidence for heat
flow cloaking, focusing, reversal, and general control [46] [55] [69] [79] [80] [81] [82] has been especially
useful to explore novel thermal phenomena and related applications. The success of transformation optics
beyond its original application in electromagnetic phenomena shows that this approach is quite general.
This point is emphasized further by noting that in a closed system, heat and particle flows, for example,
are governed by the laws of conservation of total energy and total number of particles with respective
heat and particle diffusion equations. At the same time, the stationary continuity equation for the electric
current, which takes into account Ohm’s law, is mathematically equivalent to those for heat and particle
flows. Therefore, although electromagnetic flow is associated with the wave-like electromagnetic nature
of charge density propagation while heat and particle diffusion propagation are not mediated by waves,
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the physical behavior of this stationary transport is actually the same. This point has been explored
recently by constructing bifunctional cloaks capable of guiding both, heat and electric currents [83] [84]
[85] [86]. Such single devices can be especially useful in applications where the simultaneous control of
thermal and electrical phenomena is needed, like in solar cells and thermoelectric devices.
Transformation optics techniques have been indispensable in the design of metamaterials for
bifunctional cloaks, which can operate in the simultaneous presence of temperature and voltage
gradients. Even though such composites constitute an important step forward to access a multiphysics
domain of operation, the neglect of thermoelectric phenomena, which characterize the coupling of heat
and electrical transport, is a major drawback. The thermodynamic description of this coupled transport
includes the Seebeck coefficient, which describes the production of a voltage drop due to applied
temperature difference. This property reflects the fact that charge carriers transport heat and electricity
simultaneously, a manifestation of the charge carrier specific heat [19]. Therefore, coupled heat and
electric transport in materials in which the Seebeck coefficient is appreciable cannot be manipulated and
controlled by the bifunctional cloaks described in [83] [84] [85] [86].
In this work, the following fundamental question is addressed: Can the versatility of
transformation optics techniques be used to mold thermoelectric flow and achieve effects (such as
cloaking, for example) not possible to observe with natural materials? This problem requires generalizing
the diffusive nature of thermodynamic flows by taking into account the coupling between heat and
electricity via the Seebeck coefficient. Here, it is shown that this is possible and the obtained results are
used to design a thermoelectric cloak capable of hiding objects without disturbing the coupled external
heat and electric currents. Such a thermoelectric cloak operates under any external thermal and electrical
gradients. This is achieved by using the form invariance of the governing laws of energy and charge
conservation under coordinate transformations as required by the transformation optics method. Similar
to other types of cloaks, thermoelectric cloaking demands materials with highly anisotropic and
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inhomogeneous properties. Since such materials are not readily available in nature, bilayer composites
laminate metamaterials are constructed by finding the specific properties necessary to achieve a cloaking
effect.

6.3 Results
6.3.1 Basic Equations
The direct conversion of heat into electricity and vice versa constitutes the thermoelectric effect,
which reflects the production of a charge current flow from a heat current and heat flow due to a voltage
difference [27]. These two reciprocal phenomena are the Peltier and Seebeck effects respectively. In the
former, a heat current occurs due to isothermal current flow, while in the latter an electric current is
generated due to a temperature difference. A unified representation of thermoelectric phenomena based
on governing conservation laws and linear constitutive relations conforming to the general principles of
thermodynamics is given by the Onsager-de Groot-Callen theory [16] [18]. In a steady-state with local
equilibrium, thermoelectric transport is described by taking into consideration the electrochemical
potential 𝜇 = 𝜇𝐶 + 𝑒𝑉 (𝜇𝐶 – chemical potential, 𝑉 – electric potential) and temperature T of the system
with governing equations [16] [19] [27],

⃑∇ ∙ 𝑱 = 0 , ∇
⃑ ∙ 𝑱𝑸 = − 1 ∇
⃑ 𝜇 ∙ 𝑱,
𝑒

(6.1)

where 𝑱 is the electric current density and 𝑱𝑸 is the heat current density. The first equation expresses local
steady-state charge conservation, while the second one corresponds to local steady-state energy
conservation whose right-hand side is the flux due to Joule heating. The constitutive equations are the
linear relations from the Onsager-de Groot-Callen theory between fluxes and driving forces due to
gradient fields. The thermoelectric driving forces are the electrochemical potential and temperature
gradients while the constitutive equations are [16] [19] [27]
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⃑ 𝑇 − 𝑇𝑆⃡𝑡 ∙ 𝜎
⃑ 𝜇,
𝑱 = −𝜎
⃡ ∙ ⃑∇𝜇 − 𝜎
⃡ ∙ 𝑆⃡ ∙ ⃑∇𝑇 , 𝑱𝑸 = −𝜅⃡ ∙ ⃑∇𝑇 − 𝑇𝑆⃡𝑡 ∙ 𝜎
⃡ ∙ 𝑆⃡ ∙ ∇
⃡∙ ∇

(6.2)

where the electrical conductivity, 𝜎
⃡, the thermal conductivity, 𝜅⃡, and the Seebeck coefficient, 𝑆⃡, are
Cartesian tensors. The Onsager reciprocal requirement that the electrical and thermal conductivities equal
their transpose counterparts, 𝜎
⃡= 𝜎
⃡𝑡 and 𝜅⃡ = 𝜅⃡𝑡 , is accounted for in (6.2). One notes that Ohm’s law and
Fourier’s law are the first terms in 𝑱 and 𝑱𝑄 , respectively, and describe the independent production of
charge and heat currents under their corresponding gradients. The remaining terms are the
thermoelectric effects reflecting the coupled charge-heat transport, such that a temperature gradient can
lead to a charge carrier flux and that the charge carriers can transport heat flux as well.

Figure 6.1 Transformation diffeomorphisms. (a) A region of the original space with boundary is mapped by φ, a
diffeomorphism in the interior, to a subregion in the virtual space. The pushed forward vectors from the tangent space are also
schematically denoted. The identity map on the partial boundary (full black line) takes boundary points from the original region
and mapping them to the same respective boundary points in the subregion. (b) Diffeomorphism of a circular cloak (see (𝟔. 𝟔)).
The transformation takes a point (green) from the original space and moves it radially outward in the virtual space (green dashed
curve). In the annular region R1 < r < R 2 , the originally straight lines curve around the r = R1 circle making the interior region
r < R1 invisible.

6.3.2 Transformation Optics for Thermoelectricity
This paper demonstrates cloaking of thermoelectric transport, where a region is invisible from
both heat and charge fluxes simultaneously in the presence of thermal and electrochemical potential
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gradients while currents and gradients external to the cloak are unaltered. For this purpose,
transformation optics techniques are utilized by invoking the form invariance of the underlying equations
to translate fictitious distortions into spatially inhomogeneous and anisotropic material properties. These
concepts have been effectively extended to find appropriate spatial variations of the material properties
to achieve other effects including flow rotators, inverters, and concentrators in electrodynamics, heat
conduction, and acoustics, for example. Transformation optics techniques can be applied to
thermoelectricity by observing that the governing equations (6.1) and (6.2) are invariant under
coordinate transformations. Thus the thermoelectric fluxes can be modified in a prescribed way (such as
cloaking) by making a suitable choice for a particular coordinate transformation 𝒓′ = 𝒓′ (𝒓).
The underlying mathematical foundation concerns a region with a boundary in a given medium,
commonly referred to as “original space”, where materials properties (tensors, in general) along with
relevant vector fields, such as charge and heat fluxes, are specified. The vector fields in the region are
pushed forward via a smooth mapping based on a diffeomorphism, 𝜑, to another region, commonly
referred to as “virtual space”. This is schematically shown in Figure 6.1a where the original space has a
boundary. The map 𝜑 must be the identity mapping on the boundary, a necessary requirement for
invisibility cloaking, which ensures that the boundary points in the original space are transformed to the
same respective boundary points in the virtual space [63]. The essence of transformation optics is that the
pushforward map is such that the governing and constitutive equations are not only satisfied in the
subregion but are also form invariant. The manipulations required by transformation optics consist of
spatial stretching and/or compressing but no spatial tearing to create a new vector field by the
pushforward map. To achieve this physically, the materials properties in the subregion must be changed.
Figure 6.1b illustrates a particular circular cloak mapping where the center of a circle is blown up to a
larger circle. This distortion results in modified material properties which become highly anisotropic and
inhomogeneous. Importantly, integral curves (curves that are tangent to the vector field at every point on
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the curve) under a global diffeomorphism remain integral curves of the vector fields pushed forward by a
diffeomorphism, giving a nice picture of the image of integral curves. Simply put, the vector fields “follow”
the distortion as shown in Figure 6.1b where straight lines now curve around the cloaked region.
The transformation optics techniques described above are now applied to thermoelectricity.
Vectors and material properties are pushed forward via a diffeomorphism applied to a region with an
identity map on the boundary, while the governing and constitutive equations must be invariant under
such a transformation. This is achieved if the transformed properties (primed) are related to the original
ones (unprimed) as
𝜎
⃡′ =

⃡∙ 𝜎
⃡𝑡
𝐴
⃡∙ 𝐴
⃡|
|𝐴

,

𝜅⃡′ =

⃡ ∙ 𝜅⃡ ∙ 𝐴
⃡𝑡
𝐴
⃡−𝑡 ∙ 𝑆⃡ ∙ 𝐴
⃡𝑡 ,
, 𝑆⃡′ = 𝐴
⃡
|𝐴|

(6.3)

′𝑖

⃡ is the Jacobian matrix with elements 𝐴𝑗𝑖 = 𝜕𝑥 𝑗 and the transformed coordinates 𝒓′ =
where 𝐴
𝜕𝑥
1

2

3

⃡𝑡
(𝑥 ′ , 𝑥 ′ , 𝑥 ′ ) are related to the original ones 𝒓 = (𝑥1 , 𝑥 2 , 𝑥 3 ) by a smooth, invertible function 𝒓′(𝒓). 𝐴
⃡, 𝐴
⃡−𝑡 is the inverse of 𝐴
⃡𝑡 , and |𝐴
⃡| = Det 𝐴
⃡. It is important to note that for a
is the matrix transpose of 𝐴
homogeneous and isotropic original medium, this transformation gives 𝑆⃡′ = 𝑆⃡ = 𝑆, which shows that the
Seebeck coefficient in this region is unaltered by the transformation. The electric and heat current vector
fields together with the electrochemical potential and temperature gradients are pushed forward as
𝑱′ =

⃡
⃡
𝐴
𝐴
∙ 𝑱 , 𝑱′𝑄 =
∙𝑱 ,
⃡|
⃡| 𝑸
|𝐴
|𝐴

⃑ 𝜇′ = 𝐴
⃡−𝑡 ∙ ∇
⃑𝜇 , ∇
⃑ 𝑇′ = 𝐴
⃡−𝑡 ∙ ∇
⃑ 𝑇.
∇

(6.4)
(6.5)

6.3.3 A Circular Thermoelectric Cloak
The relations in (6.3) − (6.5) show that a given coordinate transformation 𝒓′ (𝒓) preserves the
form invariance of the governing and constitutive equations, while the physical properties and currents
change accordingly. Thus to achieve effects, such as cloaking, focusing, or reversal of thermoelectric
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transport, one must specify an appropriate coordinate transformation, which will generally result in
anisotropic and inhomogeneous material properties according to (6.3). Here the case of a 2D circular
thermoelectric cloak is considered, although this transformation optics approach can be generalized to
3D as well. The circular cloak, consisting of an 𝑅1 < 𝑟 < 𝑅2 annular region, can hide an object placed
within the interior 𝑟 < 𝑅1 from any heat or electric currents in the external medium 𝑟 > 𝑅2 (Figure 6.1b).
The corresponding diffeomorphism compresses points in the interior of the outer circle of radius 𝑅2 into
the annular region and is given by [2] [46] [50] [55] [56] [57] [68] [69] [70] [71]
𝑟′ = (

𝑅2 − 𝑅1
) 𝑟 + 𝑅1
𝑅1

,

𝜃 ′ = 𝜃.

(𝟔. 𝟔)

In effect, field lines that enter the cloak are maneuvered around the inner circle with radius 𝑅1 and exit
the outer circle with radius 𝑅2 at the same point that they would if there were no cloak at all. The fields
on the outer circle also have the same amplitude that they would if there were no cloak at all. Therefore,
the cloaking effect isolates the interior region from any currents and gradients external to the cloak while
leaving the currents and gradients in the external region unaffected by the cloak. Applying this
transformation to an isotropic and homogeneous original medium with scalar electrical conductivity 𝜎,
thermal conductivity 𝜅, and Seebeck coefficient 𝑆, it is found that
𝜎
⃡′ = 𝜎𝑅(𝜃)𝑇(𝑟)𝑅𝑡 (𝜃); 𝜅⃡′ = 𝜅𝑅(𝜃)𝑇(𝑟)𝑅𝑡 (𝜃); 𝑆 ′ = 𝑆

(6.7)

where,

cos 𝜃
𝑅 (𝜃) = (
sin 𝜃

− sin 𝜃
),
cos 𝜃

𝑟 − 𝑅1
𝑇(𝑟) = ( 𝑟
0

0
𝑟 ).
𝑟 − 𝑅1

(6.8)

Importantly, one must note that here 𝑟, 𝜃 specify the coordinates of the cloak, the codomain coordinates
under the considered diffeomorphism (𝟔. 𝟔). Clearly the electrical and thermal conductivities of the cloak
in (6.7) are anisotropic and inhomogeneous. The Seebeck coefficient, on the other hand, is simply that of
the original medium. To see the cloaking effect due to this transformation, consider the radial and
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azimuthal conductivities 𝜎′𝑟𝑟 = 𝜎

𝑟−𝑅1
𝑟

and 𝜎′𝜃𝜃 = 𝜎

𝑟
𝑟−𝑅1

, respectively. One notes that 𝜎′𝑟𝑟 → 0, while

𝜎′𝜃𝜃 → ∞ as 𝑟 → 𝑅1 so that the cloak only has an azimuthal electrical response and no radial electrical
response near the outer edge of the inner circle. The radial and azimuthal thermal conductivities have the
same behavior as their electrical counterparts. Consequently, the electric and heat currents comprising
the thermoelectric flow are guided around the inner circle.

6.3.4 COMSOL MULTIPHYSICS Simulations
The steady state simulations of (6.1) and (6.2) are performed using finite element analysis in the
COMSOL MULTIPHYSICS package. These governing and constitutive thermoelectric equations are
implemented through the built in “Electric Currents” interface and a “Coefficient Form PDE” interface
tailored to such equations. The annular cloak region (Figure 6.2 and Figure 6.3) is taken to be centered in
a 10cm x 10cm material with 𝑅1 = 1.5 cm and 𝑅2 = 3 cm. The isotropic and homogeneous material is
taken to have 𝜎 = 3000

S
cm

; 𝜅=1

W
m*K

; 𝑆 = −200

μV
K

, which are similar to those of the common

thermoelectric material Bi2Te343.
The thermoelectric boundary conditions in Figure 6.2a-c and Figure 6.3a-c include electrically and
thermally insulated top and bottom ends, which is commonly used in thermoelectric devices. Also, the
left end is electrically grounded and held at a temperature 𝑇1 = 285 K and the right end has an outward
normal current density 𝐽𝑛 = 1

A
m

and held at a temperature 𝑇2 = 300 K. The chemical potential 𝜇𝐶 is

constant throughout the entire material.
The transverse boundary conditions in Figure 6.3d-f include electrically insulated left and right
ends while the top and bottom ends are thermally insulated. Also, the temperature of the left end is held
at 𝑇1 = 285 K, the temperature of the right end is held at 𝑇2 = 300 K, the bottom end is grounded and,
the potential of the top end is held at 𝑉 = 0.01 V.
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Figure 6.2a shows simulation results for the thermoelectric cloak from (6.3) − (6.5) obtained
using the finite element based COMSOL MULTIPHYSICS package with the thermoelectric boundary
conditions described above. It is evident that due to 𝜅′𝑟𝑟 → 0, 𝜎′𝑟𝑟 → 0 as 𝑟 → 𝑅1 no heat and electric
currents penetrate the 𝑟 < 𝑅1 cloaked region. After reaching a steady state, a constant temperature and
constant potential profile in the cloaked region are achieved. The simulations show that the constant
temperature and constant potential inside the cloaked region are

𝑇1 +𝑇2
2

and

𝑉1+𝑉2
2

, respectively (𝑇1 , 𝑉1 –

temperature and potential at the very left end of the medium; 𝑇2 , 𝑉2 - temperature and potential at the
very right end of the medium). The same constant temperature behavior has also been found for thermal
cloaks under similar simulations conditions [68]. Figure 6.2a further shows that the heat and electric
currents as well as the temperature and potential gradients outside of the cloaking region, 𝑟 > 𝑅2 , are
the same as those in the isotropic and homogeneous original medium if there were no cloak, indicating
that these currents and gradients are unperturbed by the presence of the cloak. As a result, an object in
the 𝑟 < 𝑅1 region will not experience any effects from the thermoelectric flow outside of this region,
while the 𝑟 > 𝑅2 region will be insensitive to any thermoelectric flow from the interior region.

𝑟
1
Figure 6.2 Cloak simulations and schematics. (a) An ideal thermoelectric cloak with 𝜎 ′ 𝑟𝑟 = 𝜎 𝑟−𝑅
; 𝜎′𝜃𝜃 = 𝜎 𝑟−𝑅
; 𝜅 ′ 𝑟𝑟 =
𝑟
1

𝜅

𝑟−𝑅1
𝑟

; 𝜅′𝜃𝜃 = 𝜅

𝑟
𝑟−𝑅1

′

; 𝑆 = 𝑆 for the cloak material properties for 𝑅1 < 𝑟 ≤ 𝑅2 with “thermoelectric” boundary conditions for

the simulations. The heat and electric currents are shown in blue and black cones, respectively. The blue and black curves are the
isotherms and equipotentials, respectively. The background color scheme indicates the temperature profile. Although not
shown, the voltage profile has a similar behavior as the temperature profile. (b) An otherwise ideal thermoelectric cloak with
𝑆′ = 0.1 ∗ 𝑆. (c) An otherwise ideal thermoelectric cloak with 𝑆′ = 10 ∗ 𝑆. (d) Concentric bilayers for the circular
thermoelectric cloak of inner radius 𝑅1 and outer radius 𝑅2. The bilayers have equal thickness and are made up of two

different homogeneous and isotropic materials, denoted as A and B. (e) Schematic representation of the electrical
conductivity of the layered cloak in terms of a configuration of resistors that are radially in series (red) and azimuthally
in parallel (blue) (also denoted in (d)).
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′
Furthermore, note that 𝜅⃡
from (6.3) is the same as the requirement for the thermal cloak

investigated previously [68]. Therefore, it is concluded that the thermoelectric cloak here will operate
also as a thermal cloak under an applied temperature difference only. The same conclusion can be
reached for an electric cloak when only an electric potential difference is applied [73]. Furthermore, the
thermoelectric cloak operates under any simultaneous temperature and electric potential differences
applied while accounting for thermoelectric coupling through the Seebeck coefficient. Thus it generalizes
the bifunctional cloaks described in [83] [84] [85] [86] that only operate in the presence of temperature
and electric potential differences when the original medium has negligible thermoelectric coupling
through negligible Seebeck coefficient (in this case the transport reduces essentially to the uncoupled
Fourier’s and Ohm’s laws in (6.2)). The proposed thermoelectric cloak is also markedly different than
the active thermal cloak described in [87], which uses thermoelectric modules for on/off switching and
direction control to actively manipulate thermal flow only in a given region. For emphasis, if the 𝑅1 < 𝑟
< 𝑅2 region does not have the Seebeck coefficient according to (6.7), the cloaking from electric and
′
thermal flows suffers. To illustrate this point further, Figure 6.2b,c shows simulations for a cloak with 𝜅⃡
,

⃡⃑𝜎′ transforming according to (6.7) and (6.8) and 𝑆′ = 0.1 ∗ 𝑆 and 𝑆′ = 10 ∗ 𝑆 respectively under the
thermoelectric boundary conditions. One finds that the isotherms and equipotentials are distorted near
the outer edge of the cloak and the heat and electric currents differ from those for the ideal cloak in
Figure 6.2a. The distortions of the currents appear to be greater near the top and bottom edges outside
of the cloak for the 𝑆′ = 10 ∗ 𝑆 case, while distortions of the currents for the cloak with 𝑆′ = 0.1 ∗ 𝑆 are
especially different near the left and right edges outside of the cloak as compared to Figure 6.2a. Also,
the
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electric current in the cloak with 𝑆 ′ = 0.1 ∗ 𝑆 has reversed direction from the one of the ideal cloak. In
effect, the TE transport in Figure 6.2b,c consisting of the electric and heat currents is not cloaked.

6.3.5 Laminate Metamaterials for Thermoelectric Cloaking
As pointed out earlier, the ideal thermoelectric cloak in Figure 6.2a requires not only anisotropic
and inhomogeneous properties, but it requires having 𝜎
⃡′ and 𝜅⃡′ components that grow without bound as
𝑟 → 𝑅1 , making it impossible to realize such a behavior physically, let alone with naturally occurring
materials. Therefore, metamaterials are used to create a cloak with effective material properties that
approximate their ideal pushed forward values in (6.7). To this end, consider a composite consisting of
concentric bilayers, such that each one is composed of two isotropic and homogeneous layers of equal
thickness (denoted as A and B in Figure 6.2d), a strategy also used in [57] [68] [69] [70] [88] [89]. If the
thickness of the bilayers is small compared to the inner radius 𝑅1 , one can approximate the two layers 𝐴
and 𝐵 as radially in series and azimuthally in parallel [46] [57] [89] (as schematically shown in Figure 6.2e),
giving rise to effective material properties according to
′
𝜎𝑟𝑟
=2

𝜎𝐴 𝜎𝐵
,
𝜎𝐴 + 𝜎𝐵

′
𝜎𝜃𝜃
=

′ ′
𝜎𝑟𝑟
𝑆𝑟𝑟 = 2

𝜎𝐴 + 𝜎𝐵 ′
𝜅𝐴 𝜅𝐵
𝜅𝐴 + 𝜅𝐵
′
, 𝜅𝑟𝑟 = 2
, 𝜅𝜃𝜃
=
2
𝜅𝐴 + 𝜅𝐵
2

𝜎𝐴 𝑆𝐴 𝜎𝐵 𝑆𝐵
𝜎𝐴 𝑆𝐴 + 𝜎𝐵 𝑆𝐵

,

′
′
𝜎𝜃𝜃
𝑆𝜃𝜃
=

𝜎𝐴 𝑆𝐴 + 𝜎𝐵 𝑆𝐵
.
2

(6.9)

(6.10)

′ ′
Thus using (6.7)(6.3) − (6.10)(6.5) one finds that 𝜎𝑟𝑟
𝜎𝜃𝜃 = 𝜎𝐴 𝜎𝐵 = 𝜎 2 . Expressing 𝜎𝐵 =

𝜎2
𝜎𝐴

′
and substituting this in 𝜎𝜃𝜃
, for example, yields the following bilayer materials properties:

𝜎𝐴(𝐵) = 𝜎𝐷±(∓) , 𝜅𝐴(𝐵) = 𝜅𝐷±(∓) ,
𝑆𝐴(𝐵) = 𝑆 or 𝑆𝐴(𝐵) = 𝑆
𝑟

The 𝐷± = 𝑟−𝑅 (1 ± √1 − (
1

𝐷∓(±)
𝐷±(∓)

.

(6.11)
(6.12)

𝑟−𝑅1 2
𝑟

) ) factor determines the anisotropic nature of the bilayer

properties. Noting that 𝐷+ 𝐷− = 1, one finds that if 𝜎𝐴 = 𝜎𝐷+ then 𝜎𝐵 = 𝜎/𝐷+. Similar proportionality
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relations are obtained for 𝜅𝐴(𝐵) . Interestingly there are two choices for the bilayer Seebeck coefficients.
In one case, 𝑆 must be the same for both layers (thus it must be the same throughout the entire cloak),
while in the second case 𝑆 is determined by the 𝐷± ratio such that if 𝑆𝐴 = 𝑆𝐷+2 then 𝑆𝐵 = 𝑆/𝐷+2. Any
combination of choices for the layer material properties in (6.11) and (6.12) satisfies the bilayer
approximation of the ideal pushed forward material properties in (6.7), and the ±→ ∓ correspond to
simply swapping the A and B layers. The possible combinations of the bilayer properties are given in Table
6.1, which further shows that the requirements in (6.11) and (6.12) are independent of each other.

Table 6.1 A list of all possible choices for the material properties of each pair of layers comprising the bilayer laminate cloak.
{𝝈𝑨 , 𝝈𝑩 } {𝜿𝑨 , 𝜿𝑩 } {𝑺𝑨 , 𝑺𝑩 } {𝝈𝑨 , 𝝈𝑩 } {𝜿𝑨 , 𝜿𝑩 }

{𝑺𝑨 , 𝑺𝑩 }

{𝜎+ , 𝜎− }

{𝜅+ , 𝜅− }

{𝑆, 𝑆}

{𝜎+ , 𝜎− }

{𝜅+ , 𝜅− }

{𝑆

𝐷− 𝐷+
,𝑆 }
𝐷+ 𝐷−

{𝜎+ , 𝜎− }

{𝜅− , 𝜅+ }

{𝑆, 𝑆}

{𝜎+ , 𝜎− }

{𝜅− , 𝜅+ }

{𝑆

𝐷− 𝐷+
,𝑆 }
𝐷+ 𝐷−

{𝜎− , 𝜎+ }

{𝜅+ , 𝜅− }

{𝑆, 𝑆}

{𝜎− , 𝜎+ }

{𝜅+ , 𝜅− }

{𝑆

𝐷+ 𝐷−
,𝑆 }
𝐷− 𝐷+

{𝜎− , 𝜎+ }

{𝜅− , 𝜅+ }

{𝑆, 𝑆}

{𝜎− , 𝜎+ }

{𝜅− , 𝜅+ }

{𝑆

𝐷+ 𝐷−
,𝑆 }
𝐷− 𝐷+

The bilayer building blocks can now be used to construct a metamaterial laminate circular cloak
by using the guidelines found in (6.7)(6.3) − (6.10). The laminate is taken to be composed of 𝑁
concentric bilayers of equal thickness 2𝑑 with 𝑑 =

𝑅2−𝑅1
2𝑁

being the thickness of the 𝐴𝑛 and 𝐵𝑛 layers

comprising the 𝑛𝑡ℎ bilayer. The properties are 𝜎𝐴𝑛 = 𝜎− ((2𝑛 − 1)𝑑), 𝜅𝐴𝑛 = 𝜅− ((2𝑛 − 1)𝑑) and 𝜎𝐵𝑛 =
𝜎+ (2𝑛𝑑), 𝜅𝐵𝑛 = 𝜅+ (2𝑛𝑑) while 𝑆𝐴𝑛 = 𝑆𝐵𝑛 = 𝑆 with 𝑛 = 1,2, … , 𝑁, corresponding to the bilayer choice
{𝜎− , 𝜎+ }, {𝜅− , 𝜅+ }, {𝑆, 𝑆} in Table 6.1. This composite has layers with largely varying thermal and electrical
conductivities, while the Seebeck coefficient stays the same. It is important to also illustrate how the
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laminate thermoelectric cloak functions under different boundary condition. In addition to results for the
steady state simulations for 𝑁 = 1, 5, and 10 under thermoelectric boundary conditions, shown in Figure
6.3a-c, results for the same systems under transverse boundary conditions are shown in Figure 6.3d-f. The
overall comparison of these results shows that the cloaking effect is present regardless of the boundary
conditions and the performance improves as 𝑁 increases. Under thermoelectric boundary conditions for
𝑁 = 1 (Figure 6.3a) some isotherms penetrate the cloaked 𝑟 < 𝑅1 region, while the isotherms and
equipotentials outside the cloak, 𝑟 > 𝑅2 , close to the laminate are distorted. This means that the cloaking
effect is imperfect and the outside medium itself has detectable isotherm and equipotential distortions.
Also, the temperature and voltage distributions in 𝑟 < 𝑅1 is not uniform, as is the case of an ideal cloak
shown in Figure 6.2a. Under transverse boundary conditions, for 𝑁 = 1 (Figure 6.3d) some isotherms
penetrate the cloaked region 𝑟 < 𝑅1 , but the pattern for the isotherms and equipotentials is different as
compared to Figure 6.3a. These unwanted effects for both sets of boundary conditions diminish as 𝑁
increases due to decreasing of the thickness of the A and B layers which improves the approximation in
(6.9) and (6.10).

Figure 6.3 Layered cloaks. Simulations are shown of a N-bilayered laminate thermoelectric cloak with thermoelectric boundary
conditions for (a) N = 1, (b) N = 5, (c) N = 10. Simulations are shown of a N-bilayered laminate thermoelectric cloak with
transverse boundary conditions for (d) N = 1, (e) N = 5, (f) N = 10. The blue cones and curves correspond to the heat current
and isotherms, respectively, while the black cones and curves correspond to the electric current and equipotentials, respectively.
The background color scheme indicates the temperature profile.
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To further examine the quality of the thermoelectric cloak, results for the temperature and
voltage profiles along a horizontal line passing through the center of the entire medium are shown for
several cases in Figure 6.4, including an ideal cloak, layered cloaks with 𝑁 = 1, 3, and 10 bilayers and no
cloak present for the two sets of boundary conditions. The temperature and potential for the ideal cloak
are constant, such that 𝑇 =

𝑇1 +𝑇2
2

and 𝑉 =

𝑉1+𝑉2
2

. Figure 6.4 also shows that the largest deviations are

found for a laminate composite with 𝑁 = 1 bilayer. As 𝑁 increases, these 𝑇 and 𝑉 vs 𝑥 profiles approach
the ideal behavior, indicating improved cloaking performance. The thermoelectric cloaking effect can also
be quantified by evaluating the standard temperature and potential deviations of the laminate
composites,

defined

respectively

1
̅̅̅̅ 𝑐 )2
𝜎̅𝑆𝑇𝐷,𝑇 = √ ∑𝑖=1(∆𝑇𝑖𝑐 − ∆𝑇

as

𝑀

and

𝜎̅𝑆𝑇𝐷,𝑉 =

1
̅̅̅̅ 𝑐 )2 . These are calculated on 𝑀 grid points for 𝑟 > 𝑅2 , such that ∆𝑇𝑖𝑐 = 𝑇𝑖𝑐 −
√ ∑𝑖=1(∆𝑉𝑖𝑐 − ∆𝑉
𝑀

̅̅̅̅ 𝑐 =
𝑇𝑖𝑚 (∆𝑉𝑖𝑐 = 𝑉𝑖𝑐 − 𝑉𝑖𝑚 ), ∆𝑇

1
𝑀

̅̅̅̅ 𝑐 =
∑𝑖 ∆𝑇𝑖𝑐 ( ∆𝑉

1
𝑀

∑𝑖 ∆𝑉𝑖𝑐 ) where 𝑇𝑖𝑐 (𝑉𝑖𝑐 ) is the temperature (voltage)

with the cloak and 𝑇𝑖𝑚 (𝑉𝑖𝑚 ) is the temperature (voltage) without the cloak at the 𝑖-th grid point [90]. As
expected, the results for 𝜎̅𝑆𝑇𝐷,𝑇 and 𝜎̅𝑆𝑇𝐷,𝑉 (shown as inserts in Figure 6.4), indicate that increasing N
results in a better cloaking effect approaching the 𝜎̅𝑆𝑇𝐷,𝑇 = 𝜎̅𝑆𝑇𝐷,𝑉 = 0 for the ideal cloak. Note that
unwanted interfacial effects must be minimized for better cloaking performance. Specifically, thinner
interfaces with abrupt transitions between the circular material layers are desired. Recent studies show
that such requirements can be realized in the laboratory for thermal cloaks [78] [91] [92], thus
experimental construction of thermoelectric cloaks should be feasible.
These results show that the laminate cloaks improve as the number of bilayers increases, at the
same time, the cloaking effect is unaffected by the boundary conditions. This is because the temperature
and voltage profiles along with the distribution of heat and electric currents in the 𝑟 > 𝑅2 region do not
affect the cloaking, emphasizing the generality of the thermoelectric cloak obtained via transformation
optics. This is in contrast with previous reports of cloaking or other effects obtained via scattering methods
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or direct numerical solutions of the underlying equations, which are strongly dependent on having
uniform external temperature gradients [84] [85] [93].

Figure 6.4 Quantification of the cloaks’ efficacies. Characteristic profiles as a function of horizontal position 𝒙 for a horizontal
line through the center of the entire medium is shown for simulations for (a) temperature, (b) voltage under thermoelectric
boundary conditions, and (c) temperature, (d) voltage under transverse boundary conditions for a medium with no cloak, an ideal
cloak, and laminate cloaks with 𝑁 = 1, 3, and 10 bilayers. The corresponding standard deviations between a medium with
laminate cloaks with 𝑁 = 1, 3, 5, 7, and 10 bilayers and a medium with no cloak, calculated on a grid with M=100X100 points,
are shown as inserts in each panel.

The material characteristics are further discussed for a practical realization of thermoelectric
cloaking. The laminate composite, as shown above, would have largely different electrical and thermal
conductivities for the two layers in each bilayer with the largest variation in the innermost layers of the
cloak. Although this is similar to the situation of thermal [70] and dc electric cloaks [73], an additional
difficulty for the thermoelectric laminates arises from the requirements imposed for the Seebeck
coefficient. For the 𝑁 = 10 bilayer case (Figure 6.3 and Figure 6.4), for example, 𝜎𝐴1 ~𝜎/40, 𝜎𝐵1 ~40𝜎,
𝜅𝐴1 ~𝜅/40, 𝜅𝐵1 ~40𝜅, and 𝜎𝐴10 ~𝜎/4, 𝜎𝐵10 ~4𝜎, 𝜅𝐴10 ~𝜅/4, 𝜅𝐵10 ~4𝜅. Thus while the electrical and thermal
conductivities potentially may encompass values typical for metals and insulators, 𝑆 is constant
throughout. Taking the 𝑁 = 10 case with 𝑆𝐴 = 𝑆𝐷+2 , 𝑆𝐵 = 𝑆/𝐷+2 (columns four, five, and six in the fourth
row of Table 6.1) gives 𝑆𝐴1 ~1800𝑆, 𝑆𝐵1 ~𝑆/1800, 𝑆𝐴10 ~16𝑆, 𝑆𝐵10 ~𝑆/16, while 𝜎𝐴1 ~𝜎/40, 𝜎𝐵1 ~40𝜎,
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𝜅𝐴1 ~𝜅/40, 𝜅𝐵1 ~40𝜅, and 𝜎𝐴10 ~𝜎/4, 𝜎𝐵10 ~4𝜎, 𝜅𝐴10 ~𝜅/4, 𝜅𝐵10 ~4𝜅. For a cloak with 𝑁 = 5 the numerical
factors are reduced by 2. There is a significant variation in 𝑆, which may be difficult to satisfy in practice,
while the variation in the electrical and thermal conductivities is much less. There are several routes for
optimization in finding suitable materials for practical realization of a thermoelectric cloak. In addition to
the several choices of bilayer combinations essentially arising from the properties being independent of
each other, one might consider using a cloak with fewer layers. Even though the cloaking effect may be
reduced, the variation in the materials properties is also reduced. Also, the location where 𝐷± (𝑟) are
evaluated, the radius and thickness of each layer, and materials doping can be further explored. Clearly
this direction needs further investigation from a materials point of view.

6.4 Other Coordinate Transformations Applied to Thermoelectric Transport
As a further proof of principle of the applicability of transformation optics to thermoelectric
transport, several other coordinate transformations that can be found in [94] are considered. These
coordinate transformations give rise to a thermoelectric square cloak, circular diffuser, circular
concentrator, and circular rotator. The diffeomorphisms for each of these cases is given in Table 6.2
alongside a metamaterial design used to realize the anisotropic and inhomogeneous material properties
that give rise to the desired transport.
The square cloak stretches a point to square region that results in guiding thermoelectrically
coupled heat and electric currents around the newly formed square region resulting from the
diffeomorphism. The diffuser is similar to the cloak, but allows some currents to penetrate into the inner
region of the cloak. The concentrator acts oppositely to the cloak by stretching the inner circular portion
of an annular region to a smaller circle thereby focusing and concentrating all thermoelectric flow towards
the center of the circular region where the diffeomorphism takes place. The rotator spirals thermoelectric
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flow inward towards the center of a circular region, producing thermoelectric flow that is rotated by some
fixed angle at an inner circle with respect to its original flow outside the circular diffeomorphism region.
COMSOL MULTIPHYSICS simulations for each of these cases are shown in Figure 6.5.

Table 6.2 Diffeomorphisms for a square cloak, diffuser, concentrator, and rotator of coupled thermoelectric flow.

Type of Diffeomorphism
Square Cloak
𝑥′ =

𝐿2 −𝐿1

𝑥 + 𝐿1 , 0 < 𝑥 < 𝐿2

𝐿2
𝐿2 −𝐿1

𝑦′ = 𝑦 (

Metamaterial Design

𝐿2

𝐿

+ 𝑥1 ) , |𝑦| < 𝑥

Diffuser
𝑅

𝑟 ′ = 𝑅2 𝑟,
𝑟′ =

1
𝛼32

𝛼31

𝑟+

0 < 𝑟 < 𝑅1
𝛼21
𝛼31

𝑅3 , 𝑅1 < 𝑟 < 𝑅3

𝑟′ = 𝑟
𝑟 > 𝑅3
𝜃 ′ = 𝜃, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑟

Concentrator
𝑅

𝑟 ′ = 𝑅1 𝑟,
2

𝑟′ =

𝛼31
𝛼32

𝑟+

0 < 𝑟 < 𝑅2
𝛼12
𝛼32

𝑟 ′ = 𝑟,
𝜃 ′ = 𝜃 for all 𝑟

𝑅3 , 𝑅2 < 𝑟 < 𝑅3
𝑟 > 𝑅3

Rotator

𝜃 ′ = 𝜃 + 𝜃0 ,
0 < 𝑟 < 𝑅1
𝜃0 (𝑟 − 𝑅2 )
𝜃′ = 𝜃 +
, 𝑅1 < 𝑟 < 𝑅2
𝛼12
𝜃 ′ = 𝜃, 𝑟 > 𝑅2
𝑟 ′ = 𝑟 𝑓𝑜𝑟 𝑎𝑙𝑙 𝜃

*The coordinate representation for the diffeomorphisms are given in Cartesian coordinates for the square
cloak and polar coordinates for other examples. The corresponding figures for each diffeomorphism show
the path thermoelectric currents would follow through arrowed contours. Notice that these contours
follow the diffeomorphism. Shaded areas in pink show spatial regions that had been stretched (with the
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exception of the rotator) whereas shaded grey areas show spatial regions that had been compressed due
to the diffeomorphisms. In addition, metamaterial designs of alternating laminate layers of materials 𝐴
and 𝐵 are shown for each case. Except for the rotator, the laminate elements making up the metamaterial
designs vary across the entire design.

Figure 6.5 Simulations for an ideal thermoelectric (a) square cloak, (b) diffuser, (c) concentrator, and (d) rotator.
The black curves and arrows correspond to the thermal equipotentials and currents, respectively. The blue curves

and arrows correspond to the electric equipotentials and current, respectively. The background color, specified by
the color bars, represents the steady state temperature profile (color bars given in K). The voltage profile has a
similar behavior and is not shown.

Since the material properties required to produce the effects in Figure 6.5 are highly anisotropic,
inhomogeneous, and attain extreme values, an appeal to a metamaterial laminate design is again made
to realize an approximation to the ideal cases shown in Figure 6.5. The corresponding metamaterial
designs for each thermoelectric system are given in terms of a laminate design composed of alternating
layers whose material properties depend on where the laminate lies in the diffeomorphism region. Figure
6.6 shows simulations of the metamaterial designs that well approximate the cases considered in Table
6.2. As shown in Figure 6.6, the more laminate layer components comprising the metamaterial design,
the better the metamaterial design approximates that of the ideal case. Further details are available in
[94] from which the results in Table 6.2, Figure 6.5, and Figure 6.6 have been used.
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Figure 6.6 Laminate thermoelectric square cloak with (a) 20 layers and (e) 30 layers; Laminate thermoelectric
concentrator with (b) 10 concentric layers and 64 sectors, and (f) 20 concentric layers and 32 sectors; Laminate
thermoelectric rotator with (c) 32 sectors and (g) 64 sectors; Laminate thermoelectric diffuser with (d) 10
concentric layers and (h) 20 concentric layers. The dimensions of the simulation, background color, isotherms
and equipotentials, and currents notation in each case are the same as in Figure 6.5.

6.5 Discussion
The results here have shown that electric and thermal transport coupled via thermoelectric
phenomena can be manipulated according to virtual spatial distortions. Utilizing the form invariance of
the underlying equations under coordinate transformations, the desired distortions are mapped into
anisotropic and inhomogeneous thermoelectric properties of the materials. These ideas are applied to
thermoelectric cloaking, which constitutes a significant step forward towards accessing multiphysics
transformations with coupling between the domains with a single device. A thermoelectric cloak can
operate under thermal gradient only (function as a thermal cloak), a potential gradient only (function as
an electrical cloak), and both thermal and potential gradients with (or without) significant Seebeck effects.
Further benefits can be drawn by realizing that the designed layered multifunctional metamaterials can
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operate regardless of the initial conditions of the external fields and currents. The several options for the
materials and dependence on a variety of geometrical factors give pathways for property optimizations
making thermoelectric cloaks practically possible.
It is clear that transformation optics can be applied to thermoelectricity from both a theoretical
and practical perspective using metamaterial designs. Since this is the first reporting of these ideas to our
knowledge, more research is needed for specific materials and uses for these techniques. It would be of
interest to know other ways transformation optics techniques can applied to thermoelectricity along with
practical implementation of these techniques and how these implementations can be optimized. The
pursuit of general thermoelectric control using metamaterials is also of interest [95].
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IV. MICROSCOPIC SEMICLASSICAL THERMOELECTRIC TRANSPORT

7. Semiclassical Single Band Wave Packets and Their Possible Limitations

The semiclassical description of charge carriers in crystal lattices involves single band wave
packets. That is, the possible wave function states of charge carriers are Bloch wave packets comprised of
Bloch states of a particular band localized in reciprocal space by some wave packet localization function.
The basis for this description relies on the energy band spectrum to be well separated so that no bands
are energetically close to one another. More specifically, this large energy gap requirement must hold for
Bloch states whose energies are near the Fermi level as these states are expected to contribute to the
overall charge transport more than any other states. This overall charge transport is a result of out of
equilibrium conditions due to perturbing electric fields, magnetic fields, chemical potential gradients, and
temperature gradients.
The wavelengths of the Fourier components of the electric and magnetic fields are assumed to be
much larger than the spreads of the wave packets in real space. In reciprocal space, the wave packets are
localized about some particular wave vector describing the centers of the wave packets in reciprocal
space, whereas the real space spreads of the wave packets are assumed to only cover a small number of
real space unit cells. The wavelengths of the Fourier components of the fields should be at least an order
of magnitude larger in size relative to the real space spread of the wave packet, leading to a field slowly
varying in space. In addition, these fields should be relatively weak and vary slowly in time as to suppress
transitions between higher energy Bloch states. The chemical potential and temperature gradients are
assumed small so that that the chemical potential and temperature do not vary significantly relative in
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scale to the real space wave packet spread. These limitations of weak, long-wavelength, and slow
spatiotemporal fields and slowly varying gradients are an important part of the semiclassical
approximation.
Together, the single band wave packet description and the limitations on the perturbing fields
and gradients described above collectively are referred to as the semiclassical approximation. Under the
semiclassical approximation, wave packets experience dynamics that lead to the equations of motion in
(3.1). Also, the narrow spread of the wave packets in both real and reciprocal spaces lead to an effective
semiclassical phase space consisting of the center of the wave packets in both real and reciprocal spaces.
Using this semiclassical phase space, the Boltzmann distribution function and corresponding Boltzmann
transport equation (3.2) can be used to describe microscopic semiclassical transport.
Since many transport properties are considered under weak perturbations, the constraints on the
fields and gradients in the semiclassical approximation are typically reasonable. However, in lattices with
bands in close energetic proximity or even band crossings in the band structure, the single band wave
packet description seems questionable. Why would these wave packets only consist of Bloch states from
a single band when Bloch states from other bands are energetically nearby? A more plausible description
would therefore accommodate multiband wave packets.
For example, lattices with degenerate or nearly degenerate bands would certainly allow for
multiband transitions and thus a multiband wave packet description is sensible. In addition, lattices with
band crossings have been known for decades and are currently an active area of research. Of particular
interest are the so-called Dirac materials that are characterized by at least one pair of bands that cross
linearly in reciprocal space with a Hamiltonian on the band subspace obeying a similar form to the Dirac
Hamiltonian [96]. Graphene, topological insulators, and d-wave superconductors constitute 2D materials
characterized by this special feature in the band dispersion.
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In 3D, we have the so-called Weyl semimetals and Dirac semimetals. For Wey semimetals, the
band crossing of two non-degenerate bands leads to gapless semimetal states at the crossing itself (called
a Weyl point) that manifest due to either a breaking of inversion symmetry or time-reversal symmetry.
The Weyl point acts as a source or sink of the Berry curvature in reciprocal space. In this way, a Weyl point
behaves as a monopole for the Berry curvature. Because Gauss’s law does not allow for the net existence
of monopoles, Weyl points come in pairs of opposite chirality in a Brillouin zone. One chirality will act like
a source of the Berry curvature and the other chirality will act like a sink of the Berry curvature. It is
possible for a Brillouin zone to have more than one copy of a pair of Weyl points.
In this situation, we have Dirac semimetals. Dirac semimetals exist when both time-reversal
symmetry and inversion symmetry are present, creating degenerate bands that can be thought of as two
separate Weyl points of opposite chirality on top of one another. In this way, Weyl semimetals can be
formed from Dirac semimetals by breaking either the time-reversal or inversion symmetry causing a
splitting in the underlying Weyl points. Because of this, Dirac semimetals are often less robust than Weyl
semimetals and can also have a gapped spectrum. The gapped Dirac semimetals are more common overall
with bulk Bismuth falling into this material classification.
In general, Dirac materials have exotic features due to the special dispersion they possess. For
example, charge carriers obeying a Dirac-like Hamiltonian can have a large Fermi velocity and mobility.
Naturally then, such materials are expected to have interesting transport properties. Many models have
been used to study transport in these materials, including the semiclassical approach. However, this
semiclassical approach has been used in analyzing the chiral bands in these materials separately without
the possibility of interband coupling effects [97]. This is in large part due to the semiclassical treatment of
charge carriers as single band wave packets that are, by their single band nature, unable to easily
accommodate interband effects. Here we present a more general semiclassical approach that looks at the
dynamics of multiband wave packets. This approach should be applicable to the description of charge
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carriers for gapless Dirac materials or Dirac materials of small band gap when the Fermi level is tuned to
the Dirac point.

8. Multiband Effects in Equations of Motion of Observables Beyond the Semiclassical Approach

8.1 Overview
The equations of motion for the position and gauge invariant crystal momentum are considered
for multiband wave packets of Bloch electrons. For a localized packet in a subset of bands well-separated
from the rest of the band structure of the crystal, one can construct an effective electromagnetic
Hamiltonian with respect to the center of the packet. The equations of motion can be obtained via a
projection operator procedure, which is derived from the adiabatic approximation within perturbation
theory. These relations explicitly contain information from each band captured in the expansion
coefficients and energy band structure of the Bloch states as well as non-Abelian features originating from
interband Berry phase properties. This general and transparent Hamiltonian-based approach is applied to
a wave packet spread over a single band, a set of degenerate bands, and two linear crossing bands [98].
The generalized equations of motion hold promise for novel effects in transport currents and Hall effect
phenomena.

8.2 Introduction
Semiclassical theory has been a useful tool in describing various transport phenomena in
materials and composites. This powerful theory assumes that under external fields, electrons essentially
behave as free particles provided the energy band structure is used as the dispersion. Recent
developments have shown that this picture is not adequate and a more rigorous treatment is needed.
One of the most striking examples is the correction to the usual quasiparticle group velocity determined
by the energy band structure [99]. Such an anomalous velocity correction comes from the Bloch states
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Berry curvature, which can lead to important modifications in many phenomena. A number of new
features, such as the internal anomalous and spin Hall effects, anomalous thermoelectricity, and intrinsic
magnetic moments of electronic wave packets among others have been demonstrated as a result of these
new developments [38] [97] [100] [101] [102] [103] [104] [105] [106]. This transport formalism has also
been applied to light propagation in photonic materials, where the Berry phase effects have been shown
experimentally [107].
The anomalous velocity from the Berry phase is important in semiclassical transport and has been
considered in several studies for the time dynamics in terms of characteristic equations of motion of Bloch
electrons in an electromagnetic field [38] [99] [108] [109] [110] [111] [112]. Several phenomena linked to
this anomalous velocity are especially pronounced in materials with nontrivial topology, such as Weyl and
Dirac materials, where an array of intrinsic Hall effects have been demonstrated [96] [99] [113] [114]
[115]. The semiclassical framework typically assumes that the wave packet spreads out over several unit
cells of a lattice and the electromagnetic waves are taken in the long-wavelength approximation with a
much larger spread than the packet. For such a situation, one can construct an effective Hamiltonian as a
perturbative series with respect to the location of the center of the wave packet in real space [108] [109]
[110] [111]. A key issue here is the number of bands comprising the wave packet in reciprocal space.
Several works have considered wave packets extending over a single band [102] [104] [108] [109] [110],
which is in line with the assumption from semiclassical theory that a single band far away from band
degeneracies and crossings in the band structure dominates the contributions to transport. A limited
number of studies have examined the dynamics of wave packets that extend over multiple degenerate
bands. For example, such multiband situations have been found to influence various types of topological
current transport, like parity polarization currents [111], or the time dynamics of the spin degree of
freedom for degenerate bands [38].
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The general scenario of describing the equations of motion for a wave packet extending over more
than one band needs further investigation, however. This is especially relevant for topological materials
with spin textures, where interband effects can lead to non-Abelian gauge fields arising from an 𝑆𝑈(𝑁)
invariance of the dynamics in a subspace of 𝑁 degenerate bands. In this context, several other important
issues need to be studied. For example, in deriving the wave packet dynamics, one typically invokes a
projection procedure of operators onto a subset of the wave packet bands. This could be onto a single
band as is the case in [110] [112] or a subset of degenerate bands as is the case in [38] [111]. A thorough
justification of such a projection is for the most part lacking, however. Another issue is that the wave
packet dynamics derived from the effective Hamiltonian is a perturbative series. The notion of order
coming from this perturbative series and its effect on the equations of motion of the position and gauge
invariant crystal momentum needs further understanding. Equations of motion derived for bands of
different dispersions and presented in a straightforward manner is also unavailable. Thus, more work is
needed in order to understand multiband effects in the equations of motion.
A direct approach is presented for deriving the equations of motion for the position and gauge
invariant crystal momentum of multiband Bloch electron wave packets in the long-wavelength limit.
Within this method, a perturbative series of the general electromagnetic Hamiltonian with respect to the
location of the wave packet [99] [110] is used. It is shown that for slowly time varying fields and a
multiband subset of bands that are degenerate or nearly degenerate at some point in reciprocal space
near the Fermi level and sufficiently separated in energy from the rest of band structure, one can apply
perturbation theory with adiabaticity. From this the projected operators onto this band subset follow
naturally. Full expressions for the equations of motion in terms of multiband quantities, like Berry
curvatures and connections, are given explicitly and applied to the cases of 𝑁 degenerate bands and a
two-band model with a linear dispersion. In addition to its transparency, this method gives the basic
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framework to study multiband electron wave packet dynamics, which is to be used in future quantum
kinetic transport models to capture multiband effects in transport properties.

8.3 Theoretical Model
In the presence of electromagnetic fields, quantum mechanical processes can be described using
the Hamiltonian 𝐻 (𝒑 − 𝑒𝑨(𝒙), 𝒙) =

(𝒑−𝑒𝑨(𝒙))
2𝑚

2

+ 𝑉(𝒙) + 𝑒𝜙(𝒙), where 𝒑 is the momentum operator and

𝑨(𝒙) and 𝜙(𝒙) are the vector and scalar potentials, respectively. In a solid, the fields propagate in a
periodic environment set by the crystal lattice with Bloch states giving the natural basis in reciprocal space.
Transport in solids, as captured in the Boltzmann equation approach [19], involves semiclassical particles
represented as wave packets [111]
𝜓 = ∑ ∫ 𝑑3 𝒒 𝑐𝑛 (𝒒)𝜓𝑛 (𝒒) , 𝑐𝑛 (𝒒) = √𝜌(𝒒 − 𝒒𝑐 )𝑧𝑛 (𝒒),

(8.1)

𝑛

where 𝜓𝑛 (𝒒) = 𝑒 𝑖𝒒⋅𝒙 𝑢𝑛 (𝒒) are Bloch states with Bloch functions 𝑢𝑛 (𝒒) for wave vector 𝒒 in the 𝑛𝑡ℎ band
with expansion coefficients 𝑐𝑛 with 𝑧𝑛 = 𝑎𝑛 𝑒 −𝑖𝛾𝑛 (𝒒) . Thus the wave packet is characterized by a phase
𝛾𝑛 (𝒒) and an amplitude 𝜌(𝒒 − 𝒒𝑐 ), which specifies the localization of the packet about the expectation
value of its center 〈𝒒〉 = 𝒒𝑐 in reciprocal space. The probability that the particle is found in the 𝑛𝑡ℎ band
is 𝑎𝑛2 .
This is a usual assumption for a single band wave packet, since its collapse in reciprocal space is
1

governed by the much larger Ehrenfest time [116] evolving at a scale ln (ℎ ) with ℎ being the smaller of
ℎ𝑇
𝑚𝜆2

𝑙

or 𝜆 values (𝑇 - macroscopic time of the slowly varying fields, 𝜆 - wavelength of the fields, 𝑚 - mass

of the particle, 𝑙 - lattice constant). For multiband wave packets, especially when there are crossing points
in the band structure, this issue is currently under investigation. Recent studies have shown that the
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collapse time of a packet initially localized in a single band whose evolution allows interband transitions
1

after encountering a crossing point is also relatively long and it is determined by the ℎ scale [117] [118].

Figure 8.1 Schematics of a wave packet (yellow) spread over several unit cells in a solid, depicted as squares in the plane. The
long wave-length nature of the electromagnetic wave (pink curve) is also depicted, showing that it is much larger than the packet
spread.

Also, it has been shown that a multiband description of a wave packet on a generic honeycomb
potential with Dirac points accurately approximates the full solution to the Schrödinger equation for large
times even when the packet is centered at the crossing point [119]. Although the problem of the wave
packet collapse in reciprocal space needs further independent investigations, these recent works give
evidence that the wave packet description is meaningful even in the case of multiband composition
containing crossing band structure points.
Figure 8.1 schematically shows how such a packet spreads out over several unit cells in real space
due to its narrow localization in reciprocal space. For transport, one typically works with single band wave
packets in the long-wavelength approximation, where the wavelengths 𝜆 of the fields Fourier components
are much longer than the spread in real space Δ𝑥, thus 𝜖 =

Δ𝑥
𝜆

≪ 1. Neglecting the wave packet spread
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in reciprocal space, one then obtains the well-known semiclassical equations of motion [19] [120] [121]
[122]
1
𝑒
〈𝒙̇ 〉 = ∇ℰ (𝒌𝑐 ) , 〈𝒌̇ 〉 = (𝑬 + 〈𝒙̇ 〉 × 𝑩),
ℏ
ℏ

(8.2)

𝑑
where 〈𝒙〉 = 𝒙𝑐 ( 〈𝒙〉 = 〈𝒙̇ 〉 with the same notation holding for all operators) and 〈𝒌〉 = 𝒌𝑐 are the
𝑑𝑡

𝑒

expectation values of position and gauge invariant crystal momentum 𝒌 = 𝒒𝑐 − 𝑨 respectively.
ℏ

Here ∇ℰ (𝒌𝑐 ) is the reciprocal space gradient of the single band dispersion of the bare crystal Hamiltonian
𝐻0 (𝒑, 𝒙) =

𝒑2
2𝑚

+ 𝑉(𝒙) with 𝐻0 (𝒑 + ℏ𝒒, 𝒙)𝑢𝑛 (𝒒) = ℰ𝑛 (𝒒)𝑢𝑛 (𝒒)

(∇ is understood as differentiation with respect to 𝒌𝑐 ) and 𝑬 and 𝑩 are the external electric and magnetic
fields respectively. The equations of motion can then be utilized within the Boltzmann equation to
determine electric and heat currents in a given material [19].
It has been recognized, however, that the interplay between the time dynamics of the fields and
the material band structure has to be re-examined within the semiclassical approximation [99] [103] [110]
[108] [109]. Specifically, due to the long-wavelength approximation, one can effectively use a power series
of the field potentials in the Hamiltonian about the real space wave packet center 𝒙𝑐 [110]. Retaining only
up to the first order in this series, one finds
𝐻 ≈ 𝐻𝑐 (𝒑 − 𝑒𝑨𝑐 , 𝒙; 𝒙𝑐 ) +
Here 𝐻𝑐 (𝒑 − 𝑒𝑨𝑐 , 𝒙; 𝒙𝑐 ) = 𝐻0 (𝒑 − 𝑒𝑨𝑐 , 𝒙) + 𝑒𝜙𝑐 =

1 𝜕𝐻𝑐
⋅ (𝒙 − 𝒙𝑐 ) + ℎ. 𝑐.
2 𝜕𝒙𝑐
(𝒑−𝑒𝑨𝑐 )2
2𝑚

(8.3)

+ 𝑉 (𝒙) + 𝑒𝜙𝑐 , 𝑨𝑐 = 𝑨(𝒙𝑐 ) is the vector

potential and 𝜙𝑐 = 𝜙(𝒙𝑐 ) is the scalar potential, which are all functions of the center of the wave packet
𝒙𝑐 . The last two terms in (8.3) determine the first order perturbation of the linearized Hamiltonian in the
long-wavelength limit via the parameter 𝜖 =

Δ𝑥
𝜆

. This is realized by noting that

𝜕𝐻𝑐
𝜕𝒙𝑐

= ∑𝑗

𝜕𝐻𝑐 𝜕𝑨𝑐,𝑗
𝜕𝑨𝑐,𝑗 𝜕𝒙𝑐

results

1

in a 𝜆 factor from the Fourier transformed vector potential, while (𝒙 − 𝒙𝑐 ) determines the wave packet
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spread in real space Δ𝑥. Using a Lagrangian formalism within the semiclassical single band approximation
[108] [109] [110], the equations of motion are found as
1
𝑒
̅ 𝑛 , 〈𝒌̇ 〉 = (𝑬 + 〈𝒙̇ 〉 × 𝑩),
〈𝒙̇ 〉 = ∇ℰ𝑀 (𝒌𝑐 ) − 〈𝒌̇ 〉 × 𝛀
ℏ
ℏ

(8.4)

̅𝑛 = ∇ × 𝑨
̅ 𝑛 is the Berry curvature and 𝑨
̅ 𝑛 = 𝑖 ⟨𝑢𝑛 (𝒌𝑐 )|∇|𝑢𝑛 (𝒌𝑐 )⟩ is the Berry connection with
where 𝛀
̅ 𝑛 ⋅ 𝑩 is the lattice band
Bloch functions 𝑢𝑛 (𝒌𝑐 ) for the 𝑛𝑡ℎ band. The energy ℰ𝑀 (𝒌𝑐 ) = ℰ (𝒌𝑐 ) − 𝑴
dispersion

with

a

contribution

from

a

reciprocal

space

magnetic

moment

̅𝑛 =
𝑴

𝑖𝑒

− 2ℏ ⟨∇𝑢𝑛 (𝒌𝑐 )|(ℰ(𝒌𝑐 ) − 𝐻0 (𝒑 + ℏ𝒌𝑐 , 𝒙)) × |∇𝑢𝑛 (𝒌𝑐 )⟩ of the single band packet that couples to the
magnetic field 𝑩.
One notes that 𝐻𝑐 (𝒑 − 𝑒𝑨𝑐 , 𝒙; 𝒙𝑐 ) in the Hamiltonian from (8.3) leads to the standard wellknown equations of motion in (8.2). The perturbation term proportional to (𝒙 − 𝒙𝑐 ) in (8.3) is
responsible for the appearance of the Berry curvature in 〈𝒙̇ 〉. Relations (8.4) are considered more
complete as compared to (8.2) since they account for geometrical features associated with the Berry
curvature of the single band responsible for the transport in a given material. The relations in (8.4) have
also been obtained by a Hamiltonian approach [111] which uses a projection procedure of operators onto
a wave packet subspace consisting of a single energy band. The resulting operators from this projection
lead to noncanonical commutation relations giving rise to the Berry phase contributions in 〈𝒙̇ 〉. Another
approach [112], based on a semiclassical expansion and diagonalization of the electromagnetic
Hamiltonian, has also resulted in the same equations of motion in (8.4). This method also relies on
projected operators leading to noncanonical commutation relations [111] [112] [123].
These recent developments have shown that to account for features from the Berry curvature in
the equations of motion, one must carefully consider the slow time dynamics of the electromagnetic fields
in the Hamiltonian. Another key issue is the application of the operator projection procedure as means to
capture the role of a finite subset of bands that determines the transport in the solid. Interestingly, a
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rigorous derivation of such a projection has not been given yet, although some justification within a
semiclassical expansion has been offered in [124]. Also, the majority of the works have focused on a single
band projection with the exception of [38] [125] where a finite set of identical bands of a multiband packet
was considered. The equations of motion in (8.4) constitute a significant step towards a more complete
understanding of transport in materials, however the outstanding questions of justifying the projection
procedure and explicitly taking into account multiband wave packet with different dispersions must be
resolved, especially for situations when the Fermi level is in close proximity to crossing points between
bands.

8.4 Projected Equations of Motion
Here a detailed look at how the equations of motion projected onto a subset of locally degenerate
or nearly degenerate bands arise from perturbation theory with an adiabatic condition is presented. A
general situation will be considered, which will be used for the multiband wave packets.

8.4.1 General Model
Consider a general Hamiltonian 𝐻 = 𝐻0 (𝛼(𝑡)) + 𝐻1 (𝛼(𝑡)), where the time dependence is
characterized by the composite parameter 𝛼 (𝑡). 𝐻0 has a degenerate spectrum with degenerate
subspace 𝐷 and the perturbation 𝐻1 (𝛼(𝑡)), is turned on at time 𝑡 = 0. The eigenstates for the full
Hamiltonian are the set {𝜓𝑛 } with 𝐻𝜓𝑛 (𝛼(𝑡)) = 𝐸𝑛 (𝛼(𝑡))𝜓𝑛 (𝛼(𝑡)) and the eigenstates for the
unperturbed Hamiltonian are the set {𝜓𝑛0 } with 𝐻0 𝜓𝑛0 (𝛼(𝑡)) = 𝐸𝑛0 (𝛼(𝑡))𝜓𝑛0 (𝛼(𝑡)).
For the following, it is useful to use the states 𝜓𝑛0 ∈ 𝐷 that diagonalize 𝐻1 in 𝐷. A large energy
gap condition on 𝐷 is assumed, meaning that the energies of eigenstates in 𝐷 are separated from all other
energies by a large energy gap. In addition, it is assumed that a particle starts out in the degenerate
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subspace 𝐷 of 𝐻0 at 𝑡 = 0 and the large energy gap condition is maintained for the instantaneous energies
of 𝐻0 while 𝐷 changes in time.

8.4.2 Perturbation
It is noted that the Hamiltonian in (8.3) involves the perturbation 𝐻1 =
where the perturbation parameter 𝜖 is 𝜖 =

Δ𝑥
𝜆

1 𝜕𝐻𝑐
2 𝜕𝒙𝑐

⋅ (𝒙 − 𝒙𝑐 ) + ℎ. 𝑐.,

with Δ𝑥 as the wave packet spread in real space and 𝜆 as

the wavelength of the Fourier components of the vector potential. It's clear that Δ𝑥 comes from the
operator (𝒙 − 𝒙𝑐 ). To show that

𝜕𝐻𝑐
𝜕𝒙𝑐

1

𝜕𝐻𝑐

𝜆

𝜕𝒙𝑐

is proportional to , simply observe that

= ∑𝑗

𝜕𝐻𝑐 𝜕𝑨𝑐,𝑗
𝜕𝑨𝑐,𝑗 𝜕𝒙𝑐

. Now

write 𝑨𝑐 as a Fourier transform,
𝑨𝑐 = ∫ 𝐴̃(𝒒)𝑒 −𝑖𝒒⋅𝒙𝑐 𝑑3 𝒒 .
Here 𝑞 =

2𝜋
𝜆

(8. 5)

is the magnitude of the Fourier wave vector component with corresponding wavelength 𝜆

and 𝒙𝑐 is the location of the center of the wave packet in real space. In the long-wavelength limit, only
those 𝒒 with large 𝜆 contribute appreciably to the Fourier transform. Therefore, 𝐴̃(𝒒) is non-negligible
only in the vicinity of 𝒒 ≈ 0. Additionally, one finds for the spatial derivative

𝜕𝑨𝑐,𝑗
𝜕𝒙𝑐,𝑘

=

1

𝑖 ∫ 𝑞𝑘 𝐴̃𝑗 (𝒒)𝑒 −𝑖𝒒⋅𝒙𝑐 𝑑3 𝒒 ∝ 𝜆.

8.4.3 Expansion Coefficients
The goal is to study the dynamics of Bloch wave packets in the vicinity of crossing points in the
band structure for the linearized Hamiltonian in (8.3). If the Fermi level of the system is tuned to such a
crossing point, then the Bloch wave packet consists of these degenerate states. The degenerate states
gives rise to the degenerate subspace 𝐷 that is separated from all other band states by a large energy gap.
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Therefore, the goal to describe the dynamics of such Bloch wave packets meets the requirements of the
general approach outlined above.
Returning to the general situation, one can expand the full wave function 𝜓(𝑡) for the particle in
terms of the full Hamiltonian's instantaneous eigenstates 𝜓𝑛 (𝑡),
𝜓(𝑡) = ∑ 𝑐𝑛 (𝑡)𝜓𝑛 (𝑡) ,

(8.6)

𝑛∈𝐼ℋ

where the sum is over the index set 𝐼ℋ for a complete set of instantaneous eigenstates in the Hilbert
space ℋ.
For a time-dependent Hamiltonian, one can write the Schrödinger equation for the expansion
coefficients
𝑖
𝑐̇𝑛 = − 𝑐𝑛 𝐸𝑛 − ∑ 𝑐𝑚 ⟨𝜓𝑛 |𝜓̇𝑚 ⟩ .
ℏ

(8.7)

𝑚∈𝐼ℋ

The instantaneous eigenstates 𝜓𝑚 are perturbatively expanded as
0
1
2
𝜓𝑚 = 𝜓𝑚
+ ∑ (𝑐𝑚,𝑛
+ 𝑐𝑚,𝑛
+ ⋯ )𝜓𝑛0 .

(8.8)

𝑛∈𝐼ℋ

One notes that each coefficient

𝑗
𝑐𝑚,𝑛

for 𝑗 > 0 contains factors of the form

0
0
⟨𝜓𝑘 |𝐻1 |𝜓𝑙 ⟩
𝐸𝑙0 −𝐸𝑘0

for some states

𝜓𝑘0 , 𝜓𝑙0 and energies 𝐸𝑘0 , 𝐸𝑙0. Since states in 𝐷 are separated from all other states by a large energy gap,
such terms are negligible when either 𝜓𝑘0 ∉ 𝐷 or vice versa, and thus (using the index set 𝐼𝐷 for the set of
basis eigenstates that span 𝐷)
0
1
2
𝜓𝑚
+ ∑(𝑐𝑚,𝑛
+ 𝑐𝑚,𝑛
+ ⋯ )𝜓𝑛0 , 𝑚 ∉ 𝐼𝐷
𝜓𝑚 = {
𝑛∉𝐷
0
𝜓𝑚
, 𝑚 ∈ 𝐼𝐷 .

(8.9)

0
The above result implies that 𝜓𝑚 is approximated as simply 𝜓𝑚
for 𝑚 ∈ 𝐼𝐷 and is entirely

contained outside of 𝐷 when 𝑚 ∉ 𝐼𝐷 . Next, the 𝑘 𝑡ℎ order of the expansion coefficients from (8.3) are
considered and can be cast as
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𝑘

𝑐̇𝑛𝑘

𝑘−𝑖 𝑘

𝑖
𝑘−𝑗 𝑗
𝑘−𝑖−𝑗
𝑗
𝑖
= − ∑ 𝑐𝑛 𝐸𝑛 − ∑ ∑ ∑ 𝑐𝑚
⟨𝜓𝑛 |𝜓̇𝑚
⟩.
ℏ
𝑗=0

(8.10)

𝑗=0 𝑖=0 𝑚∈𝐼ℋ

𝑖
0
0
It is realized that in the zeroth order term, 𝑐̇𝑛0 = − ℏ 𝑐𝑛0 𝐸𝑛0 − ∑𝑚∈𝐼ℋ 𝑐𝑚
⟨𝜓𝑛0 |𝜓̇𝑚
⟩, one can make use of the
0
adiabatic approximation in the term containing ⟨𝜓𝑛0 |𝜓̇𝑚
⟩, giving

𝑖
0
−𝑐𝑛0 ( 𝐸𝑛0 − ⟨𝜓𝑛0 |𝜓̇𝑚
⟩) , 𝑛 ∉ 𝐼𝐷
ℏ
0
𝑐𝑛 =
𝑖
0
0
− 𝑐𝑛0 𝐸𝑛0 − ∑ 𝑐𝑚
⟨𝜓𝑛0 |𝜓̇𝑚
⟩ , 𝑛 ∈ 𝐼𝐷 .
ℏ
𝑚∈𝐼
{
ℋ

(8.11)

From the above relation it is realized that since there is no perturbation at 𝑡 = 0, then
𝑐𝑛0 = 0 , 𝑛 ∉ 𝐼𝐷 .

(8.12)

Consequently, there is no zeroth order contribution to the coefficients 𝑐𝑛 for 𝑛 ∉ 𝐼𝐷 as expected
from adiabatic theory. To zeroth order, the particle stays in the degenerate space 𝐷.
Consider the claim that 𝑐𝑛 ≈ 0 to all orders for 𝑛 ∉ 𝐼𝐷 , which can be shown by induction. Suppose
that 𝑐𝑛𝑗 = 0 for all 𝑗 < 𝑘 when 𝑛 ∉ 𝐼𝐷 . Thus using (8.10), for 𝑛 ∉ 𝐼𝐷 ,
𝑘−𝑖 𝑘

𝑐̇𝑛𝑘

𝑖
𝑘−𝑖−𝑗
𝑗
𝑘
0
𝑖
= − 𝑐𝑛0 𝐸𝑛0 − ∑ 𝑐𝑚
⟨𝜓𝑛0 |𝜓̇𝑚
⟩ − ∑ ∑ ∑ 𝑐𝑚
⟨𝜓𝑛 |𝜓̇𝑚
⟩.
ℏ
𝑚∉𝐼𝐷

(8.13)

𝑗=0 𝑖=0 𝑚∈𝐼𝐷

By invoking the adiabatic approximation, the only term in the first sum that is non-negligible occurs when
𝑚 = 𝑛. By invoking the large energy gap condition and (8.9), the terms in the second sum are negligible.
Therefore, the non-negligible terms give
𝑖 𝑡
𝑡
0 ′
0
′
𝑖
− ∫ 𝐸0 (𝑡 ′ )𝑑𝑡 ′ −∫0 ⟨𝜓𝑛 (𝑡 )|𝜓̇𝑚 (𝑡 )⟩𝑑𝑡 ′
0
𝑐̇𝑛𝑘 = −𝑐𝑛𝑘 ( 𝐸𝑛0 − ⟨𝜓𝑛0 |𝜓̇𝑚
⟩) → 𝑐𝑛𝑘 = 𝑐𝑛𝑘 (𝑡 = 0)𝑒 ℏ 0 𝑛
, 𝑛 ∉ 𝐼𝐷 . (8.14)
ℏ

However, there is no is perturbation at 𝑡 = 0 and thus
𝑐𝑛𝑘 = 0 , 𝑛 ∉ 𝐼𝐷 .

(8.15)

Consequently, there is no 𝑘 𝑡ℎ order contribution to the coefficients 𝑐𝑛 for 𝑛 ∉ 𝐼𝐷 . Coupled to the fact that
𝑐𝑛0 ≈ 0 for 𝑛 ∉ 𝐼𝐷 , induction shows that 𝑐𝑛 = 0 to all orders for 𝑛 ∉ 𝐼𝐷 . Therefore, (8.7) transforms to
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𝑖
𝑐̇𝑛 = − 𝑐𝑛 𝐸𝑛 − ∑ 𝑐𝑚 ⟨𝜓𝑛 |𝜓̇𝑚 ⟩ ,
ℏ

(8.16)

𝑚∈𝐼𝐷

where the summation now runs over 𝐼𝐷 instead of 𝐼ℋ . Consider (8.16) when 𝑛 ∈ 𝐼𝐷 . By using the large
energy gap condition, (8.9), and (8.16), it is found that
𝑖
0
𝑐̇𝑛 = − 𝑐𝑛 𝐸𝑛 − ∑ 𝑐𝑚 ⟨𝜓𝑛0 |𝜓̇𝑚
⟩ , 𝑛 ∈ 𝐼𝐷 .
ℏ

(8.17)

𝑚∈𝐼𝐷

One further notes that 𝜓𝑛 = 𝜓𝑛0 for 𝑛 ∈ 𝐼𝐷 from (8.9), thus the instantaneous energies can be written as
𝐻𝜓𝑛0 = 𝐸𝑛 𝜓𝑛0 , 𝑛 ∈ 𝐼𝐷 .

(8.18)

Therefore, one arrives at the important result for the expansion coefficients in (8.17),
𝑖
0
𝑐̇𝑛 = − 𝑐𝑛 ⟨𝜓𝑛0 |𝐻|𝜓𝑛0 ⟩ − ∑ 𝑐𝑚 ⟨𝜓𝑛0 |𝜓̇𝑚
⟩ , 𝑛 ∈ 𝐼𝐷 .
ℏ

(8.19)

𝑚∈𝐼𝐷

8.4.4 Dynamics of an Observable
Consider now to the dynamics of an observable 𝒪,

𝑑
∗
∗
∗
〈𝒪̇ 〉 = ∑ (𝑐̇𝑚
𝑐𝑛 + 𝑐𝑚
𝑐̇𝑛 )⟨𝜓𝑚 |𝒪 |𝜓𝑛 ⟩ + 𝑐𝑚
𝑐𝑛 ⟨𝜓𝑚 |𝒪 |𝜓𝑛 ⟩.
𝑑𝑡

𝑚,𝑛∈𝐼ℋ

(8.20)

Due to the approximation that 𝑐𝑛 = 0 to all orders for 𝑛 ∉ 𝐼𝐷 and (8.9), (8.20) can be approximated as
∗
∗
0 | | 0⟩
∗
〈𝒪̇ 〉 = ∑ (𝑐̇𝑚
𝑐𝑛 + 𝑐𝑚
𝑐̇𝑛 )⟨𝜓𝑚
𝒪 𝜓𝑛 + 𝑐𝑚
𝑐𝑛
𝑚,𝑛∈𝐼𝐷

𝑑 0
⟨𝜓 |𝒪|𝜓𝑛0 ⟩.
𝑑𝑡 𝑚

(8.21)

Using the results in (8.19), one finds that
𝑖
∗
0 | | 0 ⟩⟨ 0 | | 0 ⟩
0 | | 0 ⟩⟨ 0 | | 0 ⟩)
〈𝒪̇ 〉 =
∑ 𝑐𝑚
𝑐𝑛 (⟨𝜓𝑚
𝐻 𝜓𝑚 𝜓𝑚 𝒪 𝜓𝑛 − ⟨𝜓𝑚
𝒪 𝜓𝑛 𝜓𝑛 𝐻 𝜓𝑛
ℏ
𝑚,𝑛∈𝐼𝐷

𝑑
∗
+ ∑ 𝑐𝑚
𝑐𝑛 ⟨𝜓𝑚 |𝒪 |𝜓𝑛 ⟩ −
𝑑𝑡
𝑚,𝑛∈𝐼𝐷

∗
0 ⟨ 0 | | 0⟩
∑ (𝑐𝑚
𝑐𝑘 ⟨𝜓𝑛0 |𝜓̇𝑘0 ⟩ + 𝑐𝑘∗ 𝑐𝑛 ⟨𝜓̇𝑘0 |𝜓𝑚
⟩) 𝜓𝑚 𝒪 𝜓𝑛 .

(8.22)

𝑘,𝑚,𝑛∈𝐼𝐷

Since 𝐻 = 𝐻0 + 𝐻1 is diagonal in 𝐷 using the basis {𝜓𝑛0 }, (8.22) can be rewritten as
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𝑖
〈𝒪̇ 〉 =
ℏ
∗
+ ∑ 𝑐𝑚
𝑐𝑛
𝑚,𝑛∈𝐼𝐷

∑

0
0
0
∗
0 |𝐻|𝜓 0
0
0
0
𝑐𝑚
𝑐𝑛 (⟨𝜓𝑚
𝑘 ⟩⟨𝜓𝑘 |𝒪|𝜓𝑛 ⟩ − ⟨𝜓𝑚 |𝒪|𝜓𝑘 ⟩⟨𝜓𝑘 |𝐻|𝜓𝑛 ⟩)

𝑘,𝑚,𝑛∈𝐼𝐷

𝑑
⟨𝜓 |𝒪 |𝜓𝑛 ⟩ +
𝑑𝑡 𝑚

∗
0 ⟨ 0 | | 0⟩
∑ (𝑐𝑚
𝑐𝑘 ⟨𝜓̇𝑛0 |𝜓𝑘0 ⟩ + 𝑐𝑘∗ 𝑐𝑛 ⟨𝜓𝑘0 |𝜓̇𝑚
⟩) 𝜓𝑚 𝒪 𝜓𝑛 .

(8.23)

𝑘,𝑚,𝑛∈𝐼𝐷

Here the time derivatives on the states in the last two terms in (8.22) were moved.
Finally, (8.23) can be cast as
𝑖
𝑑
〈𝒪̇ 〉 = 〈[𝒫𝐷 (𝐻), 𝒫𝐷 (𝒪)]〉 + 〈 𝒫𝐷 (𝒪)〉 ,
ℏ
𝑑𝑡

(8.24)

0 ⟩⟨ 0 | | 0 ⟩⟨ 0 |
𝒫𝐷 (𝒪) = ∑ |𝜓𝑚
𝜓𝑚 𝒪 𝜓𝑛 𝜓𝑛 .

(8.25)

𝑚,𝑛∈𝐼𝐷

These are the projected equations of motion with 𝜓(𝑡) = ∑𝑛∈𝐼𝐷 𝑐𝑛 (𝑡)𝜓𝑛0 and 𝑐𝑛 (𝑡) are the solutions to
(8.19). The essence of the projection of operators is that if a particle starts out in the subspace 𝐷, then
the equations of motion take a familiar Heisenberg form with operators projected onto 𝐷. It is this
projection of operators that gives rise to altered commutation relations for the operators time dynamics.

8.4.5 Near Degeneracy
The above results require the subspace 𝐷 to be degenerate. Next consider the near-degenerate
case, where states in given Block band eigenstates with different wave vectors have close in energy
eigenvalues. Schematically, this situation can be given in Figure 8.3, where the degenerate subspace 𝐷
̃ are shown. The eigenstates of the unperturbed Hamiltonian 𝐻0 are
and the near degenerate subspace 𝐷
0
0|
0⟩
̃ . Since 𝐻0 is nearly degenerate in 𝐷
̃ , then |𝐸𝑛0 − 𝐸𝑚
𝜓𝑛0 ∈ 𝐷 and 𝜓𝑚
∈𝐷
< ⟨𝜓𝑛0 |𝐻1 |𝜓𝑚
meaning that
0|
|𝐸𝑛0 − 𝐸𝑚
is small with respect to 𝐻1 .

̅ 0 + Δ𝐻
̅ + 𝐻1 . Here 𝐻
̅ 0 has a degenerate
The full Hamiltonian is represented as 𝐻 = 𝐻0 + 𝐻1 = 𝐻
0
0
0
0
̅ 0 𝜓𝑚
̃ , where 𝐸̅ 0 is an average of the energies for 𝐷
̃ . Also, 𝐻
̅0 𝜓𝑚
spectrum, 𝐻
= 𝐸̅ 0 𝜓𝑚
for 𝜓𝑚
∈𝐷
=
0
0 0
0
̃ . Therefore, [𝐻
̅ 0 , 𝐻0 ] = 0, and these operators are diagonal with matrix
𝐻0 𝜓𝑚
= 𝐸𝑚
𝜓𝑚 for 𝜓𝑚
∉𝐷
0 | ̅0| 0⟩
0
0 | ̅0 | 0 ⟩
̃ and ⟨𝜓𝑚
elements ⟨𝜓𝑚
𝐻 𝜓𝑛 = 𝐸̅ 0 𝛿𝑚𝑛 for 𝜓𝑚
, 𝜓𝑛0 ∈ 𝐷
𝐻 𝜓𝑛 = 𝐸𝑛0 𝛿𝑚𝑛 otherwise. The diagonal
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0 | ̅| 0⟩
̅ = 𝐻0 − 𝐻
̅ 0 , with matrix elements ⟨𝜓𝑚
Hermitian operator Δ𝐻
Δ𝐻 𝜓𝑛 = (𝐸𝑛0 − 𝐸̅ 0 )𝛿𝑚𝑛. Essentially,

̃ unperturbed 𝐻0 and Δ𝐻
̅ + 𝐻1 are treated as a
the full Hamiltonian 𝐻 contains a degenerate in 𝐷
̅0 , one can make use of the projected equations of motion
perturbation. However, for the degenerate 𝐻
from (8.24) and (8.25) giving
𝑖
𝑑
̅ 0 ), 𝒫𝐷 (𝒪)]〉 + 〈 𝒫𝐷 (𝒪)〉 .
〈𝒪̇ 〉 = 〈[𝒫𝐷 (𝐻 − 𝐻
ℏ
𝑑𝑡

(8.26)

̃ (orange) that
Figure 8.2 Schematic representation of the degenerate subspace 𝐷 (red) with states 𝜓𝑛0 and the larger space 𝐷
0
includes states 𝜓𝑚
that are nearly degenerate to the states 𝜓𝑛0 ∈ 𝐷. The full Hilbert space is denoted ℋ.

̅ 0 ) is proportional to the identity matrix in 𝐷 and hence commutes with any other
However, 𝒫𝐷 (𝐻
operator in 𝐷, one obtains
𝑖
𝑑
〈𝒪̇ 〉 = 〈[𝒫𝐷 (𝐻), 𝒫𝐷 (𝒪)]〉 + 〈 𝒫𝐷 (𝒪)〉 .
ℏ
𝑑𝑡

(8.27)

So, even in cases of near degeneracy, the projected equations of motion hold.
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8.4.6 Projected Equations of Motion Summary
Here a summary is given of the projection procedure of operators in the equations of motion of
an observable that naturally follows from perturbation theory and an adiabatic approximation. These
results follow from an approximation requiring the following conditions: (i) there is a Hamiltonian of the
form 𝐻 = 𝐻0 (𝛼(𝑡)) + 𝐻1 (𝛼(𝑡)) where the unperturbed part 𝐻0 may be time-dependent due to a set of
time-dependent parameters, collectively denoted as 𝛼 (𝑡), that may also be present in the perturbation
𝐻1 (𝛼(𝑡)) with perturbation parameter 𝜖, (ii) 𝛼 (𝑡) is turned on and thereafter varies slowly in time, and
(iii) the eigenfunctions of 𝐻0 (𝛼(𝑡)) are 𝜓𝑛0 (𝛼(𝑡)) and are well separated from the other eigenstates by a
large energy gap for all time. The subspace of these states is denoted as 𝐷 and indexed by 𝐼𝐷 , with 𝜓𝑛0 ∈
𝐷 and 𝑛 ∈ 𝐼𝐷 . By applying perturbation theory in tandem with adiabaticity under these circumstances,
the time dynamics of an observable 𝒪 is found to have the following form,
𝑖
𝑑
〈𝒪̇ 〉 = 〈[𝒫𝐷 (𝐻), 𝒫𝐷 (𝒪)]〉 + 〈 𝒫𝐷 (𝒪)〉 ,
ℏ
𝑑𝑡

(8.28)

0 ⟩⟨ 0 | | 0 ⟩⟨ 0 |
𝒫𝐷 (𝒪) = ∑ |𝜓𝑚
𝜓𝑚 𝒪 𝜓𝑛 𝜓𝑛 ,

(8.29)

𝑚,𝑛∈𝐼𝐷

𝑖
0
𝑐̇𝑛 = − 𝑐𝑛 ⟨𝜓𝑛0 |𝐻 |𝜓𝑛0 ⟩ − ∑ 𝑐𝑚 ⟨𝜓𝑛0 |𝜓̇𝑚
⟩,
ℏ

(8.30)

𝑚∈𝐼𝐷

where 𝒫𝐷 is the projection operator onto 𝐷. Here 𝑐𝑛 are the coefficients for the expansion of the wave
packet 𝜓 = ∑𝑛∈𝐼𝐷 𝑐𝑛 𝜓𝑛0 and their coupled dynamics is essentially given from the Schrödinger equation
restricted to the subspace 𝐷. It should be emphasized that the projection operator is a natural
consequence of the assumptions for the adiabatic approximation and the large energy gap separation
condition as described above.
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8.5 Results for the Equations of Motion
The projected dynamics in (8.28) − (8.30) can be applied to the Hamiltonian in (8.3) for a
multiband wave packet centered in reciprocal space about wave vectors with energies in the vicinity of
the Fermi level. In this situation, the subspace 𝐷 consists of energy band states in the multiband wave
packet near the Fermi level, which may also include crossing points. In the context of this perturbation
theory with adiabaticity, the band width of the energy band states in 𝐷 is 𝛿ℰ𝑏𝑤 , which is separated by a
large energy gap Δℰ from the rest of the band structure (𝛿ℰ𝑏𝑤 ≪ Δℰ), as schematically illustrated in
Figure 8.2.

Figure 8.3 Schematics of the 𝐷 energy band region with a band width 𝛿ℰ𝑏𝑤 (yellow) separated from the rest of the band
structure (gray) with a large gap 𝛥ℰ, such that 𝛿ℰ𝑏𝑤 ≪ 𝛥ℰ. As an example, two linear bands in the 𝐷 region with a crossing point
in the vicinity of the Fermi level 𝐸𝐹 are shown.

As explained in [110], the series expansion of the electromagnetic Hamiltonian in (8.3) can be
considered as having an unperturbed term coming from the bare crystal potential 𝐻0 = 𝐻𝑐 (𝒑 −
1 𝜕𝐻

𝑒𝑨𝑐 , 𝒙; 𝒙𝑐 ) and a perturbation 𝐻1 = 2 𝜕𝒙 𝑐 ⋅ (𝒙 − 𝒙𝑐 ) + ℎ. 𝑐., associated with the derivatives of the
𝑐

electromagnetic potentials 𝑨𝑐 and 𝜙𝑐 with respect to 𝒙𝑐 . The potentials 𝑨𝑐 and 𝜙𝑐 serve as the collective
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parameter 𝛼 (𝑡) in conditions (i)-(iii). In addition to the perturbation as described, the slow time scale of
these potentials meets conditions (i) and (ii). Furthermore, in accordance with the wave packet
description, the initial wave function is a multiband packet consisting of Bloch states as shown in (8.1).
The band width 𝛿ℰ𝑏𝑤 of states near a Fermi level tuned to a crossing point is well separated from the rest
of the band structure (𝛿ℰ𝑏𝑤 ≪ Δℰ), leading to condition (iii). Figure 8.2 schematically shows this situation
of two crossing bands with linear dispersion in the vicinity of the Fermi level. Given that conditions (i)-(iii)
are met, the equations of motion for 𝒙 and 𝒌 subject to the perturbative Hamiltonian in (8.3) are obtained
using (8.28) − (8.30) in what follows for multiband packets.

8.5.1 Elements in the Equations of Motion Calculations
The projected equations of motion within first order of the perturbation 𝐻1 can now be used to
𝑒

obtain the time dynamics of the position 𝒙 and the gauge invariant wave vector 𝒌 = 𝒒 − ℏ 𝑨𝑐 .
The wave packet subspace 𝐷 is given by the Bloch states 𝜓𝑛 (𝒌) with 𝑛 ∈ 𝐼𝐷 , which is the natural
basis for the calculations that follow. In this representation, the elements of position 𝒙 and gauge invariant
wave vector 𝒌, needed for 𝒫𝐷 (𝒙) and 𝒫𝐷 (𝒌), are found as
⟨𝜓𝑛1 (𝒌)|𝒙|𝜓𝑛2 (𝒌′ )⟩ = 𝛿𝑛1𝑛2 (𝑖∇𝒌 − 𝒜𝑛1 𝑛2 (𝒌)) 𝛿 (𝒌 − 𝒌′ ),

(8.31)

⟨𝜓𝑛1 (𝒌)|𝒌|𝜓𝑛2 (𝒌′ )⟩ = 𝛿𝑛1𝑛2 𝒌𝛿 (𝒌 − 𝒌′ ),

(8.32)
1 𝜕𝐻

where 𝒜𝑛1𝑛2 (𝒌) = 𝑖⟨𝑢𝑛1 (𝒌)|∇𝒌 |𝑢𝑛2 (𝒌)⟩. One also needs to consider 𝒫𝐷 (𝐻1 ) where 𝐻1 = 2 ( 𝜕𝒙 𝑐 ⋅
𝑐

𝜕𝐻

(𝒙 − 𝒙𝑐 ) + (𝒙 − 𝒙𝑐 ) ⋅ 𝑐 ). Then
𝜕𝒙
𝑐

⟨𝜓𝑛1 (𝒌)|

𝜕𝐻𝑐
|𝜓 (𝒌′ )⟩ = 𝛿 (𝒌 − 𝒌′ )[𝛿𝑛1𝑛2 ∇𝒙𝑐 ℰ𝑛1 (𝒌)
𝜕𝒙𝑐 𝑛2

− (ℰ𝑛1 (𝒌) − ℰ𝑛2 (𝒌′ )) ⟨𝑢𝑛1 (𝒌)|∇𝒙𝑐 |𝑢𝑛2 (𝒌′ )⟩].

(8.33)

With these results, one can obtain
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⟨𝜓𝑛1 (𝒌)|

𝜕𝐻𝑐 (
⋅ 𝒙 − 𝒙𝑐 )|𝜓𝑛2 (𝒌′ )⟩ = ∇𝒙𝑐 ℰ𝑛1 (𝒌) ⋅ ⟨𝜓𝑛1 (𝒌)|𝒙|𝜓𝑛2 (𝒌′ )⟩
𝜕𝒙𝑐

+𝑖∇𝒌′ ⋅ [(ℰ𝑛1 (𝒌) − ℰ𝑛2 (𝒌′ )) ⟨𝑢𝑛1 (𝒌)|∇𝒙𝑐 |𝑢𝑛2 (𝒌′ )⟩] 𝛿 (𝒌 − 𝒌′ )
+𝑖 ⟨∇𝒙𝑐 𝑢𝑛1 (𝒌)| ⋅ (ℰ𝑛1 (𝒌) − 𝐻𝑐 (𝒌)) |∇𝒌′ 𝑢𝑛2 (𝒌′ )⟩ 𝛿(𝒌 − 𝒌′ ).

(8.34)

Finally, the elements of the perturbation 𝐻1 are calculated as
1
⟨𝜓𝑛1 (𝒌)|𝐻1 |𝜓𝑛2 (𝒌′ )⟩ = ∇𝒙𝑐 (ℰ𝑛1 (𝒌) + ℰ𝑛2 (𝒌′ )) ⋅ ⟨𝜓𝑛1 (𝒌)|𝒙|𝜓𝑛2 (𝒌′ )⟩
2
𝑖
− (∇𝒌 − ∇𝒌′ ) ⋅ [(ℰ𝑛1 (𝒌) − ℰ𝑛2 (𝒌′ )) ⟨𝑢𝑛1 (𝒌)|∇𝒙𝑐 |𝑢𝑛2 (𝒌′ )⟩] 𝛿(𝒌 − 𝒌′ )
2
𝜕𝐻
+ℰ𝑛𝑀1 𝑛2 𝛿(𝒌 − 𝒌′ ) − 𝒙𝑐 ⋅ ⟨𝜓𝑛1 (𝒌)| 𝑐 |𝜓𝑛2 (𝒌′ )⟩ .

𝜕𝒙𝑐

(8.35)

Here the interband magnetization contribution to (8.35) is
𝑖
ℰ𝑛𝑀1 𝑛2 = {⟨∇𝒙𝑐 𝑢𝑛1 (𝒌)| ⋅ (ℰ𝑛1 (𝒌) − 𝐻𝑐 (𝒌)) |∇𝒌′ 𝑢𝑛2 (𝒌′ )⟩
2
− ⟨∇𝒌 𝑢𝑛1 (𝒌)| ⋅ (ℰ𝑛2 (𝒌′ ) − 𝐻𝑐 (𝒌)) |∇𝒙𝑐 𝑢𝑛2 (𝒌′ )⟩} .

(8.36)

𝑒

𝜕

At this point, let us note that if a function 𝑓(𝒌) depends on 𝒌, then ∇𝒙𝑐 𝑓 = − ℏ ∑𝑗 ∇𝒙𝑐 (𝑨𝑐 )𝑗 𝜕𝒌 𝑓
𝑗

and

𝑑
𝑓
𝑑𝑡

𝑒
= − 𝑨̇𝑐 ⋅ ∇𝒌 𝑓. This observation applies to quantities like 𝑢𝑛2 (𝒌) and ℰ𝑛2 (𝒌), for example.
ℏ

Therefore, (8.35) becomes
ℰ𝑛𝑀1 𝑛2 = −

𝑖𝑒
∑ ∇𝒙𝑐 (𝑨𝑐 )𝑗 {⟨∇𝒌𝑗 𝑢𝑛1 (𝒌)| ⋅ (ℰ𝑛1 (𝒌) − 𝐻𝑐 (𝒌)) |∇𝒌′ 𝑢𝑛2 (𝒌′ )⟩
2ℏ
𝑗

(8.37)

− ⟨∇𝒌 𝑢𝑛1 (𝒌)| ⋅ (ℰ𝑛2 (𝒌′ ) − 𝐻𝑐 (𝒌)) |∇𝒌′ 𝑢𝑛2 (𝒌′ )⟩} .
𝑗

1

In the circular gauge 𝑨 = 𝑩 × 𝒙, when 𝒌 = 𝒌′ , the above reduces to
2

ℰ𝑛𝑀1 𝑛2 = 𝑩 ⋅ 𝑴𝑛1 𝑛2 (𝒌) = −

𝑖𝑒
𝑩 ⋅ ⟨∇𝒌 𝑢𝑛1 (𝒌)| (ℰ𝑛1 + ℰ𝑛2 − 2𝐻𝑐 (𝒌)) × |∇𝒌 𝑢𝑛2 (𝒌′ )⟩ ,
4ℏ

(8.38)

𝑖𝑒

where 𝑴𝑛1 𝑛2 (𝒌) = − 4ℏ ⟨∇𝒌 𝑢𝑛1 (𝒌)| (ℰ𝑛1 + ℰ𝑛2 − 2𝐻𝑐 (𝒌)) × |∇𝒌 𝑢𝑛2 (𝒌′ )⟩ defines the interband
magnetization. The commutator of projected position components, which can be calculated using
(8.28) − (8.30), are found to be
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[𝒫𝐷 (𝑥𝑖 ), 𝒫𝐷 (𝑥𝑗 )] = 𝑖

∑

∫ 𝑑3 𝒌 {(Ω𝑛1𝑛2 ) (𝒌) − 𝑖 ∑ (𝑄𝑛1𝑛3 𝑛2 ) (𝒌)} |𝜓𝑛1 (𝒌)⟩⟨𝜓𝑛2 (𝒌)| (8.39)
𝑖𝑗
𝑖𝑗

𝑛1 ,𝑛2 ∈𝐼𝐷

𝑛3 ∈𝐼𝐷

where
(Ω𝑛1 𝑛2 ) (𝒌) =
𝑖𝑗

𝜕
𝜕
(𝒜𝑛1𝑛2 ) (𝒌) −
(𝒜
) (𝒌)
𝑖
𝜕𝑘𝑗
𝜕𝑘𝑖 𝑛1𝑛2 𝑗

𝜕
𝜕
𝜕
𝜕
⟨𝑢𝑛1 (𝒌)|
⟨𝑢𝑛1 (𝒌)|
𝑢𝑛2 (𝒌)⟩ −
𝑢 (𝒌)⟩) ,
𝜕𝑘𝑖
𝜕𝑘𝑗 𝑛2
𝜕𝑘𝑗
𝜕𝑘𝑖

= 𝑖(

(8.40)

(𝑄𝑛1 𝑛3 𝑛2 ) (𝒌) = (𝒜𝑛1𝑛3 ) (𝒌)(𝒜𝑛3 𝑛2 ) (𝒌) − (𝒜𝑛1𝑛3 ) (𝒌)(𝒜𝑛3 𝑛2 ) (𝒌)
𝑖𝑗

= ⟨𝑢𝑛1 (𝒌)|

𝑖

𝑗

𝑗

𝑖

𝜕
𝜕
𝜕
𝜕
𝑢 (𝒌)⟩ ⟨𝑢𝑛3 (𝒌)|
𝑢 (𝒌)⟩ − ⟨𝑢𝑛1 (𝒌)|
𝑢 (𝒌)⟩ ⟨𝑢𝑛3 (𝒌)|
𝑢 (𝒌)⟩ . (8.41)
𝜕𝑘𝑗 𝑛3
𝜕𝑘𝑖 𝑛2
𝜕𝑘𝑖 𝑛3
𝜕𝑘𝑗 𝑛2

These can be used to define the following vectors by their vector components as (Ω𝑛1 𝑛2 )𝑖 (𝒌) =
1

𝜖 (Ω𝑛1𝑛2 )𝑗𝑘 (𝒌)
2 𝑖𝑗𝑘

1

and (𝑄𝑛1𝑛3 𝑛2 ) (𝒌) = 2 𝜖𝑖𝑗𝑘 (𝑄𝑛1𝑛3 𝑛2 ) (𝒌). In vector form, these become
𝑖

𝑗𝑘

𝛀𝑛1 𝑛2 (𝒌) = ∇ × 𝓐𝑛1 𝑛2 (𝒌),

(8.42)

𝑸𝑛1 𝑛3 𝑛2 (𝒌) = 𝓐𝑛1 𝑛3 × 𝓐𝑛3 𝑛2 .

(8.43)

In addition, using the above results, it is found that
𝑑
𝑒
𝒫𝐷 (𝒙) = 𝑖 ∑(𝑨̇𝑐 )𝑗 [𝒫𝐷 (𝑥𝑗 ), 𝒫𝐷 (𝒙)],
𝑑𝑡
ℏ

(8.44)

𝑑
𝒫 (𝒒) = 0.
𝑑𝑡 𝐷

(8.45)

𝑗

The results in (8.35), (8.44), and (8.45) then give the time dynamics for the position 𝒙 and gauge
invariant wave vector 𝒌 upon taking expectation values using a wave packet distribution 𝜌(𝒌) =
𝛿(𝒌 − 𝒌𝑐 ).
̅𝑛 𝑛 ,𝛀
̅𝑛 𝑛 , 𝑴
̅𝑛 𝑛 ,𝑸
̅ 𝑛 𝑛 𝑛 (which appear in the final form of the
The reader should note that 𝓐
1 2
1 2
1 2
1 2 3
projected equations of motion) are written with an overbar to denote that these quantities were
evaluated at 𝒌𝑐 , while here these interband properties are functions of the general 𝒌.
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8.5.2 Dynamics of the Coefficients
(8.19) can be written for the case of a Bloch wave packet in 𝐷, for which 𝜓 =
𝑒

∑𝑛∈𝐼𝐷 ∫ 𝑑3 𝒒𝑐𝑛 (𝒒) 𝜓𝑛 (𝒒), with 𝜓𝑛0 (𝑞) = 𝑒 𝑖𝒒⋅𝒙 𝑢𝑛0 (𝒒 − 𝑨𝑐 ) and 𝑐𝑛 (𝒒) = √𝜌(𝒒 − 𝒒𝑐 )𝑧𝑛 (𝒒). With this
ℏ

form for the wave packet, (8.19) becomes
𝑐̇𝑛 (𝒌) = −

𝑖
0 ( )⟩
0( )
∑ ∫ 𝑑3 𝒒𝑐𝑚 (𝒒) ⟨𝜓𝑛0 (𝒌)|𝐻 |𝜓𝑚
𝒒 − ∑ 𝑐𝑚 (𝒌)⟨𝜓𝑛0 (𝒌)|𝜓̇𝑚
𝒌 ⟩ , 𝑛 ∈ 𝐼𝐷 .
ℏ
𝑚∈𝐼𝐷

(8.46)

𝑚∈𝐼𝐷

In addition to the diagonal unperturbed elements of the Hamiltonian, using (8.35) leads to
𝑖
0 ( )⟩
∑ ∫ 𝑑3 𝒒𝑐𝑚 (𝒒) ⟨𝜓𝑛0 (𝒌)|𝐻|𝜓𝑚
𝒒 = 𝑖∇𝒙𝑐 ℰ𝑛 ⋅ ∇𝒌 𝑐𝑛 + 𝑐𝑛 ∇𝒌 ⋅ ∇𝒙𝑐 ℰ𝑛
2

𝑚∈𝐼𝐷

𝑖
𝑀
+𝑐𝑛 (ℰ𝑛 − 𝒙𝑐 ⋅ ∇𝒙𝑐 ℰ𝑛 ) + 𝑐𝑚 {ℰ𝑚,𝑛
+ ∇𝒙𝑐 (ℰ𝑚 + ℰ𝑛 ) ⋅ 𝓐𝑚𝑛 } .
2

(8.47)

Finally, by multiplying both sides of (8.46) by √𝜌 and integrating over 𝒌, one finds
𝑖
𝑖ℏ𝑧̇𝑛 (𝒌𝑐 ) = (ℰ𝑛 − 𝒙𝑐 ⋅ ∇𝒙𝑐 ℰ𝑛 )𝑧𝑛 + (∇𝒙𝑐 ℰ𝑛 − ∑ |𝑧𝑚 |2 ∇𝒙𝑐 ℰ𝑚 ) ∇𝒌𝑐 𝑧𝑛
2
𝑚∈𝐼𝐷

𝑖
𝑀
0 ⟩}
+ ∑ {ℰ𝑚,𝑛
+ ∇𝒙𝑐 (ℰ𝑚 + ℰ𝑛 ) ⋅ 𝓐𝑚𝑛 − 𝑖ℏ⟨𝑢𝑛0 |𝑢̇ 𝑚
𝑧𝑚
2

(8.48)

𝑚∈𝐼𝐷

These are the coupled dynamics for the degrees of freedom 𝑧𝑛 in the Bloch wave packet. The argument
for each quantity on the right hand side is simply 𝒌𝑐 .

8.5.3 The Projected Equations of Motion for Multiband Wave Packets
Relations (8.28) − (8.30) provide a rather straight forward (although tedious) path to obtain the
projected equations of motion for an observable provided the Hamiltonian for the system is given
explicitly. The problem essentially involves working out several commutators. Here (8.28) − (8.30) are
applied to obtain the equations of motion for 𝒙 and 𝒌 for the electromagnetic Hamiltonian in its linearized
𝑒

form in (8.3), using the eigenstates 𝜓𝑛0 (𝑞) = 𝑒 𝑖𝒒⋅𝒙 𝑢𝑛0 (𝒒 − ℏ 𝑨𝑐 ). For clarity and concreteness, the static
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1

circular gauge with 𝑨 = 𝑩 × 𝒙 will be used along with 𝜙 = −𝑬 ⋅ 𝒙 (although the general theory applies
2

to fields slowly varying in time). After some calculations, it is found that
2

𝑒|𝑧𝑛1 |
𝑒
1
̅ 𝑛 𝑛 ) ⋅ ∇](𝒗𝑛 + 𝒗𝑛 )
{[(𝒙𝑐 − 𝛎𝛾𝑛1 ) × 𝑩] ⋅ ∇} 𝒗𝑛1 − 𝑧𝑛∗ 1 𝑧𝑛2 { [(𝑩 × 𝓐
1 2
1
2
2
2ℏ
ℏ
4
𝑖
̅ 𝑛 𝑛 )] (𝒗𝑛 − 𝒗𝑛 )
+ [𝑩 ⋅ ((𝛎𝛾𝑛1 + 𝛎𝛾𝑛2 − 𝒙𝑐 ) × 𝓐
1 2
1
2
4
𝑖
̅𝑛 𝑛
+ [𝑩 ⋅ ((𝛎𝛾𝑛1 + 𝛎𝛾𝑛2 − 𝒙𝑐 ) × (𝒗𝑛1 − 𝒗𝑛2 ))] 𝓐
1 2
4
1
1
̅ 𝑛 𝑛 − (𝒗𝑛 × 𝑩) × 𝑖𝑸
̅𝑛 𝑛 𝑛
+ [(𝒗𝑛1 + 𝒗𝑛2 ) × 𝑩] × 𝛀
1 2
3
1 3 2
4
4
1
1
̅ 𝑛 𝑛 − 𝑖𝑸
̅ 𝑛 𝑛 𝑛 ) + ∇(𝑩 ⋅ 𝑴
̅𝑛 𝑛 )
+ [ (〈𝒗〉 × 𝑩) + 𝑬] × (𝛀
1 2
1 3 2
1 2
2
𝑒
1
1
1
1
̅
̅
̅ 𝑛 𝑛 − 𝑖𝑩 ⋅ ( 𝓐
̅
̅
̅𝑛 𝑛 },
(8.49)
+ 𝑖𝑩 ⋅ ( 𝓐
× 𝒗𝑛1 − 𝑴
)𝓐
× 𝒗𝑛2 − 𝑴
)𝓐
3 2
1 3
4 𝑛1 𝑛3
𝑒 𝑛1 𝑛3
4 𝑛3 𝑛2
𝑒 𝑛3 𝑛2

〈𝒙̇ 〉 = 〈𝒗〉 −

𝑒
〈𝒌̇ 〉 = (𝑬 + 〈𝒗〉 × 𝑩),
ℏ
1
𝑖𝑒
𝑖ℏ𝑧̇𝑛 = {ℰ𝑛 + 𝑒 [ (𝒗𝑛 × 𝑩) + 𝑬] ⋅ 𝒙𝑐 } 𝑧𝑛 − [(𝒗𝑛 − 〈𝒗〉) × 𝑩] ⋅ ∇𝑧𝑛
2
4
𝑒 1
̅ 𝑛𝑚 + 𝑩 ⋅ 𝑴
̅ 𝑛𝑚 } 𝑧𝑚 ,
− ∑ { [( (𝒗𝑛 + 𝒗𝑚 ) + 〈𝒙̇ 〉) × 𝑩 + 2𝑬] ⋅ 𝓐
2 2

(8.50)

(8.51)

𝑚∈𝐼𝐷

where summation over all bands in the multiband wave packet for each band index 𝑛1 , 𝑛2 and 𝑛3 in each
̅ 𝑛 𝑛 = 𝑖⟨𝑢𝑛 (𝒌𝑐 )|∇|𝑢𝑛 (𝒌𝑐 )⟩ and
term in 〈𝒙̇ 〉 and 〈𝒌̇ 〉 is implied. The interband Berry connection 𝓐
1 2
1
2
̅𝑛 𝑛 = ∇ × 𝓐
̅ 𝑛 𝑛 , as well as an interband magnetization 𝑴
̅𝑛 𝑛 =
interband Berry curvature 𝛀
1 2
1 2
1 2
−

𝑖𝑒
4ℏ

⟨∇𝑢𝑛1 (𝒌𝑐 )| (ℰ𝑛1 (𝒌𝑐 ) + ℰ𝑛2 (𝒌𝑐 ) − 2𝐻0 (𝒑 + ℏ𝒌𝑐 , 𝒙)) × |∇𝑢𝑛2 (𝒌𝑐 )⟩ have all been defined. The non-

̅𝑛 𝑛 𝑛 = 𝓐
̅𝑛 𝑛 ×𝓐
̅ 𝑛 𝑛 . One
Abelian coupling between interband Berry connections is denoted as 𝑸
1 2 3
1 2
2 3
should note that 𝒙𝑐 and 𝒌𝑐 are expectation values calculated with the wave function 𝜓 =
∑𝑛∈𝐼𝐷 ∫ 𝑑3 𝒌𝑐𝑛 (𝒌)𝜓𝑛0 (𝒌) for the wave packet. The coefficients 𝑐𝑛 are found from first solving for the 𝑧𝑛
in (8.51) and then using (8.1). Also, 〈𝒗〉 = ∑𝑛∈𝐼𝐷 𝑎𝑛2 𝒗𝑛 depends only on the wave packet distribution
1

across bands and their dispersions, 𝒗𝑛 = ℏ ∇ℰ𝑛 , 𝛎𝛾𝑛 = ∇𝛾𝑛 , and ∇ is understood as differentiation with
̅𝑛 𝑛 ,𝛀
̅ 𝑛 𝑛 , and 𝑴
̅ 𝑛 𝑛 are Hermitian , it is noted that (8.49) is real.
respect to 𝒌𝑐 everywhere. Since 𝓐
1 2
1 2
1 2
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A comparison with the single band equations of motion in (8.4) shows that the results for 〈𝒙̇ 〉 are
much more complicated for the multiband packet. The first term in (8.5.19) is simply the standard group
velocity weighted over all bands. The remaining terms on the first line and all terms on the second line
capture various aspects of the different band dispersions. In the single band case, these dispersion terms
reduce to the ∇ℰ (𝒌𝑐 ) contribution in 〈𝒙̇ 〉 in (8.3.4). All terms in the third line and the terms containing
𝒗𝑛 in the fourth line correspond to the anomalous velocity, which now reflects the different dispersions
and interband Berry curvatures and connections. Clearly, this is more complicated when comparing with
̅ 𝑛 anomalous velocity in (8.3.4). The rest of the terms on the last line consist of
the single band 〈𝒌̇ 〉 × 𝛀
energy contributions of the magnetic field coupled to the interband magnetizations, which corresponds
̅ 𝑛 ⋅ 𝑩 contribution to 〈𝒙̇ 〉 in (8.3.4). Surprisingly, the only difference between the 〈𝒌̇ 〉 in (8.50)
to the 𝑴
and that in (8.3.4) is the 〈𝒗〉 that appears in (8.5.20) instead of the full expression for 〈𝒙̇ 〉. The reason
that 〈𝒌̇ 〉 in (8.5.20) is similar to 〈𝒌̇ 〉 in (8.3.4) is because 𝒌 is diagonal in the zeroth order Bloch basis.
Physically, the real space wave packet doesn't "see" the distribution across bands in reciprocal space in
regard to the momentum thus resulting in a Lorentz-like force expression for 〈𝒌̇ 〉.
(8.49) − (8.51) will be examined in some specific cases. Firstly, the single band wave packet
1
̅ 𝑛 and 〈𝒌̇ 〉 = 𝑒 (𝑬 + 〈𝒗〉 × 𝑩), which is the
equations of motion reduce to 〈𝒙̇ 〉 = ∇ℰ𝑀 (𝒌𝑐 ) − 〈𝒌̇ 〉 × 𝛀
ℏ

ℏ

same as (8.3.4) with 〈𝒗〉 instead of 〈𝒙̇ 〉 appearing in 〈𝒌̇ 〉. In the case of degenerate bands, i.e. ℰ𝑛 = ℰ for
all 𝑁 bands, (8.49) − (8.51) reduce to
1
̅ 𝑛 𝑛 ) − 𝑖𝑩 ⋅ 𝑴
̅𝑛 𝑛 𝓐
̅ 𝑛 𝑛 + 𝑖𝑩 ⋅ 𝑴
̅𝑛 𝑛 𝓐
̅𝑛 𝑛
〈𝒙̇ 〉 = 〈𝒗〉 − 𝑧𝑛∗ 1 𝑧𝑛2 {∇(𝑩 ⋅ 𝑴
1 2
1 3
3 2
3 2
1 3
ℏ
̅ 𝑛 𝑛 − 𝑖𝑸
̅ 𝑛 𝑛 𝑛 )},
−〈𝒌̇ 〉 × (𝛀
1 2

1 3 2

𝑒
〈𝒌̇ 〉 = (𝑬 + 〈𝒗〉 × 𝑩),
ℏ

(8.52)
(8.53)
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1
𝑖ℏ𝑧̇𝑛 = {ℰ + 𝑒 [ (∇ℰ × 𝑩) + 𝑬] ⋅ 𝒙𝑐 } 𝑧𝑛
2ℏ
𝑒 1
̅ 𝑛𝑚 + 𝑩 ⋅ 𝑴
̅ 𝑛𝑚 } 𝑧𝑚 ,
− ∑ { [( ∇ℰ + 〈𝒙̇ 〉) × 𝑩 + 2𝑬] ⋅ 𝓐
2 ℏ

(8.54)

𝑚∈𝐼𝐷

All notation and conventions for summation over band indices and ∇ differentiation are the same as in
(8.49) − (8.51). It is noted that the above results match those in [111] for the specific electromagnetic
gauge choice considered here}, where the wave packet localized in 𝑁 degenerate bands was also
considered. Comparing the results in (8.52) with the general expression in (8.49) shows that the only
terms that do not vanish in 〈𝒙̇ 〉 are those coming from the coupling between the magnetic field and
̅𝑛 𝑛
interband magnetizations. Also, the anomalous velocity now contains only terms coupling 〈𝒌̇ 〉 to 𝛀
1 2
̅ 𝑛 𝑛 𝑛 , which are manifestations of the non-canonical commutation relations of the projected
and 𝑸
1 3 2
position operators. It should also be noted that the results in (8.52) − (8.54) are 𝑆𝑈(𝑁) gauge-invariant,
just like the results in [111]. Since the approach here applies to more general energy dispersions than a
set of degenerate bands, the specific instance of 𝑆𝑈(𝑁) gauge-invariance in (8.52) − (8.54) will not be
or explored or highlighted as there will be no such gauge symmetry in general.(8.52)
The general equations of motion in (8.49) − (8.51) can also be applied to a pair of linear bands
ℰ± (𝒌) = ±𝑣𝑘, where 𝑣 is the isotropic Fermi velocity (schematics in Figure 8.2). Such a band structure
captures the vicinity of a band crossing in a Weyl semimetal or graphene [96] [113] and does not have any
gauge symmetry. In this case, the opposite in sign velocities lead to spreading of the packet wave function
(8.1) into two real space components, thus the question about the collapse of the packet in real and
reciprocal spaces needs to be examined. One should note that as long as the semiclassical approximation
is maintained (also required by semiclassical transport theory), such that the distance between the two
components is much smaller than the fields wavelength, the wave packet description remains valid. Also,
in a transport calculation, which includes scattering (not considered here), the time in spreading of the
packet in real space must be larger than the scattering time. The collapse of the packet in reciprocal space
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is currently under investigation as noted earlier, although it has been shown that even for multiband wave
packets with crossing points in the band structure the collapse times are relatively long [116] [117] [118]
[119] [126]. Although this issue needs further separate investigations, the equations of motion for the
pair of linear bands can be obtained as
1
2
̅𝑛 𝑛 )
〈𝒙̇ 〉 = 〈𝒗〉 − |𝑧𝑛1 | ∇(𝑩 ⋅ 𝑴
1 1
ℏ

𝑒
𝑖
̅ 𝑛 𝑛 )] (𝒗𝑛 − 𝒗𝑛 )
− 𝑧𝑛∗1 𝑧𝑛2 { [𝑩 ⋅ ((𝛎𝛾𝑛1 + 𝛎𝛾𝑛2 − 𝒙𝑐 ) × 𝓐
1 2
1
2
ℏ
4
𝑖
1
̅ 𝑛 𝑛 + [(𝒗𝑛 + 𝒗𝑛 ) × 𝑩] × 𝛀
̅𝑛 𝑛 } ,
+ [𝑩 ⋅ ((𝛎𝛾𝑛1 + 𝛎𝛾𝑛2 − 𝒙𝑐 ) × (𝒗𝑛1 − 𝒗𝑛2 ))] 𝓐
1 2
1
2
1 2
4
4
𝑒
〈𝒌̇ 〉 = (𝑬 + 〈𝒗〉 × 𝑩),
ℏ
1
𝑒
̅ 𝑛𝑛 ] 𝑧𝑛
(∇ℰ𝑛 × 𝑩) + 𝑬) ⋅ 𝒙𝑐 −
(∇ℰ𝑛 × 𝑩) ⋅ 𝓐
2ℏ
2ℏ
𝑒 ̇
𝑖𝑒
̅ 𝑛𝑚 + 𝑩 ⋅ 𝑴
̅ 𝑛𝑚 ] 𝑧𝑚 − [(𝒗𝑛 − 〈𝒗〉) × 𝑩] ⋅ ∇𝑧𝑛 ,
− ∑ [ (〈𝒙〉
× 𝑩 + 2𝑬) ⋅ 𝓐
2
4

(8.55)
(8.56)

𝑖ℏ𝑧̇𝑛 = [ℰ𝑛 + 𝑒 (

(8.57)

𝑚∈±

𝑣

2
2)̂
where {𝑛1 , 𝑛2 } ∈ ± and 〈𝒗〉 = ℏ (𝑎+
− 𝑎−
𝑘. Because of the linear dispersion many terms in the general

case in (8.49) vanish or become modified. Specifically, there is only one term coming from the coupling
between the interband magnetization, while dispersion terms with 𝒗𝑛1 − 𝒗𝑛2 account for differences in
energy band slopes. The anomalous velocity (last term in (8.55)) is now associated with the interband
Berry curvature and the band dispersions. There is also an explicit dependence on 𝑎± , 𝛾± in the exponents
and in the 𝛎± , thus to obtain more specific results, detailed knowledge of these properties is needed,
which is beyond the scope of this work.

8.6 Conclusions
In this study, the time dynamics of the position and gauge invariant crystal momentum subject to
electromagnetic fields in a periodic environment is considered using a general Hamiltonian constructed
for a multiband wave packet. One of the main contributions here is showing that when the packet is
spread over a subset of bands, well-separated from the rest of the band structure of the crystal, a
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projection procedure of the Hamiltonian and equations of motion can be applied. It is demonstrated that
such a procedure follows naturally from an adiabatic approximation within perturbation theory, whereas
this justification is mostly lacking in previous works. This projection procedure reflects that transport is
dominated by a finite number of energy bands in the vicinity of the Fermi level. Another merit of the work
here is that this Hamiltonian-based approach is rather transparent and accounts for different energy band
dispersions that make up the wave packet. Perhaps the most noteworthy result comes from the found
interband effects in the anomalous velocity. These are captured via non-Abelian Berry characteristics
giving new perspectives for nontrivial topology. The application of this general theory to several cases
shows that the generalized equations of motion depend strongly on the explicit band structure of the
material and quantum mechanical effects beyond the single band wave packet description can lead to
novel properties.
To further understand how specific features in the equations of motion for a multiband packet
affect transport however, one must utilize a multiband generalization of the Boltzmann equation [19]
[127] in order to obtain specific transport properties, such as electric, heat, and spin currents. The
equations of motion described in this work constitute much needed ground for such a generalized
transport approach that will enable finding transport currents, Hall effects and other properties influenced
by interband properties like the non-Abelian Berry curvature, which could lead to measurable signatures
in the laboratory.

9. Multiband Effects in Transport Theory within the Boltzmann Equation

9.1 Overview
The equations of motion for multiband wave packets in (8.49) − (8.51) should manifest in the
transport properties of a material where multiband wave packets are required. For single band wave
packets, the Boltzmann equation is used for semiclassical transport. However, when dealing with more
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than one band, one would expect an operator generalization of the Boltzmann equation. One common
and physically reasonable way to approach this generalization is through the use of the density operator
of a system. Since the density operator contains all the quantum statistical configuration information, the
density operator naturally connects to the Boltzmann distribution function. Indeed, this connection is
often derived through the use of the Wigner function, the Wigner transformed density operator. The
Wigner transformed steady state Liouville equation for the density operator then presents a direct
relationship to the Boltzmann equation and the Boltzmann distribution function through the Wigner
function.
This Wigner function approach to transport has an advantage of not requiring the use of
semiclassical wave packets, leading to a more general idea of transport [38] [39]. However, in the single
band case, where the steady state equation for the Wigner function in the presence of electromagnetic
field perturbations compares to the Boltzmann equation where the Wigner function plays the role of the
Boltzmann distribution function, a natural question arises. How does one reconcile the quasiprobability
distribution of the Wigner function, that can and does take on negative values, versus the probability
Boltzmann distribution that is positive definite? In addition, the anomalous velocity found in the equations
of motion for even single band wave packets is lacking in these Wigner function steady state equations.
Although this Wigner function approach has seen much success, these questions prompt the investigation
of an alternative approach.
Using multiband wave packets, a generalized theory for transport under applied electrochemical
potential and temperature gradients that includes multiband effects is presented. This theory relies on a
newly defined density operator for multiband wave packets, whose dynamics containing diffusive and
scattering contributions is captured in a generalized equation of motion. Given that the multiband energy
band structure determines the transport explicitly, the case of 𝑁 degenerate bands within an isotropic
constant relaxation time is considered as a particular case for illustration. Electric and thermal currents
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and other transport properties are obtained through linear response and comparison to transport in a
single band wave packet is provided. Our theory opens avenues for studying novel multiband effects and
scattering processes in transport beyond the semiclassical single band approach [128].

9.2 Introduction
Transport in materials typically relies on the semiclassical Boltzmann equation that assumes
electrons can be treated as free particles whose dispersions are given by the actual band structure of the
systems. Within the standard long-wavelength approximation, such a transport theory represents Bloch
electrons as localized wave packets comprised of Bloch states a single energy band at the Fermi level, far
away from crossing points and degeneracies with other bands [19] [21]. Research in recent years has
shown, however, that this approach may not be adequate, especially for materials with topologically
nontrivial features or when multiple bands contribute to the transport [99] [101] [102].
Specifically, the nontrivial topology in materials can lead to an anomalous correction to the group
velocity of the Bloch electrons. The anomalous velocity can give rise to a variety of Hall effects associated
with charge carriers and photons as well as unusual thermoelectricity [38] [97] [104] [107] [110]. On the
other hand, several researchers have considered Bloch electron wave packets extending over multiple
energy bands, which in turn can lead to new features in the dynamics of spin, parity polarization currents,
and non-Abelian transport [39] [96] [98] [111] [113] [129]. The discoveries of Dirac, Weyl, and other
materials with nontrivial topology have elevated the importance of interband transitions and coherence
of Bloch electrons, which undoubtedly are important for transport [96] [113].
To this end, research findings strongly suggest that the single band semiclassical transport theory
may need to be expanded to capture multiband effects originating from the materials electronic structure.
The problem of considering a transport theory beyond the single band approximation has been addressed
in recent reports [38] [39] [129], where a quantum kinetic equation through a Wigner transformation of
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the Liouville equation for the usual density operator of energy eigenstates is derived. In this way,
multiband effects in magnetotransport and various Hall effects can be captured. This approach uses the
quasiprobabilistic Wigner distribution function (which in some cases may be negative), thus a direct
comparison with the semiclassical single band Boltzmann theory may be problematic. Also, to capture
multiband effects within this method, one only considers a certain set of bands for the density operator,
while the rest of the band structure is ignored without justification. We further note that the quantum
kinetic equation has not been applied outside of systems of uniform temperature. It appears that despite
the progress made through the quantum kinetic equation, more work is needed to address other
problems especially those involving multiband transport under temperature gradients.
Here we develop a new linear transport theory based on a generalized Boltzmann equation for
thermoelectric transport that explicitly includes multiband effects from the electronic structure of the
materials. The theory relies on Bloch electron wave packets, a typical assumption in transport theory
concerning processes determined by near equilibrium conditions [19] [21]. For our approach to transport,
we define a density operator associated with a distribution of wave packets based on the quantum
mechanical degrees of freedom offered by the wave packets. This is a new quantity that uses generalized
equations of motion containing multiband effects through a previously derived projection procedure [98].
Transport coefficients and related thermoelectric properties are derived within leading orders of the
electrochemical potential and temperature gradients to linear order of electromagnetic fields in the
system. To illustrate the application of this theory, the case of 𝑁 degenerate bands making up a multiband
wave packet is considered. Following basic quantum mechanics, we obtain a generalized tensor-like form
of the Boltzmann transport equation for the density operator, transport currents, and thermoelectric
properties taking into account the multiband nature of the wave packets, which are directly compared
with the single band Boltzmann equation.
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9.3 Basic Assumptions
In the Boltzmann equation approach, transport in solids is described by semiclassical wave
packets comprised of Bloch electrons. Instead of the usual assumption that transport is due to a single
band packet, here we consider multiband packets |Ψ𝒌̅ ⟩ evolving when external electromagnetic fields are
present in the periodic environment of the lattice structure of the solids. These wave packets are
expressed in the basis of Bloch states |𝜓𝑛,𝒌 ⟩ = 𝑒 𝑖𝒌⋅𝒙 |𝑢𝑛,𝒌 ⟩ (|𝑢𝑛,𝒌 ⟩ are the Bloch functions) as |Ψ𝒌̅ ⟩ =
̅ (𝑡)
̅ (𝑡)
𝒌
𝒌
̅(𝑡), 𝑡)𝑒 −𝑖𝛾𝑛,𝒌 (𝑡) whose magnitudes and
∑𝑛 𝑑𝑛,𝒌
(𝑡)|𝜓𝑛,𝒌 ⟩ with expansion coefficients 𝑑𝑛,𝒌
(𝑡) = 𝑐𝑛,𝒌 (𝒌
𝒌

̅(𝑡), 𝑡) and 𝛾𝑛,𝒌 (𝑡) respectively. The magnitudes and phases depend on the
phases are denoted as 𝑐𝑛,𝒌 (𝒌
wave vector 𝒌 and for a wave packet containing 𝑁 bands the sum over band indices 𝑛 ranges over these
2 ̅( )
𝑁 bands with the required normalization ∑𝑛 𝑐𝑛,𝒌
(𝒌 𝑡 , 𝑡) = 1 and narrow wave packet approximation
𝒌

2
̅(𝑡), 𝑡) ℎ(𝒌) = ℎ (𝒌
̅(𝑡)) for any function ℎ(𝒌).
∑𝑛 𝑐𝑛,𝒌
(𝒌
𝒌

The dynamics of the wave packet in reciprocal space are determined by the average position of
̅(𝑡) defined as a quantum mechanical average 𝒌
̅(𝑡) = 〈𝒌〉. The dynamics of a packet in real
its center 𝒌
̅(𝑡), given as
space are determined by its center 𝒙
̅, 𝑡) + ∑ 𝑐𝑚 𝑐𝑛 𝑒 𝑖(𝛾𝑚
̅(𝑡) = ∑ 𝑐𝑛2 ∇𝒌̅ 𝛾𝑛 (𝒌
𝒙
𝑛

̅,𝑡)−𝛾𝑛 (𝒌
̅,𝑡))
(𝒌

̅) ,
𝓐𝑚𝑛 (𝒌

(9.1)

𝑚,𝑛

which is obtained by using ⟨𝜓𝑚,𝒌 |𝒙|𝜓𝑛,𝒌′ ⟩ = 𝛿 (𝒌 − 𝒌′ )(𝑖𝛿𝑚𝑛 ∇𝒌̅ + 𝓐𝑚𝑛 (𝒌)), where 𝓐𝑚𝑛 (𝒌) =
𝒊⟨𝑢𝑚,𝒌 |∇𝒌 𝑢𝑛,𝒌 ⟩ is the interband Berry connection. In transport theory, a wave packet is assumed to be
well localized in reciprocal space since its collapse is determined by the much longer Ehrenfest time
compared to the dynamics of the packet even when multiband effects are accounted for [117] [119]. The
wave packet is also taken to be well localized in real space, a component of the semiclassical
approximation used in transport in which the wave lengths of external fields are much larger than the
spread of the packet in real space.
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We further note, that transport theory in materials typically relies on the density operator 𝜌̂ used
to statistically account for possible system states when the exact system wave function cannot be known.
To capture multiband effects within the quantum kinetic equation, the standard density operator is
utilized. This quantity is defined as 𝜌̂ = ∑𝑛 𝑝𝑛 |𝜑𝑛 ⟩⟨𝜑𝑛 |, where 𝑝𝑛 is the statistical probability that the
system will be in |𝜑𝑛 ⟩ state and 𝑛 enumerates all possible states of the system. The dynamics are then
captured by the Liouville equation

𝑑𝜌
̂
𝑑𝑡

𝑖

− ℏ [𝜌̂, 𝐻] = 0, where the probabilities are taken as time-

independent quantities and the system evolves in time only according to the Hamiltonian 𝐻 [38] [39]
[129]. In thermodynamic equilibrium, |𝜑𝑛 ⟩ are the Hamiltonian eigenstates with 𝐻|𝜑𝑛 ⟩ = 𝐸𝑛 |𝜑𝑛 ⟩ and
1

𝑝𝑛 = 𝑓(𝐸𝑛 ) where 𝑓(𝐸𝑛 ) = 1+𝑒 (𝐸𝑛−𝜇)/𝑘𝐵 𝑇 is the Fermi-Dirac probability function (𝜇 - chemical potential,
𝑘𝐵 - the Boltzmann constant, 𝑇 - temperature).

9.4 Density Operator for Multiband Wave Packets
In the theory we are developing, a markedly different approach is taken, such that transport is
viewed as a result of the dynamics of the Bloch electron wave packets spread over multiple bands in the
system. This is in contrast to the quantum kinetic equation approach where the concept of a wave packet
is not utilized. Thus, in our theory, the density operator is based on |Ψ𝒌̅ ⟩ and not simply on the energy
eigenstates as used in the standard equilibrium density operator above [38] [39] [129].
This is a new concept, previously unexplored in relation to transport in materials. Such a density
operator must account for all possible multiband wave packets through their degrees of freedom captured
̅0 , 0) = 𝑐 𝒌0 for 𝒌(𝑡 = 0) = 𝒌0 and phases 𝛾𝑛 (𝒌, 0) =
by the coefficients at 𝑡 = 0 with magnitudes 𝑐𝑛,𝒌 (𝒌
𝑛,𝒌
0
𝛾𝑛,𝒌
. These are the initial degrees of freedom before the fields are turned on, since their subsequent

values are determined by the Hamiltonian thereafter. The density operator associated with all possible
wave packets is then defined as
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𝜌̂ =

1
𝒌0
𝒌0
0
0
∑ ∫ ∏ 𝑑𝑐1,𝒌
… 𝑑𝑐𝑁,𝒌
𝑑𝛾1,𝒌
… 𝑑𝛾𝑁,𝒌
Tr(𝜌̂0 )
𝒌

𝒌0

𝑘
𝑘0
0
0
0
0
̅ (𝑐 𝑘0 , … , 𝑐 𝑘0 , 𝛾1,𝒌
),̅
) , 𝑡) |Ψ𝒌̅ ⟩⟨Ψ𝒌̅ |.
× 𝑝 (𝒌
… 𝛾𝑁,𝒌
𝒙 (𝑐1,𝒌0 , … , 𝑐𝑁,𝒌
, 𝛾1,𝒌
… 𝛾𝑁,𝒌
1,𝒌
𝑁,𝒌

(9.2)

The above definition includes summation over all possible locations of the wave packets enumerated by
their initial locations 𝒌0 , for which the coefficients and phases are functions of the wave vector 𝒌. Tr(𝜌̂0 )
is a normalization factor equal to the trace of the equilibrium density operator 𝜌̂0 defined below. By
𝒌

𝒌

0
0
0
denoting 𝜂 = {𝑐1,𝒌0 , … , 𝑐𝑁,𝒌
, 𝛾1,𝒌
, … , 𝛾𝑁,𝒌
}

𝑘∈𝐺

, where 𝐺 is the set of all wave vectors in reciprocal space,

the density operator can be conveniently expressed as
𝜌̂ =

1
̅(𝜂), 𝒙
∑ ∫ 𝑑𝜂 𝑝(𝒌
̅(𝜂), 𝑡)|Ψ𝒌̅ ⟩⟨Ψ𝒌̅ |
Tr(𝜌̂0 )
̅
𝒌

=

1
̅(𝜂), 𝒙
̅(𝑡), 𝑡)𝑐 ∗ ′ (𝒌
̅(𝑡), 𝑡)|𝜓𝑚,𝒌 ⟩⟨𝜓𝑛,𝒌′ |, (9.3)
∑ ∫ 𝑑𝜂 𝑝(𝒌
̅(𝜂), 𝑡)𝑐𝑚,𝒌 (𝒌
𝑛,𝒌
(
)
Tr 𝜌̂0
̅
𝒌

where summation over repeating indices 𝑛, 𝑚 is implied. Also, ∫ 𝑑𝜂 is understood as a multiple integral
whose dimension is equal to twice the total number of Bloch states comprising the wave packet, as given
𝒌0 ,2
in (9.2). This multi-dimensional integration is subject to the constraint ∑𝑛,𝒌 𝑐𝑛,𝒌
= 1, thus confining

these magnitudes to the surface area of a unit sphere in the positive quadrant with dimension
0
corresponding to that of 𝜂. The integration involving the phase 𝛾𝑛,𝒌
is in the [0,2𝜋] range.

The equilibrium density operator 𝜌̂0 for the wave packets is 𝜌̂0 = ∑𝒌̅ ∫ 𝑑𝜂 𝑓(ℰ̅ )|Ψ𝒌̅ ⟩⟨Ψ𝒌̅ | with
Hamiltonian 𝐻0 of the bare crystal with no electromagnetic fields. Upon integrating over the degrees of
𝑁

𝑁

freedom, we find Tr(𝜌̂0 ) = 𝜋 𝑆𝑁 , where 𝑆𝑁 =

2𝜋 2
𝑁
2

Γ( )

is the surface area of a unit sphere in 𝑁-dimensional

space. Importantly, Tr(𝜌̂) = 1 for any density operator 𝜌̂, and so within linear order of the
electromagnetic fields, Tr(𝜌̂0 ) represents a normalization factor needed in the density operator in (9.2)
and (9.3) for this linear response theory.
To see that Tr(𝜌̂0 ) = 𝜋 𝑁 𝑆𝑁 , consider this quantity:
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Tr(𝜌̂0 ) = Tr (∑ ∫ 𝑑𝜂 𝑓 (ℰ̅ )|Ψ𝒌̅ ⟩⟨Ψ𝒌̅ |) = ∑ ∫ 𝑑𝜂 𝑓 (ℰ̅ ) = ∑ 𝑓(ℰ̅ ) ∫ 𝑑𝜂 = ∫ 𝑑𝜂 ,
̅
𝒌

̅
𝒌

(9.4)

̅
𝒌

where we have used the fact that 𝑓(ℰ̅ ) does not depend on the degrees of freedom and ∑𝒌̅ 𝑓(ℰ̅ ) = 1
̅ for which ℰ̅ (𝒌
̅) > 𝜇. The left-over integration is
when summed over all wave vectors 𝒌
0
0
0
0
0
0
∫ 𝑑𝜂 = ∑ ∫ 𝑑𝑐1,𝒌
… 𝑑𝑐𝑁,𝒌
𝑑𝛾1,𝒌
… 𝑑𝛾𝑁,𝒌
= (2𝜋)𝑁 ∑ ∫ 𝑑𝑐1,𝒌
… 𝑑𝑐𝑁,𝒌
,
𝒌

(9.5)

𝒌

where 𝑁 is the total number of states comprising the multiband wave packets localized in reciprocal
2

0
0
space. Since the magnitudes 𝑐𝑛,𝒌
are subject to the ∑𝑁
̅ = 1, we simply have the integral
𝑛=1 𝑐𝑁,𝒌
0
0
∫ 𝑑𝑐1,𝒌
̅ … 𝑑𝑐𝑁,𝒌
̅ corresponding to the surface area of a unit sphere in the positive quadrant of 𝑁0
dimensional space since 𝑐𝑛,𝒌
≥ 0. Therefore,
0
0
∫ 𝑑𝑐1,𝒌
̅ … 𝑑𝑐𝑁,𝒌
̅ =

1
𝑆 ,
2𝑁 𝑁

(9.6)

𝑁

where 𝑆𝑁 =

2𝜋 2
𝑁
2

Γ( )

is the surface area of a unit sphere in 𝑁-dimensional space. Therefore,
𝑁

2𝜋 2
Tr(𝜌̂0 ) = 𝜋
.
𝑁
Γ( )
2
𝑁

(9.7)

Note further that the density operator in (9.2) and (9.3) relies on the time dependent probability
̅(𝜂), 𝒙
̅(𝜂), 𝑡) which denotes the system probability distribution for the wave packets |Ψ𝒌̅ ⟩. The
𝑝(𝒌
̅ and 𝒙
̅ of all possible packets since these are well localized in both reciprocal and
probability depends on 𝒌
̅(𝜂), 𝒙
̅)) with ℰ̅ ( 𝒌
̅) being the energy of each
̅(𝜂), 𝑡) = 𝑓 (ℰ̅ ( 𝒌
real space. In equilibrium one has 𝑝(𝒌
̅(𝜂), 𝒙
̅(𝜂), 𝑡) to account for scattering events
packet. The explicit time dependence is also included in 𝑝(𝒌
[19] [21].
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9.5 Steady State for the Packet Density Operator
Using (9.3), one obtains the steady equation for the wave packet density operator, given as
𝑑𝜌̂
𝜕𝜌̂𝑆 𝑖
= 𝜌̂𝒌̅̇ + 𝜌̂𝒙̅̇ −
+ [𝜌̂, 𝐻] = 0.
𝑑𝑡
𝜕𝑡 ℏ

(9.8)

The first two terms in the above expression come from the drift motion of the wave packet centers in
reciprocal and real spaces. The last two terms are reminiscent of a Liouville-like equation, where

𝜕𝜌
̂𝑆
𝜕𝑡

accounts for the scattering processes in the system while the commutator involves the full density
operator and Hamiltonian of the system.
One notes that 𝜌̂𝒌̅̇ , 𝜌̂𝒙̅̇ , and

𝜕𝜌
̂𝑆
𝜕𝑡

are associated with the dynamics of the probability distribution

̅, 𝒙
̅ and 𝒙
̅, 𝑡) for the wave packet localized at 𝒌
̅, whose local equilibrium rate of change in time
function 𝑝(𝒌
is given by the typical relation

𝑑𝑝
𝑑𝑡

𝜕𝑝
̅, 𝒙
̅̇ + ∇𝒙̅ 𝑓(𝒌
̅, 𝒙
̅̇
̅) ⋅ 𝒌
̅) ⋅ 𝒙
̅̇ + 𝑆 . The drift terms coming from 𝒌
= ∇𝒌̅ 𝑓(𝒌
𝜕𝑡
1

̅, 𝒙
̅̇ are determined by the Fermi distribution function 𝑓(𝒌
̅) =
and 𝒙
1+𝑒

̅)−𝜇(𝒙
(ℰ̅ (𝒌
̅))/𝑘𝐵 𝑇(𝒙
̅)

̅) is the
where ℰ̅ (𝒌

̅) is the electrochemical potential and 𝑇(𝒙
̅) is
energy of the wave packet center in reciprocal space, 𝜇(𝒙
the temperature as functions of the wave packet center in real space. Explicitly one has,
𝜌̂𝒌̅̇ =

1
̅ ∇𝒌̅ 𝑓 (𝒌
̅(𝜂), 𝒙
̅̇|Ψ𝒌̅ ⟩⟨Ψ𝒌̅ |,
∫ 𝑑𝜂𝑑𝒌
̅(𝜂)) ⋅ 𝒌
Tr(𝜌̂0 )

(9.9)

𝜌̂𝒙̅̇ =

1
̅ ∇𝒙̅ 𝑓 (𝒌
̅(𝜂), 𝒙
∫ 𝑑𝜂𝑑𝒌
̅(𝜂)) ⋅ 𝒙
̅̇|Ψ𝒌̅ ⟩⟨Ψ𝒌̅ |,
Tr(𝜌̂0 )

(9.10)

̅(𝜂), 𝒙
̅(𝜂), 𝑡)
𝜕 𝑝(𝒌
𝜕𝜌̂𝑆
1
̅
∫ 𝑑𝜂𝑑𝒌
=−
|Ψ𝒌̅ ⟩⟨Ψ𝒌̅ |.
𝜕𝑡
Tr(𝜌̂0 )
𝜕𝑡

(9.11)

̅ instead of a sum, as in (9.3). The scattering term 𝜕𝜌̂𝑆
For convenience, we have used an integral over 𝒌
𝜕𝑡
depends on the particular scattering mechanisms and is complicated in general [19] [21]. To better
illustrate the electronic structure effects of the multiband wave packet in this new theory, we work within
the isotropic relaxation time approximation

𝜕𝜌
̂𝑆
𝜕𝑡

=−

𝜌
̂ −𝜌
̂0
𝜏

, where the scattering time 𝜏 is constant. Within
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this simple assumption, effects beyond the single band approximation are better emphasized without
additional complications coming from interband scattering mechanisms, for example.
For the last term in (9.8), the explicit form of the Hamiltonian is needed. For static fields, however,
𝐻 is time-independent and [𝜌̂, 𝐻] can be evaluated directly. For this purpose, using the evolution operator
𝑖

𝑖

𝑈(𝑡) = 𝑒 −𝑖𝐻𝑡/ℏ , one can write [𝜌̂, 𝐻] = 𝑒 −ℏ𝐻𝑡 [𝜌̂(𝑡 = 0), 𝐻]𝑒 ℏ𝐻𝑡 . We will show that this commutator does
not contribute to linear order. Now 𝜌̂(𝑡 = 0) = 𝜌̂0 = ∑𝒌̅ ∫ 𝑑𝜂 𝑓 (ℰ̅ )|Ψ𝒌̅ ⟩⟨Ψ𝒌̅ |, giving
0
0
∑ ∫ 𝑑𝜂 𝑓 (ℰ̅ )|Ψ𝒌̅ ⟩⟨Ψ𝒌̅ | = ∑ ∑ ∫ 𝑑𝜂 𝑓 (ℰ̅ )𝑐𝑚,𝒌
𝑐𝑛,𝒌
′𝑒

0
0
𝑖(𝛾𝑚,𝒌
−𝛾𝑛,𝒌
′ ) 𝑖(ℰ𝑚,𝒌 −ℰ𝑛,𝒌′ )𝑡
𝑒
|𝜓𝑚,𝒌 ⟩⟨𝜓𝑛,𝒌′ |.

(9.12)

̅ 𝑚,𝑛
𝒌
𝒌,𝒌′

̅
𝒌

2𝜋

0

0
Since the phases are integrated from 0 to 2𝜋, ∫0 𝑑𝛾𝑛,𝒌
𝑒 −𝑖𝛾𝑛,𝒌 = 0. Thus, the only surviving terms in the

above sum must come when 𝑚 = 𝑛 and 𝒌 = 𝒌′ . We then have
2

0
∑ ∫ 𝑑𝜂 𝑓 (ℰ̅ )|Ψ𝒌̅ ⟩⟨Ψ𝒌̅ | = ∑ ∑ ∫ 𝑑𝜂 𝑓 (ℰ̅ )𝑐𝑛,𝒌
|𝜓𝑛,𝒌 ⟩⟨𝜓𝑛,𝒌 |.
̅
𝒌

̅
𝒌

(9.13)

𝑛
𝒌

Therefore, 𝜌̂0 is diagonal and commutes with 𝐻.
On the other hand, if 𝜌̂(𝑡 = 0) is field dependent, then 𝐻 = 𝐻0 . But 𝐻0 is diagonal in the Bloch
basis and hence commutes with 𝜌̂(𝑡 = 0). Therefore, in either case we have to linear order of the
electromagnetic fields
[𝜌̂(𝑡 = 0), 𝐻] = 0.

(9.14)

At this point, we note that (9.8) constitutes the main transport equation for multiband wave
packets. It’s corresponding relation for a single band wave packet is the semiclassical Boltzmann equation
in the steady-state:
̅, 𝒙
̅̇ + ∇𝒙̅ 𝑓𝐵 (𝒌
̅, 𝒙
̅, 𝑡) ⋅ 𝒌
̅, 𝑡) ⋅ 𝒙
̅̇ +
∇𝒌̅ 𝑓𝐵 (𝒌

̅, 𝒙
𝜕𝑓𝐵 (𝒌
̅, 𝑡)
= 0,
𝜕𝑡

(9.15)

̅, 𝒙
̅, 𝑡) is the Boltzmann distribution function. Comparing (9.8) and (9.15) shows that there
where 𝑓𝐵 (𝒌
are similar diffusion and scattering terms for the single and multiband wave packets, however, there the
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term containing the commutator for the multiband packet is reminiscent of the Liouville equation. The
̅, 𝒙
̅, 𝑡) is played by a more general density operator that
role of the Boltzmann distribution function 𝑓𝐵 (𝒌
̅(𝜂), 𝒙
̅(𝜂), 𝑡).
depends on the multiband packet degrees of freedom through the probability function 𝑝(𝒌
̅, 𝒙
̅, 𝑡)
Distinguishing further, we note that 𝑓𝐵 (𝒌

̅𝑑 3 𝒙
𝑑3 𝒌
̅
4𝜋 3

defines the number of particles in the single band

̅ respectively found within
̅ and 𝒌
wave packet states with real and reciprocal space wave packet centers 𝒙
̅𝑑 3 ̅
̅. On the other hand, the density operator 𝜌̂ yields a phase
the phase space volume 𝑑3 𝒌
𝒙 about ̅
𝒙 and 𝒌
0
0
space based on the initial magnitudes 𝑐𝑛,𝒌
and phases 𝛾𝑛,𝒌
of expansion coefficients of the multiband

wave packets.

9.6 Transport in 𝑵 Degenerate Bands
(9.2), (9.3), (9.8) − (9.11) constitute the main theoretical framework for our transport theory
of wave packets. The newly defined density operator is time dependent and its degrees of freedom set by
general multiband wave packets allows for a phase space description of a generalized quantum
mechanical transport equation. The steady state in (9.8) depends on the dynamics of the wave packets
̅̇ and 𝒙
̅̇, determined by a perturbation expansion of the general
through the equations of motion of 𝒌
electromagnetic Hamiltonian with respect to the packet locations in reciprocal and real spaces [109]. The
general equations of motion are complicated and the specific band energy dispersions of the 𝑁 bands
comprising the packet manifest from a projection procedure for the operators [98] [111]. As discussed in
[98], the projection procedure is justified from adiabatic conditions when the 𝑁 bands of the packet are
separated by large energy gaps from the rest of the band structure.
To facilitate our calculations further, we take the specific case of 𝑁 degenerate bands of energy
̅̇
̅̇ and 𝒌
dispersion ℰ making up the wave packet. For such a band structure, the equations of motion for 𝒙
are found to be [98] [111]
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̅̇ × 𝓕
̅̇ = 𝑒(𝑬 + 𝒗
̂ , ℰ̂𝑀 ] − 𝒌
̂〉 , 𝒌
̅̇ = 〈[𝑫
̅ × 𝑩),
𝒙

(9.16)

1

̅) is the normal group velocity of the packet for the 𝑁 degenerate bands of dispersion
̅ = ∇𝒌̅ ℰ(𝒌
where 𝒗
ℏ
̅) evaluated at the reciprocal space center 𝒌
̅, ℰ̂𝑀 (𝒌) = 𝐼̂ℰ (𝒌) − 𝑴
̂ (𝒌) ⋅ 𝑩 is the generalized crystal
ℰ(𝒌
Hamiltonian operator with a magnetization contribution coupled to the magnetic field 𝑩 and wave packet
̂ 𝑚𝑛 (𝒌) = − 𝑖𝑒 ⟨∇𝒌 𝑢𝑚 |(ℰ(𝒌) − 𝐻
̂0 ) × |∇𝒌 𝑢𝑛 ⟩, defined from 𝑀
̂𝑖 = 𝜖𝑖𝑗𝑘 𝑀
̂𝑚𝑛,𝑖𝑗 with
magnetization 𝑴
2ℏ
̂𝑚𝑛,𝑖𝑗 = − 𝑖𝑒 ⟨∇𝑘 𝑢𝑚 |(ℰ − 𝐻
̂0 )|∇𝑘 𝑢𝑛 ⟩. Also, 𝑫
̂ (𝒌) = 𝐼̂∇𝒌 − 𝑖𝓐
̂ is the covariant derivative operator and
𝑀
𝑖
𝑗
2ℏ

1

̂ (𝒌) = 𝛀
̂ (𝒌) + 𝑖𝑸
̂ (𝒌) is the non-Abelian gauge field whose components are defined from ℱ̂𝑖 = 𝜖𝑖𝑗𝑘 ℱ̂𝑗𝑘
𝓕
2
̂𝑗 , 𝐷
̂𝑘 ]. For 𝓕
̂ , the interband Berry curvature 𝛀
̂ = ∇𝒌 × 𝓐
̂ is used with components defined
with ℱ̂𝑗𝑘 = [𝐷
̂ 𝑖 = 1 𝜖𝑖𝑗𝑘 Ω
̂𝑗𝑘 and Ω
̂𝑗𝑘 = 𝜕𝑗 𝒜̂𝑘 − 𝜕𝑘 𝒜̂𝑗 along with the non-Abelian contribution 𝑸
̂ whose
from Ω
2

1

components are defined from 𝑄̂𝑖 = 2 𝜖𝑖𝑗𝑘 𝑄̂𝑗𝑘 with 𝑄̂𝑗𝑘 = 𝒜̂𝑗 𝒜̂𝑘 − 𝒜̂𝑘 𝒜̂𝑗 . Additionally, using (9.16) we
1
̅̇ × 𝓕
̂ , ℰ̂𝑀 ] − 𝒌
̂ as the generalized velocity operator for degenerate band wave packets.
̂𝐺 = [𝑫
identify 𝒗
ℏ

The equations of motion for the 𝑁 degenerate band wave packet in (9.16) are gauge invariant under a
gauge transformation |𝑢𝑛′ (𝒌)⟩ = ∑𝑚|𝑢𝑚 (𝒌)⟩ 𝑔𝑚𝑛 (𝒌) of the basis Bloch functions with 𝑔† 𝑔 = 1, as also
noted by others in earlier reports [38] [111].
The steady state equation (9.8) combined with the equations of motion in (9.16) within the
relaxation time approximation gives the density operator for 𝑁 degenerate bands
𝜏
𝜕𝑓 𝑒
̅ ( ) ( ∇𝒌̅ 〈ℰ̂𝑀 〉 ⋅ (𝑬 + 𝒗
{𝜌̂0 − ∫ 𝑑𝜂𝑑𝒌
̅ × 𝑩) −
Tr(𝜌̂0 )
𝜕ℰ ℏ
〈ℰ̂𝑀 〉 − 𝜇
̅̇ × 𝓕
̂ , ℰ̂𝑀 ] − 𝒌
̂ 〉) |Ψ𝒌̅ ⟩⟨Ψ𝒌̅ |} ,
[∇𝒙̅ 𝜇 + (
) ∇𝒙̅ 𝑇] ⋅ 〈[𝑫
𝑇

𝜌̂ =

where we have used the fact that ∇𝒌̅ 𝑓 =
𝜕
𝜕ℰ

1

(
1+𝑒

̅)−𝜇(𝒙
(ℰ(𝒌
̅))/𝑘𝐵 𝑇(𝒙
̅)

𝜕𝑓
𝜕ℰ

(9.17)
̂

𝜕𝑓
𝜕𝑓 〈ℰ 〉−𝜇
∇𝒌̅ 〈ℰ̂𝑀 〉 and ∇𝒙̅ 𝑓 = − ∇𝒙̅ 𝜇 − ( 𝑀 ) ∇𝒙̅ 𝑇 with
𝜕ℰ

𝜕ℰ

𝑇

𝜕𝑓
𝜕ℰ

=

).
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9.6.1 Currents and Transport Properties
The framework of the transport theory for multiband wave packets within the isotropic relaxation
time approximation and the chosen specific band structure enable us to calculate various currents and
transport properties. For this purpose, we utilize the quantum mechanical operator definitions of electric
and heat current density operators generalized from their classical mechanics expressions [17] [19],
̂𝐺 , 𝑱̂𝑄 =
𝑱̂ = 𝜌𝑒 𝒗

1
𝜇
{ℰ̂𝑀 , 𝑱̂} − 𝑱̂,
2𝑒
𝑒

(𝟗. 18)

1
̅̇ × 𝓕
̂ , ℰ̂𝑀 ] − 𝒌
̂ is the generalized
̂𝐺 = [𝑫
where 𝜌𝑒 is the uniform free charge density of the material and 𝒗
ℏ

velocity operator (see (9.16)). Also, {ℰ̂𝑀 , 𝑱̂} = ℰ̂𝑀 𝑱̂ + 𝑱̂ℰ̂𝑀 and 𝜇 is the chemical potential. As known from
quantum mechanics, the measured current densities are determined by the traces Tr(𝜌̂𝑱̂) and Tr(𝜌̂𝑱̂𝑄 ),
which can be found by using (9.17) and (𝟗. 18) after integrating over all degrees of freedom.
Tr(𝜌̂𝑱̂) can be calculated for the case of 𝑁 degenerate bands as follows,
̅𝜏(
Tr(𝜌̂𝑱̂) = Tr(𝜏𝜌̂0 ̂𝑱) − ∫ 𝑑𝜂𝑑𝒌

〈ℰ̂ 〉 − 𝜇
𝜕𝑓
̅̇ − (∇𝒙̅ 𝜇 + ( 𝑀
̂𝐺 〉) 〈̂𝑱〉.
) (∇𝒌̅ 〈ℰ̂𝑀 〉 ⋅ 𝒌
) ∇𝒙̅ 𝑇) ⋅ 〈𝒗
𝜕ℰ
𝑇

(9.19)

1
̅̇ × 𝓕
̂ , ℰ̂𝑀 ] − 𝒌
̂ and noting that Tr(𝜏𝜌̂0 ̂𝑱) = 0 is the equilibrium
̂𝐺 with 𝒗
̂𝐺 = [𝑫
After using ̂𝑱 = 𝜌𝑒 𝒗
ℏ

current density, one finds
̅𝜏(
Tr(𝜌̂𝑱) = −𝜌𝑒 ∫ 𝑑𝜂𝑑𝒌

〈ℰ̂ 〉 − 𝜇
𝜕𝑓
̅̇ − (∇𝒙̅ 𝜇 + ( 𝑀
̂ 𝐺 〉) 〈𝒗
̂𝐺 〉.
) (∇𝒌̅ 〈ℰ̂𝑀 〉 ⋅ 𝒌
) ∇𝒙̅ 𝑇) ⋅ 〈𝒗
𝜕ℰ
𝑇

(9.20)

̅, the wave packets are entirely localized at 𝒌
̅ with no reciprocal space width,
As ∇𝒌̅ 〈ℰ̂𝑀 〉 is a function of 𝒌
̂ ⋅ 𝑩 is diagonal in the wave vector, we have ∇𝒌̅ 〈ℰ̂𝑀 〉 = 〈∇𝒌 ℰ̂𝑀 〉 = 〈∇𝒌 ℰ − ∇𝒌 (𝑴
̂ ⋅ 𝑩)〉.
and ℰ̂𝑀 = ℰ − 𝑴
̅̇ × 𝓕
̅̇ × 〈𝓕
̅̇ × 𝓕
̅̇ = (𝒌
̅̇ × 〈𝓕
̅̇ = (𝒌
̅̇ × 𝒌
̅̇) ⋅ 〈𝓕
̂〉 = 𝒌
̂ 〉, we have 〈𝒌
̂〉 ⋅ 𝒌
̂ 〉) ⋅ 𝒌
̂ 〉 = 0. So, we can
Also, since 〈𝒌
̅̇ × 𝓕
̂ 〉 to the expression 〈∇𝒌 ℰ − ∇𝒌 (𝑴
̂ ⋅ 𝑩)〉 to get
freely subtract the term 〈𝒌
̅𝜏(
Tr(𝜌̂𝑱) = −𝜌𝑒 ∫ 𝑑𝜂𝑑𝒌

〈ℰ̂ 〉 − 𝜇
𝜕𝑓
̅̇ − ∇𝒙̅ 𝜇 − ( 𝑀
̂𝐺 〉
) {(𝒌
) ∇𝒙̅ 𝑇) ⋅ 〈𝒗
𝜕ℰ
𝑇

1̂
̅̇} 〈𝒗
̂ , (𝑴
̂ ⋅ 𝑩)]〉 ⋅ 𝒌
̂ 𝐺 〉.
( ) − 𝑖 〈[𝓐
𝑇

(9.21)
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For the evaluation of the above trace, it is realized that the ∫ 𝑑𝜂 〈𝐴〉=∫ 𝑑𝜂 ⟨Ψ𝒌̅ |𝐴|Ψ𝒌̅ ⟩ quantity is needed,
where is a general operator. Using the expression for the wave packet, one finds 〈𝐴〉 =
0

0

0
0
0
∑𝑚,𝑛 𝑐𝑚,𝒌
𝑐𝑛,𝒌
𝑒 𝑖(𝛾𝑚,𝒌 −𝛾𝑛,𝒌 ) 𝑒 𝑖(ℰ𝑚,𝒌 −ℰ𝑛,𝒌 )𝑡 𝐴𝑚𝑛 , where we have used that 𝑐𝑚,𝒌 (𝑡) = 𝑐𝑚,𝒌
and 𝑒 𝑖𝛾𝑚,𝒌 (𝑡) =
𝒌

0

𝑒 𝑖𝛾𝑚,𝒌 𝑒 𝑖ℰ𝑚,𝒌 𝑡 , since we are interested in how the Hamiltonian evolves according to the unperturbed crystal
Hamiltonian. Integrating over the degrees of freedom, it is found that
0

0

0
0
0
0
0
0
∫ 𝑑𝜂 〈𝐴〉 = ∑ ∫ ∏ 𝑑𝑐1,𝒌
… 𝑑𝑐𝑁,𝒌
𝑑𝛾1,𝒌
… 𝑑𝛾𝑁,𝒌
𝑐𝑚,𝒌
𝑐𝑛,𝒌
𝑒 𝑖(𝛾𝑚,𝒌 −𝛾𝑛,𝒌 ) 𝑒 𝑖(ℰ𝑚,𝒌 −ℰ𝑛,𝒌 )𝑡 𝐴𝑚𝑛 ,
𝑚,𝑛
𝒌

(9.22)

𝒌

where we have explicitly written the degrees of freedom 𝜂. Since the phases are integrated from 0 to 2𝜋,
the only surviving terms in the above sum are when 𝑚 = 𝑛. Therefore,
2

0
0
0
∫ 𝑑𝜂 〈𝐴〉 = (2𝜋)𝑁 ∑ 𝐴𝑛𝑛 ∫ 𝑑𝑐1,𝒌
̅ … 𝑑𝑐𝑁,𝒌
̅ 𝑐𝑛,𝒌
̅ =
𝑛

1 𝑁
𝜋 𝑆𝑁 Tr𝑁 (𝐴).
𝑁

(9.23)

In the above equation, we have used the narrow wave packet approximation
2
̅(𝑡), 𝑡) ℎ(𝒌) = ℎ (𝒌
̅(𝑡)) for any function ℎ(𝒌) and the fact that the degrees of freedom are
∑𝑛 𝑐𝑛,𝒌
(𝒌
𝒌

̅. Also, Tr𝑁 (⋅) indicates a trace over the 𝑁 bands of the wave packet. After normalizing by
functions of 𝒌
1

Tr(𝜌̂0 ) = 𝜋 𝑁 𝑆𝑁 then, we are left with 𝑁 Tr𝑁 (𝐴).
For the terms in (9.21) that are proportional to the potential and temperature gradients up to
linear order in 𝑩, we see that the above discussion applies to each term with 𝑩. Thus one can write
Tr(𝜌̂𝑱) = −

𝜌𝑒
𝜕𝑓
ℰ̂ − 𝜇
̅ 𝜏 ( ) Tr𝑁 ({(𝒌
̅̇ − ∇𝒙̅ 𝜇 − ( 𝑀
̅̇} 𝒗
̂ , (𝑴
̂ ⋅ 𝑩)] ⋅ 𝒌
∫ 𝑑𝒌
̂𝐺 − 𝑖[𝓐
̂𝐺 ) (9.24)
) ∇𝒙̅ 𝑇) ⋅ 𝒗
𝑁
𝜕ℰ
𝑇

Similarly, considering only terms proportional to the potential gradients up to linear order in 𝑩 in (9.24),
one obtains
𝑖𝜌𝑒
𝜕𝑓
𝑖𝜌𝑒
𝜕𝑓
̅ 𝜏 ( ) Tr𝑁 ([𝓐
̅̇ 𝒗
̅ 𝜏 ( ) Tr𝑁 ([𝓐
̂ , (𝑴
̂ ⋅ 𝑩)] ⋅ 𝒌
̂ , (𝑴
̂ ⋅ 𝑩)]) ⋅ 𝑒𝑬𝒗
∫ 𝑑𝒌
̂𝐺 ) →
∫ 𝑑𝒌
̅.
𝑁
𝜕ℰ
𝑁
𝜕ℰ

(9.25)

Taking into account that the trace of a commutator vanishes, one arrives at
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Tr(𝜌̂𝑱) = −

𝜌𝑒
𝜕𝑓
ℰ̂ − 𝜇
̅ 𝜏 ( ) Tr𝑁 ({[𝒌
̅̇ − ∇𝒙̅ 𝜇 − ( 𝑀
∫ 𝑑𝒌
̂𝐺 } 𝒗
̂𝐺 ) .
) ∇𝒙̅ 𝑇] ⋅ 𝒗
𝑁
𝜕ℰ
𝑇

(9.26)

But (𝒗 × 𝑩) ⋅ 𝒗 = 0, so to linear order
Tr(𝜌̂𝑱) = −

𝜌𝑒
𝜕𝑓
ℰ̂ − 𝜇
̅ 𝜏 ( ) Tr𝑁 ({[𝑬 𝑇 − ( 𝑀
∫ 𝑑𝒌
̂𝐺 } 𝒗
̂𝐺 ) ,
) ∇𝒙̅ 𝑇] ⋅ 𝒗
𝑁
𝜕ℰ
𝑇

(9.27)

where 𝑬 𝑇 = 𝑬 − ∇𝒙̅ 𝜇. We recognize (9.27) is simply a trace and so, using a similar analysis for the heat
current density,
𝜌𝑒
𝜕𝑓
1 ℰ̂𝑀 − 𝜇
̂𝐺 {𝒗
̂𝐺 ⋅ [𝑬 𝑇 − (
Tr (𝜏 (− ) 𝒗
) ∇𝒙̅ 𝑇]}) ,
𝑁
𝜕ℰ
𝑒
𝑇

(9.28)

𝜌𝑒
𝜕𝑓
1 ℰ̂𝑀 − 𝜇
̂𝐺 {𝒗
̂𝐺 ⋅ [𝑬 𝑇 − (
Tr (𝜏 (− ) (ℰ̂𝑀 − 𝜇)𝒗
) ∇𝒙̅ 𝑇]}) .
𝑁
𝜕ℰ
𝑒
𝑇

(9.29)

Tr(𝜌̂𝑱̂) = 𝑒

Tr(𝜌̂𝑱̂𝑄 ) =

By imposing linear response, (9.28) and (9.29) are obtained by keeping only terms proportional to the
potential gradients up to linear order of the electromagnetic fields as required by the perturbative
Hamiltonian used for the generalized equations of motion.
The above relations are the quantum mechanically and statistically averaged linear response
currents, which can be put in the familiar form
Tr(𝜌̂𝑱̂) = ⃡
𝐿11 𝑬 𝑇 − ⃡
𝐿12 ∇𝑇,

(9.30)

Tr(𝜌̂𝑱̂𝑄 ) = ⃡
𝐿21 𝑬 𝑇 − ⃡
𝐿22 ∇𝑇,

(9.31)

where the coefficients ⃡
𝐿11 , ⃡
𝐿12 , ⃡
𝐿21 , ⃡
𝐿22 are Cartesian tensors. From here the electric conductivity 𝜎
⃡,
Seebeck coefficient 𝑆⃡ , and thermal conductivity 𝜅⃡ can be extracted to complete the description of the
transport

as
⃡
⃡
𝜎
⃡= ⃡
𝐿11 , 𝑆⃡ = ⃡
𝐿−1
⃡= ⃡
𝐿22 − ⃡
𝐿21⃡
𝐿−1
11 𝐿12 , 𝜅
11 𝐿12 .

(9.32)

The subsequent results are gathered in Table 0.1, where we also give the corresponding quantities for a
transport of a wave packet comprised of a single band. The results in Table 0.1 for the single band case
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follow from the semiclassical Boltzmann (9.15) in the relaxation time approximation. Using Table 0.1, we
have the following transport properties to the desired order:
𝜎
⃡=

𝑁𝑒 𝑒 2 𝑑3 𝒌
𝜕𝑓
1
̂ ⋅ 𝑩) ⊗ 𝒗
̂ ⋅ 𝑩))) ,
∫ 3 𝜏 (− ) (𝑁𝒗
̅⊗𝒗
̅ − TrN (∇𝒌 (𝑴
̅+𝒗
̅ ⊗ ∇𝒌 (𝑴
𝑁
4𝜋
𝜕ℰ
ℏ
𝑆⃡ =

𝜅⃡ ≈

𝜎
⃡−1 𝑁𝑒 𝑒 2 𝑑3 𝒌
𝜕𝑓
̂ ⋅ 𝑩 − 𝜇)𝒗
∫ 3 𝜏 (− ) TrN ((ℰ − 𝑴
̅⊗𝒗
̅
𝑇𝑁
4𝜋
𝜕ℰ
(ℰ − 𝜇 )
̂ ⋅ 𝑩) ⊗ 𝒗
̂ ⋅ 𝑩)]),
[∇𝒌 (𝑴
̅+𝒗
̅ ⊗ ∇𝒌 (𝑴
−
ℏ

(9.33)

(9.34)

𝑁𝑒 𝑒 𝑑3 𝒌
𝜕𝑓
̂ ⋅ 𝑩𝒗
∫ 3 𝜏 (− ) TrN ((ℰ − 𝜇)2 𝒗
̅⊗𝒗
̅ − 2(ℰ − 𝜇)𝑴
̅⊗𝒗
̅
𝑇𝑁
4𝜋
𝜕ℰ
(ℰ − 𝜇)2
̂ ⋅ 𝑩) ⊗ 𝒗
̂ ⋅ 𝑩)]).
[∇𝒌 (𝑴
̅+𝒗
̅ ⊗ ∇𝒌 (𝑴
−
ℏ

(9.35)

For 𝜅⃡, we used the approximation 𝜅⃡ ≈ ⃡
𝐿22 as per the discussion after (3.1). Note that here the Onsager
reciprocal relations need to be scrutinized further.

(𝛼)
Table 0.1 The integrals ℒ⃡(𝛼) and ℒ⃡𝐺 for single band wave packets and multiband wave packets of 𝑁

degenerate bands respectively, used to define the linear transport coefficients ⃡
𝐿11 , ⃡
𝐿12 , ⃡
𝐿21 , and ⃡
𝐿22 for
the electric and heat currents.
Transport Integrals
(𝛼)
ℒ⃡𝐺

⃡
𝐿11
Single Band Wave
Packet
Multiband Wave
Packet with N
Degenerate Bands

𝑑3 𝒌
𝜕𝑓
̅⊗𝒗
̅
𝜏 (− ) (ℰ − 𝜇)𝛼 𝒗
3
4𝜋
𝜕ℰ
𝑁𝑒 𝑒 2 𝑑3 𝒌
𝜕𝑓
𝛼
∫ 3 𝜏 (− ) TrN ((ℰ̂𝑀 − 𝜇) 𝒗
̂𝐺 ⊗ 𝒗
̂𝐺 )
=
𝑁
4𝜋
𝜕ℰ
ℒ⃡(𝛼) = 𝑁𝑒 𝑒 2 ∫

ℒ⃡(0)
(0)
ℒ⃡𝐺

⃡
𝐿12
1 (1)
ℒ⃡
𝑇
1 (1)
ℒ⃡
𝑇 𝐺

⃡
𝐿21
1 (1)
ℒ⃡
𝑒
1 (1)
ℒ⃡
𝑒 𝐺

⃡
𝐿22
1 (2)
ℒ⃡
𝑒2 𝑇
1 (2)
ℒ⃡
𝑒2 𝑇 𝐺

At this point it is instructive to compare the transport coefficients in the 𝑁 degenerate multiband
̅ and
case to the single band semiclassical Boltzmann case (Table 0.1). In particular, the group velocity 𝒗
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̂𝐺 and ℰ̂𝑀 , respectively.
energy ℰ of the single band packet are promoted to their operator equivalents 𝒗
This observation is reminiscent of the promotion of observables to operators in transitioning from classical
to quantum physics. The transport coefficients in (9.30) and (9.31) are found by trace averaging and
dividing by 𝑁 to arithmetically average the results over the 𝑁 equally weighted bands. In addition, the
trace comes directly from the use of a density operator and converts these operators to scalar
observables.
Interestingly, the differences between the results in Table 0.1 for the single band semiclassical
Boltzmann case and the 𝑁 degenerate multiband case are only noticeable in the presence of the magnetic
field 𝑩. In other words, the transport coefficients do not perceive the 𝑁 degenerate bands as separate
bands but rather one whole band when there is no 𝑩. This is in line with the isotropic relaxation time
approximation in which no interband transitions would take place between states of equal wave vector
for a system of degenerate bands. However, new terms due coupling of the anomalous velocity and
magnetization with the magnetic field appear in the properties in (9.33) − (9.35) suggesting that a 𝑩
field is required to probe these new effects in the transport. Nevertheless, the lack of interband effects in
the 𝑁 degenerate band wave packet is a consequence of taking the trace within the specified linear order
in fields and gradients.

9.7 Discussions and Conclusions
The transport theory developed here concerns processes under the application of external
voltage and temperature gradients when multiple bands from the electronic structure of the materials
are important. This approach is a quantum mechanical generalization of the main assumptions and
quantities of the traditional semiclassical theory for single band transport. Specifically, a density operator
for a multiband wave packet distribution is defined by enforcing its dependence on the degrees of
freedom specifying the packets. In the semiclassical single band approach, a distribution function based
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on a classical phase space of the single band wave packets is used instead of a density operator. A
generalized transport equation for the density operator is also given, which now uses generalized velocity
and Hamiltonian operators based on the dynamics of the multiband wave packets.
In order to see how electronic structure effects beyond the single band case come into play, we
explicitly consider 𝑁 degenerate bands making up the wave packet states. This energy dispersion enters
explicitly in the generalized Boltzmann equation and through the equations of motion of the wave packet
centers in reciprocal and real spaces, which have been found previously by a perturbative Hamiltonian
expansion and projection procedure. Using the general framework of the theory together with the specific
band structure choice, the generalized electric and heat current densities, conductivity, Seebeck
coefficient, and thermal conductivity are obtained within the isotropic constant relaxation time
approximation.
The developed theory constitutes a significant step forward towards the description of transport
by taking into account band structure effects that are not included in the semiclassical single band
Boltzmann equation. Like the case of 𝑁 degenerate bands, this approach can be applied to other examples
including linear crossing bands, which are of interest to materials with Dirac-like spectra. Additionally, one
can consider scattering relaxation times and their dependences upon energy dispersion and temperature
beyond the isotropic model studied here. This theory can be characterized as a seamless transition of the
semiclassical Boltzmann equation to a quantum mechanical Boltzmann equation capable of taking into
account the energy band structure of the materials beyond the standard single band description. The
quantum mechanical expressions for the transport properties, such as the Seebeck coefficient, electric
and thermal conductivities are especially significant, although further work is needed in order to better
clarify the interplay between the Hamiltonian, the newly defined density operator, and Onsager
reciprocity. While the purpose of this work is to present this theory and emphasize its novelty, its
application to the specific case of 𝑁 degenerate bands shows that this method can also be applied to
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other possibly more complicated situations. We point out that this generalized transport theory opens
avenues to explore for new multiband structure effects in transport.
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V. SUMMARY AND OUTLOOK

Aspects of thermoelectricity can generally be classified under macroscale and microscale
phenomena. The microscale phenomena underlie and manifest as a whole in the macroscale. Specific
ideas on both of these sides of thermoelectric transport were studied.
On the macroscale, the techniques of transformation optics applied to thermoelectricity were
explored. To do this, it was shown that the governing equations of the fundamental local steady state
charge and energy continuity equations along with the constitutive linear response equations for the
electric and heat current densities are invariant under coordinate transformations when the material
properties are properly transformed. The governing equations collectively give a couple set of nonlinear
differential equations that are generally not soluble. However, the Cartesian form invariance of these
equations under diffeomorphisms allows for the generation of new solutions based on pushing forward
physical quantities. It is noted that the electrical conductivity, thermal conductivity, and Seebeck
coefficient material properties must be transformed correctly according to the pushforward prescription
outlined in (6.3). This is the first time the transformed Seebeck coefficient has been properly recorded,
unlike the transformed electrical conductivity and thermal conductivity which had been explored in the
uncoupled Ohm’s laws and Fourier’s laws respectively. Unlike the electrical and thermal conductivities,
the Seebeck coefficient does not transform as a mathematical tensor density.
With the transformed material properties, the techniques of transformation optics can now be
applied to thermoelectricity. Specific diffeomorphisms were used to construct perfect thermoelectric
cloaks, diffusers, concentrators, and rotators that manipulate the coupled electrical and thermal fluxes
identically as given by the diffeomorphisms. To our knowledge, this is the first time transformation optics
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has been applied to coupled thermoelectric transport. These thermoelectric systems work under arbitrary
boundary conditions, arbitrary electrical and heat current densities, and arbitrary electrochemical
potential and temperature gradients outside the regions where the diffeomorphisms map. For example,
the perfect thermoelectric cloak will function as a cloak regardless of the system external to the cloak.
The required transformed material properties to construct these perfect thermoelectric systems
based on transformation optics are highly anisotropic and inhomogeneous, while also attaining extreme
values in some cases like the cloak. These demanding material properties cannot be found in naturally
occurring materials, so designs based on metamaterial composites that approximate the perfect systems
are constructed. These metamaterial composites are based on laminate layers and elements with physical
dimensions that are small enough in scale that they can locally be treated with basic circuitry theory using
series and parallel configurations. In this way, these layers and elements allow for a local control of the
electric and thermal fluxes in a desired way. Using the transformed material properties as a guide for the
required material properties, these metamaterial designs then result in a system whose performance
approaches the perfect system with the addition of more and smaller metamaterial elements.
These results show that transformation optics have been successfully applied to thermoelectric
transport. The use of metamaterials helped realize practical designs that manipulate thermoelectrically
coupled electric and thermal fluxes based on transformation techniques. More research can be done
towards the uses and applications of transformation optics in thermoelectricity. In addition, the use of
metamaterials for general thermoelectric control of electrical and heat fluxes is an area of great interest
as the ability to independently control electrical and heat fluxes is highly desirable for thermoelectric
devices. This summarizes the macroscale control of thermoelectric transport and also provides an outlook
for possible future research.
On the microscale, the semiclassical wave packet description of thermoelectric transport was also
explored. Using the semiclassical approximation, the single band wave packet framework was generalized
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to include multiband wave packets. The construction of multiband wave packets is necessary when
dealing with materials whose energy band spectra contain Bloch states belonging to different bands but
are energetically close or with bands that contain crossing points like in Weyl and Dirac semimetals. With
the use of multiband wave packets, multiband effects manifest in the equations of motion for the position
and reciprocal space wave packet centers of the multiband wave packets. Unlike the single band case with
the anomalous velocity, many other novel interband and intraband effects appear including a
generalization of the anomalous velocity. The band dispersions of the bands in the multiband wave
packets naturally manifest in these equations of motion.
To derive the multiband equations of motion, a projection procedure of operators was used in
the Hamiltonian equations of motion. This projection technique has been used to derive the equations of
motion for single band wave packets and multiband wave packets consisting of Bloch states from
degenerate bands. However, only qualitative justifications for the use of this projection procedure can be
found. Here it was explicitly shown how projected operators naturally arise in the Hamiltonian dynamics
as a result of both adiabaticity and perturbation theory.
The standard Boltzmann description of transport uses the Boltzmann transport equation. For
single band wave packets, the Boltzmann distribution function describes the probability distribution of
these wave packets. The Wigner function, that is the Wigner transformed density operator, has been used
to try to generalize the Boltzmann description for multiband systems. This is one approach that has
already received a lot of attention and does not rely on the application of wave packets. However, the
connection to the Boltzmann distribution function in the single band case is dubious as the Wigner
function cannot be interpreted as a probability distribution. For multiband wave packets, the Boltzmann
description was generalized by using a density operator constructed from multiband wave packets as the
possible system states. This gives a direct connection to a probability distribution for the multiband wave
packets.
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An interesting aspect of this description concerns the degrees of freedom of the multiband wave
packets. The multiband wave packets can be expanded in terms of the Bloch states for each band and the
expansion coefficients that result completely determine the multiband wave packet. The phase space of
this wave packet approach then consists of the magnitudes and phases of these complex expansion
coefficients. This phase space is a unique feature of this approach and connects directly with the
semiclassical phase space in the single band case in the Boltzmann description. The density operator must
then be constructed based on an integration over all the degrees of freedom of the wave packets.
The time dynamics of the density operator then give a generalized Boltzmann transport equation
which is a matrix differential equation in the band index. Within the relaxation time approximation for
scattering, the thermoelectric transport properties for degenerate band wave packets were determined
from the traces of the electric current density and heat current density operators with the density
operator. It’s possible to generalize this for other band structures. The expressions for the resulting
material properties resemble their single band counterparts from the Boltzmann approach with
generalized velocity operators replacing their scalar counterparts and a generalized energy operator
replacing its scalar counterpart. This replacing of scalar quantities with their operator counterparts is
reminiscent of a transition from classical to quantum physics. The material properties for degenerate band
wave packets contain terms with Bloch states from each band that couple to the magnetic field. In the
absence of a magnetic field, the material properties are identical to the single band case which makes
sense as the system cannot distinguish between the degenerate bands.
The wave packet description of the density operator can be applied to other kinds of band
structures. In particular, it would be interesting to see what the results would give for linear crossing bands
as this scenario pertains to Weyl and Dirac semimetals.
The obtained results describe aspects of thermoelectric transport at both the macroscopic and
microscopic scales. More applications of transformation optics to thermoelectric transport should be
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explored for a better understanding of controlling coupled electric and heat fluxes. In addition,
metamaterial designs potentially allow for successful independent control of these coupled fluxes. In
terms of microscopic transport, the equations of motion of multiband wave packets have been described
and applied to a density operator constructed from these multiband wave packets. The thermoelectric
transport properties within this approach have been found for degenerate band wave packets. In addition
to the exploration of the general theory behind this approach, clearly the transport properties for other
systems represents a possible source of interesting research especially in regard to materials with linear
band crossings like Weyl and Dirac semimetals.
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