Abstract. Formation shape control for a collection of point agents is concerned with devising decentralized control laws which ensure that the formation will move so that certain interagent distances approximate prescribed values as closely as possible. Such laws are often derived using steepest descent of a potential function which is invariant under translation and rotation, and then critical formations are those that are fixed under the evolution of the decentralized control dynamics, i.e., those corresponding to equilibrium points of the control dynamics. Using a specific and frequently used potential function for formation control, this paper introduces tools from Morse theory and complex algebraic geometry to estimate the number of critical formations of N agents on a line. We show that there are at least 2N − 1 equilibrium points and at most 3 N−1 isolated equilibria. Moreover, bounds on the number of equilibrium points with a k-dimensional stable manifold (the socalled Morse-index) are established. We show that generically there are exactly five critical formations for three agents on a line, and exactly 27 complex critical formations for four agents on a line, where a complex critical formation is defined as an equilibrium point of the gradient flow with complex, not necessarily real, coordinates. Except for a single critical formation, no two or more of the agents in the other 26 critical formations are collocated.
1. Introduction. Formation shape control for a collection of N point agents in Euclidean space is concerned with devising decentralized feedback control laws which will ensure that the formation will move so that certain interagent distances approximate prescribed values as closely as possible. The feedback interconnection structure of the resulting closed loop dynamics is described in terms of an undirected graph Γ = (V, E) with N vertices and M edges. The finite vertex set V enumerates the N point agents considered, while E denotes the set of M edges ij in Γ between which a desired distance d considered (see, e.g., [5, 11] ) is the least squares distance (1.1) 1 4
between the desired (squared) distances d * 2 ij and the squares of the distances between the agents x i , x j ∈ R d . Of course, the existence of multiple equilibria and, in particular, of local minima of the potential function adds considerably to the complexity of formation control algorithms. However, with the exception of the recent paper [1] , no rigorous mathematical tools have been proposed so far to count and characterize such multiple equilibrium points.
In this paper we focus on the simplest possible situation, i.e., the formation control task for N agents x 1 , . . . , x N evolving in the one-dimensional ambient space R. Thus we focus on the special case where the agents are forced to move collinearly. Note that even if the dimension of the ambient space exceeds 1, the steepest descent laws for most potential functions of interest show that an initially collinear formation remains collinear for all time. Therefore, the analysis presented here is also of interest for formation control of agents in higher-dimensional ambient space. The potential function that we will consider is the one-dimensional version of (1.1), i.e., (1.2) V N (x) = 1 4
ij∈E
To eliminate translational ambiguities, we assume without loss of generality that the last agent is placed at the origin, i.e., where μ ij ∈ {0, 1} is set equal to 1 if and only if ij ∈ E. The equilibrium points of (1.3) are then defined as the solutions x * = (x suffices to find upper bounds for the number of complex equilibrium points. We will derive sharp upper bounds for the number of complex equilibria using tools from complex algebraic geometry such as Bézout's theorem and the Bernstein-KushnirenkoKhovanski (BKK) bound [6] . In order to apply such techniques efficiently, it is important to count the so-called complex solutions at infinity of (1. Of course, for special parameters d * ij > 0, there may well be continua of critical formations, as indeed later we demonstrate with a concrete example. However, for generic choices of parameters, one expects only isolated equilibria to occur. Extending the approach of Anderson [1] , we introduce a combination of methods from Morse theory with those from complex algebraic geometry that, together with symmetry properties of the potential function, enable us to analyze the set of critical formations of N agents on a line (with x N = 0). While Bézout's theorem bounds the number of complex solutions to a system of polynomial equations f 1 (x) = · · · = f d (x) = 0 by the product of the degrees degf 1 · · · degf d , an extension of the theorem of Bernstein, Kushnirenko, and Khovanski by [10, 9] 
for all (i, j) ∈ E. Theorem 2 shows that the upper bound 3 N −1 for the number of real critical formations is attained for trees. For arbitrary graphs, this cannot be expected and the number of real critical formations will be strictly smaller. The following theorem analyzes the situation for complete graphs with small numbers N = 3, 4 of vertices. 2 ) and two further saddle points of Morse-index 1. Moreover, there are exactly two complex conjugate solutions at infinity to the homogenization of (1.4), satisfying
2. Let N = 4. There are exactly 27 complex solutions of (1.4 on the number of critical formations is deduced from the classical Bézout theorem of complex algebraic geometry. In section 3.3, we apply the Morse inequalities on the reduced shape space R + × RP N −2 to obtain the lower bound 2N − 1 on the number of critical formations. Since the classical Betti numbers of the real projective space RP N −2 are zero in most dimensions, we use a stronger form of the Morse inequalities that is stated in terms of the mod 2 Betti numbers of R + × RP N −2 . The advantage for this lies in the fact that the mod 2 Betti numbers of R + × RP N −2 are nonzero in the range of interest. In section 4, the special cases of formations with three and four agents on the line are studied and Theorem 3 is proved. The proof depends on a combination of the results obtained by Bézout's theorem and the Morse inequalities.
Finally let us briefly comment upon some potential generalizations of this work. First, one may wonder whether the Morse-theoretic or algebraic-geometric bounds extend to formations in R d with d ≥ 2. Certainly this would require at least a proof that the critical Euclidean group orbits of the d-dimensional potential function (1.1) are generically nondegenerate. Unfortunately, such a genericity result is not currently available. Our proof of Theorem 4 is limited to formations on the line, and we are not aware of any argument that enables one to easily extend this result to higherdimensional formations. See, however, Theorem 5 for a first step in this direction. Second, the distributed formation flow (1.3) applies to directed graphs also, i.e., to cases where the coefficients μ ij are not symmetric in i, j. Of course, (1.3) is then no longer a gradient flow, and therefore the Morse-theoretic analysis in this paper does not offer much in this direction. In contrast, the algebraic-geometric techniques do apply in principle but require additional arguments and a more lengthy discussion of the cases N = 3, 4. For reasons of space we therefore focus on the case of undirected graphs. Finally, we mention the still open problem of whether or not there exist any stable equilibria of (1.3) that are not global minima of the potential function (1.1). Theorem 2 solves this problem for trees, but the general case is left open for future research.
2. Graphs, distances, and critical formations. Since formations of N mobile agents are best described in terms of graph theory, we begin with a brief summary of some of the basic facts and definitions needed. Let Γ = (V, E) denote any finite, connected, and undirected graph with vertex set V = {1, . . . , N} and M = |E| edges. To simplify notation, we identify any edge e = {i, j} ∈ E between vertices i ≤ j with the unique tuple (i, j) and write e = (i, j) ∈ E. We assume that Γ has no self-loops at the vertices, i.e., (i, i) ∈ E. Throughout this paper we assume that the edges are ordered lexicographically; i.e., for edges (i, j),
Since Γ is connected, we have M ≥ N − 1. Thus, Γ is a tree if and only if
define the symmetric adjacency matrix A = (μ ij ) ∈ Z N ×N of a graph. The natural ordering on the elements of the set of vertices V = {1, . . . , N} then induces an orientation of the graph, i.e., an orientation on the M edges of the graph by the rule that edge p is joining vertex i to j whenever i < j. Thus the terminal vertex of edge p = (i, j), i < j, is defined as j, while the initial vertex is i. Let e i , i = 1, . . . , N, denote the standard basis vectors of R N . The pth column of the oriented incidence matrix B ∈ Z N ×M is then defined as the vector e i − e j . Its columns are parametrized by the M edges (i, j) ∈ E of Γ. For a later purpose, we introduce the reduced incidence matrix of the graph as
Since the graph Γ is assumed to be connected, the incidence matrix B is known to We can now describe formations of N points on a line. Given a vertex element i ∈ V we associate to it a real number x i ∈ R that denotes the position coordinate of the ith agent. The vector
then describes a formation of N agents, labeled by the vertices of Γ.
In what follows, the formations we will consider are defined up to arbitrary trans-
One straightforward way to rule out the ambiguity of translations is to assume that N i=1 x i = 0 holds. An alternative (and for us a more attractive) way is to assume that the last agent x N is fixed at the origin. Thus consider the reduced shape space as
A natural projection from the full formation space R N to the reduced shape space R N −1 is given by the linear projection
; similarly, the Hessian Hess V (x) of V can be computed from the Hessian of V N via the identity Hess V (x) = P Hess VN P (x, 0). This implies, that the Hessian of V at a critical point x ∈ R N −1 is invertible if and only V N has {(x 1 + v, . . . , x N −1 + v, v)|v ∈ R} as a nondegenerate critical orbit. Thus the number of nondegenerate critical orbits of V N coincides with the number of nondegenerate critical points of the restriction V . Without loss of generality we can therefore focus on the restricted cost function V , thus effectively reducing the ambiguity of translation invariance.
With this notation at hand (and x N = 0), consider the smooth, real algebraic distance function
By the Tarski-Seidenberg theorem, the image space ImD := D(R N−1 ) of D is a semialgebraic subset of R M and thus is defined by finitely many polynomial equations and inequalities. Moreover, since M ≥ N − 1 and the fibers of D are either empty or finite sets, the dimension of ImD is equal to N − 1. It is easily seen that D is a proper mapping; i.e., the preimage ij describe the desired distances in a formation we would like to achieve in a minimum least squares sense. Note that we do not impose any a priori constraint on the d * ij , such as being given by the distances
ij , excluding those for which μ ij = 0. We then consider the smooth potential function
Note that V N (x 1 , . . . , x N ) is invariant under arbitrary Euclidean transformations; i.e., for all signs S = ±1 and translations v ∈ R we have
. , x N −1 ). As mentioned above, the critical point analysis of V N is-up to translational ambiguity-completely equivalent to the critical point analysis of the reduced potential V . Thus from now on we focus on analyzing (2.8).
Define the (N − 1) × (N − 1) symmetric matrix (and x N := 0)
M , the vector with all components equal to 1. An easy calculation shows that for any x ∈ R N −1 , we have
Here,
The steepest descent gradient flow for V then is
with a cubic nonlinearity. The explicit form of the gradient flow (2.11) as (
clearly exhibits the distributed nature of (2.11). The critical points
In what follows, we will explore the structure of the equilibrium points of (2.11) and their local stability properties. Of course, the equilibrium points of (2.11) are exactly the critical points of the cost function V . A formation of N agents x 1 , . . . , x N on a line is said to be critical, or an equilibrium formation, if In particular, the stability properties of the critical formations are characterized by the numbers of positive and negative eigenvalues of the Hessian Hess V , i.e., by the signature of the Hessian. Using formula (2.11), it is not hard to see that the Hessian of V is given as the symmetric
ij holds for some (i, j) ∈ E. Thus, incorrect equilibria are either saddle points of V or local minima with V (x * ) > 0. Let us observe that at a correct equilibrium, i.e., one where (
ij holds for all (i, j) ∈ E, the matrix E(x) is zero, and the Hessian is nonnegative definite. Moreover, the cost function V at x * is zero, which implies that generically, for M ≥ N , correct equilibria do not occur. We now prove that for M = N −1, one or more eigenvalues of the Hessian at an incorrect equilibrium are necessarily negative. Proposition 1. Let Γ be a tree, i.e., let M = N − 1. Then (2.11) has no incorrect stable equilibrium formations.
Proof. Assume that x * is an incorrect equilibrium point, i.e., it satisfies d
ij for some ij, and E(x * )x * = 0. Without loss of generality assume that, e.g., e 12 (x * ) = 0. Since B has rank N − 1, the columns of B are linearly independent. Therefore the critical point condition 0 = E(x 
B has at least one negative eigenvalue. The result follows.
We now extend this preliminary result for trees to a complete phase portrait analysis of the gradient flow (2.11). Thus assume that Γ is a tree on N vertices and M = N − 1 edges. Then the reduced incidence matrix B is invertible. For any
. Then, with this change of coordinates, the gradient flow (2.11) is equivalent to
The critical points of (2.15) are characterized by (D(z
, and the linearization of (2.15) at such an equilibrium point z * is the linear system of differential equations 
In particular, all equilibria are nondegenerate. Since
, this shows that there are exactly 3 N −1 real critical formations of (2.11). This completes the proof of Theorem 2.
3. Bounds for the number of critical formations. In this section we apply global analysis tools from Morse theory in order to obtain lower bounds for the number of critical points of (2.11). We also derive upper bounds using classical methods from complex algebraic geometry (Bézout's theorem). The basic mathematical idea underlying Morse theory is that it provides a very strong link between analysis and topology, i.e., between the critical point structure of a smooth function f : M −→ R on the one hand and the Euler characteristic and Betti numbers of the manifold M on the other hand. In fact, the relation between these two sets of data is expressed through the so-called Morse inequalities. These Morse inequalities generalize the well-known minimax principles from dynamical systems and the calculus of variations. We refer the reader to [12] for an introductory text on Morse theory and to [7] for background on algebraic topology. Here we just remind the reader of the basic definition of a Morse function on a manifold. Following standard terminology from calculus, a critical point of a function f : R n −→ R is one where the derivative (or, equivalently, where the gradient) vanishes. Nondegenerate critical points of f : R n −→ R are points where the Hessian matrix is nonsingular. By way of generalization let M denote any smooth manifold, and let f : M −→ R be a smooth function on M with compact sublevel sets, i.e., the preimage sets f −1 ((−∞, c]) are compact for any c ∈ R. We then say that f is an objective function. Critical points of smooth functions f : M −→ R on a manifold are elements of M , where the tangent map df (x) : E) . Smoothness of V is trivial, and we have already observed that V has compact sublevel sets. Thus it remains to show that the Hessian is nonsingular at each critical point. We first prove a lemma.
2 B are linear dependent on the columns of BD(x). Therefore the matrix
has the same rank as
Since Similarly, the Hessian on R N −1 has the form (3.5)
Let R + = (0, ∞) denote the set of positive real numbers, and consider the smooth mapping (3.6) Φ :
We now prove an immediate technical result. Proposition 2. The map Φ is a submersion; i.e., the derivative of Φ at an arbitrary point (x, d * ) has full rank N − 1. Proof. The Jacobian matrices with respect to the variables x and d * are given by Hess V (x) and BD(x), respectively. This shows that the Jacobian of Φ at (
This matrix has the same rank as
By Lemma 1 above, the result follows. Ψ :
where e(x; x * ) denote the M -vector formed by the local errors e ij (x;
Observe, that the rigidity matrix R(x * ) has full row rank for x * ∈ Ω, which implies that the rank of J coincides with the rank of [ 
B is positive definite we conclude that J has full row rank. Therefore Ψ is a submersion. Thus, by replacing the parameter manifold R M + by the manifold Ω, the statements and proofs of Proposition 2 and Theorem 4 remain in force. Similarly, the transversality arguments in Theorem 4 apply to Ψ. We have shown the following. 
edges. Let Γ be an undirected connected graph with N vertices such that all of its M edges are also edges of Γ
* ; set x N = 0. Assume N ≥ d+1. Then there exists a generic set of d-dimensional formations x * 1 , . . . , x * N −1 ∈ R d , x * N := 0, such that (3.13) V (x 1 , . . . , x N −1 ) = 1 4 ij∈E ((x i − x j ) 2 − x * i − x * j 2 )
Algebraic-geometric bounds.
We apply methods from algebraic geometry to derive upper bounds on the number of complex solutions to the critical point equation (2.13) in C N −1 . Since the zero point 0 ∈ C N −1 is always an equilibrium point, we consider the set of solutions in C N −1 − {0} of the real algebraic equation
Recall that the complex projective space CP n is defined as the set of equivalence classes of (n + 1)-tuples (x 0 , . . . , x n ) of complex numbers x i (not all identically zero), where two such tuples (x 0 , . . . , x n ), (y 0 , . . . , y n ) are regarded as equivalent if and only if there exists a nonzero complex number λ with y i = λx i for all i = 0, . . . , n. Thus CP n is just the orbit space of the group action of GL 1 (C) = C − {0} on the set C n+1 − {0}. 
Therefore the set of equilibrium points we consider is defined by the intersection of N −1 of (3.16) with w = 1 is called a finite equilibrium point; the solution is called an infinite equilibrium point, or a critical formation at infinity, whenever (3.16) holds with w = 0. Of course, we are mainly interested in determining the finite equilibrium points, as they correspond exactly to the critical points of the cost function V . However, in order to estimate the number of finite equilibrium points via Bézout's theorem, we also need information on the number of critical formations at infinity. The (real or complex) points at infinity are characterized by setting w = 0, i.e., by the (real or complex) intersection points of the N − 1 cubics
This set of cubic equations is of independent interest and constitutes a natural algebraic invariant that is attached to the graph Γ. We refer to the real algebraic set (3.18)
as the variety at infinity of the graph Γ. Note that the variety at infinity is invariant under arbitrary automorphisms of the graph Γ that fix the N th vertex; i.e., if π : 
This implies that 0 is the only real point contained in Q Γ . As an aside, we note that the linearization of (3.17) is the (N − 1)
where L(x) denotes the Laplacian matrix
Invertibility of J(x) determines whether an infinite equilibrium point x is simple. Note now that by homogeneity we always have J(x)x = 0. Therefore a nonzero equilibrium point at infinity is never simple and thus has multiplicity ≥ 2. Note further that L(x) and J(x) are positive semidefinite for all real points x. However, if x is complex, then this property obviously fails. We now apply Bézout's theorem from complex algebraic geometry to the polynomial equations (3.16). It implies that a system of N − 1 cubic equations in N − 1 variables has at most 3 N −1 isolated complex solutions. Moreover, the number of complex solutions in complex projective space CP N −1 is exactly equal to 3 N −1 if the finite and infinite solutions are all isolated (for a more precise statement, see, e.g., [6] ). For the reader's convenience we state the version of Bézout's theorem in the simple case of intersection of two curves in the complex projective plane CP 2 . Proof. By Theorem 4, there exists a generic set of parameters d * ij > 0 such that all finite complex solutions (i.e., all solutions with w = 1) of (3.16) are isolated, with invertible Jacobian. Note that the zero set of (3.16) is a solution to N − 1 cubic equations. Bézout's theorem [6] then implies that (3.16) has at most 3
Theorem 6 (Bézout's theorem). Let P (x, y, z) and Q(x, y, z) be two homogeneous polynomials in three complex variables of degree n and m, respectively. Assume that P, Q do not have a common factor. Then
isolated, nondegenerate solutions. Moreover, if there are no solutions at infinity, then Bézout's theorem implies that there are exactly 3 N −1 finite solutions. That the nonreal complex solutions occur in self-conjugate quadruples is obvious, since V (x) is a real and even function. Note that the complex conjugate satisfies x * = −x, since otherwise the critical point x would be purely imaginary, which is easily excluded by genericity. For the statement concerning the real solutions at infinity, note that any real equilibrium at infinity would be a vector A more refined method for finding bounds on the number of isolated complex solutions of systems of polynomial equations is due to Bernstein; see, e.g., [6] for a detailed discussion of Bernstein's theorem. We describe an extended version that is due to Li and Wang [10] . 
The mixed volume of P 1 , . . . , P d then is defined as
Note (see [6, Ex. 7b, p. 322]) that for P 1 = · · · = P d := P the mixed volume is identical to
Moreover, if the vertices of the polytopes P 1 , . . . , P d are all integer vectors, then the mixed volume M V (P 1 , . . . , P d ) is an integer. The extended BKK bound in the form presented by Li and Wang then asserts the following. Theorem 8 (see [10] ). (N 1 , . . . , N d ) . Moreover, for generic coefficients in the f i , the number of complex solutions is exactly equal to M V (N 1 , . . . , N d ) .
less than or equal to the mixed volume M V
We now apply these bounds to the critical point equations (2.11). 
Since Γ is connected, for every i there exists j with μ ij = 1. In particular the exponent vectors e i , 3e i always occur. Therefore the set of exponent vectors for f i with zero adjoined is given as
Given i ∈ {1, . . . , N − 1} choose any j with μ ij = 1. Then the convex hull of
It follows that the extended Newton polytope of f i is equal to (3.27 )
In particular, for the complete graph Γ = K N the extended Newton polytopes for the critical point equations (2.11) are all equal to (3.28 )
In that case the mixed volume is thus equal to
This shows that the extended BKK bound for complete graphs coincides with the bound obtained from Bézout's theorem. Since the mixed volume M V (P 1 , . . . , P d ) is monotonically increasing in each variable P i , we obtain inequality M V (N 1 , . . . , N , . . . , N ) . We conclude the following. Theorem 9. Let Γ be any connected graph on N vertices with d * ij > 0, (i, j) ∈ E arbitrary. The extended Newton polytopes of (2.11) are given by (3.27) with mixed volume M V (N 1 , . . . , N N −1 ) . There are at most M V (N 1 , . . . , N N −1 ) ≤ 3 N −1 isolated solutions of (2.11).
The original version of the BKK bound actually concerns a more refined problem; i.e., it bounds the number of solutions of polynomial equations (3.22) 
rather than in affine space C d ; see [6] . The only formal difference from Theorem 8 is that one has to replace the extended Newton polytopes N i of f i by the Newton polytopesN i ⊂ N i , i.e., by the convex hulls of the set of exponent vectors A i of f i (without possibly adding to A i the zero point). By monotonicity of the mixed volume
The Newton polytopes of (2.11) are the convex hullN i of the union of sets
As an example consider the polygonal graph Γ on four vertices with edges (12), (14), (23), (34). The Newton polytopes arê
In contrast, the extended Newton polytopes are 
These results, together with Theorem 7, complete the proof of the first two claims of Theorem 1.
Morse-theoretic bounds.
A key result of Morse theory is a collection of equality/inequality relations between the number of critical points c i of Morseindex i and the Betti numbers β i (M ), summarized in the so-called Morse inequalities. Given any field k and any integer q ≥ 0, one can associate with a manifold M a series of k-vector spaces that capture interesting topological information on M . These are the so-called qth singular homology groups H q (M ; k); see, e.g., [7] . Then β q (M ) = dim H q (M ; k) denotes the qth Betti number of M (with coefficients in k).
If k = Z 2 is the unique field with two elements, then k = Z 2 has characteristic two, and the dimensions dim H q (M ; k) are called the mod 2 Betti numbers of M . Standard choices for k are k = R and k = Q. It is easily seen that the Betti numbers do not depend on the choice of k, as long as k is assumed to be of characteristic zero (as is the case for k = Q, R). In contrast, if k has characteristic p > 0, then the Betti numbers may depend on the characteristic p. This is related to the so-called torsion properties of the manifold M . Simple examples where this occurs include the real projective spaces (see below). If q = 0, then β 0 equals the number of connected components; hence for a connected manifold, there always holds β 0 = 1, irrespective of k.
The Morse inequalities for an arbitrary objective function with finitely many critical points on a smooth manifold (and any choice of coefficient field k) are [8] 
We now show how to apply such results to our cost function to estimate the number of critical points. Thus assume that the desired parameters It seems useful to examine the topology of this shape space (0, ∞) × RP N −2 in more detail. We are assuming here that the reader is familiar with a few basic facts from algebraic topology. It is well known that RP n is a smooth compact and connected manifold of (real) dimension n. It is orientable if and only if n is odd. This, together with the well-known fact that the integral homology of RP n has 2-torsion, implies that the usual Betti numbers differ from the mod 2 Betti numbers. Explicitly, for, e.g., n odd, the classical Betti numbers of RP n (for the field k = Q or k = R) are β q = 1 for q = 0, n and are zero otherwise. In contrast, the mod 2 Betti numbers of RP n are β i = 1 for i = 0, . . . , n; see [7] . Therefore the mod 2 Betti numbers are bigger than the classical Betti numbers, leading to sharper Morse inequalities. We summarize as follows. Returning to our problem of estimating the number of critical points of the cost function V , we derive a preparatory result. 
where β i denotes the ith mod 2 Betti number of M . Moreover, for j = N − 1 we get an equality. Note that the mod 2 Betti numbers of the manifold Proof. Any critical point ([x] , r) ofV corresponds to exactly two distinct critical points ±rx of V . By the preceding theorem, V has at least 2(N − 1) nonzero critical points, with at least two of each Morse-index 0, 1, . . . , N − 2. In addition, there is a local maximum at 0. At least two critical points are local minima, while at least 2N − 4 are saddle points. We have
The result follows. This result also completes the proof of the third claim in Theorem 1. N = 3, 4 . Three-agent and four-agent formations in the plane have been the subject of detailed study; see, e.g., [2, 3, 4, 5] . We note in passing that, though some of those references assume an underlying directed graph, a great many of the results carry over to the undirected case. We will deepen some of the results of these papers by focusing on collinear formations with complete graph Γ = K 3 , K 4 . In particular, we will prove Theorem 3. Critical points of V are precisely the solutions of the two cubic equations To the best of our knowledge, no explicit formulas for the number of critical points of this potential function are known, even for generic choices of desired parameters. We explain how to obtain full information on the critical point structure. The details involve certain lengthy but straightforward calculations, which we omit. In harmony with Theorem 7, it is immediately seen that this set of two cubic equations f 1 = 0, f 2 = 0 has no real roots other than x 1 = x 2 = 0. However, two conjugatecomplex solutions at infinity exist and are characterized by x 2 = e ±πi/3 x 1 . The rank of the derivative of (f 1 , f 2 ) at these solutions at infinity is easily calculated to be one. Therefore the equilibria at infinity are degenerate and each has intersection multiplicity 2.
Special cases
Thus we conclude that (4.5) has generically only isolated finite solutions. From the Morse-theoretic lower bound of Theorem 11, we see that, generically, there are at least five real solutions to the critical point equation (4.5) with x 3 = 1. By Theorem 7 the intersection multiplicities of these points are all equal to 1. Moreover, each of the two solution points at infinity has intersection multiplicity 2. Thus the sum of the intersection multiplicities at the equilibrium points is at least 5 + 4 = 9. But then Bézout's theorem implies that there are no further finite real or complex solutions, as they would increase the sum of intersection multiplicities by at least one. This completes the proof of Theorem 12. We prove the following result.
