In the present paper, we prove two theorems. In first theorem, we prove fixed point result for self-maps in the metric space under contractive condition of integral type by altering distance. In second result, we prove a unique common fixed point theorem by considering four sub compatible maps under a contractive condition of integral type.
Introduction and preliminaries
In [1] , Khan introduced and proved fixed point results by the altering distance in metric space. Aliouche [2] proved common fixed point results in symmetric space for weakly compatible mappings under contractive condition of integral type. In [3] , Babu generalized and proved fixed point results using control function. Later Bouhadjera and Godet [4] generalized concept of pair sub compatible maps and proved fixed point results. Also Chaudhari [5] [6], Chugh & Kumar [7] , Naidu [8] , Sastry et al. [9] generalized and proved some fixed point results.
Recently in [10] [11], Hosseni used contractive rule of integral type by altering distance and generalized common fixed point results. Many authors proved fixed point results with different techniques in different spaces (see [12] - [17] ). In , , , , ,
n a a a a n n n n n n f f f f f f f f a a a 
Main Result
Theorem 2.1: Let us consider the mappings , : 0   1  1  , , ,, 
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By using (12) we consider
From (10) and (12) we obtain 
We now show that the sequence { } n e is a Cauchy sequence in E. Keeping in mind Equation (15) 
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Hence using (16)
, . 
For all 1, 2, 3, 
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Now in above inequality if we take ∞ → k and by using results of (15), (20) & (21) we get ( )
This is due to monotone increasing fact of 1 ψ in its variable and by using property of 2 ψ that ( ) From the above inequality we get a contradiction. So that 0 ∈ = . This establishes convergent sequence in ( ) 
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Step II: Substituting 2 1 , n s z t e + = = in (27) and taking limit as n tends to infinity we get pz z = .
Step III: We know that ( ) ( ) Step IV: Substituting 
