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We show that for various classes C of sparse graphs, and several measures
of distance to such classes (such as edit distance and elimination distance),
the problem of determining the distance of a given graph G to C is fixed-
parameter tractable. The results are based on two general techniques. The
first of these, building on recent work of Grohe et al. establishes that any class
of graphs that is slicewise nowhere dense and slicewise first-order definable
is FPT. The second shows that determining the elimination distance of a
graph G to a minor-closed class C is FPT.
1 Introduction
The study of parameterized algorithmics for graph problems has thrown up a large
variety of structural parameters of graphs. Among these are parameters that measure
the distance of a graph G to a class C in some way. The simplest such measures are those
that count the number of vertices or edges that one must delete (or add) to G to obtain a
graph in C. A common motivation for studying such parameters is that if a problem one
wishes to solve is tractable on the class C, then the distance to C provides an interesting
parameterization of that problem (called distance to triviality by Guo et al. [14]). Other
examples of this include the study of modulators to graphs of bounded tree-width in
the context of kernelization (see [9, 11]) or the parameterizations of colouring problems
(see [17]). On the other hand, determining the distance of an input graph G to a class
C is, in general, a computationally challenging problem in its own right. Such problems
have also been extensively studied with a view to establishing their complexity when
parameterized by the distance. A canonical example is the problem of determining the
size of a minimum vertex cover in a graph G, which is just the vertex-deletion distance
of G to the class of edge-less graphs. More generally, Cai [3] studies the parameterized
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complexity of distance measures defined in terms of addition and deletion of vertices and
edges to hereditary classes C. Counting deletions of vertices and edges gives a rather
simple notion of distance, and many more involved notions have also been studied.
Classic examples include the crossing number of a graph which provides one notion of
distance to the class of planar graphs or the treewidth of a graph which can be seen
as a measure of distance to the class of trees. Another recently introduced measure is
elimination distance, defined in [2] where it was shown that graph isomorphism is FPT
when parameterized by elimination distance to a class of graphs of bounded degree.
In this paper we consider the fixed-parameter tractability of a variety of different
notions of distance to various different classes C of sparse graphs. We establish two
quite general techniques for establishing that such a distance measure is FPT. The first
builds on the recent result of Grohe et al. [13] which shows that the problem of evaluating
first-order formulas on any nowhere dense class of graphs is FPT with the formula as
parameter. We extract from their proof of this result a general statement about the
fixed-parameter tractability of definable sparse classes. To be precise, we show that
parameterized problems that are both slicewise nowhere dense and slicewise first-order
definable (these terms are defined precisely below) are FPT. As an application of this,
it follows that if C is a nowhere dense class of graphs that is definable by a first-order
formula, then the parameterized problem of determining the distance of a graph G to C
is FPT, for various notions of distance that can be themselves so defined. In particular,
we get that various forms of edit distance to classes of bounded-degree graphs are FPT
(a result established by Golovach [12] by more direct methods). Another interesting
application is obtained by considering elimination distance of a graph G to the class C of
empty graphs. This is nothing other than the tree-depth of G. While elimination distance
to a class C is in general not first-order definable, it is in the particular case where C is
the class of empty graphs. Thus, we obtain as an application of our method the result
that tree-depth is FPT, a result previously known from other algorithmic meta theorems
(see [18, Theorem 17.2]). The method of establishing that a parameterized problem is
FPT by establishing that it is slicewise nowhere dense and slicewise first-order definable
appears to be a powerful method of some generality which will find application beyond
these examples.
Our second general method specifically concerns elimination distance to a minor-
closed class C. We show that this measure is fixed-parameter tractable for any such C,
answering an open question posed in [2]. Note that while a proper minor-closed class is
always nowhere dense, it is not generally first-order definable (for instance, neither the
class of acyclic graphs nor the class of planar graphs is), and elimination distance to such
a class is also not known to be first-order definable. Thus, our results on the tractability
of slicewise first-order definable classes do not apply here. Instead, we build on work
of Adler et al. [1] to show that from a finite list of the forbidden minors characterising
C, we can compute the set of forbidden minors characterising the graphs at elimination
distance k to C. Adler et al. show how to do this for apex graphs, from which one
immediately obtains the result for graphs that are k deletions away from C. To extend
this to elimination distance k, we show how we can construct the forbidden minors for
the closure of a minor closed class under disjoint unions.
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In Section 2 we present the definitions necessary for the rest of the paper. Section 3
establishes our result for slicewise first-order definable and slicewise nowhere dense prob-
lems and gives some applications of the general method. Section 4 establishes that the
problem of determining elimination distance to any minor-closed class is FPT. Some
open questions are discussed in Section 5.
2 Preliminaries
First-order logic. We assume some familiarity with first-order logic for Section 3. A
(relational) signature σ is a finite set of relation symbols, each with an associated arity.
A σ-structure A consists of a set V (A) and for each k-ary relation symbol R ∈ σ a
relation R(A) ⊆ V (A)k. Our structures will mostly be (coloured) graphs, so σ = {E}
or σ = {E,C1, C2, . . . , Cr} where E is binary and the Ci are unary relation symbols. A
graph G is then a σ-structure with vertex set V (G), edge relation E(G), and colours
Ci(G).
A first-order formula ϕ is recursively defined by the following rules:
ϕ := R(x1, . . . , xr) | x = y | ¬ϕ | ϕ ∨ ϕ | ∃x.ϕ.
We also use the following abbreviations:
ϕ ∧ ψ := ¬(¬ϕ ∨ ¬ψ), ∀x.ϕ := ¬∃.¬ϕ.
The quantifier rank of a formula ϕ is the nesting depth of quantifiers in ϕ. For a more
detailed presentation we refer to Hodges [15].
Parameterized Complexity. Parameterized complexity theory is a two-dimensional ap-
proach to the study of the complexity of computational problems. We find it convenient
to define problems as classes of structures rather than strings. A problem Q ⊆ str(σ) is
an (isomorphism-closed) class of σ-structures given some signature σ. A parameteriza-
tion is a function κ : str(σ)→ N. We say thatQ is fixed-parameter tractable with respect
to κ if we can decide whether an input A ∈ str(σ) is in Q in time O(f(κ(A)) · |x|c),
where c is a constant and f is some computable function. For a thorough discussion of
the subject we refer to the books by Downey and Fellows [6], Flum and Grohe [8] and
Niedermeier [20].
A parameterized problem (Q, κ) is slicewise first-order definable if there is a com-
putable function f such that:
• for all i ∈ N, we have that f(i) = ϕi ∈ FO[σ];
• a σ-structure A with κ(A) ≤ i is in Q if and only if A |= ϕi.
Slicewise definability of problems in a logic was introduced by Flum and Grohe [7].
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Graph theory. A graph G is a set of vertices V (G) and a set of edges E(G) ⊆ V (G)×
V (G). We assume that graphs are loop-free and undirected, i.e. that E is irreflexive and
symmetric. We mostly follow the notation in Diestel [5]. For a set S ⊆ V (G) of vertices,
we write G \ S to denote the subgraph of G induced by V (G) \ S.
Let r ∈ N. An r-independent set in a graph G is a set of vertices of G such that their
pairwise distance is at least r.
A graph H is a minor of a graph G, written H  G, if there is a map, called the
minor map, that takes each vertex v ∈ V (H) to a tree Tv that is a subgraph of G such
that for any u 6= v the trees are disjoint, i.e. Tv ∩ Tu = ∅, and such such that for every
edge uv ∈ E(H) there are vertices u′ ∈ Tu, v
′ ∈ Tv such that u
′v′ ∈ E(G). A class of
graphs C is minor-closed if H  G ∈ C implies H ∈ C.
The set of minimal excluded minors M(C) is the set of graphs in the complement of C
such that for each G ∈M(C) all proper minors of G are in C. By the Robertson-Seymour
Theorem [21] the set M(C) is finite for every minor-closed class C. It is a consequence
of this theorem that membership in a minor-closed class can be tested in O(n3) time.
Let r ∈ N. A minor H of G is a depth-r minor of G if there is a minor map that takes
vertices in H to trees that have radius at most r. A class of graphs C is nowhere dense if
for every r ∈ N there is a graph Hr such that for no G ∈ C we have Hr r G. A nowhere
dense class of graphs C is called effectively nowhere dense if there is a computable
function f from integers to graphs such that for no G ∈ C and no r we have f(r) r G.
We are only interested in effectively nowhere dense classes so we simply use the term
nowhere dense to mean effectively nowhere dense.
We say that a parameterized graph problem (Q, κ) is slicewise nowhere dense if there
is a computable function h from pairs of integers to graphs such that for all i ∈ N, we
have for no G ∈ {H ∈ Q | κ(H) ≤ i} and r that h(i, r) r G. We will call h the
parameter function of Q.
For a class of graphs C we denote the closure of C under taking disjoint unions by
C. We say that a graph G is an apex graph over a class C of graphs if there is a vertex
v ∈ V (G) such that the graph G\{v} ∈ C. The class of all apex graphs over C is denoted
Capex.
A graph G has deletion distance k to a class C if there are k vertices v1, . . . , vk ∈ V (G)
such that G \ {v1, . . . , vk} ∈ C.
The elimination distance of a graph G to a class C defined as follows:
edC(G) :=


0, if G ∈ C;
1 + min{edC(G \ v) | v ∈ V (G)}, if G 6∈ C and G is connected;
max{edC(H) | H a connected component of G}, otherwise.
3 A general method for editing distances
In this section we establish a general technique for showing that certain definable param-
eterized problems on graphs are FPT. As an application, we show that certain natural
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distance measures to sparse graph classes are FPT. To be precise, we show that if a pa-
rameterized problem is both slicewise first-order definable and slicewise nowhere dense,
then it is FPT. In particular, this implies that if we have a class C that is first-order
definable and nowhere dense and the distance measure we are interested in is also first-
order definable (that is to say, for each k there is a formula that defines the graphs at
distance k from C), then the problem of determining the distance is FPT. More generally,
if we have a parameterized problem (Q, κ) that is slicewise nowhere dense and slicewise
first-order definable, and a measure of distance to it is definable in the sense that for
any values of k and d, there is a first-order formula defining the graphs at distance d to
the class {G | G ∈ Q and κ(G) ≤ k}, then the problem of deciding whether a graph has
distance at most d to this class is FPT parameterized by d+ k. In particular, this yields
the result of Golovach [12] as a consequence.
The method is an adaption of the main algorithm in Grohe et al. [13]. Since the proof
is essentially a modification of their central construction, rather than give a full account,
we state the main results they prove and explain briefly how the proofs can be adapted for
our purposes. For a full proof, this section is best read in conjunction with the paper [13].
Section 3.1 gives an overview of the key elements of the construction from [13] and the
elements from it which we need to extract for our result. Section 3.2 then gives our main
result and Section 3.3 derives some consequences for distance measures.
3.1 Evaluating Formulas on Nowhere Dense Classes
The key result of [13] is:
Theorem 3.1 (Grohe et al. [13], Theorem 1.1). For every nowhere dense class C and
every ǫ > 0, every property of graphs definable in first-order logic can be decided in time
O(n1+ǫ) on C.
We first give a sketch of the algorithm from Theorem 3.1 with an emphasis on the
changes needed for our purposes. We refer to [13] for several definitions and results.
The algorithm developed in the proof of Theorem 3.1 uses a locality-based approach,
similar to that used by Frick and Grohe [10] to show that first-order evaluation is FPT on
graphs of local bounded treewidth and developed in [4] for application to graph classes
with locally excluded minors . The idea is that any first-order formula ϕ is, by Gaifman’s
theorem, equivalent to a Boolean combination of local formulae, that is formulae that
assert the existence of neighbourhoods satisfying certain conditions. In classes of sparse
graphs where the size (or other parameter) of neighbourhoods of a given radius can be
bounded, this yields an efficient evaluation algorithm.
In nowhere dense classes of graphs, we cannot in general bound the size of neighbour-
hoods. For example, the class of apex graphs is nowhere dense, but a graph may contain
a vertex whose neighbourhood is the whole graph. However, nowhere dense classes are
quasi-wide [18], which means that we can remove a small (i.e. parameter-dependent)
set of vertices (the bottleneck) to ensure that there are many vertices that are far away
from each other. Grohe et al. [13] use this approach to iteratively transform the input
graph into a coloured graph where key bottleneck vertices are removed and vertices are
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coloured to keep relevant information. At the same time the formula ϕ to be evaluated
is also transformed so that it can be evaluated on the modified graph. This procedure
terminates on nowhere dense classes of graphs within a constant number of steps.
A key data structure used in the algorithm is a neighbourhood cover, i.e. a collection of
connected subgraphs, called clusters, so that each neighbourhood of a vertex is contained
in one of the clusters. The radius of a cover is the maximum radius of any of its clusters.
The degree of a vertex in a cover is the number of clusters the vertex is contained in.
An important result from [13] is that graphs from a nowhere dense class allow for small
covers and that such a cover can be efficiently computed.
Theorem 3.2 (Grohe et al. [13], Theorem 6.2). Let C be a nowhere dense class of
graphs. There is a function f such that for all r ∈ N and ǫ > 0 and all graphs G ∈ C
with n ≥ f(r, ǫ) vertices, there exists an r-neighbourhood cover of radius at most 2r
and maximum degree at most nǫ and this cover can be computed in time f(r, ǫ) · n1+ǫ.
Furthermore, if C is effectively nowhere dense, then f is computable.
In this theorem, f is a function of r and ǫ and depends on the class C in the sense
that it is determined, for an effectively nowhere dense C by its parameter function. To
be precise, the algorithm needs to order the vertices of G to witness a weak colouring
number of less than nǫ. The weak colouring number is an invariant of the graph that is
guaranteed to be low for graphs from a nowhere dense class. The time bound f(r, ǫ)·n1+ǫ
is obtained using an algorithm for this from Nesetril and Ossona de Mendez [19].
While the algorithm of [13] assumes that the input graph G comes from the class C,
we can say something more. For a fixed nowhere dense class C, where we know the
parameter function h, we can, given G, r and ǫ, compute a bound on the running time
of the algorithm from Theorem 3.2 . By running the algorithm to this bound, we have
the following as a direct consequence of the proof of Theorem 3.2 .
Lemma 3.3. There is a computable function f and an algorithm A which given any
graph G with n vertices and for any r ∈ N and ǫ > 0 either computes an r-neighbourhood
cover of radius at most 2r and maximum degree at most nǫ or determines that G 6∈ C.
At the core of the proof of Theorem 3.1 is the Rank-Preserving Locality Theorem.
Given a neighbourhood cover X in a graph G, the algorithm iteratively removes bot-
tleneck vertices and adds colours to the neighbourhoods of removed vertices to obtain
a coloured graph denoted G ⋆q+1X q. Here q is an integer parameter obtained from the
first-order formula ϕ that we wish to evaluate in G. At the same time, ϕ is transformed
into a formula ϕˆ that is (a) in the expanded signature of the G ⋆q+1X q; and (b) in a
logic FO+ which enriches FO by allowing us to assert distances between vertices without
the need for quantifiers. This ensures that the local sentence ϕˆ has the same quantifier
rank as ϕ, giving us the Rank-Preserving Locality Theorem below. In the following
statement, a (q + 1, r)-independence sentence is a formula asserting the existence of a
distance-r-independent set of size q + 1 of a particular colour.
Theorem 3.4 (Rank-Preserving Locality Theorem, Grohe et al. [13], Theorem 7.5).
For every q ∈ N there is an r such that for every FO-formula ϕ(x) of quantifier rank q
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there is an FO+-formula ϕˆ(x), which is a Boolean combination of (q+1, r)-independence
sentences and atomic formulas, such that for any graph G every r-neighbourhood cover
X of G, and every v ∈ V (G),
G |= ϕ(v) ⇐⇒ G ⋆q+1X q |= ϕˆ(v).
Furthermore, ϕˆ is computable from ϕ, and r is computable from q.
An important tool for constructing G ⋆q+1X q is a game characterisation of nowhere
dense classes. The game has three parameters: ℓ,m, r. In the (ℓ,m, r) Splitter game
two players Connector and Splitter play against each other. In each round Connector
chooses a vertex u, and Splitter has to respond with a set A of vertices of size at most
m in the r-neighbourhood of u. In the next round the graph is the neighbourhood of
u with the vertices from A removed. If the graph is empty, Splitter wins. If Connector
survives for more than ℓ rounds, she wins. Grohe et al. [13] prove [13, Theorem 4.2]
that if C is a nowhere dense class, then there are ℓ,m such that Splitter has a winning
strategy on the (ℓ,m, 2r) Splitter game on every graph in C.
The Splitter’s strategy on a graph G (which can be efficiently computed) is the es-
sential tool in the construction of G ⋆q+1X q. The inductive procedure used to compute
G⋆q+1X q from G is outlined in [13, Proof of Theorem 8.1]. We note that the termination
of the algorithm depends on the length of the game – which is bounded by a constant
since C is nowhere dense. The strategy to compute Splitter’s moves is described in [13,
Remark 4.3]. Since the run time of the algorithm to compute G ⋆q+1X q only depends on
q and the length of the Splitter game and we can compute this in advance, we can once
again extract the fact that if we start with an arbitrary graph G, we can efficiently either
transform it into G ⋆q+1X q or determine that it is not in the class C. This is summed up
in the following lemma.
Lemma 3.5. Let C be a nowhere dense class of graphs. There is an algorithm that runs
in time O(q) which given a graph G returns G ⋆q+1X q or determines that G 6∈ C.
Theorem 3.4 reduces the problem of evaluating a formula of first-order logic to deciding
a series of distance-r-independent set problems. So, the final ingredient is to show that
this is tractable. Formally, the problem is defined as follows:
Distance Independent Set
Input: A graph G and k, r ∈ N.
Parameter: k + r
Problem: Does G contain an r-independent set of size k?
The problem is shown to be FPT on nowhere dense classes of graphs [13, Theorem 5.1].
Since the runtime of the algorithm depends on the length of the Splitter game and
Splitter’s strategy, and this can be bounded in advance, [13, Theorem 5.1] can be restated
as follows:
Lemma 3.6. Let C be a nowhere dense class of graphs. Then there is an algorithm A
and a computable function f such that for every ǫ > 0 A runs in time f(ǫ, r, k) and
either solves the Distance Independent Set problem or determines that G 6∈ C.
7
This is all we need to evaluate ϕˆ on G ⋆q+1X q, which is equivalent to evaluating ϕ on
G by Theorem 3.4.
3.2 Deciding Definable nowhere dense Problems
The main result of [13] establishes that checking whether G |= ϕ is FPT when param-
eterized by ϕ provided that G comes from a known nowhere dense class C. Thus, the
formula is arbitrary, but the graphs come from a restricted class. In Section 3.1 above
we give an account of this proof from which we can extract the observation that the
algorithm can be modified to work for an arbitrary input graph G with the requirement
that the algorithm may simply reject the input if G is not in C. This suggests a tractable
way of deciding G |= ϕ provided that ϕ defines a nowhere dense class. Now the graphs
is arbitrary, but the formula comes from a restricted class. We formalise the result in
the following theorem:
Theorem 3.7. Let (Q, κ) be a problem that is slicewise first-order definable and slicewise
nowhere dense. Then (Q, κ) is fixed-parameter tractable.
Proof. In the following, for ease of exposition, we assume that an instance of the problem
consists of a graph G and κ(G) = i for some positive integer i.
Step 1: Compute ϕ and the parameters function. Since (Q, κ) is slicewise first-order
definable, we can compute from i a first-order formula ϕ which defines the class
of graphs Ci = {H | H ∈ Q and κ(H) ≤ i}. Moreover, since (Q, κ) is slicewise
nowhere dense, we can compute from i an algorithm that computes the parameter
function h for Ci.
Step 2: Obtain ϕˆ from ϕ. By the Rank-Preserving Locality Theorem (Theorem 3.4),
we can compute from ϕ the formula ϕˆ and a radius r.
Step 3: Find a small cover X for G. By Lemma 3.3, we can either find a cover X for
G, or reject if the algorithm determine that G 6∈ Ci.
Step 4: Simulate Splitter game to compute G ⋆q+1X q. By Lemma 3.5 we obtainG⋆
q+1
X
q or reject if the algorithm determines that G 6∈ Ci.
Step 5: Evaluate ϕˆ on G ⋆q+1X q. Finally we evaluate ϕˆ on G⋆
q+1
X q. To do this, we need
to solve the distance independent set problem. We can do this by Lemma 3.6.
Since evaluating ϕˆ on G⋆q+1X q is equivalent to evaluating ϕ on G this allows us to
decide whether G ∈ Q.
3.3 Applications
In this Section we discuss some applications of Theorem 3.7 that demonstrate its power.
We begin by considering simple edit distances.
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Edit Distances A graph G has deletion distance k to a class C if there exists a set S
of k vertices in G so that G \ S ∈ C. Suppose (Q, κ) is a parameterized graph problem.
We define the problem of deletion distance to Q as follows:
Deletion Distance to Q
Input: A graph G and k, d ∈ N.
Parameter: k + d
Problem: Does G contain a set S of k vertices so that κ(G\S) ≤ d and G\S ∈ Q?
In many of the examples below, we define formulas of first-order logic by relativisation.
For convenience, we define the notion here.
Definition 3.8. Let ϕ and ψ(x) be first-order formulas, where ψ has a distinguished
free variable x . The relativisation of ϕ by ψ(x), denoted ϕ[x.ψ] is the formula obtained
from ϕ by replacing all subformulas of the form ∃v ϕ′ in ϕ by ∃v(ψ[v/x] ∧ ϕ′), and all
subformulas of the form ∀v ϕ′ in ϕ by ∀v(ψ[v/x]→ ϕ′). Here ψ[v/x] denotes the result
of replacing the free occurrences of x in ψ with v in a suitable way avoiding capture.
The key idea here is that if ϕ[x.ψ] is true in a graph G if ϕ is true in the subgraph of
G induced by the vertices that satisfy ψ(x). Note that the variable x that is free is ψ
is bound in ϕ[x.ψ]. Other variables that appear free in ψ remain free in ϕ[x.ψ]. We stress
this as it is needed in Proposition 3.11 where nested relativisations are used.
Proposition 3.9. If (Q, κ) is slicewise nowhere dense and slicewise first-order definable
then Deletion Distance to Q is FPT.
Proof. It suffices to show that Deletion Distance to Q is also slicewise nowhere
dense and slicewise first-order definable. For the latter, note that if ϕi is the first-order
formula that defines the class of graphs Ci = {G | κ(G) ≤ i and G ∈ Q}, then the class
of graphs at deletion distance k to Ci is given by:
∃w1, . . . , wkϕ
[x.θk]
i
where θk(x) is the formula
∧
1≤i≤k x 6= wi.
To see that Deletion Distance to Q is also slicewise nowhere dense, let h be the
parameter function for Q. If the graph h(i, r) has m vertices, then Km is not a depth-
r-minor of any graph in Ci. Then a graph which has deletion distance k to Ci cannot
have Km+k as a depth-r-minor. Indeed, suppose Km+k r G and G \ S ∈ Ci where S is
a set of k vertices. Vertices from S can appear in the images of at most k vertices from
Km+k under the minor map. Thus, this minor map also witnesses that Km r G \ S, a
contradiction.
Instead of deleting vertices, we can also consider editing the graph by adding or
deleting edges. It is easily seen that we can modify a first-order formula ϕ to define the
class of graphs G that can be made to satisfy ϕ by k edge additions or deletions. An
added or deleted edge is identified by a pair of vertices uv ∈ E(G). If we want to add
the edge uv we can replace all occurrences of E(w1, w2) in ϕ by:
(w1 = u ∧ w2 = v) ∨ (w1 = v ∧ w2 = u) ∨ E(w1, w2).
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Similarly we delete an edge uv by replacing all occurrences of E(w1, w2) in ϕ by:
(w1 6= u ∨ w2 6= v) ∧ (w1 6= v ∨ w2 6= u) ∧ E(w1, w2).
Thus, an analogue of Proposition 3.9 is obtained for any combination of vertex and edge
deletions and additions. Golovach [12] proved that that editing a graph to degree d using
at most k edge additions/deletions is FPT parameterized by k + d. Since the class of
graphs of degree d is first-order definable and nowhere dense for any d, the result also
follows directly from Theorem 3.7.
Tree-depth. Tree-depth is a graph parameter that lies between the widely studied pa-
rameters vertex cover number and tree width. It has interesting connections to nowhere
dense graph classes. It is usually defined as follows:
Definition 3.10. The tree-depth of a graph G, written td(G), is defined as follows:
td(G) :=


0, if V (G) = ∅;
1 + min{td(G \ v) | v ∈ V (G)}, if G is connected;
max{td(H) | H a component of G}, otherwise.
Note that a graph has tree-depth k if and only if it has elimination distance k to the
class of empty graphs. So one can think of elimination distance as a natural generalisa-
tion of tree-depth.
It is known that the problem of determining the tree-depth of graph is FPT, with
tree-depth as the parameter (see [18, Theorem 7.2]). We now give an alternative proof
of this, using Theorem 3.7. It is clear that for any k, the class of graphs of tree-depth
at most k is nowhere dense. We show below that it is also first-order definable.
Proposition 3.11. For each k ∈ N there is a first-order formula ϕk such that a graph
G has tree-depth k if and only if G |= ϕk.
Proof. We use the fact that in a graph of tree-depth less than k, there are no paths of
length greater than 2k. This allows us, in the inductive definition of tree-depth above,
to replace the condition of connectedness (which is not first-order definable) with a
first-order definable condition on vertices at distance at most 2k.
Let distd(u, v) denote the first-order formula with free variables u and v that is satisfied
by a pair of vertices in a graph G if, and only if, they have distance at most d in G.
Note that the formula dist
[x.x 6=w]
d (u, v) is then a formula with three free variables u, v, w
which defines those u, v which have a path of length d in the graph obtained by deleting
the vertex w.
We can now define the formula ϕk by induction. Only the empty graph has tree-depth
0, so ϕ0 := ¬∃v(v = v).
Suppose that ϕk defines the graphs of tree-depth at most k, let
θk := (∀u, v dist2k+1(u, v)) ∧ ∃w(ϕ
[x.x 6=w]
k ).
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The formula θk defines the connected graphs of tree depth at most k+1. Indeed, the first
conjunct ensures that the graph is connected as no pair of vertices has distance greater
than 2k+1 and the second conjunct ensures we can find a vertex w whose removal yields
a graph of tree-depth at most k.
We can now define the formula ϕk+1 as follows.
ϕk+1 := (∀u, v dist2k+1+1(u, v)→ dist2k+1(u, v)) ∧ ∀wθ
[x.dist
2k+1
(w,x)]
k .
The formula asserts that there are no pairs of vertices whose distance is strictly greater
than 2k+1 and that for every vertex w, the formula θk holds in its connected component,
namely those vertices which are at distance at most 2k+1 from w.
While the proof of Proposition 3.9 shows that deletion distance to any slicewise first-
order definable class is also slicewise first-order definable, Proposition 3.11 shows that
elimination distance to the particular class of empty graphs is slicewise first-order defin-
able. It does not establish this more generally for elimination distance to any slicewise
nowhere dense class.
4 Elimination distance to classes characterised by
excluded minors
In this section we show that determining the elimination distance of a graph to a minor-
closed class C is FPT when parameterized by the elimination distance. More generally,
we formulate the following parameterized problem where the forbidden minors of C are
also part of the parameter.
Elimination Distance to Excluded Minors
Input: A graph G, a natural number k ∈ N and a set of graphs M
Parameter: k +
∑
G∈M |G|
Problem: Does G have elimination distance k to the class C characterised by
M(C) = M?
It is not difficult to show that the class of graphs which have elimination distance k
to a minor-closed class C is also a minor-closed class. Indeed, this can be seen directly
from an alternative characterisation of elimination distance that we establish below. The
characterisation is in terms of the iterated closure of C under the operation of disjoint
unions and taking the class of apex graphs. We introduce a piece of notation for this in
the next definition. Recall that we write Capex for the class of all the apex graphs over
C, and that we write C for the closure of C under disjoint unions.
Definition 4.1. For a class of graphs C, let C0 := C, and Ci+1 := Ci
apex.
We show next that the class Ck is exactly the class of graphs at elimination distance
k from C.
Proposition 4.2. Let C be a class of graphs and k ≥ 0. Then Ck is the class of all
graphs with elimination distance at most k to C.
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Proof. We prove this by induction. Only the graphs in C have elimination distance 0 to
C, so the statement holds for k = 0.
Suppose the statement holds for k. If G ∈ Ck+1, then G is a disjoint union of graphs
G1, . . . , Gs from Ck
apex, so we can remove at most one vertex from each of the Gi and
obtain a graph in Ck. Thus the elimination distance of G to Ck is 1, and by induction
the elimination distance to C is k + 1. Conversely, if G has elimination distance k + 1
to C, then we can remove a vertex from each component of G to obtain a graph G′ with
elimination distance k to C. Using the induction hypothesis each component of G′ is in
Ck, and thus G ∈ Ck+1.
It is easy to see that if C is a minor-closed class of graphs then so is Ck for any k.
Indeed, it is well-known that Capex is minor-closed for any minor-closed C, so we just
need to note that C is also minor-closed. But it is clear that if H is a minor of a graph
G that is the disjoint union of graphs G1, . . . , Gs, then H itself is the disjoint union of
(possibly empty) minors of G1, . . . , Gs. Thus, the class of graphs of elimination distance
at most k to a minor-closed class C is itself minor-closed. We next show that we can
construct the set of its minimal excluded minors from the corresponding set for C.
To obtain M(Ck), we need to iteratively compute M(C
apex) and M(C) from M(C).
Adler et al. [1] show that from the set of minimal excluded minors M(C) of a class C,
we can compute M(Capex):
Theorem 4.3 ([1], Theorem 5.1). There is a computable function that takes the set of
graphs M(C) characterising a minor-closed class C to the set M(Capex).
We next aim to show that from M(C) we can also compute compute M(C). Together
with Theorem 4.3 this implies that fromM(C) we can computeM(Ck), the set of minimal
excluded minors for the class of graphs with elimination distance k to C.
We begin by characterising minor-closed classes that are closed under disjoint unions
in terms of the connectedness of their excluded minors.
Lemma 4.4. Let C be a class of graphs closed under taking minors. Then C is closed
under taking disjoint unions iff each graph in M(C) is connected.
Proof. Let C be a minor-closed class of graphs, and let M(C) = {H1, . . . , Hs} be its set
of minimal excluded minors.
Suppose each of the graphs in M(C) is connected. Let H ∈ M(C) and let G =
G1 ⊕ · · · ⊕Gr be the disjoint union of graphs G1, . . . , Gr ∈ C. Because H is connected,
we have that H  G if and only if H  Gi for one 1 ≤ i ≤ r. So, since all the Gi ∈ C, we
have H 6 G and thus G ∈ C. This shows that C is closed under taking disjoint unions.
Conversely assume one of the graphs H ∈ M(C) is not connected and let A1, . . . , At
be its components . Then A1, . . . , At ∈ C, since each Ai is a proper minor of H , and H
is minor-minimal in the complement of C. However, A1 ⊕ · · · ⊕ At = H 6∈ C.
Definition 4.5. For a graph G with connected components G1, . . . , Gr, let H denote
the set of connected graphs H with V (H) = V (G) and such that the subgraph of H
induced by V (Gi) is exactly Gi. We define the connection closure of G to be the set of
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all minimal (under the subgraph relation) graphs in H. The connection closure of a set
of graphs is the union of the connection closures of the graphs in the set.
Note that if G has e edges and m components, then any graph in the connection
closure of G has exactly e+m− 1 edges. This is because it has G as a subgraph and in
additionm−1 edges corresponding to a tree onm vertices connecting them components.
Lemma 4.6. Let C be a minor-closed class of graphs. Then M(C) is the set of minor-
minimal graphs in the connection closure of M(C).
Proof. Let C be a minor-closed class of graphs, with M(C) its set of minimal excluded
minors, and let Mˆ be the connection closure of M(C).
Let G be a graph such that Hˆ 6 G for all Hˆ ∈ Mˆ . Suppose for a contradiction that
G is not a disjoint union of graphs from C. Then there is a component G′ of G that is
not in C and therefore there is a graph H ∈M(C) such that H  G′. We show that one
of the graphs in the connection closure of H is a minor of G′.
Let {w1, . . . , ws} be the vertex set of H and consider the image T1, . . . , Ts of the minor
map from H to G′. Let T be a minimal subtree of G′ that contains all of the Ti. Such a
tree must exist since G′ is connected. Let Hˆ be the graph with the same vertex set as
H , and an edge between two vertices wi, wj whenever either wiwj ∈ E(H) or when there
is a path between Twi and Twj in T that is disjoint from any Twk with wi 6= wk 6= wj.
We claim that Hˆ is in the connection closure of H . By construction, Hˆ is connected and
contains all components of H as disjoint subgraphs, so we only need to argue minimality.
Hˆ has no vertices besides those in H so no graph obtained by deleting a vertex would
contain all components of H as subgraphs. To see that no edge of Hˆ is superfluous, we
note it has exactly e + m − 1 edges and thus no proper subgraph could be connected
and have all components of H as disjoint subgraphs. By the construction Hˆ  G′  G,
so by the transitivity of the minor relation we have that Hˆ  G.
Conversely let G be an arbitrary graph and assume that Hˆ ∈ Mˆ and Hˆ  G. Because
Hˆ is connected, there is a connected component G′ of G such that Hˆ  G′. Now there
must be a graph H ∈M(C) such that Hˆ is in the connection closure of H , and since H
is a subgraph of Hˆ, H  Hˆ. Then, by the transitivity of the minor relation, H  G′
and thus G′ 6∈ C. Therefore G is not a disjoint union of graphs from C.
Now we can put everything together and prove our main theorem:
Theorem 4.7. There is a computable function which takes a set M of excluded minors
characterising a minor-closed class C and k ≥ 0 to the set M(Ck).
Proof. The proof is by induction. For k = 0, the set of minimal excluded minors of C0 is
M(C0) = M(C), which is given. For k > 0, we have that Ck = Ck−1
apex. By the induction
hypothesis we can compute M(Ck−1), by Theorem 4.3 we can compute M(Ck−1
apex)
and using Lemma 4.6 we can compute the connection closure of M(Ck−1
apex) to obtain
M(Ck−1
apex) =M(Ck).
So by the Robertson-Seymour Theorem we have the following:
Corollary 4.8. Let C be a minor-closed graph class. Then the problem Elimination
Distance to Excluded Minors is FPT.
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5 Conclusion
We are motivated by the study of the fixed-parameter tractability of edit distances in
graphs. Specifically, we are interested in edit distances such as the number of vertex
or edge deletions, as well as more involved measures like elimination distance. Aiming
at studying general techniques for establishing tractability, we establish an algorithmic
meta-theorem showing that any slicewise first-order definable and slicewise nowhere
dense problem is FPT. This yields, for instance, the tractability of counting the number
of vertex and edge deletions to a class of bounded degree. As a second result, we establish
that determining elimination distance to any minor-closed class is FPT, answering an
open question of [2].
A natural open question raised by these two results is whether elimination distance
to the class of graphs of degree d is FPT. When d is 0, this is just the tree-depth of a
graph, and this case is covered by our first result. For positive values of d, it is not clear
whether elimination distance is first-order definable. Indeed, a more general version of
the question is whether for any nowhere dense and first-order definable C, elimination
distance to C is FPT.
Another interesting case that seems closely related to our methods, but is not an
immediate consequence is that of classes that are given by first-order interpretations
from nowhere dense classes of graphs. For instance, consider the problem of determining
the deletion distance of a graph to a disjoint union of complete graphs. This problem,
known as the cluster vertex deletion problem is known to be FPT (see [16]). The class
of graphs that are disjoint unions of cliques is first-order definable but certainly not
nowhere dense and so the method of Section 3 does not directly apply. However, this
class is easily shown to be interpretable in the nowhere dense class of forests of height 1.
Can this fact be used to adapt the methods of Section 3 to this class?
14
References
[1] I. Adler, M. Grohe, and S. Kreutzer, Computing excluded minors, SODA ’08: Pro-
ceedings of the nineteenth annual ACM-SIAM symposium on Discrete algorithms,
SIAM, January 2008.
[2] J. Bulian and A. Dawar, Graph isomorphism parameterized by elimination distance
to bounded degree, Parameterized and Exact Computation - 9th International Sym-
posium, IPEC 2014, Wroclaw, Poland, September 10-12, 2014. Revised Selected
Papers, 2014, pp. 135–146.
[3] L. Cai, Fixed-parameter tractability of graph modification problems for hereditary
properties, Inf. Process. Lett. 58 (1996), 171–176.
[4] A. Dawar, M. Grohe, and S. Kreutzer, Locally excluding a minor, Proc. 22nd IEEE
Symp. on Logic in Computer Science, 2007, pp. 270–279.
[5] R. Diestel, Graph Theory, Springer, January 2000.
[6] R. G. Downey and M. R. Fellows, Parameterized Complexity, Springer, October
2012.
[7] J. Flum and M. Grohe, Fixed-Parameter Tractability, Definability, and Model-
Checking., SIAM J. Comput. 31 (2001), no. 1, 113–145.
[8] , Parameterized Complexity Theory, Springer, May 2006.
[9] F. V. Fomin, D. Lokshtanov, N. Misra, and S. Saurabh, Planar F-deletion: Approx-
imation, kernelization and optimal FPT algorithms, 53rd Annual IEEE Symposium
on Foundations of Computer Science, FOCS, 2012, pp. 470–479.
[10] M. Frick and M. Grohe, Deciding First-Order Properties of Locally Tree-
Decomposable Graphs, Automata, Languages and Programming, Springer, January
1999, pp. 331–340.
[11] J. Gajarsky´, P. Hlineny´, J. Obdrza´lek, S. Ordyniak, F. Reidl, P. Rossmanith,
F. Sanchez Villaamil, and S. Sikdar, Kernelization using structural parameters on
sparse graph classes, Algorithms - ESA 2013 - 21st Annual European Symposium,
2013, pp. 529–540.
[12] P. A. Golovach, Editing to a Graph of Given Degrees, Parameterized and Exact
Computation, Springer, September 2014, pp. 196–207.
[13] M. Grohe, S. Kreutzer, and S. Siebertz, Deciding first-order properties of nowhere
dense graphs, STOC ’14: Proceedings of the 46th Annual ACM Symposium on
Theory of Computing, ACM, May 2014.
15
[14] J. Guo, F. Hu¨ffner, and R. Niedermeier, A Structural View on Parameterizing Prob-
lems: Distance from Triviality, Parameterized and Exact Computation, Springer,
2004, pp. 162–173.
[15] W. Hodges, A Shorter Model Theory, Cambridge University Press, 1997.
[16] F. Hu¨ffner, C. Komusiewicz, H. Moser, and R. Niedermeier, Fixed-parameter algo-
rithms for cluster vertex deletion, Theory Comput. Syst. 47 (2010), 196–217.
[17] D. Marx, Parameterized coloring problems on chordal graphs, Theor. Comput. Sci.
351 (2006), 407–424.
[18] J. Nesetril and P. Ossona de Mendez, Sparsity - graphs, structures, and algorithms,
Springer, 2012.
[19] J. Nesˇetrˇil and P. Ossona de Mendez, Grad and classes with bounded expansion II.
Algorithmic aspects, European Journal of Combinatorics 29 (2008), no. 3, 777–791.
[20] R. Niedermeier, Invitation to Fixed-Parameter Algorithms, Oxford University Press,
February 2006.
[21] N. Robertson and P. D. Seymour, Graph minors. XX. wagner’s conjecture, J. Comb.
Theory, Ser. B 92 (2004), 325–357.
16
