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DIRICHLET EIGENVALUE SUMS ON TRIANGLES ARE
MINIMAL FOR EQUILATERALS
R. S. LAUGESEN AND B. A. SIUDEJA
Abstract. Among all triangles of given diameter, the equilateral tri-
angle is shown to minimize the sum of the first n eigenvalues of the
Dirichlet Laplacian, for each n ≥ 1. In addition, the first, second and
third eigenvalues are each proved to be minimal for the equilateral tri-
angle.
The disk is conjectured to be the minimizer among general domains.
1. Results and Conjectures
This paper establishes geometrically sharp lower bounds for the Dirichlet
eigenvalues of the Laplacian on triangular domains. These eigenvalues are
important in solving the wave, diffusion and Schro¨dinger equations. The
eigenfunctions satisfy −∆u = λu with boundary condition u = 0, and the
eigenvalues satisfy
0 < λ1 < λ2 ≤ λ3 ≤ · · · → ∞.
We start with a sharp bound on eigenvalue sums. Notice we normalize
the eigenvalues to be scale invariant, by multiplying with the square of the
diameter D of the domain.
Theorem 1.1. Among all triangular domains of given diameter, the equi-
lateral triangle minimizes the sum of the first n eigenvalues of the Dirichlet
Laplacian, for each n.
That is, if T is a triangular domain, E is equilateral, and n ≥ 1, then
(λ1 + · · ·+ λn)D2
∣∣∣
T
≥ (λ1 + · · · + λn)D2
∣∣∣
E
with equality if and only if T is equilateral.
The theorem is proved in Section 3.
The case n = 1 for the fundamental tone was known already, by combining
Po´lya and Szego˝’s result [32, Note A] that λ1A is minimal for the equilateral
triangle with the elementary isodiametric inequality that D2/A is minimal
among triangles for the equilateral triangle. For n = 2 this argument fails,
because (λ1+λ2)A is not minimal for the equilateral triangle (see Figure 6b).
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2Thus the extension from n = 1 to n ≥ 1 in Theorem 1.1 is possible because
we weaken the geometric normalization from area to diameter.
The eigenvalues of the equilateral triangle are known explicitly. We recall
the formula in Appendix A.
Lower bounds on eigenvalues, as in Theorem 1.1, are generally difficult
to establish because eigenvalues are characterized by minimization of a
Rayleigh quotient. The best known lower bound on the first eigenvalue
of a general domain is the Rayleigh–Faber–Krahn theorem that the funda-
mental tone is minimal for the disk, among domains of given area; in other
words, the scale invariant quantity λ1A is minimal for the disk. The stan-
dard proof is by rearrangement. Rearrangement methods cannot be applied
for higher eigenvalues, n > 1, because the higher modes change sign. Our
method is different. As we explain in Section 3, this new
Method of the Unknown Trial Function
involves transplanting the (unknown) eigenfunctions of an arbitrary triangle
to yield trial functions for the (known) eigenvalues of certain equilateral and
right triangles. Transplantation distorts the derivatives in the Rayleigh quo-
tient, but by “interpolating” the various transplantations, we can eliminate
the distortions and arrive at sharp lower bounds on the eigenvalues of the
arbitrary triangle.
Remark. Theorem 1.1 gives a geometrically sharp result on all eigenvalue
sums. It is the first sharp lower bound of this kind, so far as we are aware.
One might contrast the Theorem with the lower bound of Berezin [6] and
Li and Yau [23] that (λ1 + · · · + λn)A > 2πn2. This estimate is not geo-
metrically sharp because there is no domain known on which equality holds,
when n is fixed. The Berezin–Li–Yau inequality is instead asymptotically
sharp for each domain as n→∞, by the Weyl asymptotic λnA ∼ 4πn.
Next we minimize the eigenvalues individually.
Theorem 1.2. For each triangular domain one has
λ1D
2 ≥ 3 · 16π
2
9
, λ2D
2 ≥ 7 · 16π
2
9
and λ3D
2 ≥ 7 · 16π
2
9
.
In each inequality, equality holds if and only if T is equilateral.
The difficult result in the theorem is the inequality for λ2. We prove it
by writing λ2 = (λ1 + λ2) − λ1 and then combining a new lower bound on
λ1+λ2 with a known upper bound on λ1. See Section 6. Note the inequality
for λ3 in the theorem follows directly from the one for λ2, and the inequality
for the first eigenvalue is just the case n = 1 of Theorem 1.1.
It is conceivable that every eigenvalue might be minimal for the equilateral
triangle, which would extend Theorem 1.2 to all n.
Conjecture 1.3. The equilateral triangle minimizes each eigenvalue of the
Dirichlet Laplacian, among all triangles of given diameter. That is, λnD
2
is minimal when the triangle is equilateral, for each n ≥ 1.
3Among rectangles the analogous conjecture is false: the square is not
always the minimizer, by the following explicit calculation. The rectangle
with sides of length cosφ and sinφ has diameter D = 1, and eigenvalues
λ1 = π
2(sec2 φ+ csc2 φ) and λ2 = π
2(22 sec2 φ+ csc2 φ) when 0 < φ ≤ π/4.
One computes that λ2 is minimal for some φ < π/4, in other words, for some
non-square rectangle, and similarly for the sum λ1+λ2. Thus the theorems
in this paper do not adapt to rectangles.
Nonetheless, our work on triangles tends to support a conjecture for gen-
eral domains.
Conjecture 1.4. The disk minimizes the sum of the first n ≥ 1 eigenvalues
of the Dirichlet Laplacian, among all plane domains of given diameter. That
is, (λ1 + · · ·+ λn)D2 is minimal when the domain is a disk.
Perhaps even the individual eigenvalues are minimal for the disk.
Conjecture 1.5. The disk minimizes each eigenvalue of the Dirichlet Lapla-
cian, among all plane domains of given diameter. That is, λnD
2 is minimal
when the domain is a disk, for each n.
For n = 1, the last two Conjectures are true by the Faber–Krahn theorem
that λ1A is minimal for the disk together with the isodiametric theorem
that D2/A is minimal for the disk.
For n = 2, the minimality of λ2D
2 for the disk was suggested already by
Bucur, Buttazzo and Henrot [8], who conjectured that
λ2D
2 ≥ 4j21,1 (1.1)
for all bounded plane domains (with equality for the disk). Our paper is
motivated by their conjecture. Notice Theorem 1.2 improves considerably
on the conjectured (1.1), for triangles, because 7 · 16π2/9 ≃ 123 is greater
than 4j21,1 ≃ 59.
For all n, Conjectures 1.4 and 1.5 are true in the sub-class of ellipses,
because an ellipse of diameter D lies inside a disk of the same diameter, and
the eigenvalues of the disk are lower by domain monotonicity.
Summing up, then, the main contributions of the paper are that it devel-
ops a new method for proving geometrically sharp lower bounds on eigenval-
ues, that it handles eigenvalue sums of arbitrary length, and that it supports
new and existing conjectures on general domains by investigating the inter-
esting class of triangular domains.
We contribute also some numerical observations about symmetry prop-
erties of second eigenfunctions of isosceles triangles. Given an isosceles tri-
angle with line of symmetry L, we call an eigenvalue (anti)symmetric if its
corresponding eigenfunction is (anti)symmetric in L. For example, the fun-
damental tone of an isosceles triangle is symmetric, since the fundamental
mode is symmetric (by uniqueness).
Definition. The aperture of an isosceles triangle is the angle between its
two equal sides. Call a triangle subequilateral if it is isosceles with aperture
4(a) subequilateral triangle (b) superequilateral triangle
Figure 1. Nodal curve (solid) for the second eigenfunction
of an isosceles triangle. The mode satisfies a Dirichlet con-
dition on each solid curve, and a Neumann condition on the
dashed line.
less than π/3, and superequilateral if it is isosceles with aperture greater
than π/3.
Numerical Observation 1.6.
The second mode of a subequilateral triangle is symmetric (Figure 1(a)).
The second mode of a superequilateral triangle is antisymmetric (Figure 1(b)).
The result is plausible because the oscillation of the second mode should
take place in the “long” direction of the triangle. Observation 1.6 is based
on a numerical plot of the lowest symmetric and antisymmetric eigenvalues,
in Figure 5a later in the paper. We have not found a rigorous proof.
Further properties of the low eigenvalues of isosceles triangles, such as
monotonicity properties with respect to the aperture, will be proved in Sec-
tion 7.
The rest of the paper is organized as follows. The next section surveys
known estimates on low eigenvalues, especially for the fundamental tone
and the spectral gap. Then Section 3 begins the proof of Theorem 1.1 on
eigenvalue sums, and introduces the Method of the Unknown Trial Function.
The behavior of eigenvalue sums under linear transformation of the domain
is studied in Section 4. High eigenvalues of equilateral triangles are estimated
in Section 5. Finally, Section 6 proves Theorem 1.2 on the second eigenvalue.
2. Literature and related results
This paper proves lower bounds that are geometrically sharp, on eigen-
value sums of arbitrary length. The only similar results we know are the
5upper bounds in our companion paper [22], where the triangles are normal-
ized by the ratio (area)3/(moment of inertia), rather than by (diameter)2,
and where equilateral triangles are shown to maximize (rather than mini-
mize) the eigenvalue sums.
Results that are asymptotically sharp have received more attention. The
Po´lya conjecture λnA > 4πn asserts that the Weyl asymptotic estimate is
a strict lower bound on each Dirichlet eigenvalue. It has been proved for
tiling domains [31], but remains open for general domains for n ≥ 3; results
on product domains are due to Laptev [19], and counterexamples under
constant magnetic field have been found by Frank, Loss and Weidl [10].
Note that the Berezin–Li–Yau inequality mentioned in the previous section
is a “summed” version of Po´lya’s conjecture, and that it was generalized to
homogeneous spaces by Strichartz [36].
Eigenvalues of triangular domains have been studied intensively [2, 3, 11,
12, 13, 20, 21, 34, 35]. The most notable lower bounds on the first Dirichlet
eigenvalue are Po´lya and Szego˝’s inequality [32, Note A] of Faber–Krahn
type that
λ1A ≥ 4π
2
√
3
with equality for the equilateral triangle, and Makai’s result [25] that
λ1
A2
L2
≥ π
2
16
with equality for the degenerate acute isosceles triangle. This last inequality
can be interpreted in terms of inradius normalization, since the inradius is
proportional to A/L, for triangles.
Another interesting functional is the spectral gap λ2 − λ1, which was
conjectured by van den Berg [7] to be minimal for the degenerate rectangular
box, among all convex domains of diameter D, in other words, that
(λ2 − λ1)D2 > 3π2.
A proof was presented recently by Andrews and Clutterbuck [1]. Among
triangles, the gap minimizer is conjectured by Antunes and Freitas [3] to be
the equilateral triangle (and not a degenerate triangle). Lu and Rowlett [24]
have announced that a proof will appear in a forthcoming paper. An alter-
native approach for triangles might be to modify our proof of Theorem 1.2,
using that λ2 − λ1 = (λ1 + λ2) − 2λ1. We have not succeeded with this
approach, unfortunately.
We investigated Neumann eigenvalues (rather than Dirichlet) in two re-
cent works [20, 21]. The first of those papers maximized the low Neumann
eigenvalues of triangles, under perimeter or area normalization, with the
maximizer being equilateral. The second paper minimized the second Neu-
mann eigenvalue (the first nonzero eigenvalue) under diameter or perimeter
normalization, with the minimizer being degenerate acute isosceles; a con-
sequence is a sharp Poincare´ inequality for triangles.
6For broad surveys of isoperimetric eigenvalue inequalities, see the paper
by Ashbaugh [4], and the monographs of Bandle [5], Henrot [14], Kesavan
[17] and Po´lya–Szego˝ [32].
3. Proof of Theorem 1.1: the Method of the Unknown Trial
Function
We begin with some notation. Write
Λn = λ1 + · · ·+ λn
for the sum of the first n eigenvalues. Define
T (a, b) = triangle having vertices at (−1, 0), (1, 0) and (a, b),
where a ∈ R and b > 0. Choosing a = 0 gives an isosceles triangle; it is
subequilateral if in addition b >
√
3.
The theorem will be proved in three steps.
Step 1 — Reduction to isosceles triangles.
Every triangle is contained in a subequilateral triangle with the same di-
ameter, simply by extending the second-longest side to be as long as the
longest side. The Dirichlet eigenvalues of this subequilateral triangle are
lower than those of the original triangle, by domain monotonicity. By dilat-
ing, translating and rotating, we may suppose the subequilateral triangle is
T (0, b) for some b >
√
3. Thus it suffices to prove that the theorem holds
with strict inequality for T = T (0, b).
Step 2 — Method of the Unknown Trial Function.
Assume b >
√
3. Define three special triangles:
E = T (0,
√
3) = equilateral triangle,
F± = T (±1, 2
√
3) = 30-60-90◦ right triangle.
See Figure 2.
Proposition 3.1. If b >
√
3 then
ΛnD
2
∣∣
T (0,b)
> min
{
ΛnD
2
∣∣
E
,
6
11
ΛnD
2
∣∣
F±
}
for each n ≥ 1.
We give the proof in the next section. The idea is to estimate the eigenval-
ues of the subequilateral triangle T (0, b) by linearly transplanting its eigen-
functions to provide trial functions on the equilateral and right triangles,
whose eigenvalues are known explicitly. Figure 2 indicates the linear maps.
The figure suggests that we may regard the subequilateral triangle as “in-
terpolating” between the equilateral and right triangles, in some sense.
We call this approach to proving lower bounds theMethod of the Unknown
Trial Function, because the eigenfunctions of the subequilateral triangle are
unknown and it is these eigenfunctions that generate the trial functions for
the (known) eigenvalues of the equilateral and right triangles. This method
7(0, b)
E
(−1, 0)
F−
(1, 0)
F+
Figure 2. Linear maps to the subequilateral triangle
T (0, b), from the equilateral triangle E and right triangles
F±.
contrasts with the usual approach to proving an upper bound, where one
puts a known trial function into the Rayleigh quotient in order to estimate
the unknown eigenvalue.
Step 3 — Comparing the right and equilateral triangles.
To complete the proof, we combine Proposition 3.1 with:
Lemma 3.2. 611 ΛnD
2
∣∣
F±
> ΛnD
2
∣∣
E
for each n ≥ 1.
The proof is in Section 5. Note the lemma is plausible for large n, because
λnD
2 ∼ 4πnD2/A by the Weyl asymptotic and D2/A∣∣
F±
= 2D2/A
∣∣
E
since
the diameter and area of F± are twice as large as for E.
4. Linear transformation of eigenfunctions: proof of
Proposition 3.1
The Rayleigh Principle says the fundamental tone of a bounded plane
domain Ω is
λ1 = min
v∈H1
0
(Ω)\{0}
R[v]
where
R[v] =
∫
Ω |∇v|2 dA∫
Ω v
2 dA
8is the Rayleigh quotient. Similarly, the sum of the first n eigenvalues is
Λn = λ1 + · · · + λn
= min
{
R[v1] + · · ·+R[vn] : vj ∈ H10 (Ω) \ {0}, 〈vj , vk〉L2 = 0 when j 6= k
}
.
We will transplant eigenfunctions from one triangle to another, to build
trial functions for the Rayleigh quotients.
Recall the triangle T (a, b) having vertices at (−1, 0), (1, 0) and (a, b),
where b > 0. Denote the eigenvalues of this triangle by λj(a, b), and write
uj for the corresponding L
2-orthonormal eigenfunctions. Define Λn(a, b) =∑n
j=1 λj(a, b).
Lemma 4.1 (Linear transformation and eigenvalue sums). Let a, c ∈ R and
b, d > 0. Take C > 0 and n ≥ 1.
The inequality
Λn(a, b) > CΛn(c, d)
holds if
1
d2
[(
(a− c)2 + d2)(1− γn) + 2b(a− c)δn + b2γn] < 1
C
, (4.1)
where
γn =
∑n
j=1
∫
T (a,b) u
2
j,y dA∑n
j=1
∫
T (a,b) |∇uj |2 dA
and δn =
∑n
j=1
∫
T (a,b) uj,xuj,y dA∑n
j=1
∫
T (a,b) |∇uj |2 dA
.
Proof of Lemma 4.1. Let τ be the linear transformation fixing the vertices
(−1, 0) and (1, 0) and mapping the point (c, d) to (a, b); that is,
τ(x, y) =
(
x+
a− c
d
y,
b
d
y
)
.
This transformation maps the triangle T (c, d) to T (a, b).
The functions uj ◦ τ are L2-orthogonal on T (c, d), and so the Rayleigh
principle gives
n∑
j=1
λj(c, d) ≤
n∑
j=1
R[uj ◦ τ ] =
n∑
j=1
∫
T (c,d) |∇(uj ◦ τ)|2 dA∫
T (c,d)(uj ◦ τ)2 dA
=
n∑
j=1
∫
T (a,b) d
−2[((a− c)2 + d2)u2j,x + 2b(a− c)uj,xuj,y + b2u2j,y] dA∫
T (a,b) u
2
j dA
by the chain rule and a change of variable back to T (a, b). The denominator
equals 1 because the eigenfunctions are normalized, and so
n∑
j=1
λj(c, d) ≤ d−2
[(
(a− c)2 + d2)(1− γn) + 2b(a− c)δn + b2γn] n∑
j=1
∫
T (a,b)
|∇uj |2 dA
<
1
C
n∑
j=1
λj(a, b)
9by assumption (4.1). 
Remark. It is not important that the domains be triangular, in this method.
We simply need one domain to be the image of the other under a linear
transformation. For example, similar results hold for parallelograms, and
for elliptical domains.
Proof of Proposition 3.1. The equilateral triangle E = T (0,
√
3) has diame-
ter 2, and the subequilateral triangle T (0, b) has diameter
√
1 + b2. Observe
that the desired inequality
ΛnD
2
∣∣
T (0,b)
= Λn(0, b)(1 + b
2) > Λn(0,
√
3)22 = ΛnD
2
∣∣
E
holds by Lemma 4.1 with a = c = 0, d =
√
3 and C = 4/(1 + b2), if
(1− γn) + 1
3
b2γn <
1 + b2
4
.
This last inequality is equivalent to γn < 3/4. Thus if γn < 3/4 then the
Proposition is proved.
Suppose γn ≥ 3/4, and remember γn ≤ 1 by definition. Recall the right
triangles F± = T (±1, 2
√
3), which have diameter 4. Observe that
ΛnD
2
∣∣
T (0,b)
= Λn(0, b)(1 + b
2) >
6
11
Λn(±1, 2
√
3)42 =
6
11
ΛnD
2
∣∣
F±
(4.2)
holds by Lemma 4.1 with a = 0, c = ±1, d = 2√3 and C = 611 4
2
1+b2 , if
1
12
[
13(1 − γn)∓ 2bδn + b2γn
]
<
11
6
1 + b2
42
.
The eigenvalues of F+ and F− are the same, and so we need only establish
this last inequality for “+” or for “−”. It holds for at least one of these sign
choices if
1
12
[
13(1 − γn) + b2γn
]
<
11
6
1 + b2
42
,
which is equivalent to
b2 +
50
11− 8γn > 13.
This inequality is true because b >
√
3 and γn ≥ 3/4. (Equality holds when
b =
√
3 and γn = 3/4.) Hence (4.2) holds, which completes the proof. 
Remark. The proof avoids estimating γn. Recall that this quantity mea-
sures the fraction of the Dirichlet energy of the eigenfunctions u1, . . . , un
that is provided by their y-derivatives. Since these eigenfunctions are not
known to us, it is important that the proof be able to handle any value of
γn.
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5. Comparison of eigenvalue sums: proof of Lemma 3.2
To prove Lemma 3.2, we need the following Weyl-type bounds on the
eigenvalues of the equilateral triangle with sidelength 1.
Call that triangle E1, and define its counting function
N(λ) = #{j ≥ 1 : λj(E1) < λ}.
Lemma 5.1. The counting function satisfies√
3
16π
λ−
√
3
4π
√
λ+
1
2
> N(λ) >
√
3
16π
λ− (6−
√
3)
4π
√
λ− 1
2
, ∀λ > 48π2.
Hence for all j ≥ 17,
16π√
3
(
j − 1
2
)
+ 8
√
4π√
3
(
j − 1
2
)
+ 1 + 8
≤ λj(E1)
<
16π√
3
(
j +
1
2
)
+
4√
3
(6−
√
3)
√
16π√
3
(
j +
1
2
)
+ 4(13 − 4
√
3) + 8(13 − 4
√
3)
< (29.03)j + 9.9
√
29.03j + 39 + 64.
Proof of Lemma 5.1. The eigenvalues of the equilateral triangle (see Appen-
dix A) are
σm,n =
16π2
9
(m2 +mn+ n2), m, n ≥ 1.
The number of eigenvalues less than λ is precisely the size of the set
Q = {(m,n) : m,n ≥ 1,m2 +mn+ n2 < R2},
where
R2 =
9
16π2
λ, that is, R =
3
4π
√
λ.
Thus to estimate N(λ), our task is to count the lattice points in the first
quadrant that lie inside the ellipse
x2 + xy + y2 = R2.
The portion of the ellipse contained in the first quadrant has area πR2/3
√
3,
by an elementary calculation. This area exceeds the number of lattice points
in Q, because each lattice point (m,n) corresponds to a closed unit square
with upper right vertex (m,n) and with the whole square lying within the
ellipse. Hence
N(λ) <
πR2
3
√
3
=
√
3
16π
λ. (5.1)
We aim to improve this Weyl-type estimate by subtracting a term of order√
λ. Our proof will assume R > 3
√
3, which explains the restriction to
λ > 48π2 in the lemma.
For each m with 1 ≤ m < R, define n(m) to be the largest integer n
for which (m,n) ∈ Q, and define n(m) = 0 when there is no such n. The
11
function n(·) is decreasing, since the ellipse has a decreasing graph. (Figure
3 shows the part of the ellipse with x > y.) We are going to insert a triangle
into each downward step of this function, and subtract the areas of these
triangles from the area of the ellipse.
We will use repeatedly (without comment) the fact that the slope of the
ellipse is between −1/2 and −2 in the first quadrant, and between −1 and
−2 in {x > y > 0}.
Let m1 be the largest value of m for which (m,m) ∈ Q; that is, m1 =
⌊R/√3⌋ ≥ 3. Hence m1 + 1 > n(m1 + 1). Therefore (m,n(m)) lies in the
region {x > y} for m = m1 + 1, and for all larger values of m too, because
n(·) is decreasing. Further, n(·) is strictly decreasing for these m-values
(until it hits zero).
Let m2 < R be the largest value of m for which n(m) is positive. Notice
m1 + 1 ≤ m2, because (m1,m1) ∈ Q and m1 ≥ 3 imply n(m1 + 1) ≥
1. Since n(·) is strictly decreasing on the interval [m1 + 1,m2], on each
subinterval of the form [m − 1,m] we may sketch a triangle (shaded in
Figure 3) with vertices at (m,n(m)), (m − 1, n(m)) and (m− 1, n(m− 1)).
These triangles lie inside the ellipse (by convexity) but outside the union
of squares having upper right vertices in Q. The total area of the triangles
is 12 [n(m1 + 1) − n(m2)]. We may include an additional triangle TR on the
right end with height n(m2) and width
1
2n(m2) (see Figure 3), which has
area
1
4
n(m2)
2 ≥ 1
2
n(m2)− 1
4
.
The total area of the triangles including TR is ≥ 12n(m1 + 1)− 14 .
Finally, we include an additional quadrilateral TL on the left with ver-
tices (m1,m1), (m1, n(m1+1)), (m1 +1, n(m1 +1)) and (R/
√
3, R/
√
3); see
Figure 3, which illustrates the case n(m1 + 1) = m1 − 1. (In the case
n(m1+1) = m1, the quadrilateral would degenerate to a triangle.) By writ-
ing ε = (R/
√
3) −m1 ≥ 0 and h = m1 − n(m1 + 1) ≥ 0, we see the region
TL has area
εh+
1
2
ε2 +
1
2
(1− ε)(h + ε) ≥ 1
2
(h+ ε) =
1
2
[(R/
√
3)− n(m1 + 1)].
Thus the total area of the triangles and TL and TR is greater than or equal
to
1
2
R√
3
− 1
4
. (5.2)
The same area can be found in {x < y}, by symmetry, and so the combined
area is ≥ (R/√3)− 12 .
We subtract this area from the area of the ellipse when estimating N(λ).
Thus
N(λ) <
πR2
3
√
3
− R√
3
+
1
2
=
√
3
16π
λ−
√
3
4π
√
λ+
1
2
(5.3)
for all λ > 48π2, as claimed in the lemma.
12
0 R
(
R√
3
, R√
3
)
x2 + xy + y2 = R2
m1 m1+1 m2
TL
TR
Figure 3. The upper bound on the counting function N(λ)
equals the area shown inside the ellipse minus the shaded
areas, multiplied by 2.
The lower bound on λj(E1) in the lemma now follows by solving a qua-
dratic inequality. (Note the Weyl type estimate (5.1) implies λj ≥ (16π/
√
3)j
for each j ≥ 1. Thus when j ≥ 17 we have λj > 48π2, which ensures that
the quadratic inequality (5.3) holds for all λ ≥ λj.)
Next, to obtain a lower bound on the counting function we shift the ellipse
downwards by 1 unit and leftwards by 1 unit. The intersection of this shifted
elliptical region with the first quadrant is covered by the union of squares
with upper right vertices in Q (since any point that lies outside the union of
squares and within the original ellipse must belong to a square whose upper
right vertex is not in Q; notice every such square lies outside the shifted
ellipse).
Therefore a lower bound on the number of lattice points in the original
ellipse is given by the area of the shifted ellipse that lies in the first quadrant.
To bound that area from below, we begin with the area of the original ellipse
and subtract 2R − 1, which overestimates how much of that ellipse lies in
the regions 0 < x < 1 and 0 < y < 1 (these regions will be removed from the
first quadrant by the shift). A slightly better upper estimate is 2R− 1− 12 ,
because the ellipse is convex with slope −2 at the point (R, 0) and thus
intersects the rectangle [R− 12 , R]× [0, 1] in an area less than 1/4 (and argue
similarly near the point (0, R)). Hence
N(λ) >
πR2
3
√
3
−
(
2R− 3
2
)
.
13
0 R
(
R√
3
, R√
3
)
x2 + xy + y2 = R2
m1 m1+1 m2
Figure 4. The lower bound on the counting function N(λ)
equals the area inside the shifted ellipse plus the shaded ar-
eas, multiplied by 2.
An even better lower bound can be obtained by adding to the right side of
the inequality the areas of the triangles shaded in Figure 4. These triangles
are inside the union of squares but outside the shifted ellipse. To specify
these triangles precisely, let m be between m1 + 1 and m2 (inclusive), and
consider the triangle with vertices (m,n(m)), (m− 1, n(m)) and (m,n(m+
1)). The shifted ellipse passes below or through each vertex of the triangle.
We will show that the triangle lies above the shifted ellipse, by considering
two cases. (i) If n(·) decreases by 1 at m, meaning n(m) = n(m + 1) + 1,
then the hypotenuse of the triangle has slope −1, whereas the ellipse has
slope less than −1 and passes below the upper left vertex at (m− 1, n(m));
hence the triangle lies above the shifted ellipse. (ii) If n(·) decreases by 2 at
m, meaning n(m) = n(m+ 1) + 2, then the hypotenuse of the triangle has
slope −2, whereas the ellipse has slope greater than −2 and passes below
the lower right vertex at (m,n(m + 1)); hence the triangle lies above the
shifted ellipse.
The triangles have total area 12n(m1 + 1). Recall that n(m1 + 1) equals
m1 or m1 − 1 or m1 − 2. In the first case, the triangles have area 12m1. In
the second they have area 12(m1 − 1). In the third case, where n(m1 + 1) =
m1 − 2, we employ also a triangle (not shown in Figure 4) with vertices at
(m1,m1), (m1,m1 − 2) and (m1 − 12 ,m1 − 1); this triangle has area 12 , and
so the areas sum to 12(m1 − 2) + 12 . Hence in every case, we obtain an area
of at least 12(m1 − 1). Doubling this estimate due to symmetry, and then
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estimating m1 from below with (R/
√
3)− 1, we obtain the lower estimate
N(λ) >
πR2
3
√
3
−
(
2R− 3
2
)
+
R√
3
− 2,
which proves the lower bound on N(λ) in the lemma. The upper bound on
λj(E1) then follows easily. 
Lattice counting problems are well studied in number theory; see the
monograph by Huxley [16]. Analytic methods using exponential sums give
the best asymptotic results, but more elementary geometric methods like in
the preceding proof have the advantage of yielding explicit inequalities for
all λ.
Let λaj (E1) denote the j-th antisymmetric eigenvalue of the equilateral
triangle, and write Na(λ) for the corresponding counting function.
Lemma 5.2. The antisymmetric counting function satisfies
Na(λ) <
√
3
32π
λ−
√
3
4π
√
λ+
3
4
, ∀λ > 48π2.
Hence for all j ≥ 9,
λaj (E1) ≥
32π√
3
(
j − 3
4
)
+ 8
√
32π√
3
(
j − 3
4
)
+ 16 + 32
> 58j + 8
√
58j − 28− 12.
Proof of Lemma 5.2. The antisymmetric eigenvalues of the equilateral tri-
angle E1 are
σam,n =
16π2
9
(m2 +mn+ n2), m > n ≥ 1.
Thus in the notation of the previous proof, the task is to count lattice points
in the first quadrant that lie inside the ellipse x2 + xy+ y2 = R2 and in the
region {x > y}. The area of this region is πR2/6√3, which gives an initial
estimate Na(λ) < πR2/6
√
3 = (
√
3/32π)λ.
To improve the bound, we subtract an area 12 (R/
√
3) − 14 like in (5.2)
of the previous proof. We may also subtract the triangles adjacent to the
diagonal {x = y}; there are m1 such triangles, each having area 12 . Thus
the total area to be subtracted is 12(R/
√
3)− 14 + 12⌊R/
√
3⌋, which is greater
than (R/
√
3)− 34 . Therefore
Na(λ) <
πR2
6
√
3
− R√
3
+
3
4
=
√
3
32π
λ−
√
3
4π
√
λ+
3
4
.
Inverting this estimate on the counting function yields a bound on λaj . This
bound holds for j ≥ 9, because the initial estimate Na(λ) < (√3/32π)λ
ensures that λaj > 48π
2 when j ≥ 9, as required for the method above. 
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Proof of Lemma 3.2. The right triangle F = T (1, 2
√
3) is half of an equilat-
eral triangle, and so its Dirichlet spectrum is the antisymmetric spectrum
of that equilateral triangle. Also, E = T (0,
√
3) is an equilateral triangle.
Therefore to prove ΛnD
2
∣∣
F
> 116 ΛnD
2
∣∣
E
, it suffices (by scale invariance) to
show
Λan >
11
6
Λn
for the equilateral triangle of sidelength 1.
For n ≤ 110 we verify the inequality directly, in Lemma A.1. For larger
values of n, we can estimate the ratio of eigenvalues by Lemmas 5.1 and 5.2:
λan
λn
>
58n + 8
√
58n − 28− 12
(29.03)n + 9.9
√
(29.03)n + 39 + 64
,
which is larger than 116 when n ≥ 110, by elementary estimates. Hence
Λan >
11
6 Λn for all n. 
6. Proof of Theorem 1.2: the lower bound on λ2D
2
Equality does hold for equilaterals, by explicit evaluation of the eigenval-
ues as in Appendix A. Consider a non-equilateral triangle. We may assume
it is subequilateral by domain monotonicity (see Step 1 of Section 3).
The desired inequality for λ1D
2 was proved already in Theorem 1.1. Thus
our task is to prove
λ2D
2 >
7 · 16π2
9
for all subequilateral triangles. A numerical verification can be found in
Figure 5b later in the paper; in this section we develop a rigorous proof.
In terms of the subequilateral triangle T (0, b) with diameter
√
b2 + 1, we
need to show
λ2(0, b) >
112π2
9(b2 + 1)
, b >
√
3. (6.1)
First assume b ≥ 5/2. The subequilateral triangle T (0, b) has aperture
angle β = 2arctan(1/b), and hence lies in a sector of radius D =
√
b2 + 1
and aperture α = 2arctan
(
1/(5/2)
) ≃ 0.761. The second eigenvalue of the
sector is j2ν,2/D
2 where ν = π/α, with eigenfunction Jν(jν,2r/D) cos(νθ).
Hence by domain monotonicity,
λ2(0, b) ≥
j2ν,2
D2
≃ 126
D2
.
The value 126 exceeds 112π2/9 ≃ 123, and so (6.1) is proved.
Now assume b ≤ 5/2. The idea is to sharpen our Method of the Unknown
Trial Function by using an “endpoint” domain that is subequilateral, rather
than the right triangle used in proving Theorem 1.1. The price to be paid is
that the eigenvalues of the subequilateral triangle must be estimated some-
how (in Lemma 6.2 below), whereas the eigenvalues of the right triangle
were known explicitly.
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We start with an upper bound for the fundamental tone of a triangle in
terms of the side lengths:
λ1 ≤ π
2
3
l21 + l
2
2 + l
2
3
A2
. (6.2)
This bound is due to Po´lya [30]; see the discussion in [22, §3]. Applying the
bound to T (0, b) yields
λ1(0, b) ≤ 2π
2(b2 + 3)
3b2
.
We will combine this upper bound on λ1 with a lower bound on λ1 + λ2.
First, decompose
λ2 = (λ1 + λ2)− λ1 = Λ2 − λ1
≥ Λ2 − 2π
2(b2 + 3)
3b2
.
Then observe that (6.1) will follow if we prove
Λ2(0, b) >
112π2
9(b2 + 1)
+
2π2(b2 + 3)
3b2
, b >
√
3.
We rewrite this desired inequality as
Λ2(0, b) > C(b)Λ2(0,
√
3), b >
√
3, (6.3)
where
C(b) =
3b4 + 68b2 + 9
20b2(b2 + 1)
and where we have used that Λ2(0,
√
3) = 40π2/9 by Appendix A (since
T (0,
√
3) is equilateral with diameter 2). As a check, notice that equality
holds in (6.3) for the equilateral case, b =
√
3, because C(
√
3) = 1.
We finish the proof with the following two lemmas. They use the quantity
C˜(b) =
13b2 + 81
40b2
,
which is greater than or equal to C(b) (although we will not need that fact).
Lemma 6.1. Fix h >
√
3. If
Λ2(0, h) ≥ C˜(h)Λ2(0,
√
3) (6.4)
then
Λ2(0, b) > C(b)Λ2(0,
√
3)
whenever
√
3 < b < h.
Lemma 6.2. Let h = 5/2. Then Λ2(0, h) > C˜(h)Λ2(0,
√
3).
17
Proof of Lemma 6.1. Suppose
√
3 < b < h. By Lemma 4.1 with n = 2, we
have Λ2(0, b) > C(b)Λ2(0,
√
3) if
(1− γ2) + b
2
3
γ2 <
1
C(b)
,
which is equivalent to
γ2 < 3
( 1
C(b)
− 1
)/
(b2 − 3). (6.5)
On the other hand, by Lemma 4.1 and hypothesis (6.4), we have
Λ2(0, b) >
C(b)
C˜(h)
Λ2(0, h) ≥ C(b)Λ2(0,
√
3)
if
(1− γ2) + b
2
h2
γ2 <
C˜(h)
C(b)
,
which is equivalent to
γ2 > h
2
(
1− C˜(h)
C(b)
)/
(h2 − b2). (6.6)
Our task is to prove that at least one of (6.5) or (6.6) holds, which is
guaranteed if the right side of (6.5) is greater than the right side of (6.6).
Thus we want to prove
3
( 1
C(b)
− 1
)/
(b2 − 3) > h2
(
1− C˜(h)
C(b)
)/
(h2 − b2),
which simplifies to
C˜(h) >
3(h2 + 17)
20h2
+
7(h2 − 3)
10h2(b2 + 1)
.
The right side is a strictly decreasing function of b, and so it suffices to verify
that the inequality holds with “≥” at b = √3. Indeed it holds there with
equality, by definition of C˜(h). 
Proof of Lemma 6.2. Po´lya and Szego˝’s result of Faber–Krahn type says
that λ1A ≥ 4π2/
√
3 for all triangles, with equality for the equilateral triangle
[32, Note A]. Applying this bound to the subequilateral T (0, h) gives that
λ1(0, h) ≥ 4π
2
√
3h
.
Hence our goal Λ2(0, h) > C˜(h)Λ2(0,
√
3) will follow if we establish the lower
bound
λ2(0, h) ≥ 13h
2 + 81
40h2
40π2
9
− 4π
2
√
3h
≃ 19.35, (6.7)
where the final line used that Λ2(0,
√
3) = 40π2/9 and h = 5/2.
Our task is to rigorously estimate the second eigenvalue of the single tri-
angle T (0, h). We will employ a method discovered by Fox, Henrici and
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Moler [9], or rather, a subsequent improvement due to Moler and Payne [28,
Theorem 3]. Consider a bounded plane domain Ω with piecewise smooth
boundary and area A. Let u¯ be an eigenfunction of the Laplacian with eigen-
value λ¯ that satisfies the Dirichlet boundary condition only approximately.
More precisely, assume −∆u¯ = λ¯u¯ on Ω, and that u¯ is smooth on Ω. Then
there exists a Dirichlet eigenvalue λ on Ω such that
λ¯
1− ǫ ≥ λ ≥
λ¯
1 + ǫ
(6.8)
where
ǫ =
√
A‖u¯‖L∞(∂Ω)
‖u¯‖L2(Ω)
.
Let Ω be a copy of the triangle T (0, h) that has been translated to move
the vertex (0, h) to the origin, and then rotated to make the triangle sym-
metric with respect to the positive x-axis. The area equals h. We need to
find a suitable eigenfunction u¯ that approximately satisfies Dirichlet bound-
ary conditions on ∂Ω. A method for constructing this function is described
by Fox et al. [9]: one should take an optimized linear combination of eigen-
functions of a circular sector. Here we find a good choice to be
u¯(r, θ) = Jν
(
334r
75
)
cos(νθ) +
5
22
J3ν
(
334r
75
)
cos(3νθ)
− 2225
53
J5ν
(
334r
75
)
cos(5νθ),
where ν = π/α and α = 2arctan(1/h) ≃ 0.761 is the aperture of the tri-
angle. The eigenvalue for u¯ is λ¯ = (334/75)2 ≃ 19.832. (The motivation
for our choice of u¯ is as follows. The second eigenfunction of the sector
of radius h and aperture α is Jν(jν,2r/h) cos(νθ), with eigenvalue (jν,2/h)
2.
One computes that jν,2/h ≃ 4.49, which is close to 334/75 ≃ 4.45. The
other two functions in the linear combination for u¯ are higher symmetric
eigenfunctions of a sector; their role is to reduce the magnitude of u¯ on the
short side of the isosceles triangle, in other words, to compensate for the
fact that we need an approximate Dirichlet condition on a triangle and not
on a sector. Lastly, the rational value 334/75 is chosen to come close to
minimizing the error ǫ below.)
Now we estimate ǫ. First calculate the L2-norm of u¯ on the circular sector
with radius h and aperture α; the norm is greater than 0.25. This sector
lies inside Ω, and so
‖u¯‖L2(Ω) > 0.25.
Next, the function u¯ equals 0 on the two equal sides of the isosceles triangle
Ω, and the third side has polar equation r = h/ cos θ. Thus the L∞ norm of
u¯ on ∂Ω is
‖u¯‖L∞(∂Ω) = max|θ|≤α/2 |u¯(h/ cos θ, θ)| < 0.0013,
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by a numerical estimate. (Instead of finding this maximum numerically,
one could find a rigorous upper bound by dividing the boundary into small
intervals and then evaluating u¯ at one point of each interval and employing
crude global estimates on the derivatives of u¯. Thus the estimation of the
L∞ norm can, in principle, be achieved using only finitely many function
evaluations.)
Combining the last two estimates gives that ǫ < 0.009, and so (6.8) guar-
antees the existence of an eigenvalue λ of Ω with
20.03 >
19.84
1− 0.009 > λ >
19.83
1 + 0.009
> 19.65.
This lower bound is well above the value 19.35 in (6.7). Thus if λ is the
first or second eigenvalue of Ω, then we are done. Fortunately, λ cannot be
the third (or higher) eigenvalue, by domain monotonicity, since the third
Dirichlet eigenvalue of the circular sector containing T (0, h) is j22ν,1/(1 +
h2) ≃ 21.6, which is larger than λ. 
7. Monotonicity of eigenvalues for isosceles triangles
In this section we present monotonicity results for low eigenvalues of
isosceles triangles.
Consider the isosceles triangle T (α) having aperture α ∈ (0, π) and equal
sides of length l, with vertex at the origin. After rotating the triangle to
make it symmetric about the positive x-axis, it can be written as
T (α) =
{
(x, y) : 0 < x < l cos(α/2), |y| < x tan(α/2)}.
Write λ1(α), λa(α) and λs(α) for the fundamental tone of T (α), the small-
est antisymmetric eigenvalue, and the smallest symmetric eigenvalue greater
than λ1, respectively. These eigenvalues are plotted numerically in Fig-
ure 5a, normalized by the square of the sidelength. Figure 5b plots them
again, this time normalized by the square of the diameter; notice the cor-
ners appearing at α = π/3, due to the diameter switching from l (the length
of the two equal sides) to 2l sin(α/2) (the length of the third side) as the
aperture passes through π/3.
The eigenvalues were computed by the PDE Toolbox in Matlab, using
the finite element method with about 1 million triangles. To ensure good
precision we have avoided degenerate cases, restricting to π/6 < α < 2π/3.
The Figures suggest several monotonicity conjectures. We will prove two
of them, for the fundamental tone and the lowest antisymmetric eigenvalue.
Proposition 7.1 (Fundamental tone).
(i). λ1(α)l
2 is strictly decreasing for 0 < α ≤ π/3 and strictly increasing for
π/2 ≤ α < π, and it tends to infinity at the endpoints α = 0, π.
(ii). λ1(α)D
2 is strictly decreasing for 0 < α ≤ π/3 and strictly increasing
for π/3 ≤ α < π. The same is true under perimeter and area scalings (see
Figure 6), except that we do not claim “strictness” under area scaling.
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(a) Sidelength scaling: λl2
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6
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3
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2
2pi
3
α0
7·16pi2
9
3·16pi2
9
(b) Diameter scaling: λD2
Figure 5. Plots of the fundamental tone, the smallest an-
tisymmetric tone (dashed), and the smallest symmetric tone
larger than the fundamental tone, for the isosceles triangle
T (α) with aperture α. Global minimum points are indicated
with dots.
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(a) Perimeter scaling: λL2
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≈ 49.35
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(b) Area scaling: λA
Figure 6. Plots of the fundamental tone, the smallest an-
tisymmetric tone (dashed), and the smallest symmetric tone
larger than the fundamental tone, for the isosceles triangle
T (α) of aperture α. Global minimum points are indicated
with dots.
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According to Figure 5a, λ1(α)l
2 has a local minimum somewhere between
π/3 and π/2. Numerically, the minimum occurs at α ≃ 1.3614 with value
λ1l
2 ≃ 48.03. Rigorously, one can prove a weaker fact, that the minimum
does not occur at α = π/3 or π/2, by applying Po´lya’s upper bound (6.2)
to the superequilateral triangle T (α) with α = 5π/12.
Proposition 7.2 (Antisymmetric tone).
(i). λa(α)l
2 is strictly decreasing for 0 < α ≤ π/2 and strictly increasing
for π/2 ≤ α < π.
(ii). λa(α)A is decreasing for 0 < α ≤ π/2 and increasing for π/2 ≤ α < π.
(iii). λa(α)D
2 is strictly decreasing for 0 < α ≤ π/3 and strictly increasing
for π/3 ≤ α < π.
Proof of Proposition 7.1. The isosceles triangle T (α) has area A = 12 l
2 sinα,
and diameter
D =
{
l, 0 < α ≤ pi3 ,
2l sin(α/2), pi3 ≤ α < π,
and perimeter L = 2l(1 + sin
(
α/2)
)
.
Part (ii). It was proved by Siudeja [35, Theorem 1.3] using continuous
symmetrization that λ1(α)A is decreasing for α ∈ (0, π/3] and increasing for
α ∈ [π/3, π).
Strict monotonicity for λ1(α)L
2 and λ1(α)D
2 then follows from strict
monotonicity of L2/A and D2/A, when α ≤ π/3 and when α ≥ π/3.
Part (i). For α ≤ π/3 the area is strictly increasing while for α ≥ π/2 it
is strictly decreasing. Hence λ1(α)l
2 is strictly decreasing for α ≤ π/3 and
strictly increasing for α ≥ π/2. 
Proof of Proposition 7.2. Part (ii). First, note that T (α) and T (π−α) have
the same area A and the same antisymmetric tone, λa(α) = λa(π − α), as
indicated in Figure 7.
Assume α < π/2. The upper part of the acute isosceles triangle T (α) is a
right triangle R(α/2). The fundamental tone of R(α/2) equals λa(α). Ac-
cording to Lemma 7.3 below, the fundamental tone of R(α/2) is decreasing
with α ∈ (0, π/2], when normalized by area. Therefore λa(α)A is decreasing
for α ∈ (0, π/2], and hence is increasing for α ∈ [π/2, π) (by replacing α
with π − α).
Part (i). Since the area of T (α) is strictly increasing for α ≤ π/2 and
strictly decreasing for α ≥ π/2, we deduce that λa(α)l2 is strictly decreasing
for α ≤ π/2 and strictly increasing for α ≥ π/2.
Part (iii). For α ≤ π/3 the diameter of T (α) is fixed, and hence λa(α)D2
is strictly decreasing for α ∈ (0, π/3].
Let Q(a) be the superequilateral triangle with diameter D having longest
side on the interval from (0,−D/2) to (0,D/2) and third vertex at (a, 0).
Then Q(a) & Q(b) if a < b ≤ (√3/2)D, so that λa(a) > λa(b) by domain
monotonicity. Hence λa(α)D(α)
2 is strictly increasing for α ∈ [π/3, π). 
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+
−
−
α
π − α
Figure 7. Nodal domains for antisymmetric eigenfunctions
of T (α) and T (π − α).
1 α
x
y
β
A B
C D
E
Figure 8. Transformation of the right triangle R(α) =
ABC onto R(β) = BDE. The triangle ABD is the first
step of the continuous symmetrization performed along arrow
CD. The second symmetrization is performed along arrow
AE.
We must still prove:
Lemma 7.3. Let R(α) be a right triangle with smallest angle α. Then
λ1A|R(α) is decreasing for α ∈ (0, π/4].
Proof of Lemma 7.3. Let α < β ≤ π/4. Assume the hypotenuse of R(α) has
length 1. The other sides have lengths sinα and cosα, and the area of R(α)
equals sin(2α)/4. Assume the hypotenus ofR(β) has length
√
sin(2α)/ sin(2β),
so that R(β) has the same area as R(α).
Consider the Steiner symmetrization of R(α), that is, an obtuse isosceles
triangle with longest side 1 and altitude sin(2α)/2 (see Figure 8). The
shorter sides have lengths x =
√
1 + sin2(2α)/2.
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Suppose β satisfies sinα < sin β ≤ √2 sinα cosα. This assumption en-
sures (after a short calculation) that x < y where
y = cos β
√
sin(2α)/ sin(2β),
is the length of the longer leg of R(β).
We perform a continuous Steiner symmetrization with respect to the line
perpendicular to the hypotenuse of R(α). We stop when the longer of the
moving sides has length equal to y. The resulting triangle is obtuse. Now
perform another continuous symmetrization with respect to the line per-
pendicular to the side of length y. Stop when the triangle becomes a right
triangle. This right triangle has the same area as R(β) and has one leg
of the same length y; hence it must be R(β). Its fundamental tone is less
than or equal to that of R(α), by properties of continuous symmetriza-
tion. Hence λ1A|R(α) ≥ λ1A|R(β). It follows that λ1A|R(α) is decreasing for
α ∈ (0, π/4]. 
Remark. For the second eigenvalue, Figure 6 shows that λ2A and λ2L
2 are
not minimal among isosceles triangles at the equilateral triangle. This fact
is analogous to the situation for convex domains, where the minimizers are
certain “stadium-like” sets rather than disks (Henrot et al. [8, 15]).
Appendix A. The equilateral triangle and its eigenvalues
The frequencies of the equilateral triangle were derived about 150 years
ago by Lame´ [18, pp. 131–135]. See the treatment in the text of Mathews
and Walker [26, pp. 237–239] or in the paper by Pinsky [29]. Note also the
recent exposition by McCartin [27], which builds on work of Pra´ger [33].
The equilateral triangle E1 with sidelength 1 has eigenvalues forming a
doubly-indexed sequence:
σm,n = (m
2 +mn+ n2) · 16π
2
9
, m, n ≥ 1.
The first three eigenvalues are
λ1 = 3 · 16π
2
9
= σ1,1 and λ2 = λ3 = 7 · 16π
2
9
= σ1,2 = σ2,1.
Indices with m < n correspond to antisymmetric eigenfunctions. We
denote those antisymmetric eigenvalues by λa1 ≤ λa2 ≤ · · · .
Lemma A.1. We have λaj >
11
6 λj for j = 1, 2, 3 and for j = 5, 6, . . . , 110.
For the exceptional case j = 4 where λa4 <
11
6 λ4, one still has
(λa1 + λ
a
2 + λ
a
3 + λ
a
4) >
11
6
(λ1 + λ2 + λ3 + λ4).
To prove the lemma, simply compute the first 110 eigenvalues λj and
antisymmetric eigenvalues λaj , using the indices m and n listed in Table 1.
Lemma A.1 is used to help prove Lemma 3.2, in Section 5.
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[6,14]
(4,10)
[5,15]
(12,1)
[2,17]
(1,12)
[10,11]
(11,3)
[9,12]
(3,11)
[4,16]
(8,7)
[8,13]
(7,8)
[7,14]
(9,6)
[1,18]
(6,9)
[3,17]
(12,2)
[6,15]
(2,12)
[5,16]
(10,5)
[10,12]
(5,10)
[2,18]
(11,4)
[9,13]
(4,11)
[8,14]
(13,1)
[4,17]
(1,13)
[7,15]
(12,3)
[1,19]
(3,12)
[3,18]
(8,8)
[6,16]
(9,7)
[11,12]
(7,9)
[10,13]
(10,6)
[5,17]
(6,10)
[9,14]
(13,2)
[2,19]
(2,13)
[8,15]
(11,5)
[4,18]
(5,11)
Table 1. Pairs of integers (m,n) giving the first 110 eigen-
values λj along with pairs [m,n] giving the first 110 antisym-
metric eigenvalues λaj , for an equilateral triangle. The index
j increases from 1 to 10 across the first row, and so on.
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