Modelling Fluid Structure Interaction problems using Boundary Element Method by Giuliani, Nicola
i
i
“Thesis_Giuliani” — 2017/9/22 — 16:33 — page 1 — #1 i
i
i
i
i
i
Scuola Internazionale Superiore di Studi Avanzati - Trieste
SISSA - Via Bonomea 265 - 34136 TRIESTE - ITALY
MATHEMATICS AREA
MATHEMATICAL ANALYSIS, MODELLING, AND APPLICATIONS
MODELLING FLUID STRUCTURE
INTERACTION PROBLEMS USING
BOUNDARY ELEMENT METHOD
Doctoral Dissertation of:
Nicola Giuliani
Supervisors:
Prof. Antonio DeSimone
Prof. Luca Heltai
PhD Coordinator for Mathematical Analysis, Modelling, and Applications:
Prof. Massimiliano Berti
Academic Year 2016-2017
i
i
“Thesis_Giuliani” — 2017/9/22 — 16:33 — page 2 — #2 i
i
i
i
i
i
i
i
“Thesis_Giuliani” — 2017/9/22 — 16:33 — page — #3 i
i
i
i
i
i
Declaration
Il presente lavoro costituisce la tesi presentata da Nicola Giuliani, sotto la direzione dei
Proff. Antonio DeSimone e Luca Heltai, al fine di ottenere l’attestato di ricerca post-
universitaria Doctor Philosophiae presso la Scuola Internazionale Superiore di Studi
Avanzati di Trieste (SISSA), Curriculum in Analisi Matematica Modelli e Applicazioni,
Area di Matematica. Ai sensi dell’art. 1, comma 4, dello Statuto della SISSA pubbli-
cato sulla G.U. no. 36 del 13.02.2012, il predetto attestato e’ equipollente al titolo di
Dottore di Ricerca in Matematica. Trieste, Anno Accademico 2016−2017.
i
i
“Thesis_Giuliani” — 2017/9/22 — 16:33 — page — #4 i
i
i
i
i
i
i
i
“Thesis_Giuliani” — 2017/9/22 — 16:33 — page — #5 i
i
i
i
i
i
A Erio, Giuseppina,
Marisa e Renzo,
i miei nonni.
i
i
“Thesis_Giuliani” — 2017/9/22 — 16:33 — page — #6 i
i
i
i
i
i
i
i
“Thesis_Giuliani” — 2017/9/22 — 16:33 — page I — #7 i
i
i
i
i
i
Abstract
This dissertation investigates the application of Boundary Element Methods (BEM)
to Fluid Structure Interaction (FSI) problems under three main different perspectives.
This work is divided in three main parts: i) the derivation of BEM for the Laplace
equation and its application to analyze ship-wave interaction problems, ii) the imple-
mentation of efficient and parallel BEM solvers addressing the newest challenges of
High Performance Computing, iii) the developing of a BEM for the Stokes system and
its application to study micro-swimmers.
First we develop a BEM for the Laplace equation and we apply it to predict ship-
wave interactions making use of an innovative coupling with Finite Element Method
stabilization techniques. As well known, the wave pattern around a body depends on
the Froude number associated to the flow. Thus, we throughly investigate the robustness
and accuracy of the developed methodology assessing the solution dependence on such
parameter.
To improve the performance and tackle problems with higher number of unknowns,
the BEM developed for the Laplace equation is parallelized using OpenSOURCE tech-
nique in a hybrid distributed-shared memory environment. We perform several tests
to demonstrate both the accuracy and the performance of the parallel BEM developed.
In addition, we explore two different possibilities to reduce the overall computational
cost from O(N2) to O(N). Firstly we couple the library with a Fast Multiple Method
that allows us to reach for higher order of complexity and efficiency. Then we per-
form a preliminary study on the implementation of a parallel Non Uniform Fast Fourier
Transform to be coupled with the newly developed algorithm Sparse Cardinal Sine De-
composition (SCSD).
Finally we consider the application of the BEM framework to a different kind of
FSI problem represented by the Stokes flow of a liquid medium surrounding swimming
micro-organisms. We maintain the parallel structure derived for the Laplace equation
even in the Stokes setting. Our implementation is able to simulate both prokaryotic and
eukaryotic organisms, matching literature and experimental benchmarks. We finally
present a deep analysis of the importance of hydrodynamic interactions between the
different parts of micro-swimmers in the prevision of optimal swimming conditions,
focusing our attention on the study of flagellated “robotic” composite swimmers.
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Introduction
This dissertation is devoted to the study of Fluid Structure Interaction (FSI) problems,
such kind of phenomena arises when a fluid interacts with a given solid structure. The
design of many engineering systems, e.g. ships, aircrafts, engines and bridges, is deeply
influenced by this kind of interactions. Neglecting such phenomena can lead to catas-
trophic results, one of the most notorious of them is the failure of the first Tacoma
Narrows Bridge. Even in biology many complex phenomena as the blood flow through
soft vessels or the swimming of micro-organism in water are straightforwardly modeled
as a FSI problems.
Multi physics problems such as FSIs, are often extremely complex and their ana-
lytical resolution is impossible in almost all cases of practical interest. Such problems
usually have to be analyzed by means of experiments or numerical simulations. The
continuous developing of High Performance Computing (HPC) facilities and numeri-
cal techniques opens new perspective for very demanding simulations as the ones FSI
usually requires. When compared to experiments numerical simulations offer several
advantages, both from an economic and a scientific point of view. In fact, numeri-
cal simulations are often cheaper than experiments and they are easily reproducible
and customizable. Moreover, especially when we look to micro-biology, numerical
simulations can naturally treat extremely small settings while the building of a dedi-
cated experimental facilities is extremely expensive, sometimes even impossible. For
all these reasons the validation of the reliability of such numerical tools is of paramount
importance. In this work, we present numerical solvers for FSI problems along with
extensive validation procedures to verify both the accuracy and the efficiency of the
developed methods.
In this dissertation the fluid component (water) is modeled as an incompressible
Newtonian fluid and the incompressible Navier–Stokes (NS) equations are the govern-
ing equations of the corresponding mathematical model. The numerical resolution of
the complete NS system involves non linear solvers and time integration schemes that
often require a huge amount of computational resources. It is well known that the direct
numerical simulation (DNS) of NS equations requires an accurate discretization of all
the turbulent structures of the flow [64,75,117]. Turbulence models (as Reynolds Aver-
age Navier Stokes equations or Large Eddy Simulation) offer some alternative to DNS,
1
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however they depend on the specific flow considered and they are still very costly from
a computational point of view [37, 54, 112, 118]. Finite Element Method (FEM) and
Finite Volume Method (FVM) are the most common numerical schemes for the dis-
cretization of hydrodynamic flow equations. Such numerical methodologies are quite
general and allow for accurate resolution even when non linear unsteady problems are
considered, as in the case with Navier–Stokes equations. FEMs and FVMs are based
on the complete three dimensional simulation of the fluid problem, so an accurate ge-
ometrical mesh reconstruction of the entire fluid domain is mandatory. Whenever the
domain undergoes severe deformations (a common situation in FSI problems) satisfy-
ing the latter requirement is far from trivial. For these reasons it is convenient, when
possible, to simplify the mathematical setting modeling the flow, this can be done con-
sidering the peculiarities of the specific problem considered. In many cases, it is possi-
ble to simplify Navier–Stokes equations to retrieve simpler, more stable mathematical
formulations, also sparing computational resources.
In particular, whenever the Partial Differential Equation (PDE) modeling the prob-
lem admits a fundamental solution, it can be recast as a Boundary Integral Equation
(BIE) [113]. In such a way the unknowns on the boundary of the domain are expressed
as functions of quantities living only on the boundary of the domain itself. Bound-
ary Element Methods (BEM) arise as the numerical discretization of such BIEs. For
BEM only a boundary mesh is required, which deeply mitigates the grid generation
complexity especially in presence of large domain deformations.
In the present work, we tackle two different FSI problems making use of the BEM
approach. The first problem is prediction of the wave drag of a body advancing in calm
water and the second is the simulation of micro-swimmers. On one hand, the study of
ship wave interactions is of capital importance in ship-design processes [22, 42, 78, 81,
98], on the other hand, the study micro-swimmer offers insights on industrial (bacte-
ria pollution) and medical (spermatozoa, bacteria) processes. We see the motility of
swimming cells as the study of the flow induced by the swimming motion of the swim-
mer [40, 91, 95, 109, 110]. For what concerns the structural problem we consider the
position of the solid-fluid interface as a given Dirichlet datum for both cases. Quite sur-
prisingly the two problems, which are obviously completely different, can be analyzed
in a very similar way.
When we study ship-wave interactions, we look to the adimensionalization of Navier–
Stokes equations and we see that the Reynolds number, expressing the relative impor-
tance of the inertial forces with respect to viscous stresses, is > 107). Therefore it is
reasonable to assume that the viscous forces within the fluid are negligible with respect
to inertial effects. Based on the assumption that the flow is irrotational the velocity of
the fluid is expressed as the gradient of a scalar quantity called kinematic potential. In
such a case, we rewrite the mass conservation as the standard Laplace equation and the
linear momentum balance as the Bernoulli equation. The fundamental solution for the
governing Laplace equation is well known, so a Boundary Integral Formulation for the
problem is possible. BEMs for this kind of problems have been derived in many scien-
tific fields, from aeronautics [34, 72, 82], to hydrodynamics [22, 29, 42, 81, 98, 120]. To
completely neglect the viscous forces we must assure that no lift forces are involved,
otherwise we need to account for the presence of a wake [82]. This is the typical setting
of a ship advancing in calm water, where the viscous forces only induce a pure drag
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force which can be estimated by means of empirical algebraic formulas [79]. Models
based upon the potential flow theory are very often used in the early stages of ship
design, as they are particularly suitable for a quick estimation of the drag component
resulting from the wave generation of an advancing hull. The application of BEM to
free surface flows is well documented in literature [23, 29, 77, 78, 98, 120].
Under the condition that only small waves are created (i.e., if we consider the wave
amplitude A and its wavelength λ we have that A  λ), it is possible to apply a per-
turbation analysis to the fully nonlinear free surface boundary conditions, to obtain
a linearized free surface boundary condition for the flow potential [55, 85]. The im-
portance of such a linear condition lies in the fact that superposition principle can be
applied to separately evaluate the flow fields related to diffraction and radiation. In
addition, since the linearized condition is imposed on the undisturbed free surface, the
computational grid does not need to be deformed during the simulations, leading to
an enormous computational advantage with respect to the fully non-linear case. How-
ever, the approximation due to the linearization process lead to a symmetric condition
in the stream wise direction possibly causing unphysical results in presence of a main
stream [107]. It is well known that waves generated by the motion of a body propagate
mostly downstream, originating the so called Kelvin wake pattern. Several methods
have been developed for annihilation of forward propagating waves, which result in the
correct solution of the linearized free surface potential problem.
Among others, in [84, 86] the authors studied the possibility to employ ad hoc
Green functions which automatically satisfy the linearized condition and suppress un-
physical waves propagating upstream. Such works led to the developing of the so-
called Neumann-Kelvin (NK) methods. The highly oscillatory behavior of such Kelvin
sources [24,116], makes even more difficult the —already critical— evaluation of BIEs
on the boundary of the domain. A different strategy, proposed by Dawson in [29],
consists in suppressing the undesired upstream waves at the numerical level, by em-
ploying an upwind finite difference approximation of the second order derivatives of
the potential which appear in the linearized free surface boundary conditions. Daw-
son’s method leads to accurate results, however it presents two main drawbacks: it
requires the preliminary solution of an additional BEM problem (to align the grid with
the streamwise direction), and the use of an upwind finite difference scheme requires
the generation of a structured computational grid, where the nodes are aligned in the
streamwise direction. It is generally more difficult to generate such grids with respect
to unstructured meshes, which can adapt more successfully to complex geometric con-
figurations. Moreover, the upwind finite difference scheme is not easily compatible
with a local adaptive refinement strategy. We present a modification of Dawson’s ap-
proach that allows the use of unstructured non conformal grids. Streamline Upwind
Petrov Galerkin (SUPG) provides a stabilization strategy [2] which suppresses unphys-
ical wave patterns. The additional terms coming from the stabilization are independent
of the grid employed, making it possible to use unstructured, and even non conformal
grids. SUPG is a common stabilization method in the field of FEMs. Its application to
the numerical solution of fully nonlinear potential free surface problems through BEM
has been discussed for the first time in [77, 78]. We describe the application of SUPG
to the linearized free surface potential model. The methodology proposed allows for
the use of arbitrary order boundary elements, and is even compatible with isogeometric
3
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discretizations [16]. We propose two test cases to validate our implementation: the first
one consists of a fully submerged spheroid advancing at constant speed in calm water,
the second one consists of a Wigley hull advancing at constant speed in calm water.
Micro-biology offers a completely different kind of FSI problems, represented by
the study of micro-swimmers. While such problem and the ship-wave interaction
are obviously extremely different, they can be modeled in a very similar way. Even
when we address micro-biology problems we must consider the adimensionalization
of Navier–Stokes equations, see [95]. It is well known that the different parts of the
Navier–Stokes system scale differently with respect to the problem length scale, so we
consider some simplification due to the actual problem dimension. If we evaluate the
cell dimension to be O(10−5) meters, and its typical velocity to be O(10−5)m/sec, we
obtain that the Reynolds number is O(10−4). This implies that viscous forces domi-
nate the flow around a micro-swimmer (we are in the opposite scenario with respect to
ship-wave interactions). In other terms, the flow around the cell can be modeled as a
Stokes flow. Even for the Stokes system the fundamental solution is very well known,
so it can be recast as a BIE. Swimmers exploit periodic shape change to achieve a net
rigid motion, such shape change often involves large deformation of the computational
domain, making the use of standard FEM far from trivial. For such reason, BEMs are
often chosen as resolution strategy for this kind of problems, and the application of
BEMs to micro-swimmers is very well documented in literature [90, 91, 97, 109]. The
micro-swimming behavior of motile cells can give interest insights on many complex
biological processes. In particular, the contamination induced by bacteria, or other
pollutants, influences many different applications, both of industrial and physical in-
terest. Many micro-organisms may change their swimming behavior depending on the
fluid properties [70] or near particular interfaces [91, 109], deeply influencing the pol-
lution or contamination of water reserves. In physics and medicine the study of motile
pathogens or sperm cell is of great interest and can offer new insight in the treatment
of several diseases [59] or in the understanding of different reproduction strategies [5].
From an experimental point of view, the prediction of the swimming behaviors al-
lows for the optimization of the performance of artificial “robotic” swimmer [27, 88].
For these reasons we are interested in evaluating the performance associated with the
motility strategies of micro-swimmers, both to study biological existing organisms and
to predict the performance of “robotic” micro-swimmers under design.
In the last decades many methods have been developed to simplify the mathematical
modeling of micro-swimmers even further. This theories are derived considering both
the linearity and the locality of the Stokes system. The most significant example is given
by the Resistive Force Theory (RFT) [44,69], that provides a relationships between the
force acting on a point of the swimmer and the local velocity of the point itself. In other
cases, hydrodynamic interactions between different parts of composite swimmers are
neglected. Additive approximations (AA) [66, 96] are very used, but they introduce an
error due to the intrinsic non locality of the mathematical model [100]. We present a
BEM methodology to study both prokaryotic and eukaryotic organism coupling differ-
ent OpenSOURCE programs. We validate our methodology against several literature
benchmarks [91,100,109], we present an application to an experimental setup [50], and
we present an analysis of the hydrodynamic interactions between different bodies [96].
The numerical implementation of BEMs, both for the Laplace and the Stokes setting,
4
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is challenging from many points of view. Boundary Integral Equations are character-
ized by convolution operators between fundamental solutions and the unknowns on the
boundary. Such boundary integral operators are weakly singular when valued on the
boundary and they need to be properly approximated by means of numerical quadra-
ture formulas. We need to implement specific singular quadrature [114], to handle the
presence of singularity on the boundary. Moreover, although the requirement of the dis-
cretization of the boundary alone leads to a clear reduction of the number of unknowns
N of the fluid domain, the fundamental solutions are not compactly supported, result-
ing in dense solving systems. This implies a typical time to solution of at least order
O(N2), this means that the computational cost of BEM systems increases quadrati-
cally with the number of unknowns. By this perspective, the continuous developing
of computer architectures opens new possibilities for an efficient and high performing
implementation of Boundary Element Methods. In this work we address such compu-
tational challenges exploring possible ways of exploiting recent parallel programming
techniques to increase the computational efficiency of BEMs. In particular we focus on
hybrid parallelization strategies coupling shared and distributed memory parallelisms:
we use Intel Threading Building Blocks [99], as shared memory parallelism, and the
standard Message Passing Interface as distributed memory paradigm. The derived hy-
brid parallelization strategy allows for an efficient computation on modern HPC plat-
forms [63]. In recent years many methods have been developed to approximate the ac-
tion of a BEM matrix-vector product in order O(N) operations instead of assembling
the full matrices. Among the other possible accelerators (among which we mention
Hierarchical matrices [14,15,43,58]) we couple the parallel BEM with a Fast Multiple
Method (FMM) [46]. Parallel versions of the FMM algorithm have been derived in
recent years [13,45,121] using shared and distributed memory paradigm. We present a
BEM-FMM [41] coupling exploiting hybrid shared-distributed memory parallelization
strategy that can naturally treat very general kind of Laplace BEM problems includ-
ing mixed boundary conditions, high order elements, local refinement strategies and
complex geometries (via direct integration with CAD data structures).
Recently, a very promising FFT based method called Sparse Canrdinal Sine De-
composition (SCSD) [3] has been developed and it has shown very promising results
(comparable to FMM). As far as the authors know, a parallel SCSD algorithm has not
been developed yet. We investigate a possible SCSD parallelization strategy. The al-
gorithm [3] is based on the Non Uniform Fast Fourier Transform (NUFFT) of type
3 [31, 47, 67]. The first step for the parallelization of SCSD is to retrieve a parallel
NUFFT. Such a technique is an accellerator of the Discrete Fourier Transform (DFT)
between arbitrary points in space and frequency. In fact, the standard Fast Fourier
Transform (FFT) requires the points to be on an equi-spaced grid. The basic idea
of NUFFTs is to interpolate the arbitrary distribution on points on a regular grid and
to apply a FFT, or pruned FFT [92], to mitigate the natural quadratic cost of stan-
dard DFTs. Over the last decades some attempts have been made to obtain a parallel
NUFFT [12, 92], however their implementation is very often hardware optimized and
specific [89], and their usage is sometimes far from trivial. We present a novel par-
allel NUFFT library based on a standard FFT library (FFTW [33]) as backend FFT
library. The developed library [39] is highly modular, OpenSOURCE (released under
GPL license) and it can be straightforwardly extended by the scientific community. We
5
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apply the developed NUFFT library to parallelize the complete SCSD algorithm. Even
if this is a preliminary result we present an extensive performance analysis both for the
NUFFT alone and the SCSD algorithm.
This dissertation is organized as follows, in Chapter 1 we introduce the mathemat-
ical formulation for the Laplace Boundary Integral Equation and the derivation of a
Boundary Element Method, we present some tests to assess the accuracy of the re-
sulting numerical method. In Chapter 2 we apply the BEM derived to the study of
ship-wave fluid structure interaction problems using a stabilized linearized free surface
boundary condition that allows for a straight forward implementation of high order el-
ements with local refinement techniques. In Chapter 3 we develop a High Performance
Computing library for the resolution of the Laplace BIE presented in Chapter 1. We
use existing OpenSOURCE libraries to develop an efficient hybrid parallelization in-
cluding a coupling with a Fast Multiple Method. In Chapter 4 we present a flexible and
modular parallelization of the Non Uniform Fast Fourier Transform of type 3, using
OpenSOURCE HPC libraries. We use the developed library to derive a preliminary
parallel implementation of another BEM accelerator, the Sparse Cardinal Sine Decom-
position. In Chapter 5 we introduce the mathematical setting leading to the boundary
integral formulation of the Stokes System. We present possible Green functions satis-
fying different boundary conditions, and we describe the numerical implementation of
a Boundary Element Method for the Stokes system. Finally in Chapter 6 we address
the motility strategies of micro-swimmers. We describe the mathematical modeling of
the problem and we present various results to prove both the flexibility and the accu-
racy of the present work. We present a deep analysis of hydrodynamic interactions
in flagellated bacteria that highlights their importance in the determination of optimal
swimming conditions.
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Laplace Boundary Integral Formulation
In the present Chapter we discuss the mathematical and numerical aspects of the Bound-
ary Integral Formulation for the Laplace equation. Over the last decades the Laplace
equation has often been solved using a boundary integral formulation, and indeed in
many fields of engineering it is quite common to solve such equation through the
Boundary Element Method (BEM). Natural fields of application are electromagnetism
and thermal conductivity. Since a fundamental Green function is known, the problem
can be recast in a Boundary Integral Equation involving only the boundary of the do-
main. This is what makes this formulation appealing for the present work. In fact, it
is possible to solve the Laplace equation only discretizing the boundary of the domain
defining the so-called Boundary Element Method.
A number of steps are possible to improve the applicability of BEM. We start by
mentioning high order elements, which reduce the number of degrees freedom required
to obtain a specific tolerance for problems with smooth solutions. High order BEMs
are more attractive when compared to their finite element counterparts, since for finite
elements, increasing the order results in a less sparse, more ill conditioned, system
matrix. For BEMs the matrices are already full, and this is no longer a disadvantage.
When non smooth problems are considered, high order elements can be combined with
local refinement techniques to reduce the final size of the problem. In general these
two techniques together work well when the domain itself is smooth. They are are no
longer sufficient when the domain is only Lipschitz: if the domain presents a sharp
edge the normal vector has a jump across such interface, inducing a jump also in the
normal component of the solution gradient. While this is not an issue for discontinuous
elements of arbitrary orders, it may be an issue if we consider continuous elements.
A possible solution is the so-called double nodes technique [48], where continuity is
preserved only on the solution, while its normal gradient is allowed to have a jump
7
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Chapter 1. Laplace Boundary Integral Formulation
across physical edges. The usage of this technique allows for an accurate solution of
mixed Neumann Dirichlet boundary value problems on domains with sharp edges. In
recent years the developing of Computer Aided Design technologies has posed new
challenges to both FEM [25] and BEM communities [56]. The integration of complex
CAD geometries in BEM widens the range of the application [80]. We exploit refining
and integration strategies directly on the exact geometry specified by user provided
files.
The Chapter is organised as follows, in Section 1.1 we describes the Boundary In-
tegral Formulation for the Laplace equation, in Section 1.2 we discuss the numerical
implementation of a Boundary Element Method and in Section 1.3 we report and dis-
cuss some results of the developed BEM.
1.1 Boundary Integral Formulation
Following the same formalism in [19, 42], we consider a bounded open domain Ω with
Lipschitz boundary Γ = ∂Ω, and we solve the model problem
−∆φ = 0 in Ω (1.1a)
∂φ
∂n
= fN(x) on ΓN (1.1b)
φ = fD(x) on ΓD, (1.1c)
where Dirichlet and Neumann boundary conditions are imposed on the portions ΓD,
and ΓN of ∂Ω, such that ΓD
⋃
ΓN = ∂Ω, ΓD
⋂
ΓN = ∅, and ΓD 6= ∅.
We can multiply equation (1.1a) by an arbitrary function G and integrate by parts
twice to obtain the second Green idendity∫
Ω
(−∆φ)G dx =
∫
Ω
(−∆G)φ dx+
∫
Γ
∂φ
∂n
G ds−
∫
Γ
φ
∂G
∂n
ds = 0, (1.2)
where n is the outward normal to Γ. Choosing G to be the so called free-space Green
function, or fundamental solution of the Laplace equation:
G(r) :=
1
2pi
ln
(
1
|r|
)
if r ∈ R2, (1.3a)
G(r) :=
1
4pi|r| if r ∈ R
3, (1.3b)
we can exploit equation (1.2) and the defining properties of the Dirac delta distribution
to express the boundary integral formulation of the Laplace equation:
φ(x) =
∫
Γ
G(x− y)∂φ
∂n
(x) dsy −
∫
Γ
φ(x)
∂G
∂n
(x− y) dsy ∀x ∈ Ω. (1.4)
Equation (1.4) allows for the computation of the potential φ in any point x in the
domain Ω if φ(x) and its normal derivative ∂φ
∂n
(x) are known on the boundary Γ. If
we consider the trace of the representation formula (1.4), the kernels G(x − y) and
8
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1.2. Laplace Boundary Element Method
∂G
∂n
(x − y) become weakly singular (but integrable) and singular respectively. Con-
sidering the Cauchy Principal Value (CPV) of the singular integral, we can write the
boundary integral form of the original problem as
α(x)φ(x) =
∫
Γ
G(x− y)∂φ
∂n
(x) dsy −
∫ PV
Γ
φ(x)∂G
∂n
(x− y) dsy on Γ (1.5a)
∂φ
∂n
= fN(x) on ΓN (1.5b)
φ = fD(x) on ΓD, (1.5c)
or, by explicitly writing the boundary conditions in the boundary integral equation,
χΓN (x)α(x)φ(x)−
∫
ΓD
G(x− y)∂φ
∂n
(x) dsy +
∫ PV
ΓN
φ(x)
∂G
∂n
(x− y) dsy
= −χΓD(x)α(x)fD(x)+
∫
ΓN
G(x− y)fN(x) dsy −
∫ PV
ΓD
fD(x)
∂G
∂n
(x− y) dsy.
(1.6)
The coefficient α(x) is obtained from the CPV evaluation of the singular integral,
and it represents the fraction of solid angle with which the domain Ω is seen from the
boundary point x. We use χA to indicate the characteristic function, i.e., χA(x) is one if
x ∈ A, and zero otherwise. Equation (1.6) is also known as Boundary Integral Equation
(BIE). With such representation it is possible to derive the potential where its normal
derivative is known, and viceversa.
1.2 Laplace Boundary Element Method
By taking the trace of the boundary integral representation (1.4), one obtains the inte-
gral formulation (1.6) which only lives on the boundary. If one is only interested in
obtaining the solution of the problem on the boundary Γ, a numerical solution can be
obtained through the discretization of the BIE (1.6). We introduce a suitable discretiza-
tion of the approximation spaces and of the boundary, by defining standard Lagrangian
finite element spaces on Γ as basis functions both for the geometry and the unknowns φ
and ∂φ
∂n
. We refer to this type of approximation as Isoparametric BEM. The unknowns
of the problem are the values of φ and ∂φ
∂n
on the respective set of interpolatory points
of the Finite Element discretization. In general, the finite dimensional approximation
of the problem can be divided in 5 main steps:
Computational mesh generation We define a quadrilateral computational mesh meant as
a regular decomposition Γh of the boundary Γ. Here regular means that any two cells
K,K ′ only intersects on common faces, edges or vertices. In all the computations car-
ried out in this work we provide a coarse grid and then we progressively refine it so
as to obtain a solution with specified accuracy. From the user’s perspective, this eases
the generation of an initial grid. This requires that the solver is provided with a suit-
able description of the geometry on which the mesh must be refined. Along with some
native shapes described by simple analytical formulas, such as spheres, toruses, cubes,
pyramids, etc. several applications require the introduction of arbitrary geometrical de-
scriptions which are commonly contained in CAD files. Any surface can be refined
9
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Chapter 1. Laplace Boundary Integral Formulation
on its own geometry, thus we offer the possibility to import a CAD geometry and use
it for mesh refinement purposes. This features has been employed, for instance, in
ship-wave simulation through BEM, [79], and an aeronautics-like example of a NACA
wing shape is presented in Section 1.3.4. As said, the framework described allows for
a very minimal effort for the generation of the first numerical discretization, which can
be further refined until the error in the simulation becomes acceptable. Of course such
feature can be naturally and effectively exploited in combination with local refinement
strategies. This feature, which is known to work nicely in the Finite Element frame-
work, is based on the development of a proper a posteriori error estimator guiding the
refinement of the mesh. Several works confirm that such strategy can be successfully
applied to BEMs. For example in [60] the authors show an error analysis based on the
construction of complementary spaces with respect to the current finite element spaces.
Other possible estimators are based on Hierarchical spaces [21] or classical residual
evaluation [32]. We present the results obtained with an estimator that is very simple
to implement and has already proved effective in its applications to BEMs (see [42]).
The estimator was introduced in [1] for volume problems, and generalized to surface
problems in [30]. It works by approximating the error on each cell by considering the
L2 norm of the jump of the surface gradient of the approximated solution on each face.
Definition of the discrete spaces We define two finite dimensional spaces Vh and Qh fol-
lowing [42], 1 defined on Γh, such that
Vh :=
{
φh ∈ L2(Γh) : φh|K ∈ Qr(K), K ∈ Γh
} ≡ span{ψi}NVi=1 (1.8a)
Qh :=
{
γh ∈ L2(Γh) : γh|K ∈ Qs(K), K ∈ Γh
} ≡ span{ωi}NQi=1, (1.8b)
where on each cell K, located on the boundary, φh|K , γh|K are polynomial functions of
degree r and s respectively, in each coordinate direction. In principle these two spaces
can be built independently, but for the moment we restrict the discussion to the case
where we use the same Finite Element discretization for both the primal and the dual
unknown, i.e., Vh = Qh ≡ span{ψi}NVi=1. A preliminary study of such issue has been
carried out in [38], where it was pointed out that the use of different spaces for φ and ∂φ
∂n
does not lead to a significant accuracy gain with respect to using the same basis func-
tions for the two unknowns. We use a classical iso-parametric formulation, using the
same space both for the geometry and for the unknowns. Since we are using geometries
specified by CAD files an interesting choice would be using NURBS function at least
for the geometry to guarantee its exact preservation. However, the treatment of arbitrar-
ily complex CAD (usually defined by many different patches, possibly with trimmed
surfaces) poses many implementation challenges that are currently being addressed. We
reach a compromise by using iso-parametric discretization based on standard QN La-
grangian finite elements, and by collocating the support points of the geometry patches
directly on the CAD surfaces. Such finite dimensional spaces allow an accurate and
1 For the integrals in equation (1.5a) to be bounded, φ and ∂φ
∂n
must lie in the spaces V and Q, defined as
V :=
{
φ ∈ H 12 (Γ)
}
(1.7a)
Q :=
{
γ ∈ H− 12 (Γ)
}
, (1.7b)
where Γ = ∂Ω. We recall that H
1
2 (Γ) is usually defined as the space of traces on Γ of functions in H1(Ω), while H−
1
2 (Γ) is
its dual space. The spaces Vh and Qh are constructed as conforming finite dimensional subspaces of V and Q respectively.
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1.2. Laplace Boundary Element Method
refined representation of both the geometry and the unknowns. Compatibility of the
arbitrary order finite dimensional spaces with sharp edges in the geometry is obtained
through the double nodes technique, [49]. In presence of a geometrically sharp edge,
the normal vector is discontinuous, and so is the potential normal derivative. The use
of double nodes allows for the presence of such discontinuity by a local enrichment of
the space Qh.
Collocation of the Boundary Integral Equations While the Galerkin method appears as the
natural choice for FEMs in BEM framework this method implies a second integration
of weakly singular kernels. We already treat in a specific way the singular integrals
that naturally appears in the BIE using specific quadrature formulas. A second inte-
gration would increase the computational complexity of the BEM, and we therefore
focus on collocation methods. In Section 1.3.1 and 1.3.3 we show both the accuracy of
the presented collocation method and the criticality of proper singular integration. The
collocation method consists in replacing the continuous functions φ and ∂φ
∂n
with their
numerical approximations φh and γh, which represent the discretized potential and po-
tential normal derivative respectively in the finite dimensional space, and collocating
the BIE on a number of points equal to the number of unknowns. A natural location
for these points is on the boundary Γh, selecting, for example, the support points of the
basis functions. Another possible choice would be to collocate the equations close to,
but not on the boundary, in such a way the integrals appearing in (1.5a) would not be
singular at all. However, if the domain presents sharp corners or cusps the point selec-
tion may not be straight-forward. We collocate on the boundary Γh, using the support
points of the Lagrangian Finite Element Spaces.
Collocating (1.5a) produces the linear system
(α +N)φˆ−Dγˆ = 0, (1.9)
where
• α is a diagonal matrix with the values α(xi), where xi represents the i-th colloca-
tion point;
• Nij =
∑K
k=1
∑Nq
q
∂G
∂n
(xi − xq)ψjqJk, where Kˆ represents the reference cell and
Jk is the determinant of the first fundamental form for each panel k;
• Dij =
∑K
k=1
∑Nq
q G(xi − xq)ψjqJk;
• φˆ, γˆ represent the nodal value of potential and potential normal derivative.
The integrals on the reference cell are performed using different quadrature schemes.
When the collocation point does not lie inside the cell we simply use bidimensional
Gauss scheme, If the collocation point is inside the current cell we need a different
strategy since the Kernels G, ∂G/∂n are singular, in particular we use bidimensional
Telles or Lachat Watson quadrature formula, [114]. On one hand this choices allows
for an accurate solution of the weakly singular Boundary Integral Equation, and on the
other hand it makes the assemblage cycle more complicated. This is mainly due to the
fact that we need to use two different discrete schemes checking if the collocation point
lies inside the current cell.
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Chapter 1. Laplace Boundary Integral Formulation
Imposition of the boundary conditions To impose the boundary condition for φh and γh,
we define the additional vectors
φ¯ =
{
φˆi = fD(xi) if xi ∈ ΓD
0 if xi ∈ ΓN .
(1.10a)
γ¯ =
{
0 if xi ∈ ΓD
γˆi = fN(xi) if xi ∈ ΓN
(1.10b)
φ˜ =
{
0 if xi ∈ ΓD
φˆi if xi ∈ ΓN .
(1.11a)
γ˜ =
{
γˆi if xi ∈ ΓD
0 if xi ∈ ΓN
. (1.11b)
With the definitions (1.10) and (1.11) we can introduce the linear system
At˜ = b, (1.12)
where b is recovered using (1.13), the linear operator A satisfies (1.14),
b = −(α +N)φ¯+Dγ¯, (1.13)
At˜ = (α +N)φ˜−Dγ˜, (1.14)
t˜ simply groups the unknowns as in (1.15)
t˜i =
{
γˆi if xi ∈ ΓD
φˆi if xi ∈ ΓN .
(1.15)
We don’t need to assemble the matrixA in (1.14) but we simply define its vector matrix
multiplication on a generic vector, this is enough for an iterative Krylov solver. We need
to take great care of the interfaces between different boundary condition in the case of
mixed problem. In such case we treat the interface as a sharp edge and we impose
different boundary condition on the corresponding double nodes.
Solution of the linear system The procedure above leads to a non symmetric (dense) lin-
ear system which is solved iteratively using a preconditioned GMRES Krylov solver.
We use an incomplete Gauss factorization of a band matrix derived from the system
matrix as a preconditioner. Algebraic Multi Grid preconditioners have proved to be
very effective in the solving of BIEs with Neumann or Dirichlet boundary datum. We
are currently studying an application of AMG preconditioners in the case of mixed
boundary conditions. We have chosen to restart the solver every 30 iterations. By our
choice of preconditioner, this is sufficient to find a solution with a reasonable number
of iterations (n < 100).
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1.2. Laplace Boundary Element Method
Post Process In many applications we need to post process the potential φ and its normal
derivative. In most cases we need to compute an error analysis to verify the proper con-
vergence of the method, see Sections 1.3.1, 1.3.2 and 1.3.3. Another classical example
arises in fluid-dynamics where the potential gradient ∇φ represents the fluid velocity.
We apply an L2 projection of the surface gradient χ = ∇sφ combined with the poten-
tial normal derivative ∂φ
∂n
to construct a proper gradient recovery post-processing step,
i.e., we solve ∫
Γ
vhχ ds =
∫
Γ
vh
(
∇sφ+ ∂φ
∂n
n
)
ds ∀vh ∈ Vh. (1.16)
From (1.16) we get a O(N) sparse system similar to the one we use to recover the
normal vector on the nodes to be used in the imposition of the boundary conditions. In
this scenario equation (1.16) only requires the inversion of a (boundary) sparse mass
matrix while the right hand side is completely known after the BEM system resolution.
We present all the aforementioned features in an OpenSOURCE code whose struc-
ture is reported in Figure 1.1, we underline that the modular structure we have chosen
allows for modification to the code. For instance it is quite straightforward to plug in
an accellerator, if it satisfies the assumptions our presentation is built upon, instead of
the real matrix assembling cycles.
Computational Mesh Definition:
grid definition and manifold
setting (via parameter file)
Definition of Discrete Spaces:
functional space defini-
tion (via parameter file)
Imposition of Boundary Condi-
tion : recover of a normal vector
discretization using a L2 pro-
jection and setting of boundary
conditions (via parameter file)
Collocation of BIE: setting of
matrix vector products (ma-
trix assembling or accelerators)
and linear system solving
Post Process: gradient recovery,
error analysis and solution output
Local refinement based
on error estimators
Output of the solution
Set Up
Solution Analysis
Operator Setting
Figure 1.1: Flow diagram depicting the structure of the program for the solution of the Laplace BEM.
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Chapter 1. Laplace Boundary Integral Formulation
1.3 Results
1.3.1 Global refinement strategy
We analyse the convergence of the numerical scheme to a known solution for a mixed
Dirichlet-Neumann problem on different domain configurations, by considering the
following harmonic function as a non-trivial, known, analytical solution
Φ =
−1
4pi
√
(x− 1)2 + (y − 0.5)2 + (z − 0.5)2 , (1.17)
and its corresponding gradient to solve a mixed Neumann Dirichlet Boundary value
problem. As illustrated in Figure 1.2, the first geometry considered is that of a sphere
of radius R = 1 and centered in O = (0, 0, 0), in which both Dirichlet and Neumann
faces are present. On such a prescribed geometry it is in principle possible to obtain the
potential normal derivative to be imposed as Neumann boundary condition. In fact the
normal is known at any point of the sphere, and so is the gradient of the potential Φ.
Unfortunately in most complex cases the analytic normal vector to the specified geom-
etry is not always known a priori. Before the assembling and resolution of the BEM
system we introduce a pre processing step consisting in a discretized L2 projection of
the normal vector, resulting in a sparse system of O(N). In cases where the gradient
of Φ is analytically known, we obtain the value of Neumann boundary conditions as
the product of such gradient by the computed normal. This is exploited to verify the
accuracy of the normal derivative approximation.
Figure 1.2: Initial Mesh configuration for the sphere test case with mixed boundary conditions. We show
the initial grid, represented by a simple cube composed by 6 faces. Dirichlet boundary conditions
are applied to the red faces, while Neumann boundary conditions are applied to the blue faces.
The convergence test is carried out starting from a very coarse representation of
the domain which is refined until the number of unknowns of the resulting numerical
problem leads to a dense matrix that cannot be stored using 32 bit indexing.
Figure 1.3 shows the first mesh refinement for which the results are meaningful
and the final refined version. At each refinement level the new cells are created on
the specified geometry. The possibility to introduce a very coarse discretization of the
domain, which is then refined at will to represent at best the desired geometry, is a key
feature of our implementation. Such feature is particularly important in this example,
since the curved shape of the domain boundary is ideal to highlight the error due to the
quadrature of both single and double layer kernels. We recall that for flat surfaces the
14
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1.3. Results
error in the quadrature of the latter kernel is negligible since
∂G
∂n
(r) =
r · n
4pi|r|3 = 0. (1.18)
Figure 1.4 presents the resulting convergence analysis for both the potential φ (on
the left) and its normal derivative (on the right). In the plots the green lines represent the
L2 norm of the error as a function of the number of unknowns. The blue lines indicate
the corresponding value of the L∞ norm while the red line is the reference first order
convergence rate.
Figure 1.3: Initial and final refinement for the sphere test case. On the left we have considered 96 cells,
corresponding to 150 unknowns , while on the right we have 98304 cells, corresponding to 99074
unknowns. The colours depict the magnitude of the exact solution φ.
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Figure 1.4: Convergence analysis for the error in a mix Dirichlet-Neumann problem usingQ1 boundary
elements and the spherical mesh. On the left we plot the analysis for the variable φ on the right we
depict the errors for ∂φ/∂n. The blue curve represents the L∞ norm and the green one the L2 norm.
We have reported the first order convergence rate in red.
As clearly indicated in the left plot of Figure 1.4, the use of Q1 elements results
in a first order convergence for the variable φ, for both L2 and L∞ norm. As for ∂φ∂n
convergence a more irregular behavior is observed. During the first refinement steps in
fact, the error decreases more than linearly, while the convergence rate decreases signif-
icantly in correspondence with the final refinement step. The initial super-convergence
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Chapter 1. Laplace Boundary Integral Formulation
might be result of the spherical symmetry of the domain. A closer look at the error dis-
tribution (see Figure 1.5) suggests that the progressive refinement of an initially cubic
mesh over a sphere results in the presence of few stretched cells located at the original
mesh vertices. To make things worse such nodes are located at the interface between
different boundary condition regions. This situation is neither altered nor improved
throughout the refinements of the grid, as the angle of such stretched cells remain con-
stant for each mesh. The stretched cells might result in a constant error which might
become a dominant term for the finest discretization tested. To confirm such conjecture
we will test in the close future different mesh blockings for the sphere test case.
Figure 1.5: Error analysis for the potential normal derivative in the sphere test case. The maximum
values are reported in blue. We see an error concentration where the cells are more stretched.
The second test case considered is the truncated pyramid illustrated in Figure 1.6.
Also in this case we employ the analytical solution (1.17) to impose both Dirichlet
and Neumann boundary conditions on different portions of the boundary. Given the
previous considerations this test case is devised to minimize the error related to the
singular kernel integrations so as to evaluate the error related to the presence of sharp
corners characterized by different angles. In this case the first grids consists of 96
quadrilateral cells ans it is refined up to 98304. The results of the convergence analysis
are presented in Figure 1.7, both for the potential φ (on the left) and its normal derivative
(on the right). In the plots the green lines indicate the L2 norm of the error as a function
of the number of unknowns. The blue lines represent the corresponding value of the
L∞ norm while the red line is the reference first order convergence rate.
Figure 1.7 shows that using standard Q1 elements on a domain that does not present
the symmetries of the sphere still results in first order convergence rate for the potential
φ. In the case of the potential normal derivative we observe the occurrence of an error
plateau for the L∞ norm in corresponding to the last refinement level considered. A
possible cause can be assessed through an inspection of the local ∂φ
∂n
error distribution
presented in Figure 1.8. As can be seen the maximum error occurs in correspondence
with the edge characterized by the sharpest angle. This leads us to infer that in pres-
ence of narrow corners an error might be the result of not applying a singular quadra-
ture on one side of the corner when integrating a singularity located on the opposite
site. Further investigation on the optimal application of singular quadrature formulas
in presence of sharp edges is undergoing.
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1.3. Results
Figure 1.6: A sketch of the truncated pyramid geometry considered in the second test case. The colors
represent the magnitude of the exact solution φ.
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Figure 1.7: Convergence analysis for the error in a mix Dirichlet-Neumann problem usingQ1 boundary
elements and the truncated pyramid mesh. On the left we plot the analysis for the variable φ on the
right we depict the errors for ∂φ/∂n. The blue curve represents the L∞ norm and the green one the
L2 norm. We have reported the first order convergence rate in red.
Figure 1.8: Error analysis for the potential normal derivative in the pyramid test case. The maximum
values are reported in blue. We see an error concentration due to the sharp edge together with some
residual integration errors.
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1.3.2 Local refinement strategy
The developed library allows for the refinement of a simple and coarse mesh over a
desired geometry. In the previous examples such feature was used in the framework of
a global refinement strategy. We present here its effectiveness in conjunction with local
adaptive refinement strategies. Such strategies consist in refining the original mesh by
distributing a major number of cells in the regions where the solution is less accurate. In
this Section we will present the results of the application of adaptive refinement strategy
based on Kelly Error Estimator to the sphere test case discussed in Section 1.3.1. The
adaptive refinement procedure is started from the uniform coarse grid shown on the left
portion of Figure 1.9. At each refinement cycle we use the computed solution for the
potential φ to evaluate the Kelly error estimator for each cell of the domain. Based on
such estimator we proceed to refine the 30% of the total cells having the highest values
of the error estimator. Since each refined cell is split into four children this procedure
results in roughly doubling the total amount of mesh elements at each refinement step.
The right plot of Figure 1.9 presents the adapted mesh obtained after 8 local refinement
cycles. The plot confirms that by a qualitative standpoint the refinement algorithm
is able to concentrate the computational grid nodes in the regions where the solution
gradient is highest. The results of the convergence analysis are presented in Figure 1.10
for the potential φ. In the plots the green lines indicate the L2 norm of the error as
a function of the number of unknowns. The blue lines represent the corresponding
value of the L∞ norm. The continuous lines denote the error obtained with adaptive
local refinement strategy, while the dashed lines represent the corresponding global
refinement strategy errors. The latter errors have been already presented in Figure 1.7
and are here reported as a comparison reference for the adaptive refinement.
Figure 1.9: Initial and final refinement for the sphere test case using local refinement strategies. On the
left we have considered 96 cells, corresponding to 150 unknowns , while on the right we have 19515
cells, corresponding to 20410 unknowns. Also in this case the colors represent the magnitude of the
exact solution for the variable φ
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Figure 1.10: Convergence analysis for the error on φ on the sphere in a mixed Dirichlet-Neumann
problem using Q1 boundary elements. In blue we see the L∞ norm and in green the L2 norm.
The results in the convergence analysis confirm that the adaptive refinement strat-
egy converges to the correct solution with the same order. Yet given the same number
of mesh elements the errors obtained are significantly lower with respect to the global
refinement case. In the future we will further investigate on the performance of dif-
ferent error estimators which could result in a further reduction of the computational
costs. Nonetheless, a simple indicator such as Kelly error estimator is already giving a
significant contribution in this regard.
1.3.3 High order basis functions
To test the performance of different choices for the Lagrangian basis function used in
the iso-parametric discretization scheme implemented in the present work, we carry
out a further convergence analysis on the pyramid test case. Such geometry in fact
might in principle be less indicated for high order and finite elements. In fact sharp
corners might reduce the possibility to exploit such elements which are effective with
highly regular solutions. Yet the implementation of the double nodes treatment of sharp
edges, allows for a full exploitation of the high order discretization advantages even on
irregular geometries. Thus, the test consists in a convergence analysis based on global
refinement cycles for bi-linear (Q1) bi-quadratic (Q2) and bi-cubic (Q3) quadrilateral
finite elements. Figure 1.11 presents the results of such analysis for both φ (on the
left) and its normal derivative (on the right). The circled blue lines represents the error
using bilinear Q1 elements, the squared green ones the error using biquadratic Q2 ele-
ments, while the red plots show the error using bicubic elements. The errors obtained
with Q1 elements have been already presented in Figure 1.7 and are here reported as a
comparison reference for the high order global refinement.
The potential function convergence plot suggests that quadratic and cubic elements
converge to the exact solution at higher convergence rate with respect to the linear
discretization. Indeed second order elements lead to convergence rate of 1.5, whereas
cubic elements converge with order 2. The final refinement step considered in this
analysis displays a slight reduction in the quadratic and cubic elements convergence
rate. This is probably caused by an even more evident accuracy loss which can be
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Figure 1.11: Convergence analysis for the error in a mix Dirichlet-Neumann problem using boundary
elements and the truncated pyramid mesh. On the left we analyze the convergence of the solution
φ and on the right its normal derivative. In blue we plot the result using Q1 elements, in green we
report the Q2 analysis and in red we draw the results using Q3 finite elements.
observed in the ∂φ
∂n
plot.
Figure 1.12: Error analysis for the potential normal derivative in the pyramid test case using bicubic
Q3 elements. The maximum values are reported in blue. We see an error concentration due to the
sharp edge together with some residual integration errors.
The cubic error distribution presented in Figure 1.12 displays a rather chequered
pattern suggesting that the inaccuracy might be related to the integration of singular
kernels. This might me explained with the fact that quadratic and cubic shape functions
assume negative values on each element resulting in possible non negligible cancella-
tion errors in sums involving very high O(1
r
) terms. Up to this moment we have used
Lachat–Watson or Telles quadrature scheme, see [114], up to order 50. We are currently
studying improvements to the quadrature schemes which might increase the accuracy
of weakly singular integrals.
Despite such problems occurring at the last stages of refinement, the use of high
order discretizations represent a very interesting alternative. The convergence plots
show that quadratic and cubic basis functions reach errors of the order 10−3 or 10−4
with significantly less degrees of freedom with respect to the linear discretization. This
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1.3. Results
can represent a clear advantage in several engineering applications in which errors of
this size are considered acceptable.
A further quantitative confirmation to these considerations can be obtained by a
different test case employing the same truncated pyramid geometry used in the previous
one. Here we apply local adaptive refinement cycles until L∞ norm of the error on the
potential function φ reaches a value lower than 5× 10−5. Table 1.1 presents the results
of such analysis for Q1, Q2, Q3 elements.
Table 1.1. All the cases were started from a uniform coarse grid which has been
adaptively refined.
lement L∞ φ Abs Error Cells Unknowns Time (sec)
Q1 4.52071× 10−5 2559 2877 40.98
Q2 2.6995× 10−5 327 1576 12.36
Q3 2.315× 10−5 165 1763 42.12
Table 1.1: Comparison among the performance of continuous Finite Elements of different degree cou-
pled with local refinement strategy. The Neumann–Dirichlet mixed problem is recursively solved
on the sphere and the computational grid is adaptively refined until the prescribed 5 × 10−5 error
threshold is reached. The table reports both the number of unknowns of the final grid and the total
computational time needed to reach the prescribed error.
The data show that biquadratic high order elements allow for a remarkable reduction
of the degrees of freedom required to obtain the prescribed accuracy, this results in a
computational time reduction of roughly 2 and 4 for quadratic and cubic elements, with
respect to linear ones. However we see that the usage of bicubic elements cause an in-
crease in the computational time, this is due to the weakly singular kernel integrations.
A very accurate integration scheme is necessary to properly integrate such singularities
when convolved with highly oscillating functions. From Figure 1.11 we see that high
order elements are able to provide extremely accurate solutions but we need to take into
account the computational cost to properly implement the weakly singular integrals.
1.3.4 Complex geometries integration
In Section 1.3.2 we have shown that the implementation we propose is capable of re-
fining over a prescribed geometry, and in Section 1.3.1 we have shown that we are able
to treat sharp edges in the domain. At this point we want to use the Laplace solver on
an arbitrarily complex geometry of industrial interest. In the last decades the develop-
ing of Computer Aided Design technology has deeply influenced both FEM and BEM
communities. Especially in Boundary Element Methods the possibility fo integrating
the exact geometry opens up new possibilities, see [79]. We provide our implemen-
tation with the possibility of using different kind of manifold. In particular the user
can specify an arbitrary number of surfaces and curves imported through iges files.
This is essential in order to treat geometries of industrial interest. In Figure 1.13 we
present an example using a CAD file describing a NACA0012 airfoil. While this is still
a simple situation, it presents all the challenges of working with a complex geometry
of industrial interest. In fact, the domain presents sharp edges and a cusp at the trailing
edge. We are able to deal with such complexity integrating the aforementioned double
nodes treatment, local refinement strategies and CAD geometry descriptors. The only
requirement for the simulation set up is an isotropic mesh with nodes located on the
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Chapter 1. Laplace Boundary Integral Formulation
imported geometry. Once this is provided all the —local or global— refinements re-
quired will be carried out on the desired domain. In the case at end, the NACA airfoil
test consists in a convergence analysis based on global refinement cycles for bi-linear
(Q1) quadrilateral finite elements. Also in this case the analytical solution used for
such convergence analysis is the potential Φ represented in (1.17). Figure 1.13 presents
the computational mesh we are using. The left image represents the starting isotropic
mesh. The right plots depicts the computational mesh after two fully automated global
refinement cycles. Both plots are colored according to the local values of the computed
potential φ.
Figure 1.13: On the left we plot the starting NACA0012 computational mesh (637 dofs). On the right
the computational mesh after two global refinements (8395 dofs). The contour depicts the solution
for the potential φ as in (1.17).
Figure 1.14 depicts the results of the convergence analysis. The plot on the left
depicts the study potential φ both in L2 (blue empty circles) and L∞ (green full circles)
norms, while the Figure on the right represents the analysis for the potential derivative
∂φ
∂n
in L2 (blue empty circles) and L∞ (green full circles) norms. We have reported the
first order convergence rate in red.
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Figure 1.14: Convergence analysis for the error in a mix Dirichlet-Neumann problem using Q1 bound-
ary elements and the truncated pyramid mesh. On the left we plot the analysis for the variable φ on
the right we depict the errors for ∂φ/∂n. The blue curve with empty circles represents the L∞ norm
and the green one with full circles the L2 norm. We have reported the first order convergence rate in
red.
The left plot in Figure 1.14 suggests that the use of bilinear quadrilateral elements
results in the same first order convergence reported in Section 1.3.1 and 1.3.2 for the
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potential φ. As for the potential normal derivative the convergence in L∞ norm pro-
gressively slows down in correspondence with the last refinement cycles. A first cause
for this behavior could be related to the presence of distorted cells on the lateral planar
faces in proximity with the cusp. In such region, regardless of the mesh refinement or
quality the cell on the cusp will present a ∼ 15◦ angle which likely leads to an error
independent of refinement. A further source of error is possibly related to the use of
singular quadrature only on the cells where each collocation node is located. In the
last cycles, in correspondence with the cusp and with progressively finer grids the error
of not accounting for the singularity on the opposite sides of the cusp with suitable
quadratures might become relevant.
This test suggests that with bilinear elements we retain linear convergence to a non
trivial solution on a complex geometry if the primary variable φ is considered. As
for ∂φ
∂n
, the behavior is sublinear in correspondence with the last steps of refinement.
Nonetheless, even in this geometrically challenging problem the minimum L∞ error
obtained is below 10−3 which is perfectly acceptable in many industrial applications.
We are currently developing a second kind of adaptive local refinement strategy
which is exclusively based on the local curvature of the imported CAD shape. In many
cases in fact it is important that the computational mesh employed in the simulation is
able to represent in the best possible way the actual geometry. Comparisons between
such strategy and the one presented in Section 1.3.2 are undergoing.
1.3.5 Post process and gradient recovery
In many cases the variable of interest is neither the potential φ nor its normal deriva-
tive, but a function depending on both. Thus, it is essential to correctly Post Process
the solution of the BEM solver. For example the potential gradient∇φ often represents
a meaningful quantity, in fluid dynamics it describes the velocity of the fluid moving
around the domain Γ. As described in Section 1.2 a L2 projection is implemented to
properly recover the overall gradient combining the surface gradient ∇sφ with its nor-
mal component ∂φ
∂n
. Figure 1.15 represents the potential gradient∇φ obtained solving a
full Neumann problem considering external aerodynamics around the NACA0012 air-
foil depicted in Section 1.3.4. We impose an asymptotic uniform flow directed along
the x axis. We see that the glyphs representing the fluid velocity are tangent to the
wing profile. This is expected for the non penetrating Neumann boundary condition we
impose.
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Chapter 1. Laplace Boundary Integral Formulation
Figure 1.15: Post Process of a BEM solution regarding external aerodynamics around a NACA0012
airfoil. The glyphs represent the complete potential gradient ∇φ. We impose an asymptotic uniform
flow directed as the x axis and we recover a velocity tangential to the wing itself.
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CHAPTER2
Linearized ship-wave interaction problems using
Boundary Element Method and FEM-SUPG
stabilization
We focus on a physical application of the Boundary Element Method for the Laplace
equation developed in Chapter 1. We are interested in studying the generation of grav-
itational waves around a body advancing at constant speed in calm water. This type of
waves presents a typical pattern, called the Kelvin-wake pattern, which is characterized
by a strongly V-shaped system. In section 2.2.1 we will focus on the waves generated
by a fully submerged spheroid (Figure 2.1), while in section 2.2.2 we will study the
waves generated by a surface piercing body (Figure 2.2). Both problems are assessed
benchmarks in naval engineering (see, e.g., [29,85,98]). In all simulations we consider
a flow domain composed by the portion of water surrounding the body, as depicted in
Figures 2.1 or 2.2. The flow domain is bounded by the free surface, by the body and by
the bottom surfaces. The part of the boundary Γ∞ represents the truncation surfaces of
the numerical domain, which is considered to be far enough from the body. If the body
pierces the free surface, as in Fig. 2.2, the domain includes only the part of the body
beneath the water surface, excluding its dry part.
We consider the flow of an incompressible inviscid fluid past a body at rest, or,
equivalently, that of a body moving at constant speed in a fluid at rest, in a frame of
reference attached to the body. We choose to use the Euler equations for incompress-
ible fluids. In this case the mass conservation can be rewritten as the classic scalar
Laplace equation. We complete the problem by selecting the boundary conditions to
be prescribed on the remaining boundary regions. On the body boundary Γbody we
impose a —non-homogeneous Neumann— non penetration condition. Homogeneous
Neumann conditions are instead imposed on the lateral truncation surfaces Γtank of the
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∂ΩbodyV∞
Free Surface
Bottom
Γ∞ Γ∞
Figure 2.1: Vertical section of the domain for the simulation of the flow past a body beneath the water
free surface.
∂ΩbodyV∞
Free Surface
Bottom
Γ∞ Γ∞
Figure 2.2: Vertical section of the domain for the simulation of the flow past a boat located across the
water free surface
numerical tank. The same condition is imposed on the outflow boundary Γout, while
a homogeneous Dirichlet boundary condition is imposed on the inflow boundary Γin.
The latter condition is selected in order to avoid a pure Neumann boundary problem,
the solution of which would be defined only up to a constant. The complete boundary
value problem reads:
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2.1. Free surface boundary condition
−∆φ = 0 in Ω (2.1a)
∂φ
∂n
= −v∞ · n on Γbody (2.1b)
∂φ
∂n
= −U
2
∞
g
∂2φ
∂x2
on Γfs (2.1c)
∂φ
∂n
= 0 on Γout ∪ Γtank (2.1d)
φ = 0 on Γin. (2.1e)
For further details on the derivation of the free surface boundary condition (2.1c) see
Section 2.1. It must be pointed out that the homogeneous Neumann conditions pre-
scribed on the truncation surfaces might result in an undesired reflection of water waves
back in the flow domain (see [107]). To limit this problem, in this work we employed
a computational domain of considerable dimensions. The lateral truncation boundaries
Γtank are located in fact at a distance 15 × L from the origin, while the Γin and Γout
surfaces are at distances 15×L and 15×L from the origin respectively, where L is the
length of the body.
2.1 Free surface boundary condition
We now briefly discuss the boundary condition to be imposed on the free surface fol-
lowing what is presented in [85]. We consider a main flow velocity v∞ defined as
v∞ = U∞ex where ex identifies the x axis of our domain. We assume, as in [78, 85],
that it is possible to represent the free surface elevation as a Cartesian function (thus
excluding breaking waves), in which the z coordinate is a single valued function of the
horizontal coordinates x, y:
ς(x, y, z) = z − η(x, y) = 0. (2.2)
By a kinematic stand point, one requires that fluid particles on the free surface will
remain on the free surface, and fulfill equation (2.2). By a dynamical point of view
instead, the water pressure on the free surface must always be equal to the air atmo-
spheric pressure Pa, which is assumed constant and uniform. These two conditions can
be expressed as
D
Dt
(ς) =
D
Dt
(z − η) = 0 (2.3)
and
1
2
∇Φ · ∇Φ + gη = C. (2.4)
The first expression is the so-called kinematic boundary condition and it states that
the material derivative of the quantity z− η vanishes on the free surface boundary. The
second, dynamic, condition is obtained from Bernoulli equation evaluated on the free
surface. In the dynamic Bernoulli equation, C is an arbitrary constant in case of steady
state solutions, and can be fixed by imposing the atmospheric pressure and evaluating
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Chapter 2. Linearized ship-wave interaction problems using Boundary Element Method
and FEM-SUPG stabilization
(2.4) at infinity, where the flow is assumed uniform, and both the perturbation potential
φ, and the free surface elevation η vanish. We obtain
C = lim
|x|→∞
(
+
1
2
∇Φ(x) · ∇Φ(x) + gη(x, y)
)
=
1
2
U2∞. (2.5)
2.1.1 Linearized boundary condition
A perturbation technique allows us to obtain a single, linearized, free surface boundary
condition from equations (2.3) and (2.4). In equation (2.4) there are two unknown
quantities, i.e., Φ and η. We consider small perturbations of Φ and η, with respect to
the undisturbed asymptotic flow given by Φ0 = v∞ · x and η0 = 0. The asymptotic
expansions read
Φ = Φ0 + Φ1 +O(
2) (2.6)
η = η0 + η1 +O(
2). (2.7)
Plugging these expansions into equation (2.3) and equating terms of order , we
obtain
∂Φ1
∂z
−∇Φ0 · ∇η1 −∇Φ1 · ∇η0 = 0, (2.8)
∇Φ0 · ∇Φ1 + gη1 = 0. (2.9)
We can write∇Φ0 = v∞, φ = Φ1 and η = η1, leading to
∂φ
∂z
− v∞ · ∇η = 0, (2.10)
v∞ · ∇φ+ gη = 0. (2.11)
From equation (2.11) we see clearly that the imposition of the linearized boundary
condition requires the resolution of a transport problem. This kind of problem often
needs some kind of stabilization. We will discuss this topic in section 2.1.4. If we
consider the steady state solution and if we assume that v∞ = U∞ex, the two linearized
equations can be combined together as
U2∞
∂2φ
∂x2
+ g
∂φ
∂z
= 0 at z = 0. (2.12)
Following [85] we apply equation (2.12) to the perturbation potential φ. This is a
reasonable approximation if we assume that only small waves are generated, i.e., if the
wave amplitude A is much smaller than its wavelength λ (A  λ). If we exploit the
fact that the undisturbed free surface is flat, then taking the partial derivative along the z
direction is equivalent to taking the normal derivative, and the final boundary condition
we obtain is
U2∞
∂2φ
∂x2
+ g
∂φ
∂n
= 0, (2.13)
which is what we impose on the undisturbed free surface. The free surface elevation
can be computed by postprocessing the flow potential through equation (2.11):
η = −U∞
g
∂φ
∂x
. (2.14)
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2.1. Free surface boundary condition
2.1.2 Treatment of the linearized free surface condition
The presence of second order derivatives in the right hand side of the free surface
boundary condition requires a careful treatment. Consider, for example, the case of
linear finite dimensional spaces Vh = Qh: in this case, the second order derivatives on
each panel would be identically zero.
A solution consists in introducing an additional variable β (which we assume to be
in the same space V of the potential φ), representing ∂φ
∂x
, and to recover both the variable
itself and its derivative using a weak formulation. Namely:∫
Γ
βv dΓ =
∫
Γ
∂
∂x
φv dΓ ∀v ∈ V (2.15)
∫
Γ
γu dΓ = −U
2
∞
g
∫
Γ
∂
∂x
βu dΓ ∀u ∈ Q. (2.16)
The function β appearing in equations (2.15) and (2.16) is approximated as
βh(x) =
NV∑
i=1
ψi(x)βi. (2.17)
Using the finite dimensional spaces, equation (2.15) can be recast in the following
form
MV βˆ −BV φˆ = 0, (2.18)
where
MVij =
∫
Γ
ψj(x)ψi(x) dΓ, i, j = {1, . . . , NV } (2.19a)
BVij =
∫
Γ
∂ψj(x)
∂x
ψi(x) dΓ, i, j = {1, . . . , NV }. (2.19b)
In the present work, we used the same approximation space for β and for the poten-
tial φ, even though the spaces could in principle be different. The additional variable β
adds to the global algebraic system a set of NV sparse rows obtained by the discretiza-
tion of equation (2.15). This system represents an additional block in the complete
BEM system. The three unknown vectors of the system are now φˆ, γˆ, βˆ. Along the
same lines, the discretized form of equation (2.16) assumes the form
MQγˆ +
U2∞
g
BQV βˆ = 0, (2.20)
where MQ is the classic mass matrix, while the elements of BQV are given by
BQVaj =
∫
Γ
∂ψj(x)
∂x
ψa(x) dΓ, a = {1, . . . , NV }, j = {1, . . . , NV }. (2.21)
The lines of this system are substituted to the lines of the BEM subsystem correspond-
ing to the collocation points of the normal derivative approximation that are located
on the free surface. Another derivation in weak form is applied to βˆ, which is then
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projected using an L2 projection in the space Qh to obtain a weak form of the sec-
ond derivative (∂2φ/∂x2) appearing in the right hand side of the linearized free surface
boundary condition (2.16), in the same space of the normal derivative of the potential
(Qh). The additional variable βˆ can be easily eliminated by inverting the mass matrix
MV and setting
CQ :=
U2∞
g
BQV (MV )−1BV , (2.22)
consequently (2.15) and (2.16) become
MQγˆ + CQφˆ = 0. (2.23)
2.1.3 Full resolution technique
To properly impose (2.13) we decide to apply a slightly different resolution strategy
with respect to Section 1.2. A discrete form of the BIE (1.5a) is obtained, as in Sec-
tion 1.2 by replacing the continuous solutions φ and ∂φ
∂n
by their finite dimensional
approximations φh and γh, and imposing the original boundary integral equation at a
sufficient number of collocation points. Such collocation points are placed in corre-
spondance with the NV support points of both the spaces Vh and Qh. Thus we obtain a
system of NV +NV algebraic equations which reads respectively,[
NV DV
NQ DQ
]{
φˆ
γˆ
}
=
{
0
0
}
, (2.24)
where
φˆ = {φ1, . . . , φNV } , γˆ = {γ1, . . . , γNV } .
are the vectors containing the unknown values of the the approximated functions
φi and γi at each collocation point. In the block system (2.24), the matrix rows in
the top blocks are the ones obtained collocating the BIE on the NV support points
corresponding to the potential degrees of freedom, while the matrix rows in the bottom
blocks are obtained using the NV support points of the normal derivative as collocation
points.
Given a collocation point xi of the potential φ, the block matrix entries read, follow-
ing Section 1.2,
NVij =α(xi) +
K∑
k=1
Nq∑
q
∂G
∂n
(xi − xq)ψjqJk (2.25a)
DVib =
K∑
k=1
Nq∑
q
G(xi − xq)ψjqJk (2.25b)
while if xi is a γ collocation point, we have
NQaj =α(xi) +
K∑
k=1
Nq∑
q
∂G
∂n
(xi − xq)ψjqJk, (2.25c)
DQab =
K∑
k=1
Nq∑
q
G(xi − xq)ψjqJk, (2.25d)
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2.1. Free surface boundary condition
where K is the total number of elements Γh, JK is the Jacobian of the mapping in the
K-th element and the indices i, j run from one to NV .
Notice that usually, on any given region of Γ, either φ is known and γ = ∂φ
∂n
is
unknown, or the opposite. The free surface condition (equation 2.13) is an exception
to this rule, and can be seen as special case of Robin boundary condition. On the free
surface both φ and ∂φ
∂n
are unknown, but we impose a linear relationship between ∂φ
∂n
and a differential operator on φ.
To fix the ideas, consider the boundary Γ as the union of three disjoint sets, consist-
ing of the Neumann boundary portion ΓN = Γbody∪Γout∪Γtank, the Dirichlet boundary
portion ΓD = Γin and the Robin boundary portion ΓR = Γfs. Both φ and γ can then be
separated into their Neumann, Dirichlet and Robin parts respectively, according to the
location of the support points.
System (2.24) can be solved explicitly by imposing the boundary conditions instead
of the boundary integral equations in the appropriate lines of system (2.24):
NV NN N
V
ND N
V
NR D
V
NN D
V
ND D
V
NR
0 IDD 0 0 0 0
NV RN N
V
RD N
V
RR D
V
RN D
V
RD D
V
RR
0 0 0 INN 0 0
NQDN N
Q
DD N
Q
DR D
Q
DN D
Q
DN D
Q
DR
0 0 CQRR 0 0 M
Q
RR


φˆN
φˆD
φˆR
γˆN
γˆD
γˆR

=

0
¯ˆ
φD
0
¯ˆγN
0
0

, (2.26)
where MQRR and C
Q
RR are the matrices C
Q and MQ introduced in (2.23). Notice that
the boundary integral equations in system (2.26) are evaluated only once in each region,
and that, in principle, one could solve Robin’s boundary condition by either imposing
φˆR and extracting γˆR from the linear combination, or by imposing γˆR and extracting
φˆR. This alternative approach would result in line 6 of system (2.26) to be swapped
with line 3, evaluating the boundary integral equations on support points of Qh instead
of Vh, i.e., replacing NV and DV by NQ and DQ respectively.
2.1.4 Streamwise Upwind Petrov Galerkin stabilization
The numerical strategy presented in the previous sections generates an accurate approx-
imation of the second order derivative appearing in the linearized free surface boundary
condition. Yet, this is not sufficient to obtain a physically meaningful approximation of
problem (2.1), due to two issues of different nature: i) the boundary condition (2.13) is
symmetrical in the x direction and ii) the problem is transport dominated.
If a physical wave propagating downstream with respect to the stream velocity v∞
fulfills the linearized condition, also an unphysical wave propagating upstream will
satisfy such condition. Several different methodologies have been developed over the
years, to selectively suppress the nonphysical solution without affecting the physical
waves. In this work, we impose a homogeneous Dirichlet condition on the inflow sur-
face of the domain, and a homogeneous Neumann condition on the outflow, as sug-
gested in [107]. This setup satisfies a radiation condition and breaks the symmetry of
the solutions in the x direction, privileging only the physical solution.
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While in principle this should be sufficient, the problem at hand is transport dom-
inated, and instabilities occur whenever a non-negligible fluid velocity is considered.
In [29], Dawson stabilized the transport problem, while at the same time suppressing
the unphysical upstream waves, using upwind finite differences for the approximation
of the second order derivative in (2.13). Although this strategy proved to be successful,
it presents two main drawbacks: i) it introduces a considerable amount of numerical
dissipation and, more importantly, ii) it forces the use of structured meshes which do
not allow for local refinement strategies.
The Streamline Upwind Petrov Galerkin (SUPG) method makes it possible to main-
tain the accuracy of the L2 projection approach while evaluating the second order
derivative in the linearized free surface boundary condition. This is a powerful sta-
bilization technique which has been applied in a variety of frameworks, however its
application to meshless methods [119] and boundary elements [77, 78] is quite recent.
A FEM-SUPG has already been coupled to a BEM problem in [52], in the framework
of magnetohydrodynamic flows through a circular pipe. In that scenario a BEM tech-
nique is applied to recover the magnetic and velocity field outside the pipe while the
FEM-SUPG framework is used to compute the fields inside the pipe. In the present
work we used the FEM-SUPG technique to properly project the boundary conditions
for the boundary element technique. In particular, the SUPG stabilization is applied in
a domain of codimension one. In the framework of SUPG stabilization [2], we mod-
ify the generic shape function Hi(x), used for finite elements approximation, in the
following way
HSUPGi (x) = Hj(x) + δh∇sHi(x) ·
v(x)
||v(x)|| . (2.27)
Here the constant 0 ≤ δ ≤ 1 sets the local amount of upwind stabilization on each
cell. Since we work only on the boundary of our domain, the full gradient is replaced by
the surface gradient ∇s. The results in the present work are obtained considering δ =
1/
√
2. As we worked with roughly square cells, and h represents the cell diameter, δh
represents a good approximation of the streamwise cell dimension. Unfortunately, since
the flow velocity is the main unknown of our simulations, the local velocity direction is
not available at the time of the matrix assembling. However, the dominant component
of the flow velocity is given by v∞ and we can write the SUPG correction in terms of
the asymptotic flow direction, namely
HSUPGi (x) = Hi(x) +
1√
2
h∇sHi(x) · v∞||v∞|| . (2.28)
This SUPG strategy is used in equations (2.18) and (2.20) to modify the test func-
tions ψi, ωa into ψSUPGi and ω
SUPG
a . In previous works, like [29] and [98], the second
derivative in (2.16) is obtained directly through a finite difference scheme, requiring a
structured grid and introducing consistency errors typical of finite differences. Since we
make use of the variable βˆ to compute such second derivative we have the possibility to
enforce the SUPG stabilization two times separately, i.e. once for each derivation along
x. The most important advantage given by the use of the weak formulation combined
with the SUPG stabilization is that it allows the use of unstructured grids. In particular,
it is possible to employ a free surface grid which is refined only near the body, or to
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adopt a local refinement strategy based on a posteriori error estimates. In addition,
SUPG is a strongly consistent method and does not introduce numerical dissipation in
the system.
2.2 Numerical validation
To validate the behavior of our method in the treatment of free surface flows, two dif-
ferent problems are considered. In the first test case we treat the motion of a fully
submerged prolate spheroid at constant speed. In the second problem we consider the
stationary motion of a surface piercing body, the Wigley hull.
These flows are common benchmarks in the naval literature, so there are many avail-
able references to evaluate the accuracy of the method we developed.
2.2.1 Submerged prolate spheroid
The purpose of this section is to study the flow field past a fully submerged prolate
spheroid advancing at constant speed in calm water. The domain we have considered
is a box of fluid surrounding the spheroid. The longest axis of the spheroid is oriented
along the x axis of the global frame of reference. The spheroid has been placed at a pre-
scribed depth, intended as the distance between the main axis and the free surface. The
free surface portion considered is represented by the upper face of the parallelepiped.
The truncation faces of the domain, Γin
⋃
Γout
⋃
Γtank in Fig. 2.3 are placed far enough
from the spheroid, so as not to influence the solution near it. The considered prolate
spheroid has an axis of length 5m along the x direction, of length 1 meter along y
direction, axis of length 1 meter along z direction. So we compute Lsph = 10m.
The domain extends for L∞x = 15 × Lsph along the x axis, for L∞y = 15 × Lsph
along the y and for L∞z = 15 × Lsph along the z axis. We chose a sufficient depth
of the spheroid main axis in order to avoid the presence of strong nonlinear effects. A
good depth is d = 1.25× 4m where 4_m is the diameter of the spheroid.
The overall height of the basin is enough to consider an infinite depth approximation.
This will make possible a comparison between our data and the theory introduced by
Havelock in 1931, and reported in [55], which will be used here as a benchmark. Have-
lock derived an analytical expression for the the wave resistance of a spheroid sub-
merged in water.
The mesh on the spheroid is presented in Fig. 2.4. The grid is composed of 24 nodes
along the longitudinal axis and of 4 nodes along the other two circular section. The free
surface mesh is refined adaptively during the simulations, while the spheroid mesh is
fixed.
Qualitative analysis of the wave pattern
We first want to highlight the importance of the SUPG method in the approximation
of the second derivative in the linearized free surface boundary condition( see section
2.1.2). As example, we have chosen the flux with U∞ = 6m/sec and we show the
isolines of the wave elevation, both when SUPG is used and not used in Fig. 2.5. Look-
ing at the plots we can appreciate that the SUPG stabilization plays a key role in our
model. As suggested in [29,107] the addition of upwind terms in eq. (2.1c) suppresses
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x
y
z
Γbody
Γout
Γin
Γtank
Γfs
d
Lsph
L∞x
L∞z
L∞y
V∞
Figure 2.3: The spheroid is put under the free surface at a defined depth and it is possible to see also the
outer tank set with L∞x, L∞y, L∞z . The flow enters from Γin, Γtank are the lateral surfaces and the
bottom. The flow is considered at velocity V∞ directed as the x axis.
Figure 2.4: The fixed mesh on the prolate submerged spheroid.
the non physical upward propagating waves. In facts, we clearly see that without the
SUPG there is a strong presence of waves which propagates upstream and any phys-
ical meaning of the solution is lost. Instead if we consider a SUPG stabilization [2],
the V-shaped Kelvin wake pattern is recovered. The SUPG stabilization is a strongly
consistent way of introducing upwinding in the linearized free surface condition. This
is a first advantage because we introduce, using a strongly consistent method, less nu-
merical dissipation in respect to a consistent method as an upwind finite difference
stabilization. Even more importantly the SUPG strategy allows us not to use structured
grids. The purpose of the present section is to see whether the developed method leads
to solutions that are consistent with what can be found in literature about the waves
created by a submerged prolate spheroid.
In Fig. 2.6 we present contour plots of water elevation fields computed at different ve-
locities, and at the same depth. We see that both elevation fields present clear V-shaped
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Figure 2.5: On the left, isolines representation of free surface elevation field for the chosen velocity
U∞ = 2m/sec without the SUPG stabilization. On the right, isolines representation of free surface
elevation for U∞ = 2m/sec computed making use of the SUPG stabilization. The colors on the
contour lines represent the free surface elevation.
Kelvin wake patterns. Each wake is composed by a series of elevation peaks located
on lines inclined of about 20Âa˛ with respect to the main stream axis. Between the two
arms of the V-shaped pattern, we observe a series of transverse waves. As expected,
increasing the velocity of the flow, we observe a growth of the wavelengths of both
V-shaped and transverse waves. These two peculiarities may be more or less evident
depending on the velocity of the spheroid, which in this section is commonly expressed
in terms of Froude number, defined as
Fr =
U∞√
gLspheroid
. (2.29)
The wave angle has been indicated in Fig. 2.6 for Fr = 0.5 and for the Fr = 0.7, to
confirm that the V-shape angle behaves consistently with the simple model described
in [26],. At Fr = 0.5, an angle α = 16.11◦ is observed, while at Fr = 0.7 the angle
α
α
Figure 2.6: On the left, isolines representation of free surface elevation field for Fr = 0.5. On the right,
isolines representation of free surface elevation for Fr = 0.7
is of 18.02◦. This fact suggests that the developed method is able to reproduce one of
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the most important features of a Kelvin wake. We see also that for the lowest Froude
number there is a clear presence of a transverse system which becomes less important
at high Froude numbers, and this is well recovered. At Fr = 0.7 we can see that the
peaks, called featherlets, are aligned on the V-shaped Kelvin wake.
Comparison with literature results
We extract the maximum absolute displacement of the free surface elevation from the
reference value z = η = 0. These values are compared to the ones reported in [107]. In
his work the authors employed a nonlinear steady potential model. Even if the present
method is based upon a linearized potential model, a comparison is still interesting.
The curves of the wave elevation peak as a function of Fr number are presented in Fig.
2.7
0.4 0.45 0.5 0.55 0.6 0.65 0.7
2
3
4
5
·10−2
Fr
η m
a
x
Present Method
Scullen
Figure 2.7: Maximum free surface elevation as a function of Froude number. The red line represents
the results obtained using a non linear potential model, [107]. The blue line represent the results
obtained with the present linearized potential method
The plot shows that the expected behavior is recovered by the model developed.
Yet our linear method underestimates the elevation obtained with the more general and
accurate nonlinear method. We stress that the present method underestimate the results
reported in [107] since we have used a simple linearized free surface condition and not
the fully non linear one. This would be consistent with an underestimation of the wave
drag on the spheroid. It is therefore interesting to analyze the drag induced by the wave
generation. In [55] the authors managed to compute an analytical formula to predict
the drag of a submerged spheroid. To obtain a closed form solution, the spheroid was
approximated by a series of doublets with a uniform volume distribution and their axis
parallel to the spheroid main axis which, in the present work, is the same direction as
that of the external flow velocity. Calling the major semiaxis length a and the minor
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semiaxis length b:
ec =
√
1− b2/a2 (2.30)
A−1 =
4ec
1− e2c
− 2 log 1 + ec
1− ec (2.31)
Dw =128pi
2gρa3e3cA
2e−p
∫ ∞
0
e−pt
2
J3/2(k0aec
√
1 + t2) dt (2.32)
Where J3/2 is the Bessel function with base 3/2, p = 2gf/u2, k0 = g/U∞ and f is
the depth of the spheroid major axis. Considering a spheroid withf = 0.25 it is pos-
sible to compute the drag coefficient predicted by this theory for the present test case.
Introducing the spheroid length L and its diameter d, the drag coefficient is defined as.
Cw =
Dw
pi/6ρgLd2
(2.33)
Fig. 2.8 displays a comparison of wave drag coefficients between Havelock theory
and the present method, for several values of Froude numbers (or of flow velocity).
Recalling equation (2.5) we compute the pressure on the body as:
P = P∞ +
1
2
ρ
(
U2∞ − U2
)− ρgz,
where z states for the height of the point in the considered framework. The drag coef-
ficient can be obtained as the integral of the pressure coefficient as:
Cp =
P − P∞
1/2ρU2∞
Cw =
1/2ρU2∞
pi/6ρgLd2
∫
S
Cp dS
Again, the two curves show a similar behavior. The linearized model appears however
to underestimate the drag, with respect to the analytical result. This error seems to
be dependent on the Froude number, since it increases with the flow velocity. The
same kind of error pattern has been observed also for different values of the depth f .
This problem appears to be linked with what pointed out in Fig. 2.7. Since the our
linearized model underestimates the height of the waves, it also underestimates the
energy dissipated in the wave creation process, which leads to an underestimation of
the drag force. The solution in [55] represents the theoretical solution and in order to
recover it better we should use a non linear method as the one presented in [107]. We
stress that our linearized method agrees with the theoretical result when the Froude
number tends to zero. This is expected since the linearization is obtained considering
an undisturbed reference configuration, like the one we would obtain with Froude equal
to zero.
In the present work the wave coefficient only depends on the Froude number, as
reported in [85] (page 31), in agreement with the so-called Froude’s hypothesis. Such
hypothesis states that the wave drag coefficient only depends on the Froude number,
independently from the Reynolds number. Froude’s hypothesis is confirmed by exper-
imental data only when we are in presence of a thin boundary layer (theoretically of
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Figure 2.8: Wave drag coefficients of a fully submerged body as function of Froude number. The red line
represents the analytical results as predicted by Havelock theory, [55]. The blue line represents the
results of the present linearized potential model.
negligible thickness). This is verified especially for very big hulls, when the Reynolds
number Re = ρU∞Lboat/µ is higher than 105, where µ is the viscosity of the fluid. For
our simulation, considered Lspheroid = 10 meters we have Re values between 3.5 · 105
and 5.7 · 105 so we respect the Froude’s hypothesis.
Quadratic BEM
As a comparison with Higher Order BEM, we present the results obtained using the
same spheroid presented in the previous section at Froude number Fr = 0.7 when the
finite dimensional spaces are both quadratic.
Quadratic elements should be able to better approximate the derivative of the un-
known φ appearing in the linearized free surface boundary condition. We have chosen
to use quadratic continuous elements for φ, ∂φ
∂n
and ∂φ/∂x. We note that in order to ob-
tain a meaningful results with quadratic elements we have used the well known Telles
quadrature formula [114].
We report the final mesh after 4 local refinements. We highlight that in Fig. 2.9
Figure 2.9: On the left the initial mesh. On the right the final mesh obtained in the submerged spheroid
test case after 4 refinement cycles. Every 4 neighboring cells compose a single quadratic cell
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every four cells represent one quadratic cell.
We report the comparison between what we have obtained in the linear case and this
results with the quadratic, still continuous, BEM.
Table 2.1: Comparison between the quadrature formulas in the quadratic case at Fr = 0.7.
Final Cw Max wave height
LinearBEM 0.02099683 0.04405
QuadraticBEM 0.02120950 0.04436
The overall number of degrees of freedom is comparable between the two cases. So
we have considered a less refined mesh for the higher order approximation. We see
that, as we expected, the quadratic leads to a better approximation of the problem since
the drag coefficient is increased and the wave pattern is better recovered.
2.2.2 Wigley hull
This section will describe how our model behaves in presence of a surface piercing
body. The geometry considered for this test case, is that of Wigley hull. Given its
simple analytic shape the Wigley hull is in fact a commonly used benchmark in hydro-
dynamics simulations, and several experimental data for such geometry are available in
the literature.
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-0.02
0
0 0.02 0.04 0.06 0.08 0.1 0.12
z 
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]
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Figure 2.10: On the left, a three dimensional view of the Wigley hull used for the simulations. On the
right vertical sections of the Wigley hull used for the simulations, generated by planes normal to the
longitudinal axis of the hull.
The Wigley Hull is analytically described by the following equation
y(x, z) =
B
2
[
1−
(
2x
L
)2][
1−
( z
T
)2]
(x, y) ∈ [−1, 1]2. (2.34)
Where y is the span of the hull, x its length and z its depth; in the present calculations
the hull length used is Lboat = 2.5m, the span of the whole hull B = 0.25m, and its
total depth beneath the undisturbed free surface is T = 0.15625m. Fig. 2.11 shows a
sketch of the Wigley hull test case domain.
The domain is extremely similar to that used for the submerged spheroid. The nu-
merical tank has dimensions L∞x × L∞y × L∞z. While the free surface boundary Γfs
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L∞y
L∞x
V∞
Figure 2.11: A sketch of the numerical domain. The wigley hull is placed in the center of the free surface.
In the picture it is possible to see also the outer tank set with L∞x, L∞y, L∞z . The fluid enters from
Γin, Γtank are the lateral surfaces and the bottom
is located at z = 0. The hull is located at the center of Γfs.
This geometrical configuration coincides with that of a set of experiments performed
at the university of Tokyo [74], which will be used as a benchmark in this test case. Six
different velocities will be tested in order to compare them with the experimental results
in [74] . The Froude number is defined again as
Fr =
U∞√
gLboat
(2.35)
Local refinement strategy and flow inspection
We have employed the same local refinement strategy already described in the sub-
merged spheroid test case. On the boat, the grid is composed of 4 cells along the height
of the hull, and 32 cells along its length. On the free surface, the mesh is set to be more
refined around the hull and, to concentrate the degrees of freedom where the waves are
expected to be.
We have computed the results using 5 local refinements on the free surface. We see the
initial and final mesh for one of the cases considered in Fig. 2.12: For the Wigley hull
at two of the Froude numbers considered in the local refinement tests, we perform a
qualitative comparison with the simple model described in [26].
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Figure 2.12: On the left, the free surface mesh at the initial level of refinement. On the right, the free
surface mesh obtained after five refinement cycles
α β α β
Figure 2.13: On the left, the Kelvin wave angle for Fr = 0.267 and on the right, the Kelvin wave angle
for Fr = 0.354
Table 2.2: Kelvin angle for the Wigley hull
Fr angle α angle β
0.267 21◦ 20◦
0.354 19◦ 18◦
The two angles remain almost constant varying the Froude of the simulation. This
fact agrees with what is reported in [26], and confirms that the present method is able
to reproduce one of the most important feature of a Kelvin wake.
The local refinement strategy, since we are using an a posteriori error estimator,
has a disadvantage in respect to what can be achieved using a prebuilt fixed mesh. This
strategy needs to solve many linear system to refine the grid where the gradients of the
unknowns are the highest. It also uses a large number of cell in its latest cycle. This
situation increases the computational costs of the present method, the results of the local
refinement strategy have been obtained in about 8 hours each. The major advantage is
the possibility to concentrate the degrees of freedom only where the solution is more
rapidly changing. This leads to better results.
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Comparisons between the computed profiles on the hull surface, and corresponding
experimental results of the University of Tokyo are now presented in Fig. 2.14 The
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Figure 2.14: Non dimensional free surface elevation 2gz/U2∞ on the Wigley hull surface as a
function of non dimensional longitudinal coordinate x/L, at different Froude numbers Fr =
0.250, 0.267, 0.289, 0.316, 0.354, 0.408. The blue continuous line represents the result of the present
method. The dots represent the university of Tokyo measurements [74]
plots represent a comparison between experimental and computed wave heights along
the hull, for Fr = 0.250, 0.267, 0.289, 0.316, 0.354, 0.408. In agreement with the ex-
perimental results the positive peaks on the hull are located just after the bow and near
the stern. The plots suggest that, from a quantitative point of view, the model repro-
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duces rather correctly the horizontal position of the peaks. Also the wavelength along
the hull is correctly reproduced. As the Froude number increases the experimental
water wave wavelength increases. The present method is able to reproduce such be-
havior too, as the location of the peaks remains quantitatively correct for all the Froude
numbers considered. Despite this, the present model clearly underestimates the wave
elevation. The problem is probably due to the choice of linearized free surface con-
ditions. A linearized model is in fact not able to fully represent the wave generation
process, as suggested in [98]. The results of Fig. 2.14 have been obtained using a linear
continuous approximation for all the three unknowns φ, ∂φ/∂x and ∂φ/∂n. For the
last unknown a particular strategy was used to recover properly the derivative values on
nodes belonging to both water and hull (see [48,49]). Without such treatment, the com-
puted solution results extremely inaccurate, since the normal derivative approximation
is an average of the values on the boat and on the free surface, which are extremely
different.
Comparison with other models
In this section we want to compare the results of our linearized potential model pro-
posed with those obtained with different models. In the first case (see Fig. 2.15 on
the left), we compare the present model solution with the established results of other
linearized methods, [98]. In a second case (see Fig. 2.15 on the right), the present
model will be compared to that obtained with an unsteady potential model with fully
non linear free surface boundary conditions, presented in [78]. For both cases the test
case considered is that of the Wigley Hull at Fr = 0.316.
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Figure 2.15: Non dimensional free surface elevation 2gz/U2∞ on the Wigley hull surface as a function of
non dimensional longitudinal coordinate x/L, at Froude number 0.316. On the left we compare the
developed method with other linearized models. The blue continuous line represents the waterline
obtained in this work. The red dots represent the experimental results as reported by Ikemata et al.
in [74]. The green line represent the results of the Dawson method, [98]. The magenta line represents
the result of the Neumann–Kelvin method, implemented in [98]. On the right we compare our method
with a non linear BEM. The blue continuous line represents the waterline obtained with our BEM.
The red dots represent the experimental results [74]. The brown line represents the result obtained
using a non linear BEM presented in [78].
We first consider the plot showing the comparison among the wave profiles on the
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Wigley hull obtained with the linearized models. As we can see all the linearized
methods considered underestimate the height of the peaks in the water profile on the
hull. Thus, it was correct to speculate that the underestimation of wave elevation was
mainly due to the choice of a linearized boundary condition on the free surface.
It is interesting to point out that the present model has less numerical dissipation than
the other linearized strategies, as it employs the strongly consistent SUPG stabilization
method. As a result, we see that the wave crest is roughly 30% higher with respect to
other linearized methods.
From the hull wave profile plot on the right, we can appreciate that the non linear
potential model recovers the water elevations in a significantly more accurate fashion.
This confirms one more time that the error of our method is mainly due to the free
surface linearized model. Nonetheless we want to assess if the error can be further
reduced by the choice of different boundary elements.
Quadratic BEM
Since we have proved the possibility of using a quadratic BEM in the submerged
spheroid test case we now see its application on the Wigley hull.
In this case the free surface interacts directly with the body since it pierces the
free surface. We remind that we are using an isoparametric BEM so we use the same
quadratic approximation even for the geometry. This should increase the accuracy of
the method because the hull has got a parabolic, therefore quadratic, formulation.
For this comparison we use Fr = 0.316 as we have already done in section 2.2.2.
We have used a less refined mesh in the quadratic simulation. Thus the computational
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Figure 2.16: Non dimensional free surface elevation 2gz/U2∞ on the Wigley hull surface as a function
of non dimensional longitudinal coordinate, at Froude number 0.316. The blue continuos line rep-
resents the waterline obtained with our linear BEM. The red dots represent the experimental results
as reported in [74]. The black continuous line represents the waterline obtained with our quadratic
BEM.
time is the same in both the simulation. We see that the two waterline almost overlap.
Nevertheless the possibility of having non linear BEM approximation is very important.
The calculation presented in the present chapter state that the quadratic BEM is able to
recover the well known results both for the submerged spheroid and the Wigley hull.
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CHAPTER3
Parallel implementation of a Boundary Element
Method and its acceleration using a Fast Multipole
Method
In Chapter 1 and 2 we derived a BEM for the Laplace equation and we applied it to the
study of ship wave interactions. We expolited the related Boundary Integral Represen-
tation to express the solution at each point of the domain in terms of convolutions on
the domain boundaries between a fundamental solution and the boundary trace of the
solution and of its normal gradient. The BEM induces a computational cost of order
O(N2), and the numerical solution of BEM problems is far from trivial. If one choses
to assemble the full matrix on a regular computer/laptop/workstation, the number of de-
grees of freedom is roughly limited to O(104), mainly due to the computational effort
required to assemble and store the O(108) elements of the system matrix. Increasing
the number of unknowns makes the assembly of such matrices almost unbearable also
from a memory point of view. Storing a full matrix for 40 thousands double precision
unknowns already requires more than 10 GB in RAM memory, which is close to the
limit of user-level desktops.
In Chapter 1 we have seen some numerical strategies (high order elements, local
refinement strategies) to reduce the number of unknowns in BEMs. However, as the
size of problems increases, none of these techniques alone is enough to reduce memory
problems. Splitting of the problem into subdomains and distributing its execution over
multiple CPUs is one possible option, which is also beneficial for wall-time computa-
tional costs. Domain decomposition can be achieved at the partial differential equation
level, or at the algebraic level. Each approach has its own advantages and disadvan-
tages, but both methods increase the limit on the degrees of freedoms by exploiting
distributed memory techniques, and reducing the amount of degrees of freedom han-
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dled by each single processor.
In recent years many library have been developed to address the BEM requirements.
In [111] and [94] the authors present an effective implementation of high order bound-
ary element methods. In [111] the boundary element method is parallelized using a
shared memory parallelization and the authors focus on the implementation of different
kernels using high order methods, while in [94] the authors present a hybrid paral-
lelization scheme and the combination of high order methods with adaptive quadrature
formulas. To the best of our knowledge, no OpenSOURCE library is available in the lit-
erature that combines high order elements with local refinement strategies for boundary
element methods on arbitrary geometries using HPC platforms.
In this chapter we present a new OpenSOURCE BEM library, called pi-BEM , that
gathers together several algorithms and ideas in a flexible, modular and extendible way,
exploiting both shared and distributed memory parallelisms. We split the computational
effort at the algebraic level for distributed parallelization, by combining a domain de-
composition method based on the graph partitioning tool METIS [35], with the high
performance computing library Trilinos [57] used to tackle distributed linear algebra.
We use Intel Threading Building Block (TBB) [99, 115] to exploit multicore architec-
tures. A similar combination has been successfully applied to achieve high compu-
tational efficiency in fluid dynamics, as demonstrated in ASPECT [63]. In our BEM
library the distributed memory parallelism leads to very high performance benefits, due
to the structure of the matrix assembling procedures.
In recent years many methods have been developed to approximate the action of a
BEM matrix-vector product in order O(N) operations instead of assembling the full
matrix. Examples of such methods are the Fast Multiple Method [46] or Hierarchi-
cal matrices [43]. Succesful BEM libraries and solvers should feature some or all of
these expedients aimed at the reduction of the main BEM bottle-necks. Many high per-
formance libraries take advantage of hierarchical matrices, or H matrix concept. For
example BETL [58], is based on AHMED [14, 15]. Alternative acceleration methods
are based on non uniform fast Fourier transforms [3], and we present a preliminary
parallelization of the Sparse Cardinal Sine Decomposition (SCSD) in Chapter 4. For
most BEM libraries the fast multiple method is the acceleration method of choice, as
it guarantees very high reductions from the computational point of view [46]. Green-
gard proposed a pure multithreaded version in 1990 [45], and only recently Yokota et
al. developed a parallel version of the algorithm using hybrid coding techniques [121].
Several works are dedicated to assessing the applicability of FMMs to exascale prob-
lems (see, e.g., [13] and the references therein). In many cases the panels coming from
the boundary discretization are directly used in order to set up the FMM hierarchical
space subdivision. This approach leads to some modification to the algorithm in order
to guarantee that all mathematical assumptions are properly satisfied [94].
We have performed a preliminary acceleration test of the developed parallel BEM li-
brary pi-BEM , using a FMM. Given the extreme flexibility and generality of the original
BEM solver the coupling with an existing FMM library, as the one depicted in [121], is
extremely difficult. Moreover, the relative small size of the problem (at mostO(N6) un-
knowns) sets us in a different setting with respect to exascaling libraries as the ones de-
veloped in [13], and we don’t approximate near BEM interaction by means of dielectric
models, or BIIBE, as in [122]. We developed our own implementation of FMM capa-
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3.1. Parallel Boundary Element Method
ble of dealing with the characteristics of pi-BEM . High order methods, local refinement
and double nodes handling bring a considerable increase in the algorithm complexity
when compared to classical BEMs, making it mandatory to use hybrid parallelization
techniques. A hybrid MPI-TBB parallelization strategy allows for an optimization of
the various algorithms, while maintenance and ease of use is achieved by exploiting the
deal2lkit library [102].
In Section 3.1.1 we analyze the computational cost of the BEM algorithm to high-
light the real bottlenecks of the code, in Section 3.1.2 we describe an efficient automatic
domain decomposition to balance the workload among different processors, then we an-
alyze the performance of the parallelization using both a strong scaling, Section 3.1.3,
and a weak scaling, Section 3.1.4, analysis. In Section 3.2 we present the acceleration
of the method through a Fast Multiple Method, in Section 3.2.2 we present a validation
of the BEM-FMM coupling against the standard BEM solver. Finally in Section 3.2.3
we discuss the parallelization of the accelerated BEM algorithm.
3.1 Parallel Boundary Element Method
3.1.1 Profiling
We report the time analysis of a test case scenario presenting all the computational
challenges highlighted in Section 1.3:
• Laplace Boundary Element Method on the truncated pyramid test case, see Fig-
ure 3.1, considering 6534 degrees of freedom.
• Double Nodes strategy [49] to treat the presence of sharp edges.
• Mixed Neumann Dirichlet boundary condition.
The timings of the analysis are reported in Table 3.1. We see that the matrix assembly
is the major part of the overall program, while the post process gradient recovery is
almost a negligible cost compared to the rest. In the following we analyze with greater
Table 3.1: Profiling of a direct BEM solver on a single CPU.
Function Time (sec)
Assemble cycle 68.44
Solve Time 5.741
Post Process (Gradient Recovery) 0.1645
Total Time 78.6
detail each function to spot possible parallelization strategies.
Matrix assembling Since this function is extremely time consuming we need to paral-
lelize it very efficiently. We use a collocation scheme (see Section 1.2) to solve the
boundary integral formulation represented by equation (1.5). Provided that the whole
computational grid is available on each processor, every line of the matrix can be assem-
bled independently, making this an embarrassingly parallel computation, where MPI is
an optimal strategy for parallelization, and we expect a theoretically linear scalability.
The assembling can be sketched as follows:
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1. Loop over all collocation point.
2. Integrate over the entire domain the coupling between each basis function and the
given collocation point.
The first loop is split among all MPI processors, and every processor assembles a dif-
ferent slice of the overall system matrices in (1.9). To preserve the parallelization ef-
ficiency it is mandatory to achieve a proper workbalance between different processor.
This is achieved with a graph partitioning tool to ensure that the number of unknowns
is kept equal between different MPI processors, see Section 3.1.2.
Normal vector and gradient recovery This part of the code is needed to approximate the
gradient of the solution, namely ∇φ on the edges of the domain. This technique can
be very useful for post-process purposes, see Section 1.3.5. We need to discretise,
in a distributed memory environment, equation (1.16) which represents a standard L2
projection in Finite Element Methods. This part does not present particular difficulties,
and we followed standard procedures (see, for example, the tutorials of the deal.II
library).
3.1.2 Domain decomposition and workbalance
Parallel approximations of boundary value problems require a splitting of the domain
which is distributed among processors, and where each processor only knows about a
part of the computational domain. This is a key ingredient to upscale Finite Element
computations where the interactions are limited to the support of the basis function
of the FiniteElement space, and where locality of the algorithm allows for computa-
tions which are independent across the processors, a part from a thin layer of overlap
between different subdomains. In Boundary Element Methods, however, each matrix
entry depends on information on the entire boundary of the domain, and while com-
putations can be effectively parallelized, every processor still needs access to the full
discretization of the boundary of the geometry. This is the main difference between
FEMs, where the result is a big sparse matrix that can be computed by splitting the
work almost independently on each processor, and BEMs where the result is a smaller
dense matrix, where the computation of each entry requires information on the entire
domain, that needs to be shared among all processors. We remark that since the com-
putational domain is only the boundary of the geometrical domain, the need to share
it across all processors is rarely a bottle-neck, while in general it is mandatory not to
share the full domain in FEM computations.
The computational effort is split among processors by sharing the full triangulation
on all processors, and marking each subdomains with different ids, which are then as-
signed to different processors in the assembly routines. We use the graph partitioning
tool METIS [35] to split the domain into subdomains among processors, and some
reordering of the degrees of freedom to maximize locality in distributed vectors. Fig-
ure 3.1 shows an example of the automatic domain decomposition of a locally refined
grid we can achieve using the graph partitioning tool. We have considered 16 differ-
ent processors and we have plotted the corresponding domain in different colors. We
clearly see that in the case of locally refined grids the partition is not trivial.
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3.1. Parallel Boundary Element Method
Figure 3.1: Domain decomposition between 16 different MPI processors. The grid has been locally
refined and then split using the graph partitioning tool METIS. The different colours represent the
areas concerning each different processor.
After we properly set up a domain decomposition ensuring that each processors
takes care of a balanced number of unknowns we need to split the corresponding vectors
and matrices. In recent years many libraries have been developed to deal with parallel
linear algebra in a user-friendly way. The idea is to provide a high level interface to
the user letting the internal implementation taking care of the actual parallel handling
of the degrees of freedom (communication and range partition). For example both the
PETSc library, [8], and the Trilinos project, [57, 63], provide this kind of interface. Of
these two libraries, only Trilinos is currently thread-safe, and we exploit this feature to
setup an efficient hybrid multiprocessor multithread parallelization on top of METIS
partitioning.
The solution of the final (dense, non-symmetric) problem is obtained through a
parallel implementation of the preconditioned Generalised Minimal RESiduum linear
solver [101]. The preconditioner is obtained through an Incomplete Gauss factoriza-
tion of a band matrix extracted from the system matrix for the standard BEM. Even in
parallel computation this preconditioner has a reasonable memory and CPU footprint,
and it is accurate enough to reduce sensibly the iterations required to obtain a solution.
3.1.3 BEM: strong scaling
We execute a scaling analysis up to 2 nodes, where each node is composed by two 10
cores (E5) Intel Xeon E5-2680 v2 for a total of 40 processors. However, our infiniband
network drivers only allow for 16 MPI processor when we account for extranode com-
munication. This may influence the scalability results when we exploit all 40 different
processors, especially when the application does not require many in-node computa-
tions. We perform our first analysis on the same mixed Dirichlet-Neumann test case of
Section 1.3. We impose the exact solution (1.17) and its corresponding normal deriva-
tive on the truncated pyramid domain depicted in Figure 1.6. We report the scalability
analysis in Figure 3.2. The picture on the left represents the analysis using 5 global
refinement, while the one on the right depicts the speedup using 6 refinement. The cir-
cled blue lines represent the overall speedup, the squared green plots are the speedups
in the assemble cycle, the red lines with triangles show the speedup in the solver cycle,
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and the cyan starred plots draw the post process scalability. We plot the ideal speedup
as a reference using red circles.
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Figure 3.2: Strong Scalability test. The Figure on the left represent the analysis using 6534 degrees of
freedom and the Figure on the right the analysis using 25350. We test up to 40 processors. We report
the scaling considering the worst timing on all the used processors. In blu with circles we plot the
total scalability, in green with squares the performance of the full matrix assembling, in cyan with
stars the gradient recovery scalability, and in red with triangles the performance of the linear solver.
The red dots represents the ideal speedup.
Looking at the left plot of Figure 3.2, we observe an almost linear behavior up to 4
processor in the overall scalability, and then we observer some non optimal behavior.
In particular, the solving phase does not present optimal scalability, due to the commu-
nication overhead needed for each matrix vector multiplication. The only method that
maintains a linear, nevertheless suboptimal, behavior is the function that takes care of
the assemblage of the matrix, where no communication is involved. The normal and
gradient recovery function has clearly a suboptimal behavior, again due to communi-
cation overheads in the assembling cycle of the sparse system for the gradient recovery
(1.16). We believe that the communication overhead with 6534 dofs is the reason for
the loss of performance between 32 and 40 processors. A possible explanation to the
overall performance loss lies in the non optimal communication setting of the infini-
band driver between different nodes. This is very relevant in the considered case since
we only require 6534 degrees of freedom. The right plot of Figure 3.2 confirms this
analysis. Increasing the number of degrees of freedom to 25350, we see that the code
has almost an optimal scalability up to 8 processor (the slight super-optimality is due
to some cache effects passing from 1 to two processors). When the number of de-
grees of freedom increase, the communication overhead becomes negligible and it no
longer induces a performance loss. The least optimal function is the one that takes care
of the parallel resolution of the system. This is expected since it is mainly based on
many matrix vector multiplication. Each Matrix vector multiplication implies a little
communication overhead to properly set up the operation in a MPI environment.
For reference, we plot the relative importance of the assembling VS solving cy-
cles in Figure 3.3, where we consider the analysis with 25350 unknowns and we plot
in blue with circles the time fraction needed by the assemble cycle and in green with
square the percentage needed by the solving cycle. Increasing the number of processors
we expect the assembling function to keep behaving almost optimally. The increasing
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number of iterations required by the linear solver introduces some new communica-
tion overhead causing the corresponding function to scale sub-optimally and becoming
another bottleneck of the overall algorithm. The simple ILU preconditioner has a sub-
optimal behavior since the number of iterations required is highly depending on the
number of processor. A possible solution to this issue lies in the implementation of a
more effective preconditioner. An in-depth study of MultiGrid algorithms for mixed
Dirichlet-Neumann problems is currently undergoing.
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Figure 3.3: The relative importance, in terms of computational time, of the two main methods of the
BEM code. Simulation up to 25350 unknowns. The blue circled lines represents the assembling of
the full matrices, the green squared the importance of the linear solver.
3.1.4 BEM: weak scaling
To complete the analysis of the current parallelization strategy we analyze the weak
scaling behavior of pi-BEM . Since the computational cost of a standard Boundary El-
ement Method is quadratic, order O(N2), we consider a number of processors that
goes as the square of the number of unknowns, to maintain the number of matrix en-
tries roughly fixed on each processor. Such an analysis points out the efficiency of the
code if we fix the workload per processor. Ideally we would expect the time to remain
constant. We performed our analysis up to 256 MPI processors and 25350 degrees
of freedom. We report the weak scalability analysis in Figure 3.4. We plot the ratio
between the timings on a single MPI processor and 1734 degrees of freedom and the
actual timing required. The circled blue line represents the overall performance, the
squared green plot is the timing of the assemble cycle, the red lines with triangles show
the performance in the solver cycle and the cyan starred plot draws the post process tim-
ings. We plot the ideal performance as a reference using red circles. The assembling
routine has a superoptimal behavior. This is probably due to the structure of the assem-
bling cycle. While we guarantee that the number of matrix elements are the same on
each processor, each processor has to loop over all the cells N times less. This should
explain the superoptimal behavior. The matrix assembling is the leading term for the
computational cost and induces the superoptimality up to 16 processors. If we increase
the number of MPI processors to 256 we increase dramatically the computational costs
for the linear solver, explaining the suboptimal behaviour of the solving phase, as we
see in Figure 3.3.
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Figure 3.4: Weak Scalability analysis up to 25350 degrees of freedom and 256 processors. We report
the performance considering the worst timing on all the used processors. In blue with circles we plot
the total performance, in green with squares the timing ratio of the full matrix assembling, in cyan
with stars the gradient recovery performance, and in red with triangles the performance of the linear
solver. The red dots represents the ideal timings.
3.2 Accelerated Boundary Element Method
In Chapter 1 we showed how a reliable and accurate BEM solver can be improved by
higher order elements, local refinement, and accurate capturing of geometry features.
We have also proved how a proper parallelization strategy in a distributed memory sys-
tem (MPI) can effectively improve the computational efficiency of the method. How-
ever, the cost for the solution of standard BEMs remains quadratic, due to the dense
structure of their system matrices. This fact poses obvious limitations to the number
of degrees of freedom that can be considered, both in terms of memory requirements
and computational times. High order elements and local refinement strategies mitigate
this issue, but even in such frameworks, most problems of interest result in algebraic
systems which prove unmanageable both in terms of computational and memory re-
quirements. In pi-BEM we integrated high-order elements and local adaptive refinement
with well known methodologies to accelerate the BEM solver.
In the last decades many methods have been developed to reduce the computational
cost from O(N2) to O(N logN) or even O(N). Many of these method exploit the
structure of the fundamental solution G to approximate the convolution integrals when
two cells are well separated. Some examples are Hierarchical Matrices, [20], Sparse
Cardinal Sine Decomposition, [3], and Fast Multipole Method, [45, 46].
The application of H Matrices and SCSD to the BEM discretization is currently
under study. As for now, the pi-BEM library has been complemented with an implemen-
tation of the Fast Multiple Method. Such Implementation has been guided by the same
paradigms we adopted for the development of the direct BEM discretization. As shown
in Section 1.3, we designed pi-BEM to treat a vast variety of mixed Laplace problems,
using Lagrangian basis functions of arbitrary order, and with local adaptive refinement
strategies on complex geometries. The matching FMM algorithm should be able to
automatically treat any geometrical layout, nodes distribution on the domain, and (pos-
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sibly changing) quadrature formulas over several processors. These characteristics of
pi-BEM make it difficult to use existing OpenSOURCE FMM libraries, even though
they have outstanding performance, like, for example, ExaFMM [122]. These libraries
are optimized for simpler particle dynamics simulations based on N-body problems,
and are very sensitive (and difficult to tune) when large anisotropies are present in the
distribution of particles, or when specialized (and different) quadrature formulas (cor-
responding to varying particle distributions) have to be used in different parts of the
domain. Our attempts to use such libraries in the context of pi-BEM have so far failed,
and we therfore provided our own implementation.
3.2.1 Fast Multipole Algorithm
We follow the extremely clear explanation provided by Greengard and Gropp in [45]
to provide an informal description of the Fast Multipole Method. For a detailed math-
ematical description see [76]. The algorithm has originally been derived for N-body
problems and it takes into accountN evaluation points (nodes) andM charges (sources)
that are distinct in space. N-body problems are typical in electromagnetic and astro-
physics applications in which one is interested in computing the force exerted by the
charges or masses in correspondence with the evaluation points. The computation is
based upon pairwise evaluations of gravitational or electromagnetic potential which
coincide with the Green functions considered in this work. This results in the evalua-
tion of NM source-target distances. If the source and target points coincide we recover
the quadratic cost O(N2). The Fast Multipole Method is based on the consideration
that an harmonic expansion of the electromagnetic or gravitational potential of a single
charge, allows the separation into distinct factors of the effects of the source and evalua-
tion point respectively. In principle these factors can be computed separately only once
for each source and node point leading to a O(N) computational cost. In practice the
harmonic series converges only when target and node points are well separated. Thus
one important building block of the FMM is a hierarchical space subdivision which is
used to decide whether harmonic expansions or direct potential evaluations are to be
used. Other important ingredients of the algorithm are, the multipole expansion, and
the local expansion, which basically sum the contribution of groups of sources on well
separated groups of nodes. These instruments lead Greengard and Rokhlin to the de-
velopment of a very efficient algorithm for the fast (O(N)) evaluation of the N-body
problem interactions.
Observing that the electromagnetic or gravitational potentials of a single charge co-
incide with the free space Green functions employed in most BEM discretizations, it is
possible to modify the FMM algorithm and integrate it into a BEM solver. Since the
BIE integrals are computed numerically, a BEM discretization can be recast into a N-
body problem in which the N nodes represent the collocation points and the M sources
correspond to the quadrature points. The full evaluation of each BIE integral, which is
equivalent to a matrix vector product in the direct BEM framework, corresponds to the
solution of one N-body problem. More specifically, the integral from which matrix D
in equation (1.9) is originated corresponds to a N-body problem for the gravitational
potential while the integral from which matrix N is derived corresponds to a N-body
problem for the gravitational force.
Even considering an arbitrary number of collocation points (high order Lagrangian
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basis function), an arbitrary number of quadrature points per cell (arbitrary Gaussian
quadrature formula) and a non uniform cell distribution over the domain (adaptive lo-
cal refinement strategies) we still fall within such N-body FMM framework. Yet, all
these complicated features of our specific BEM implementation require a flawless hi-
erarchical space subdivision, and an equally flawless assessment of close and far FMM
interactions. An algorithm unable to detect the correct type of interactions in all the
possible geometric situations leads in fact to non converging harmonic series expan-
sions and eventually to a FMM algorithm which does not converge to the BEM direct
solution on all possible geometries.
Moreover, in Section 1.2 we highlighted the necessity of using specific quadrature
formulas for the proper integration of the weakly singular integrals coming from the
boundary integral formulation. On each line of the BEM matrix vector product a differ-
ent set of source points, corresponding to the specific quadrature formulas considered,
is moved in a different position and presents different intensities. In such conditions
it is not possible to exploit an external FMM library without implementing massive
changes in the way the direct short range interactions are computed and stored. We
remark that the same problem is not as dramatic for BEM formulations characterized
by very specific choices of shape functions (piecewise constant) and quadrature rules
(middle point) or based on kernel desingularization carried out through the displace-
ment of collocation nodes outside of the domain, as in [106].
Our FMM implementation is fully adapted to pi-BEM characteristics, and automat-
ically considers possible singular quadrature schemes among the close range source-
target interactions. This choice guarantees that the only error we are introducing is due
to truncation of the harmonic series in the FMM which is bounded by well known a
priori estimates as shown in [46].
The FMM uses a divide et impera strategy combined with multipole and local
(Taylor-like) expansions to evaluate the long range interactions. Once these ones have
been approximated with the procedure sketched in Figure 3.5, we evaluate the short
range interactions directly using the exact pairwise formulation.
Referring to Figure 3.5 we can identify 5 main phases in which the FMM can be
subdivided.
1. Hierarchical Tree Generation required to partition the domain in an octree block-
ing.
2. Direct Short Range Interactions to compute the actions of quadrature source points
on nearby collocation nodes.
3. Ascending Phase to compute the Multipole expansions in the childless blocks
and translate them into higher level blocks (black dashed and red dotted lines in
Figure 3.5).
4. Descending Phase to convert the Multipole expansions to the Local expansion
of well separated blocks, to transfer them into lower level blocks and to evaluate
them for each childless block on any collocation node (blue dashed, green dotted
lines and magenta dashed lines in Figure 3.5).
5. Sum of the Contribution to combine short range and long range interactions and
retrieve the complete matrix vector products.
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Figure 3.5: The sketch of long range interaction computations in the FMM framework. On the left we
have M = 20 sources, on the right N = 12 evaluation nodes. On each childless block a Multiple
expansion is generated including the effects of local sources (black dashed lines). The Multipole
expansions are then translated to the parent blocks (red dotted lines). The blue dashed line represents
the conversion of the multipole expansion to the Local expansion of the well separated block. The
far away interactions summarized by such Local expansion are then transferred to children blocks
through Local expansion translations (green dotted lines). Finally Local expansions of each childless
block are evaluated in correspondence with all target nodes ( dashed magenta lines) .
3.2.2 FMM validation
We validate our BEM-FMA implementation, showing that we obtain the required ac-
curacy and computational cost on all problems previously investigated with the direct
BEM formulation. A first assessment is presented in Figure 3.6 which shows a com-
parison of the computational cost between standard BEM (blue lines), and FMM-BEM
(red lines). The left plot refers to the CPU time required for a single matrix vector mul-
tiplication as a function of the number of unknowns. The right plot compares the CPU
time required to set up the problem solution for both solvers as a function of the num-
ber of unknown. In the standard solver the setup time corresponds to the time required
to assemble the BEM matrices. In the BEM-FMM solver, the setup time includes the
octree partition of the domain, the computation of the close range interaction matrices,
and the allocation of the data structure for the Multipole expansions. As reference we
plot with dashed and dash-dotted lines the linear and the quadratic computational costs.
Both plots confirm that the FMA allows for a linear computational cost for both the
problem set up and matrix vector products. It is worth pointing out that the quadratic
computational cost associated with the standard BEM solver leads to more competitive
performance when a small number of unknowns is considered. The breakeven point is
roughly located at 104 unknowns.
The FMM algorithm introduces, in the computation of a single matrix vector prod-
uct, an error associated with the truncation of the harmonic series expansions. A funda-
mental feature of the original algorithm proposed by Greengard and Rokhlin, see [46],
is that it is possible to derive a global bound for such error, namely
eFMM ≤ C
∣∣∣r
z
∣∣∣p+1 ≤ (1
2
)p+1
. (3.1)
In equation (3.1), r represents the radius of the sphere used to generate the Multipole
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Figure 3.6: Computational Cost comparison between BEM and BEM-FMM. The figure on the left re-
ports a comparison of a single matrix vector multiplication, the one on the right reports a compar-
ison of the setting time needed by the method. In the direct solver the setup time corresponds to
the assembling time for the BEM matrices. In the BEM-FMM the setup corresponds to the octree
generation, the computation of the close range interaction matrices, and the allocation of the data
structures required by the Multipole expansions. The blue circled curve represents the direct timing,
the red squared one the accelerated method analysis. dashed and dash-dotted lines depicts linear
and quadratic computational costs.
expansion, z is the minimum distance between such sphere and the evaluation node,
while p is the truncation order of the Multipole expansion. In FMM algorithm the ex-
pansion is only used for sources and nodes lying in well separated boxes, for which
r
z
≤ 1
2
. We verify that the present FMM method is able to recover the expected con-
vergence to the standard BEM solution, by considering the pyramid test case presented
in Section 1.3.1 with 486 degrees of freedom and we let the terms of the harmonic ex-
pansions vary from 2 to 10. In Figure 3.7 we report the convergence rate of the FMM
to the direct matrix vector product evaluation (left plot) and to the standard BEM so-
lution (right plot). The blue lines with circles represents the L2 error as a function the
FMM truncation order. The green lines with squares indicates the L∞ norm of the error
as a function the FMM truncation order. The red lines with triangles represents the
reference exponential error bound reported in (3.1).
The matrix vector accuracy plot confirms that the BEM-FMM matrix vector product
converges with the expected behavior to the direct matrix vector product evaluation.
The right plot ensures that such accuracy is not lost through the several matrix vector
products needed for the convergence of the iterative GMRES solver.
To validate our BEM-FMM implementation when local refinement strategies and
high order methods are used, on geometries with sharp edges, we repeat the test case
presented in Table 1.1, which refers to the mixed boundary condition problem on the
pyramid geometry using high order elements with adaptive local refinement. The re-
sults are presented in Table 3.2 which shows identical results with respect to those
reported in the corresponding direct BEM Table 1.1, except for the CPU times.
3.2.3 FMM hybrid parallelisation
In recent years many different parallelization strategies have been developed for the
FMM. A pure MPI parallelization would imply the communication of all the complex
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Figure 3.7: Convergence Analysis for the Multiple expansion using 486 unknowns on the pyramid test
case. On the left we report the error of a single matrix vector multiplication, on the right we plot
the error on the overall solution. We plot in blue with circles the L2 error of the current FMM
implementation and in green with squares its L∞ norm, as reference we depict in red with triangles
the expected exponential decay.
Table 3.2: Comparison between different continuous Finite Elements using local refinement strategy in
the BEM-FMM framework considering 6 terms in the expansions. We consider a reference error of
5× 10−5 and we compare both the number of unknowns and the required computational time.
Element L∞ φ Abs Error Cells Unknowns Time (sec)
Q1 4.53× 10−5 2168 2526 60.4
Q2 3.35× 10−5 351 1672 14.41
Q3 2.02× 10−5 174 1857 15.32
data structures regarding Multipole expansions at each level of the hierarchical tree.
In particular the need of a parallelization strategy that couples different paradigms has
been spotted in recent years in the framework of parallel multipole methods [121].
This issues has been successfully addressed by the outstanding work by Yokota et al.
[121], or by Malhotra et al. [71]. In [121] different sets of processors have been set
up to properly split the workload among the tree in the ascending phase, taking care
in a scalable way of the complex communication pattern. In many FMM application,
e.g., [65], the first key-step is the computation of the so called Locally Essential Tree
that drives the overall MPI communication. Our implementation choice, described
in Section 3.1, exploits the robust and automatic domain decomposition described in
Section 3.1.2. This choice allows for a relatively straightforward interface between the
BEM solver and the FMA, however, it has the drawback that we can’t guarantee the
construction of such hierarchical subdivision at the tree level. We profile the execution
of the accelerated BEM-FMA, as we did for the standard BEM, in Section 3.1, using the
BEM-FMA solver on a single CPU. In this first computation we consider a single node
per leaf in the octree. We execute a computations with 6144 cells and 6534 degrees
of freedom using bilinear Q1 FiniteElement, and we report the overall time, as well as
the timings of the four main part of the algorithm: tree generation, computation of near
range interactions (direct interaction), ascending phase and descending phase.
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Table 3.3: Profiling of BEM-FMA solver on a single CPU.
Method Time (sec)
Tree Generation 1.798
Direct Interaction 5.723
Ascending Phase Time 0.533
Descending Phase time 9.258
Total Time 19.92
From Table 3.3 we see that the most demanding part of the algorithm is the com-
putation of the direct contributions, and of the descending phase. Due to the lack of a
locally essential tree, a purely MPI based parallelization would require too much com-
munication, and too much replicated data structures among nodes. On the other hand,
by carefully combining shared and distributed parallelization, we mitigate the lack of a
tree structure in our FMM algorithm.
We apply multithreaded parallelization extensively to every part of the code, and
we restrict the distributed memory parallelization to the most demanding phases of the
algorithm, by enforcing that the number of threads and the number of MPI processes
is kept well balanced at all times. In pi-BEM we don’t address yet the work balance
between different processor in the ascending phase. This choice is driven by the fact
that we are interested in a relatively small number of unknowns (with respect to the
exascaling FMM presented in [121]) of the order of O(105). Instead, both the direct
interactions and the descending phase are parallelized combining multithreaded and
multi-processors techniques. Given the relatively small size of the problems, compared
to exascale applications, shared memory parallelism is for the moment sufficient for the
remaining parts of the FMM. Improvements in this direction are under study.
The ascending phase is replicated on each MPI processor. Once the ascending phase
is performed, each processor performs the descending operation on a given block only
if it contains a degrees of freedom owned by the processor itself. For short range in-
teractions we use the same techniques shown in Section 3.1 to parallelize using both
distributed and shared memory parallelism. A purely shared memory paradigm is ap-
plied to all the other part of the FMM. We use Intel Threading Building Blocks for lo-
cal shared parallelization [99]. In the present work we follow the techniques presented
in [115] to guarantee the absence of racing conditions when using shared paralleliza-
tion.
The FMM can be effectively tuned for a parallel computation, see for instance [45].
One of the most important parameters in the FMM is the numberB of evaluation points
we allow per leaf of the tree. In particular if we consider a serial run on the pyramid test
case using 1536 degrees of freedom we get very different result varying the parameter
B. If we consider B = 1 we get a computational time of 130 seconds, while if we
consider B = 50 we retrieve the solution in only 17 seconds. We want to get some
insights on the better tuning of the parameter B to ease the overall computational time
of the BEM-FMA algorithm. Greengard and Gropp derived a simplified analysis of the
computational costs to recover an optimal size for the block. We repeat such simplified
analysis for the presented FMA in the hybrid shared (TBB) distributed (MPI) memory
framework, namely we analyze the computational costs of each section of the algorithm
and we retrieve an insight for the best setting of the parameter B.
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3.2. Accelerated Boundary Element Method
We define the following quantities:
N = number of unknowns,
B = number of unknowns in a leaf,
p = number of MPI processors,
t = number of TBB threads.
(3.2)
The time needed by the FMM can be sketched as
TFMM = Tascending + Tdescending + Tdirect + Tcomm, (3.3)
where Tascending represents the time needed by the ascending phase, Tdescending is the
time needed by the descending phase, Tdirect represents the time needed by the short
range interactions, while Tcomm is the time required by the parallel communications or
synchronisations. If we expand all the terms of equation (3.3) we obtain,
TFMM = K1
N
t
+K2 log8
(
N
B
)
N
Bt
+K3 log8
(
N
B
)
N
Btp
+K4
N
tp
+K5
NB
pt
+e(B, p, t),
(3.4)
where e(B, p, t) is the function representing the communication costs and is in general
a function of B, p, t and depends heavily on the architecture we are exploiting for the
parallel computation, K1, K2, K3, K4, K5 are fitting constants that depend on the pre-
cision requested to the FMA and on the characteristic of the underlying computational
architecture considered. We follow [45] and determine them experimentally. We look
for a stationary point of the total cost, by computing the partial derivative of all the tim-
ings with respect to B of (3.4) and we search its root. We get the following estimate,
assuming that ∂e/∂B = 0,
Bopt =
√
(K2 +K3/p) log8(N)
K5/p
. (3.5)
The optimum depends on the number of MPI processors we uses, this is due to the
fact that our hybrid parallelization exploits differently distributed and shared memory
paradigms. The optimization represented in (3.5) is a simplification of the real opti-
mum since we are neglecting the variations of the communication costs, however it can
provide some insight for the setting of a more efficient parallelization
To determine the fitting constants K1, K2, K3, K4, K5 We use a single MPI proces-
sor and we exploit the maximum number of threads on two 10 cores (E5) Intel Xeon
E5-2680 v2. To minimize the penalization due to the lack of a well parallelized as-
cending phase, we use 1 MPI process per node, with 20 independent parallel threads
per node. We test block sizes from 20 to 140 nodes per block. We retrieve, by means
of a least square fitting of experimental data, the constants K1, K2, K3, K4, K5. In Fig-
ure 3.8 we plot the overall approximation, in blue with circles we plot the expected
behavior coming from (3.4) while the green squared line shows the real experimental
behavior we have measured. From Figure 3.8 we see quite a good agreement for small
block sizes, then we see a clear mismatch between the simplified theoretical analysis
and the experimental results. We believe that the disagreement is due to complex effect
of the present hybrid parallelization, for example the increased size of the blocks could
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Figure 3.8: Analysis of the time needed by the overall FMA. We consider 1 MPI processors and up to
10 threads per processor. We let the number of evaluation nodes per block B vary from 20 to 140.
In blue with circles we report our theoretical result using the preconditioner timings, in green with
squares we can see the experimental results.
easily lead to an increase of the number of cache misses in our code, this may induce a
non negligible performance loss. To prove our hypothesis we have carried out a simple
profiling of the performance of the algorithm. In Table 3.4 we report some meaningful
events of the algorithm, namely cache-misses and branch-misses.
Table 3.4: Profling of the time for the nodes per leaf analysis.
Event 60 node per leaf 80 node per leaf
cache-misses 1077312088 2588937415
branch-misses 7565628895 8433064720
Direct time 25.58 110.9
From Table 3.4 we see that passing from 60 to 80 nodes per leaf causes an increase
in the number of cache misses of more than 100%. The increase number of the misses
deeply worsen the overall performance of the Task Scheduler upon which the shared
memory parallelisation is based, see [99, 115]. With our theory we get
Bopt =
√
(K2 +K3/p) log8(N)
K5/p
= 52.5440911254, (3.6)
which agrees with experimental results that show the minimum for 40 < Bopt < 60.
In Section 3.2.4 we will therefore consider B = 60. We highlight that Bopt depends
on the number of MPI processor we use. However, since our FMA is mostly shared
memory parallelised we are not interested in requiring many MPI processors, thus we
believeB = 60 to be a good choice for the scaling analysis up to 2 computational nodes
composed by two Intel Xeon E5-2680 v2 each.
3.2.4 FMM: strong scaling
We study the Strong Scaling of our BEM-FMA algorithm with hybrid TBB-MPI par-
allelization up to 2 nodes, each node is composed by two 10 cores (E5) Intel Xeon
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E5-2680 v2. We consider a problem with 98306 degrees of freedom. To better high-
light the performance of our implementation we plot two different scaling analysis in
Figure 3.9. On the left we depict the strong scaling analysis of the overall algorithm and
on the right we draw the scalability concerning a single matrix vector multiplication.
In the left graph we plot in blue with dots the overall scalability, in green with squares
the scalability for the complete set of matrix vector multiplications, in magenta with
triangles the scalability for the setting time of FMM, in cyan with stars the scalability
of the preconditioner building method. On the right we represent in blue with circles
the overall scalability, in green with squares the scalability descending phase of matrix
vector multiplications, in magenta with stars the scalability of the setting time and in
black with triangles the scalability of the ascending phase of the algorithm. The ideal
scalability is represented using red dots. The analysis and comparison of the two plots
of Figure 3.9 allows for a better understanding of the bottlenecks concerning the overall
BEM-FMA and the present FMM implementation.
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Figure 3.9: Strong Scalability test using 98306 degrees of freedom. We test up to 40 processors. On the
left we plot the scalability of the overall algorithm and on the right the scalability of a single matrix
vector multiplication. We report the scaling considering the worst timing on all the used processors.
For what concerns the plot on the left we plot in blue with circles the overall scalability, in green with
squares the scalability for the complete set of matrix vector multiplications, in magenta with triangles
the scalability for the setting time of FMM, in cyan with stars the scalability of the preconditioner
building method. In the right figure we plot in blue with circles the overall scalability, in green with
squares the scalability descending phase of matrix vector multiplications, in magenta with stars the
scalability of the setting time and in black with triangles the scalability of the ascending phase of the
algorithm. In both plots we plot as reference the ideal scalability using red dots.
We get an overall scalability of 13.93, with a scalability issue for the short range
interactions, and the matrix vector products. Part of the performance loss is induced
by the augmented number of iterations needed by the iterative solver when MPI is
involved, as suggested by the right plot of Figure 3.9. That plot shows how our precon-
ditioner is not optimal w.r.t. number of MPI processes, obtaining a speedup of 20.36,
which is almost double with respect to the the overall scalability, when using a single
MPI process.
We are currently studying ways to improve the efficiency and the performance of
the developed BEM-FMM algorithm. We have implemented the algorithm to ease the
main problematics of the standard BEM: the quadratic cost and the memory require-
ments. While a linear computational cost is guaranteed by a proper implementation of
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the FMM, see Section 3.2.2, we have chosen to compute at run-time all the operations
needed by the long range interaction approximations required by the FMM. This choice
minimises the memory requirement but it may induce a severe overhead for every ma-
trix vector multiplication. In many FMM implementation, for instance in [20], most of
the matrices representing operations as Multipole to Multipole or Local to Local trans-
lations are precomputed. This strategy increases the memory requirement and the setup
time for the method but eases the matrix vector product CPU timings, especially in a
parallel environment, since matrix vector product operations can be highly optimized
by existing HPC libraries. We are currently studying the data structures and algorithm
modifications to investigate such an implementation strategy.
However, we believe that the most consistent improvement may come from a more
efficient preconditioner. Classical studies, for instance [87, 113], proved the possibility
of exploiting Multi Grid techniques coupled with BEM. Such preconditioners may sig-
nificantly reduce the number of iterations required for the iterative solver to converge,
and would ease also the aforementioned overhead due to the run-time computation of
the FMM data structures. The implementation of a better precondition strategy for the
considered mixed Dirichlet-Neumann problems is undergone at the moment.
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Parallelization of type 3 Non Uniform FFT and its
application in fast numerical convolution
Fast Multipole Method is not the only a possible accelerator for the Laplace BEM. In
recent years many different methods have been developed exploiting the Fast Fourier
Transform of the data. In particular in [3] Alouges and Aussal presented a new algo-
rithm called Sparse Cardinal Sine Decomposition (SCSD) to accelerate the standard
Laplace BEM. The results are very promising and comparable to the FMM. SCSD is
based on Fourier transforms between arbitrary points in space and frequency domains.
In this Chapter we present a parallel implementation of the particular FFT required in
SCSD algorithms, and a parallel version of SCSD itself. SCSD is based on Fourier
transforms between arbitrarily-spaced grids.
The standard Fast Fourier algorithm relies on a distribution of the points on a regular
equi-spaced grid. However, many applications benefit from an accurate and reliable
Fourier transform between N arbitrarily spaced points. The computational cost of the
standard discrete transform increases quadratically, quickly becoming unbearable even
on modern computational platforms.
A solution to this problem is the Non Uniform Fast Fourier Transform (NUFFT)
developed by Dutt and Rokhlin [31]. The authors provide a deep theoretical analysis
to approximate the Fourier transform using the classical Fast Fourier Transform algo-
rithm. Another description of such algorithm has been addressed by Leslie Greengard
and June-Yub Lee in [47]. In the literature there are 3 different type of NUFFT: type
1 operating between arbitrary points in space and a regular grid in frequency, type 2
relating a regular grid in space and arbitrary points in frequency, and type 3 dealing
with arbitrary points in both the spaces.
The key idea of NUFFT is to transfer the non equispaced data on a uniform grid to
be used with standard FFT algorithms. In [47] the authors use fast convolutions with
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a Gaussian function to create a uniform grid where standard Fast Fourier Transform
algorithms can be used. This is a key step to retrieve the solution in an affordable time,
since Gaussian convolution can be efficiently computed by means of Fast Gaussian
Gridding, reducing the overall computational time. Another possible solution is the
usage of Kaiser-Bessel window or the min-max interpolator. In recent years the latter
has been efficiently implemented in the library NFFT, see [92]. In [12] the authors
propose a parallelization of type 1 NUFFT based on the P3DFFT, see [89] for further
details. NUFFT of type 3, developed in [47], has been successfully applied in fast nu-
merical convolutions [3], and has applications in many fields of engineering. Several
parallelizations have been performed for such an algorithm, in [61,108] highly scalable
optimization of the library on modern multicore systems are proposed, in [105] the au-
thors use the hardware to accelerate the NUFFT, while in [83] the multicore architecture
of GPUs is used to tune and optimize NUFFT.
While the previous implementations have proved to be effective they are extremely
hardware specific and optimized. Moreover, their modification is far from trivial from
the user’s perspective. We propose an OpenSOURCE, released under GPL license,
flexible parallelization strategy of the type 3 NUFFT algorithm based on existing High
Performance Computing libraries, we call such a library BlackNUFFT [39]. We use
Intel Threading Building Blocks (TBB) for shared memory parallelism [99, 115], to-
gether with the standard Message Passing Interface (MPI) for distributed parallelism.
High modularity is a key aspect of our implementation, allowing the user to plug-in
new algorithms for each aspect of NUFFT. We use a black box approach for FFT on
the fine grid making it possible to interchange backend libraries for the FFT algorithm.
We provide an implementation that uses by default FFTW [33] as backend FFT. This
choice is mainly due to the extensive documentation and high reliability of such a li-
brary. We compare the presented BlackNUFFT with the library developed by Lee and
Greengard which is freely available under GPL license, see [67]. We use existing im-
plementation of distributed vector provided by existing OpenSOURCE libraries. In
particular we refer to the implementation of the deal.II library, see [9–11], which
provides both high performance on modern architectures and the possibility of eas-
ily switching between 32 and 64 bits indexing. This capability is a keystone to reach
higher computational complexity. We present a performance analysis considering mul-
tithread and multiprocessor environments for the current implementation of the library.
BlackNUFFT is available under GPL license on GitHub [39].
Finally we present a possible application of BlackNUFFT library to Sparse Cardinal
Sine Decomposition, applied to Boundary Element Method in [3]. Such algorithm
shows very promising results and the present Chapter presents a preliminary study of
its parallelization.
In Section 4.1 we group some considerations on theoretical aspects of NUFFT [31,
47] and we describe the actual structure of the algorithm. In Section 4.2 we analyze the
efficiency of shared memory parallelism alone. In Section 4.3 we combine shared and
distributed memory paradigms to reach higher level of scalability. In Section 4.5 we
present the SCSD algorithm and its parallelization using BlackNUFFT.
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4.1 NUFFT type 3
4.1.1 Mathematical background
We follow [31, 47] to introduce the main aspects of NUFFT of type 3. Given a set of
N complex values in the three dimensional space f(x) we define its Discrete Fourier
Transform to a set of N points in the frequency space as
F (k) =
1
N
N−1∑
i=0
f(x)e−ix·k, (4.1)
with k = (k1, k2, k3) and x = (x1, x2, x3). We also have that −N/2 ≤ k1, k2, k3 <
N/2− 1. We can define also the inverse DFT as
f(x) =
N/2−1∑
i=−N/2
F (k)eix·k. (4.2)
DFTs defined in (4.1) and (4.2) are characterised by a computational cost O(N2).
NUFFT algorithms are based on an interpolation scheme of the arbitrary points in real
and frequency space to a regular grid on which we can apply the standard FFT algo-
rithm. In the present work we achieve this task by the so-called Gaussian Gridding
algorithm to perform this interpolation, see [47]. An alternative gridding techniques
is the min-max interpolator, which has proved to be very efficient especially when the
dimensionality of the operation increases, see [92]. In the case of Gaussian Gridding
we exploit the following one dimensional estimate to approximate the exponential eikx
function on the regular grid∣∣∣∣∣∣eicx − ebx2
c+q/2∑
l=c−q/2
1
2
√
bpi
e−(c−l)
2/4beilx
∣∣∣∣∣∣ < ebx2e−bpi2(4b+ q) = , (4.3)
where c represents the nearest point to k on the regular grid, q is usually referred to
as spreading and b is a scaling constant. Estimate (4.3) trivially extends to the three
dimensional case. We need to set variables b, q in order to assure that the estimate
fulfils the accuracy  for any points in our arbitrary distribution. The fact that we can
a priori set the accuracy of the computation is a key point of the entire algorithm, and
in general of all efficient fast accelerated method, [46]. The summation in (4.3) can
be seen as a convolution like δ(x − x¯) ∗ gx¯(x) where gx¯(x) represents a Gaussian like
function centered in x¯. Such a convolution can be efficiently performed using the Fast
Gaussian Gridding (FGG) depicted in [47]. Once we have obtained a regular grid we
apply a FFT to obtain a transformed regular array, and apply again an interpolation to
retrieve the result on an arbitrary output grid. We do this with another FGG using again
(4.3) to have an accurate computation.
4.1.2 Algorithm key-steps
We have divided the algorithm in 4 key-steps:
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1. Computation of the bounding box for the arbitrary grids, and set up of the grid-
dings in order to retrieve the requested accuracy. This operation is not demanding
from a computational point of view since it only sets up the spreading constants
for the griddings and the dimension of the fine grid array.
2. Transfer of the original data on the uniform grid. Since we have chosen Fast
Gaussian Gridding we have:
• Fast Gaussian Gridding of the original data to the regular fine grid.
• Scaling to correct the Gaussian Gridding to be performed on the output array.
3. FFT on the regular grid: basically a 3d FFT pruning the border values (thus saving
computational time) that represent convolution errors, a data shift keeps the low
frequencies at the center of the spectrum
4. Transfer of the transformed data from the uniform grid to the output points. Since
we have chosen Fast Gaussian Gridding we have:
• Fast Gaussian Gridding from the fine grid to the output data.
• Scaling on the output array to correct errors introduced by the first gridding.
The algorithm uses two griddings between the input data and the uniform grid and
between the uniform grid and the output data. As preliminary choice we use Fast
Gaussian Gridding to perform both. These operation can be highly optimised by means
of a Fast Convolution algorithm, making its implementation not trivial even on a single
core. We designed the parallelization to work with any parallel implementation of the
FFT. We only need the chosen library to provide a suitable 3D subdivision of the fine
grid array. In particular we use the three dimensional implementation of FFTW. Even
the single griddings can be easily interchanged, we just need to guarantee the creation
of the fine grid array. In Section 4.4 we describe the procedure to introduce such new
features inside the presented library. Figure 4.1 depicts the structure of the presented
library.
4.2 Shared memory parallelism
All modern CPUs support multicore shared memory parallelism. We use Intel Thread-
ing Building Block [99] to exploit this possibility and achieve higher efficiency. This
tool has been successfully adopted in many high performing library, as ASPECT [63],
or the deal.II library [6]. Moreover it introduces the use of the TaskScheduler
concept that allows for higher level of optimization in our library. We follow the
shared memory parallelization strategies introduced in [115] and we apply it all over
the NUFFT key-steps.
4.2.1 Implementation
We profiled our serial library on the following test case scenario, a single forward
NUFFT from an array of 221 = 2097152 randomly distributed points to another array of
221 = 2097152 randomly distributed points, we consider an accuracy of  = 1× 10−5.
It is well known that the spreading constant for the determination of the fine uniform
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Figure 4.1: Flow diagram depicting the structure of the library. It can be roughly subdivided in three
main parts, and we stress that each of them can be substitute and customised by the user.
Table 4.1: Profiling of a serial run of BlackNUFFT application.
Function Time (sec) %
FGG on Inputs 60.1 45
Scaling on Inputs 4.25 3.2
FFTW 3D 18.7 14
Circular Shifting 3.13 2.4
FGG on Outputs 39.8 30
Scaling on Outputs 2.14 1.6
grid are influenced both by the input and the output array, thus for the sake of clarity
we consider the following relationship between the maximum frequency Kmax and the
maximum spreading Rmax in the original space,
RmaxKmax
pi
= 100. (4.4)
This is considered to be a realistic range for a NUFFT [3]. We get a fine grid array of
373248000 points, requiring approximately 6 GB of memory. The profiling is reported
in Table 4.1. The most demanding functions are the two griddings (64.35 and 41.94
seconds respectively) together with the three dimensional FFT (23.7 seconds).
Input gridding The most demanding part of the algorithm is the Fast Gaussian Grid-
ding. We focused on this particular algorithm for the extensive literature and high
accuracy it can guarantee [47]. However, we highlight that this is a preliminary study
and the study of different efficient griddings, especially the min-max algorithm [92],
is undergoing at the moment. We compute the first gaussian gridding from the input
array to the finer grid. Basically this is a convolution through a Gaussian kernel. We
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perform it following the Fast Gaussian Algorithm developed by Greengard, see [47].
This part of the algorithm presents several race conditions in the writing of the fine grid
array, therefore we expect some parallelization issues. A subdivision of the fine grid
array reduces the synchronization requirements. The accuracy  we prescribed settles
the span of the Gaussian kernel to be used in the FGG,  defines the number of point
q that a generic input point can influence through the gridding. We subdivide, in any
direction we prefer, the fine array in sections of span 2q, and we consequently create
index sets for the input array that contain the elements that have the nearest fine point
in each subdivision. In this way we compute alternate odd-even subdivisions without
any race conditions between different even-even or odd-odd subsets. We manage the
scheduling of the different threads using the standard parallel loop described in [99].
We split the array along its second dimension, leaving the first one to set up the MPI
parallelization described in Section 4.3. A summary of the required steps for the shared
memory parallelization follows.
• Subdivision of the fine array along one single dimension. We sketch the subdivi-
sion in Figure 4.2. If we consider a gridding radius q we can split the fine grid
array using 2q to identify elements that will not have any racing conditions. In
Figure 4.2 we see that all the region with the same colour can be written at the
same time.
• Subdivision of the input array between different subdivisions.
• Gridding of all the even, depicted yellow in Figure 4.2, subdivisions using TBB
in each subset.
• Gridding of all the odd, shown in blue in Figure 4.2, subdivisions using TBB in
each subset.
y
z
2q
x
Figure 4.2: Subdivision for the shared memory parallelization.
We don’t expect an optimal scalability for two main issues: the setting of the par-
allelization introduces a slight overhead, and since we consider an oversampled FFT
there are empty sets at the boundaries. This situation unbalances the workload between
different threads, introducing suboptimality.
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To complete the gridding of the inputs we need a scaling of the fine grid array. With
this operation we satisfy equation (4.3), that is, we need a scaling to correct the gridding
on the input array. This is a pointwise multiplication by a factor ebx2 , not presenting
any parallelization issue.
Compute 3D FFT and data shift We perform a FFT on the fine grid array exploiting the
backend HPC library of our choice. We enable the multithreading in the external FFT
library, so we simply need to set the number of threads to be used. In FFT it is common
to shift the data in order to have the lowest values at the center of the grid. We apply
a standard circular shift, which is a local embarrassingly parallel operation. We just
need to apply the transformation depicted in (4.5) to the transformed three dimensional
matrix F (i, j, k), namely
F (i, j, k)shift = −1i+j+kF (i, j, k) i, j, k = 0 . . . N1 − 1, N2 − 1, N3 − 1, (4.5)
where N1, N2, N3 represent the dimension of the fine grid. We stress that shifting the
input fine matrix would be unbearable especially in distributed memory as in Section
4.3, where we would need to communicate GigaBytes of data.
Output gridding This operation can be seen as the adjoint of the first input gridding. We
need to recover the data on the output array starting from the fine grid representation,
and we use TBB to exploit the multicore parallelism. Since we only have concurrency
in reading we expect almost an optimal behavior for this step and we don’t need any
particular subdivision strategy for the parallelization.
We scale the data to correct the Gaussian gridding we have performed on the output
array. This is still a pointwise operation so we use a simple shared memory implemen-
tation with no race condition handling.
4.2.2 Strong scaling analysis up to 16 threads
For the analysis of the strong scalability of our pure TBB parallelization we run the
computations on a single node, with a Intel(R) Xeon(R) CPU E5-2650 v2 @ 2.60GHz
processor with 16 hyperthreaded cores. We consider the same NUFFT setting we afore-
mentioned in Section 4.2.1, and present the scalability results in the left plot of Figure
4.3. On the right we plot the relative importance, in terms of computational time, of
each function composing the NUFFT algorithm.
We see that the fast gridding on the output array, the two scaling operations, and
the shift after the FFT show almost an optimal behaviour. This is expected since these
are local operations and almost no write racing condition occurs. However, we see
that the parallelization of the fast gridding from the input array is suboptimal. This
is due to the setting up time of the parallelization strategy which we have sketched in
Figure 4.2. To reduce the number of racing conditions we need to carefully subdivide
the input array in the different subsets, and this operation introduces a slight overhead.
Moreover, since we are considering an oversamplig, there will be some empty sets
at the boundaries of the fine grid array. These empty subdivisions, together with the
setting up time, unbalance the overall workload between different threads inducing
the suboptimality. We see that the three dimensional FFT, which has a multithreaded
parallelism enabled, behaves almost optimally. Since multithreaded performance relies
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Figure 4.3: Performance analysis of the pastoralization using shared memory paradigms. We consider
a single forward operation on 2097152 arbitrary points. On the left we plot the timings of all the
functions. The orange line with dots represents the 3D FFT transformation, the blue circled line is
the overall timing, the green squared one depicts the first FGG, the red triangled plot is the scaling
before FFT. The starred cyan line is the shift of the data, the magenta triangled line depicts the second
FGG while the black squared line is the scaling after the FTT. The black dashed line represents the
optimal linear scalability. The black dotted line represents the timing of the chosen reference NUFFT
library [67]. On the right we plot the relative importances of the different functions. The orange line
with dots represents the 3D FFT transformation, the green squared one depicts the first FGG, the red
triangled plot is the scaling before FFT. The starred cyan line is the shift of the data, the magenta
triangled line depicts the second FGG while the black squared line is the scaling after the FFT. We
let the number of threads vary from 1 to 16.
on appropriate choices for the number of tasks, the granularity, and probability of task
stealing, we are currently testing different choices of the granularity in our parallelised
for loops. The overall time required by BlackNUFFT is greater than the time required
by the reference serial FORTRAN library only if we require less than 8 threads. Fortran
has strict aliasing semantics compared to C++ and has been aggressively tuned for
numerical performance, for this reason we expect some performance advantage for the
reference library if we don’t fully exploit our parallelization.
To better understand the actual importance of each function we draw in the right
plot of Figure 4.3 their relative impact from a computational point of view. We note
that the TBB parallelization drastically reduces the computational time of all functions.
The gridding on the input array is the real bottleneck of the algorithm since it shows the
least optimal behavior. To reach higher computational complexities and reduce even
further the computational time, we implement a parallelization strategy based on hy-
brid shared and distributed memory environment that reduces the overall computational
time without loosing the benefits of the shared memory parallelization introduced so
far. A hybrid parallelization, combining MPI and TBB, effectively reduces the overall
computational time while maintaining a good overall scalability.
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4.3 Distributed memory parallelism
We use the standard Message Passing Interface between different processors to ob-
tain distributed memory parallelism, and to overcome the two main bottlenecks of the
multicore parallelization: the input gridding (through FGG) and the three dimensional
execution of the FFT on the fine grid. We start by presenting the coding paradigm
we have followed and we explain in details each function of NUFFT, and finally we
analyze the scaling performance of our new implementation.
4.3.1 Index sets creation
The 3D FFT is the core of the algorithm and we let the backend FFT library deter-
mine the unknown splitting by different MPI processors. We adopt the same unknown
splitting over the NUFFT process. We focused our attention on the use of the three
dimensional parallel implementation of FFTW and we computed the unknown split-
ting required by the FFTW MPI routine. This is a simple one dimensional domain
decomposition along the coarsest dimension (see Figure 4.4), and we let the library
itself determine the decomposition among the coarsest coordinate of our domain. Sub-
sequently such decomposition is used as a starting point of the overall parallelization.
We determine the workbalance among different processors according to the backend
FFT library, and assign the input and output array entries to each processor depending
on where their nearest points are placed on the overall fine grid.
y
z
x
Figure 4.4: Subdivision for the distributed memory parallelization.
The Gaussian gridding we use has a span q determined by the requested tolerance,
and we use this spread to determine the ghost levels of the domain decomposition. In
this way we create the distributed array representing the fine grid on which we perform
the three dimensional FFT. We represent the fine grid arrays as a distributed ghosted
vector subdivided using a mono dimensional decomposition along the coarsest variable.
We need to determine two index sets representing the elements owned by a processor
and its ghost elements. In this way we handle the ghost cell communications. We need
two more sets to complete the necessary MPI pattern. We need to divide the input
and output vectors, we do so exploiting the known FFT repartition. More precisely an
element of these vectors belongs to the processor if its nearest element on the fine grid
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belongs to the processor. The ghost cells are already properly set to account for this
subdivision. The communications are a standard MPI_Send, MPI_Recv.
4.3.2 Implementation
We repeat the breakdown for the MPI-TBB implementation
Input gridding
We compute the first gaussian gridding from the input array to the fine grid only on
those elements that are in the index set we computed following Section 4.3.1. We don’t
expect an optimal behavior since we are dealing with an oversampled grid, just as we
explained in Section 4.2.1. If we use a high number of processors some of them will
remain idle. At the end we need to communicate the elements eventually added in the
ghost cells. This is a communication overhead we need to properly take into account
the rest of the functions. This is a suboptimal yet very simple strategy, alternative
strategies are currently being developed to prevent processors to become idle. Then
we perform the correcting scaling for the first gridding. This is a pointwise operation,
and we apply shared memory parallelization directly on all locally owned elements of
the fine array. We apply the shift depicted in Section 4.2.1. We need to check if the
elements are stored locally. At the end of the shift we communicate the values updated
by the FFT on the fine grid array to the other processors in the ghost elements.
Compute 3D FFT and data shift
We simply let the underlying FFT library perform the three dimensional transformation
and then we apply standard circular shift to the computed array on the locally owned
elements.
Output gridding We use TBB as we did for the input, checking that each element of
the output vector is on the Index set of the current processor. Finally we correct the
gridding using a scaling. This is still a pointwise operation so we deal with it with
a simple shared memory parallelization after we have checked that the elements are
stored locally. At the end we perform a reduction to reconstruct the entire output vector
starting from its distributed representation.
4.3.3 Strong scaling analysis up to 16 processors
We analyse the characteristic of the MPI parallelization alone, considering a single
thread per processor, and compare it with the results obtained with TBB in Section
4.2.2. We consider the same simulation setting, forward FFT from 221 = 2097152 to
221 = 2097152 points. We plot our scalability results in Figure 4.5. For the time being
we use a single computing node with an Intel(R) Xeon(R) CPU E5-2650 v2 @ 2.60GHz
processor. From Figure 4.5 we see that the most time demanding functions behave
similarly. Namely we see how their slope resemble the 3D FFT one. This is due to
the communication overhead and to the sub optimality of our Domain Decomposition
strategy. However we see that both the shift function and the scaling on the output
vector, which were two functions with optimal TBB scalability (see the left plot of
Figure 4.3) present some issues. In particular both of them do not scale at all with more
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Figure 4.5: Performance analysis of the parallelization using distributed memory paradigms. We con-
sider a single forward operation on 2097152 arbitrary points, letting he number of MPI processes
vary from 1 to 16. On the left we report the actual timings of the different functions. The orange
line with dots represents the 3D FFT transformation, the blue circled line is the overall scalability,
the green squared one depicts the first FGG, the red triangled plot is the scaling before FFT. The
starred cyan line is the shift of the data, the magenta triangled line depicts the second FGG while the
black squared line is the scaling after the FTT. The black dashed line represents the optimal linear
scalability. The black dotted line represents the timing of the chosen reference NUFFT library [67].
On the right we plot the relative importances of the functions needed by NUFFT for a single forward
operation on 2097152 arbitrary points. The orange line with dots represents the 3D FFT transfor-
mation, the green squared one depicts the first FGG, the red triangled plot is the scaling before FFT.
The starred cyan line is the shift of the data, the magenta triangled line depicts the second FGG while
the black squared line is the scaling after the FTT.
than 8 processors, however we highlight that we may still use TBB to reduce their
timings and that they take less than the 5 % of the overall time. We stress that, for the
choices we have made, we can’t expect a better overall scalability that the one of the
underlying FFT library (FFTW in the present work), which is the core of our algorithm.
From the comparison with the reference FORTRAN library we see that the distributed
memory parallelization achieves a performance gain on the original implementation
with a number of processors greater than 8.
In the right plot of Figure 4.3 we report the breakdown of the computational cost of
the MPI algorithm. The most demanding functions are almost parallel straight lines,
this fact evidences that our parallelization strategy has the same efficiency on all of
them. We believe that a coupling of the algorithm with a parallel pruned FFT algorithm,
see [92], would significantly reduce the computational cost needed by the FFT on the
fine grid array. We are currently addressing this issue.
4.3.4 MPI TBB Comparison
In Sections 4.2.2 and 4.3.3 we analysed separately the two different kinds of parallelism
we adopted. In the present Section we perform a comparison between the shared mem-
ory and distributed memory paradigms on the same test case scenario introduced in
Section 4.2.2. We fix the overall number of parallel application (processors or threads)
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and we let the number of MPI processors go from 1 to 16. This provides insights on
which parallelization strategy is more convenient, varying from a pure TBB environ-
ment (1 processor, with 16 threads) to a pure MPI one (16 processors, each with 1
thread). We use a single socket composed by an Intel(R) Xeon(R) CPU E5-2650 v2 @
2.60GHz processor. In the left plot of Figure 4.6 we draw the timings of our algorithm.
We stack all the actual timings to get a clearer representation of the different paral-
lelization efficiencies. Looking to the overall timing we see that as we begin increasing
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Figure 4.6: Comparison between the parallelization using different memory paradigms. memory
paradigms. We consider a single forward operation on 2097152 arbitrary points. We let the number
of MPI processes vary from 1 to 16 while keeping fixed to 16 the number of overall threads. On
the left we draw the timings of the different parts of BlackNUFFT.. The orange line with dots repre-
sents the 3D FFT transformation, the blue circled line is the overall timing, the green squared one
depicts the first FGG, the red triangled plot is the scaling before FFT. The starred cyan line is the
shift of the data, the magenta triangled line depicts the second FGG while the black squared line is
the scaling after the FTT. The black dotted line represents the timing of the chosen reference NUFFT
library [67]. On the right we plot the relative importances of the functions needed by NUFFT for
a single forward operation on 2097152 arbitrary points. The orange line with dots represents the
3D FFT transformation, the green squared one depicts the first FGG, the red triangled plot is the
scaling before FFT. The starred cyan line is the shift of the data, the magenta triangled line depicts
the second FGG while the black squared line is the scaling after the FTT.
the number of MPI processors we experience a slight performance gain. We reach a
minimum computational time when we consider 4 MPI processors with 4 threads per
processor. This behavior is mainly due to the performance of the hybrid MPI-TBB
parallelization of the FGG algorithm. The other functions behave almost optimally in
a pure shared memory environment and this explains the slight increase of the compu-
tational time as we required too many MPI processors. In all cases we considered in
the present Section our implementation has better performance than the serial reference
one.
In the right plot of Figure 4.6 we draw the relative importances of all the functions
varying the number of MPI processors. In this plot a decreasing or flat line means
that the MPI implementation behaves better than the TBB one, since the overall time
is not varying too much. From the Figure we see that only the input gridding has a
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performance gain coming from the MPI parallelization. However, we highlight that
the possibility of combining shared and distributed memory paradigms is of paramount
importance to reach higher complexities that require more than a single computing node
as described in Section 4.3.5.
4.3.5 64 bits indices compatibility
The experimental setting we have considered up to now creates a fine grid array of
373248000 complex values (746496000 actual doubles in the array). However we know
that the limit of the 32 bits indexing in C++ is of 4294967296, this means that if we
require more data in space or frequency we may overcome such limit. More specifically
if we simply consider
RmaxKmax
pi
= 200, (4.6)
keeping all the other settings fixed, we get 5971968000 complex elements in the fine
grid, and even indexing such an array becomes an issue. We provide BlackNUFFT
with the possibility of using 64 bits indexing. We believe that this possibility widens
the range of application of the presented library. The only requirement is that the local
indexing remains confined to 32 bits indexing. This is required to proper handle local
memory, and it does not seem to be a limitation because when we deal with an array of
more than 232 elements we unlikely use a single processor. We need to consider that an
array of 5971968000 elements can be indexed using 64 bits but, if we consider double
precision floating point elements, it needs 48 GigaBytes of RAM memory to be stored.
Such a requirement often forces the usage of more than a single computational node
and, consequently, more than a single MPI processor.
Analysis up to 32 processors In Figure 4.7 we analyse the time needed by each functions
of the library to retrieve the results with the computation settings we aforementioned
and that guarantee a fine grid array beyond the 32 bits limit, using 8, 16, 32 MPI proces-
sors. We use 2 nodes composed by an Intel(R) Xeon(R) CPU E5-2650 v2 @ 2.60GHz
socket. The increased dimension of the fine grid worsen the performance of the MPI
parallelization, this is mostly due to the increased communication overhead. We see
that FFTW maintains a good scalability with 64 bit indexing, and we also see that this
is the most demanding part of the algorithm. This is induced by the increased number
of communications needed by a computation with 64 bits indexing. The scaling on the
output vector is not efficient at all and this is due to kind of vector we are requiring as
output. We have chosen not to use distributed vector as input-output vectors, therefore
we need to recreate the entire array from the distributed memory framework we are
using for the NUFFT. This reconstruction requires some communication and this ex-
plains the suboptimality. A possible solution to ease the communication effort might be
intranode communication if we can exploit a single computational node fulfilling the
memory requirements. However we stress that in many cases we cannot require such
a node, therefore we need to account for extranode communication if we need to store
very big distributed arrays. From Figure 4.7 we see that the cost of the FFT becomes
the major part of the overall computational cost. A possible solution to this issue is the
coupling with a parallel pruned FFT algorithm as the one proposed in [92].
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Figure 4.7: Timing of the functions needed by NUFFT for a single forward operation using a fine grid
array exceeding the 32 bits limit. The orange line with dots represents the 3D FFT transformation, the
blue circled line is the overall timing, the green squared one depicts the first FGG, the red triangled
plot is the scaling before FFT. The starred cyan line is the shift of the data, the magenta triangled line
depicts the second FGG while the black squared line is the scaling after the FTT. The black dashed
line represents the optimal linear scalability.
Different job scheduling Using more than a single computational node may lead to an-
other advantage since we are able to use more TBB threads, while keeping the number
of MPI processes fixed. We analyse this case scenario comparing the timings of three
different executions, exploiting the advantages of both shared and distributed memory
parallelizations. We report our results in Table 4.2
Table 4.2: Performance comparison with 32 overall parallel processors. We compare three different
job scheduling on 32 cores divided in two different nodes. We compute the transformation between
2097152 arbitrary points constructing a fine grid array of 5971968000 complex values. We consider
two computing nodes with up to 16 processor per node. We try 2 MPI processors with 16 TBB threads
each, 4 processors with 8 threads, 8 processors with 4 threads, 16 processors with 2 threads and 32
MPI processors.
Function 2 MPI 16 TBB 4 MPI 8 TBB 8 MPI 4 TBB 16 MPI 2 TBB 32 MPI 1 TBB
Total 85.1 58.2 40.2 65.7 45.7
Input Gridding 7.56 6.38 8.58 17.1 14.4
FFT 71 45.6 24.8 39 19.5
Data Shift 1.65 1.88 1.96 2.87 3.9
Output Gridding 1.36 1.44 2.32 4.13 4.93
From Table 4.2 we see that the major benefit of the pure MPI parallelization comes
from the FFT routine. However we see that if we require 16 MPI processors with
2 threads per processor the performance of the FFT are worse than if we require 8
processors with 4 threads or 32 MPI processors. This is probably due to the overhead
required to spawn the threads with too many MPI processors. Moreover some routines,
as the gridding on the input, get advantages also from the hybrid parallelization strategy.
All these different effects make the simulation with 8 MPI processors and 4 threads per
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processor the most convenient from a computational point of view.
4.4 Introducing new features in the BlackNUFFT framework
This Section demonstrates how new features can be incorporated into the BlackNUFFT
framework. We focus our attention on the 2 most time demanding algorithms of the
library, the griddings and the three dimensional FFT. Both these options are selected
through the initialising function init_nufft through two different string options
provided by the main function.
Introducing a new gridding We briefly describes how to modify the gridding required
by the NUFFT algorithm, thanks to the modularity we have provided this change can
easily be achieved by providing new options to the corresponding functions.
• compute_tolerance_infos: since each gridding routine determines how
the prescribed tolerance is used this function must be set to the specific gridding
requirement. It is sufficient to implement the new case providing a new identifying
string.
• input_gridding: it is only required to provide the new gridding function. If
required it is also possible to split the routine in more functions as we did for the
default Fast Gaussian Gridding scheme.
• output_gridding: lastly the gridding on the output vector must be modified
accordingly to the new chosen gridding.
Introducing a new FFT backend library Once the new FFT library has been compiled and
properly linked, or included, to the BlackNUFFT library we can easily modify the FFT
depending functions using the modularity of our implementation.
• create_index_sets: since we have chosen to adopt the MPI redistribution
of the back-end FFT library we must provide BlackNUFFT with the proper data
distribution coming from the MPI requirements of the external library.
• compute_fft_3d: the second change required is the actual call for the backend
FFT library when the fine grid array has been properly set up.
4.5 Application to fast numerical convolution: Sparse Cardinal Sine De-
composition
In this section we present a possible application of the parallel NUFFT we have de-
veloped. Boundary Integral Equations are based on the convolution of a function with
a fundamental solution that is a Green like function. Fluid Structure Interaction prob-
lems profit greatly from the BIE formulation since it allows the discretization of only
the boundary of the domain, which is a key advantage when large displacement are in-
volved. The discretization procedure of BIE leads to Boundary Element Methods. Two
possible examples are: ship wave interaction problem that, under certain assumptions,
can be recast as a BEM for the Laplace equation, see Chapter 2 and [42, 79], and the
swimming behavior of micro-organisms, that is approximated as a BEM for the Stokes
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system, see Chapter 6 and [91,109,110]. Since the computational complexity of BEMs
goes as O(N2) where N represents the number of unknowns of the problem, simula-
tions with more than 20000 degrees of freedom are extremely time consuming even on
modern workstations. Many algorithms have been developed to reduce the computa-
tional requirements to O(Nlog(N)) or even O(N). The most notable of these efforts is
the Fast Multiple Method developed by Leslie Greengard in 1987 [46], for the Laplace
equation. A different solution to fasten numerical convolution has been recently pre-
sented by Alouges and Aussal in [3]. The method is called the Sparse Cardinal Sine
Decomposition and has shown a comparable behaviour to the classical FMM. SCSD
is based on the NUFFT of type 3. Its parallelization is a key-step to obtain a parallel
SCSD that exploits modern CPUs. We present a preliminary parallel implementation
of the SCSD for the computation of Single and Double Layer operator of the Laplace
equation, operators N,D in equation (1.9).
4.5.1 The Sparse Cardinal Sine Decomposition
We present a brief review of the mathematical aspects of the SCSD approximation.
We follow [3] for the derivation of the Fast Convolution Algorithm for the Laplace
equation. We focus on the approximation of two different operator that represent the
convolution of the fundamental solution ant its gradient.
Single Layer Operator
We evaluate the potential φ given by the pointwise interactions between a bunch of M
sources with intensities fj located at yj inR3,andN nodes at xi. In BEMs the quantities
fj represent the density of the potential normal derivative per unit area associated to the
point xi seen as a portion of the boundary of a Lipschitz domain. If we introduce the
fundamental solution of the Laplace equation as
G(x, y) =
1
4pi|x− y| , (4.7)
we can recover the values of the potential as
φ(xi) =
M−1∑
j=0
G(xi, yj)fj (4.8)
for i = 0, . . . , N − 1. From standard Fourier analysis we get the following relationship
for the fundamental solution
G(xi, yj) =
1
4pi|xi − yj| =
1
(2pi)3
∫
R3
ei(xi−yj)ξ
|ξ|2 dξ. (4.9)
Exploiting (4.9) we can rewrite (4.8) as
φi =
1
(2pi)3
∫
R3
eixiξ
M−1∑
j=0
e−iyjξ
|ξ|2 fjdξ. (4.10)
At this point we can pass to spherical coordinates getting
φi =
1
(2pi)3
∫ +∞
0
∫
S2
eiλxiζ
M−1∑
j=0
e−iλyjζfjdζdλ, (4.11)
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4.5. Application to fast numerical convolution: Sparse Cardinal Sine Decomposition
where S2 stands for the sphere of radius λ. We just need two quadrature formula, one to
properly approximate the spherical integrals and the other onedimensional to deal with
the radial integration. For the first one we choose standard Gauss Legendre formula of
arbitrary order. We apply the SCSD to retrieve an accurate onedimensional quadrature
formula in λ. From standard complex analysis we know that the cardinal sine, which is
an analytical function, admits the following representation,
sinc(x) =
sin(x)
|x| =
1
4pi
∫
S2
eiζxdζ. (4.12)
We can exploit the compact support of the Fourier representation of sinc(x) to obtain
an accurate approximation of G(x, y). Combining (4.9) and (4.12) we get, defining
r = |x− y|,
1
4pir
=
1
2pi2
∫ +∞
0
sinc(λr)dλ ∼
∑
p
αp sinc(λpr). (4.13)
Normalising (4.13) we get
1 ∼
∑
p
βp sin(λpr). (4.14)
We need to assure that, considering xi, yj ∈ [Rmin, Rmax]3 ⊂ R3
 = sup
R∈[Rmin,Rmax]
∣∣∣∣∣
p−1∑
p=0
βp sin((2p+ 1)δR)− 1
∣∣∣∣∣ < tol, (4.15)
with δ =
pi
Rmin +Rmax
, and tol the prescribed tolerance. We consider only odd func-
tions thus we are approximating the step function h with values 1 if r ∈]0, pi[ and −1
if r ∈] − 0,−pi[. We use a Least Square approximation to retrieve a finite number of
points to approximate (4.14) with the constraint (4.15). We have the following error
estimate for the estimate hP considering P terms
||h− hP ||L2([ρ,pi−ρ]) ≤ 1− sin(ρ)√
sin(ρ)P
(
1− sin(ρ)
1 + sin(ρ)
)P+1
, (4.16)
with ρ ∈]0, pi/2[. We have to stress that the approximation (4.14) leads to the usual
Gibbs phenomenon, for this reason we consider the approximation correct only in
]Rmin, Rmax[.
By approximating the onedimensional integral in (4.11), we can write the final discrete
approximation of (4.8) as
φi ∼
P−1∑
p=0
ωp
Sp−1∑
sp=0
ωspe
ixiξsp
M−1∑
j=0
e−iyjξspfj =
S−1∑
s=0
eixiξsωs
M−1∑
j=0
e−iyjξsfj, (4.17)
where ωsp represents the Gauss Legendre quadrature weights for the integral on the
surface Sp and ωp are the quadrature node coming from the cardinal sine approximation.
The summation in the j index we have in (4.17) can be seen as a forward NUFFT from
point yj in space to frequencies ξs, while the summation in the s index is a backward
NUFFT between ξs and xi.
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To retrieve the correct results we must apply a correction to the short range inter-
actions, namely when r < Rmin. We stress that we need to evaluate the pointwise
interactions exactly, but that we can do so using a sparse matrix B,
φ = φSLSCSD +B
SLf, (4.18)
where
BSLi,j =
1
4pi|xi − yj| −
P−1∑
p=0
βp
sin(λp|xi − yj|)
4pi|xi − yj| . (4.19)
Double Layer Operator
We can interpret the double layer operator as a point wise interaction based on the
gradient of the Green function
φi =
M−1∑
j=0
∇y(G(xi, yj)) · gj =
M−1∑
j=0
2∑
k=0
∇ky(G(xi, yj))gkj . (4.20)
where gj represent a vectorial quantity ∈ R3. Usually in BEMs this is equal to the
normal vector multiplied by the potential itself. We adapt (4.13) to the first derivative
of the kernel:
1
4pi
∂
∂r
1
r
=
1
2pi2
∫ +∞
0
∂
∂r
sin(λr)
r
dλ ∼
∑
p
αp
(
λp
cos(λpr)
r
− sin(λpr)
r2
)
. (4.21)
Normalising (4.21) we get
1
r2−t
∼
∑
p
βp
(sin(λpr)− cos(λpr)λpr)
r2−t
, (4.22)
where t is the normalising order we can set. Usually we consider t = 1 since this choice
appears to have better approximation properties. We find a least square approximation
for the radial integration as we did for the Single Layer, and we retrieve the SCSD
approximation as
φi ∼
S−1∑
s=0
eixiξsωs
2∑
k=0
iξks
M−1∑
j=0
e−iyjξsgkj , (4.23)
where we have taken the spatial derivatives simply multiplying by the three differ-
ent Fourier constants. We just need a final adjustment for the short range correction,
namely,
φ = φDLSCSD +
2∑
k=0
BDLkgk, (4.24)
where
BDLki,j =
xki − ykj
4pi|xi − yj|3 −
∑
p
βp
(sin(λpr)− cos(λpr)λpr)
r2
. (4.25)
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4.5. Application to fast numerical convolution: Sparse Cardinal Sine Decomposition
4.5.2 Algorithm key-steps
In this section we sum up the essential steps we need in order to perform a SCSD
convolution.
• Geometry Setting: we set Rmax which is the maximum distance between our
points and Rmin that determines the accuracy range of the SCSD approximation.
Decreasing the latter value increases the number of spheres we need to approxi-
mate the Fourier integral.
• Onedimensional quadratures computation: we determine weight of the quadra-
ture formula coming from the SCSD approximation, namely ωp in (4.17). This
computation sets all the radii we need to approximate the integral in (4.11).
• Three dimensional quadrature for the frequency domain: for each radius we have
previously determined using the mono dimensional approximation we need a
proper quadrature formula on the sphere. We use standard Gauss Legendre for-
mulas of arbitrary order, and satisfy the prescribed tolerance for each sphere.
• Short range Interaction setting: for every node xi we useRmin to determine which
sources yj are such that |xi− yj| < Rmin. We need their index and the distance to
determine the short range correction matrices.
• Fast convolution using NUFFT: we apply (4.17) and (4.23) to approximate Single
and Double Layer Operators respectively.
• Short range interaction correction: lastly we apply (4.18) and (4.24) to get the
proper short range interactions. We use nanoflann [17] to identify such short range
interactions. This operation is basically a sparse matrix vector multiplication.
4.5.3 Parallelization strategies
As we did for the NUFFT library in Sections 4.2 and 4.3 we analyze two different par-
allelization, a pure multithread approach using TBB and then a hybrid parallelization
coupling TBB and MPI. The only part of the algorithm we do not parallelize at all is the
onedimensional computation of the quadrature formula. This is not an issue since it is a
simple onedimensional computation and it is cheaper to replicate it on each processor.
TBB
We use TBB, as described in [115], to parallelize every section of the SCSD algorithm,
Section 4.2 shows that the developed BlackNUFFT do not scale perfectly, therefore we
can’t expect optimum results for the SCSD-NUFFT part. We can, however, exploit the
embarrassingly parallel structure of (4.8) and (4.20) to get good results for all the other
parts of the algorithm.
We consider a pointwise interaction between two clouds of random points xi and yj
located in [−1, 1]3 and we set N = M = 100000. We analyze both Single and Double
Layer operators to have a complete evaluation of the first parallelization technique, we
consider Rmin = 0.1. We expect the computations of the Double Layer operator to be
more expensive (from a timing point of view) than the ones of the Single Layer operator.
We perform a strong scaling analysis using up to 16 threads on a computing node
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Intel(R) Xeon(R) CPU E5-2650 v2 @ 2.60GHz. We report the timing analysis in Figure
4.8. We see that the short range computations, green squarred and triangled lines,
1 2 4 8 16
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SCSD Timing Breakdown
total ComputeShort ApplyShortSingle
ApplyShortDouble 3Dquad 1DquadSingle
1DquadDouble NUFFTSingle NUFFTDouble
ideal
Figure 4.8: Timing Analysis for a single SCSD computation for both the Single Layer and Double Layer
Operators using only multithread parallelization techniques. The blue circled line represents the
total timing, the green squared one describes the computation of short range interactions, the red
and cyan triangled lines show the actual application of such short range effects for the Single and
Double Layer operators. The magenta starred line plots the time needed to set up the 3D quadrature
formula in the Fourier space while yellow and black squared lines represent the timings required
for the 1D quadrature formula computation using SCSD for Single and Doouble Layer operators
respectively. Finally gray and brown circled plots represent the computational time required by the
NUFFT algorithm for Single and Double Layer operators. We plot the ideal timings using a black
dashed line.
present an almost optimal scalability while the NUFFT parts, brown and black circled
plots, do not perform optimally. Since the most computational expensive functions are
the short range computations we see almost an optimal scaling up to 8 threads. Then
we see that the bottleneck becomes the NUFFT computations that don’t show such an
optimal behavior. In Section 4.3 we saw that a hybrid parallelization is the optimal
choice for the NUFFT algorithm, so we look for this kind of implementation even for
the complete SCSD.
Hybrid MPI-TBB
We apply a distributed memory parallelization also to the overall SCSD algorithm. The
key-steps of the MPI strategy are the following
• MPI Repartition of the output vector: we subdivide the vector dividing its ele-
ments between all the processors, we also handle the remainder by means of a
subdivision among the first processors.
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4.5. Application to fast numerical convolution: Sparse Cardinal Sine Decomposition
• Short Range Interaction: we let each processor compute only the ranges for its
owned elements of the output processor.
• SCSD with BlackNUFFT: we let the library compute the interactions exploiting
the parallelization we have introduced in Section 4.3.
• Apply Short Range Interaction: each processor compute the corrections only for
its owned elements of the output vector.
• Sum of the contributions: we sum up the short range corrections to the output
vector.
As benchmark we consider the same pointwise interaction between of the previous Sec-
tion (two clouds of random points xi and yj located in [−1, 1]3 andN = M = 100000).
We use a single computation node, and we use up to 16 processor using a single thread
per processor, highlighting the effects of a pure MPI parallelization. We report the anal-
ysis in Figure 4.9. We see that the performance of a the MPI parallelization are very
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1DquadDouble NUFFTSingle NUFFTDouble
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Figure 4.9: Timing Analysis for a single SCSD computation for both the Single Layer and Double
Layer Operators using only hybrid distributed memory parallelization techniques. The blue circled
line represents the total timing, the green squared one describes the computation of short range
interactions, the red and cyan triangled lines show the actual application of such short range effects
for the Single and Double Layer operators. The magenta starred line plots the time needed to set
up the 3D quadrature formula in the Fourier space while yellow and black squared lines represent
the timings required for the 1D quadrature formula computation using SCSD for Single and Doouble
Layer operators respectively. Finally gray and brown circled plots represent the computational time
required by the NUFFT algorithm for Single and Double Layer operators. We plot the ideal timings
using a black dashed line.
similar to the ones reported in Figure 4.8. In particular the correction due to the embar-
rassingly parallel short range interactions has an optimal behavior. While the NUFFT
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parts behave similarly using TBB or MPI, we see that the computations of the quadra-
ture formulas is requiring more time as we increase the number of MPI processors.
This could lead to new bottlenecks, for Amdhal’s law, if we increase the computational
requirements of the simulation. However, we stress that TBB can easily be applied
to the computation of the three dimensional Fourier grid, sub-optimally as we can see
from Figure 4.8. A MPI parallelization to this part is far from trivial, it would involve
a MPI broadcast for every sphere. For the time being we have not been able to apply
successfully such a strategy.
The best option is a hybrid parallelization that should reduce the effects of Amdhal’s
law to the minimum. In Figure 4.10 we report a comparison between the two strategies.
We always require the maximum of processors to be 16 and we increase the number
of MPI processors up to 16. We report the actual timings for the main functions of the
SCSD algorithm.
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ApplyShort SCSDNUFFT total
Figure 4.10: MPI TBB comparison for a single SCSD computation for the Single Layer Operator. The
blue circled line is the overall time, the green squared one depicts the computation of the short range
interactions, the red triangled one is the 1D Least Square minimisation. The starred cyan represents
the time needed by the 3D quadrature formula in Fourier space. The magenta triangled line depicts
the application of the short range interactions while the black squared line is the timing of the NUFFT
part.
We see a minimum if we consider 2 MPI processors and 8 threads per processors.
This minimum is induced by the NUFFT part of the algorithm that benefits from a
hybrid parallelization. The application of short range interactions has the same per-
formance in MPI and TBB, so the relative timing does not change significantly. We
see that the computations of the short range interactions worsen the performance of the
overall algorithm if we require more than 4 MPI processors. This is a clear example
of Amdhal’s law in action: since this part is not properly parallelized in MPI the over-
all scalability is compromised. We believe the hybrid memory parallelism to be the
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4.5. Application to fast numerical convolution: Sparse Cardinal Sine Decomposition
most effective one, the study of a proper MPI parallelization both of the short range
computations and three dimensional quadrature formula is mandatory to improve the
performance of the code.
The NUFFT parts do not present good performance for the presented case. We
highlight that we are requiring only 100000 points while in Section 4.3 we used up
to 2097152 elements. We believe that different choices of the initial configuration may
lead to very different scalability results, we are studying these differences analyzing the
input-output points position xi, yj , and quantities N,M . In particular, we are interested
in the performance of the algorithm when these points are placed on a surface, such a
configuration would allow the coupling of the SCSD algorithm to the BEM presented
in Section 3. We are also analyzing the sensitivity of the problem depending on the
Rmin parameter. It manages the workbalance between the short range interactions and
the NUFFT part: namely as Rmin decreases the NUFFT part becomes more relevant on
the overall computation, therefore an optimal balance between NUFFT and short range
computations can be obtained varying Rmin.
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CHAPTER5
Stokes Boundary Integral Formulation
We discuss the derivation of a Boundary Element Method for the Stokes system. Such
mathematical setting describes an incompressible Newtonian fluid in which inertial
terms can be neglected. Given the peculiarities of the Navier–Stokes equations such
approximation holds both for extremely slow flows (creeping flows) and for extremely
small geometryO(10−6m) (micro fluid-dynamics). The only requirement in the deriva-
tion of a BEM is the explicit knowledge of a fundamental (Green-like) solution. The
Stokes system is a second order elliptic problem, and it admits a well known funda-
mental solution. It is possible to modify the standard fundamental solution to model
different physical interfaces as a single or a system of perfect slip walls. Such inter-
faces are of paramount importance to simulate real life swimmers since they deeply
influence the flow around a moving body. Their actual numerical discretization is very
expensive from a computational point of view, the derivation of specific fundamental
solutions reduces the number of unknowns N easing the computational requirement of
the simulation.
This Chapter is organized as follows, in Section 5.1 we introduce the Boundary Inte-
gral Formulation for the Stokes system, in Section 5.2 we discuss the numerical imple-
mentation and requirement for a BEM in the Stokes framework, and in Section 5.3.1
we derive a modified fundamental solution to model an infinite perfect slip interface
using the reflection method. In Section 5.3.2 we propose an approximation for a Green
solution modeling a flow through two infinite perfect slip planes.
5.1 Boundary Integral Formulation
We study the flow past an obstacle (a “swimmer”) seen as a bounded open setBt ⊂ Rd,
with Lipschitz boundary ∂Bt. We call the fluid domain Ω, having boundary Γ = ∂Ω.
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Chapter 5. Stokes Boundary Integral Formulation
Bt
∂Bt
Ω
Γw
Figure 5.1: General sketch of the considered domain Ω with ∂Ω = Γ: for a free space swimmer Γ = ∂Bt
and Ω = Rd\B¯t, for a swimmer near no slip walls Γ = ∂Bt ∪ Γw.
p+
p−
n
γ
f
Figure 5.2: Representation of the stresses in a fluid portion. f is the force per unit area acting on γ.
Both free space and confined swimming are of interest in this work. In the first case
Ω = Rd\B¯t and Γ = ∂Bt, while in the second case, we indicate with Γw the physical
walls and Γ = ∂Bt ∪ Γw. We sketch the considered domain in Figure 5.1. We consider
an incompressible Newtonian fluid, consequently we define the stress f , see Figure 5.2
as the force per unit area that the portion of fluid in p+ exerts on the portion of fluid in
p− through the surface γ. We call the unit outer normal vector with respect to p+ n(x).
The stress, from classical continuum mechanics [51], at a point x (on γ) is given by:
f(x) = σ(u(x), p(x))n(x), (5.1)
where n and σ(u, p) represent the normal vector and the Cauchy stress tensor respec-
tively, the latter reads
σ(u, p) = 2µ
(
1
2
∇u+ 1
2
∇uT
)
− pI, (5.2)
see [51] for further details. The Stokes system reads
∇ · u = 0 in Ω (5.3a)
∆u+∇p = 0 in Ω. (5.3b)
We follow [19,93] to retrieve a Boundary Integral Formulation starting from (5.3). We
consider the full representation formula for the velocity in (5.4)
ui(x)−
∫
Γ
Tijk(x, y)nk(y)uj(y)dγy =
∫
Γ
Gij(x, y)fj(y)dγy ∀x ∈ Rd \ Γ, (5.4)
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5.1. Boundary Integral Formulation
where G, T represents the first two Green tensors associated with the fundamental so-
lution of (6.11), namely solving
∇ ·Gb = 0 (5.5a)
∇ · (σ(Gb) = δb, (5.5b)
Tj = σ(Gj), (5.5c)
where δ is the Dirac delta centered at the origin, Gj represents the column of G as-
sociated to the forcing term δej and b is a generic vector. If we define r = x − y and
R = |x− y|, the free space expressions of G, T are as follows, see [113],{
Gij =
1
4pi
( rirj
R2
− δij log(R)
)
in 2D
Gij =
1
8pi
( rirj
R3
+ δij
1
R
)
in 3D,
(5.6)
{
Tijk = − 1pi rirjrkR4 in 2D
Tijk = − 34pi rirjrkR5 in 3D.
(5.7)
We consider the trace of (5.4) to compute the real Boundary Integral Equation of the
Stokes system,
α(x)ui(x)−
∫ PV
Γ
Tijk(x, y)nk(y)uj(y)dγy =
∫
Γ
Gij(x, y)fj(y)dγy ∀x ∈ Γ, (5.8)
where the integral on the left are computed in the Cauchy principal value sense, and α
represents its Cauchy principal value. Equation (5.8) consists in two boundary integral
operators
Hu =
∫ PV
Γ
Tijk(x, y)nk(y)uj(y)dγy, (5.9a)
V f =
∫
Γ
Gij(x, y)fj(y)dγy, (5.9b)
where H is called double layer operator and V single layer operator. We introduce the
operator notation of (5.8) as
[αI −H]u = − [K]u = − [V ] f. (5.10)
For the integrals in equation (5.8) to be bounded, u and f must lie in the spaces V and
Q, defined as
V :=
{
φ ∈ (H 12 (Γ))d
}
(5.11a)
Q :=
{
γ ∈ (H− 12 (Γ))d
}
, (5.11b)
where Γ = ∂Ω and n = 2, 3. We recall that (H
1
2 (Γ))d is usually defined as the space
of traces on Γ of functions in (H1(Ω)d), while (H−
1
2 (Γ))d is its dual space. The spaces
Vh and Qh are constructed as conforming finite dimensional subspaces of V and Q
respectively. From a functional point of view we define the double and single layer
operator as
H : (H
1
2 (Γ))d → (H 12 (Γ))d, (5.12a)
V : (H−
1
2 (Γ))d → (H 12 (Γ))d. (5.12b)
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Chapter 5. Stokes Boundary Integral Formulation
5.2 Stokes Boundary Element Method
We closely follow the implementation of Laplace BEM reported in Section 1.2, and we
apply the parallelization principles described in Chapter 3. We base our implementation
on the use of existing high performance libraries as deal.II [6] and Trilinos [57].
With the Boundary Integral Equation (5.8) it is possible to retrieve the velocity where
the stress are known, and viceversa. A discretization of the approximation spaces and
of the boundary are the only requirements. We use standard Lagrangian finite element
spaces on Γ to define both the geometry and the basis functions for the unknowns,
namely the velocity u and the stresses f . We provide the possibility of using both
continuous and discontinuous approximation for the solution. As we did for the Laplace
equation in Section 1.2 we divide the finite dimensional approximation of the problem
in 4 main steps.
Computational mesh generation We define a quadrilateral computational mesh meant as
a regular decomposition Γh of the boundary Γ. See Section 1.2 for further details. The
integration of complex geometrical models as CAD files, as we did in Section 1.3.4, to
describe the swimmer is currently under development.
Definition of the discrete spaces We define two finite dimensional spaces Vh and Qh, for
the Stokes system we need to handle the vectorial nature of the problem. The discrete
spaces needs to be defined on Γh, such that
Vh :=
{
φh ∈ (L2(Γh))d : φh|K ∈ (Qr(K))d, K ∈ Γh
} ≡ span{ψi}dNVi=1 (5.13a)
Qh :=
{
γh ∈ (L2(Γh)d : γh|K ∈ (Qs(K))d, K ∈ Γh
} ≡ span{ωi}dNQi=1 , (5.13b)
where on each cell K, located on the boundary, φh|K , γh|K are polynomial functions of
degree r and s respectively, in each coordinate direction and for any component of the
vectorial problem. In principle these two spaces can be built independently, but for the
moment we restrict the discussion to the case where we use the same Finite Element
discretisation for both the primal and the dual unknown, i.e., Vh = Qh ≡ span{ψi}NVi=1
for any component of the vectorial problem, thus we can write the finite dimensional
approximations for velocity and stresses as
uh =
dNV∑
i=0
ψi(x)uˆi (5.14a)
fh =
dNV∑
i=0
ψi(x)fˆi, (5.14b)
where uˆ, fˆ represent the nodal values for the velocity and the stresses respectively.
We use continuous Lagrangian final elements to accurately describe the geometry, af-
terwards we apply a collocation method on the support points of the geometry patches
directly on the specified geometry.
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Collocation of the Boundary Integral Equations As we stated in Section 1.2 in BEM frame-
work the collocation method appears as a natural choice since it avoids a second inte-
gration of weakly singular kernels. We replace the continuous functions u and f with
their numerical approximations uh and fh, which represent the discretised velocity and
stress density respectively in the finite dimensional space, and we collocate the BIE on
a number of points equal to the number of unknowns. We choose, as collocation points,
the support points of the basis functions on the boundary Γh.
Collocating (5.8) produces the linear system
(αIh −Hh)uˆ = −Khuˆ = −Vhfˆ = 0, (5.15)
where
• α is a d× d block diagonal matrix representing the Cauchy Principle Value of the
double layer operator Hh, α(xi), where xi represents the i-th collocation point;
• Hij =
∑Nk
k=1
∑Nq
q Titp(xi− xq)nk(xq)ψjt (xq)Jk, where k represents the reference
cell and Jk is the determinant of the first fundamental form for each panel k;
• Vij =
∑Nk
k=1
∑Nq
q Git(xi − xq)ψjt (xq)Jk;
• uˆ, fˆ represent the nodal value of the velocity vector field and of the stress tensor
field respectively.
As in Section 1.2 the integrals on the reference cell are performed using different
quadrature schemes. When the collocation point does not lie inside the cell we sim-
ply use bidimensional Gauss scheme, otherwise we need a different strategy since the
Kernels G, T are weakly singular, see [114]. On one hand this choices allows for an
accurate solution of the weakly singular Boundary Integral Equation, and on the other
hand it makes the assemblage cycle more complicated. This is mainly due to the fact
that we need to use two different discrete schemes and to check if the collocation point
lies inside the current cell.
Resolution of the linear system Depending on the problem we derive the system matrix
A and we solve it by means of a preconditioned Krylov iterative solver or using a
direct parallel linear solver. We discuss the detail of the swimming problem, a possible
application of such Boundary Element Method, in Section 6.2.
5.3 Kernels for specific interfaces
In the previous Sections we saw that a proper discretization of the boundary is manda-
tory to develop a reliable Boundary Element Method, therefore, in general, when we
consider a physical interface Γw we need to provide a proper finite dimensional repre-
sentation of that surface. However, in some cases it is possible to modify the kernels
G, T appearing in (5.9) to automatically satisfy the required boundary conditions on
Γw.
This technique is particularly suitable for two main reasons: since it does not require
a discretization of Γw it reduces the overall number of degrees of freedom (reducing the
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Chapter 5. Stokes Boundary Integral Formulation
computational time), and it naturally treats infinite interfaces. However such method-
ology can be applied only to certain geometries having simple (either perfect slip or no
slip) boundary conditions. Section 5.3.1 presents the derivation of kernels GPS, T PS to
model a single flat infinite perfect slip interface. These kernels are used to simulate the
interactions of the bacterium with the wall in [91], we apply such fundamental solutions
to verify the reliability of the presented BEM in Section 6.4.4.
In many cases, however, more complex interfaces are necessary. It is common to
use a thin soap film as experimental setting, this reduces the swimmer movements out
of the plane of focus of the camera. In [50] the following setup is used: the swimmers
(Chlamydomonas reinhardtii) are 10 − 20µm long, the film is square with side length
6mm and measured thickness 15± 2µm. For this scenario the expressions of the mod-
ified kernels are still not known, in Section 5.3.2 we propose a possible approximation
of these fundamental solutions to simulate the flow past two infinite perfect slip inter-
faces. Section 6.5 proposes an application of the derived approximated kernel to the
experimental setting proposed in [50].
5.3.1 Single perfect slip flat interface
We analyze the procedure to derive a kernel for the Stokes equation to model the pres-
ence of a single perfect slip interface. We model the two green kernels
• G, the tensor representing the fundamental solution along three orthonormal ver-
sors,
• T , the tensor representing the three stresses associated to the three fundamental
solutions.
Perfect slip conditions and mirroring
The solution of the stokes problem u fulfills
uwall · n = Vn|wall = 0, (5.16a)
σ(u)n|wall · t = 0. (5.16b)
An equivalent way to fulfill equations (5.16) is to mirror the flow with respect to the
plane representing a perfect slip interface. For the sake of simplicity we consider the
case of the (x, z) plane at y = 0. Mirroring implies:
• V +n = −V −n ;
• V +t = V −t .
From symmetry considerations (see Figure 5.3) we get
• Vn|wall = 0,
• ∂Vt
∂n
∣∣∣∣
wall
= 0,
• ∂Vn
∂n
∣∣∣∣
wall
=
∂Vn
∂n
+
∣∣∣∣
wall
= C1,
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x
y
n
t
V +n
V +t
V −n
V −t
V +
V −
Figure 5.3: Mirroring of the flow modeling a semi-infinite flat perfect slip surface.
• ∂Vt
∂t
∣∣∣∣
wall
=
∂Vt
∂t
+
∣∣∣∣
wall
= C2,
• ∂Vn
∂t
∣∣∣∣
wall
= 0.
So the gradient of the velocity∇u|wall reads
∇u|wall =

∂Vn
∂n
∂Vn
∂t
∂Vt
∂n
∂Vt
∂t
 = [C1 00 C2
]
, (5.17)
and we get
σ(u)|wall =
[
C1 + p 0
0 C2 + p
]
. (5.18)
From expression (5.18), we obtain the second condition of the perfect slip flow, i.e.:
σn|wall · t|wall =
[
C1 + p 0
0 C2 + p
](
1
0
)
·
(
0
1
)
= 0, (5.19)
Equation (5.19) proves that the mirroring of the solution is equivalent to perfect slip
conditions.
Kernel derivation using geometric considerations
We define the fundamental solution modeling a perfect slip surface: GPS, T PS . We
exploit the properties of the standard Green function for the Stokes problem to retrieve
a representation formula for the velocity u
u(x)i −
∫
Γ
Tijk(x, y)nk(y)uj(y)dγy =
∫
Γ
Gij(x, y)fj(y)dγy ∀x ∈ Rd \ Γ. (5.20)
Following the considerations of Section 5.3.1, if we consider a body moving near a free
slip surface we can equivalently consider the motion of the body itself and its mirrored
image. We have depicted the setting in Figure 5.4 .
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e1
e2
ywall
Γ1
Γ2
b
b
b
y1
y2
xnwall
n(y1)
u(y1)
f(y1)
f(y2)
n(y2) u(y2)
x− y1
x− y2
e3
Figure 5.4: The mirroring of the bodies depicted in equation (5.21). We see the real boundary of the
body described as Γ1 and its mirror image Γ2. The perfect slip interface is perpendicular to e2.
Namely we write
u(x)i−
∫
Γ1
Tijk(x, y1)nk(y1)uj(y1)dγy1 −
∫
Γ2
Tijk(x, y2)nk(y2)uj(y2)dγy2 =∫
Γ1
Gij(x, y1)fj(y1)dγy1 +
∫
Γ2
Gij(x, y2)fj(y2)dγy2 ∀x ∈ Rd \ Γ.
(5.21)
We define GPS, T PS to be the two tensors satisfying the following equations∫
Γ1
GPSij (x, y1)fj(y1)dγy1 =
∫
Γ1
Gij(x, y1)fj(y1)dγy1+∫
Γ2
Gij(x, y2)fj(y2)dγy2
(5.22a)
∫
Γ1
T PSijk (x, y1)nk(y1)uj(y1)dγy1 =
∫
Γ1
Tijk(x, y1)nk(y1)uj(y1)dγy1+∫
Γ2
Tijk(x, y2)nk(y2)uj(y2)dγy2
(5.22b)
If equations (5.22a) and (5.22b) are satisfied we can write
u(x)i −
∫
Γ
T PSijk (x, y)nk(y)uj(y)dγy =
∫
Γ
GPSij (x, y)fj(y)dγy ∀x ∈ Rd \ Γ, (5.23)
(5.23) is equivalent to (5.21). We consider the symmetries of the vector fields n, u, f ,
and we define
y2 = y1 − 2nwall(nwall · y1 − ywall), (5.24a)
f(y2) = Af(y1), (5.24b)
u(y2) = Au(y1), (5.24c)
n(y2) = An(y1), (5.24d)
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5.3. Kernels for specific interfaces
where ywall specifies the wall location, and A is a tensor specifying the symmetry rela-
tions, namely
A =
1 0 00 −1 0
0 0 1
 . (5.25)
The Green functions G, T depends on the difference between the source and the evalu-
ation point, namelyR = x−y. We have the following relations betweenR1 = x−y1 =
(r1x, r
1
y, r
1
z) and R2 = x− y2 = (r2x, r2y, r2z),
r2x = r
1
x, (5.26a)
r2y = r
1
y − 2(y − ywall) (5.26b)
r2z = r
1
z . (5.26c)
We introduce the modified Green tensor GPS(R1) = G(R1) + G˜(R2) with
Gij =
1
8pi
(
δij
R1
+
r1i r
1
j
R31
)
, (5.27)
G˜ij =

1
8pi
(
δij
R2
+
r2i r
2
j
R32
)
if j 6= 2
− 1
8pi
(
δij
R2
− r2i r2j
R32
)
if j = 2
(5.28)
this subdivision is needed to ensure the mirroring of forces parallel to nwall as it appears
from (5.24b). We derive an expression for the second kernel T PS = T (R1) + T˜ (R2),
with
Tijk = − 3
4pi
(
r1i r
1
j r
1
k
R51
)
, (5.29)
T˜ijk =

− 3
4pi
(
r2i r
2
j r
2
k
R52
)
if j 6= 2 and k 6= 2
+ 3
4pi
(
r2i r
2
j r
2
k
R52
)
if j 6= 2 and k = 2
+ 3
4pi
(
r2i r
2
j r
2
k
R52
)
if j = 2 and k 6= 2
− 3
4pi
(
r2i r
2
j r
2
k
R52
)
if j = 2 and k = 2
(5.30)
We introduced a double reflection in (5.30) to take consider both (5.24c) and (5.24d).
We examine the two tensors GPS,W PS considering x on the mirroring plane.
b
b
y
x
Figure 5.5: Test point x on the symmetry plane.
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We consider the following setting ywall = 3.5, the body is a sphere of radius equal
1 placed at C = (0, 0, 0). We tow the sphere near the perfect slip interface, modeled
using (5.28) and (5.30). We expect the perfect slip condition (5.16a) (5.16b) to be
fulfilled. Since we evaluate the velocity by means of equation (5.23) on a point of
the symmetry plane we automatically get GPS2j = 0, T
PS
2jk = 0, since we have that
r11 = r
2
1, r
1
2 = −r22, r13 = r23. We expect the vertical velocity u2(x) to vanish ∀x ∈ wall.
We consider two points on the wall and compute the velocity
x = (10, 3.5, 10),u = (0.00803196,−8.90162e−22, 0.00256115), u2 = −8.90162e−22,
x = (−3, 3.5,−5),u = (0.0140131,−9.99815e−22, 0.00371258), u2 = −9.99815e−22.
Then we compute∇u to verify (5.16b) as well. We get
x = (10, 3.5, 10),∇u1 = (−0.00021436, 0,−0.00123881),
∇u2 = (−4.88837e−16, 0.000423812,−1.02174e−16)
∇u3 = (−0.0002094620− 0.000209452),
x = (−3, 3.5,−5),∇u1 = (−0.000565304, 0, 0.004008),
∇u2 = (−7.31933e−15,−0.000322313,−1.28463e−15)
∇u3 = (−0.00105157,−4.33681e−13, 0.000887617).
The symmetric formulations (5.28), (5.30) automatically satisfy the perfect slip bound-
ary conditions (5.16a), (5.16b).
Kernel derivation using Lorentz identity
We derive the kernels starting from the Lorentz identity [93]. We consider the well
known Lorentz reciprocal identity, given two different solutions of the Stokes system
u, u′ with the associated stress tensors σ, σ′. We have that
∂
∂xj
(u′iσij − uiσ′ij) = u′i
∂σij
∂xj
− ui
∂σ′ij
∂xj
. (5.31)
If we consider
ui(x) = Gij(x, x1)bj (5.32a)
∂σij
∂xj
= δ(x− x1)bj (5.32b)
u′i(x) = Gij(x, x2)aj (5.32c)
∂σ′ij
∂xj
= δ(x− x2)aj, (5.32d)
the following property for the Green function Gi,j(x1, x2) must hold:
Gij(x1, x2) = Gji(x2, x1). (5.33)
We define the stress tensor associated to G(x, x1) as
Tijk(x, x1) = σx(Gij(x, x1)). (5.34)
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Where x in the subscript indicates that we are taking all differential operators with
respect to the variable x. The following must be fulfilled
Tijk(x, x1) = Tkji(x, x1), (5.35)
and it simply states the symmetry of the Cauchy stress tensor. Lastly we consider
the free space Green function defined in (5.27), and the mirroring tensor A defined in
(5.25). We obtain the following
Gij(x, x1) = AipGpt(Ax,Ax1)Atj. (5.36)
Tijk(x, x1) = AipTpqt(Ax,Ax1)AqkAtj. (5.37)
We introduce a possible free slip kernel as the one associated with two punctual sources
located at x1, Ax1, namely
GPSij (x, x1) = Gij(x, x1) +Gip(x,Ax1)Apj, (5.38)
that satisfies the following relation
∂
∂xk
σx(G
PS
ij (x, x1)bj) = δ(x− x1)bj + δ(x− Ax1)Apjbj. (5.39)
Therefore, integrating (5.31) over all the domain Ω, we get
uj(x1)bj + uj(Ax1)Ajpbp = −
∫
∂Ω
fi(x) [Gij(x, x1) +Gip(x,Ax1)Apj] ds(x)bj
+
∫
∂Ω
ui(x) [Tijk(x, x1) + Tipk(x,Ax1)Apj]nk(x)ds(x).
(5.40)
We recover the definitions
GPSij = Gij(x, x1) +Gip(x,Ax1)Apj, (5.41a)
T PSijk = Tijk(x, x1) + Tipk(x,Ax1)Apj, (5.41b)
matching (5.28) and (5.30) respectively if we consider properties (5.36), (5.37). At this
point we verify that
σik = T
PS
ijk bj, (5.42)
represents the Cauchy stress tensor associated with a punctual force in x1. This is
coherent to [93] and [91]. We check that (5.38) satisfies (5.33). We introduce
ui(x) = G
PS
ij (x, x1)bj, (5.43a)
u′i(x) = Gij(x, x2)aj, (5.43b)
taking Figure 5.6 as setting for the problem.
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b
b
b
b
x1
x2
Ax1
Ax2
Ω+
Ω−
Γ∞
ΓFS
Figure 5.6: The setting used to prove (5.33) using (5.38).
We get∫
Ω+
∂
∂xj
(u′iσij − uiσ′ij) = −
∫
Γ∞
aiG
PS
ij (x, x1)σ
FS′
ik (x, x2)−GFS
′
ij (x, x2)σ
PS
ik (x, x1)bjds(x)+
−
∫
ΓPS
aiG
PS
ij (x, x1)σ
FS′
ik (x, x2)−GFS
′
ij (x, x2)σ
PS
ik (x, x1)bjds(x)
=
∫
Ω+
aiG
FS′
ij (x, x2)δ(x− x1)bj − biGPSij (x, x1)δ(x− x2)ajdx
=aiG
FS′
ij (x1, x2)bj − biGPSij (x2, x1)aj.
(5.44)
GPSij is composed by two standard free space Green functions vanishing on Γ∞. Stresses
and velocities related to the reflected Green function are orthogonal on the boundary
ΓPS , therefore we have
aiG
FS′
ij (x1, x2)bj − biGPSij (x2, x1)aj = 0, (5.45)
that implies, given the arbitrarily chosen aj, bj
GPSij (x1, x2) = G
PS
ji (x2, x1). (5.46)
We rewrite (5.46) as follows
GPSij (x1, x2) =Gij(x1, x2) +Gip(x1, Ax2)Apj
=Gij(x2, x1) + AipGpj(Ax1, x2)
=Gji(x2, x1) +Gjp(x2, Ax1)Api
=GPSji (x2, x1),
(5.47)
which concludes the proof of (5.33). We rewrite the BIE using the new notation in
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(5.48).
uj(x1) + Ajpup(Ax1) = −
∫
∂Ω
fi(x) [Gij(x, x1) + AipGpj(x,Ax1)] ds(x)
+
∫
∂Ω
ui(x) [Tijk(x, x1) + Tipk(x,Ax1)Apj]nk(x)ds(x).
(5.48)
In (5.48) the reflection is occurring for the only free index left. If we consider (5.23)
instead the reflection is occurring on the other indices. This is coherent since exploiting
(5.36) and (5.37) we rewrite (5.48) as
uj(x1) + Ajpup(Ax1) = −
∫
∂Ω
fi(x) [Gij(x, x1) +Gip(Ax, x1)Apj] ds(x)
+
∫
∂Ω
ui(x) [Tijk(x, x1) + AipTpjt(Ax, x1)Atk]nk(x)ds(x),
(5.49)
recovering (5.23).
5.3.2 Kernel approximation for two perfect slip interfaces
We approximate two perfect slip interfaces. The analytical solution for such Green
kernels is not known. We consider as starting point Section 5.3.1. The flow confined
by two perfect slip interfaces present a decay of 1/R where R is the distance from the
swimmer, this implies that the corresponding kernel should present the same behavior.
In [50] the authors suggest that the flow is bi-dimensional, however we know that such
a flow maintains precise three-dimensional features and only decays as 1/R asymp-
totically. In particular the kernel T should present a three-dimensional behavior very
near the swimmer while showing a bidimensional decay up to some length-scales. As a
possible approximation of the two fundamental solution we consider a truncated series
of repeated free space solutions G, T . An infinite summation of such kernels does not
converge, however, we believe that its truncation could represent a good approximation
for the requested Green functions. We introduce
Grepij (x, y) =
M∑
p=−M
(Gij(x, y + phey)), (5.50a)
T repijk (x, y) =
M∑
p=−M
(Tijk(x, y + phey)), (5.50b)
where h represent the distance between two stacked kernels, we consider the stacking
along the y axis. The plane of symmetry in which we analyze the decay corresponds
to the mid-plane (p = 0). We plot the decay analysis in Figure 5.7. The stacking ap-
proximates quite well the desired behavior for the analytical solution of the two perfect
slip interfaces, in fact up to 3/4h we recover the typical three-dimensional decay 1/r2,
while up to 5h we have the prescribed and expected 1/r behavior. We have exploited
this approximation in Section 6.5 to simulate the swimming of an eukaryotic organism
in an experimental setting consisting of a thin soap film, see [50] for further details on
the corresponding experimental setting.
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0.5 1 5 10 50
0.001
0.010
0.100
1
10
Figure 5.7: Decay for the repeated Green kernel. The kernels are separated by 10 units. In magenta we
plot the decay 1/r2, in red the decay 1/r typical of a 2D environment. In blue we plot two decaying
increasing the number of stacked kernel, while in yellow we report the final simulation with 21 stack
kernels. We are analyzing the decay on the central plane of symmetry.
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CHAPTER6
Micro-motility analysis using
Boundary Element Method
We now move to an application of the Stokes BEM introduced in Chapter 5: the study of
swimming strategies of micro-organisms. A Micro-swimmer is a biologically propelled
organism that moves through a liquid medium by exploiting periodic shape changes
in order to gain a net rigid displacement. Given the size of the problem, the flow
around a moving micro-organism can be modeled using the Stokes system. The study
of this kind of phenomena has been address by several different models [44, 66, 69,
93, 95, 113]. Since swimmers move both in bounded and unbounded domains, BEM
(naturally dealing with infinite domains) appears as a convenient choice with respect to
standard FEMs. Moreover, the shape changes of the swimmer are often large domain
deformations, making BEM a good candidate for the solution of these Fluid Structure
Interaction problems, since it requires only a boundary discretization. BEMs have been
successfully applied to micro-swimmers over the years [56, 90, 91, 97, 110].
We propose a Boundary Element Method for the Stokes system based on Open-
SOURCE High Performance libraries, as the deal.II library [6], the Trilinos project
[57], and the deal2lkitlibrary [102]. We follow the implementation of pi-BEM , see
Chapter 3, using a hybrid shared-distributed memory parallelization to achieve a higher
computational efficiency. We verify the accuracy of the proposed method by validat-
ing the code on simple rigidly moving objects and on model swimmers composed by a
rigid body and a system of flagella. Such models represent an extensive variety of real
organisms as bacteria or flagellated algae. The BEM we propose can be straightfor-
wardly applied to study general swimmers since no assumption on the allowed shape
changes has been made in its developing.
While prokaryotic organisms as bacteria exploit a relative rigid rotation of a sys-
tem of flagella with respect to the body to achieve rigid motion, eukaryotic swimmers,
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Boundary Element Method
thanks to their complex flagellar structure, achieve rigid motions exploiting non trivial
shape changes. Accurate simulations of the latter kind of organisms are quite rare, ex-
amples are [7, 36], given the complexity of retrieving an accurate computational mesh.
We coupled an OpenSOURCE three dimensional modeling tool, Blender [18], with
Python scripts to obtain a representation of the shape changes in terms of Non Uniform
Rational B-Splines (NURBS). Such a representation is extremely general and accu-
rately matches experimental scenarios as the one presented in [50]. This approach is of
paramount importance to apply BEM to generic (non-flagellated) swimmers as the ones
seen in [7]. We present an application of the complete methodology to the eukaryotic
alga described by [50].
The Stokes system is a simplification of the complete mathematical model described
by Navier–Stokes equations. Nonetheless, an accurate resolution of the related BIE is
far from trivial, and, over the last decades, many simplified methods have been devel-
oped to approximate the Stokes flow around micro-organisms. The basic principles of
such approximation are the locality of the hydrodynamics interactions and the superim-
position principle coming from the linearity of the Stokes system. A notable example
is the Resistive Force Theory (RFT) [44, 66, 69, 100], that only considers a relation
between local stresses and local velocities. Even from an experimental point of view
it is common to analyze separately the different parts of a micro-organism (body and
propeller), and then to sum the separate effects [66, 88, 96]. However the ellipticity of
the Stokes system requires some non local interactions that may affects the accuracy
of the overall simulation. For example in [100] the authors discuss the limitations of
RFT when compared with experiments or more accurate numerical methods. Since
BEM makes no approximation in the simulation of Stokes flow, it naturally evaluates
hydrodynamics interactions not only between different parts of the same body but also
between different separated bodies. We consider the work of [96] to discuss and ana-
lyze the effect of such interactions on the performance analysis of a flagellated model
swimmer.
The chapter is organized as follows. Section 6.1 describes the mathematical mod-
eling of the swimming problem, Section 6.2 details the actual numerical solving pro-
cedure. Section 6.3 reports the procedures to obtain a feasible computational mesh.
Section 6.4 describes the numerical validation of the proposed methodology on several
assessed literature scenarios, and Section 6.5 reports an experimental comparison on
the eukaryotic organism studied in [50]. Section 6.6 analyses the interaction between
different part of a flagellated bacterium comparing our results with the outstanding
analysis of [96].
6.1 Mathematical modeling of micro-swimmers
The interactions between the fluid and the boundary of the swimmer drive the motion of
the micro-organism. In particular the only forces acting on the swimmer are of viscous
nature, and we assume that no external forces are acting on the organism itself. The
shape changes of the boundary cause a stress field on the boundary and since the overall
force vanishes a rigid motion must develop to compensate such shape induced stresses.
We consider the shape change to be imposed, and we retrieve the rigid motion.
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6.1. Mathematical modeling of micro-swimmers
6.1.1 Kinematic model
We follow [28, 73] to derive a mathematical model for the kinematic behavior of a
material point of the swimmer, which is modeled as a Lipschitz bounded open set Bt ∈
Rn and n = 2, 3. We assume that there exists a map χ : B¯0 ⊂ Rn × [0, T ] → Rn
describing the position of a material point of the swimmer. Namely we write
x(X, t) = χ(X, t) = q(t) +R(t)s(X, t), (6.1)
where q(t) represents a rigid translation, R(t) is a rotation tensor describing a rotation
of the reference frame, and s(X, t) represents a shape change. Clearly Bt = χ(B0, t).
The swimmer exploits periodic changes of the variable s(X, t) to get a rigid motion
described by q(t), R(t).
O
Q
B¯0
B¯t(X, t)
q(t)
R(t)s(X, t)
s(X, 0)
Figure 6.1: Sketch of the kinematic model represented by the map χ. The map is composed by a rigid
movement of the reference frame, identified by q(t), R(t) and by some shape changes s(X, t).
Using (6.1) we derive the velocity of any point on the swimmer, and in particular of
its boundary Γ, as
uswimmer = x˙ =
∂χ(X, t)
∂t
=
dq
dt
(t) +
dR(t)
dt
s(X, t) +R(t)
∂s(X, t)
∂t
=
= q˙(t) + R˙(t)RT (t)R(t)s(X, t) +R(t)s˙(X, t),
= q˙(t) + ω(t) ∧ (R(t)s(X, t)) +R(t)s˙(X, t).
(6.2)
We assume s(X, t) to be known. The unknowns are q(t) and R(t) and their derivatives
q˙(t), ω(t), we note that R(t)s(X, t) expresses the current position of the point in a
reference frame attached to the body but aligned to the inertial frame O. We group
the summands of (6.2) in two parts representing velocities due to rigid movements and
shape changes respectively, namely
uswimmer = urigid(X, t) + v(X, t) (6.3)
where
v(X, t) = R(t)s˙(X, t), (6.4)
we highlight that v(X, t) is known only if the actual configuration of the swimmer is
known. To express urigid(X, t) we need a set of basis functions to express the rigid
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velocities of the swimmer, namely we need basis functions both for the linear and for
the angular velocity. We write
q˙(t) =
d∑
i=1
eiq˙i(t) =
d∑
i=1
pq˙i q˙i(t), (6.5a)
ω(t) ∧R(t)s(X, t) =
Nω∑
i=1
ωi(t)ei ∧R(t)s(X, t) =
Nω∑
i=1
pωi (X, t)ωi(t), (6.5b)
we rewrite (6.2), grouping together all the rigid modes, as
uswimmer = q˙(t) + ω(t) ∧R(t)s(X, t) + v(X, t)
=
Nrigid∑
i=1
pi(X, t)p˙i(t) + v(X, t)
= P (X, t)p˙(t) + v(X, t),
(6.6)
where Nrigid = d + Nω (3 if d = 2, 6 if d = 3), and p˙i(t) = q˙i(t) if i < d and
p˙i(t) = ωi−d(t) otherwise. We remark that we use the ˙... notation in the vector p˙(t)
even if it does not represent strictly a classical time derivative, since it consists of both
rigid linear and angular velocities (which are not directly the derivatives of R(t)).
6.1.2 Fluid model
We are interested in swimmers moving in water, so we model the fluid as an incom-
pressible Newtonian material. We focus our attention on the system of equations
formed by the mass conservation and the linear momentum balance. We identify the
micro swimmer as the closure of an open Lipschitz bounded set inside the fluid domain
Bt ∈ Rd with d = 2, 3. We call the boundary of the swimmer Γ = ∂Bt. The swim-
ming mechanism is based on a periodic shape change that we interpret as a periodic
change of Γ. The domain in which we are interested to solve the fluid equations is Ω as
shown in Figure 5.1. We consider the balance laws for an incompressible Newtonian,
we indicate as σ the stress tensor in the fluid, namely
σ = σ(u, p) = 2µ
(
1
2
∇u+ 1
2
∇uT
)
− pI, (6.7)
where we indicate with u the velocity of the fluid and with p the associated pressure.
Using (6.7), we write the mass and linear momentum balance laws as
∇ · u = 0 in Rd, (6.8a)
ρ
[
∂u
∂t
+ (∇ · u)u
]
= ∇p+ µ∆u in Rd, (6.8b)
we note that since the fluid is incompressible, the pressure is no longer a thermody-
namic variable but it is a Lagrange multiplier needed to impose equation (6.8a).
We proceed with a classical adimensionalization of the equations of motion (6.8).
We consider some reference quantities: L as reference length, U as reference velocity,
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ρ as reference density and µ as reference viscosity. Since we consider micro-swimmers
moving without constraints and in calm water we assume L as the main dimension of
the cell and U as the swimming velocity. We take L/U as characteristic time and µU/L
as characteristic pressure. We get
∇ · uˆ = 0 in Ω, (6.9a)
∂uˆ
∂tˆ
+ (∇ · uˆ)uˆ = 1
Re
(∇pˆ+ ∆uˆ) in Ω. (6.9b)
where .ˆ.. indicates the adimensional variable, i.e. u = uˆU and Re is the so-called
Reynolds number,
Re =
ρUL
µ
. (6.10)
A back of the envelope calculation of Re can be obtained by considering that the
body dimension is of the order of 10−5m, the velocity is also of the order of 10−5m
s
.
Typically µ is of the order of 10−3 Pa
s
while ρ is of the order of 103 kg
m3
. So we get Re
of the order of 10−4, and the inertial terms are negligible in comparison to the viscous
components of the momentum balance. These considerations lead us to the Stokes
system,
∇ · u = 0 in Ω, (6.11a)
∆u+∇p = 0 in Ω, (6.11b)
where we dropped the .ˆ.. notation for the sake of simplicity. As boundary condition
we assume standard adhesion on the swimmer boundary
u = uswimmer on ∂Bt, (6.12)
while the boundary conditions on Γw depend on the specific interface we are consider-
ing. This system is well known, it has the typical structure of saddle point problems and
admits a unique solution u ∈ (H1(Ω))d, p ∈ L2(Ω). We can uniquely relate the stresses
f = σ(u, p)n on the boundary Γ to the Dirichlet datum uswimmer, to do so we use the
BEM introduced in Chapter 5.1, and we define the so-called Dirichlet to Neumann Map
T : (H
1
2 (Γ))d → (H− 12 (Γ))d, (6.13)
using (5.10) we express T as
T : [V ]−1[K]. (6.14)
We apply (6.14) to rewrite the stresses as
f = σ(u, p)n = Tuswimmer. (6.15)
6.1.3 Swimmer model
We repeat the dimensional analysis on the swimmer itself and we recover that its inertial
forces are negligible. This implies that at any time the overall force and torque on the
swimmer must be null since we are neglecting inertia. The following system of equation
is satisfied for any micro-swimmer we are modelling,∫
Γ
f(x)dγ(x) +
∫
A
fb(x)dx = 0, (6.16a)
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Γ
f(x) ∧ (x− x0) +msdγ(x) +
∫
A
fb(x) ∧ (x− x0) +mbdx = 0. (6.16b)
Where we have called x0 a generic pole for the swimmer the and with x a generic
application point of the force. We have called f the stresses acting on the surface of the
body and fb the distributed forces acting on the volume of the body, while ms and mb
represent the torque sources on the surface and in the body respectively. From classical
continuum mechanics we express the force acting on the surface of the swimmer as the
action of the Cauchy stress tensor, namely
f = σ(u, p)n, (6.17)
where n indicates the normal vector to the surface, pointing outwards the body and
inwards the fluid domain. We follow the hypothesis of no volume forces or torques so
fb = 0 and mb = 0. On the surface of the body the forces must be generated by the
fluid and by classical continuum mechanics [51] we have ms = 0. We use (6.15) to
rewrite (6.16) as ∫
Γ
Tu dγ = 0, (6.18a)∫
Γ
Tu ∧ (x− x0) dγ = 0. (6.18b)
The pole x0 in equation (6.18b) is arbitrary since no external forces are acting on the
swimmer, except viscous ones. We apply (6.2) to rewrite (6.18) as∫
Γ
T (q˙(t) + ω(t) ∧ (R(t)s(X, t)) +R(t)s˙(X, t)) dγ = 0, (6.19a)∫
Γ
T (q˙(t) + ω(t) ∧ (R(t)s(X, t)) +R(t)s˙(X, t)) ∧ (x− x0) dγ = 0. (6.19b)
We use 6.6 to rewrite (6.19) as∫
Γ
T (P (X, t)p˙(t) + v(X, t)) dγ = 0, (6.20a)∫
Γ
T (P (X, t)p˙(t) + v(X, t)) ∧ (x− x0) dγ = 0, (6.20b)
using the definition of rigid modes introduced in (6.6) we can rewrite (6.20) in a more
compact form as ∫
Γ
P TT (P (X, t)p˙(t) + v(X, t)) = 0. (6.21)
We reorder (6.21) to obtain
R(X, t)p˙(t) + θ(X, t)v(X, t), (6.22)
where
R = RNrigid → RNrigid , (6.23a)
Rij =
∫
Γ
pi(X, t)Tpj(X, t)dγ, (6.23b)
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and
θ : H
1
2 (Γ)→ RNrigid , (6.24a)
(θu)i :
∫
Γ
pi(X, t)Tu(x) dγ, (6.24b)
where R(t) is the symmetric positive definite Grand Resistance Matrix describing the
forces and torques due to the Nrigid rigid modes, and θ(t) is an operator expressing
the forces and torques induced by a prescribed velocity field on Γ. We remark that
R = θP , and that from (6.5) we see that the rigid modes depend on the current body
orientation R and the current shape Rs so both R and θ are specific for the swimmer
configuration at time t. We remind that the Grand Resistance Matrix is finite dimen-
sional (Nrigid ×Nrigid) and can be inverted (symmetric and positive definite) to obtain
the rigid velocities as functions of the velocity shape change, namely we write
p˙(t) = −R−1(X, t)θ(X, t)v(X, t). (6.25)
Once we have obtained the rigid velocities p˙ we integrate them to obtain the rigid
displacement. We use separate strategies to integrate the linear parts. In particular we
use quaternions to integrate the angular velocity and to parametrize the rotation tensor
R(t).
6.2 Numerical resolution of the swimming problem
We combine the discretization of the Stokes Boundary Integral Equation described in
Section 5.2 with the hypotheses of Section 6.1 to solve the swimming problem. In
particular, we make the following assumptions: the reference shape of the swimmer is
given by a surface description of its geometry, and we discretize it using the assump-
tions expressed in Chapter 5 (see page 90, eq (5.14)).
The instantaneous shape of the swimmer s(X, t) is a (given) data obtained through
a (known) deformation field η, such that
s(X, t) = s0(X) + η(X, t). (6.26)
We exploit iso-parametric discretizations of Γ0, and use a standard interpolation
operator on Γ0 to interpolate the data of the problem:
Π : H
1
2 (Γ)→ Vh,
v(X, t)→
dNV∑
i=1
vi(t)ψi(X), X ∈ Γ0 = ∂B0.
(6.27)
Using Π, s0, and η, s can be interpolated on the finite dimensional space, giving
s0,h(X) =
dNV∑
i=1
ψi(X)s0,i = Πs0(X), (6.28)
and
ηh(X, t) =
dNV∑
i=1
ψi(X)ηi(t) = Πη(X, t), (6.29)
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where we notice that the dependency on time remains in the coefficients of the defor-
mation field ηh. The actual configuration reads
sh(X, t) = s0,h(X) + ηh(X, t), (6.30)
we remind that sh(X, t) is the datum for the considered problems. We define the
finite dimensional approximation of the shape velocity v as
vh(X, t) = R(t)s˙h(X, t) = R(t)η˙h(X, t), (6.31)
and we use Π to write the finite dimensional approximation of the Nrigid rigid modes
pi(X, t) as,
pi,h(X, t) = Πpi(X, t), (6.32)
consequently, with a little abuse of notation we define the matrix Pij so that
pi,h(X, t) =
dNV∑
j=1
Pijψj(X), (6.33)
and we drop the (...)h notation for the sake of simplicity. We write the finite dimen-
sional solving system introducing the system matrix
A =
[
V −KP
P TM 0
]
(6.34)
where M represents the Mass matrix that performs the surface integration as depicted
in (6.16). We only need to define the right hand side starting from the known shape
velocities (6.35)
b =
[
Kv
0
]
. (6.35)
The complete monolithic system is presented in (6.36)[
V −KP
P TM 0
] [
f
p˙
]
=
[
Kv
0
]
. (6.36)
The system (6.36) is equivalent to (6.25), in fact the first equation reads
f = V −1K(P p˙+ v) = Tu, (6.37)
which is the finite dimensional equivalent of (6.15). The second line 6.36 reads
P TMTu = 0, (6.38)
and it expresses the linear and angular momentum balance laws in the finite dimensional
setting. System (6.36) is solved using a parallel direct linear solver. However if the
number of unknowns increases, such a strategy is very demanding from a computational
point of view. We are currently studying more efficient precondition strategies for the
system matrixA, in order to use preconditioned iterative Krylov solvers. At the moment
we assemble either a Jacobi or an Algebraic MultiGrid preconditioner starting from
Aprec defined as
Aprec =
[
V −KP
P TM I
]
. (6.39)
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The use of an iterative solver reduces the computational requirements but it is extremely
sensible on the choice of an effective preconditioner. In particular we are currently
studying the effectiveness of the preconditioner in presence of physical interfaces as
no-slip of perfect-slip walls. We subdivide the domain in different subset, namely
Γh = Γ
body
h ∪ Γno−sliph ∪ Γperfect−sliph ∪ Γdirichleth ∪ Γneumannh , (6.40)
where no intersection is possible between different subsets. Depending on the position
of the support point we need to consider different entries for the monolithic system
matrix A.
• A(i, j) = V (i, j) if xj ∈ Γbodyh , we impose the shape velocities and we need to
retrieve the unknowns stresses.
• A(i, j) = V (i, j) if xj ∈ Γno−sliph , we impose null shape velocities and we need to
retrieve the unknowns stresses on a meaningful interface.
• A(i, j) = −K(i, j) if xj ∈ Γperfect−sliph and nj = 0, we are in the tangent direction
on a perfect slip interface thus we impose null stresses to retrieve the velocity on
such an interface .
• A(i, j) = V (i, j) if xj ∈ Γperfect−sliph and nj = 1, we consider the normal di-
rection to a perfect slip surface, therefore we impose null velocity to recover the
stress in such direction.
• A(i, j) = V (i, j) if xj ∈ Γdirichleth , we impose homogeneous Dirichlet boundary
condition on an interface lying far away from the body, this is allowed to better
approximate infinity radiation conditions.
• A(i, j) = −K(i, j) if xj ∈ Γneumannh we impose homogeneous Neumann bound-
ary condition on an interface lying far away from the body, this is allowed to better
approximate infinity radiation conditions.
Once we have solved (6.36) we integrate the rigid velocities to obtain the rigid dis-
placement. We use quaternions to parametrize the rotation matrix R(t) and we exploit
the computed ω to update the quaternion.
6.3 Geometrical reconstruction of a micro-swimmer
An essential key step to model micro-swimmer is the reconstruction of its geometry. We
describe the actual procedure to analyze a series of experimental images and reconstruct
a suitable computational mesh. To achieve higher level of freedom in 3D modeling
use the 3D OpenSource creation suite Blender, see [18], which is highly compatible
with existing HPC libraries and is highly tunable using standard Python coding. We
consider a flagellated micro-organism called Chlamydomonas Reinharditii. We use
images from Professor Jeffrey S. Guasto, see [50] or http://sites.tufts.edu/
guastolab/movies/. The key steps of our procedure are
• flagellum tracking;
• rigid motion tracking;
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• flagellum reparametrization using NURBS curves;
• 3D Modeller NURBS importer;
• grid Creation.
Flagellum tracking We track the flagella using an open source software for image anal-
ysis, ImageJ [104]. Figure 6.2 reports the tracking of a flagellum at a given frame. If
Figure 6.2: On the left one of the original frames obtained by Professor Jeffrey S. Guasto, see [50]. On
the right the same track with the right flagellum tracked.
the resolution of the image is not enough for an automatic tracking we manually select
the flagellum frame by frame.
We express the tracked results in a standard format ( .txt) and modify them in a
scientific environment (Python).
Rigid motion tracking If the set of images presents a rigid motion we need to track it and
subtract it from the flagella movements we have previously obtained. The tracking is
also used as an experimental validation of our Stokes simulator. The rigid tracking sim-
ply consists in choosing a reference section of the image and then track its movements
using a correlation scheme.
To set up the marker that will be tracked, we choose a point in the image inside the
non deforming parts of the organism. Through a correlation we retrieve the tracking
over all the images, which is then exported to a text file. We report the marking for the
rigid tracking in Figure 6.3.
Flagellum reparametrization using NURBS curves The raw flagella files are postprocessed
to set up the computational mesh. We import the raw files in Python to generate a
NURBS approximation and then we import them in the modeling tool via its Python
interface. In Figure 6.4 we see the raw flagellum data. Such a format is not suited for the
modeling of the computational mesh but can easily be processed, by re-parameterizing
it using NURBS, through a Least Square approximation to create the desired curve,
where we additionally impose an inextensibility constraint. Usually organic flagella
are inextensible, thus we require all the curves to have the same length. Since the
type junction between body and flagella is not completely clear from the microscopic
images, we have required an horizontal tangent to the curve at the root point, see Figure
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6.3. Geometrical reconstruction of a micro-swimmer
Figure 6.3: On the left we report the setting for the tracking on the original images obtained by Professor
Jeffrey S. Guasto, see [50]. The inner square represents the piece of image that we will search. The
outer square represents the searching area in which we will try to find the marker. On the right the
red path represents the track of the marker.
150 200 250 300 350 400
300
250
200
150
100
Raw Right Flagellum Data
Figure 6.4: The raw tracks of the right flagellum. These curves were exported after a manual tracking
of the flagellum.
6.6 . This represents a natural clamp constraint at the end of the flagellum. We see that
the resulting curve is very close the original frame captures.
3D modeller NURBS importer We import the control points of the curve in the modeler,
and we use them to animate the curve in the modeler. Since the number of frames we
have tracked is not enough for a reliable simulation, we import the control points at
selected frame distance and then we let the modeler interpolate linearly between the
given frames. In Figure 6.7 we see a snapshot of the animated curve.
Grid creation In the example we consider, the swimmer is composed by two moving
flagella and a rigid body. A reference undeformed grid is created all the symmetries
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Figure 6.5: The Least Square approximations of the flagellum data. All the curves have the same length.
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Constrained NURBS Flagellum Approximation
Figure 6.6: Final NURBS approximation obtained using a constrained reparametrization.
of the swimmer. The flagella part of the grid is deformed by imposing it to follow
the curve created in the reparametrization step. In Figure 6.8 we see the undeformed
computational grid for a two-dimensional simulation. In Figure 6.9 we see instead
the computational grid for a three-dimensional simulation. We use a spherical body
for the microswimmer. In Figure 6.10 we see the two complete computational grids.
The complete animation can be seen at https://www.youtube.com/watch?
v=SX_VCyirTEk&feature=youtu.be. The final computational grids are ex-
ported to format compatible with the deal.II library. In particular we use Assimp, a
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Figure 6.7: The animated NURBS in the three-dimensional modeling software. The green crosses rep-
resent the knots of the NURBS at a selected time frame
Figure 6.8: The two-dimensional computational grid. On the left the part we use to simulate the flagella,
on the right the part we use to simulate the body.
Figure 6.9: The three-dimensional computational grid. On the left the part we use to simulate the
flagella, on the right the part we use to simulate the body.
portable Open Source library able to import various well-known 3D model formats in a
uniform manner, the Assimp Interface is currently provided by the deal2lkitlibrary,
see [103].
6.4 Numerical validation
We verify the accuracy of the developed BEM method on Benchmark applications.
Simple rigidly moving objects and composite swimmers are the benchmarks we use to
validate the proposed method. In particular we consider spheres, spheroids and spirals
as rigidly moving objects. The composite bacterium model consists in a rigid head and
a single rotating flagellum (modeled as a circular helix). Section 6.4.1 assesses the ac-
curacy of the method on different bodies (spheres or ellipsoids) and flagella (helices)
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Figure 6.10: The deformed computational meshes. On the left we see the two-dimensional grid and on
the right the three-dimensional grid.
by computing their Resistance matrices. Section 6.4.2 analyzes the drag experienced
by a sphere falling toward a physical interface. In Section 6.4.3 we study a test case
concerning the interactions between two rigid bodies considering two rigid spheres
dragged along their centerline. Finally in Section 6.4.4 we address the study of a com-
plete bacterium both in free space and near interfaces (both no-slip and perfect slip
ones).
6.4.1 Calculation of resistance matrices
From Stokes linearity the forces acting on a rigid body linearly depend on its velocities,
through the resistance matrixR introduced in (6.23), namely
F = RU , (6.41)
where F represents the forces on a rigid body and torques acting on the body while U
its linear and angular velocities. Following [66] R denotes the entries of the viscous
resistance matrices for the considered geometries. For all the considered resistance
matrix entries we use the notation Rαβij , where the superscript is either FU depicting
the ith force component induced by the jth linear velocity, FΩ describing the ith
force component generated by the jth angular velocity, LU representing the ith torque
component induced by the jth linear velocity, LΩ depicting the ith torque component
generated by the jth angular velocity.
Sphere and spheroid
If the body is axialsymmetric the resistance matrix R is diagonal. In particular from
both the sphere and the spheroid have a diagonal resistance matrix, as the one shown in
(6.42).
RTheorysphere =

RFUxx
RFUyy
RFUzz
RLωxx
RLωyy
RLωzz

(6.42)
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We expect the force coefficients to be equal to Fsphere = 6piµRV , and the torque ones to
be equal to Tsphere = 8piµR3ω, whereR is the radius of the sphere and µ the viscosity of
the fluid. We considerR = 1 and µ = 1 we expect Fsphere = 18.85 and Tsphere = 25.13.
We retrieve Fsphere = 18.80 and Tsphere = 24.492
We compute the resistance matrix for a prolate spheroid. The major axis is aligned
with the x axis and is long b1 = 2, while the others are long b2 = 1. While the resistance
matrix is still diagonal we expect the drag coefficients to be different as shown in (6.43)
RFUxx =6piµb1
16
3
e3
2e+ (3e2 − 1.) log(1+e
1−e)
,
RFUyy = RFUzz =6piµb1
8
3
e3
−2e+ (3e2) log(1+e
1−e)
.
(6.43)
Using (6.43) and considering the present test case we obtain RFUxx = 22.51, RFUyy =
RFUzz = 25.99, and we recover the same accuracy obtained for the sphere.
Spiral
We model the flagellum as a perfect helix with amplitude b, wavelength λ, number of
turnsNλ, and flagellar radius r. We sketch the geometry in Figure 6.11. We measure the
mean values for the coefficients R during a stroke, intended as a complete rotation of
φ = 2pi along the longitudinal axis. Given the symmetries associated with a complete
λ
2b
Figure 6.11: Geometry for the flagellum as reported in [100]. We consider the flagellum as a cylinder
with radius r mapped on a spiral of wavelength λ and amplitude b. In this example we consider
Nλ = 4.
rotation in free space we expect some coefficients to vanish. From [66] we expect the
pattern shown in (6.44)
RTheoryspiral =

RFUxx RFωxx
RFUyy RFωyy RFωyz
RFUzz RFωzy RFωzz
RLUxx RLωxx
RLUyy RLUyz RLωyy
RLUzy RLUzz RLωzz

. (6.44)
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We report the matrix obtained with our method in (6.45). As test case we have consid-
ered b = 0.2, λ = 2.5, Nλ = 3, and r = 0.05.
RFreeSpacespiral =

12.904 −0.562
19.046 0.201 90.458
19.046 −90.460 0.204
1.581
0.201 −90.460 552.180
90.458 0.203 552.157

(6.45)
We recover the pattern expected, this is coherent with [66].
The coefficients appearing in (6.44) highly depend on the spiral geometrical param-
eters, for this reason we follow [100] to perform an analysis of the forces acting on
a spiral flagellum. In [100] Rodenborn et al. show an extremely meaningful com-
parison between different methods, from RFT to Regularised Stokeselet method (very
similar to the BEM developed here) on the spiral geometry. We consider r = b/16,
λ = 2.42b, and we let Nλ vary between 1 and 14. The motility of a bacterium in free
space is characterized by three main coefficients: RFΩxx ,RLΩxx andRFUxx . RFΩxx describes
the propulsive force F induced by the spiral rotation, RLΩxx depicts the reacting torque
T induced by the flagellum rotation and RFUxx defines the drag D induced by a transla-
tion with unit velocity. We report our comparisons in Figures 6.12a, 6.12b and 6.12c.
From Figure 6.12 we see a very good agreement between the present method and the
expected experimental and numerical results by Rodenborn et al., see [100].
6.4.2 Towed sphere near a wall
We analyze the motion of a sphere towed perpendicularly to a physical interface. We
consider the reference theoretical solution reported by Happel and Brenner in [53]. ρ
describes the distance between the wall and the center of the sphere, and we impose a
unit velocity on the sphere. We compute the corresponding drag acting on the sphere
and we normalise it by the reference free space drag for a sphere. In Figure 6.13a
and 6.13b we compare the results considering a no slip and a perfect slip interface
respectively. We plot in blue the analysis of the present method, while the green squares
represent the expected solution. In both cases we see a very good agreement between
the results obtained using our BEM and the theoretical solutions. We remark that at
the lowest distance considered ρ = 1.12R the error increases due to the geometrical
reconstruction of the discrete mesh. This is expected since the distance between sphere
and wall is smaller than the mesh size on both the sphere and the wall.
6.4.3 Two spheres analysis
We consider the hydrodynamic interactions between two rigid bodies in a Stokes flow.
We analyze two equal spheres of radius R that are separated along their centerline by a
distance ρ. We compute the drag induced on the system by a velocity U¯ parallel to the
centerline and the velocity due to an imposed force F¯ directed again along the center-
line. We use the exact solution reported by Happel and Brenner in [53] as benchmarks.
We plot the results in Figure 6.14, on the left we present the comparison between the
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Figure 6.12: Comparison of the adimensional resistance coefficient RFωxx ,RLωxx ,RFUxx . Figure 6.12a
represents the comparison for the force coefficientRFωxx = F , Figure 6.12b describes the comparison
for the torque coefficientRLωxx = T and Figure 6.12c depicts the comparison for the drag coefficient
RFUxx = D. The black dots represent the experimental result, the black line with pentagons depicts
the Regularized Stokeselet method, while the green plot and the dashed one describe RFT developed
by Gray & Hancock and Lighthill respectively. The continue starred blue line shows the results of
the present method.
force acting on each sphere and the drag of an isolated sphere of radius R moving with
velocity U¯ , on the right we report the comparison between the velocity induced by a
prescribed force F¯ and the free space velocity of a single sphere of radius R subject
to the same external force. We let ρ vary from 2.2 to 8. The decay of the drag as ρ
increases (or equivalently the increase in velocity at a given force) illustrates the phe-
nomenon of hydrodynamic screening. The very good agreement between benchmarks
and our results proves that the present method is able to reproduce properly the inter-
action of two simple rigidly moving bodies.
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Figure 6.13: Drag analysis for a sphere towed near an interface. Figure 6.13a represents the analysis
considering a single no slip wall, while Figure 6.13b shows the analysis for a single perfect slip
interface. In blue with circles we plot the results of the present analysis while in black with triangle
we represent the theoretical results, see [53].
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Figure 6.14: Motility Analysis for the 2 sphere system. In Figure 6.14a we compare the drag on each
sphere induced by an overall unitary velocity along the centerline of the two sphere system with the
drag of a single towed sphere. In Figure 6.14b we show the comparison between the velocity induced
by an overall unitary force along the centerline acting on the two sphere system with the velocity of
a single towed sphere. In blue with circles we plot the results of the present analysis while in black
with triangle we represent the theoretical result found in [53].
6.4.4 Composite model swimmer
We model and study the complete composite bacterium made by a spherical head and a
rotating flagellum as proposed in [90,91,97,109]. This kind of bacterium is considered
a benchmark as reported by [109]. We consider the flagellum as a circular helix with
circular cross-section of radius r and axis given by
r = (x, y, z) = (x, bE(x)cos(kx− ωt), bE(x)cos(kx− ωt)), (6.46)
E(x) = 1− e−(kEx)2 , (6.47)
where kE determines how quickly the helix grows to its prescribed amplitude b. At
x = xe = 2/kE we have that E = 0.98, thus when x > xe the wave parameters are
essentially constant, we call this region the linear region. We assume the pitch of the
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helix λ = 2pi/k, the flagellum has a total number of turns of Nλ. We consider the body
of the bacterium as a sphere of radius R. We sketch a possible geometry considering
Nλ = 2, R = 1, b = λ/2/pi, λ = 2.5 in Figure 6.15. The following data are fixed:
λ
2R 2b
Figure 6.15: Geometry for the Bacterium as reported in [90]. We consider a spherical head of radius R
and a flagellum modelled as a cylinder of radiius r mapped on a helix of wavelength λ and amplitude
b satisfying (6.46). As an example we consider Nλ = 2, R = 1, b = λ/2/pi, λ = 2.5.
R,L/R, r/R, bk = 1, k/kE = 1, Nλ. We need to compute the following parameters:
b, k. We know that
L = f(λ) =
∫ λNλ
0
(
1 +
(
∂ry
∂x
)2
+
(
∂rz
∂x
)2)
dx, (6.48)
therefore we retrieve λ as the root of the following non linear equation
L¯− f(λ) = 0. (6.49)
Then we compute
k = 2pi/λ, (6.50)
b = λ/(2pi). (6.51)
We import the spiral, as a curve, into the computational setting and perform the simu-
lations. We compare the results of the developed method to literature benchmarks for
the considered bacterium geometry. In Section 6.4.4 we study a free space swimmer
using two different analyses, the first one concerns the mean velocity along a stroke and
the second one involves the instantaneous velocity at different relative rotations of the
flagellum with respect to the head. We repeat such analysis for a bacterium near a no
slip interface and we compare our results with [97]. Finally we consider a bacterium
swimming near a perfect slip interface as described in [91].
Bacterium in free space We compare the overall free space motion along the longitudinal
axis for the corkscrew bacterium. We take as reference the results reported in [90]. We
refer to the geometry of Figure 6.15 considering L/R = 20, L/R = 10, L/R = 5, and
we use λ/(2pi/ω) to retrieve an adimensional velocity. We vary the number of turns
per flagellum Nλ. We project the rigid velocity on the direction of the angular velocity,
namely
U = V · ω −Ω|ω −Ω| , (6.52)
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where V represents the swimmer rigid linear velocity and ω − Ω represent the actual
absolute angular velocity of the flagellum. We plot the results in Figure 6.16 in red
for L/R = 20, in blue for L/R = 10 and in green for L/R = 5. From Figure 6.16
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Figure 6.16: Free Space Movement Analysis. The continuos lines present the results obtained using the
present method, in green we plot the results for a tail length L = 5λ, in blue we draw the results for a
flagellum length L = 10λ, in red we depict the results for a tail length L = 20λ. The dots represents
the analytical results by Higdon while the squares the numerical result seen in [109].
we see that we obtain a good agreement for all three flagellum lengths considered. To
assess the performance of our methodology we compare the instantaneous velocities
with [97]. We group the geometrical configuration of the present simulation as R = 1,
Nλ = 1.5, L/A = 10, k = ke = 1/b. Figure 6.17a reports the comparison for the linear
velocities while in Figure 6.17b we represent the analysis for the angular velocities. We
see a very good agreement between the proposed method and [97].
Bacterium near a no slip interface We study the interaction between a bacterium and a
physical interface. The presence of the interface eliminates many of the residual sym-
metries of the previous free space micro-swimming analysis. In [97] the authors report
an analysis of the instantaneous velocities of the bacterium during the stroke near a no
slip wall. We analyze the results regarding a bacterium placed at a minimum distance
sd with respect to the wall
sd = 0.1R, (6.53)
where R is the radius of the bacterium body. In this particular case we are modeling
a bacterium swimming parallel to the interface and the center of its body is placed at
distance
s = 1.1R. (6.54)
We report the comparison between the present method and [97] in Figure 6.18. We see
a good agreement between the present method and [97]. We have obtained the results
approximating the infinite no slip plane using a computational box of size L R with
the upper surface representing the no slip interface. We need a refined grid to recover
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Figure 6.17: Free Space Instantaneous velocities Analysis. Figure 6.17a reports the analysis for the
translational velocities, Figure 6.17b shows the angular velocities. The continuos lines represent the
sinusoidal approximation starting by 8 different computations, the dots depicts the reference results
by [97]. Blu, red and green plots represent the x, y, z components respectively.
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Figure 6.18: Instantaneous Velocity analysis near a no slip interface at minimum distance h = 0.1.
The continuous lines represent the sinusoidal approximation starting by 8 different computations, the
dots depicts the reference results by [97]. Blue, red and green plots represent the x, y, z components
respectively.
all the peculiarities of the velocity field if the wall is very near to the swimmer. The
presented results have been obtained using 12000 degrees of freedom.
Bacterium near a perfect slip interface We follow [91] to analyze the interaction between
the composite swimmer and a perfect slip interface. We use the kernel for a single
perfect slip interface derived in Section 5.3.1. We consider Figure 7 from [91] and we
use it as a benchmark for our method. We perform three different analyses in Figures
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6.19, 6.20, 6.21. We compare both the curvature radius R obtained as i
R =
|Vˆ |
Ωˆy − Ωˆx tan(θ)
, (6.55)
and the drift angle α
α = arcsin
(
Vˆz
Vˆx
)
, (6.56)
where .ˆ. represents the mean over a stroke, and θ is the pitch angle around the z axis.
We consider 12 different configuration per stroke. To recover the trajectory in the phase
plane θ, hwe have integrated the mean velocities Ωˆz, Vˆy with a low-storage Runge Kutta
method.
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Figure 6.19: Swimming analysis of a corkscrew bacterium near a perfect slip interface. The geometric
parameters of the tail are: helix amplitude A = 0.8, number of turns Nλ = 1, length over the x axis
Lx = 7. On the top the curvature radius analysis, on the bottom the drift angle analysis.
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Figure 6.20: Swimming analysis of a corkscrew bacterium near a perfect slip interface. The geometric
parameters of the tail are: helix amplitude A = 0.4, number of turns Nλ = 3, length over the x axis
Lx = 7. On the top the curvature radius analysis, on the bottom the drift angle analysis.
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Figure 6.21: Swimming analysis of a corkscrew bacterium near a perfect slip interface. The geometric
parameters of the tail are: helix amplitude A = 0.8, number of turns Nλ = 5, length over the x axis
Lx = 7. On the top the curvature radius analysis, on the bottom the drift angle analysis.
We see a good agreement with all three different configurations. In our opinion the
remaining differences are due to geometrical uncertainties. We perform another simu-
lation considering a slightly different spiral for Figure 6.20. In particular we consider a
spiral built following [97] so that it has Lx = 7 and A = 0.37. The results are reported
in Figure 6.22. We see that the results are deeply influenced by the helical amplitude,
as is expected [91].
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Figure 6.22: Swimming analysis of a corkscrew bacterium near a perfect slip interface. The geometric
parameters of the tail are: helix amplitude A = 0.37, number of turns Nλ = 3, length over the x
axis Lx = 7. On the top the curvature radius analysis, on the bottom the drift angle analysis.
6.5 Experimental application
We analyze the results of a three dimensional simulation using the images from [50]
as a source for the experimental data. Figure 6.6 reports the flagella configuration
used in the present Section. We recall that the shape of the flagellum at each time
step is a NURBS curve obtained from a constrained least square approximation of the
tracking of the original experimental setting. In [50] the authors suggest that the motion
of the swimmer in a thin soap film present some clear bidimensional characteristics.
For this reason we perform a simulation using a two-dimensional BEM, we plot the
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results of such simulation in Figure 6.23. We clearly see that the two-dimensional
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Figure 6.23: The comparison in the rigid displacements. The red dots represent the actual tracked
motion. In blue we see the 2D result.
simulation overestimate both the backward and forward movements of the swimmer.
A pure bidimensional simulation depicts a swimmer having an infinitively long third
dimension, in such a case the flow would be bidimensional for symmetry reasons. We
compare different three dimensional simulations to retrieve the three-dimensionality of
the motions together with the bi-dimensionality induced by the thin film and highlighted
in [50]. We report the results in Figure 6.24. We use a full three dimensional kernel, the
results are plotted in blue and clearly demonstrate that the stroke maintain a clear three-
dimensionality. We apply two different boundary conditions to the interfaces. We use
classical no slip conditions. The results in green clearly show that such walls can’t be
represented using no slip boundary conditions. Then we use the perfect slip condition.
We plot the results of the simulation in black and we see that the perfect slip condition
approximates quite well the thin soap film. Finally we have modified the Green kernels
to obtain an automatic fulfillment of the two perfect slip conditions, as described in
5.3.2. We plot the results in yellow and we see that they are comparable with the ones
obtained using two perfect slip interfaces. We see that both the simulation using the two
perfect slip walls and the one using the repeated kernel are able to obtain very similar,
and quite good, results. This is due to the fact that the experiment is performed through
the use of a thin soap film. The hydrodynamic interactions cause some bi-dimensional
effects that the full three dimensional simulation is not able to reproduce.
127
i
i
“Thesis_Giuliani” — 2017/9/22 — 16:33 — page 128 — #142 i
i
i
i
i
i
Chapter 6. Micro-motility analysis using
Boundary Element Method
0 20 40 60 80 100 120
Frame
−0.2
−0.1
0.0
0.1
0.2
0.3
0.4
0.5
R
ig
id
 D
is
p
la
ce
m
en
t
3D Comparison
free space
2 no slips
2 perfect slips
Full 3D rep 10
Experiment
Figure 6.24: The comparison in the rigid displacements. The red dots depicts the real tracked motion.
In blue we plot the full three dimensional simulation. In green we report the result using two no
slip interfaces, black using two perfect slip walls, while in yellow we have used the modified Green
kernels.
6.6 Head-Tail interactions in a model “robotic” bacterium
We now move to the study of hydrodynamic interactions in a model swimmer made
by assembling distinct body parts. As a test case, we consider a “robotic” corkscrew
bacterium composed of a rigid head and a rotating, rigid, helical flagellum. The head is
a sphere of radius R, and the flagellum is a circular helix such as the one presented in
Section 6.4.1, so that we can take advantage of the data presented in [100]. Figure 6.25
reports a sketch of the composite swimmer. By varying the length of the flagellum at
fixed head size, we study the significance of hydrodynamic interactions between head
and flagellum. We follow [95,96], where the author studied the motion of the composite
system (head and flagellum) trying to infer its performance from the knowledge of
the hydrodynamics of the separate components (body and propeller). We call such
methodology the “additive approximation” or “additive approach”.
6.6.1 Optimal linear velocity in additive approach
We search for a number of turns Nλ maximizing the linear velocity of the bacterium,
we follow [96] and we apply the additive approach. We write the momentum balance
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λ
2R 2b
Figure 6.25: Reference Configuration for the Bacterium. We consider a helicoidal flagellum of amplitude
b and a spherical head of radius R = 2b. We fix the wavelength of the flagellum λ = 2.42b and its
radius r = b/16. We let the number of turns Nλ vary from 1 to 20. In the figure we have as example
considered Nλ = 4.
laws in AA using the superposition principle as
Ftot = Fbody + Fflagellum = 0. (6.57)
Both head and tail experience a rigid motion characterized by a linear and an angular
velocity U,Ω respectively, moreover the flagellum has a relative angular velocity ω with
respect to the head. We write, exploiting the concept of resistance matrix, the linear and
angular momentum balances as[
A0
C0
] [
U
Ω
]
+
[
A B
B C
] [
U
Ω− ω
]
= 0. (6.58)
where A0, C0 represent the drag and torque coefficients for the head, A,B,C are the
drag, coupling and torque coefficients for the propeller, U,Ω are the unknown linear and
angular velocities of the head while ω = Ωhead − Ωflagellum represents the prescribed
relative angular velocity of the helical flagellum with respect to the head. Solving for
U and Ω we obtain
U =
C0B
(C0 + C)(A0 + A)−B2ω, (6.59a)
Ω =
(
1− (A0 + A)C0
(C0 + C)(A0 + A)−B2
)
ω. (6.59b)
It is common to simplify (6.59a) considering
C  C0, (6.60a)
B2  C0, (6.60b)
in such cases we derive a simplified expression for the velocity as
U =
B
A0 + A
ω, (6.61)
see [96] for further details. However (6.60a) does not hold true if the flagellum is long
enough. In such cases we easily have C ∼ 0.3C0 and this clearly contradicts (6.60a).
Given the linearity of the Stokes system, and the results of Figure 6.12, we assume the
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coefficient A,B,C to have a linear dependence with respect to the flagellum length.
Namely we assume
A = mAx+ qA, (6.62a)
B = mBx+ qB, (6.62b)
C = mCx+ qC , (6.62c)
we compute the coefficients in (6.62) by means of a linear regression of the data re-
ported in Figures 6.12a, 6.12b, and 6.12c. Figures 6.26a, 6.26b report such approxima-
tions. Substituting (6.62) into (6.59a) we derive an analytical estimate of the transla-
tional velocity
U = f(x) =
αx+ β
γx2 + δx+ 
ω (6.63)
where
α = C0mB, (6.64a)
β = C0qB, (6.64b)
γ = mAmC −m2B, (6.64c)
δ = (qA + A0)mC + (qC + C0)ma − 2mBqB, (6.64d)
 = (qA + A0)(qC + C0)− q2B. (6.64e)
We determine that f(0) = β

> 0 and limx→∞ f(x) = 0, we consider the first derivative
of (6.63) to determine the presence of a maximum for the function f(x), namely we
search the roots of
f ′(x) =
df
dx
=
−αγx2 − 2βγx+ α− βδ
(γx2 + δx+ )2
ω. (6.65)
We see that f ′(x) = 0 admits two different solutions,
x1,2 =
βγ ±√β2γ2αγ(α− βδ)
αγ
, (6.66)
and considering (6.64) we determine x2 < 0, therefore
xmax =
βγ +
√
β2γ2αγ(α− βδ)
αγ
. (6.67)
In Figure 6.26d we report the comparison between the effective results of the method
considering the two resistance matrices for the spherical head and the flagellum and the
two expressions (6.59a), (6.61) considering the linear regressions (6.62). From Figure
6.26d we see that (6.63) (green curve) recovers very well the behavior of the velocity
(blue with circles), and that the maximum point (6.67) (black diamond) well represents
the actual maximum of the curve coming from the solution of the linear system (6.58).
130
i
i
“Thesis_Giuliani” — 2017/9/22 — 16:33 — page 131 — #145 i
i
i
i
i
i
6.6. Head-Tail interactions in a model “robotic” bacterium
0 5 10 15 20
L/¸
0.5
1.0
1.5
2.0
2.5
3.0
3.5
F/
(¹
U
R
2
)
Original data
Fitted line
(a)
0 5 10 15 20
L/¸
0
5
10
15
20
25
30
35
40
T/
(¹
U
R
3
)
Original data
Fitted line
(b)
0 5 10 15 20
L/¸
5
10
15
20
25
30
35
40
45
50
D
/(
¹
U
R
)
Original data
Fitted line
(c)
0 5 10 15 20
L/¸
0.008
0.010
0.012
0.014
0.016
0.018
0.020
0.022
0.024
U
Computed Velocities
Complete Approximation
Simplified Approximation
(d)
Figure 6.26: Analysis for the linear regression of the resistive coefficients. Figure 6.26a represents the
linear regression for the force coefficient, in blue we plot the original data computed using BEM and
in green we draw the corresponding linear regression. Figure 6.26b represents the linear regression
for the torque coefficient, in blue we plot the original data computed using BEM and in green we
draw the corresponding linear regression. Figure 6.26c represents the linear regression for the drag
coefficient, in blue we plot the original data computed using BEM and in green we draw the corre-
sponding linear regression. In Figure 6.26d we compare the analytical solution obtained using the
linear regression for the coefficients (6.62) and the computed velocity. In blue we plot the computed
results, in green we draw the exact approximation (6.59a) and in red the simplified approximation
(6.61).
6.6.2 Additive vs Global approach for linear and angular velocity
We compare the results obtained using the additive approach (AA) with the accurate
resolution, via BEM, of the hydrodynamics of the entire robotic bacterium. We call the
latter “global approach” (GA). It is expected from [96] that, as the length of the flag-
ellum increases, the error induced by neglecting head-tail interactions should decrease.
Thus we let the number of turns Nλ vary from 1 to 20, keeping λ and ω fixed, and we
compare both the angular velocity Ω and the swimming speed U obtained with the two
approaches. In Figure 6.27 we report the comparison between AA and GA for the angu-
lar velocity Ω: blue circles in Figure 6.27a show the solution obtained with the global
approach while green squares show the results obtained with the additive approach.
Figure 6.27b represents the relative error introduced by the additive approach. In Fig-
ure 6.28 we compare the results for the swimming speed U . Blue circles in Figure 6.28a
show the GA results and green squares are relative to the solution obtained with AA.
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Figure 6.27: Angular velocity comparison. In Figure 6.27a we report the angular velocity obtained
using the global approach (blue circles), and solution obtained with the additive approximation which
neglects the interactions between body and flagellum (green squares). In Figure 6.27b we plot the
relative error introduced by the additive approach.
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Figure 6.28: Swimming speed comparison. In Figure 6.28a we report the swimming speed obtained
using the global approach (blue circles), and solution obtained with the additive approximation which
neglects the interactions between body and flagellum (green squares). In Figure 6.28b we plot relative
error introduced by the additive approach.
In Figure 6.28b we plot instead the relative error. We see that, for what concerns
the angular velocity, the additive approximation does not introduce significant errors.
Moreover, such errors decrease quickly as the relative length of the flagellum increases
with respect to the head size. However, for what concerns the swimming speed, the
error is never negligible for any of the configurations considered: it is very significant
for short flagella (small Nλ), and it stabilizes at a relative small value (< 10%) for
Nλ > 5. While both the approaches lead to a maximum in the velocity, these maxima
are observed for different values of Nλ.
6.6.3 A simple formula provides a correction for the additive approach
We want to understand the differences in swimming speed U computed using either the
additive approximation or the global approach for the entire bacterium. In Section 6.6.1
we obtained, following [96], the momentum balance laws for the swimmer as (6.58).
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We recall that solving for U and Ω we obtain
U =
C0B
(C0 + C)(A0 + A)−B2 ω, (6.68a)
Ω =
(
1− (A0 + A)C0
(C0 + C)(A0 + A)−B2
)
ω. (6.68b)
If we consider the hydrodynamics of the entire system, without invoking the additive
approximation, we write the velocity field of the swimmer as
v(x) = U1eχ1(x) + U2eχ2(x) + ω1e ∧ (x− o)χ1(x) + ω2e ∧ (x− o)χ2(x), (6.69)
where χ1 and χ2 are the characteristic functions of body 1 (the head) and 2 (the pro-
peller) i.e., χ1(x) = 1 if x belongs to body 1 and χ1(x) = 0 otherwise. Moreover, e is
a unit vector along the axis of the helical flagellum. Using the linearity of the Stokes
system, we can write the force and torque (with respect to the pole o) acting on the
whole body, respectively as
A1U1 + Bˆ1Ω1 + A2U2 + Bˆ2Ω2, (6.70a)
B¯1U1 + C1Ω1 + B¯2U2 + C2Ω2, (6.70b)
where A1 is the viscous force on the whole system arising from the velocity field
(6.69) with U1 = 1 and U2 = Ω1 = Ω2 = 0. A similar interpretation holds for the other
coefficients Bˆi (giving forces induced by rotation of the body i, in the presence of the
other body parts kept fixed), B¯i (giving torques induced by translation of the body i,
in the presence of the other body parts kept fixed), and Ci (giving torques induced by
rotation of the body i, in the presence of the other body parts kept fixed). Requiring
that
U2 = U1, (6.71a)
Ω2 = Ω1 − ω, (6.71b)
and that total viscous forces and torques vanish, we obtain the system[
A1 Bˆ1
B¯1 C1
] [
U
Ω
]
+
[
A2 Bˆ2
B¯2 C2
] [
U
Ω− ω
]
= 0. (6.72)
Notice that we can rewrite (6.72) as
[R] [U
Ω
]
=
[
A2 Bˆ2
B¯2 C2
][
0
ω
]
, (6.73)
where [R] = [[R1 +R2]] = [[A1 Bˆ1
B¯1 C1
]
+
[
A2 Bˆ2
B¯2 C2
]]
(6.74)
is the resistance matrix of the complete swimmer. ThusR is symmetric (by reciprocity)
and positive definite, even though the two summands R1 and R2 defining R are not
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Figure 6.29: Comparison of the axial (along x) drag force induced by a longitudinal (along x) swimming
speed. In Figure 6.29a we report the comparison between the coefficient obtained with the global
approach (blue with circles) and sum of body and flagellum coefficients computed separately using
the additive approach (green with squares). In Figure 6.29b we show ratio between the global drag
and the sum of the two separate contribution of head and flagellum.
individually symmetric. Therefore Bˆ1 + Bˆ2 = B¯1 + B¯2 (and we will write B1 +B2 for
any of these two sums) and R is invertible. Solving for U and Ω we obtain
U =
(B1 +B2)
(
(C1 + C2)
Bˆ2
B1+B2
− C2
)
(C1 + C2)(A1 + A2)− (B1 +B2)2 ω, (6.75a)
Ω =
 Bˆ2
B1 +B2
−
(A1 + A2)
(
(C1 + C2)
Bˆ2
B1+B2
− C2
)
(C1 + C2)(A1 + A2)− (B1 +B2)2
 ω. (6.75b)
We analyze the differences between (6.68a) and (6.75a) to understand the discrepan-
cies in Figure 6.28. In the additive approach, A0 + A and C0 + C represent the global
hydrodynamic coefficients for drag and torque experienced by the whole swimmer,
and the single elements A0, A, C0, C are coefficients for drag and torque experienced
by swimmer parts considered alone in free space. In the global approach, the global
hydrodynamic coefficients are given by A1 +A2 and C1 +C2, where the single compo-
nents A1, A2, C1, C2 represent, as already mentioned, the drag and torque experienced
by the whole swimmer induced by the movement of one of its parts, computed con-
sidering the presence of all the other parts kept fixed. In Figure 6.29a we compare the
drag coefficient of the composite system (blue circles) with the sum of the drags of the
single components, namely body and flagellum, computed separately (green squares).
In Figure 6.29b we plot the ratio between these two quantities. Figure 6.30a compares
the complete torque coefficient in the global approach (blue circles) with the sum of the
coefficients of head and propeller computed using the additive approximation (green
squares). In Figure 6.30b we plot the ratio between these two quantities.
As expected from hydrodynamic screening (see Section 6.4.3), which is only present
in the global approach, the additive approximation always overestimates both drag and
torque coefficients. The rationale behind the fact that AA gives poor results for the
drag due to translations, and good ones for torque due to rotations is the following.
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Figure 6.30: Comparison of the axial (along x) torque induced by a longitudinal (along x) angular
velocity. In Figure 6.30a we show comparison between the coefficient obtained with the global ap-
proach (blue with circles) and sum of body and flagellum coefficients computed separately using the
additive approach (green with squares). In Figure 6.30b we plot the ratio between the global drag
and the sum of the two separate contribution of head and flagellum.
A translating sphere can be modeled as a stokeslet, with a slow (linear) decay of the
induced velocity as the distance from the source increases, and the flagellum is never
far enough to neglect hydrodynamic interactions. By contrast, a rotating sphere can be
described as a rotlet, with a faster (quadratic) decay, and the additive approach safely
estimates the overall coefficient.
The swimming speed U is also influenced by the coupling coefficients, which are
different using the two different approaches. We notice that when A0 + A ∼ A1 + A2
(only approximatively satisfied when the flagellum is very long compared to the head
size, L/λ > 15) and C0 + C ∼ C1 + C2 (always true), (6.75a) collapses into (6.68a)
when Bˆ2/B ∼ 1, Bˆ2/(B1+B2) ∼ 1. We study these last two conditions in Figure 6.31.
Figure 6.31a shows the ratio Bˆ2/B and highlights the influence of the head on the
flagellum coupling coefficient. In Figure 6.31b we plot Bˆ2/(B1 + B2) that represents
the relative importance of the flagellum coupling coefficient in the global approach. We
note that the head contribution represents a minor part of the total coupling coefficient
already when Nλ > 2. Thus we can safely neglect this contribution considering Bˆ2 ∼
(B1 +B2). However, from Figure 6.31a, we see that Bˆ2 ∼ B is approximately satisfied
only when the flagellum is very long (L/λ > 15) compared to the head size, meaning
that the flagellum coupling coefficient is strongly influenced by the presence of the
spherical head.
Summarizing, because of the screening effect induced by the translating spherical
head we have that A1 + A2  A0 + A. Moreover, the head-tail hydrodynamic interac-
tions cause Bˆ2  B as revealed by the global approach. These two conditions provide
an explanation for the error introduced by the additive approach, shown in Figure 6.28a.
A combination of the resistance coefficients introduced above provides a simple yet
effective correction for the additive approach. As suggested by the previous analysis,
we can consider Bˆ2 ∼ (B1 + B2) and C1 ∼ C0, C2 ∼ C. Therefore, we can write
(6.75a) as
U =
(B1 +B2)C0
(C + C0)(A1 + A2)− (B1 +B2)2 ω, (6.76)
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Figure 6.31: Comparison of the coupling coefficient representing the axial (along x) force induced by
a longitudinal (along x) angular velocity. In Figure 6.31a we plot the ratio between the coupling
coefficient due to the flagellum in the global approach and the coupling coefficient of the flagellum in
free space. In Figure 6.31b we show the ratio between the coupling coefficient due to the flagellum
and the complete coupling coefficient both computed using the global approach.
and we notice that (B1+B2)
2
(A1+A2)
∼ 0, and B2
(A+A0)
∼ 0 getting
U =
(B1 +B2)
(A1 + A2)
C0
(C + C0)− (B1+B2)2(A1+A2)
ω ∼ (B1 +B2)
(A1 + A2)
C0
(C + C0)
ω. (6.77)
Using the same approximations we can rewrite (6.68a) as
U =
(B)
(A+ A0)
C0
(C + C0)
ω. (6.78)
The ratio between equations (6.77) and (6.78) provides a correcting factor υ for the
swimming speed U . Namely, we write such a correction as
υ =
(A0 + A)(B1 +B2)
(A1 + A2)B
, (6.79)
and we notice that υ depends only on geometric parameters, i.e., with our assumptions,
υ = υ
(
L
λ
)
. (6.80)
We can write
Ucorr = υ U = υ
(
L
λ
)
C0B
(C + C0)(A+ A0)−B2 ω. (6.81)
We study the correcting factor υ in Figure 6.32. Figure 6.32a shows υ, as a function
of flagellum length, while Figure 6.32b shows a comparison among the predictions of
the swimming speed computed using the global approach (blue circles), the additive
approach (green squares) and the corrected additive approach (black diamonds). The
correcting factor υ greatly improves the accuracy of the prediction of the swimming
speed that can be obtained using the additive approximation. Moreover it is very close
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Figure 6.32: Swimming speed correction for the additive approach. In Figure 6.32a we plot the correct-
ing factor υ (black diamonds), and error thresholds corresponding to ±6%(dashed magenta lines).
In Figure 6.32b we report the swimming speed obtained with the global approach (blue circles),
solution using the additive approximation (green squares), and the results of the additive approach
corrected using υ (black diamonds).
(to within less than 6%) to 1 if we consider a sufficiently long tail (L > 5λ). This is
consistent with [96] since a long flagellum should be well approximated by considering
separately head and tail. In Figure 6.32a the dashed magenta lines show the two error
thresholds corresponding to ±6%.
The correcting factor υ represents a simple way to improve a posteriori the results
that can be obtained considering the additive approximation. In spite of its simplicity,
the correction recovers the most important features of the hydrodynamic interactions
between head and flagellum. In the regime of geometries (Nλ < 3λ and λ > 6b) in
which it is safe to use Resistive Force Theory to compute the hydrodynamic coefficients
of the flagellum (see [100]), the correcting factor υ makes it possible to use RFT to
safely predict the performance of the swimmer. This is the main result of this paper
and it is further discussed in Section 6.6.5.
6.6.4 Convergence of resistance coefficients
We investigate the convergence of the resistance coefficient for the entire bacterium
A1 + A2, B1 + B2, C1 + C2, computed with the global approach, to the corresponding
values A0 +A,B,C0 +C obtained with the additive approximation when the flagellar
length increases. In Figures 6.33a, 6.33b and 6.33c we plot with a blue line the drag,
coupling and torque coefficient, respectively; the black dashed line shows the reference
linear convergence. All the resistance coefficients show a convergence rate which is
at most linear; both the drag and torque coefficients, Figures 6.33a and 6.33c, show
an initial plateau followed by a linear convergence. Broadly speaking the screening
effect between head and tail explains this phenomenon, but depending on which specific
resistance coefficient we study, the relevant hydrodynamic interactions are different,
and different trends are observed. In fact, as shown in Section 6.6.3, a dragged sphere
can be modeled as a stokeslet (linear decay of the induced velocity as the distance from
the source increases), while a rotating sphere is a rotlet (quadratic decay of the induced
velocity as the distance from the source increases). A part of the flagellum lies in the
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Figure 6.33: Convergence of exact coefficients obtained with the global approach to the ones computed
with the additive approximation. Analysis of the convergence (blue lines) and linear reference rate
(dashed black lines). Figure 6.33a: drag coefficient, Figure 6.33b: coupling effects, Figure 6.33c:
torque coefficient.
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Model U error
Global Approach 0.02301
Additive Approach 0.02512 9.17
Additive Approach corrected 0.02261 1.72%
RFT Gray Hancock 0.02644 14.89%
RFT Gray Hancock corrected 0.02460 1.49%
RFT Lighthill 0.03276 42.37%
RFT Lighthill corrected 0.02284 0.74%
Table 6.1: Comparison between estimates of the swimming speed U using different approximations.
“wake” of the head and this induces a plateau in the convergence rate. In particular such
plateau is smaller if we consider the torque effects thanks to the faster quadratic decay
of a rotlet, and Figures 6.33c and 6.33a confirm such effect. Once the screening is fully
developed, there is a finite difference between coefficients computed using the global
or local approach, roughly independent of flagellar length. Hydrodynamic interactions
always reduce the resistance coefficients, see Figure 6.29a and 6.30a. The resistance
coefficients of the spiral alone increase, as a first order approximation (see Figure 6.12),
linearly with respect to the flagellar length, therefore the convergence rate of the global
approach to the additive approximation can be at most linear.
6.6.5 Correction of RFT predictions
The correcting factor υ is effective even on predictions of the swimming speed U based
on Resistive Force Theory (RFT). To prove this we consider, as flagellum, a circular
helix with the following parameters, a = b/16, λ = 8b,Nλ = 2, which is a typical helix
that can be well studied using RFT, see [100]. We consider again a sphere of radius
R = 2b as head and we estimate the error introduced both by the additive approach
and by classical RFT methods. We apply such methodologies following Gray and
Hancock, see [44], and Lighthill, see [69], and we use the results of the global approach
as reference. Table 6.1 shows the comparison between the discussed approaches. We
correct the approximated results by AA and RFT using υ computed as follows: we
evaluate the coefficients A0, A,B,C,C0 using either AA or RFT, while we compute
(A1 + A2), (B1 + B2) using BEM. The Table proves that υ is not only able to reduce
the error of the additive approach, but it can also be applied to RFT predictions reducing
the relative errors by at least one order of magnitude.
Gray and Hancock derived RFT considering that the forces on an infinitesimal seg-
ment of a very slender flagellum moving at very low speed can (by analogy with those
acting on an ellipsoid) be seen as directly proportional to the velocity of the segment
itself and to the viscosity of the fluid. Two different proportionality constants CN , CT
acting on normal and tangential velocity respectively, are introduced
CT =
2piµ
log(2q/b) + 0.5
, (6.82a)
CN =
4piµ
log(2q/b)− 0.5 , (6.82b)
which depend on the choice of q, Gray and Hancock assumed q = λ. In [69] Lighthill
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discussed different models for the coefficientsCT , CN , both considering different choices
for the parameter (q = 0.09λ) and proposing different expressions replacing (6.82).
6.6.6 Efficiency
We want to investigate the importance of hydrodynamic interactions in the computa-
tion of the efficiency of micro-swimmers. Several notions of efficiency exist, and we
consider here two kinds: energetic efficiency and swimming efficiency. The first one
is the ratio between useful work rate performed by the system and total power input in
the system. The second one is the net displacement in one cycle, i.e. a normalization
of the swimming velocity.
Energetic Efficiency The input power is the one expended by the motor, and is the prod-
uct of the torque acting on the flagellum multiplied by the relative angular velocity ω.
There are different choices for the useful work rate. Following [90, 96], one option is
the power expended to move the head at velocity U , so that
ηen,1G =
DheadU
Tmotorω
=
A0U
2
Tmotorω
. (6.83)
Here Dhead = A0U is the drag experienced by the head, which contains the payload of
our robotic swimmer, and thus is the only term allowed to contribute to the useful work
rate. Using the additive approximation, we can write (6.83) as
ηen,1A =
A0C0B
2
((A+ A0)C −B2)((A+ A0)(C + C0)−B2) . (6.84)
Another possibility takes into account the drag of the entire bacterium, see [62], namely
ηen,2G =
DtotalU
Tmotorω
=
(A1 + A2)U
2
Tmotorω
, (6.85)
where (A1 + A2)U is the drag experienced by the whole swimmer, consisting of both
the head (the payload) and the flagellum (its propulsive apparatus). Using the additive
approximation this can be expressed as
ηen,2A =
(A+ A0)C0B
2
((A+ A0)C −B2)((A+ A0)(C + C0)−B2) . (6.86)
We favour ηen,1 over ηen,2 as the “correct” notion of energetic efficiency. But separating
the (useful) work done to push the payload from the (passive) one needed to push the
propeller without neglecting hydrodynamic interactions requires some care.
We use the factor υ, computed using (6.79), to correct the energetic efficiencies.
Since both (6.84) and (6.86) depend quadratically on the swimming velocity U , we
introduce a corrected additive approach as
ηen,1υ = υ
2ηen,1A = υ
2 A0C0B
2
((A+ A0)C −B2)((A+ A0)(C + C0)−B2) , (6.87)
and
ηen,2υ = υ
2ηen,2A = υ
2 (A+ A0)C0B
2
((A+ A0)C −B2)((A+ A0)(C + C0)−B2) . (6.88)
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Figure 6.34: Analysis of the energetic efficiencies. Comparison between global approach (blue circles),
local approximation (red triangles) and corrected local approach (green squares). In Figure 6.34a
we report the analysis of the energetic efficiency ηen,1. In Figure 6.34b we show the comparison of
the energetic efficiency ηen,2.
Figure 6.34 compares the energetic efficiencies computed using the additive approx-
imation (red triangles), the global approach via BEM (blue circles), and the corrected
additive approach (green squares). In Figure 6.34a we compare ηen,1, while in Fig-
ure 6.34b we analyze ηen,2. Neglecting head-tail hydrodynamic interactions greatly
influences both the energetic efficiencies considered. Figures 6.34a and 6.34b show
that, using the global approach, a maximum energetic efficiency emerges at intermedi-
ate flagellar lengths. This maximum cannot detected using the additive approximation,
while it is recovered using the υ2 correction.
Swimming Efficiency Following [70] a possible measure of the swimming efficiency is
the linear distance covered per flagellar revolution, namely,
ηsw,1G =
U
ω − Ω . (6.89)
Using the additive approximation this becomes
ηsw,1A =
B
A+ A0
. (6.90)
Alternatively the swimming efficiency can be defined as the translational velocity nor-
malized by the motor torque, see [68],
ηsw,2G =
U
Tmotor
. (6.91)
In the additive approximation, this becomes
ηsw,2A =
B
C(A+ A0)−B2 . (6.92)
Since both (6.89) and (6.91) linearly depend on the swimming velocity, we use υ to
introduce the corrected swimming efficiencies as
ηsw,1υ = υηsw,1A = υ
B
A+ A0
, (6.93)
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Chapter 6. Micro-motility analysis using
Boundary Element Method
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Figure 6.35: Analysis of the swimming efficiencies. Comparison between global approach (blue circles),
local approximation (red triangles) and corrected local approach (green squares). In Figure 6.35a
we show the analysis of the swimming efficiency ηsw,1. In Figure 6.35b we report the comparison of
the swimming efficiency ηsw,2.
and
ηsw,2υ = υηsw,2A = υ
B
C(A+ A0)−B2 . (6.94)
In Figure 6.35 we compare the swimming efficiencies computed using the additive ap-
proximation (red triangles), the global approach (blue circles) and the corrected additive
approximation (green squares).
Neglecting the hydrodynamic interactions has an impact on the swimming efficien-
cies considered. In fact, the factor υ guarantees much better accuracy of the prediction
of the swimming efficiency computed using the additive approximation.
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Conclusions and further developments
The results presented in this dissertation suggest how different Fluid Structure Inter-
action problems can be efficiently modelled through Boundary Element Methods. We
developed efficient and accurate numerical tools that can be used both for engineering
and scientific purposes.
In Chapter 1 we derived a BEM for the Laplace equation. We made use of high order
elements, local refinement strategies, and complex geometries integration (via CAD
data structures) to achieve efficient and accurate solutions of problems of industrial
interest. In Chapter 2 we applied the BEM for the Laplace equation to solve linearized
ship wave interaction problems. These results were achieved with an innovative BEM-
FEM coupling resulting in a SUPG stabilized linearized free surface equation. Such an
approach, described in Chapter 2, led to satisfying results both for submerged bodies
and surface piercing hulls. We believe that such a condition could be an initial guess
for a non linear stationary solver for the prediction of the wave drag of an advancing
hull. Such a solver would close the gap between non linear unsteady solvers as [78,81]
and linearized ones [42].
The results of Chapters 3 and 4 proved the possibility of coupling different High
Performance Computing libraries to reach an efficient, flexible and modular resolution
of the dense linear systems naturally coming from the resolution of BEMs. In Chap-
ter 3, we showed good performances, considering both strong and weak scalability, both
for the standard BEM and the coupled BEM-FMA. We are currently studying ways to
increase the number of degrees of freedom addressing the memory issues we have en-
countered when requiring more than 4×105 unknowns. Such an implementation would
be a natural accelerator for the numerical methods described in Chapter 2 and in [81].
We applied the same parallelization techniques both to the Non Uniform Fast Fourier
Transform [31, 47, 67] and to the Sparse Cardinal Sine Decomposition [3]. Although
preliminary, the results showed that we developed a flexible modular NUFFT library
that can be easily expanded by the users’ community. Such a library is the keystone for
the preliminary parallelization of the SCSD we proposed in Chapter 4. We are currently
looking for an optimization of the preliminary parallelization results obtained with the
Sparse Cardinal Sine Decomposition. Firstly we would like to compare the results ob-
tained with the parallel BEM-FMA solver of Chapter 3 with the performances of the
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Conclusions and further developments
parallel SCSD. Then, since SCSD has been successfully applied even to the Stokes sys-
tem [4], we are currently performing a feasibility study regarding its implementation in
the micro-motility framework.
In Chapter 5and 6 we derived a parallel BEM for the Stokes system. We provided a
complete procedure to retrieve affordable and accurate motility prevision both for “real-
life” organism of experimental interest [50], and for “robotic-like” swimmer [91, 109].
The use of generic 3D modeling instruments allows us for a natural treatment of both
eukaryotic and prokaryotic swimming strategies. The BEM solver we derived makes
no assumption on the shape changes. We also used the solver to analyze a possible
correction for data coming from different additive techniques as RFT or the approxi-
mation described in [96]. We proved that the additive approximation and, in particular,
RFT miss completely the existence of optimal values of the flagellar length that maxi-
mize energetic efficiency, or swimming efficiency and lead to wrong predictions for the
flagellar length giving maximal swimming speed U . The correcting factor υ, for the
predicted swimming speed U , is capable of improving the results that can be achieved
using the additive approximation (or even RFT) for the swimming speed and for both
kind of efficiencies, recovering the possibility of predicting optimal geometries which
would be otherwise lost using the additive approximation.
A development of the present work lies in the introduction of a structural model for
the flagella of swimmers. The BEM for the Stokes system could be coupled with such
an elastic solver to complete the analysis of micro-motility. In such a case the shape
changes would not be a prescribed Dirichlet datum but a consequence of the complete
FSI problem. A natural input for the simulation would be the energy consumption of
the swimmer, and it would be extremely interesting to study the optimal stroke in terms
of such energy consumption.
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