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The problem investigated in this research was the 
development of a static integrating circuit applicable to 
closed loop feedback control systems. Investigation of 
various method s of attack indicated that square loop magnetic 
cores offered characteristics required for the integration 
process. These include the ability to sum input information 
and the ability to store information for an indefinite period 
of time. 
An experimental program was carried out, investigating 
the various properties of square loop magnetic materials and 
required design parameters. Through this work it was verified 
that the process of integration could be realized by using 
the partial switching volt-second absorption characteristics 
of such a core. Ba sic operation of the developed system is 
as follows. The heart of the system is a multi-apertured 
square loop core sometimes called a Cyclops core. The signal 
to be integrated is sampled over a period of time. Following 
each sample interval a constant voltage pulse is generated, 
the width of which is  proportional to the average signal 
voltage over the sample interval. The polarity of this pulse 
is  that of the signal. These pulses areapplied to the input 
winding of the Cyclops core, each pulse integrating the core 
flux to a new value. A magnetic relaxation oscillator is  
coupled to the Cyclops core via a minor aperture. The frequency 
of this oscillator is  a function of the flux level in the 
core and thus al so of the integral of the input signal. By 
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this method constant read out is possible without destroying 
the flux level. The frequency of the read out oscillator is 
transformed to a voltage level by a-magnetic frequency converter 
following the read out oscillator. The system is completely 
static employing only square loop magnetic cores and semi­
conductor devices. A complete model of the proposed system 
was designed, built, and tested. ·To demonstrate its 
application the system was employed as a series element in 
_the loop of an analogued voltage regulating feedback control 
system. 
In this thesis the basic concept of integration is 
developed in terms of the partial switching volt-second 
absorption characteristics of square loop cores. Generalized 
system equations and the overall transfer function are 
developed and presented. It is shown that the output voltage 
of the proposed circuit is of the form: 
K eo -A+ BSeidt 
Design of each circuit of the integrator system is ·carried 
out on a first order approximation basis. Rigorous design 
criteria are not developed due to the complexity invo1ved in 
the nonlinear cases. Various gain constants are predicted on 
the basis of these approximate design methods. 
Results of experimental determination of the various 
parameters are compared with those predicted and the 
differences discussed. Waveforms from the actual circuit are 
shown. Results of this work indicate that the proposed system 
should find wide application in the feedback servo field. 
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I. INTRODUCTION 
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The recent advent of extensive development work in 
digital circuitry and techniques has led to many new concepts 
in the field of solid state and magnetic devices. The past 
decade noted the development of such digital devices as the 
transistor, bistable four layer diode, tunnel diode, cryogenic 
devices, and the square loop magnetic core. 
To many, a magnetic core might not be considered a 
revolutionary new circuit device, and yet, in both fabrication 
and characteristics the square loop core is unlike any device 
classically studied. In fact even though magnetic materials 
have been used in engineering a�plications for years it has 
only been recently that a real insight as to the process of 
magnetization has been gained due to the investigation of 
square loop materials. 
The purpose of tlrl.s research is two fold. First to 
prove the feasibility of using a square loop core as a 
magnetic integrating device, and to show design methods 
applicable to core and transistor circuitry. Secondly to 
develop, build, and test a working model of the proposed 
integrating device. 
1 1 
II. REVIEW OF L ITERATURE 
Due to the relative inf'ancy of square loop circuitry, 
and the fact that the devices are inherently nonlinear, little 
quantitative ini'ormation is presently available. Although 
circuit techniques are discussed in various places, no 
literature dealing directly with this particular aspect, i.e. , 
square loop magnetic integration, has been found. 
The individual circuits, designed and built during this 
investigation, include a magnetic feedback relaxation 
oscillator, sometimes called TMRO (meaning transistor magnetic 
relaxation oscillator), pulse width modulator, storage core 
with nondestructive read out, and a magnetic frequency 
detector. 
Background material relating to characteristics and 
principles of square loop magnetic cores is, of course, 
fundamental to design employing such devices. Two references 
employed extensively were Bozorth, Ferromagnetism, and Barker, 
"Magnetization in Tape-Wound Cores". Both explain in detail 
the basic process involved in producing such cores, and the 
resulting characteristics. Barker's paper is in general 
mostly a qualitative discussion but quite clearly written. 
Bozorth 1 s work is a classic in the field of ferromagnetism 
and leans mainly to quantitative discussion of magnetization. 
Operation and design of the TMRO circuit is found in 
several references, but discussion is most complete in 
Meyerhoff, Digital Applications of Magnetic Devices, and Shea, 
Transistor Circuit EngineeriPE· Both references give basic 
design criteria involved. 
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The design of both the memory core with nondestructive 
read out, and the frequency detector was in each case the 
extension of qualitative discussions appearing in the 
literature. Basic papers dealing with nondestructive read out 
were by S chaefer, "Magnetic Core Event Counter for Earth 
Satellite Memory", and R. J. Sherin, "Transfluxor Oscillator 
Gives Drift Free Output". Other papers dealing with 
nondestructive read out but not directly applicable to this 
problem were by V. L. Newhouse, "The Utilization of Domain Wall 
Viscosity in Data Handling Devices u, and by Rajchman and Lo, 
"The Transfluxor ". The concept of the frequency detector 
using square loop cores is discussed by Meyerhoff, Digital 
Applications of Magnetic Devices, also by Katz, Solid State 
Magnetic and Dielectri c  Devices. In both these references 
the discussion is qualitative, merely stating that square 
loop characteristics are such that a device of this nature 
could be built. 
The pulse width modulator, to the author's knowledge, is 
not described in the literature. The circuit.is, however, 
based on the principles of basic magnetic amplifier theory, 
and several references were used for general circuit philosophy, 
rule of thumb approximations and methods of analysis. Along 
these lines, the text, Self Saturating Magnetic Amplifiers, 
edited by Lynn provides abundant qualitative and quantitative 
information. 
Finally,the conception of the overall circuit was the 
result of a very general art1c,1e by Storm, "Applications of 
Nonlinear Magnetics ". The paper, although broad and 
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qualitative, discusses the magnetic properties of memory and 
volt-second absorption. · Although no mention is made of a 
core being used in an integrating circuit the versatility of 
magnetic materials i s  emphasized in such a way as to stimulate 
interest in new and different applications. 
All references are listed alphabetically by author in 
the bibliography. 
III. - NEED FOR AND APPLICATION OF 
INTEGRATION IN SERVO SYSTEMS 
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In a large number of closed loop control systems the 
input is an angular change in shaft rotation, and the output 
shaft then rotates until it is in angular correspondence. 
This is the simple positional type servo. Several examples 
of this type system which could be cited are gun turret 
servos, machine drill positioning, and certain type of antenna 
positioning systems. Basically a feedback system of this 
type would include the following components. 
The output would probably be the shaft of a motor. The 
input to the motor would be supplied by some form of power 
amplifying device possibly a magnetic amplifier or amplidine. 
The in�ut of the power amplifier would be driven by a 
differential amplifier.- In addition to these components, 
some form of transducers would be required to convert shaft 
angle to voltage level. This is typically done by 
potentiometers or selsyns. 
In general the input to the system would be an angular 
change in the shaft position of the input transducer. This 
wouJ.d cause an error voltage which, when amplified and applied 
to the output motor, would cause the output shaft to rotate. 
Rotation would be in such a direction and of such a magnitude 
as to reduce the error voltage to zero, i.e. , the output shaft 
position would be in correspondence with the input shaft. 
Although the system may overshoot the desired shaft position, 
and oscillate about it for a time, it can be shown that in 
steady state the error is zero. 
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Diagrammatically the basic system would be as shown in 
Figure 1. The block labeled KG contains the frequency 
independent amplification of the system (K) and the frequency 
dependent components such as the motor and amplifier. The 
open loop transfer function is the ratio of e0;sand might 
typically be given as 
e O (s} KG = £, ( s) -
K ( 1 ) 
where s is the Laplace operator and the time constants of the 
various components are given as T1 and T3 • 
A system of this type has a steady state error which is 
dependent upon the form of input. This can be verified 
quantitatively as follows. 
The expression for the error can be written as 
� - 1 +
1
KG (2) 
where R (s) is the input. The steady state value oft can be 
easily found by applying the final value theorem of Laplace 
Transforms, i. e. ,  
f (t) = sF{s) 
t -.-o s ... o 
Therefore, the expression for system error may be written 
as: 
e,(t) = s R(s) 1 + K G (3) 
s�o 
Consider first the condition existing if the input is a 
step displacement of magnitude A radians. Then R(t) = A and 
R (s) = A/s. Substituting this back into the expression for the 








6 [1 + s C-r1 s ! 1) ( r3s + 11 
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= 0 ( 4) 
This verifies the qualitative discussion previously presented, 
predicting perfect output-input correspondence. 
Suppose, however, that it was desired to operate the 
sysxem in such a manner as to regulate the output shaft velocity 
to correspond with an input shaft velocity. This could be the 
case in a speed regulator or voltage regulator system. In 
this case it is convenient to modify the transfer function so 
that it may be written in terms of w
0
; t rather than •o;� . 
This is accomplished by multipJ.ying through by s since 
"'= s9. The transfer .function then becomes: 
K G = 
��:� 
= 
C-r1 s + 1 �('J'3S + 1 J 
If the input represents a step change of magnitude, i. e., 
R (s) = A/s, then the steady state velocity is: 
C,( t) = 
s-.o 
s A A 
� 
= 1 + K 
s 
[ + (1"' 1 s / 1 ) ( ') 3 s 
+ 1 ) 1 
Thus it is seen that a system o.f this type o perated with 
(5) 
(6) 
constant output velocity is characterized with a steady state 
velocity error. This would mean that if such a system 
represented a regulated generator, the output voltage would 
not correspond exactly to the input reference. The same 
condition exists if the output shaft velocity is to correspond 
to an input reference velocity. 
Some system applications do not require exact correspondence 
between input and output velocities. There are nevertheless 
many instances where the steady state error to a velocity 
18 
input must be minimized. It can, of course, be reduced to a 
very small magnitude by.increasing the open loop gain, however, 
this soon becomes a process of diminishing returns due to the 
resultant increase of instability in the closed loop system. 
It is, therefore, desirable to seek other avenues of solution 
in reducing the velocity error. Theoretically the problem is 
rather simple. It is abserved that if the open loop transfer 
function is of the form 
eo(s) K 
KG= �(s) = 2 s ( 't'1 s + 1 ) ( 1" 3 s + 1 ) 
then for velocity output: 
c..>o (s) 
t,(s) = s 
The steady state velocity error for a step input of magnitude 
A, is now seen to be, 
= s A (7) 
s-.o 
The reduction of steady state velocity error to zero is thus 
accomplished by multiplying the open loop transfer :function 
by the term l· Since the term 1 corresponds to the time domain 
s s 
function of integration, the addition of an integrating circuit 
in the open loop path should solve the problem of steady state 
velocity error. 
IV. INTEGRATION 
A. Analytical and Physical Interpretations 
19 
In determining the re-quired circuit function of an 
integrator it is advantageous to consider the mathematical 
operation of integration. An understanding of such a study 
should enable u s  to determine the output requirements of the 
intended device and thus the development of the device as an 
entity. Assuming that the input and output variables are time 
varying voltage levels, then the output is represented 
mathematically as 
(8) 
where K is merely a constant indtcating relative magnitude of 
the output. In actuality, the operation of integration is 
really a summing process so that: 
e
0
(t) = K �e1(t). dt = Um K f e1(tj) Atj n-.eo °.)so (9) 
This is in effect a statement of the fundamental theorem of 
integral calculus. It is this concept of summation which leads 
us to a circuital realization of an integrating device. If 
the input to the integrator is a constant voltage Ethen 
e 
O 
= K ) Ed t = K E t + 0 
where C is equal to the input at t::O. In other words 




:::: K E t + V
O 
If the input is a voltage pulse such that 
ei = E t1 $' t � t2 = O elsewhere 
( 10) 








It is thus noted that the characteristic of integration of a 
constant magnitude, time limited input is a linear increase 
in output with time and a constant level remaining after the 
input pulse is removed. Therefore, the process of integrating 
includes the operation of summing during the time the input 
function is present and the ability to store or "remember" the 
magnitude of the output at the conclusion of the input. It is 
this memory ability which greatly complicates the physical 
realizability of an integrating circuit. Figure 2 shows the 
theoretical output voltage which would occur for a pulse input 
to a true integrating circuit. 
One further concept which allows us to analyze any 
integrating device we might conceive is the frequency response 
to a sinusoidal input function. To an electrical engineer, 
integration is usually thought of as an operation in the time 
domain. The effect of integration in the frequency domain is 
easily carried out by application of the Laplace transform. 
By the application of this method the integral in the time 
domain transforms into 1. in the complex domain i. e. ,  
f(t) = ! F(s). 
If the time function f(t) is ei(t) and the initial 
conditions are assumed zero, then 
( 11 ) 
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0 t, ta. 0 t, t1. 
FIGURE 2 
THEOBETICAL INTEGRATOR OUTPUT FOR VOLTAGE PULSE INPUT 
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where s is a complex variable defined as s = a-•,�· 
oo-nsidering the effect of the ratio of e0/e1 with frequency, 
s may be replaced with O + jW • Theil 
e o ( j'6l) 
e1 ( jlAl) = 
( 12) 
which is the transfer function of an integrator with respect 
to frequency. 
This equation can be put in a more convenient form for 
experimental work by taking the natural log of the magnitude 
and mul.tip1ying through by 20 thus: 
20 ln �(jw) = 20 ln K - 20 lnw 
1 
This is the db gain form and so-: 
db gain � 20 ln K - '20 ln c,.) 
It is thus noted that a plot of db gain magnitude versus 
( 13) 
frequency would cross the u> =  1·axis at 20 ln K and would decrease 
in magnitude at the rate of 20 db/decade. The phase angle 
is 90 degrees and independent of frequency. A plot of db gain 
versus lnta>for such a transfer function is shown in Figure 3. 
B. Previously Developed Integrating Devices 
With these basic results in mind it is now desirable to 
consider circuitry which will perform the operations of summing 
and memory. In these resp�cts the most obvious element which 
might perform integration is the capacitor. The capacitor 
is essentially a summing device, that is, the potential across 
it is determined by the summation of charge over a period of 
time and, if the capacitor is perfect, once the charge is 
summed it will be stored indefinitely if all leakage paths are 
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support to these qualitative considerations since: 
dn- 1 ( C = � or e = 0 )dq 
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One simple circuit used as an integrator at times is the low 
pass filter shown in Figure 4. In this circuit the resistance 
is made very large so that the current due to ei is effectively 
independent of the capacitor voltage. Under these conditions 
ei i�R and 
( 14) 
The obvious trouble with this circuit is that prevention 
of leakage is impossible and the output voltage drifts toward 
zero with time. Even with very good capacitors such a circuit 
is doomed for failure as a perfect integrator because of the 
r ·  
.necessity of a path through R and a finite load impedance. 
The summing ability of the capacitor is also used in the 
feedback path of an operational amplifier on analogue computers. 
However, hereagain its use is limited where long time storage 
is required for accuracy. 
Another method which does satisfy all requirements of 
integration and is often used in control systems is as shown 
diagrammatically in Figure 5. The motor acts as the 
integrator summing on the applied voltage and producing a 
shaft rotation as the output. This is converted to a voltage 
output by driving a potentiometer. 
the motor can be shown to be 















1 It thus possesses the required 8 term in the transfer function 
arid in addition o bviousiy is capable of remembering the last 
output value since the shaft position will remain fixed at its 
last angle after the input is removed. Any minute static 
friction in the system of course aids the memory process 
although at the same time redu ces linearity. 
The objection to this system is not that it isn't a 
satisfactory integrator but that it involves mechanical parts 
and linkages which lend themselves to maintenance problems, and 
concern as to reliability with respect to brushes, sliding 
contacts, vibration susceptibility, and others. It has in 
fact become an unspoken law in many industry design groups to 
reduce to a bare minimum the amount of mechanical components 
employed. Therefore, the problem of how to develop an all 
electrical integrator with stable memory properties still 
remains. 
C. Basic Concept of Magnetic Integration 
The use of magnetic circuits as integrators has, to the 
author's knowledge, not been investigated heretofore, at least 
not to the extent of applicability to the type of requirements 
previously mentioned. Soft magnetic materials commonly used 
in transformers and machines would not be satisfactory as they 
do not possess the requirement of memory. However, the use 
of square loop magnetic materials appears to offer some promise. 
The concept of memory is the most outstanding characteristic 
of these materials since one of their primary applications 
is as memory devices in digital computers. That a square 
loop core also possesses the ability to sum is indicated by 
. 1 2 several articles published in the literature ' , indicating 
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their use as counters. The counting.circuits described in the 
literature are, to be sure, integrating circuits in a broad 
manner of speaking, however, the main difference is that such 
a circuit is completely passive until a specified count is 
reached. That is, there is no output during the integrating 
process until the integration has reached a specified value. 
Even then the output is not related in magnitude to the value 
of integration but is only a constant value indicating the 
count has reached the required level. The concepts involved 
in these circuits are, however, the basis upon which the unit 
to be described was developed. A brief description of the 
general· approach taken in developing the integrating circuit 
is possibly in order before a more detailed explanation of 
square loop properties is discussed. 
The primary use of square loop cores has previously been 
to store inf'ormation in the form of the magnitude of flux in 
the core. In general the flux is switched to one of two 
different values, i.e., saturation magnitude in one direction 
or saturation magnitude in the opposite direction. One of 
the unique properties of this type of material is that once 
the flux is established at a certain magnitude and direction 
neither of these will change if the driving source is removed. 
1. Herbert F. Storm - "Applications of Nonlinear Magnetics" -
AIEE Transactions - Communications & Electronics - Number 
37 - July, 1958 
2. J. L. Lowrance - "Magnetic Saturable-Core Timing Device" -
AIEE Transactions - Communications & Electronics - Number 
37 - July, 1958 
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Also it can be shown that the flux in the core may be 
changed both in magnitude and direction by applying pulses of 
voltage o:f short time duration. In -fa ct it will be shown in 
the following section the change of flux may be given as 
a ¢ = iT1 ( 1 6 ) 
where e i s  the applied voltage across the core winding, t is 
the length of time that the voltage appears, and N is the 
number of turns of the core winding. Thus the flux in the 
core can be incremented by applying voltage pulses to the 
winding and, in fact, between the limits of saturating flux, 
the flux level in the core might be given as 
1 � 
9f = 9f0 + N <f. e 1 j , � t j ( 1 7) 
which is seen to be the form of the fundam�ntal theorem of 
integration. That is, the flux is determined by the summation 
of the (voltage - time) ·  pulses and its previous level. If 
the (voltage - time) pulses stop the flux remains at its 
incremented value. The direction in which the flux changes 
is determined by the polarity of the applied voltage. If then 
the voltage - time pulse is made to vary as an input signal, 
the flux in the core is seen to be the integral of the signal. 
It remains necessary to produce an output signal which i s  a 
fun ction of the flux level within the core, without disturbing 
or altering the flux level in any way. A process by which 
this is accomplished will be described later in this thesis. 
Therefore, the basic requirements of an integrator are seen 
to be present in such a core. In  understanding the process 
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in more detail and in laying the ground work for the necessary 
design criteria it is n·ecessary to investigate the basic 
properties of magnetization in thes e  types of materials . 
V.  PROCESS OF MAGNETIZATION AND C HARAC TERISTICS  
OF SQUA!tE LOOP TORROIDS 
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The most well known magnetic characteristic is the common 
normalized plot of ¢ versus mmf for different specimens of 
material. This is of course the standard B-H curve. If the 
material is sub jected to a cyclic variation in applied mmf and 
the flux or flux density is measured for various field 
strengths the familiar hysteresis loop or B-H loop results. 
To be sure, this characteristic plot is a valuable design 
aid in some work, however, in digital applications it is of 
little actual use as far as design parameters are concerned. 
It is, on the other hand, valuable in obtaining some 
qualitative insights as to the properties and classical 
operation of magnetic circuits. The classical B-H loop 
exhibited by cores of the square loop type is shown in 
Figure 6 .  
Such a hyster .esis loop is characterized by vertical sides 
and a horizontal saturation limit. The maximum vertical limit 
is called Bmax ' the field strength at the v ertical sides is 
the coercive force H
0
• One disadvantage of this type of curve 
is that the variable time does not appear. Time must be 
introduced in other graph�cal representations, however, for 
the present it will be understood that the flux in the core 
cannot change instantaneously and, in fact, is governed by 
Faraday's law such that 
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The explanation of the shape of the hysteresis loop and 
the associated phenomonon of these materials can be explained 
by the use of domain theory. Domain theory, however, is 
interpreted several different ways depending on the person 
describing the process of magnetization. Most of the 
explanations given here, many of which are not at the present 
fully understood, follow the work reported by Dr. R. c .  
Barker of Yale University 1 • 
It is known that the crystal structure of some types of 
ferromagnetic materials is such that there are preferred axes 
of magnetization. For example in iron, a cubic crystalline 
structure, there are three such axes. One of these happens 
to be along the cube edge. Nickel has a similar type easy 
axis of magneti zation. The required external mmf to produce 
magnetic saturation is much less when the field is applied 
along the easy axis than in any other direction. The increase 
in energy required to magnetize a crystal in a direction 
other than along an easy axis is called anisotropy energy. 
It is pointed out that the term "easy axis" indicates 
magnetization can o ccur with equal ease in either direction 
along that particular axis. 
In the true square loop cores, the core material is 
formed into a very thin ribbon or tape. Thickness varies 
with application from 1/8 to 6 or 8 mils. This tape is then 
wound on a circular bobbin to form the torriodal core. A 
detailed explanation of the process involved in making the 
1. R. C. Barker - "Magnetization in Tape-Wound cores " -
AIEE Transactions - Communications & Electronics -
Number 5 1  - November, 1960 
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tape is  beyond the scope of this paper but amounts to a cold 
rolling and annealing process which results in almost complete 
crystal orientation, with the easy axis of magnetization in 
the direction of rolling. The tape is then wound such that 
the crystal orientation is in the circumferential direction 
of the core. This is also the direction of the field resulting 
from a coil wound on the core. Thus when the core is magnetized 
by the application of a magnetic field, all crystals are 
lying in such a direction that they may be magnetized easily. 
When the field i s  removed the magnetization remains nearly 
constant, since each crystal is directed approximately in the 
same way and remains at remnent saturation magnetization. 
A domain, a ccording to the theory presented by Weiss , 
is a region in the magnetic material where the magnetization 
is entirely in one direction. If there exist in a material 
two ad jacent regions of differently directed magnetization 
then these two regions are said to be separated by a domain 
wal1. Certain types of experiments using x-rays and etching 
techniques have actually made it possible to photograph domain 
walls. In polycrystalline material s , such as  those produced 
for tape wound cores by cold rolling, the structure is 
composed of large numbers of ad ja cent crystallites produced 
by the rolling process. These crystallites might be thought 
of a s  the boundries of the individual domains of the material, 
since each crystallite when magnetized apparently is magnetized 
entirely in one direction. It is noted, however, that the 
reversal of magnetization of a crystallite does not mean a 
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physical _ mechanical motion of the crystallite, it means a 
change only in the direction of magnetization. Thus even 
though the minute domain and the crystallite may have the 
same boundries, the domain magneti zation may change direction 
but the crystallite remains physically fixed. 
It is presently believed that there are two general 
methods by which magnetization takes place. The first is 
called domain wall motion or domain growth, the other, domain 
rotation. Apparently both conditions exist simultaneously 
during magnetization but it has been demonstrated 1 that the 
process of domain wall movement predominates at low magnitudes 
of field strength (below one oersted) while domain rotation 
apparently occurs at field strengths above this magnitude. 
The difference in the effect of these two methods of 
magnetization is only hypothetical, however, there appears 
to be different delaying phenomena associated with each 
concept. Also it is known that magnetization by domain wall 
movement requires much less energy than domain rotation. 
The concept of domain wall motion offers satisfactory 
explanation of many phenomena known to exist in magnetic 
materials. 
Consider first the ideas associated with domain wall 
motion. Figure 7A represents a section of a single layer of 
1. R. C. Barker - "Magnetization in Tape-Wound Cores " -
AIEE Transactions - Communications & Electronics -
Number 5 1 - November 1 960 
( a )  (b ) ( c )  ( d ) 
FIGURE 7 
REPRESENTATION OF MAGNETIZATION REVERSAL IN 
POLYCHYSTALLYN MATERIAL 
35 
3 6  
tape which is  highly grain oriented. The view is looking at the 
ed�e of the thin tape. !n this representation the tape i s  
approximately 3 crystallites thick. This appears to be 
representative of the thinner commercially available material. 
Although n.o curvature is shown, it will be a ssumed that the 
center of the core is to the left s ide of the page. The 
sketch shown is thought to be representative of the magnetic 
state exi sting after the core has been magnetized in one 
direction and then left in its remnant state. It is noted 
that there is a small amount of variation in the magnetization 
vectors of the individual crystallites. If the materials were 
perfectly square, all vectors would point along the tape axis 
and the material would a ct effectively as one large domain. 
Throughout the material, especially at crystallite 
boundries there are minute domains whi ch are magnetized 
oppositely to the main tape. These domains, known as 
nucleating centers, are where reverse magnetization of the 
tape starts. If now an external mmf i s  applied in such a 
direction to cause the core to reverse its magnetization, the 
nucleating centers grow in size at the expense of their 
surroundings. Thus a large number of individual domains of 
reverse magnetization start to grow, each surrounded by a 
domain wall. Several facts are of importance with respect to 
these growing reverse domains. First there is considerable 
energy required to form the large length of domain walls 
surrounding each of these growing centers. Secondly thi s is 
thought to be a reversible �rocess, that is, if at any time 
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during this domain growth process the field is removed, those 
domains which are still · surrounded by a complete wall will 
11ungrow" to the initial size o f  the nucleating center. Thirdly, 
although such r eversal domains, or nucleating centers, are 
distributed at random throughout the material, it has been 
shown that reverse magnetization starts at the ID side of the 
core. This is explained by the fact that the field strength 
is greater in this region due to the smaller circumferential 
length. 
If the external field is increased in the direction 
shown in Figure 7 the growth of the reverse domains continues 
until overlapping of adjacent domain walls o ccurs. As this 
continues there is formed a long wall or possibly more properly 
a domain wall locus. This locus is found in general to be 
continuous through grain boundries as it combines individual 
domain walls throughout the length of the tape. The formation 
of this domain wall locus produces an overall reduction in 
the total length of domain wall, and thus a reduction in 
required applied energy. Magnetization now proceeds by the 
outward sweep or m otion of this domain wall locus. This is 
shown in Figure 70. It is found that magnetization by this 
motion is irreversible and, therefore, if the field is removed 
any time during this process the remnant magnetization is 
nearly equal to the total value when the field was removed. 
The domain wall locus remains stationary within the core. It 
should be emphasize d  that magnetization by this process requires 
very little energy, much less than the anisotropy energy of 
the crystal structure. The magnetization then does not o c cur 
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by the individual domains being rotated by externally supplied 
energy, but by a type of' domain growth such that the expanding 
domain wall locus effectively grows over the domain causing a 
reversal of its magneti zation. It should also be emphasized 
that the thickness of the domain wall locus is definitely 
finite. Thus the magnetization through the wall is .a continuous 
effect rather than d iscontinuous. This gives indication that 
reversal of magneti zation by wall motion should not require 
high amounts of energy. As the domain wall locus moves 
outwardly through the core under the influence of' the external 
field it eventually reaches the outside diameter of the core 
and reverse magnetization is complete . The core material might 
appear as shown in Figure 7D. If the field were completely 
removed ,· 11 ttle change should oc cur since the process is 
irreversible . It is noted, however, that since perfect grain 
orientation is impossible to obtain the flux density of the 
core is not the maximum possible. If' a strong field is applied 
to the core in the same direction a further increase in flux 
density will occur. This is due to the domain rotation which 
involves supplying the anisotropy energy to the crystals. The 
application of a field of several Oersteds will usually produce 
near maximum flux density. If, however , the strong field is 
removed the magneti zation of the core will return almost to 
the condition indicated in Figure 7D . It is thus noted that 
this process of domain rotation is almost entirely reversible. 
However, it is also noted that during this process a small 
amount of irreversible magneti zation also takes place resulting 
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in a remnant flux density slightly above that value appearing 
at · the end of domain wall motion. Figure 8 indicates a 
typical hyster esis loop indicating the various processes just 
described. 
The process of a complete reversal of flux for increasing 
values of mmf are indicated step by step. Assume the core has 
been magnetized to -Br corresponding to point ( a) . As the field 
is increased, reverse domain walls are formed. This is a high 
energy process resulting in relatively large current increase 
for small flux increase. At the lower knee, between points 
(b) and (c ) , the reverse domain walls combine forming the 
continuous domain wall locus. After this combining effect, it 
is noted that only a small increase in current is necessary to 
cause a - large increase in flux as the wall locus sweeps 
through the core leaving . it at point (d } . Here, to increase 
the flux density a large amount of field is required due to 
the process of domain rotation. This is indi cated by the 
core increasing from point (d }  to ( e) . If at (e) the field 
is removed the core relaxes to its remnant state +Br at point 
( f ) . The presence of a small amount of irreversible change 
in magnetization from (d) to {e ) is obvious since paths (d-e) 
and (e-f) do not coincide. It should also be mentioned that 
the slope of the path from (c ) to ( d ) is dependent to a 
certain extent upon the ID-OD ratio of the core. 
The abil ity of the core to store information is understood 
from the process of wall locus motion. If the information to 
be stored in the core is represented by the flux or flux density, 
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then the ability to hold that information is the ability to 
mairitain a given level of flux density in the absence of a 
field. Stated another way, it is the ability of the domain wall 
to remain immobile at a given position when the exciting field 
is removed. This phenomenon is  definitely found to exist 
experimentally, and is explained as follows. The structure 
through which the wall locus passes as it sweeps outward is 
1 .far from smooth. As  Barker states, "The motion of the domain 
wall is analogous to a taut rubber band being pulled over a 
rough pie ce of sandpaper, sections of the band snapping from 
one piece of grit to another as it moves. " The roughness of 
the lattice structure is due to imperfection such as slip 
plains, dislocations, and inclusions of foreign matter. Thus 
the movement of the wall locus is quite irregular and sporadic 
in different sections .  The Barkhausen effect is the result of 
this irregular motion of the wall loc�s as  it moves. The 
energy required to move the wall varies with its position in 
the core. A plot of energy versus domain wall position might 
appear as shown in Figure 9. Thus if a section of the wall 
locus is stopped in its outward sweep by the removal of the 
applied field, �t would come to rest in the nearest energy 
minimum, for example point (p) in Figure 9. 
That the wall is fairly stable in this position is 
evidenced by the energy rise required to move the wall in 
1. R. c .  Barker - "Magnetization in Tape-Wound Cores " -
AIEE Transactions - Communi cations & Electronics -




ENERGY REQUIRED TO MOVE DOMAIN WALL 
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either direction. If noise appears on the core winding, it · .  
woul'd have to supply enough energy to move the wall to either 
point (a) or point ( b) before any irreversi ble flux change would 
occur. A signal less than this would cause a slight motion 
of the wall locus and thus a slight change in flux, but at 
the termination of the signal the flux would return to its 
stored value. The above action whether due to noise or a 
legitimate input signal accounts for what is defined as initial 
permeability, that is, the ratio of B/H for small input 
current. It is thus obvious that the initial permeability 
is not constant , but dependent upon the location of the wall 
locus. It is seen then that the core does provide the 
necessary requirements of a storage device and that this 
property· ·is physically understandable on the basis of domain 
theory of magnetization . - In addition this qualitative 
discussion has predicted the shape of the hysterisis loop 
and explained the phenomenon of the Barkhausen effect. 
Two other terms which are not often fully explained are 
those symbolized by H
0
, the coercive force and H
0 
called the 
critical field. In some of the literature it is found that 
H
0 
is at times replaced with Hs and called the starting field. 
The two terms , however, represent the same quantity, and only 
in a general way can be considered as the coercive force 
classically referred to for very soft, nonoriented, magnetic 
materials. H
0 
or Hs is in this work considered to be a dynamic 
quantity. It is the field strength necessary to form and 
propagate the domain wall locus through the core at a given 
rate of change of flux. The minimum value of H
0 
is called the 
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D C  coercive force, and is that magnitude of field to produce 
a complete reversal of f'lux over a relatively long time period. 
H
0 
is the minimum field strength necessary to move the wall 
locus once it is formed. This quantity is primarily a 
function of the impurities, discontinuities, etc. within 
the core material. Another term which should be defined is 
HP
. This is the peak magnitude of H
0 
during a flux reversal 
.and is the required field strength to form the domain wall 
locus, for a given applied voltage. As previously explained, 
once the wall locus if formed the required field strength is 
less, and H0 becomes a smaller quantity. It should be 
remembered that this discussion applies to constant voltage 
switching. 
Figure 1 0 shows these various quantities. The square 
loop is taken by usual ballistic - methods and is characterized 
by nearly constant value of H
0
, equal. to D C coercive force. 
The inner more jagged line is the H0 loop. The shape of this 
loop is a function of core geometry and lattice imperfections. 
The outside loop shows conditions existing for a constant 
applied voltage, of arbitrary magnitude. Under these conditions 
the flux rate of change is governed by 
� _ y 
dt - N 
where V is the applied voltage and N the number of turns. 
Assume the core is at remnant magnetization in the reverse 
direction at point (a) in Figure 10. Upon application of the 
voltage the mmf rises very rapidly to the peak coercive force 
H
P 
at point (b) , supplying the energy necessary to form the 
wall locus. 
.SWI TCH/N i A T  HIGH£R 
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The time required for this action is dependent upon the 
past- history of the core, ·the type of core, and the applied 
voltage. It can be approximated by using the inductance of 
the exciting winding calculated on the basis of the initial 
permeability since the process is almost entirely reversible. 
It will be experimentally shown, later in this chapter, that 
the current rise in the exciting coil over this interval is 
nearly linear with time. Thus the impedance of the exciting 
coil approaches a pure inductance since 1 = rt for such a 
case. There.fore, the time required for the current to reach 
1 = Ic ' where 






( 18 ) 
( 1 9 ) 
In this expression N is the number of turns of the coil, 1 
is the core length, and L
0 
is given by 
N2 N
2uiA 
L 0 = � = l ( 20) 
u1 being the initial permeability of the material. Thus the 
time required for the formation of the wall locus could be 
expressed as : 
t _ _ 
u 
__ i_H .... P
A
_
N - v { 2 1 ) 
It is apparent from Figure 9 that the value of u
1 
is 
hard to pin down to one number and generally varies over a 
considerable range. Nevertheless, reasonable approximations 
can be obtained using average values of u
1
• This fact has been 
verified experimentally by the author. 
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Once the domain wall locus is formed, flux can change 
at the required rate with . much less applied energy. Only an 
amount necessary to move the wall locus is necessary. Thus 
the current drops as the core magnetizes from point ( b )  to 
(c ) .  At point (c) the wall has moved completely through the 
core and any further flux change occurs primarily by domain 
rotation. Thus the current must increase very rapidly and to 
very high values to supply increases in field in this region. 
It is then noted that as sa;turation is approached the current 
increases indefinitely eventually limited only by the resistance 
of the circuit. Figure 1 1  is one of  a series of photographs 
taken during the· experimental phase of '· this work showing the 
current versus time for a core undergoing complete reversal of 
magnetization. This is in ·effect a plot of H
0 
versus time, 
or since the applied voltage was nearly constant, the flux 
is directly related to time. The plo� could thus be considered 
as one of H
0 
versus B with the proper change o f  scale. 
The circuit used to obtain the photograph is shown in 
Figure 1 2. In this circuit R was made very small so that 




produced negligible voltage 
drop in comparison with the applied voltage V. The plot is 
seen to correspond with that of Figure 1 0. 





magnitudes of mmf. If the core is in positive or negative 
remnant saturation, no permanent change in flux can occur in 
the core until an mmf equal to H
0 
is applied. If the core 
is in a state of partial reverse magnetization no permanent 
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A final conc ept which greatly adds to th e understanding 
of square loop cores in digital circuitry is that of volt­
second absorption. This concept is a result of the basic 
flux voltage relationship 
wher e . ei is the induced voltage across the core winding. This 
can of course be rewritten as : 
eidt - N d ¢. ( 22 )  
If both sid es are integrated, letting the flux go from -¢r 
to +¢r where ¢r is the residual flux value for the material, 
the left hand sid e b e come s  a voltage-time area, the right 
side a value 2 r,s. The t erm 5 e1dt ris known as the volt­
seconds absorbed  by th e coil. This is easily und erstood by 
consid ering Figur e 13. 
In Figure 13 when the switch is closed a current flows 
in the circuit which is the magnetizing current of the square 
loop core. If the resister is such that the IR drop across 
it during the exciting interval is negligible, the total 
supply voltage appears across the core. That is, the core 
is said to support the supply voltage. When the core r eaches 
saturation the flux can no longer change, the induced voltage  
falls to a v ery low value, and the supply voltage appears 
across the r esister. Thus the core acts as a gate. A plot 
of induced voltage v ersus time for the abov e core would 
appear as shown in Figure 14. 
In the work reported here all voltages  are square waves 
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o the term \ei dt reduces  merely to et ,  where e i s  
the induc ed voltage and t ·is the time during which flux 
·reversal occurs . Thus it  is convenient to write the expression 
d efining maximum volt-sec ond absorption as 
et = 2 N¢
8 ( 23 ) 
where the core go es  from one remnant state to the other . A 
useful term which might be  called the absorption coefficient 
resul ts by dividing both side s  of the above expression by N,  
so  that 
e t ¢ N = 2 s = f:1-. 
where • will be defined as the absorpti on coefficient . 
( 24) 
It i s  
seen that this term gives the magnitud e o f  abs orbed volt-
seconds per turn :for a particular core going :from one remnant 
state to -the other. Such a quantity i s  often very convenient 
�hen d e termining the number o:f turns required for a particular 
core and a given application.  For ease of calculation a simple 
plot of • versus c ore area :for Del tamax material is given as 
Figure 1 5 . Thi s graph is  reasonably accurate for all cores 
composed  o:f 50-50 iron nickel alloy magnetic material. Its 
use will be  ind icated in  the s ections on d e sign. 
In the cas e where partial switching is employed , ·;,, i . e . , ·  
the field i s  removed before total magnetization takes place , 
the volt-second absorption is  given as 
et = N� ( 25 ) 
where e is  the applied voltage across  the winding ,  t is the 
duration  of the voltage puls e ,  and A¢ is  the resultant change 
of flux in the core . These results lead us to the previously 
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rl. 1 � 'P = -N � ei �t j + ¢ 1,0 O 
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( 26) 
where the quantity e1 � t j is  the volt- second magnitude of each 
pulse absorbed by the core . 
VI. SAMPLED DATA MAGNETIC INTEGRATION 
SYSTEM ANALYS IS 
A. Basic Process 
55 
The last equation in the previous section is the basis 
of the device to be described in this thesis. It indicates 
that the flux in the core is the summation of applied volt-
second pulses, plus its previous level. If those volt­
second pulses are a function of another signal, for example 
the error voltage in a closed loop system, the flux in the 
core would be effectively the integral of that signal. The 
circuit basically applies the concept of a sampled data 
system. In the process developed, the signal to be integrated 
is sampled at regular intervals. At each of these sampling 
intervals a pulse is applied to the integrating core. The 
characteristics of this pulse are determined by the signal 
voltage at that instant. 
At this point there is a design decision to be made. 
Should the applied pulses be modulated in amplitude or time 
width? Probably the first thought would be merely to provide 
a sampling gate between the error signal and core winding and 
at regular intervals apply the error signal across the core 
for a constant length of time. A second method would be to 
apply constant amplitude pulses to the integrating core at 
regular . _intervals where the pulse width was determined by 
the sampled signal. An add itional consideration in this 
second method is that obviously it is necessary for the 
polarity of the applied pulses to be determined by the 
polarity of the signal when it is sampled. 
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The decision made by the author was to develop the 
second method. The main reason for this choice relates to the 
threshold level of the core. Although this term "threshold" 
was not previously mentioned, it is probably obvious. The 
threshold is the current necessary to produce a change in 
flux in the core. Recalling the definition of H
0 
it then is 
easily seen that in magnitude a core would have a threshold 
level of I =  H0 1/N. Since it would in general be necessary 
to have some intervening circuitry between the signal to be 
integrated and the core, it was feared that the resulting 
resistance could possibly lead to a fairly large dead zone. 
That is, for small levels of input voltage, the current flowing 
through the core winding would be limited by circuit resistance 
to a value below the core threshold. It was felt that this 
problem would not be as great if all pulses were of rather 
large amplitude and the width was varied. In addition,. the 
author had done some previous limited study on magnetic pulse 
generators and felt that it would be rather easy to develop a 
circuit which would generate square pulses down to effectively 
zero width with good linearity. 
Once this decision is made the basic integrating circuit 
is established. The method of operation to this point is as 
follows. Consider the block diagram shown in Figure 16 and 
the resulting waveforms shown in Figure 17. The circuit 
requires a clock oscillator which determines the sampling rate 
of the input signal. The output of this oscillator is a series 
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This is the block labeled "Sample Gate & Pulse Generation" in 
the block diagram. The se.cond block labeled PWM is a Pulse 
Width Modulator. There are two inputs -to this device. The 
signal to be monitored is constantly applied to one input 
terminal labeled f (t) . Whenever the pulse generator supplies 
a pulse to the PWM the output is determined by the input f (t) 
at that time. If for example f (t) is zero the output is a 
constant voltage pulse of zero width , i.e. , the volt-second 
output is zero. If the input f (t) has a positive value , the 
output is a constant voltage , positive pulse whose width is 
directly related to the magnitude of f (t ) .  A similar condition 
holds if f (t) happens to be negative , except the output pulse 
is negative. Each constant voltage pulse out of the PWM is 
then applied to the memory core, integrating the flux level 
to a new value. This proc·ess is demonstrated in Figure 17 
for a sine wave input. 
B. Sampling Repetition Rate 
One design parameter which can be estimated at this 
point is the sampling rate , i. e. , the pulse rate of the driving 
generator for the PWM. Obviously the more samples taken , the 
more nearly the flux variation would correspond to the actual 
input variation. There is, however , an upper limit to the 
sampling rate , this limit being determined by the volt-second 
absorption capacity of the core and the speed in variation, 
i. e. , frequency of the input signal. If the flux in the core 
is to follow the waveform of the input then the core must not 
saturate before the input reaches its maximwn and starts to 
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decrease . If the input f (t ) is the error signal of a closed 
loop · system, the rate at which it changes is determined by 
the response of the system. Therefore, in effect the sampling 
rate is determined by the response of the system in which the 
integrator is to be used. 
Consider a simple second order proportional-error servo. 
Its response to a step input would of course vary, depending 
upon the system damping factor. That is, it might rise quite 
rapidly, overshoot, and then oscillate several times before 
reaching steady state, or it might rise rather slowly, 
approaching steady state asymptotically. During this time 
the integrator must be capable of absorbing the volt-second 
pulses generated by the PWM . Since so much variation exists 
due to various specifications controlling overshoot and 
settling time it would seem desirable to estimate a pulse 
rate or sampling rate on the basis of a worst condition. 
That is, consider the system to operate with critical damping. 
This provides an easily calculable value for rise time and 
is the largest which would ever be expected in a practical 
system. The time response of the error voltage for a step 
function input would then be 
_ I.&)" t 
e 1 ( 27 )  
where E0 is the initial value of error and (.,.)n is the natural 
resonant frequency of the system. Examination of the above 
expression indicates that the error transient is nearly over 
1. Thaler & Brown - Servo Mechanism Analysis - McGraw Hill 
Book Company - New York, New York 
6 1  
at "-'n t = 4. That is E0 ( f + 4) e-
4 = . 0925 E
0
• The number of 
pulses applied to the cor e during this interval is then given 
by N = (4/<...> n)R where R is the pulse repetition rate. It is 
this quantity R which we desire to determine. The total volt-
seconds which the memory core will support is given as 
vt = M A ¢ 
where A ¢ is the total allowable useable flux variation and N 
the number of turns on the input coil of leg 1. The total 
volt-seconds generated during this time is given as : 
� -w�t vt = <::::_ VKpEo ( 1 + tun t) e 
t - l f 2 ----- i._ - R '  R '  R '  <Jn 
In this equation K represents the cpnversion constant of the 
p 
Pulse width modulation and has the units (
u sec) V is the volt • 
voltage magnitude of the pulses out of the PvTM. Thus the 
product K
P
E is the pulse viidth of the output from the PWM. The 
maximum error which could be handled without invalidating the 
previous equation would be one which produced the maximum pulse 
width attainable by the PWM. Replacing the quantity KpEo by 
its maximum possible value, Tmax ' the largest pulse width 
generated, and equating the maximum supported volt-second s 
to those generated gives : 
N A¢ = � VT ( 1 + w t) L. max 1 2 nl t = R ' R' R ' 
- tJJ .. t 
e ----- --
CA.>n 
This expression is rather cumbersome to evaluate, 
(29) 
involving solution by trial and error. However, if we choose, 
another approximation may be made, being rather crude in 
nature but extremely simplifying. If we assume the error 
function to be rectangular in nature rather than exponential 




0 < t �  <Jtt = O elsewhere 
This simplifies the equality of volt-seconds to 
4 
N A.¢ = ( VTmax) (w" R ) 




Obviously this is a very crude approximation as to a value for 
the sampling rate, however , it is easy to obtain and at least 
provides a starting point. In general it should be possible 
to use a sampling rate of at least twice the value calculated 
by the above formula. In addition �o the maximum sampling rate 
indicated above there is a definite minimum sampling rate 
determined by the frequency of the sampled signal. According 
to the sampling theorem 1 : 
f
0 
� 2 fm 
That is , the sampling frequency must be at least 2 times the 
highest frequency of the sampled signal. In the case of a 
servo , this again would be limited by the frequency response 
of the system since no variations more rapid than "'n could be 
followed anyway thus the lower limit to the sampling rate is : 
( 31) 
c .  Nondestructive Read Out 
Following the process of storing information in the core , 
it is necessary to consider the process of reading out this 
1 .  M. Schwartz - Information Transmission, Modulation , and 
Noise - McGraw Hill Book Co. , Inc. - New York , New York-
1 959 - p. 1 69-1 80 
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same in.formation without destroying it. The problem of 
nondestructive read out has been studied by many computer 
engineers, but with the concept of merely telling whether the 
core is at positive remnant saturation or negative remnent 
saturation. These investigations are of little use for the 
application we are considering. 
In first analyzing such a problem it might �e normal to 
investigate some form of external transducer which could be 
linked with the core. Investigating several such methods the 
author considered two such ideas. First, it is known that 
some materials are physically affected by a magnetic  field . 
One of these is bismuth. It is known that the resistance of 
bismuth wire changes if it is introduced into a magnetic field. 
Thus it might be possible to drill a hole or some other form 
of entrance into the memory core, - and place a length of 
bismuth wire in such a position that its resistance would 
change with the remnent state of the core. Several 
disadvantages, most of them insurmountable, make this method 
impractical. Briefly they are: 
1 .  Bismuth is very brittle and hard to work. 
2. Its resistance is quite temperature sensitive. 
3. The sensitivity is very low and requires rather 
high fields to obtain noticeable readings. 
The second type of transducer considered was the Hall 
generator. The output of such a device is typically in the 
tens of millivolts for flux density levels encountered in 
most cores. It is rugged and reasonably inexpensive. However, 
to sense the core flux with such a device would require cutting 
a complete air gap in the core. This of course reduces the 
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squareness of the B-H characteristic to a point where it would 
probably be of little use for the desired purpose. This idea 
was also abandoned. 
The third method involves what is known a s  a MAD circuit, 
i. e. , Multi-A�ertured Device. In actuality such concepts are 
not really new ; the first, called a transfluxor , was described 
by Ra jchman and L o  in 1 956. It was , however, applied to 
typical digital circuitry again indicating only two states. 
The transfluxor is a ferrite disc with two holes cut in it 
rather than just one. Other devices developed from the original 
idea involve ferrite plates with as many as 14 and 1 5  holes, 
each hole representing the center of an individual core, each 
core coupled to its neighbor by sharing at least one common 
flux path � The idea is basically the same as the micro-
mini turization now being d ·one in semiconductors where one 
common piece of germanium serves as the base on which are 
built many individual components all inherently coupled 
together. 
The original purposes of these devices were to provide 
nondestructive read out of an established flux, and all are 
basically similar in nature. The process by which this is 
done, relies on the core threshold property so that one part 
of a core can be reverse magnetized without affecting another 
region. The main disadvantage of a ferrite device is that the 
saturating flux densities are only about one half of those 
attainable from metallic tape wound cores. Thus, in order to 
get a reasonable amount of volt-second storage , a much larger 
device would be neces sary. Inquiries directed to several 
65 
manufacturers of these devices disclosed that only very tiny 
units were being made on the order of ! inch diameter and 
smaller and there was little chance of obtaining special units 
for such an investigation. 
Therefore , another type of MAD was employed which could 
be fabricated from a standard tape wound square loop core. 
Such a core was described first by D. H. Schaefer in work 
related t o  the telemetry sy stem of the fir st Vanguard �atellite. 
The core was developed by Uaval · Re search Labs and qualitative 
information as to its operation was first published in 1958. 
Since that time the device has been described in several texts 
on magnetic devices , but no quantita�ive data have been found 
in this connection. The device , sometimes called a Cyclops 
core , is pictured in Figure 18. It consists of main memory 
core in which a hole is drilled through one wall . The dotted 
line around the drilled hole indicates a flux path such that 
a winding wound through the hole might act on the enclosed 
path as a separate core. Obviously a winding through the 
drilled hole can cause magnetization to occur in two paths, 
i. e. , around the entire main core , and around the path bounded 
by the dotted line. This is where the magnetization threshold 
of the material becomes an important factor. If a coil is 
wound through the small hole and current is increased from 
zero the following chronological events will occur. 
As the current is slowly increased no irreversible flux 
change occurs anywhere in the core until the field becomes 
strong enough to produce the D C  coercive force around a 





closed path. Obviously this occurs first around the inside 
diameter of the small hole. This occurs at a magnitude of 
current equal to 
H · 7TD 
I = ___ c __ N 
where D is the diameter of the small hole. As the current is 
increased, magnetization proceeds outward around the small hole 
until the region bounded by the d otted line is saturated. If 
the core dimensions are properly chosen, the current to cause 
saturation magnetization around this path is still below the 
threshold level around the main core. Since the length of the 
dotted line, i.e. ,  the outside circumference of the minor core, 
is nh, then the above statement maY,_ ,be written as: 
H
0 
1f h . He iT ( ID ) 
N <: N ( 3 2) 
One of the basic geometric criteria then becomes 
h < ID ( 33 ) 
for a core of this type. If this inequality is maintained it 
is then possible to cause complete reversal of flux in the 
minor core without affecting an irreversible flux change in 
the ma jor core. If the current is then increased, there will 
be little change in flux  in any part of the core. The outer 
edge of the minor core is kept from expanding due to the fact 
that any magnetic path greater than the dotted circle but 
less than ID involves a large effective air gap. Thus the 
only increase in flux is due to domain rotation around the 
minor core. Further increase in current has little affect on 
the major core because the leg on which the coil is wound is 
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now saturated producing a high reluctance path around the 
major core. 
Considering the effect of a coil wound on the major core 
leg, it is seen that any mmf large enough to produce 
magnetization in the main part of the core will also affect 
the flux in the legs of the minor core. In practice, the 
input to the core i s  in the form of volt-second pulses 
applied to a coil wound on leg 1 .  This establishes a flux 
density level throughout the core. The core is then 
interrogated by means of windings on legs 2 and 3, in such a 
manner that the total flux is unchanged around the main core 
thus preserving the stored information. To understand the 
interrogation method used, it is first necessary to understand 
the operation of another magnetic core circuit, the transistor­
magnetic relaxation oscillator , hereafter referred to as TMRO. 
D. TMRO Circuit 
A diagram for the typical TMRO type circuit is shown in 
Figure 19. Associated waveforms are shown in Figure 20. 
Basically the !j{RO is an astable multivibrator which uses 
magnetically coupled feedback rather than the resister­
capacitor combinations usually studied. In considering the 
operation of this circuit as well as many other magnetic 
circuits it should be remembered that the coefficient of 
coupling between all windings on the same core is very nearly 
equal to unity as long as flux is changing in the core. This 
means that the turns ratio relationship to induced voltage 
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7 1 
First, when the core undergoes a reversal of magnetization, 
coupling is very tight. Secondly, when the core saturates, 
the coupling is reduced nearly to its air core value which is 
usually very very small in comparison. It should be mentioned 
at this point that it is commonly accepted notation that 
current flowing into a dot on a winding is considered to drive 
the core to +¢
8
• This is  an additional meaning besides the 
standard accepted transformer polarity dot convention which 
still holds in all cases. 
Referring now to Figure 1 6, consider the occurrences 
where the core is in the negative remnant condition at point 
(a) on the B-H loop. Consider also that transistor T2 is ,,. 
saturated on and is effectively a closed switch, and that T1 
is biased . off and is thus an open circuit. Under these 
conditions V
0 0  
is applied directly across winding N2 in such 
a direction as to cause magnetization towards positive ¢s . 
Thus the current in T2 has increased to supply H0 at point 
(b) on the B-H loop and the flux in the core starts to reverse. 
As this occurs it is seenNthere is a voltage induced in coil 
B 1  
NB of magnitude V = V0 0 r- and that it is induced with the 1 2 
dot end positive. Thi s reverse biases the base-emitter junction 
of T1, holding it off thereby validating the originalNassumption. 
B2 A similar voltage i s  induced in coil NB 
2 
so that V = r- . 
2 
case it is Here also the dotted end is  positive but in this 
connected so as to hold transistor T2 on. Thus the initial 
conditions established are seen to be valid. The core is now 
traversing a path from (b ) to (c) on the B-H loop and is 
su9porting the applied voltage V
0 0  
so that: 
The time it takes to go from b to c is_ given by the volt- -
second absorption characteristic of the core. Thus: 
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et = 2 N2 ¢s = N2 0C  ( 34) 
Since the applied voltage over the saturating interval is 
V





( 35 ) 
It should be emphasized that the applied voltage across 
N2 during this time interval is constant , therefore, d¢/dt is 
constant and the induced voltages in all other coils are 
constant. When point (c) is  reached, the core is saturated 
and the rate of change of flux decreases. This causes two 
simultaneous events. First , the collector current starts 
to increase in order to maintain the constant change in flux. 
This is represented by the path c-d Figure 1 9b. However, it 
is remembered that the transistor is effectively a constant 
current device , approximately governed by the relationship 
I
0 
=�Ib where • is the common emitter short circuit current 
gain. For the collector current to increase would require 
the base current to increase. Since the flux has reached 
saturation the induced voltage in winding NB has decreased 2 
to almost zero and thus the collector current is forced to 
decrease. As the collector current decreases from d towards 
c, an elastic flux change occurs a s  the domains rotate back 
towards their remnent positions. This small reverse change 
in flux induces a small voltage in NB which tends to turn 
transistor T
1 
on, and in NB which tend s to turn transistor 2 
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T2 off. Once this process starts it becomes cumulative, the 
path' of operation changing very rapidly to point (f) and the 
core is  driven to reverse saturation by current through coil 
N1 since T 1 is now saturated on and T2 reverse biased off. 
When (g) is reached the transistion again occurs and the 
circuit cycles. The output from such a circuit can be taken 
directly across the collectors of the transistors or from a 
1oad winding. In the diagram it will be seen that when N2 
is the exciting winding, i.e., when T2 is  conducting, the · vccNL voltage across the output winding is  
N with the dot 
terminal positive and is constant throughout the saturating 
interval. When T 1 is conducting and _ coil N1 is the exciting ,,. -
winding the voltage across N2 is  again constant and is given 
vccNL by N 
· with the undotted terminal positive. Thus the 
1 
output voltage is a square· wave. · If N1 is equal to N2 then 
the voltage is a symmetrical square wave with a peak magnitude 
VccNL 
N 1 • 
or 
Also the period of the wave would be: 
N1 CX T/2 - -- Vee  
Vee  
f = 2«N 1 
( 36a) 
( 36b) 
It will be noted, however, that it is not necessary for winding 
N 1 and N2 to be of the same number of turns to satisfy conditions 
for oscillation. If they are unequal, the output wave will 
be unsymmetrical, such as shown in Figure 2 1. The basic 
expressions governing the magnitude and duration of the positive 
and negative pulses are given as: 
vo2 
vccNL T 2 
N20( N2 
= Vee  { 37) 
V o 1 
Vee� > 1  
N1
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FIGUBE 2 1  
OUTPUT WAVEFORM OF UNSYM�TRICAL TMRO 
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Note that the volt-second area is the same for both positive 
and negative output pulses and is given as: 
e t = � NL 
These expressions have neglected any series and winding 
resistance, and the saturation voltage of the transistors. 
In general these factors are only of minor consideration and 
are usually neglected. We have seen that for the symmetrically 
wound TMRO the period of oscillation is directly related to 
the change in flux which occurs in the core. In the case 
previously discussed the total flux excursion was from -¢
8 
to +¢s . This appears as the quantity 0( in the expression for 
the period of oscillation. If the same windings were placed 
on a different core, the value of ¢s being different, say 
smaller, then the period would be reduced in direct proportion 
to the reduced flux excursi·on . That is , the volt-second 
absorption capability of the core would be less so that for 
the same applied voltage the time of the saturating interval 
would be less . This is the property which is used when the 
TMRO is combined with the Cyclops core for nondestructive 
read out. 
E. Cyclops Operation 
For nondestructive read out of the flux level in the main 
leg of the Cyclops core the windings of the TMRO oscillator, 
are wound in the small hole around legs 2 and 3. The voltage 
Vee and the transistor base circuit resisters RB 1
and RB2 
are 
chosen so that current in the exciting coils can never become 
large enough to exceed the coercive mmf around the ma jor core. 
An exploded view of the minor core, and the Tl-IBO windings is 
shown in Figure 22. These windings are connected to the 
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transistors and Vee as shown in Figure 19. In developing the 
operation of the circuit, consider the flux in the main leg 
of the core to be set, by application of a given amount of 
applied volt-second pulses, to a value¢. Then it must be 
true that: 
(38) 
Now suppose transistor T2 of the TMRO becomes conducting, 
i.e., exciting current flows into the dot of N2• This causes 
a clockwise mmf around the small hole. This mmf increases 
the flux in leg 3 and decreases it in leg 2. This process 
continues until leg 3 saturates. At this point 
¢3 = ¢s (39) 
¢2 ¢ - ¢ (40) 83 
where¢ is the maximum saturation flux which can be 
83 
established in leg 3. At this instant ·in correspondence with 
TMRO action the states of the transistors change. T1 now 
becomes conducting and current flows into the undotted terminal 
of N1 causing a counterclockwise mmf around the small hole. 
This causes a flux reversal around the minor core, increasing 
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FIGUBE 22  
CYCLOPS BEAD OUT OSCI LLATOR WINDINGS 
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This is seen to be the same as the conditions at the first 
transistor interval indicating that the oscillator i s  in a 
steady state condition. During this steady operation it will 
be noted that on the clockwise half of the cycle , the total 
change in flux of leg 3 is 
( 45 )  
and on the counterclockwise half, the change of flux in leg 
2 is : 
A ¢2 = ¢ - ( ¢ - f6 ) ( 46 ) 82  S3  
If the small hole in the C yclops core is drilled in the center 
then the cross sectional area of leg 2 is the same as leg 
3 and 
¢s = ¢s = ¢s (47 )  2 3 m 
where ¢sm
· will represent the saturating flux of the minor 
core. 
Therefore, equations 45 and 46 are equal in magnitude 
and the change of flux occurring in either half' cycle is given 
as : 
A ¢ = . 2¢ - ¢ ( 48 } 
Sm 
The change in flux during a half cycle of oscillation of the 
TMRO is seen to be controlled by the magnitude of flux ¢ in 
the main core. The permissible range of ¢ is : 
0 � ¢ � 2¢ 
Sm 
For negative values of ¢, i.e. ,  flux in the other direction 
the magnitude of changing flux in the minor core will take on 
equivalent values to those shown for the given directions. For 
example if ¢ =  ¢s then according to equation 48 m 
79 
A¢ = 2¢ - ¢ = ¢ ( 49) sm sm sm 




A¢ = 2¢ - ( -¢ ) = 3¢ ( 50) sm sm sm 
Obviously the flux cannot change more than 2¢8m
. The condition 
actually existing is that the change in flux would be of 
magnitude ¢ but leg 3 would then saturate with counterclock-sm 
wise mmf and leg 2 with clockwise mmf. In graphical form the 
change in flux around the minor core with TMRO action versus 
the flux ¢ is shown in Figure 23. The period of oscillation 
of the TMRO is determined by the flux excursion in the core. 
This is given from equation 3 6a, as 
T/2 = N A0 · 
Ve e  
where N is the number of turns of the exciting windings and 
T is the period of oscillation. 
Therefore: T -
2N A¢ 2N ( 2¢s -
1 ¢ 1) (5 1 ) 
Vee Vee m 
The period of oscillation is seen to be. controllable linearly 
with respect to 1¢f over a range from : 
Tmin = O at 1¢ 1 = 2¢ (52) 4N¢s 
Sm 
Tmax 
m at 1¢ 1 = 0 (53) - Vee 
Obviously the lower limit is not possible since it implies 
oscillation at infinite frequency. In a ctuality it is found 
that there is always some reversible flux around the small 
core. This is due to the fact that the core, especially the 
minor core is not actually square in flux -mmf relationship. 
Remembering that squareness is a result of easy axis alinement 
in the crystal structure of the core, it is seen that orientation 
around the ma jor core is not a sufficient condition for 
---"-------------+----------�---r- ;  
-2 f's,,, + 2 f>sm 
FIGURE 23 
MINOR CORE FLUX MAGNITUDE AS A FUNCTION OF 
MAJOR CORE FLUX 
80 
8 1 
squareness around the minor core . In fact major core squareness 
prevents the minor core from being square. In addition, the 
process of drilling the hole reduces the squareness, i. e. , 
high degree of orientation in the local region. It is, 
therefore, impossible to cause a remnent flux state in the 
core which would prohibit at least a small flux change around 
the minor core . 
The process of information storage and nondestructive 
read out is now established and the basic governing 
relationships have been developed . The information is stored 
in the core by regularly occurring, constant amplitude pulses, 
whose widths are a function of the s�mpled signal . This ,. . 
information is held in the core as a flux level in the main 
leg. A Tr.mo is bu11 t around a minor path in the core. This 
circuit oscillates continuo·usly , the period of oscillation 
being related to the flux in the main leg . In the experimental 
circuit designed and constructed by the author, no extreme 
transient conditions appeared in the oscillator output when 
the input pulses were applied to the main core. That is, while 
the frequency of oscillation changes, the oscillator exhibits 
no transient voltage or instability during the pulse. In 
this respect it is in all probability good practice to design 
the oscillator with a period of oscillation which is long 
compared to the length of the input pulses to the main core. 
F. Pulse Width Modulator 
In explaining the operation of the :EWM it is advantageous 
to first study the basic building block of the circuit. This 
82 
circuit is shown in Figure 24. It is a hybrid between the 
Ramey 1 and Logan2 types of magnetic amplifiers with square 
wave applied voltage. In addition, the output is taken from 
a third winding rather than across the load resister RL. 
The waveforms of excitation voltage and resultant flux 
change are shown for a control curre�t of Ic - o .  Ideal 
conditions are assumed throughout, including a perfectly 
square B-H loop. 
Assume the core is set to -¢8, point (a) Figure 24e, 
at the beginning of the positive half cycle of the excitation 
voltage. Also assume the value of Rr, so small that the 
exciting current causes a voltage drop across it which is 
r
., 
negligible with respect to v1 • Upon application of v 1 to 
the winding N 1, the flux starts to increase at a rate determined 
by the applied voltage so · that d¢/dt = v 1 /N. The circuit is 
designed so that the core will just absorb the total volt-
second area of a positive pulse. The core is now at point 
(c) on the B-H loop having traversed the path a-b-c. At this 
instant the applied voltage reverses so that T2 is now 
positive with respect to T 1 by an amount v2• The diode now 
becomes reverse biased and current must flow through Rr, ,  N 1, 
and RR. This is the reset current. If the magnitude 
v2 is greater than the threshold current of the core, RR +  RL 
then the flux must start to decrease. Since the B-H loop has 
1. Lynn, Pula, Ringelman, Timmel - Self Saturating Magnetic 
Amnlifiers - 4McGraw Hill Book Company, Inc. - 1960 -
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BASIC PULSE WIDTH MODULATOR AND ASSOCIATED WAVEFORMS 
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vertical sides, then the current assumes a value of 
· H 1 
· 
v2 - . e 1 I = N� • Since I = � + � where e 1 i
s the induced voltage 
in N1 during this reset period, and since I, v2 , RR , and Hr, 
are all constant, then e1 must also be constant and e
qual to 
v2 - I (
RR + Rii> · S ince the flux changes at a rate determined 
by e 1 then: 
dt ( 54)  
This rate of change occurs over a period of time equal to i-2• 




, such as point (e) on the B-H loop, Figure 24e. Upon 
appli cation of the next positive pulse, v
1
, the flux increases 
to +¢ again but the length of time � during which this occurs s 
is much shorter. Thus it is seen that by controlling the 
rate of change of flux during the reset period, it is 
possible to control the volt-second absorption by the core in 
Figure 24 during the positive half cycle. Equation 54 shows 
that this can be accomplished by varying RR . 
Now consider the effect of a constant current I flowing 
c 
in the control wind ing N2 • During the positive half cycle 
the only affect is to increase the current flowing in  N 1 since 
_ 
Hcl Nc now I
1 - � + 
W- Ic. Nevertheless, if the small voltage drop 1 1 
across RL is neglected, the voltage across N1 is v 1 and the 
� V1 flux must increase as dt = � .  
During the reset cycle, however, the current Ic plays an 
important role. During reset the total mmf causing reversal 
of flux is the sum of that resulting from the current in N 1 
and that due to Ic. Thus : 
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H0l 
= N 1 I 1 + NC I C 





I c = 
_ N 1 
Substituting this expression back into equation 54 describing 
�� during reset, gives : 
( RR + RL )  Hcl ( RR + RL ) Nci c v - + 
� 
2 N 1 N 1 
dt ( reset) =  N 1 
It is now obvious that reset is controllable by two 
( 56 ) 
independent means, i. e. , varying RR or Ic. This is a common 
mode of operation in magnetic amplifier circuits and is known 
as "Constant Current Flux Reset ". The above derivation is 
reduced in practicality because of' several simplifying 
restrictions. It does, however, indicate the important features 
of pulse width control. 
Now consider the voltage e
0 
during a complete cycle of 
operation. Note the diode is placed so that an output voltage 
appears only during gating , i. e. , when the flux is increasing 
toward +¢s · Any voltage induced during reset is dropped 
across the reverse biased diode. Since v 1 is constant, during 
the gating period v
2 
is constant as long as the flux is 
changing and is equal to V1 NL/N1• When the core saturates 
the induced voltage in both windings is zero. 
The important thing to note is that the width of the 
output pulse e , is controlled by the amount of' reset during 
0 
,2, and thus by the values of � and Ic. If RR is ad justed 
to produce reset to ¢ = O when Ic = O then the pulse width of 
e0 can be increased f'rom 1' 1/2 to 'f1 for positive values of I c 
and from ;1/2 to O for negative values of Ic. 
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Now in order to satisfy the criter1on of positive or 
negative pulses depending· on the polarity of the control signal , 
two of the previously described circuits are connected in a 
push-pull arrangement. The actual complete circuit developed 
for this application is shown in the diagram, Figure 3 1. Both 
sides of the circuit are driven in synchronisim from the TMRO 
pulse generator. Thus both cores start the saturation interval 
at the same time , and start reset at the same time. The 
individual values of RR and � are adjusted so that both A B 
cores saturate at the same time on the positive half cycle. 
Thus with no control current through N and N , the output 
CA CB  
voltages at NL and NL are exactly in time co�respondence. A B r '  
The coils are connected in bucking polarity, though, so that 
the output voltage is zero. It will be noted that the control 
windings of each circuit are connected in series in such a 
way that if' current flows in a direction to increase the reset 
of core A it reduces the reset of core B, and visa versa. 
Assuming the control current increases reset in A and decreases 
it in B, the output of A occurs for a longer period of time 
than that of B. They both rise at the same time and cancel 
each other until core B saturates. The circuit output then 
assumes the value of  the output of core A until it also 
saturates. The output then again becomes zero. The pulse 
width of the circuit output voltage is then determined by the 
difference in pulse width of  the output voltages from each 
core . 
The above conditions would give a positive polarity 
pulse. If the control current flows the other direction 
then, B will reset more than A and the resulting output of 
the circuit will be negative. 
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It is desirable that the current in the load windings be 
as low as possible, since it is reflected into the primary 
during the exciting interval , causing an additional voltage 
drop across Hr, •  Several attempts were made to find ways of 
driving the Cyclops windings directly from the PWM output . 
It was concluded that best results were obtained through the 
use of a driver amplifier. An amplifier not only improved the 
pulse form of the PWM output, but the transistors, driven 
into saturation also produce additional pulse shaping. The 
result was very clean pulses delivered to the Cyclops input 
windings from a very low impedance source. 
The �evelopment of the transfer function of the overall 
system requires a thorough understanding of the sampling 
process employed. This is in turn a characteristic of the 
pulse width modulator. The error signal to be sampled and 
integrated is applied across windings N and 1! of the PW!vI. 
CA CB 
The input voltage from the TMRO pulse generator is shown in 
Figure 24b. The period of time ,1 is the maximum interval 
in which an output pulse o ccurs. Period i-2 is the time 
interval in which sampling occurs , since it is recalled that 
during this period flux reset takes place. During this time 
interval the reset is controlled, in part, by what was 
previously called the control current Ic. It should now be 
noted that this current is of a value determined by the signal 
being integrated. During �2 no output from the PWM can occur 
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and the cores are reset in relation to the magnitude of the 
input signal over this period . At the end of -r2 sampling 
stops and an output pulse occurs sometime during the interval 
>' 1, the width of the pulse being determined by the amount of 
reset occurring over the previous sampling period. 
G. Derivation of the System Transfer Function 
A prime system parameter is the function sampling rate. 
This is the output pulse repetition rate and is governed by 
the input waveform to the P�1�. It is  a ssumed that this is a 
known parameter. A graphical representation of the process 
is indicated in Figure 25. An input signal f (t) is shovm and 
the intervals 1'1 and ,-2 are indicate�. These are not 
necessarily to scale. The cros shatched areas are not a 
part of the actual sampling process, but are used in the 
derivation. The output pulses of the Pvn� are shown in 
25b. It is to be shown that the volt-second areas of the 
generated pulses are directly related to the integral of the 
time varying function. 
In relationship to Figure 25 it will be observed that 
the time interval At is governed by the repetition rate. 
1 The relationship is At = R• The value of reset is  determined 
by the average magnitude of f (t) during the sampling period 
"r 2• Also: 
� 2  >> >' 1  
The output pulses of the PWM are applied to the Cyclops core, 
each pulse increasing or decreasing the remnant flux level 
according to its volt-second area and polarity. The remnant 
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¢ = i � ( 57) 
\ -: I 
where ¢ is the remn ant flux level in the Cyclops core, N is 
the number of turns on the input winding of the Cyclops core, 
¢0 is the initial flux level, and V A.1" j is the volt-second 
area of the jth pulse from the PWM .  The width of the jth 
pulse is directly related to the average voltage of f (t) 
during the previous sampling interval. Ref erring to Figure 2 :5, 
A 1' j = Kw e 1 ( j ) ( 58) 
where Kw is the pulse width gain constant of the PWM. The 
units of Kw are second/volt. 
The integral of f (t) may be given approximately as 
) r(t)dt � ;E,' e1 ( j) A t ( 59 ) 
\ �  I 
the approximate equality signs becoming equality signs as  
Since 4t is constant in the above expression, and 
V is constant in the output pulses, and since A-rj is 
directly related to e1 (
j), the pulses are seen to be directly 
related to the approximate integral. This can be expressed 
as, 
e i ( j ) ( A t) = +- t. 1' j ) (  � ) ( 60) w v 
where Kv is a proportionality constant having the units 
volts/sec. This  constant relates the voltage magnitude of 
the output pulses to the time period At. It would be 
expressed in the form : 
v v At = K or Kv = it 
Since 1 /A t is equivalent to R, the repetition rate, Kv may 
be specified as 
K =· VR v 
where both V and R are circuit parameters of the system. 
It is now possible to write: 
1 ?. ei ( j )  b t  = K.Jv v b� j 
� '; ' \ � I 
Therefore: 
Substituting into the expression for flux level in the 
Cyclops core, equation 26: 
KJ(v ¢ = N � f ( t ) d t 
9 1  
( 6 1 ) 
( 6 2 )  
( 63 ) 
Now since the output period of the 1MRO read out oscillator 
of the Cyclops core is from equation 5 1 
2:Nm T = ---V (2¢sm · - ¢)  cc 
where Nm is the number of turns around the minor c ore and the 
other symbols are as previously defined. Then 




T = V V N )
f (t)dt 
cc cc 
T = A - B Sr <t)dt 
4 Nm ¢sm A = 
Vee 
2Nm Kw V R B = V N cc 
( 64 ) 
( 6 5 ) 
Eoth constants in the above expression are determined by 
physical parameters of the system. The equation, however, is 
seen to involve so many quantities that it is only superficially 
useful as a design expression. Most of these pa�ameters are 
necessarily chosen by the circuitry requirements reducing 
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the applicability of the above expression to one of final 
analysis or possibly as an aid in optimizing a "first model " 
unit . It does, however, predict the theoretical feasibility 
of the proposed concept. 
It is still necessary to perform one more operation on 
the output. That is , in any useful system the output of the 
integrator will have to be a voltage, and not a period of 
oscillation. Undoubtedly ,  it is possible to develop a circuit 
which produces a voltage output proportional to input period. 
Time limitations prohibited such investigation. The method 
actually employed in this system was to apply the output of 
the Cyclops read out oscillator to a frequency detector 
circuit. This is not entirely desirable because it results 
in a nonl·inear transfer function of the overall system. It 
was expedient, however, since such a device is described 
on · a  qualitative basis in the literatu.re
1
• 
The output of the frequency meter actually used is a 
series of rectangular pulses of constant amplitude and width, 
i.e. , constant volt-second area, whose repetition rate is a 
function of the input frequency. Output waveforms from the 
actual circuit for three input frequencies is shown in 
Figure 26. It can be shown that the average value of these 
voltage pulses is directly related to the input frequency. 
Therefore : 
Kf eo = Kf fin = � in 
1 .  Meyerhoff, Barnes, Disson, Lund - Digital Applications of 
Magnetic Devices - John Wiley & Sons, Inc. - 1960 � 






FREQUENCY DETECTOR OUTPUT 
A -. 95.P ops 
B - 6,0 ops 
C - 370 ops 
94 
where Kf is th e gain constant a ssociated with the frequency 
con·verter. 
Su b stituting th e previously derived expres sion for the 
period of oscillation of th e read out oscillator into the 
above expres sion, re sult s in 
Kf eo - A - B S eidt . 
where the quantities  A and B were previously d efined. 
H. Low Pass Filt er 
( 66 ) 
As  was evid e nt in the graphical r epre s entation of th e 
proce s s  of integration given as Figure 17, there are definite 
high ord er frequencie s  gen erated. This is  pre dicted by the 
sampling theorem. It state s  that �n ord er to obtain or 
reproduce the original sampled  signal, it i s  nece s sary to 
filter all frequ ency components equal to or great er than fro 
where f i s  the highest frequ ency component of the sampled m 
signal. That is , if the sampl es are pas sed through an id eal 
low pas s  filter with a cutoff frequency of f the output will m 
be the sampled signal 1 • I t  would then seem nece ssary to 
apply the same rule for thi s case. 
In ad dition to the higher ord er frequency components 
produc ed by the sampling proce s s, it will be  noted from Figure 
26 that the frequ ency d etector its elf g enerate s  high frequency 
compone nts. This i s  inherent in its operation, being a 
nonlinear d evic e, and must be accepted. The information 
from th e fre quency detector is, however, carried only in th e 
1. Mischa Schwartz - Information Transmission , Modulation, 
and Nois e  - McGraw Hill Book Company, !nc . - 1959 ;,.. 
New York, New York 
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D O  level , and not in the A C  components. These frequencies 
must, therefore, be filtered out. 
The average level at the frequency detector output will 
of course be a time varying quantity for a time varying input 
to the integrator circuit. The frequency at which this 
average value changes is the frequency  of the input signal. 
It is , therefore, necessary to follow the frequency detector 
with a low pass filter with a cutoff frequency just above the 
highest frequency the input signal will ever attain. When 
such an integrator is used in an electromechanical system 
it should be emphasized that the components of the overall 
system, i. e. , motors, generators , e�c. generally limit the 
r ·  
band width and as a result a separate filter circuit is 
usually not necessary. 
The overall block diagram of the proposed integrator is 






















COMPLETE SYSTEM BLOCK DIAGBAM 
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VII. BASIC TRANSISTOR-MAGTu""ETIO DES IGN CONSIDERATIONS 
A. Basic Magnetic Design Parameters 
97 
The magnetic design involved in this work is concerned 
only with constant voltage switching. This is in contrast 
with most published work since computer applications are 
almost always current switching problems. The difference 
lies in the selection of impedance levels and resultant 
waveforms. In constant voltage switching the induced emf 
in the core windings is constant during a period of flux 
reversal. This means that the rate of change of flux is 
prescribed by the applied voltage and the current that flows 
is the amount required to supply the energy for the formation 
of the domain wall and its motion. A typical switching 
configuration would be as shown in Figure 28. This simple 
circuit is indeed very general since it involves almost all 
parameters usually encountered. If at certain times some 
of the quantities shown do not exist in a particular circuit 
it is merely considered a simplification of the above 
generalized figure. 
The transistor is used as a switch. When the base 
current is zero, the collector circuit is open. When the 
base current is increased sufficiently the transistor becomes 
saturated, the voltage from collector to emitter dropping 
to . 1-. 2  volts typically. This saturation voltage indicated 
as Vs is a typical design parameter of the transistor. In 
many instances it can be neglected for values of 
V
0 0  
>> . 1  to . 2. Since the transistor cannot change states 
98 
. R  
� 
%e ... t 
Vs N, Na, Ra. 
! 
--------- 1 ,  .... +____ ___ 
Yee 
FIGURE 28 
TYPICAL SWITCHING CIRCUIT 
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instantaneously its parameters rise time, storage time, and 
fall time are also points of consideration. In the work here, 
switching takes place over fairly long time intervals and the 
transient effects of the transistors were neglected. I. B. M. 
switching transistors were used wherever possible, thus reducing 
the problem to mainly a cademic interest. Typical values for 
the above mentioned parameters for alloy junction silicon 




tr = . 55 u sec 
ts = . 50 u sec 
tf = . 50 u sec 
With high speed . switching transistors these values would ., 
t' 
easily be reduced by a factor of 1 0  and with the newer 
expetaxial growth methods can be reduced by a factor of greater 
than 100 . 
When the transistor is turned on ., the voltage V - V ,  . c c  s 
is applied across the series combination of the resistance R 
and the coil of the square loop core. · Assume for the time 
being that Rr_, = oo 1. e. , the current flow is entirely exc1 ting 
current required to switch the core. If the condition of 
constant voltage switching is to take place then: 
IR « V c c  - Vs 
To make certain this condition exists it is necessary to know 
the magnitude of the current which will flow. It will be 
recalled that in Chapter V the current required for constant 
1 .  General Electric Transistor Manual - Fourth Edition -
For Type 2N395 Transistor 
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voltage switching was discussed. A typical plot of current 
ve�sus time was given in Figure 1 1 .  The critical value of 
current is that quantity necessary to produce HP. If the 
condition given above holds during the rise of mmf to H
P
, then 
it will surely hold throughout the rest of the switching 
interval. The magnitude of H0 and HP 
is a function of the 
required domain wall locus velocity which is determined by 
the applied vol tage per turn of the e xciting coil. 
Since domain wall velocity v is proportional to �� then: 
v oe � oc � dt N 
Then since H
P
= f (v) it can also be said that: 
Hp = f (_e/N ) (67 ) 
Using the circuit shown in Figure 1 2 experimental values of 
peak current were taken for various values of applied voltage/ 
turn ratios. Knowing the dimensions of the core these data 
were then plotted as HP versus volts/turn. The result is 
shown in Figure 29. This is a basic d esign curve for the 
following work. It was taken with a core of 50-50 grain 
oriented type, commercially available as 49 Square mu from 
Magnetics !nc. A useful relationship which can be of use if 
the core goes through a complete reversal of flux is 
o(. 
Volts/turn = � (68 ) 
where t is the switching time. This can be seen to be true 
at constant voltage since the absorbed volt-seconds is: 
et - 2 Nrz$ s = N ()( 
The term ot is also found to be extremely useful and the 
previously prepared plot of 0( versus cross sectional area, 
Figure 1 5  will be used as a design curve. 
I · -
. ;  ! l ·  
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Returning to the problem of determining R, if we assume 
that the voltage applied to the core is V
0 0  - Vs then from 
Figure 29 a value of H is found. p 
Knowing the dimensions of the core, the maximum current 
H 1 
involved is determined as I
P
= -fr- where 1 is the length of 
the core and N the number of turns of the coil. Then: 
I
P
R �< Ve e  - Vs 
The actual magnitude of this inequality was found to be 
noncritical in most cases. Usually a ratio of 10 to 1 was 
adequate for initial calculations. There is, however, a lower 
limit to R. When the core saturates the resistance must be 
high enough to hold current below d�maging levels . Upon 
saturation of the core, the current rises to a value 
(Ve e - V6)/R. Since the maximum collector current of the 
transistor must not be exceeded, the lower limit of R is 
given by: 
Vee - Vs 
Rmin = Ic ( max ) 
The voltage induced across Coil Two during the switching 
interval is given as: 
(Ve e  




N 1  
(69 ) 
(70 ) 
If a load is coupled to the coil, such as Rri, then the total 
current I is: 
N2 I = IE + N IL 
where IE is the exciting cur!ent. Although 0£ little 
( 7 1  ) 
consequence, IE is distinguished from IP 
since I
P 
is the peak 
magnitude of IE . In most calculations the difference is 
usually neglected and calculations are made using I
P 
through-
out the exciting interval. 
Design usually involves the following : 
Switching time - t (usec ) 
Selection of core - '- "s ( webers) -
Number of exciting coil turns - N ( turns ) 
Proper Transistor - I - (max collecior current) - c 
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In considering the methods to be presented and illustrated it 
would seem fitting to quote a statement found in the latest 
text on magnetic circuits by Meyerhoff,1 "The design of a 
transistor-magnetic pulse circuit is largely a matter of 
judgment for there are more design parameters than there are 
useable equations. Optimization might reduce the parameters 
to be judged, but the art is insufficiently advanced to permit 
mathematical optimization. Until such refinement has been 
accomplished, working designs which ·' are not necessarily opti m a 1 
must suffice. " 
B. Basic Power Relationship 
The various parameters in most designs _ are all interrelated, 
and yet, no common equation exists. This usually results in 
design by successive approximations or some form of graphical 
solution. However, there is one basic form which provides 
ground work from which to start and this involves the use of 
power as a parameter. Since power is not determined by turns, 
ratios, etc., it offers a fairly general expression, at least 
for the selection of a core. 
Consider the diagram shown in Figure 30. Typically it 
might be considered as half of a TMRO. Actually it can be 
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transistor is turned on and the core i s  undergoing a reversal 
of flux, 
2 H 1¢s ei = -t 
where e 1 is the induced voltage in N1 and t is the time necessary 
to reverse the flux from -¢6 to +¢6• 
Neglecting the difference between H
0 
and H during the p 
exciting interval the exciting current is constant and given 
by: H 1 
IE
= �7 
The power reauired to cause flux reversal is then found to be: -
2¢ H 1 
Ps = ei IE = 
s
t p 
The power suppl ied by the battery and controlled by the 
collector circuit of the transistor is: 
p = ps + pf + PL 
where 
p - Power s to cause flux reversal 
1) - Power for feedback to transistor 
.L f 
PL - Power delivered- to load 
The quantity pf is given as: 
pf = V2 IB 
( 72 )  
( 73 )  
( 74) 
where IB is the transistor base current. Usually in conditions 
where high feedback is occurring the relationship 
IC IB = � 
does not hold. More generally, the minimum base current for 
saturation would be specified in magnitude, a typical value 
being 500 u amp . The actual required value is dependent upon 
the collector current. To simplify the requirements, however, 
1 0 6 
the relationship involving � will be used, w�th the under­
standing that when using. the term, it is wise to use the 
lowest value of � specified for the transistor , thus assuring 
ample feedback .  Therefore: 
v2 Ic pf - � (75) 
Substituting this back into the power summation , and realizing 
the total power supplied to the winding N 1 is ( V0 0  - Vs ) I0 , 
. then: 
2¢ H 1 s p 
t (76) 
This expression e quates the power delivered to the power 
absorbed during the saturating interval. In most circuits , 
this interval would be followed by a period where the r 
transistor would not be conducting .  Thus a more useful 
expression would be one involving average power , over one 
complete cycle of operation. 
If the perio d  of the complete cycle of operation is 
specified as T then the duty cycle of the circuit considered 
is of magnitude t/T , that is, the average power relationship 
is 
which can be reduced to: 
Solving for � gives: 
+ T V2 I c(avg) Pl t � + Lj 
Cl( - H: 1 l( Vc c - Vs - ;
2
) I c ( avg ) - PL J] 
Thus , given the load power , the transistor , the type and 
length of core , and the applied volts/turn so that Hp can 
( 77) 
(78 ) 
1 0 7 
be determined, the selection of a core area can be 
expedited. If on the other hand, the core is already 
specified for one reason or another, the equation may be 
rearranged to solve for the collector current of the 
transistor thus providing a selection of one of ample si ze. 
Whence : 
Ic ( avg) 
= ( 0( Hpl + ·P
L t) 
T (Ve e  - vs - V2/�) 
( 79) 
VII I. INTEGRATOR CIRC UIT  DESIGN 
A. Introductio n  
1 08 
The circuits devel oped in the c ourse of the research for 
this thesis in clude the C yclops core memory unit, a pulse 
width m odulat or, a timing pulse generator , the TMRO read 
out oscillator, and a frequency detector. Figure 3 1  is the 
complete schematic diagram of the integrator. 
The design of the circuit directly asso ciated with the 
Cyclops c ore will be considered first. In order to design 
the pul se generator circuit it is advantageous to kn ow the 
load power it must supply. Therefore , it is somewhat more 
straightforward to  proceed in thi� 'manner. 
B. Cyclops C ore 
The operation of the Cycl ops core has been discussed in 
some detail in the introductory chapter . The quantities which 
must be determined are: 
1 .  Core Selection 
2. In put Windings 
3. TMRO Read Out Circuit 
C ore selection is rather an arbitrary parameter in this 
case. It was felt that a large core should be used and many 
input turns applied so  that the volt-second absorption capacity 
would be large. This means a high sampling rate could be 
employed, thereby improving the integrating property. Also 
the coil winding equipment available would not wind any core 
with an ID  much less than 3/4". Other factors in the selection 
were high saturatio n  flux density and s quare minor loops. To 
these ends a Deltamax core was selected from the Arnold 
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COMPLETE CIRCUIT DIAOBAM 
110 
Magnetic Materials C ompany's catal ogue. The dimensions of 
the cor e  are: 
ID  = 3.175 cm 
OD 4.445 cm 
Ht = 2.540 cm2 Gross C ore  Area = 1 .  6 1 0  cm 
Stacking Factor o . sso 
Mean C or e  Length 12 .000 cm 
This is Arnold Core si ze  T7 1 89 . To form the minor core , 
a h ole  3/16 1 1  diam eter was drill ed through the sid e. This was 
d one with an ultrasonic drill through the c ourtesy of the 
I .  B. M .  Corporation at Owego , New York. The siz e  of the 
hol e i s  again arbitrary, being a compromise b etwe en winding 
wind ow ar ea , and maximum cross sectinnal are a  of the minor 
l egs. With this size  h ol e , and th� c ore specifie d ,  the t otal 
maximum flux change around th e small hol e is found as follows: 
-4 I 2 Bmax = 1 4 . 2 Kilogausses = 1 . 42 x 1 0 we ber cm 
C o re area of eac h  minor l e g  = th - 2
3/ 1 6 " !(on - I� 
In the metric system this gives: 
A = ( 2 . 54 .2±1..§. ) ( 4 . 445 - 3. 1 75 )  = m 2 1 
• 
31 cm2 
Ther e f ore: 
¢sm = ( Bmax ) (Am) = (1. 42) ( 1. 31) = 1. 86 x 1 0-
4 weber 
In the d esign of the input windings , little quantitative 
information was availabl e. Experiment showed that here  again , 
c ompr omise was required. In ord er to  increase the resolution 
of int egration the turns should be increased as much as 
possibl e ,  limited by wind ow area , sd the total volt-second 
absorption capacity would be  increased. This w ould allow the 
highest possibl e number o f  pulses to  be  applied without 
1 1 1 
saturating the core. On the other hand, it is recalled that 
there is a time inte rval between the application of a pulse 
and the increase in current to cause wall movement. This 
time is governed by the inductance determined by the initial 
permeability and the square of the number of turns on the 
coil. Thus this indu ctance increases quite rapidly with the 
number of turns and results in threshold effect so that pulses 
of small width are not of long enough  duration to cause an 
irreversible flu x  change. It was found experimentally that 
1000 turns was about the maximUlD number which could be wound 
·with ease. This was primarily a limitation of the coil 
winding machine and could be increased by at least a factor 
,, ,. 
of 2 with more modern equipment. Since the input winding had 
to be split it was decided to wind two 200 turn coils and two 
300 turn coils for the input windings. This would allow each 
input coil to have 200 , 300, or 500 turns depending on how 
they were connected. 
The time threshold associated with these windings is 
found from equation 2 1  as: 
= ( 1 6  
u1 H A N  t - p v 
x 1 0-3) ( 1 8)£2 . 62 x 1 0
-4) (2 x 1 02) = 58 . 8  u s ec  
t300 - 88. 4 u sec 
147 u sec 
These values are probably much larger than we actually will 
obtain, due to the assumptions that u1 and HP 
apply during this 
interval. However, they are indicative of the fact that the 
number of turns of the input winding cannot be increased without 
limit. 
1 1 2 
D esi gn of' the T:MRO is rather straightforward, using 
approximat e relationships and negl ecting circuit and winding 
resistances . Actually d esign is rather a loose term for the 
operations involved but her e again the r esult is governed 
by coils that c an be  wound in the available space. The basic 
d esign pr emise her e is to make the period of oscillation long 
with r espect to the input pulses. Ther efor e, the p eriod was 
mad e as long as possible ,  by winding as many turns as possibl e  
in the small hol e. This involved a certain amount of cut and 
try because room must b e  allotted for the feedback turns , 
and these ar e som ewhat d epend ent upon the number of turns in 
N1 and N2
. The r esult ·was windi�f; N1 and N2 
with 40 turns 
each. In ord er to actually d etermine the turns :for N3 
and 
N4 it is ne c essary to know the voltage V0 0• This voltage  is 
som ewhat critical since if it is too large , curr ent transients 
during the switching process of the . TMRO may caus e flux 
disturbanc es in the main leg of the Cyclops cor e. If the 
voltage is too low the TMRO will not oscillat e. Since these 
f'actors are mainly determined by the transistors used and the 
r esulting circuit r esistance , experim ental t echniques wer e 
us ed. 
Through the evolution of approximately four differ ent 
oscillator circuits it was determined that voltage ranges 
of V
0 0  
b e tween about 1 volt and 3 volts wer e d esirabl e, 3 
volts being an upper limit. Sinc e  the syst em buss voltage 
was chosen as 8 volts it was d ecided to obtain V across a cc 
Z en er regulator dio d e. In the absenc e  of a proper Z ener 
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diode, the forward drop of two series silicon diodes was used, 
giving a value of V0 0  �f about 1 . 5  volts. 
It was desired that the feedback base current be 
approximately 1 ma. to insure the transistors be held fully 
on when conducting. Since the voltage level V0 0  was so low, 
germanium transistors were used. Although the actual 
characteristics of the particular transistors used were not 
available, pr evious experience helped determine the required 
voltage and current levels. Since only on or off conditions 
are to exist, little actual information is needed. 
Assuming the base threshold voltage to be approximately 
0.2 volts, then, in order to allow for sufficient feed back, 
the ind uced voltage in the feed back windings should be at 
least .twice that value preferably more. Thus: 
N 1\T , � N · ' __{ • 4) ( 40) >� 1 1 turns 3 = .i:�4 � . 1 .  5 1 � 1 • 5 � 
In applying the windings to the actual core there was found 
to be room for feedback windin gs of 20 turns and so this 
value was used. 
The only quantity remaining is the value of RB and RB . 1 2 
With the 20 turn feedback windings the induced voltage is 
approximately : 
20 VN = VN = ( 1 . 5 ) 40 = . 75 volts 3 4 
This is assuming unity coupling which may not be the case with 
this configuration. However, on the basis that it is not 
radically in error for a base current of 1 ma. 
RB = •
75 - • 2 = 650 ohms 1 ma 
In the circuit it was decided to use 500 ohm resistances and 
decrease them if necessary to obtain stable and easy 
1 1 4  
starting o scillation. During the experimental work the values 
were 1 owe red to 1 00 .n. ; 
The maximum period to be expected from the oscillator can 
now be predicted. From equation 3 6a the maximum period is 
found to be: 
T max = 
With the constants of the circuit developed, this would be: 
T = (4) ( 40) ( 1 . 8 6 x 10
-4
) = 19 . 8 x 1 0-3 sec 1. 5 
C. Pulse Width Modulator 
Before the circuit parameters of'  the PWM can be calculated 
several system constants must be determined. They are : 
1. Sampling rate ., ,.. 
2. Maximum output pulse width 
3 .  Output voltage required for 
driver amplifier 
4 .  V oltage magnitude of input pulse 
The sampling rate is somewhat arbitrary but limited in 
extremes. As previously mentioned, it must be at least two 
times the highest frequency component of the sampled sigp.al. 
On the other hand it must not be t oo high, or the c ore may 
saturate before the feed back system has time to respond. For 
the purpose of presenting a typical design situation, suppose 
the integrator is t o  be employed in a system where 
wn = 30 rad/sec. This is practically realizable and typical 
of a medium sized motor generator set. The approximation for 
the sampling rate was previously devel oped , equatio n  30: 
R N Af 1.u., = 4 V T  max 
From the diagram of the system, Figure 3 1 , and the d esign of 
the Cyclops core, the parameters involved are as foll ows: 
6 cp  o:f Cyclops core = 2 ¢sm = 3.72 x 10
-4 
N � 200, 300, or 500 turns 
V 8 volt 
Tmax = (undetermined) 




2 x 1 0-4) (30) = - � B) Tmax · 
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A decision must now be made as to the maximum pulse width 
to b e  generated. Here again such a magnitude cannot be 
cal culated as optimum and an experienced or knowledgeable 
guess is in order . It was originally planned to use maximum 
pulse widtns in the neighborhood of 100 u sec. These could 
be generated without much difficu;L,ty while pulses o:f a few 
microseconds width become rather distorted . It was found , 
during the preliminary experimental work , that wider pulses 
would be nec essary to produce maximum variation in the output 
of the Cyclops core. Remembering the calculations predicting 
threshold pulse width , P.age 111, gives evidence that 100 u sec 
maximum width is probably not enough. · As a result of these 
considerations it was decided to make the maximum pul se width 
500 u sec. This is probably larger than necessary, but at 
least the extra width is available if required, and little 
sacrifice in short pulse waveform results. Now substituting 
this value into the expression for the repetition rate gives: 
R = 140 pulses/sec 
In determining the output voltage required for the driver 
amplifier, experimental data were taken for the particular 
type transistor used. This was necessary since no data were 
1 1 6 
available for the transistors. It was found that the 
transistors could be saturated with a base current of 
approximately 300 u amp. Base to emitter voltage under these 
conditions being 0. 3 volts. Based on this knowledge it was 
decided that the output of the PWM should deliver at least 
300 u amp at a terminal volta ge of 3 volts. The base circuit 
resisters RB a nd RB will then be picked to account for the 
1 2 
extra voltage drop. 
In selecting the cores to be used for the PWM, it is 
first necessary to know what volt-second a bsorption will be 
required. This dictates the determination of the input pulse 
voltage. Again there appears to b� no equation to use. It 
is necessary to assume a value and calculate out, applying 
successive approximations if the results are not reasonable. 
During this process · of experimenting with the TMRO 
driving pulse generator, the output had happened to be in the 
neighborhood of 4 volts. This was not preplanned but came 
about by winding a reasonable number of load turns on the 
core. This work did, however, bring out a minimum useable 
quantity. The output form of the TMRO pulse generator is not 
symmetrical. This is due to the fact that a 500 u sec width 
l pulse is repeated not every 500 u sec but every R sec. With 
the previously chosen value of R this turns out to be 7. 15  
milliseconds .  It is a principle of operation of the TMRO 
circuit, that the volt-second output on the negative half 
cycle is necessarily th e same as the positive half. Thus 
since the negative pulse width is much longer than the positive 
pulse, its amplitude is much smaller. The amplitude during 
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the negative part of the input cycle causes the PvtfH cores to 
reset. The voltage must be large enough to facilitate the 
reset with reasonable values of resistance. On the other 
hand, if this voltage is larger than necessary, the positive 
pulse amplitude would be such as to require either large PW1YI 
cores or many turns for N1• In the experimental circuit, 
provision was made for positive pulse amplitudes of 4 and 
8 volts. It was felt that this latitude of 2 to 1 should 
provide results without having to rebuild any parts of the 
circuit. It . is  desired to keep the Rfl� cores as small as 
possible to min imize the driving power requirements . On  the 
other hand, it is desirable to ke�p the number of turns of 
N1 as low as possible to eliminate stray inductance. These 
two requirements are contradicting, however, for a given 
volt-second absorption requirement, therefore, a compromise 
is indicated. Al so since the small cores required for this 
application had to be wound by hand , additional preference 
was indicated for low number of turns. A study was made of 
the commercially available cores, and calculations were made 
approximating the required number of turns for the gate winding 
N 1 • For these calculations the input voltage was assumed to 
be 4 volts at a width of 500 u sec. A search was made for a 
core with the smallest area which would not require over 200 
turns at 4 volts. This was an arbitrary limit set, because 
it was felt that if it were necessary to go to 8 volts input, 
500 turns was the absolute maximum which could be wound 
reasonably by hand . A basic approximation is made by selecting 
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the value of ct for the conditions snecified. Thus: 
( 
-1 ) « =  et/N � 4) (5o�O� 10 � = 1 0  u volt sec/turn 
Referring to Figure 15, for � o.f 10 u volt sec/turn, a Deltamax 
core of .034 x , o-4 m2 or .034 cm 2 is specified. The only 
requirement as to the diameter is that the ID/OD ratio be as 
close to unity as possible and the ID be large enough to permit 
easy hand wind ing. Considering the cores available, the i47 
size core of Magnetic s Inc. was chosen. The dimensions of 
this core are: 
ID 
OD 
= 0 .5 inches. 
ID/OD -
Mean path length 
Gross core area 
Stacking factor 
O. 625 inches 
.8  
4.5 cm 
2 . 0504 cm 
. 87 
The material was 2 mil Deltamax. Calculating the effective 
cross se ctional area of the core gives � =  1 2.7 u volt sec/turn. 
With the core selected, the calculation of the required turns 
is straightforward. Since cores A and :S are identical the 
subscripts will not be included. 
The gate winding N1 is required to absorb 1, 900 u volt sec, 
with an input of 4 volts and a diode forward drop of 0. 2 
volts. Neglecting the drou across � : 
_ et = 1900 �-1.Q
-6 
N1 a( 12.7 x 10-::-g 
150 turns 
In order to calculate the output windings, a value of 
R0 must be chosen. A value of 1000 ..n.. was sele cted for the 
experimental circuit. The only requirement on this value is 
that it be relatively large, but not large enough t o  limit the 
base current to the transistors o.f the driver amplifier. 
Referring to the R71-1 section of the overall diagram, 1!,igure 
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3 1 , it will be  noted that when an output pulse occurs the 
· following c onditions exist. Assume core B has just saturated 
but core A · has not. The dot end of  coil NLA 
is positive 
and no voltage  is  induced  in NL . liL is now effectively B A 
a voltage source with negligibl e r esistanc e. Diod e n4 i s  
r ev erse biased removing NL from the circuit. Current now 
B 
flows thr ough D3
, RB , the base circuit of T3 , on through the 
5K bas e  t o  emitt er resister of T4, RB and R Transistor 2 °B 
T 4 is now nonconducting since its base-emitter junction  is 
rev erse biased . As was previously stated , the output of the 
PW]11I i s  to b e  3 volts at approximately 300 u amp. The voltage 
dev eloped acro ss NL_A_ 
must then b;, 3 vol ts plus the IR d rop 
across R
0 
plus the forward drop of diode D3• Thus : 
VL = Vo + VD
+ IRoB 
where VL is  the voltage across NL , A 




is the output voltage , 
current. With the 
previously dis cussed parameters and assuming VD - 0.2 volts: 
VL 
= 3 + 0 .2 + ( 300 x 10-6) ( 1 x 103 ) - 3 .5  v olts 
NL can now be determined  as: 
v2 � . 5  
NL =  v
1 
N 1 = �· 150 = 138 turns 
The initial requirem ent was that the drop across Rri is 
negligible. In order to check this it is nec essary to know 
the current flowing through it during the gating p eriod �or 
N1 , v/N = 15� = . 026 volts/turn. Referring to Figure 29 it 
is obse rv ed that H
P 
= 15 amp turn/meter. The exciting current 
is  then: 
4 ma 
The maximum current reflected from the load winding is: 
l\T 
I 1 (max) = ;� IL = �§� <i'i2 + . 3 x 1 0-3 ) 
r 1 (max) = 3 .3 ma 
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Thu s  the current through � during the gating period is 7. 3 
ma. The voltage across Rr, should be less than 0 . 1 volt so 
that: 
R 0 . 1 = 7 . 3 x 10 = 1 3 .7..n-
A 1 5  ohm is, therefore, chosen. When the core saturates 
during the positive half of the input cycle the current will 
rise to: 
I = f5
8 = 254 ma 
In order to calculate the r.eset resister, � ' it is 
necessary to know the reset voltage available. S ince the 
volt-iecond area of both the positive  and negative pulses 
are the same, and since the repetition rate was approximated 
as 1 40 pulses/s e c. then: 
V2't2 = V 1 1"1 = 1 , 900 u volt sec 
, 2 = ( � - � 1 ) = ( 140 - 500 x 1 o -
6 ) = 7 • 5 5 x 1 o -3 sec • 
Thus: 
-3 
V 2 = 1.:.2... 
x 1 O _3 = O. 27 vol ts 7 . 55 x 10 
The required reset current is governed by H0 , and since 
H
0 
is determined by the induced coil voltage it is seen that 
only a solution by iteration or graphical means is possible , 
because in this case it is not possible to assume the IR 
drop is negligible with respect to e1• However, here again 
the extreme case can be considered and the resisters made 
adjustable. They would have to be variable anyway in order 
to balance th e circuit in operation. The maximum total 
'resistance is one which w ould limit the current to that 
corresponding to the minimum value for H0, i. e., the D C  
coercive force. This current is : 





I = _2_ 
N 1  
= 2. 4 ma. 
. 27 x 103 R
R = - - 1 5 = 98 ..n. max imum 2.4 
1 2 1 
F or th e particular circuit dev eloped a 150 variable r e sister 
was used for RR. 
O n  the surface, it would appear that the PHM control 
turns should b e  as large as possible to increase  the 
sensitivity of the circuit. However, th ere are certain 
,,. ., 
factors which :prohibit a high numb er of  turns for N0• 
During the exciting and r eset intervals, the changing flu4 
induc es a voltage in the control winding. Any resulting 
current fl ow is reflected back into coil N1 thus causing 
additional pow er to be drawn from the pulse generator and 
reducing the validity of th e original design assumptions of 
constant v oltage switching. This induced v oltage is of course 
directly r elated to the number of turns of th e winding. 
Although th e induce d  voltages cancel if both cores are r eset 
to exactly the same level, in general at som etime during 
both the exciting and r eset intervals, the induced voltages 
in N and H will not be equal and a current will flow. 
CA CB 
The reduction of this curr ent is dep e ndent upon the ratio of 
RC 
Nc
, wh ere Rc is the resistance in series with the contro l  
windings. It has be en shown in most works on magnetic 
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amplifier design that the response of a circuit is related to 
the quantity R 2• It i
·s noted that this quantity is  analogous 
to the reciprocal of the time constant of a linear R-L circuit . 
To effect a compromise between these conditions the basic 
design criteria for magnetic amplifiers were obeyed 1 • 
1 . ( R 2 ) must be large 
Mc 
NC 2. ( N - ) must be small with a maximum value of i 
The maximum recommended ratio being } and with NL = 1 38 turns, 
Nc was arbitrarily chosen as 6 5  turns. 
The design of the driver amplifier is very strai ghtforward 
since the transistors are used only as switches. It is only 
necessary to design s o  as to supprly ample drive to the base 
circuit. 
The resisters between each base and ground serve to 
lower the input impedance of the transistor thereby making 
it less susceptable to random noise when in the off condition. 
They also tend to stablize the transistor with respect to 
temperature since they reduce the open circuit collector 
leakage by providing a path around the base emitter junction. 
This is common practice in switching circuit design, the value 
being somewhat arbitrary, ranging typically from 5 to 1 0  K. 
In this case a 5K value was chosen for these resisters. 
During a driving interval, when an output pulse appears 
from the �fl� , the output circuit appears as in Figure 32. 
1 .  "Magnetic Amplifier De sign" - Article reprint from -
Electri cal Design News - July , 1 958 
r. 
� 
.soo .M1l � 
I ll 
FIGURE 32 
EQUIVALENT OUTPUT CIRCUIT OF PWM WHEN DELIVERING PULSE TO 
DBIVEB AMPLIFIER 
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It is seen - from this figure that : 
v 
, ' I0 = Ib + �; = ( . 03' + f) 0. 36 ma 
The number of turns of  the winding NL were previously 
. A 
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determined so that the induced voltage 1'7'ould be 3 . 5 volts. 
Applying K+rchoff ' s  Law around the loop containing RB 1 
VN - VD
= Io ( Ro + 2 -RB + 5K ) + vbe '\ 2 
where VN is t he , voltage across the coil, i. e. ,  3 . 5  volts 
and VD is the forward drop of the diode. VD is approximately 
0 . 2 volts. Substituting in the previously det ermined value 
o f  I
0
, and solving for RB gives : 
RB = 570 ohms 
In order to design the TMRO driver it is yet necessary 
to - know the power required from it by the PWM. It is noted 
that much more power is required during the positive half 
cycle than the negative. Each portion will be considered 
separately. During the steady state operation, with no 
control signal, the PWM is ad justed so that each core 






¢s He 1 
{250 x 10-6 
' -2 1. 72  x 10 
core is, from equation 72 : 
-
(6 . ]5 x 1 0 -
6!£1 5) (4 .5 
250 x 10 
17. 2 milliwatts 
x 10-2) 
The power dissipated by the output resister R is equal to 
0 1 
E 2/R : o 01 
( 3) 2/ 1K = 9 milliwatts. After the core saturates , 
the input voltage is dropped across Br, ,  dissipating 
P ::- (4)2/15 ohms = 1.06 watts . Obviously the power required 
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from the driving circuit is  mainly dependent upon the length 
'of time the input appears across the load resister. This is 
of course variable depending upon the input signal. However , 
a study of the circuit disclo ses that maximum power 
d issipation occurs under the conditions where one core resets 
completely and the other not at all. Under these conditions 
one section of the Pvi.TM ab sorbs the resistance power o f  Rr, 
for the complet e 500 u sec , the other section absorbs the 
previously calculated magnetic and output resistance power 
during the whole 500 u sec. The power is  then : 
p = PR + ( Ps + PR ) 
L 1 o 
P = ( 1 • O 6 ) + • O 1 7 6 ::f _, 1 • 08 watts 
It i s  pos si bly a good idea to also note the peak current 
( 8 1 )  
required since this may be the limiting factor of the drivin g 
transistor. Peak current occur s  when both cores are 
saturated. The current in each load resister is the equal 
and was previously calculated a s  254 ma. When both cores 
are saturated the current reflected back intoNthe gate 
L 1 windings of the pulse generator is  then 508 --W- ma where 
the windings are those so labeled in Figure 3 1  on the TMRO 
pulse generator. 
The power required on the negative half cycle is much 
less , being only that amount necessary -to reset the cores. 
The time of reset is constant but the magnitude of flux 
change is variable. However, the reset energy supplied by 
the pulse generator i s  constant since any reset other than 
12 6 
from +¢s to  O is ac c omplished by means of  the control winding 
· which supplies the required extra power. Thus the power on 
reset, that is , the negative portion of the input cycle is 
[¢s He l] I ,:::s 2 -r 
2 




1(.£:22 x 1 0-6 ) (8 )  (4 . 5 x 10-2 )1 = .303 milliwats 
[ 7. 55 x 10-3 ] 
where1'2 is the value previously determined, page 120. The 
approximately equal signs are used since the power absorbed 
by � and RR is neglected. 
D. TMRO Pulse Generat or 
The selec tion of a c ore for the pulse generator would 
normally be ac c omplished by first choosing the transist ors, 
and then ap :olying all previously , develo ped information into' ,,. .  
equation 78 and calculating the required • 
In the work d one it was noted that best results o c curred 
if a much larger core , · than predicted , was used. Best results, 
in this case , are sharp fast rising pulses with minimum amount 
of hash and overshoot. This result is c onsistant with 
physical rea soning since the larger core requires fewer 
turns for a given volt-second abs orption. Fewer turns means 
less initial inductance and less winding capa city. In many 
designs, the se c onsiderations would be minor, but here they 
are rather important. Since a variety of c ores was not 
available, and since an extra c ore of the same si ze as the 
Cyclops wa s on hand, it was used. This is a very large c ore 
for this purpose but it also provides a very clean output. 
The output of the pulse generator i s  shown in Figure 3 3. The 
parameters for the core were previously given in the desi gn 
of the Cyc l ops. 
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FIGURE 33  
OUTPUT WAVEFORM OF  TMRO PULSE GENERATOR 
VERTICAL SCAIE 0 . 2  volts/d1v1s 1on 
As previously determined, from pages 115 and 120 
respectively, the positive pulse is to be 500 u sec at 4 
volts and the negative pulse width is to be 7550 u sec. 
Knowing the core size it is now possible to calculate the 
required number of turns for the windings. The required 
equations are given below 
N1 
( Vee  - Vs ) >1 N4 
2 N2 -
Vee  - vs 
N2 
( Vee  - V s),2 
«. 
N3 
2 N 1 NL 
= NL 
Vo N -
Ve e  - vs 
= 
Vee vs 1 1 2 
128 
{ 83 ) 
where V
0 
is the positive pulse output voltage, i.e. ,  4 volts. 
The equations for the feedback wtndings involve an assumed 
voltage of 2 volts which is amply large. 
0.2 volts, and for the core used, i. e. , 
results are: 
N1 = 10 turns · 
N2 = 147 turns 
N3 = 3 turns 
N4 = 32 turns 
NL = NL 5 turns 2 
The transistors are selected with 
Assuming Vs to be 
-4 « =  4 x 10 the 
the aid of equation 
79. HP is obtained from Figure 29 for an applied volts per 
turn of 8/1 0 resulting in HP = 84 amp tum/inch. The required 
parameters for the equation are thus, assuming Hp � H0 : 
vs - 0.2 volts 
ex. - 4 x 10-4 volt sec/turn 
He = 84 amp turn/meter 
1 s:: 12 cm 
PL = 1 . 08 
T = 8050 u sec 




The value 0 £  collector current required for this transistor 
is then found to be : 
I c (T 1 ) = 73 . 5  ma 
This is the average current and in this case so small it is 
somewhat misleading. Consider the peak required current , 
I c ( peak) = I c ( avg ) T/t ( 84 )  
where t/T i s  the duty cycle. In this case t = 1'1 = 500 u sec, 
and T = 1 /R = 1 / 1 41  sec. Thus: , 
� · 
1 c (peak ) = 73 .5 ma = 1JJ5 amp 
( 500 x 1 0-6 ) ( 1 4 1 ) 
With these two quanti-ties at hand a suitable transistor could 
be selected. In the circuit built it was necessary to rely 
on a unit which was on hand. The only transistor available 
which could handle the peak current was a Honywell 2N539. 
This i s  a pow er transistor capable of a peak collector 
dissipation 0£ 32 ·watts. Such a value is f'ar in excess of 
the requirements of this application, but all other units 
which were readily obtainable would not handle the required 
current. 
For transistor T2 much lower peak requirements are 
imposed and a smaller unit could be used. For this case a 
transistor must be canable of the following : 
I c (avg ) 
= 2 1 . 4  ma 
1 c ( peak)= 22. 8 ma 
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However, one further requirement, which is imposed because 
of unsymmetrical operation, must be considered. Due to the 
difference in  the number of turns of the windings N1 and N2 
the induced voltage in coil N2 during conduction of T 1 is N 
rather high . It is in fact 8 2 - 1 equal to W- or 1 1 7 . b  vo ts . 
Thus, the voltage V of transistor T2 ce 
when it is nonconducting 
is equal to 1 25 .6 volts for the windings given. This is 
extremely high and is the primary limiting condition of 
transistor T2. Also while considering the effects of the 
unsymmetrical windings it is interesting to note the affect 
of the base feedback winding on T2 during the conduction of 
tra.nsistor T 1 • When T 1 i s  con��cting the voltage of N4 is 
e·qual to (8 ) (�� ) or 25.6 volts. This is a reverse bias 
voltage across the base emitter junction, and again is large 
enough to be dangerous , as it may exceed to Zener voltage of 
this diode. 
In consideration of the se facts the following winding 
changes were made. 
Winding Or iginally 
Calculated 
1 47 




1 0  
These changes reduce the nonc onducting voltage of T2 to 
V
0e = 80 volts and Vbe = 8 volts . In addition these changes 
affect the conditions when T2 is conducting . The feedback 
voltage to the base of  T2 is reduced to 0.8 volts . This 
still is in exce s s  of the normal base threshold and proves to 
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be satisfactory. The change also increases the reset voltage 
s to the cores of the Frfl� from 0.27 volts to ( 8 ) (100 ) o . 4  volts. 
Working back through the calculations for the reset resister 
R
R 
shows the selected value of 1 50 ohms variable is still 
adequate. Finally, the wind ing change affects the t ime length 
of the negative part of the cycle_, thus increasing the 
repetition rate. Since the value of R given by equation 30 
i s  probably much lower than necessary , the operation of the 
integrator as a whole will benefit from this change. The time 
length of the negative part of the cycle is now 5. 1 5 x 10-3 sec. 
and R = 177 pulses/sec . 
The transist or chosen for �� was another 2N539 since it 
was the only available transistor capable of withstanding the 
high Vee during nonconduction. The values of base resisters 
were chosen to provide · 2 ma of feed back current to each 
transistor. 
E. Fre quency Tietector 
The operation of the frequency detector is straightforward .  
Consider a square loop core with two windings, a primary and 
a secondary . A square wave voltage is applied to the primary, 
the core and number of turns being designed so that the core 
saturates on each half of the input cycle. The output from 
the secondary winding will be a series of positive and negative 
square pulses of constant volt-second area. However, the 
number of pulses appearing per second is directly related to 
the input frequency. Since the volt-second magnitude of each 
pulse is the same, regardless of frequency, then the average 
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output vol tage is directly related to the num ber of  pulses 
- per second. 
This can be shown mathemati cally since the voltage . induced 
in the primary is: 
e - "t,T � i - .i� 1 d t 
The average induced voltage is then: 
T T 
1 (. 1 , � ei (avg) = T ) eid t  = T ) N 1 �t 
0 0 
dt 
If the core saturates on each half cy cle of the input then th e  
half cycle average induced vol tage is: 
+IJM rl 
2 .  N 1 '- � 
4 N 1 >"m ei (avg ) = T _J... a¢ , = T 
Since the secondary voltage is related to the primary voltage 
by the turns ratios then the half wave average of the secondary 
i s: 
e -
ei (avg) N2 - 4 N ¢ f = 2 « N2 f {85) o ( avg ) - N 1 
-
2 m 
In the circui t shown in- F_igure 3 1 this basic con cept is 
employ ed. The differences are discussed as follows. An 
amplifier is provided to drive the primary. To facilitate 
d rivin g the core to both positive and negative saturation a 
split primary is employe d. In addition, the output voltage 
is full wave rectified, again re quiring a split winding. 
The d riving amplifier for the frequency detec tor is 
designed exac tly in  the same manner as that for the Cyclops 
c ore. Due to the low output voltage of the TMRO oscillator  
it is advantageous to use germanium transistors. In order to  
establish the common ground throughout the circuit, however, 
it is necessary to use NPN transistors. Although NPN germanium 
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transistors can be obtained, there were none on hand during 
construction of the circuit, and so NPN silicon units were 
employed. 
The base to emitter resisters were chosen as 10 K ohms 
in this amplifier rather than 5K as used in the Cyclops 
driver. This is because noise is much less severe in this 
case and the higher resistance redu ces the circuit load somewhat, 
i.e., increases the impedance seen by the read out oscillator. 
Using the common 8 volt bus as the input voltage to the 
core, windings N1 and N2 
are designed to produce saturation 
at the highest frequency. Experimental data indicate the 
highest frequency from the Cycl�qps core read out TMRO is 
approximately 1200 cps. To allow for any nonlinearity at 
the upper end of the frequency detector transf er characteristic, 
design will be bas ed on a 1600 cps. maximum. Thus the winding 
( 
1 -3 will be designe d to just support 7 . 8 )  2( 1600 ) = 2.44 x 10 
volt-second. 
The choice of output is rather arbitrary, as almost any 
desired voltage and current level can be o btained depending 
only on the core and transistors employed. In this case the 
circuit was designed to operate into a 1000 ohm load, delivering 
1 ma maximum current. It was felt that such a load would be 
representative of the input requirements of a magn etic 
amplifier which coul d  follow the integrator in a complete 
physical system. 
equation 78 , are : 
T 625 u sec 
The parameters for the equation of C( 
F 1 5 amp turn/meter (assumed ) · ·u 
' 
134 
1 5 x 10-2 meter ( approximated ) 
V
0 0
= 8 volts 
Vs = 0. 2 volts ( assumed ) 
Ic = 10 ma ( conservative for transistor chosen) 
.
PL = 1 x 10
-3 maximum 
t = T/2 
. 6 -6 I Thus « = 5 . 5  x 10 volt sec turns. A core of this size 
would result in N1 of : 
N1 = et/a(. = 2. 44 x 10 -3/6 5 .5 x 10-
6 = 37 . 6  turns 
Sinc e thj_s is such 2. small number of turns, it is advantageous 
to reduce the core size, thereby ,  reducing both the physical 
size of the unit and the load on the transistors. Since a 
wind ing of approximately 200 turns is the largest which can 
be comfortably hand wound , a c �re of 0( = ( 65 . 5  x 10-6 ) < �6Q6 ) 
or 18. 3 x 10-6 volt sec/turn would be approximately the 
smallest practical value . Referring to  Figure 15, this would 
suggest a core of approximately . 042 x 10-4 m2 cross sectional 
area. With this information a #47 core of Magnetics Inc. 





. 625 inches 
. 500 inches2 . 12 5  inches 
= .800 
Mean path length 
Gross core area 
Stacking factor 




Calculating the actual value of' 0( for this core results in 
-6 
. 
I « = 12. 7 x 10 volt second turn. 
The load turns are calculated from equation 85 . Since 
maximum output voltage is to be 1 volt at a frequency of 
1 600 cps. then: 
e 
N3 = 4 ¢ f = m ( 2 ) ( 1 2 . 7  x 
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24.6  turns 
Thus N3 and N4 will be wound as 25 turns each. The resister 
RL is for the purpose of limiting the current after the core 
saturates. It will be chosen to limit the current in the 
transistors to their maximum value. In this case, since 
maximum recommended Ic is 20 ma for these transistors, 2N336 , 
or approximately the resister RL has a value of 20 x 10-3 
8 
350 ohms. 
Determining N1 and N2 is straightforward now since : 
N = N = � = 2•44 x 1 0
-3 = 1 96 turns 1 2 � 1 2 .  7 x 1 o-� 
In thi s  particular application it i s  better to have a minimal 
number of turns rather than too many. For the circuit N1 and 
N2 will be 1·rnund at 1 90 turns each. It should be noted that 
this as sumes the voltage drop acro s s RL to be negligible. If 
a more accurate result were required it would be necessary to 
find the approximate exciting current with Figure 29, calculate 
a new voltage across the core and hence new absorbed volt-
second magnitude and then a new number of turns. This process 
would be repeated until the desired accuracy was reached. 
IX. PREDICTED RESULTS 
A. Introdu ction 
In the following section , application is made of the 
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previously developed transfer characteristics in comparing 
predicted performance with test data. In considering this it 
should be noted that very wide tolerance limits exist for 
c ommercial cores. In general these limits are mu ch m ore 
radical than :for vacuum tubes and in fact worse than :for 
transistors. For example , Arnold Company lists the value of 
B
R for Deltamax as 1 2 , 000 to 15 , 000 Gausses, or approximately 
25% variati on of  the mean. In the experiment al circuits , 
c ores were not matched or checked for parameter value. The 
values of He and HP 
als o  vary over wide ranges. Again, for 
Deltamax , Arnold lists . D C coercive force as ranging from 0. 04 
t o  0.16 oerstea d. Thus it is seen that without accurate 
testing of the specific cores used , it i s  very difficult to 
predict the results precisely. In :fact it has been suggested 
by many that there are few universal test parameters for cores , 
and that· each application dictates a separate test. Time 
limitation in this research work of c ourse precluded much 
su ch testing so average specified parameters are used throu ghout 
the following cal culations. 
B. Pulse Width Modulator 
The output pulse width of the PWM is determined by the 
difference in pulse width produced by each section. If tA is 
the pulse length of  section A and tB the pulse width of section 
B then the output uulse width t 0 is :found as f oll ows : 
v and 
Since N 1 N1 , then: A B N 1  I I to = V A¢ 1 - A ¢ 2 
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In the above expressi on A /
1 
and A¢2 represent the magnitude 
of reset flux in each  core during reset part of the c ycle. 
Equation 56 describes the re-set rate of change of flux. 
If d¢/dt i s  a ssumed constant during reset, then the equation 
may be stated as a solution of the reset flux in each core. 
Rewriting equation 56 in thi s form gives: 
t2 [ 
(RR + RL) H0 1 ( RR + RL ) Nc 
A¢ = N v2 - + 1 N 1  N1  
In  thi s  expres sion t2 is the length of time reset occurs  and -� (' ,, 
was designed a s  5. 1 5 x 1 0  � sec. The above expression i s  
seen to be a straight line function i n  terms of Ic. In order 
to predict its form it is  necessary to know the value of the 
quantity ( RR + Rc ) . Bounds of this quantity were previou sly 
calculated but no operating magnitude was determined. Since 
the circuit will be ad justed by means of RR to reset from 
+¢s to O when Ic is zero , the expression may be solved for 
the quantity ( RR + � ) . Thi s results in a value of 96 ohms. 
In effect we are not so much i nterested in the magnitude 
of change in flux as the amount of change per unit increase 
of the control current Ic. Thi s i s  the slope of the above 
equation and i s  given as: 
m = � = 
t
2 NC (� + � )  
I C  N 2 
Substituting in the knmm constants 1 gives m = A ¢/I c 
( 8 6 )  
1 . 43 x 1 0-6 
weber/ma. The magnitude of reset flux for each core i s  now 
given as: 
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The signs indicate that. as one core is reset further, the 
other is reset less. The quantity \ ¢A - ¢B( is now given as: 
( ¢A - ¢Bl = (¢0 + m IC ) - (¢0 - m IC ) 
= 2 m I 0 
Substituting this quantity back into the expression of the 
output pulse width gives: 
2 N 1 t = 
0 
The output pulse 1-ddth should thus be 
the magnitude of I C . 
Substituting in 
values, results in t0 = 15 u sec/ma. 
I C 
{ 87 ) 
a linear function of 
the previously calculated 
The data for the actual circuit are for two different 
valu�� of control circuit resistance shown in Table I. The 
two graphs are plotted in Figure 34. Experimentally the gain 
turns out to be approximately 40 u · sec/ma. The discrepancy 
between calculated results and experimental value is due to 
several simplifying assumptions made in the derivation of the 
expression governing flux reset. The primary difficulty is 
believed to be the fact that H
0 
is not constant, but varies 
radically for different values of df¢.t during reset. This 
is postulated as a source of error from a study of work 
published in connection with D C  control of self saturating 
magnetic amplifiers. Since the PWM circuit is basically two 
such amplifiers in push-pull, -- the basic governing conditions 
should be the same. A flux-mmf characteristic for such a 
circuit for different reset voltages is reproduced h ere as 
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EXPERIMENTAL DATA OF PULSE WIDTH FOR VARIOUS 
VALUES OF I AND CONTROL C ITOUIT RES ISTANCE c 
Pulse Width R = ao  R
C 
= 1 00 R
C 





1 5  u sec . 2  ma 
25 u sec . 36 . 42 . 37 
50  u sec . 6 2 . 70 . • 66 
75  u sec . 9 2 
1 00 u sec 1. 2 1. 4 1. 2 
1 25 u sec 1. 5 
1 50 u sec 1. 8 2. 0 1 . 9 
200 u sec 2. 5 2. 5 2. 5 
250 u sec 3 . 1 5 3. 4 3. 2 
300 u sec 3 . 8  4. 2 3. 9 
350 u sec 4. 6 4 . 9  4. 6 
400 u sec 5 . 4  
450 u sec 6. 2 
1 40 
1 4 1 
Figure 35. This characteristic shows the reduced mmf required 
for small flux excursions. Such a plot is presented by Lynn 
in his work on Self Saturating Magnetic Amplifiers and by 
Storm in his text, Magnetic Amplifiers. The difference 1n 
the width of the various loops is attributed to the eddy current 
loss. This loss is a function of the rate of change of flux. 
Both authors recommended special test data be taken to obtain 
the reset flux-current characteristic. A standardized test 
method known as the Constant Current Flux Reset test is 
commonly used. Data must be taken for each core, however, and 
under operating conditions similar to those in which the 
core will be used. No such dat� were available for the 
conditions existing in this circuitry. 
�he effect of control circuit impedance is seen from 
Table I. It will be noted that an impedance of 1 000 oh.ms is 
effectively the equivalent of infinite impedance. A value 
of 1 00 ohms reduces the gain somewhat but very little. 
Experimentally it was found that a value of resistance much 
less than 1 00 ohms causes distortion in the output waveform 
because of the reflected control current in the other windings. 
In operation the input to the integrator is actually 
a voltage level rather than a current magnitude. Also it is 
noted that the applied voltage and resultant control current 
are not related as Ic = V0/Rc• This is due to the 
induced voltage across the control winding by the reset 
flux change. 
( 
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. In order to verify that the pulse width is directly 
related to input voltage, data were taken relating these two 
quantities. The result. is shown in Figure 36. Comparing the 
data of Figure 36  with that for Figure 34, i. e. ,  Table I, 
it is verified that the ratio of control voltage to control 
current is not equal to the circuit resistance. In addition 
Figure 36  does verify the fact that the pulse width is 
directly related to the input voltage. The value of Kw is 
obtained for 100 ohms input resistance as 500 x 1 0-6 sec/volt 
6 -6 I and for 1 000 ohms input resistan ce as 5 x 1 0  sec volt. 
c .  Frequency Detector 
In determining the output rf('.}haracteristics of the frequency 
detector, refer to equation 85 . The ratio of e
0
/f is then 
given as 2 N2 (X which is the gain constant and called Kf. 
Thus for the values chosen during design: 
-6 · 3 Kf = (2)(25) (12. 7 x 1 0  ) = . 635 x 1 0- volts/cps 
The measured transfer characteristic of the actual circuit 
is shown in Figure 37. Plotted on the same axes is the 
predicted curve. The predicted linearity of the frequency 
detector is maintained over the ma jor range of operation. 
From the graph the actual gain constant is found to be 
0.57 x 1 0-3 volts/cps. The source of error between predicted 
and actual values is due to the limi ting assumption made in 
design that the voltage drop across the limiting resister is 
negligible. If this is not the case then the induced voltage 
of the primary winding is less than calculated, resulting in 
a lower output voltage and lower frequency limit than predicted. 
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The actual measurement shows this voltage drop to be 
approximately 2 volts as the core_ is reversing magnetization. 
This could have been predicted previously and corrected for 
by a design procedure employing repeated trials. The error, 
however, is not great and it is felt that predicted and a ctual 
performance are in satisfactory correspondence. 
D. Frequency Range of Cyclops Read Out Oscillator 
It was previously indicated that on a theoretical basis 
Vee the frequency should range from f in = 4 N � to fmax 
= oo .  m · sm 
Obviously the upper limit will not be reached. With the 
values for the TMRO previously designed, i. e.,  V
0 0  
= 1.4 volts, 
4 d 6 -
4 
N = O turns, �sm = 1 . 8  x 10 �weber, the minimum frequency 
is predicted as fmin = 47 cps. The actual range determined 
experimentally from the oscillator are f i � 300 cps and m n 
f = 1 200 cps. max 
The high frequency limit has been previously explained 
on the basis of lack of squareness around the minor core. 
The low frequency difference is the result of current limiting 
the transistors. In the circuit developed, the base feedback 
resisters in c on junction with the applied voltage V
0 0
, were 
ad justed so that neither transistor could supply enough current 
to cause saturation at the periphery of the minor core. In 
fact, the resulting circuit probably causes an irreversible 
flux change less than half way out the diameter of the minor 
core. This limitation is necessary to prevent any irreversible 
flux disturbances in the main Cyclops leg. This then is 
effectively limiting the value of ¢sm •  A reduction of ¢sm 
causes a higher minimum frequency. 
1 47 
An oscillograph of ·a typical output waveform from the 
read out oscillator is shown in Figure 38. Sho1fil in Figure 
39 is a photograph of the actual core and windings . The effect 
of non-squareness around the minor core is evidenced by the 
transient spikes in the output. These are the result of 
reversible domain rotation, during the transition from one 
driving transistor to the other. 
E . Response of Integrator to Step Input 
In predicting the response of the complete circuit to a 
step voltage input, the previously developed system transfer 
characteristic, equation 66 is employed. 
The calculation- of the vari·ous constants and tabulated 
data is given in Appe�d;x I. The calculations employ a value 
of ¢s� predicted in the design. As pointed out in the previous 
discussion of the read out oscillator, this value is undoubtedly 
too large . This predicted curve is plotted on a recording 
of the actual system response for comparison. This is shown 
in Figure 40. It will be noted the bottom part of both 
characteristics are of the same form, indicating that with 
an accurate knowledge of the system parameters the output 
could be closely predicted in this range. Referring to the 
system equation 66, it is noted that a reduced value of ¢sm 
¢ -4 will reduce the long delay predi cted by = 1 . 8 6  x 1 0  weber. sm 
The high values, however, differ markedly from those predicted 
due to the fact that both the read out oscillator and the 
frequency detector have upper limiting values. This does, 
however, produce a desirable effect since it tends to linearize 
�he characteristic over its operating range. It will be noted 
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that the characteristic o:f the actual circuit is very much 
like a typical analogue computer _integrator, using a 
capacitor :for the feedback. Thus both the small value of 
¢sm and the non-squareness of the minor core improve the 
characteristics from those predicted. 
F. Frequency Response 
To analyze the circuit as an integrator and for determining 
its gain magnitude for servo systems calculations, a frequency 
response curve was o btained. 
If the integrator is employed as a part of a regulating 
system it would normally operate at a steady state output 
level above zero. This level w�uld be such that the output 
voltage of the frequency detector would correspond to the 
middle of its variation. From the output plot shown in 
Figure 37 it is observed that the range of output is from 
about .18 volts to about . 65 volts. The steady state output 
would then normally be designed to be in the neighborhood of 
o . 4  volts. Variations in regulation will then occur around 
this value. Assuming the circuit would be operated in this 
manner a frequency response curve was obtained as follows. 
The input to the integrator was a variable frequency 
sine wave generator in series with a D C  voltage. Internal 
resistance of the generator, i. e. , control circuit resistance 
was approximately 600 ohms. The output voltage was recorded 
on one channel o:f a brush recorder. The load was 1 000 ohms 
resistive. The voltage across the sine wave generator was 
applied to the other recorder channel. The output of the sine 
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wave generator was s-et to an arbitrary level of approximately 
2.5 volts peak to peak and the DC voltage was then increased 
until the variation in output voltage was both positive and 
negative around a o.4 volt mean. For constant input voltage, 
the output was recorded over a frequency range of 0.3 cps. to 
5 cps. A sample of the recorder output is shown in Figure 41. 
Table II contains data for the frequency response 
characteristic of the integrator. Figure 42 is a plot of these 
data. It is seen that over a limited frequency range the 
typical 20 db/decade slope exists. The flattening effect 
at the low frequencies is due to saturation of the Cyclops 
core. If the 20 db/decade slope is extrapolated to the 
G.>= 1 axis, the gain is found to be -5 db. This corresponds 
to an integrator gain constant of 0.565. 
G. Memory Ability 
In order to demonstrate the ability of this circuit to 
remember stored information, the output voltage was set to 
.35 volts with an input pulse. The circuit was not disturbed 
for 3t hours. During that time the output voltage did not 
drift any detectable amount. The voltage to the circuit was 
removed and nothing else changed. It was then left inoperative 
approximately 12 hours. After this period the 8 volt supply 
was again energized. The output voltage rose to about 0.37 
volts. Following approximately 5 minutes of warm up time 
the output 1-ras age.in chec}ced and found to be at the original 
Oo35 volts. It was in this state for 8 hours during which 
the output did not chanGe• Again the circuit was de-energized, 
: 
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TABLE II  
ei = 2 . 5 VOLTS PEAK-PEAK FOR ALL FREQUENCIES 
• 
f ( cp s )  e
0 (volts) DB Gain 
Peak-Peak 
0 . 3 0 . 34 1 7 . 3 
o . 4  0 . 30 1 8 . 4  
0 . 5 0 . 28 1 9 . 0  
o . 6  0 . 27 1 9 . 35 
0 . 7 0 . 24 20 . 3 
o . 8  0 . 22 2 1 . 1  
0 . 9 0 . 20 2 1 . 9 
1 . o  0 . 1 8  22 . 9 
2 . 0  0 . 1 2  2 6 . 35 
3 . 0  0 . 08 29 . 9 
4 . o  0 . 05 34.  
5 . 0  0 . 04 35 . 9  
0 --- --
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this time for about 2 hours, then turned on. Again a rise 
to 0. 37 volts occurred. After a �hort time the voltage had 
returned to its original value. The test was extended another 
4 hours, no further change being evidenced. 
The increase in output voltage when the circuit is cold 
is attributed to the resistance of the transistors being 
somewhat less under these conditions. O bviously no drift was 
present in the flux state of the core since the output always 
reached the same value after a short period of time. 
During this test, the circuit was turned on and off two 
times without any affect and operated over 15 hours, giving 
constant read out information w�thout any observable drift. 
It is felt that this adequately demonstrates its memory 
ability. 
H. Simulated Closed Loop Regulating System 
To demonstrate the application and advantages of such a 
device, a simple motor generator set and regulating amplifier 
were simulated on the analogue computer. The system would be 
a type I servo if used for positioning but in this application 
the output is assumed to be a voltage rather than position. 
This results in a type O system for e /ei since e = ae . A 0 0 0 
diagram of such a servo , exclusive of 1he integrator, is shown 
as Figure 43. 
For this test it was necessary to construct a separate 
differential amplifier since the operational amplifiers of 
the analogue computer were not capable of driving the integrator 
input. This differential amplifier consisted of two triodes 
-.. 
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1 5 9 
connec·ted as cathode followers, each input going to one grid 
and the output taken from one cathode to the other. 
The overall test set up then consisted of the differential 
amplifier driving the input to the integrator circuit, the 
output of the integrator feeding the analogue of the amplifier­
motor-generator . It should be emphasized that the integrator 
was not analogued. The circuit used for this test was the 
one previously described and built during this research. Also, 
the differential amplifier was not analogued. The reference 
input was a D C  level in series with a variable amplitude, 
variable frequency, square wave generator. This produced 
step increments above and below re. given value. The output of 
the analogue w�s fed back to the other input of the 
differential amplifier. The whole system was made as simple 
as possible and no time or amplitude scaling was employed. 
Reasonable values of circuit parameters for the analogued 
system were chosen arbitrarily. A diagram of the system tested 
is shown in Figure 44 with all values listed. These values 
result in the following t�ansfer function for the system 
exclusive of the integrator. 
KG 80 = (. 5s + 1) {. 1 s  + 1) (88) 
Input reference voltage was 32 volts with � 3 volts 
steps applied. The output of the system should then regulate 
to 35 and 29 volts. A scope was placed across the input to 
the integrator showing the error voltage. The magnitude of 
error voltage was measured with a voltmeter. Photos of the 
error voltage for both positive and negative input steps are 
1 6 0  
shown in Figure 45. The actual magnitude of the steady state 
·error, although not shown accurateiy on the scope, was 
recorded as . 08 volts for the positive step and slightly less 
than . 05 volts for the negative step. Figure 46 shQws the 
output of the system upon application of the step inputs. 
Both tlie output plot and the .error recordings show more 
oscillation for the negative step than the positive one. This 
is due to the nonlinearity of the integrator, and depends to 
a large ex tent upon the magnitude of the error and the initial 
level of the output voltage before application of the step 
error. 
In considering the merits o:f" the integrator a comparison 
should be made as to the correspondence between output and 
input ievels. As mentioned in the data shovm, the error aft·er 
the positive step · was approximately 0. 05 volts. The output 
voltage was approximately 35 vol ts. The open loop gain o f  the 
system is the producm of the analogue gain, integrator gain, 
and the differential amplifier gain. Theoretically the gain 
of the differential amplifier is 0.9, resulting in an overall 
open loop gain of 4o. 7. A servo of equivalent open loop  gain 
but without the integration ability would possess an error of 
o . 86 volts. An improvement by a factor greater than 10 has 
resulted. In addition the error without integration becomes 
larger as the required output voltage increases. This is not 
true of the integrator controlled system, since the error is 
effectively constant, governed only by the input threshold 
of the memory core. 
CHART NO. RA 2921 32 
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X .  AVENUES OF FURTHER INVESTIGATION 
A. Pulse Amplitude Sampling 
During the basic experimental work, variable wid th pulses 
rather than variable amplitude pulses were generated to drive 
the integrator core. As was previously mentioned, this method 
was decided upon because of the fear that the current 
threshold of the core would cause excessive dead time. Little 
was known at that time of the pulse width limit due to 
initial inductance. It was intuitively felt that it would 
cause less error than voltage sampling. A simple rough 
calculation, based on the developed circuit sheds some light 
on this subject. 
�t was experimentally determined that the minimum input 
current to cause a change in the output was approximately 
0.3 ma at 100 ohms input impedance. This corresponds to an 
input voltage dead space of .03 vol ts. This is in close 
agreement with the observed results when the integrator was 
used in the servo loop. 
Consider now the error due to voltage sampling. The 
minimum value of threshold current for the core used is 
He Cd c) 
1 
( 8}  C 1 2 x 10
-2
) _ 4 8 200 - • ma. If the input resistance 
were 100 ohm s the threshold voltage would be o . 48 volts. 
This is seen to be greater by a factor of 10 over the 
equivalent pulse width sampling. However , it is also noted 
that in this case, increasing the num ber of turns on the 
Cyclops input would reduce the error , and at the same time 
allow more volt-second ab sorption. 
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This  method of sampling should, therefore, be investigated 
as  a pos sible method of improving _the basic circuit. 
B. Methods of Improving _ Nonlinear Operation 
It has been suggested that the nonlinear operation of the 
circuit might be linearized by the application of differential 
feedback around the integrator. Such a circuit should be 
fairly straightforward to design and could pos sibly improve 
the operation of the system to a great extent. 
Another avenue of investigation to linearize the system 
might be to investigate different methods of read out or a 
period sensitive output circuit rather than frequency 
sensitive. The recent developme�t of many MAD type circuit 
elements might result in a more linear method of read out. 
c .  Improving the Prediction of PWM Gain Constant 
Obviously the derived results in the prediction of the 
PWM gain constant leave much to be desired. It i s  felt that 
this prediction can be made much more reliable by application 
of constant current flux reset test data normally employed for 
magnetic amplifier design. It would probably be neces sary to 
modify the te st conditions to conform more nearly with the 
operation of the core in this particular circuit. Further 
investigation along these lines would materially aid in 
further design work, since the system output could then be 
more nearly predicted in advance of pilot models. 
D. O ptimization of Circuit Parameters 
Continued experimental work with the developed system 
would undoubtedly improve its operating characteristics. In 
1 64 
particular two parameters stand out as offering possibilities 
for improvement. They are the vol�age level of the pulses 
applied to the Cyclops core and the number of turns of the 
control windings of the PW1-'I. 
Reduction of the voltage level of the variable width 
pulses applied to the Cyclops core . would affect two improvements. 
First the lower voltage would require a lower value of H
P 
thus 
reducing the inherent dead time of the system and improve 
sensitivity. Secondly it would allow the core to absorb a 
larger number of pulses before saturating since the volt-
second area of each pulse would be reduced. The main problem 
is finding a method of obtaining rthe lower voltage from the 
8 volt system bus and still maintain the low source impedance 
required for constant voltage switching. 
An investigation of the optimum number of turns of the 
PW1vi c ontrol windings would provide for maximum sensi ti vi ty of 
the integrator and minimum steady s tate error of the servo in  
which it is employed. Little quantitative information is 
known in this respect but surely an optimum balance of number 
of control turns and control circuit resistance can be 
experimentally determined. 
XI . CONCLUS ION 
1 65 
It should be emphasized that - the ob ject of this research 
was not to design a magnetic integrator f'or a particular 
application. Rather, the object was to prove that a magnetic 
integrator could be built. This has been clearly demonstrated. 
A photograph of the complete system developed during this 
re search is shown in Figure 47. 
Due to the fact that the square loop core is a nonlinear 
device, rigorous design equations are difficult to develop, 
and if developed, they are quite cumbersome to employ. It is 
because of this fact that most designs are carried on along 
with extensive experimental development. Otherwise large 
amounts of specific test data are usually required where the 
testing to determine specific design parameters replaces 
extensive design equations. 
In this work most of the equations are presented only 
after a great many simplifying and very limiting assumptions. 
The result is that they are of only general quantitative 
value. Usually, however, this is done so at least an order 
of magnitude prediction can be made. In addition such 
simplifications do not usually mask the general overall 
pattern of' events ; and so the equations are of great value in 
predicting what parameters should be varied to produce a 
desired change in a circuit ' s  characteristics. 
As nonlinear circuit elements, su ch as the square loop 
core, become more universally used by the engineering 
profession systematic method s of solution will surely evolve. 
The state of the art prohibits such a condition at this time. 
i 66 
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PREDICTED INTEGRATOR RESPONSE T0 - 2  VOLT STEP INPUT 
where 
2 N R V � 
B = __ m ___ _ Ve e  Ne 
The f'ollowing constants were previously determined: 
Ki' = 0. 56  x 10
-3 f'rom e xperimental results 
� = 65 x 10-6 sec/volt from �xperimental results 
R = 177 pulses/sec 
Ve e  = 1 .4 volts 
v = 8 volts 
N = 200 turns 
N = m 40 turns 
-l.� 
¢sm = 1. 86 x 10 we ber 
Thus: 
A = 19 . 8  x 
B = 24.6 x 






and e 0 
2 volts, S e 1 dt 
0. 56 
1 9 . 8  - 24. 6 (2t) 
= 1 9.8 
o .�6 
S e1 d t - 24. 6  
= 2 t .  
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TABLE III 
INTEGRATOR OUTPUT DATA 
A ]3 c D E 
e Normalizing 24 .6 ( 2t ) 19 , 8  - B 0 to 19.8 
(mv ) at t = O 
.04 1 . 97 17 . 83 .03 14 4.2 mv 
.08 3.94 15 . 86 .035 4  8.2 
• 1 2 6. 40 13 . 4  .0419 14 .7  
• 1 6  7 . 86  1 1  .94 .0469 19 .7  
. 20 9. 84 9 . 96 .0562 29 .0 
. 24 1 1  . 8  B . o  
(" 
42. 8 .0700 
. 28 13 .8 6 . o  .0934 66 . 2  
.3 2 15 .7 4. 1 . 13 6 109 
.36 17 .7 2 .  1 . 266 239 
1 69 
BIBLIOGRAPHY 
BOZORTH, R. M. ( 1 95 1 ) Ferromagnetism. D. Van Nostrand Co. , 
Inc. , New .York. 1 280 p. 
LYNW, C. J. , H. L. PULA, M. A. RINGELM.AN, and W . C. TIMMEL 
( 1 960 ) .  Self saturating magnetic amplifiers. 
McGraw Hill Boolr Co. , Inc. , New York. 230 p. 
MEYERHOFF, C. J. , R. W. BARNES, F. L. DISSON, and R. A. LtJND 
( 1 960 ) . Digital applications of magnetic 
devices. John Wiley & Sons, Inc. , New York. 
426 p. 
SAVANT, c. J. ( 1 958 ) Basic feed back control system design. 
McGraw Hill Boo� Co. , Inc. , New York. 
SCHWARTZ, M. ( 1 959 )  Information transmission, modulation, 
and noise. McGraw Hill Book Co. , Inc. , 
New York. p. 1 69- 1 80 
S TOID-I, H. F. ( 1 955 ) Magnetic amplifiers. John Wiley and 
Sons, Inc. , New York. p. 26 1-266. 
THALER � G. J. and R. G. BROWN ( 1956 ) Servo mechanisim 
analysis. :McGraw Hill Book Co. , Inc. , 
New York • . p. 79-86. 
BARKER, R. C. ( 1 960 ) MagnBtization in tape wound cores. 
AIEE Transactions - Communications & Electronics. 
Number 5 1 . 
LOWRANCE, J. L . ( 1 958 ) Magnetic saturable core timing device • 
.A.IEE Transactions - Communications & 
Electroni cs. Number 37. p. 393-3 96 
NEWHOUSE, V .  L. ( 1 957 ) The utilization of domain wall viscosity 
in data handling devi ces. Proceedings of the 
I. R. E. ,  Vol. 45 Number 1 1 . p. 1 484- 1 492. 
RAJCEMAN, J. A .  and A. 1'1'. LO ( 1 956 )  The transfluxor. 
Proceedings of the I. R. E. , Vol. 44 
SCHAEFER, D. H. ( 1 958 ) Magnetic core event counter for earth 
satellite memory. Elec trical Engineering 
Vol. 77 , Number 1 .  P .  5 2-5 6 . 
SHERIN, R. J. ( 1 9 60 )  Transfluxor oscillator gives drift 
free output. Electronics, Vol. 3 3 , Number 
1 O • p. 48-4 9 • 
S TOPJ�, H. F . ( 1 958 ) Applications of nonlinear magnetics. 
AIEE Transactions - Communications & Electronics, 
Number 37. p. 380-387. 
VI TA 
The author, son of Mr. and Mrs. Fred L .  Grismore, 
was born June 1 1 ,  1936 in Pandora, Ohio. He attended 
Pandora Elementary and High Schools, graduating in 1954. 
The same year the author enrolled at Ohio Northern 
University, College of Engineering and was granted the 
B. S. E. E. in June 1 958. 
In September 1958  he accepted a position at Missouri 
S chool of Mines and Metallurgy as full time instructor. 
While serving in this capacity the author completed the 
course work leading to the degree of Master of Science in 
Electrical Engineering. 
1 70 
