Abstract. A family of abstract parabolic equations with sectorial operator is studied in this paper. The conditions are provided to show that the global attractors for each equation exist and coincide. Although the common dynamics is simple, the examples presented in the final part of the paper indicate that the considered family may contain a linear equation together with a large number of its nonlinear perturbations. The mentioned examples include both scalar second order equations and the celebrated Cahn-Hilliard system.
Introduction
We consider a family of autonomous abstract parabolic equations (1.1) u t + Au = F\(u), t > 0, in a Banach space X, where -A generates a strongly continuous analytic semigroup. Our aim is to formulate a general abstract setting for the coincidence of global attractors for a wide class of nonlinear perturbations with the global attractor for the linear problem. This goal is achieved by the use of the semigroup theory for semilinear abstract parabolic equations developed in [HE] , [C-D 2] . The global attractor is obtained in a metric subspace V of a certain fractional power space X a defined by the operator A appearing in the main part of the equation (1.1) (cf. [AM] , [HE] ). It is then interesting to consider the situation when (1.1) is synchronized in the sense that all attractors A\ coincide (cf. [HA] ). We describe it in some special case, in which the dynamics is determined by the u-limit sets of points, or even by the stationary solutions.
The above-mentioned abstract results are presented in Section 2. They are supported by some examples provided in Section 3. The first one deals with the scalar second order equation, while the second one is devoted to the Cahn-Hilliard system describing the evolution of a molten multi-component alloy. The case of binary alloys, which reduces the problem to a single equation, has been widely investigated in the literature (cf. e.g. [C-D 2] , [R-H] , [GR] and the references therein). In comparison with the equation, the CahnHilliard system has not been studied so intensively (cf. e.g. [C-D 1] , [L-Z] ). Here we follow [C-D 2] to obtain the global solutions of the Cahn-Hilliard system under the assumption of the semiconvexity of the bulk free energy A of the alloy. However, in order to obtain such a simple dynamics we further assume that A is convex. What surprises is the wide range of admissible perturbations as well as the lack of their impact on the global attractor. The third example indicates that the abstract results can also be applied to pseudodifferential equations.
Notation used in the paper is standard. Here we point out that denotes the n-dimensional Lebesgue measure of a set f2 C R n , while dom(.A) and im( J 4) stand for the domain and the range of an operator A, respectively. Moreover, V(A) means dom(A) endowed with the graph norm. We also write tr(B) for the trace of a matrix B, i.e. the sum of the elements in the leading diagonal. Other notation will be explained further in the text.
Abstract results
Consider a family of autonomous abstract parabolic equations (1.1) in a complex Banach space X, where A 6 A (A is a certain set of indices). Assume that (A.l) A:Id dom(yl) -• X is a sectorial operator (cf. [HE, Definition 1.3 .1], [CZ, Definition 2.2 [HE] , [AM] , [C-D 2] ), (A.3) unique local X a solutions u\ (-,u0 ) of (1.1) with u\(0,uo) = u$ € X a exist globally in time.
.2]) with compact resolvent, i.e. (zl -A)~l € C(X, X) is a compact operator for all 2 6 p(A),
Note that (A.l) is equivalent to the requirement that the operator -A: X D dom(yl) -• X is an infinitesimal generator of a strongly continuous compact analytic semigroup (cf. [PA, Theorem 2.3.3] ). Observe also that the existence and uniqueness of local X a solutions for uq G X a , mentioned in (A.3), is due to the theory given e.g. in [C-D 2] , [HE] or [CZ] . Recalling Theorem 3.3 Here and subsequently, S\ C X a stands for the set consisting of all stationary points of {T\(t): t > 0} on X a . Let us denote by V any complete metric subspace of X a which is positively {T\(i) }-invariant for each A 6 A, i.e. T x (t)V c V, A 6 A. Throughout the remainder of this section we limit ourselves to {T\(i)} restricted to V. Now it is a family of compact C° semigroups on V. Let us introduce further assumptions:
(A.4) positive orbits of points 7^~(«o) = {T\{t)uQ\ t > 0}, UQ € V, are bounded subsets of V, (A.5) there exist continuous Lyapunov functions Cy. V -* R, A € A, such that for any UQ € V the function t t -> C\(T\(t)uo) is nonincreasing for t > 0 and
there exist a metric space M and continuous functions ly. V -> M,
A e A, which are one-to-one on S\ H V and
We underline that the Lyapunov functions in (A.5) need not have to be bounded below. Moreover, (A.5) ensures that the functions t C\(T\(t)uo) are nonincreasing for all t > 0. REMARK 2.2. If one of the assumptions (A.4)-(A.6) is satisfied with V = X a , then it holds for any complete metric subspace of X a which is positively {T\ (t) }-invariant for each A 6 A.
Following [LA] , we recall that a complete trajectory of a point v G V for a semigroup {S(t): t > 0} is the curve (f>:R -> V satisfying the following conditions:
We shall denote by (respectively T^) the set of all (bounded) complete trajectories of a point v G V for the semigroup {T\(t): t > 0}, whereas C\ (respectively Cj[) shall stand for the set of all points v € V for which there exists at least one (bounded) complete trajectory of the point v for the semigroup {T\(t): t > 0}. Observe that since {T\(t): t > 0} is a C° semigroup, then a complete trajectory ^ of a point v is a continuous function. Moreover, we have T\(t)v = (f>(t), t > 0.
R. Czaja
We define the uj-limit set of a set B C V for the semigroup {T\(t) We recall that by the global attractor for the semigroup {T\(t): t > 0} we mean a nonempty, compact and {T\(£)}-invariant subset of V which attracts each bounded subset of V. We next focus on the situation, when (1.1) is synchronized in the sense that all attractors A\ coincide (cf. [HA] ). Theorem 2.6 below describes it in a special case where the dynamics is determined by the w-limit sets of points, or equivalently by the stationary points (this is due to (A.6)). 
=
and thus v -w. We shall prove that <£(R) = {uo}-Note that (A.5) ensures that Cx is nonincreasing along the complete trajectory <f>. We claim that, in fact, C\ is constant along <f>. Suppose now, contrary to our claim, that there exist t\ < ¿2, ii, ¿2 € M, such that £x(<f>(ti)) > £x(<f>(t2)). For i, s positive and large enough we have > > Cx(m)) > which leads to the absurd relation Cx(v) > £\(w) = C\(v). Consequently,
Fix io € R. Then we know that
Thus (A.5) ensures that 4>(t 0 ) e S x fl V. Hence we obtain </>(R) C 5a H V. Moreover, <f>(R) cannot contain two distinct stationary points, since <j > is a complete trajectory. Thus <^>(R) = {uo}. This clearly forces
Note that under the assumptions (A.1)-(A.6) each bounded complete trajectory for the semigroup {Tx(t):t > 0} is a singleton, i.e. a single stationary point. Moreover, each U>X(UO), UQ € V, is a singleton. Nevertheless, the global attractor may still contain infinitely many elements and (A.1)-(A.6) are satisfied in a number of interesting examples as shown in Section 3. Finally, let us sketch how to apply Theorem 2.6 in case our problem is naturally set in a real Banach space.
REMARK 2.8. Owing to the requirement of the sectoriality of the operator A in (1.1) we are forced to consider the equation in a complex Banach space. Nevertheless, in applications, unless the operator is complex, we obtain the abstract equations (1.1) in a real Banach space X. However, we can complexify the operator A (cf. [AM, p. 4 
]) and consider A(u) = Av + iAw, u = v + iweX = X + iX.
If A is a sectorial operator, then the linear semigroup {e~A t :t > 0} preserves the space X (see [LU, Lemma 2.1.3] ). Thus we are able to define the space X a as im(A _Q |x) and use the real counterpart of the theory of existence and uniqueness of X a solutions. Therefore, if A satisfies (A.l) and for (1.1) the conditions (A.2) and (A.3) are satisfied, then we can still define the semigroup of X a solutions T\(t)uo = u\(t,uo), t > 0, UQ G X a . Furthermore, if the assumptions (A.4)-(A.6) hold with an appropriate subspace V c X a and S\ fl V is independent of A G A and bounded in V, then an analogous version of Theorem 2.6 ensures the existence of the global attractor A\ = S\ fl V = A, A € A, for the semigroup {T x (t):t> 0} in V.
Examples
EXAMPLE 3.1. Our first example will be an initial-boundary value problem for a scalar second order equation
where b G C 1 (f2) is a vector field such that (3.2) divb(x) = 0, x G fi,
Here we consider Q C M n , n > 2, with the C 2 boundary and A e A = C 1+Li P(R).
Rewriting ( To prove the local X a solutions exist globally in time we need an additional a priori estimate of the solutions in an auxiliary Banach space Y. We shall choose Y = L°°(Cl). Let us denote v(t) = u\(t, uq), t € [0, r uo ). We know that v t (t) 6 X, v(t) G W 2 'P{Q), = 0 on 80, for 0 < t < t uo and in X we have
Fix any k e N and 0 < t < r UQ . Multiplying (3.5) by v 2k~l and integrating over fi we obtain and by (3.2)-(3.3)
Hence, because of the boundary condition,
Consequently, [0, r uo ) Bin ||v(i)||^2fc(f2) is nonincreasing and
Letting k -• oo (see [AD, Theorem 2 .8]) we obtain (3.8) V uoe ;faVo<t<T uo ||uA(i,U 0 )||y < IMly < C 2 |Mlx<> •
We now estimate for a fixed 0 < t < T UQ Since u x (-, u 0 
We are going to show that (3.13) l(ux(t, u0)) = l(u0), t>0,u0€ X a .
Fix tto € X° and let v(t) = U\(t, UQ), t > 0. Then we have
where we used (3.2), (3.3) and the boundary condition for v. This shows that l(u\(t, u0)) = c € R for t > 0. Letting ¿-•Owe obtain (3.13).
What is left to show is the existence of an appropriate closed and positively {T\(£)}-invariant subset V of X a such that S\ fl V is bounded in V. Therefore all assumptions of Theorem 2.6 are satisfied. According to Remark 2.7, we conclude that for any ¡i G (0, oo) and any A € C 1+Lip (R) there exists exactly the same global attractor for the problem
Vr, which appears to consist only of all constant functions such that the absolute value of the constant does not exceed r > 0.
Note that we can choose A = 0 and fi = 1. Therefore the dynamics of the problem (3.14) in Vr with any /x G (0, oo) and any A G ci+LiP(R) is the same as the dynamics of the Neumann problem for the heat equation.
REMARK 3.2. In the above considerations we have chosen as the base space 1/(0.) with p > f • Nevertheless, we need not to be so restrictive. Assuming that § < p < § and p > 1, we can still prove the coincidence of attractors for the problem (3.14) in the subspace of X a with < Q < 1 for any /i € (0, oo) and for all functions A € C 1 (R) satisfying (3.15) 3c>0VS)5eR |A'(s) -A'(s)| < c \s -s\ (l^r" 1 + Isp 1 + l) , where 1 < r < • This is achieved by the similar argument as in the example, while the lack of embedding X a C C(fl) is substituted by the embedding of X a into an appropriate Lebesgue space. Moreover, the a priori estimate (3.8) as well as the subordination condition (3.10) are also obtained in Y = L 9 (fi) with properly chosen q. (3.17) 3co>oVaeR"> a T ra > c0 |a| 2 .
Furthermore, i) is a bounded domain in M n , where n < 3, having C 4+e regular boundary <90. Here Vu = is a gradient mxn matrix, while N denotes an outward normal vector to dQ. We assume that A € A, where A denotes the set of all functions satisfying the following conditions: Obviously, the condition (B.3') implies (B.3), but we distinguish them, since we prove most of the required properties under the weaker (and more natural physically) condition. Let us now introduce the following notation:
where k 6 N U {0} and 1 < p < oo.
We consider (3.16) as an abstract Cauchy problem Key Sobolev embeddings and Lipschitz continuity of right hand side. Prom the Sobolev embeddings for n < 3 we infer that Therefore, TA 2 + doT is a symmetric operator with its range being the whole X. Hence, TA 2 + dor is a self-adjoint operator in X. Since dor is a bounded self-adjoint operator on X, we infer that TA 2 is self-adjoint (cf. [ML, p. 119] ). Fixing any d\ > 0, we see by the same argument that TA 2 + d\I is a self-adjoint operator in X. Note that This shows that TA 2 + d\I is a positive definite self-adjoint operator, so by Proposition 1.3.3] it is a positive sectorial operator in X. This estimate and the compactness of embedding H 4 C X ensure that the resolvent of TA 2 is compact.
Description of key X a spaces. Since TA 2 + d\I is a positive definite self-adjoint operator in X, we infer from [TR, Section 1.18 .10], [C-D 2, p. 50] and [C-C, Proposition 2] that Loceil solutions. We can from now on consider the nonlinearity X a X for a € 1). Then Fa is Lipschitz continuous on bounded subsets of X a for a 6 1). As a consequence to any uo € X a , a 6 1), there corresponds a unique local X a solution of (3.18) u\(t, uo), 0 < t < T U Q, where t U q denotes the lifetime of the solution. Therefore we have already shown that conditions (A.l), (A.2) of Theorem 2.6 are satisfied.
Global solutions and boundedness of orbits of points.
We are now in a position to prove that the local solutions are in fact global ones. This problem was first solved in case A satisfied some growth conditions (see [C-D 1] ) and later those limitations were overcome in [L-Z] . In case of the Cahn-Hilliard equation (i.e. m -1), the global existence of X a solutions was shown in [C-D 2] . Here we follow this monograph to show that the same method applies to the system. Observe that for a fixed u € L 2 the Neumann problem
. m(z) = 0 possesses a unique solution z € H 2 , which we shall denote by z = A/"(u). Let us define
Note that this defines a scalar product on L 2 and thus a norm
One can easily show that the norms H-H^ and ||-||t are equivalent on L 2 (cf. [GR, p. 12] ). Using the Poincaré inequality we obtain (3.21) ||U|£2 < c4 E WW = c 4 HVu||L2 \\uy k=1 for u € H 1 such that m(u) = 0.
Step 2. Fix a € 1) and u0 G X a . We denote
We know that v(i) € dom(A), t € (0, rUQ). For 0 < t < TUq we estimate
Integrating by parts we obtain
we get owing to integration by parts and the regularity of v(i)
Combining (3.24) and (3.26) with (3.23), we conclude that
Using assumption (B.3) and the Cauchy inequality we obtain
Step 3. Let v and K be given by (3.22) and (3.25). Observe that integration by parts yields for 0 < t < rUQ
yt(t)} T (TAv(t))tdx-\[vt(t)] T (Vv\(v(t)))tdx. a ci
Using integration by parts again we get
this together with (3.28) yields
Using assumption (B.3) and (3.17) we conclude that Thus (3.31) gives \j t J tr ((VK(v(i) )) r Vif(v(t))) dx < -co ||Vvt(i)||L + NxCA ||Vvt(i)||L2 llvtCOH^. Using Cauchy inequality and integrating over [e, f] for some fixed sufficiently small s > 0 we obtain (3.35) i J tr ((VK(v(t) 
Combining (3.35) with (3.27) we conclude that for 0 < e < t < rU() (3.36) co ||Av(i)|£2 < ± J tr ((V#(v(e))) r Vff(v(e))) dx a + -^f S \\Ms)\\lrds + (N x + ||Vv(t)||k
Step 5. Let v and K be given by (3.22) and (3.25) . Using (3.32) we compute for 0 < t < rUQ (3.37) -||vt(t)|gr = -(V(vi(t))lvt(t)>La
\ ÌÌ Ì2 / where we used the symmetry of T and integration by parts. Defining (3.38) C x (u) = 1 j tr ((Vu) T rVu) dx + $ A(u)dx 0. n for u 6 X a , a 6 1), we see that C\: X a -> 1R is continuous and the function t £A(UA(Ì, UQ)) is nonincreasing for 0 < t < T Uq .
Step 6. We now assume that a e [f, 1), uo € X a and v, K are given as before. We know that v(i) € [.Hf a 0 < t < r Un . From (3.36) taAM and (3.37) we get We shall now show that £ A (v(i)) and ||Vv(i)||i J 2 are bounded. Indeed, from (3.17) and the assumption (B.2) it follows that
Hence from (3.39), (3.40) and (3.33) we obtain Step 7. Since TA 2 + d\I is a positive sectorial operator, we estimate where we used the Holder inequality and the Sobolev embeddings (3.19). Hence we have tUq = oo. Moreover, the global X a solutions for a 6 [|, 1) constitute a semigroup on X a having orbits of bounded sets bounded. Fix now a G [^f)-We know that the local X a 3 solutions exist. Hence if uo G X a , then uA(i, uo), 0 < e < t < tUq, is an solution u\(t -e, uA(e, uo)). Thus rUQ = oo and the relation (3.44) T\(t) = u\(t, uo), t>Q, defines a semigroup of global X a solutions having orbits of points bounded for a G [5,1). The above considerations establish (A.3)-(A.4) with Lyapunov functions. Observe that we have already defined in (3.38) quantities that turn out to be Lyapunov functions. We have noticed that C\: X a -» R is continuous and the function t h-> £A(uA(i, uo)) is nonincreasing for t > 0 with uo G X a , a G 1). Now we merely mention that £a(ua(<;,uo)) = >Ca(uo) implies uA(i,u0) = u0, (see [C-D 1, Lemma 1] for more details). This and previous observations ensure that (A.5) holds with V = X a , a G [5,1).
Stationary solutions under assumption (B.3').
Up to now we have made our calculations under the assumptions (B.1)-(B.3). Hereafter we are going to use the stronger assumption (B.3'). We now concentrate on finding S\, i.e. all stationary solutions of (3.18) in X a , a G [5,1).
Assume that w 6 dom(A) is a stationary solution of (3.18). From (3.37) we get Therefore, we obtain VK(w) = 0 a.e. in Q. The well-known property of the distributional derivative implies that the function under the gradient is independent of the spatial variable, so we have Computing the scalar product of (3.45) and w in L 2 we obtain (3.47)
Note that integration by parts gives
Moreover, we have (m(VwA(w)), w)l2 = (VwA(w), tti(w))l2. Thus (3.47) yields
Computing the scalar product of (3.45) and Aw in L 2 we get (3.49)
Rewriting the first term in (3.49) we see that (rAw, Aw) L 2 = \ (Aw) r rAwdx. Since r is positive definite and we assume (B.3') here, i.e. A is convex, we obtain c0 ||Aw|£2 < 5(Aw) T rAwdx < 0. n Hence Aw = 0 a.e. in 0. Applying this to (3.45) we see that V w A(w) = a a.e. in ii. Now it follows from (3.48) and (3.17) that Vw = 0 a.e. in ft. Wellknown properties of distributional derivatives guarantee that w(x) -c for 8i>8n X € ii. Therefore, we sum up our considerations describing the set of stationary solutions as (3.51) S\ = {w G X a \BceR™ w(x) = c for a.a. x € ii}, since every function constant almost everywhere is a stationary solution of (3.18). It is worth noticing that S\ does not depend on A. Appropriate subspace V C X a . We have already shown that the conditions (A.1)-(A.6) are satisfied with V = X a . Nevertheless, the set of stationary solutions S\ is unbounded in X a , so we cannot look for a global attractor in X a . Therefore we need to find an appropriate closed and positively {Tx(i)}-invariant subset V of X a such that S\ fl V is bounded in V. In the light of our previous discussion it is clear that this will be satisfied by the set V r = {u € X a : |m(u)| < r} with r > 0. Therefore all assumptions of Theorem 2.6 are satisfied. According to Remark 2.7, we conclude that for any fx € (0, oo) and any A 6 A there exists in K C X a , a € 1), the same global attractor for the problem { u t (i, x) + fjTA 2 u(t, x) = AV u A(u(t, x)), t > 0, x € Ct, Vu(t,x)N(x) = V(Au(t,x))JV(®) = 0, t > 0, x 6 dfl, u(0,x) = uo(x), x e fl, which consists only of all functions constant almost everywhere in fi such that the absolute value of the constant does not exceed r > 0.
Observe that A contains the zero function so the dynamics of the problem (3.18) with any A € A is the same as the dynamics of the linear parabolic problem. Note that A contains the zero function so the dynamics of the problem (3.53) with any A G A is exactly the same as the dynamics of the linear parabolic problem.
