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COST OF INNER AMENABLE GROUPOIDS
ROBIN TUCKER-DROB AND KONRAD WRO´BEL
Abstract. Kida and Tucker-Drob recently extended the notion of inner amenability
from countable groups to discrete p.m.p. groupoids. In this article, we show that inner
amenable groupoids have “fixed priced 1” in the sense that every principal extension of an
inner amenable groupoid has cost 1. This simultaneously generalizes and unifies two well
known results on cost from the literature, namely, (1) a theorem of Kechris stating that
every ergodic p.m.p. equivalence relation admitting a nontrivial asymptotically central
sequence in its full group has cost 1, and (2) a theorem of Tucker-Drob stating that inner
amenable groups have fixed price 1.
1. Introduction
Cost is an [1,∞)-valued invariant of p.m.p. orbit equivalence relations that was first
introduced by Levitt[16] and significantly developed by Gaboriau[6][7][8]. By work of
Connes-Feldman-Weiss[3], every aperiodic amenable equivalence relation has cost 1. Kechris
showed in ([12], Theorem 8.1) that the existence of a nontrival asymptotically central se-
quence in the full group of an ergodic p.m.p. equivalence relation implies the equivalence
relation has cost 1. More exposition on the many results of cost theory can be found in
the surveys of Kechris and Miller[13] and Furman [5].
A discrete p.m.p. groupoid G is said to have fixed price if every principal extension of G
has the same cost. Gaboriau proved that free groups have fixed price and asked whether
every group has fixed price. Since then, fixed price has been shown for several large classes
of groups, including finite, infinite amenable[17], strongly treeable[7], and inner amenable
groups[19] amongst many others. Recently, Hutchcroft and Pete showed that Kazhdan
groups have a principal extension with cost 1[9], but it is an open question whether these
groups have fixed price.
Inner amenable groups were first introduced by Effros[4] in relation with property
Gamma of a von Neumann algebra. Examples of inner amenable groups include infi-
nite amenable groups, groups with infinite center, and groups admitting a ergodic p.m.p.
action which is stable in the sense of Jones and Schmidt [10]. Kerr and Tucker-Drob
have shown that dynamical alternating groups associated to topologically free actions
of amenable groups on the Cantor set are inner amenable, and they use this to exhibit
uncountably many pairwise nonisomorphic, finitely generated simple nonamenable inner
amenable groups[14]. Recently, Kida and Tucker-Drob defined inner amenability for dis-
crete p.m.p. groupoids[15], and they show that the action groupoid associated to a compact
p.m.p. action of an inner amenable group is inner amenable.
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Theorem 1.1. Assume ϕ : R→ G is a principal groupoid extension of an inner amenable
groupoid G. Then Cµ0
R
(R) = 1.
Specializing this to the case of countable groups recovers Tucker-Drob’s result that
inner amenable groups have fixed price 1, and specializing to the case of inner amenable
equivalence relations recovers Kechris’ theorem that equivalence relations with a nontrivial
asymptotically central sequence in their full group have cost 1 (since these equivalence
relations are shown to be inner amenable in [15]).
In order to prove Theorem 1.1, we make heavy use of a generalization of von Neumann’s
notion of amenable actions, from the setting of groups to the setting of groupoids. We
obtain the following key structural result along the way, generalizing a result from [19]
which only applied to groups.
Theorem 1.2. If G is an inner amenable groupoid, and H ≤ G is a nowhere amenable
subgroupoid, then there is a groupoid K such that H is q-normal in K and K is q-normal
in G.
2. Preliminaries
2.1. Groupoids.
Definition 2.1. A groupoid G is a small category in which every morphism is an isomor-
phism. We refer to the set of objects as the unit space, written as G0. There are source
sG : G → G
0 and range rG : G → G
0 maps that send an element of the groupoid to its
source and range, respectively, and an inclusion map iG : G
0 → G, that sends a unit to the
identity morphism at that unit. When there is no confusion, we will drop the subscripts
on s, r, and i, and we will identify G0 with its image in G under i.
We say a groupoid G is principal if the map g 7→ (r(g), s(g)) is injective.
An equivalence relation E on a set X is naturally a principal groupoid, with unit space
X, source and range maps the right and left projections respectively, and composition
given by the rule (z, y)(y, x) = (z, x). Moreover, each principal groupoid is naturally
isomorphic as a groupoid to an equivalence relation via the map g 7→ (r(g), s(g)). Given
this transparent equivalence of categories, we will freely and frequently identify principal
groupoids with their associated equivalence relation.
Definition 2.2. A discrete Borel groupoid is a groupoid where both G and G0 are
standard Borel spaces, the source, range, and inclusion maps s, r, and i are all Borel, s
and r are countable-to-one, and the multiplication and inverse maps are Borel.
Definition 2.3. A discrete p.m.p. groupoid is a pair (G, µ0G) where G is a discrete Borel
groupoid and µ0G is a Borel probability measure on G
0 satisfying
∫
G0 c
r
xdµ
0
G =
∫
G0 c
s
xdµ
0
G
where crx and c
s
x refer to the counting measure on r
−1(x) and s−1(x) respectively. Set
µ1G :=
∫
G0 c
r
xdµ
0
G =
∫
G0 c
s
xdµ
0
G to be this σ-finite measure on G.
Again, we will drop the subscript on the measures when there is no cause for confusion.
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Definition 2.4. A subset D ⊆ G0 is said to be G-invariant if µ0(G · D△D) = 0 where
G ·D = {x ∈ G0 | ∃g ∈ G with s(g) ∈ D and r(g) = x}.
Definition 2.5. A discrete p.m.p. groupoid G is called ergodic if every G-invariant subset
D ⊆ G0 is µ0-null or conull.
Example 2.6. Let Gy (X,µ) be a p.m.p. action of a countable group on a standard prob-
ability space (X,µ). We define the discrete p.m.p. groupoid G = G⋉X with underlying
set G×X and unit space G0 = X, with the groupoid operation (g, h ·x)(h, x) := (gh, x). A
groupoid that arises through such a process is called an action groupoid. If this action
is ergodic, so is the groupoid it generates.
Definition 2.7. An extension of a discrete p.m.p. groupoid G is a discrete p.m.p.
groupoid H together with a measure preserving groupoid homomorphism φ : (H, µ1H) →
(G, µ1G). We call this a principal extension of G if the groupoid H is principal.
As explained in [2], the category of extensions of G is equivalent to the category of
p.m.p. actions of G.
Example 2.8. Let Gy (X,µ) be a free p.m.p. action. Then the map φ : G⋉ (X,µ)→ G
defined by (g, x) 7→ g is a principal groupoid extension.
More detail about groupoid extensions can be found in [2] and [15].
Definition 2.9. A measurable bisection of a discrete p.m.p. groupoid G is a Borel
subset σ of G such that the restrictions r|σ and s|σ are each bijections of σ with a conull
subset of G0. A subset σ of G is called a partial measurable bisection if r|σ, s|σ are
instead injective.
Definition 2.10. The full group of a discrete p.m.p. groupoid G is the set, denoted
by [G], of all measurable bisections. The pseudogroup of G is the set, denoted by [[G]],
of all partial bisections. We identify two partial bisections σ1 and σ2 if their symmetric
difference σ1△σ2 is µ
1-null.
For subsets A,B ⊆ G define A−1 := {g−1|g ∈ A} and AB := {gh|g ∈ A, h ∈
B, and s(g) = r(h)}. The full group and the full pseudogroup of G are then a group
and inverse semigroup respectively, under these operations. For g ∈ G and A ⊂ G we also
define gA := {g}A.
For a groupoid G, and subset A ⊆ G0, we let GA := {g ∈ G |r(g), s(g) ∈ A}. Fix a partial
measurable bisection σ ∈ [[G]]. For g ∈ Gr(σ), define the conjugate of g by σ, denoted g
σ,
to be the unique element of σ−1gσ. Likewise, for D ⊆ G, define Dσ = {gσ | g ∈ D}. For a
function f : G → C, define fσ : G → C by
fσ(g) =


f(gσ
−1
) if g ∈ Gs(σ)
0 otherwise
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2.2. Actions of Groupoids and Amenability.
Definition 2.11. A locally countable fibered space over a standard measure space
(X,µ) consists of a standard Borel space W along with a countable-to-one Borel map
p : W → X. For x ∈ X we define Wx := p
−1(x). We also set νp(A) :=
∫
X
|Wx ∩A|dµ.
If G is a discrete p.m.p. groupoid and W is a locally countable fibered space over G0,
then we define G ∗W := {(g,w) ∈ G ×W | s(g) = p(w)}.
Note that a discrete p.m.p. groupoid, together with either its source or range map, is
a locally countable fibered space over G0, with νr = νs = µ
1.
Definition 2.12. A (left) Borel action of a p.m.p. groupoid G on a locally
countable fibered space p : W → G0 is a Borel map α : G ∗W →W , such that
(1) α(g,w) ∈Wr(g) for each g ∈ G and w ∈Ws(g),
(2) for each g ∈ G the map αg : w 7→ α(g,w), is a bijection from Ws(g) to Wr(g), and
(3) αgαh = αgh whenever s(g) = r(h).
where we denote G ∗W = {(g,w)|s(g) = p(w)}.
We will also simply write gw for α(g,w). For subsets A ⊆ G and V ⊆ W , denote
AV := {gw | g ∈ A and w ∈ V }. For g ∈ G and V ⊆W , we define gV := {g}V .
Example 2.13. The left translation action λ, of a groupoid G on itself is defined, for
g, h ∈ G ∗ G = {(g, h)|s(g) = r(h)}, by λ(g, h) := gh.
Definition 2.14. A measurable section of a locally countable fibered space p : W →
(X,µ) is a Borel subset σ of W such that the restriction p|σ, of p to σ, is a bijection of σ
with a conull subset of X. A subset σ of W is called a partial measurable section if
p|σ is injective.
Suppose we have an action of a discrete p.m.p. groupoid G on a locally countable fibered
space p : W → G0. Let g ∈ G and let σ ⊆W be a partial measurable section. We say that
g fixes σ if ∅ 6= gσ ⊆ σ. Notice that, in this case, the set gσ contains a single point, so
we will abuse notation and use gσ to also denote this point.
Definition 2.15. The stabilizer of a partial section σ is defined to be the set
Gσ := {g ∈ G | g fixes σ} = {g |∅ 6= gσ ⊆ σ}.
Definition 2.16. Let G y W be a Borel action of a discrete p.m.p. groupoid G on a
locally countable fibered space W over G0. The action is called amenable if there exists
a sequence of Borel functions (fn)n∈N :W → [0, 1] such that the following hold
(1)
∑
w∈Wx
fn(w) = 1 for µ
0-a.e. x in G0 and all n
(2)
∑
w∈Wr(g)
|fn(w) − fn(g
−1w)| → 0 as n→∞ for µ1-almost every g in G
Given such a sequence (fn), we say a subset A of W has (fn)-density p if
lim
n→∞
∫
G0
fn(A ∩Wx)dµ
0(x) = p.
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Notice that this generalizes the notion of amenable action when G is actually a group.
Definition 2.17. A discrete p.m.p. groupoid G is called amenable if the left translation
action of G on itself is amenable.
In the case when G is an equivalence relation, this corresponds with the notion of
amenability in the category of equivalence relations[13]. A study of amenable groupoids
can be found in [1].
Definition 2.18. A groupoid G is called nowhere amenable if for every positive measure
subset A ⊆ G0, the groupoid GA = {g ∈ G|s(g), r(g) ∈ A} is nonamenable.
2.3. Inner Amenability. In [15], Kida and Tucker-Drob introduced the following gener-
alization of inner amenable groups.
Definition 2.19. A discrete p.m.p. groupoid G is called inner amenable if there exists
a sequence of Borel functions (fn)n∈N : G → [0, 1] such that
(1) ‖1GAfn‖L1(G,µ1) → µ
0(A) as n→∞ for every µ0-measurable A ⊆ G0
(2) ‖fσn − fn‖L1(G,µ1) → 0 as n→∞ for every σ ∈ [G]
(3) ‖1Dfn‖L1(G,µ1) → 0 as n→∞ for every µ
1-measurable D ⊆ G with µ1(D) <∞
(4)
∑
γ∈s−1(x) fn(γ) = 1 =
∑
γ∈r−1(x) fn(γ) for µ
0-a.e. x ∈ G0 and every n
Such a sequence of functions is referred to as an inner amenability sequence. A sequence
satisfying Property 3 will be referred to as diffuse.
Lemma 2.20. Let G be an inner amenable discrete pmp groupoid with inner amenability
sequence (fn). Assume H = H ⋉ G
0 is an action groupoid associated with a pmp action
of a countable group H and ϕ : H → G is a groupoid homomorphism with s(ϕ(h, x)) = x
and r(ϕ(h, x)) = hx. Then there is a subsequence of (fn) verifying the amenability of the
“conjugation” action Hy G given by (h, r(g)) ·g := ϕ(h, r(g))gϕ(h, s(g))−1 . In particular,
this sequence is diffuse.
Proof. We need to check item 1 and item 2 in the definition of amenability. We will denote
fn|r−1(x) by f
x
n .
For a fixed h ∈ H, consider the bisection σ = {ϕ(h, x) | x ∈ G0}.
∫
G0
∥∥∥fxn − (h, x)−1 · fhxn
∥∥∥ℓ1(r−1(x))dµ0(x) =
∫
G0
∑
g∈ r−1(x)
|fn(g)− fn((h, x) · g)| dµ
0(x)
=
∫
G0
∑
g∈ r−1(x)
∣∣fn(g) − fn(ϕ(h, r(g))gϕ(h, s(g))−1)∣∣ dµ0(x)
=
∫
G0
∑
g∈ r−1(x)
∣∣∣fn(g) − fn(gσ−1)
∣∣∣ dµ0(x)
=
∫
G0
∑
g∈ r−1(x)
|fn(g) − f
σ
n (g)| dµ
0(x)
= ‖fσn − fn‖L1(G,µ1) → 0 as n→∞
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Here,
∥∥fxn − (h, x)−1 · fhxn ∥∥ℓ1(r−1(x)) L
1(G0,µ0)
−−−−−−→ 0. After passing to a subsequence, we can
assume that
∥∥fxn − (h, x)−1 · fhxn ∥∥ℓ1(r−1(x)) −→ 0 for µ0-almost every x ∈ G0.
We would like to pass to a subsequence for each h ∈ H. Since H is countable, after
diagonalizing across countably many subsequences, we may assume that for each h ∈ H,
for µ0-almost every x ∈ G0 we have
∥∥fxn − (h, x)−1 · fhxn ∥∥ℓ1(r−1(x)) −→ 0.
So item 2 holds for µ1-almost every (h, x) ∈ H and item 1 follows directly from the
definition of inner amenability sequence. 
2.4. q-Normality and Cost.
Definition 2.21. Fix a discrete p.m.p. groupoid G. A subset A ⊆ G is said to generate
G if the union 〈A〉 :=
⋃
n∈ N(A ∪A
−1)n is a µ1-conull subset of G.
Definition 2.22. A subset of a discrete p.m.p. groupoid A ⊆ G is called aperiodic if for
almost every x ∈ G0, the set s−1(x) ∩A is infinite.
Sorin Popa introduced the notion of q-normality in [18].
Definition 2.23. A subgroupoidH ≤ G is called q-normal in G if there exists a countable
collection of partial sections Σ ⊂ [[G]] generating G such that for every σ ∈ Σ, the set
Hσ ∩H is aperiodic on s(σ).
Proposition 2.24. If the groupoid H is q-normal in G and ϕ : K → G is a groupoid
extension of G, then ϕ−1(H) is q-normal in K.
Proof. Let Σ be a countable collection of partial sections of G witnessing the q-normality
of H in G. Let Σ′ := {ϕ−1(σ) | σ ∈ Σ}. Notice Σ′ is a collection of sections of K that
generate K. Now ϕ−1(σ)ϕ−1(H)ϕ−1(σ)−1 ∩ϕ−1(H) ⊇ ϕ−1(σHσ−1 ∩H). This along with
the fact that groupoid extensions are surjective lets us check q-normality of ϕ−1(H) in
K. 
Proposition 2.25. Let ϕ : H → G an extension of an amenable groupoid G. Then H is
amenable.
Proof. If (fn) is a sequence witnessing the amenability of G, then the sequence (fn ◦ ϕ)
witnesses the amenability of H. 
Definition 2.26. The cost of a principal discrete p.m.p. groupoid R is defined
Cµ0(R) = inf
A generating R
µ1(A).
Proposition 2.27. Let S ≤ R be discrete p.m.p. principal groupoids. If S is q-normal in
R then Cµ0
R
(R) ≤ Cµ0
R
(S).
This is proved in Proposition A.2 in [19] and was first observed by Furman in [7].
Definition 2.28. The inf-cost of a discrete p.m.p. groupoid G is defined
Cinf (G) = inf{Cµ0
R
(R) | ϕ : R→ G is a principal groupoid extension}
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Proposition 2.29. Let H ≤ G be discrete p.m.p. groupoids and A ⊆ G\H with µ1G(A) < ε.
Then Cinf (〈H ∪A〉) ≤ Cinf (H) + ε.
Proof. Fix a principal groupoid extension ϕ : S →H. By a standard coinduction process,
we get a new principal groupoid extension ϕ˜ : S˜ → 〈H ∪ A〉 such that ϕ˜|ϕ˜−1(H) factors
through ϕ. So there is a measure preserving map pi : ϕ˜−1(H)→ S such that if B generates
S, then pi−1(B) generates ϕ˜−1(H). Since ϕ˜ is an extension, S˜ is generated by ϕ˜−1(H) ∪
ϕ˜−1(A). In particular, S˜ =
〈
pi−1(B) ∪ ϕ−1(A)
〉
and
µS˜(pi
−1(B) ∪ ϕ−1(A)) ≤ µS˜(pi
−1(B)) + µS˜(ϕ˜
−1(A)) = µS(B) + µ
1
H(A) ≤ µS(B) + ε
which means Cµ
S˜
(S˜) ≤ CµS (S) + ε. 
3. A Folklore Lemma in the Groupoid Setting
Definition 3.1. The action of a discrete countable group G on a space X is called
amenable if there exists a finitely additive probability measure m : X → [0, 1] that
is invariant under the group action.
The following folklore lemma’s origins go back to von Neumann’s original paper which
introduced the notion of amenability [20].
Lemma 3.2. Let a discrete countable group G act on X and Y . Suppose the action Gy X
is amenable with the finitely additive probability measure m witnessing the amenability. If
the action of the stabilizer Gx y Y is an amenable action for a positive measure set of x
in X with respect to m, then Gy Y is amenable.
We generalize this lemma in the following manner.
Lemma 3.3. Let G be a discrete p.m.p. groupoid. Fix actions of G on locally countable
Borel fiber bundles p : W → G0 and q : V → G0. Suppose G y W is an amenable
action. Fix (fn) an amenability sequence for the action G y W . Let S be an positive
(fn)-density G-invariant subset of W . Suppose we have a countable collection of partial
sections Σ = {σi}i∈N of W with the following properties
• (Gσi) ∩ (Gσj) = ∅ if i 6= j
• the disjoint union
⊔
i∈N(Gσi) = S
• the restricted action Gσi y q
−1(p(σi)) is amenable for all i ∈ N.
Then the action G y q−1(p(S)) is amenable.
Proof. Without loss of generality, we can assume that S = W . This is because S is a
G-invariant subset of W and so we can consider the action of G restricted to S. Because S
has positive (fn)-density, we can take a subsequence (fnk) and renormalize the restrictions
fnk |S in order to get an amenability sequence for the action G y S. Once more, we will
denote fn|s−1(x) by f
x
n .
Pick a sequence of Borel subsets (W n)n∈N ⊆W with the following properties
• |W n ∩Wx| is finite for every n ∈ N and for every x ∈ G
0
• fxn(W
n ∩Wx) > 1− 2
−n
8 ROBIN TUCKER-DROB AND KONRAD WRO´BEL
Now we can define
f∗n(w) =


fn(w)
f
p(w)
n (Wn∩Wp(w))
w ∈W n
0 otherwise
by restricting supports and renormalizing. Thus, (f∗n) is also a sequence witnessing the
amenability of the action G yW and has finite support on each fiber. We may therefore
assume that each of the functions fn has finite support over each fiber Wx of W .
For w ∈ W , we denote by σw the unique element σ of Σ such that w ∈ Gσ. Now,
we would like to find a measurable function φ : W → G such that r(φ(w)) = p(w) and
{w} = φ(w)σw. Consider the map φ
′ : G × Σ → W defined by (g, σ) 7→ g · σ. This
is a countable-to-one map since σ is a section. By the Lusin-Novikov Uniformization
Theorem[11], there is an injective Borel map φ∗ : W → G × Σ with φ′(φ∗(w)) = w. By
composing with a projection to G, this is still Borel and we get the map φ we were looking
for. By abuse of notation we identify φ(w)σw with the point w it contains.
For g ∈ G and w ∈Ws(g), we let hg,w := φ(gw)
−1gφ(w). Notice that hg,w ∈ Gσw since
hg,wσw = φ(gw)
−1gφ(w)σw = φ(gw)
−1(gw) = φ(gw)−1(φ(gw)σgw)
= ids(φ(gw))σgw ∈ σgw = σw
Let (Dn)n∈N be an increasing sequence of finite measure subsets of G which exhaust
the space. For each σ ∈ Σ, we pick a sequence aσ,n witnessing the amenability of the
action Gσ y V . We may choose these sequences in such a way that there exists a sequence
(D′n)n∈N satisfying the following
•
µ(D′n ∩Di)
µ(Di)
> 1− 2−n for all i ≤ n
• for every g in D′n and for every w in Ws(g) ∩W
n
(3.1)
∥∥∥ar(hg,w)σw,n − hg,was(hg,w)σw,n
∥∥∥
ℓ1(Vr(hg,w))
< 2−n
This is accomplished as follows. First take an amenability sequence a∗σ,n for the action
Gσ y V . Here, for a given g ∈ G and n ∈ N, the set Ws(g) ∩W
n is finite.
Fix an element g ∈ G. There exists a number N(n, g) large enough such that
∥∥∥a∗,r(hg,w)σw,Nn,g − hg,wa∗,s(hg,w)σw ,Nn,g
∥∥∥
ℓ1(Vr(hg,w))
≤ 2−n for every w ∈W n ∩Ws(g)
because hg,w ∈ Gσw and by definition of a
∗
σ,n being an amenability sequence. For each
c ∈ N, define D′n(c) := {g ∈ Dn |N(n, g) < c}. The sets D
′
n(c) increase to Dn as c →∞.
Fix cn such that
µ(D′n(cn)∩Di)
µ(Di)
> 1− 2−n for every i ≤ n. Define aσ,n := a
∗
σ,cn
.
Now, for each n ∈ N, define ξn(v) :=
∑
w∈Wq(v)
aσw,n(φ(w)
−1v) f
q(v)
n (w).
We show the sequence (ξn)n∈N witnesses the amenability of the action G y V . We first
check it satisfies item 2 in the above definition of amenability. Let g ∈ G and let x = s(g)
and y = r(g).
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‖ξyn − gξ
x
n‖ℓ1(Vy) =
∑
v∈Vy
∣∣∣∣∣∣
∑
w∈Wy
aσw ,n(φ(w)
−1v)f yn(w)−
∑
w∈Wx
aσw ,n(φ(w)
−1 · (g−1v))fxn (w)
∣∣∣∣∣∣
≤
∑
v∈Vy
∣∣∣∣∣∣
∑
w∈Wy
aσw,n(φ(w)
−1v) f yn(w) −
∑
w∈Wx
aσw,n(φ(g · w)
−1v) fxn(w)
∣∣∣∣∣∣(3.2)
+
∑
v∈Vy
∣∣∣∣∣
∑
w∈Wx
aσw,n(φ(gw)
−1v) fxn (w)−
∑
w∈Wx
aσw,n(φ(w)
−1g−1v) fxn(w)
∣∣∣∣∣(3.3)
Let’s first look at eq. (3.2) now and bound it by first rewriting it as follows
∑
v∈Vy
∣∣∣∣∣∣
∑
w∈Wy
aσw,n(φ(w)
−1v) f yn(w) −
∑
w∈Wx
aσw,n(φ(gw)
−1v) fxn (w)
∣∣∣∣∣∣
≤
∑
v∈Vy
∣∣∣∣∣∣
∑
w∈Wy
aσw,n(φ(w)
−1v) f yn(w)−
∑
w∈Wy
aσw,n(φ(w)
−1v) fxn(g
−1w)
∣∣∣∣∣∣
≤
∑
v∈Vy
∑
w∈Wy
∣∣aσw,n(φ(w)−1v)∣∣ ∣∣f yn(w)− fxn (g−1w)∣∣
=
∑
w∈Wy
|f yn(w)− gf
x
n (w)| = ‖f
y
n − gf
x
n‖ℓ1(Wy) −→ 0 as n→∞
Now, we find a bound for (3.3)
∑
v∈Vy
∣∣∣∣∣
∑
w∈Wx
[
aσw,n(φ(gw)
−1v)− aσw,n(h
−1
g,wφ(gw)
−1v)
]
fxn(w)
∣∣∣∣∣
≤
∑
v∈Vy
∑
w∈Wx
|aσw ,n(φ(gw)
−1v)− hg,waσw,n(φ(gw)
−1v)| fxn(w)
=
∑
w∈Wx∩Wn
fxn (w)
∥∥∥ar(hg,w)σw,n − hg,was(hg,w)σw,n
∥∥∥
ℓ1(Vr(hg,w))
≤ 2−n
We will show this last inequality is true for µ1-almost every g. Let En,k := Dn \ D
′
k.
Notice that µ1(En,k) ≤ 2
−k and so
∑
k µ
1(En,k) <∞. Thus, µ
1(lim supk En,k) = 0 and, in
fact, µ1(
⋃
n lim supk En,k) = 0. By eq. (3.1), the set
⋃
n lim supk En,k contains the elements
g in G such that the inequality doesn’t hold for infinitely many n ∈ N.
Thus, we get that item 2 in the definition of amenability is satisfied. Now that we have
this invariance, we can check item 1.
ξxn(v) =
∑
w∈Wx
fxn(w) [φ(w)a
s(φ(w))
σw ,n (v)]
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The measure φ(w) · a
s(φ(w))
σw,n is a probability measure since it is a pushforward of a
probability measure. The function ξxn is a convex combination of probability measures,
and so, is a probability measure. 
4. Cost of Inner Amenable Groupoids
Lemma 4.1. For discrete p.m.p. groupoids H ≤ G, if the action Hy G by left translation
is amenable, then Hy H by left translation is amenable.
Proof. In order to show that the restricted action H y H is amenable, we just need to
find a collection of partial sections of G as in lemma 3.3 for the action H y G with the
property that the stabilizer of each section is trivial. This will imply that the action of
each stabilizer is amenable. Here the action is by left translation, so choose a maximal
sequence of partial bisections (σn) such that σn is not generated by
⋃
i<n σi. This tells us
the action Hy H is amenable by lemma 3.3. 
Corollary 4.2. For discrete p.m.p. groupoids H ≤ G, if G is amenable, then H is
amenable.
Theorem 4.3. If G is an inner amenable groupoid, and H ≤ G is a nowhere amenable
subgroupoid, then there is a groupoid K such that H is q-normal in K and K is q-normal
in G. Moreover, K can be chosen so that, for every n ∈ N, the groupoid K∩Kσ1 ∩ . . .∩Kσn
is aperiodic for all bisections σ1, . . . , σn ∈ [G].
Proof. By Lusin-Novikov[11], there is a countable subgroup H ≤ [H] of the full group that
generates H. We can then define the action groupoid H˜ := H ⋉ G0 which comes with a
natural surjective groupoid homomorphism ϕ : H˜ → H that satisfies s(ϕ(h, x)) = x and
r(ϕ(h, x)) = hx.
We define two different actions of H˜ on G. The first being the action by conjugation
α : H˜ y G where (h, r(g)) · g = ϕ(h, r(g))gϕ(h, s(g))−1 . For clarity in the rest of this
proof, we use · to denote the conjugation action α. By lemma 2.20, this action admits
an amenability sequence (fn) which is diffuse. Fix a countable collection of measurable
partial sections Σ of the range map r for the conjugation action such that H˜·σ′∩H˜·σ′′ = ∅
for σ′ 6= σ′′ and G =
⊔
Σ H˜ · σ. Denote by H˜σ the stabilizer of the section σ with respect
to the action α.
The second action will be by left translation λ : H˜y G where (h, r(g))g = ϕ(h, r(g))g.
The action H y G by left translation is nonamenable by lemma 4.1. Since λ factors
through Hy G, the action λ is nonamenable.
For σ ∈ Σ, let λσ : H˜σ y G be the action λ restricted to H˜σ. If this action is
nonamenable, then the action ϕ(H˜σ) y G by left translation is nonamenable. But then,
the action ϕ(H˜σ) y ϕ(H˜σ) by left translation is nonamenable since otherwise we can
use the same amenability sequence to show the action ϕ(H˜σ) y G is amenable. So the
groupoid ϕ(H˜σ) is nonamenable if the action λσ is nonamenable.
Recall σw is defined as the section whose orbit contains w. We know for full (fn)-density
of w ∈ G that ϕ(H˜σw) is nonamenable by lemma 3.3. Define H
σw := {hσw | h ∈ H}.
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Since H˜σw stabilizes σw under conjugation, ϕ(H˜σw) ⊆ H
σw . So, H ∩ Hσw ⊇ ϕ(H˜σw) is
nonamenable for full (fn)-density of w ∈ G.
Let Aσ ⊆ dom(σ) be a unique maximal (mod null) non-empty set such that (H ∩H
σ)Aσ
is nowhere amenable. Define Σ′ = ΣA ⊔ΣB to be a new collection of partial sections of G
where ΣA =
{
σ ∩ s−1(Aσ) | σ ∈ Σ
}
and ΣB =
{
σ \ s−1(Aσ) | σ ∈ Σ
}
.
Define K := 〈H ∪ ΣA〉 to be the groupoid generated by H ∪ ΣA. Notice that K =
〈H ∪ΣA〉 . If τ ∈ ΣA then H ∩ H
τ is nowhere amenable on s(τ) and, in particular,
aperiodic on s(τ). And if h ∈ H, then it’s immediate that H ∩ Hh = H is aperiodic. So
we get that H is q-normal in K.
We now show that K has full (fn)-density in G.
Assume not. So G\K has positive (fn)-density and G\K ⊆ H˜·ΣB since G =
⊔
ΣA∪ΣB
H˜·σ.
It’s easy to see that H˜·σ′∩H˜·σ′′ = ∅ for σ′ 6= σ′′ ∈ Σ′ under the conjugation action α due to
our original definition of Σ. Now, the collection of sections ΣB satisfies the assumptions
of lemma 3.3. Observe that if we let SB :=
⊔
ΣB
H˜ · σ then the left translation action
λ : H y s−1(s(SB)) is nonamenable since H is nowhere amenable. If we now follow the
previous half of our proof replacing Σ with ΣB, we get H ∩H
τ is nonamenable for some
τ ∈ ΣB where τ = σ \ s
−1(Aσ) for some σ ∈ Σ. We may therefore find a positive measure
set Aτ such that (H ∩ H
τ )Aτ is nowhere amenable. The sets Aσ and Aτ are disjoint;
however, (H ∩Hσ)Aσ∪Aτ is nowhere amenable which contradicts maximality of Aσ.
Kσ := {kσ | k ∈ K} will still have full (fn)-density, so K ∩K
σ1 ∩ . . . ∩Kσn will have full
(fn)-density in G for all bisections σ1, . . . , σn ∈ [G]. Since (fn) is diffuse, this means that
K ∩ Kσ1 ∩ . . . ∩Kσn is aperiodic and, hence, K is q-normal in G. 
Now we prove the main theorem.
Theorem 4.4. Assume ϕ : R→ G is a principal groupoid extension of an inner amenable
groupoid G. Then Cµ0
R
(R) = 1.
Proof. By looking at the ergodic decomposition of G, it suffices to consider the case when
G is ergodic. We prove this in two cases.
Assume first that the associated equivalence relation RG = {(r(g), s(g)) | g ∈ G} is finite.
By ergodicity, G0 = {x1, . . . , xn}. This means that by [15], the isotropy group G{xi} :=
{g ∈ G | s(g = r(g) = xi)} is an inner amenable group. By [19], this has fixed price 1.
Consider now the groupoid G′ :=
⊔
1≤i≤n G{xi}. Any principal extension of G
′ is a union
of exactly n ergodic components each of which is a principal extension of some copy of
G{xi} and so generated by a set of measure 1/n. So, G
′ has fixed price 1. Notice that
G′ is q-normal in G which implies ϕ−1(G′) is q-normal in R. Cost is monotone under
q-normality which gives us Cµ1
R
(R) = 1.
If the underlying equivalence relation RG is aperiodic, then fix ε > 0 and define H
′ ≤ G
a the maximal ergodic amenable subgroupoid(up to µ1-null) using Zorn’s Lemma. The set
of amenable ergodic subgroupoids is nonempty since RG is aperiodic. Now, let A ⊆ G \H
′
with 0 < µ1(A) < ε. Define H := 〈H′ ∪A〉 so H is nonamenable. In particular, since H is
ergodic nonamenable, it is nowhere amenable. Now, by theorem 4.3, there exists K such
that H is q-normal in K and K is q-normal in G.
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Notice that ϕ|ϕ−1(H) is a principal groupoid extension of an amenable groupoid so
ϕ−1(H′) is amenable and in particular Cµ1
R
(ϕ−1(H′)) = 1. When we add A as a generator,
by proposition 2.29, Cµ1
R
(ϕ−1(H)) < 1+ε. But q-normality is passed on through extensions
so ϕ−1(H) is q-normal in ϕ−1(K) and ϕ−1(K) is q-normal in R. Now by proposition 2.27,
Cµ(R) ≤ Cµ(ϕ
−1(H)) ≤ 1 + ε. 
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