Introduction
A jeweller's balance is obviously much more accurate than a cheap set of bathroom scales. However,'How much more accurate?' is an interesting question in that it can provoke heated debates about how to assess this. That a jeweller's balance is more accurate is precisely as it should be, due to the high price of gems and gold, whereas a pound or two in your weight does not really matter. Accuracy is thus seen to be important in commerce, and hence is equally important in the engineering of jeweller's scales. Obviously accuracy is important in engineering generally, a world full of tolerances on components with commercial considerations attached to meeting exacting specifications on products, and penalty payments or warranties on failure to conform to specification. 'How much more accurate?' is a debatable point currently with no uniformly and universally accepted methodology used to produce uniform and repeatable uncertainty statements, although accuracy statements may often be bandied about.
Manufacturers often produce optimistic accuracy specifications for their products to impress potential purchasers in order to gain a sale, or at least to appear to be on a par with their competitors. Users of measurement equipment are often optimistic in their estimation of their ability to take measurements, either through a desire to impress their boss with their skill or through a mistaken pride in what they do. The bosses are often willing to accept an optimistic assessment to impress customers, regulators, their managers, etc. On the other hand, sometimes, with a view to litigation, the opposite happens when an unduly pessimistic uncertainty is quoted so that the actual answer to a measurement problem is guaranteed to be within the quoted error bars, purely by virtue of enormous error bars. To try to avoid such discrepancies in uncertainty statements and to make the statements comparable and useable, there is a need for a methodology which is unifonnly used and agreed upon. This is where dispute has set in, with different people supporting different methodologies, adding errors, root sum square all errors, combinations of the two, insisting on well qualified statistics for an analysis to be meaningful, not insisting on well qualified statistics for an analysis to be meaningful, etc. There are a variety of standards, often based on each other but different documents. For instance,is an Abernethy analysis the same as PTC19.1; and is ISOTAG 4 the same as NIS 80? To those not in the know this can only be confusing.
Making matters worse is the fact that the subject is complex; and to most people it is a dry, difficult and boring subject full of unintelligible equations. Pattial differentials to get sensitivities, WeJch-Satterthwaite equations, degrees of freedom, pretest, partially correlated effects in bias errors which may change with time so are precision errors on a different time-scale, sampling errors, autoregressive curve fits, etc, all summed up in a single absolute number which is totally inappropriate to the back-toback test being done. Is it any wonder that most people don't want to know even if they recognise the need?
Worse still is the language, which may be made unintelligible but employs a lot of commonly used words, the meanings of which everybody fully appreciates. Unfortunately when one person is dealing with very fine tolerance precision (i.e. highly accurate measurements), somebody else is dealing with errors which occur in fine parts (small miniature parts), while somebody else is dealing with statistical errors but recognising enormous biases. One person's repeatability may be another person's reproducibility, and what is trueness? Something is either true or it is not. When talking to somebody who is not familiar with the accepted definitions of such terms, it is all too easy to be talking at cross purposes, with the listener understanding something different to what the teller means. The resulting confusion only serves to blacken the name of either the person you've been talking to, or the subject as a whole -anyway the uncertainty guy doesn't seem to live in the real world.
Regardless of all the above points, different people have different opinions. These range from people who want to ignore the subject because it just makes life more complicated (they are happy with the certainty of believing their results because they measured them); through people who don't believe your statements (because after all they once measured the same thing twice and got the same answer, so your uncertainty statement is obviously wrong); via people who listen to you and agree but then ignore it anyway; and at the other extreme, people who insist on repeating the experiment a large number of times so that you can fully classify the distribution, and have worthwhile statistics, enabling you to quote the uncertainty with a very small uncertainty in that uncertainty.
Due to all the causes outlined above there has been much passive resistance to using measurement uncertainty analysis, even though most people will recognise the its validity when spoken about in simple high-level terms.
What is the point of uncertainty analysis?
At school in the science lessons one was taught to quote a plus and minus accuracy figure on the experimental result as a matter of good practice, and it seems obvious that this is the correct thing to do. This practice provides academic rigour to the academic exercise carried out. Within the university sector it provides a measure of the quality of the research that has just been carried out; enables you to compare your research group with others at other universities; gives you an idea of the measurement accuracy and hence the degree of agreement which is required between the theorists and your result before somebody needs to worry about their work; and it lets you know if you have pushed back the frontiers of human knowledge by adding another decimal place to a fundamental constant of nature. This is all very well, but engineering is about a different set of concepts to those given above. That which is academically desirable is not necessarily desirable for an engineer. "An engineer is one who acquires and uses scientific, technical and other pertinent knowledge and skills to create, operate or maintain safe, efficient systems, structures, machines, plants, processes or devices of practical and economic value", according to SAR-TOR5.
Here the key word is 'economic', which of course means don't waste money, just make the thing good enough to fit its purpose and don't gold plate everything. From a measurement uncertainty point of view this means that a test which costs £1 million to do will only be done once, and not the thirty times required to evaluate the statistics of the reproducibility of building the experimental vehicle. If the result is needed quickly within a development programme, then you will not be allowed the luxury of repeated experiments. There are multiple reasons why in an engineering programme measurements are only taken once, so statistical evidence of the experimental process capability is not directly obtained and must be inferred from other evidence.
Often many stages in the measurement chain are carried out by a technician who doesn't have a PhD in statistics, so complex analysis of the uncertainty applicable to measurements done here is unlikely. Also on a large site where measurements on large and complex machines require co-ordinated assistance from hundreds of people, control of every last fine detail is extremely difficult, time-consuming and expensive. So the exact detail of the rigging of a particular transducer to a particular measurement station may often not be known, so estimates have to be made. Altogether this makes the best possible uncertainty analysis whereby every last detail of the actual . experiment is accounted for, impossible, and a best-guess approximation must suffice.
The philosophically minded will no doubt say that this is fine, since the uncertainty statement represents the uncertainty in the mind of the person who produced the statement. However, if somebody else does the uncertainty analysis, then that person may know some of the details which the first person didn't have time to uncover, and so produces a different answer in the uncertainty analysis.
Which answer is right?
There is no need for academic rigour in an analysis since it doesn't usually add value which you can sell in the product. The quality of the product is demonstrated in functionality tests of the end product. Also you tend not to compare your measurement process capability with your rivals, you tend to keep it in-houseso there is no need to do uncertainty analysis to prove you are better than the opposition. The only frontiers being pushed back in industrial development are the faster, cheaper, quicker type ones, not adding another decimal place to your measurement capability.
Uncertainty analysis with all its statistics is fine for measurements taken a thousand times a day under a variety of circumstances, to allow easy gathering of data. If it's easy to do then obviously it is appropriate. However, in most large-scale (and indeed much small-scale) engineering work full statistics and full detail analysis are simply not going to happen.
How engineers should use uncertainty analysis
Engineers want to make economic and safe products. This means that they want to use adequate instruments to make the measurements, but don't want to double the accuracy if it multiplies the cost by a factor often. They want to use adequate instruments to avoid wasting their money on making measurements which are fundamentally misleading, due to their inadequacy to resolve the required differences in the measurand; and also to avoid wasting money on erroneous development decisions based on measurements which suggested that one type of component was marginally better than another, when in fact it wasn't -it was simply measurement error.
Engineers want to do pretest analyses, which obviously cannot validate precision errors properly, merely estimate them, and cannot reflect the exact situation in the experiment unless tight control is applied (which is not always economically possible). Thus only approximate analyses are possible pretest, where the greatest benefit is to be had from the analysis. Whether we want to bother with posttest analyses is more debatable, and is only likely to be desirable if it is felt that the pretest analysis is seriously misleading.
Generally engineers want an uncertainty analysis, but not an expensive, one so there will be no repeat tests, etc. Also it only needs to be about right, there is no real need to bother with the uncertainty in the uncertainty, and a single simple number is required to be comprehensible and about right. It's no good if it's optimistic or pessimistic because this will affect the decisions made. The experiment may be cancelled and a more expensive solution to the problem (which the experiment was to answer) utilised, or alternatively erroneous decisions made in good faith on measurements which were wrong at the level of discrimination necessary.
Thus engineers want an about-right analysis which is comprehensible so that it may be used, may be more often produced for experiments, is good enough for the job and not too expensive. Different engineers may produce different values for an uncertainty analysis, reflecting their different levels of knowledge of the experiment. However, provided that their answers are 'close enough', then this is acceptable.
How to make a simple but 'about right' standard
Any standard which is 'about right' must obviously recognise certain aspects of uncertainty, those which greatly affect the value produced. Principal among these is the difference between bias and precision errors, since these will reflect the difference between an absolute measurement of a parameter and an experiment designed to test some change to a measured system to see if the change is beneficial (a back-to-back test).
Less easy to recognise, but important none the less, is the blurring between the two, i.e. when a precision error in a calibration exercise becomes a bias error in using that calibration. Or how the precision component varies with· time-scale, that is over a short time a randomly varying noise parameter has less variation than over a longer time-scale (absolute levels of noise depend upon the bandwidth). The difference in the noise levels between the two experimental time-scales is reflected in the different bias error levels (if a shorter time-scale is used, the bandwidth is less and the difference is reflected in a dc offset change).
To keep the analysis simple, the use of degrees of freedom is not necessary. In practice it rarely seems to make much difference and the use of a Students t factor, or coverage factor or whatever else it may be called, of 2 for 95% confidence/coverage is mostly adequate. Whenever there are significant estimated errors, the uncertainty in the estimation of these errors will often nullifY the excess confidence which seems to be present if a complex degree of freedom calculation is carried out, and the final number is rarely greatly different anyway6.
To make cascading the results easy, the root sum squared (RSS) method of combining errors is recommended. If an uncertainty analysis is being done and it draws on the results of other analyses (for example an uncertainty analysis of the calibration procedure for the transducers), then the need to disentangle the biases from the precisions is not necessary since they are all treated on the same footing. The only thing which needs to be considered is whether a particular error source is applicable to a given experiment, e.g. don't include biases in a comparative experiment.
Asymmetric errors should be ignored unless grossly different for the two cases, and correlated errors also may be ignored and treated separately when they are small. However, great care must be taken here since the effects being ignored must be small in comparison to the others, and this is so easily not the case. When such effects may not be safely ignored, then each case must be treated separately by a knowledgeable analyst, for example by a Monte Carlo simulation or a best-case/worst-case.
If the individual experiment is not closely defined, for example an uncertainty statement for an instrument which may be used in either a shortterm comparative mode or an absolute value measurement, then two figures should be quoted giving a best reasonable case back-to-back figure and an absolute accuracy (repeatability and reproducibility).
Suggested methodology
The following is suggested as a guide to carrying out uncertainty analyses.
I. Define the experiment -i.e. is it a back-to-back experiment or an absolute measurement? 2. IdentifY the elemental uncertainty error sources. 3. Quantify the elemental error sources at either I or 2 levels (or any other level as appropriate). Use may be made of the following if required: statistics; estimates; previous tests; specification of equipment; other data (e.g. temperature sensitivity and temperature variation); as many other sources of data that you can find. 4. Calculate sensitivities of the final answer to the individual measurands (either numerically or analytically). 5. Multiply each elemental error source by the sensitivity. 6 . RSS the answers from step 5 above. 7. Multiply by a 'coverage factor' to give the required confidence/coverage if not already done so in step 3 (i.e. it doesn't matter where this is done so long as it is clear what level of confidence/coverage is appropriate). 8. State the answer, plus any get-outs, provisos, conditions, etc. Only state the answer to I or 2 significant figures at most -don't imply greater accuracy than is warranted. 9. If there are con-elated errors or other complexities of a significant size, then treat each one on an individual basis in the spirit of 'about right', i.e. use whatever means you have to estimate the uncertainty to get a value as close to a rigorously derived one (which would be unfeasible in practice) as you can. 10. If you have the time, money and inclination, then do a full statistical exercise, but don't denigrate 'about right' .
The above suggestions are not an excuse to be slipshod and slapdash, and don't authorise short cuts when data is easily available for a reasonable statistical analysis. However, they are meant to recognise that the level of effort should be commensurate with the level of importance of the result.
Conclusions
This paper is designed to espouse the case for a simple and reasonable level of measurement uncertainty analysis to try to get the topic a greater acceptance in practice (as opposed to theory). I maintain that an uncertainty statement delineates the level of confidence that the author of that statement has in a particular measurement, and as such will reflect the level of detailed knowledge that the author has of the measurement. Since this level of knowledge will vary from person to person, then the uncertainty statement will also vary from person to person. Provided that the statement has been produced by a skilled analyst, the answers should not vary too much, and then anyone answer is as reliable as any other.
This obviously makes detailed calculation of the degrees of freedom to get an accurate Students t value superfluous, and provided it does not make a large difference to the answer, then any other level of complexity may also be simplified (provided that there is a reasonable understanding of the simplification). Uncertainty statements should be taken as a ball-parkfigure (i.e. only good to 10% or so, with appropriate numbers of signifi-cant figures), so don't read too much into it. Accept a simple approximate standard to get wide acceptance and use, accept that it is an art form as much as a science, so no two people will agree.
