Saddlepoint method for obtaining tail probability of Wilks' likelihood ratio test  by Srivastava, M.S & Yau, Wai Kwok
JOURNAL OF MULTIVARIATE ANALYSIS 31, 117-126 (1989) 
Saddlepoint Method for Obtaining Tail Probability 
of Wilks’ Likelihood Ratio Test 
M. S. SRIVASTAVA AND WAI KWOK YAU 
University of Toronto, Toronto, Canada M5S 1Al 
Communicated by the Editors 
Using the saddlepoint method, two explicit approximation formulae are given for 
the tail probability of Wilks’ likelihood ratio criterion. A comparison with the exact 
probability shows that these approximations are very good even for small error 
degrees of freedom. A comparison with the asymptotic expansion obtained by Box 
(1949, Biomeirika 36 317-346) is also given. 0 1989 Academic press, IX. 
1. INTRODUCTION 
In the multivariate analysis of variance with p variates, let S, and S, 
be the error and hypothesis sums of squares and product matrices, 
respectively, so that under the null hypothesis S, and SH are independently 
distributed as Wishart distributions on n and q degrees of freedom, 
respectively, with the same covariance matrix. The Wilks’ [ 121 likelihood 
ratio test rejects the null hypothesis H of no treatment effects if 
where c, is to be determined from P(A $ c, 1 H) = a. The statistic A can also 
be used to test the multivariate general linear hypothesis; see Srivastava 
and Khatri [9, Chapter 61. 
Wilks [ 133, Wald and Brookner [ 111, Schatzoff [S], Pillai and Gupta 
[S], and Lee [6] have considered the exact distribution of 1 when the null 
hypothesis is assumed to be true. The latter three papers have tabulated the 
correction factors for converting x2 percentiles to exact percentiles of a 
logarithmic function of 1. 
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The asymptotic approximations for the distribution of 1 under the null 
hypothesis have also been considered by several authors. For example, 
Bartlett [l] obtained a x2 approximation to -n log(l); Wald and Brookner 
[ 1 l] developed an asymptotic expansion, which was further modified by 
Rao [7] to obtain the first three terms of a more rapidly convergent series 
for the cumulative distribution function of - [n - i(p -q + l)] log(d). 
Further, Box [2] gave asymptotic approximations to functions of general 
likelihood ratio statistics that include Rao’s approximation as a special 
case. 
In this paper, we consider the saddlepoint method to approximate the 
probability P(1< c,) H) = CL The saddlepoint method has been used suc- 
cessfully to approximate the sum of independent and identically distributed 
random variables, see, for example, Daniels [3] and references therein. 
Recently, Srivastava and Yau [lo] extended the results to a general 
statistic satisfying some regularity conditions. 
In Section 2, we give the distributional properties of &4,n and present 
explicit approximation formulae derived by Srivastava and Yau [lo] for 
the tail probability of a general statistic. Box’s [2] method of obtaining an 
asymptotic approximation is also given. Section 3 of this paper deals with 
the case where p or q is even, and Section 4 with the case where p and q 
are both odd. A numerical comparison of these results with the exact 
probabilities and the asymptotic expansions obtained by Box [2] are also 
given. We conclude the paper in Section 5 with a discussion of numerical 
studies done in Sections 3 and 4. 
2. MAIN RESULTS 
We state the following three theorems without proof; these theorems are 
needed in Sections 3 and 4, see Srivastava and Khatri [9, Chap. 61 for the 
proofs. 
THEOREM 2.1. The distribution of lP, 4, n is the same as that of I, *, n + 4 up 
under the null hypothesis H. 
THEOREM 2.2. The distribution of A, y, n is the distribution of the product 
of p independent beta random variables with parameters (f(n + 1 - i), q/2), 
i = 1, 2, . . . . p. 
THEOREM 2.3. &r,y,n is distributed as nr=, y;, where the yi’s are inde- 
pendently distributed as j?(n + 1 - 2i, q). And A,,+ ,, 4, n is distributed as 
crIs=, z?)zs+l, where the 2,‘s and z, + , are independently distributed with 
zi-/?(n+ l-2& q), i= 1,2, . . . . s, and z,+~ -P(i(n+ 1 -p), q/2). 
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An immediate consequence of Theorem 2.2 is that the distribution of 
W$, q, J can be reduced to that of a sum of p independently distributed 
random variables. Thus, in this paper, we consider the statistics of the form 
V, = Cf= 1 Xi, where Xi, i = 1, . . . . p, are p independent random variables. 
Let fP(u) be the density of V,, at u and M,(t) = f e’“f,(o) du be its moment 
generating function. Define KP( t) = log M,(t) and I$,( t) = K,(pt)/p. 
The saddlepoint approximation for the density f,(u) is 
j&J) = [ 2n~2)(A]1’2 ep(@- PO), (2.1) 
where p is the real saddlepoint satisfying I$( f) = KL(pf) = u, Ri( f) and 
Rf’( f) are the first two derivatives of R,(t) evaluated at t = f; 
see Srivastava and Yau [ 10, Section 33. Using the change of variable 
R;(s) = w  with Rb(max(s)) = max(w), we get 
Q,(u) - jlmar(r)Jpw fi  
(2.2) 
Besides approximating Q,(u) by integrating jz(u) numerically, we have 
developed two explicit approximation formulae for the tail probability 
Q,(u). The first formula is obtained by the Edgeworth expansion of the 
exponentially shifted density recentered at the point u. For details, see 
Srivastava and Yau [lo]. The formula is 
Q,cu) = H( -fi) + @4- fu)+~fi*/* 
x CWP) - @(~“*P)l[l- (Pfi3/72)(W,,- 3b,,fi - PP:,,P~)I 
+ #(P”*P) 
II 
P3,,(PP2-1)+3P4,p(P-PP3)-P:p(P2Ps-PP3+3fi) 
6JJ 72& 1 
(2.3) 
where $ = fdm, I?, = R,(F), prvP = prwP( p) = RF’( f)/[ Rf’( f’)]‘12 for 
r = 3, 4,...; H(w) = 0,0.5, 1 when w  c 0, = 0, > 0; #(-) denotes the standard 
normal density, and a(.) is its cumulative distribution function, 
0 as p + cc and &fi is of order at least O(1). Note that 
(2.3) is replaced by O(e,(log E;‘)“), for some m > 0, when u = I?( V,); that 
is, f=O. 
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The second formula is obtained on the lines of Lugannani and Rice [4] 
for the sum of independent, identically distributed random variables. An 
excellent review of these results is given in Daniels [3]. The formula is 
Q,(+@(-& @)+4(&b{%+ -}, (2.4) 
where @= {2[~~-&,(~)]}~~~ sgn f and u~,~= l/p- l/I& Note that at 
u=E( I’,); that is, at p=fi= I@=O, a,,= - ip3JO); for details, see 
Srivastava and Yau [lo]. 
Finally, using Box’s [2] method, we obtain the asymptotic expansion 
P{-[n-(p-q+1)/2llog~,,.>,z} 
(2.5) 
where f =pq, y2 = f (p’ + q - 5)/48, and XT denotes a x2 random variable 
with f degrees of freedom. 
3. TAIL PROBABILITY OF ip,4.n WHEN p OR q Is EVEN 
In this section, we consider the cases where p or q is even. Theorem 2.1 
implies that, without loss of generality, we need consider only either p and 
q are both even or p is even and q is odd. Further, Theorem 2.3 implies 
that 5, 4. n is distributed as nr= i y:, where p = 2r and y,‘s are independ- 
ently distributed as P(n + 1 - 2i, q). 
Consider the statistic VP = log(;l, 4, ,,) = xi= I log(y?) at u. The 
moment generating function of VP is given by 
~pw=~(~;,q,.)= iI Jm’) 
i=l 
r f(q+n+ 1-22).T(n+ 1-2i+2t) 
=n ,=,T(n+1-2i).T(q+n+1-2i+2t)’ 
n-p+1+2t>o. 
The last equality is available in standard texts on multivariate statistical 
analysis, Therefore, the cumulant generating function of VP is given by 
K,(f)= i (logZ(q+n+l-2i)-logT(n+l-2i)) 
i= 1 
+,C, (logT(n+ 1-2i+2f)-logT(q+n+ 1-2i+2f)}, 
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which implies 
R,(t)=;.! {logT(q+n+l-2i)-logT(n+l-2i)) 
I 1 
+;.c {log~(n+1-2i+2pt)-log~(q+n+1-2i+2pt)}, 
I 1 
n-p+1+2pt>o. 
Using the fact that 
d log T(x + q) d log T(x) 
dx - dx 
we have, for k = 1, 2, . . . . 
RF’(~)= ( -2)k(k- l)!pk--l i i 
1 
i=lj=l (2pt+n+j-2i)k’ 
To obtain the saddlepoint ?, we need to solve 
We will solve the above equation by using the bisection method. p is the 
unique saddlepoint because Rb2’( p) > 0. 
We will compare (2.3), (2.4), and (2.5), which is Box’s [2] asymptotic 
expansion, with the exact probabilities. The exact probabilities can be 
obtained from the tables; see Schatzoff [S], Pillai and Gupta [S], and Lee 
[6]. The results are presented in Table I for small and moderate sample 
sizes since it is known that for large sample size, Box’s approximation gives 
reasonably accurate results. 
4. TAIL PROBABILITY OF 1, 9, n WHEN p AND q ARE BOTH ODD 
Now we consider the cases where p and q are both odd. Theorem 2.3 
implies that ,$,q,n is distributed as (ns= i zf) z, + , , where p = 2s + 1 and 
zi’s and z,+, are independently distributed with zi N j?(n + 1 - 2i, q), 
i= 1, 2, . . . . s, and z,,, -&$(n+ 1 -p), q/2). 
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Consider the statistic VP = log(& 4, .) = C;=, log(zf) + log z,, 1 at u. The 
moment generating function of V, is given by 
M,(t)= i E(zf’).E(z~+,) 
i= 1 
s T(q+n+1-2i).T(n+1-2i+2t) 
=rI i=,r(n+1-2i).r(q+n+1-2i+2t) 
~(q(q+n-p+wT($(n-p+l)+t) 
Xr(t(n-p+l)).r(i(q+n-p+l)+r)’ 
n-p+1+2t>o. 
P 
= 
4 
4 
- 
4 
- 
B 
- 
B 
- 
0 
0 
- 
0 
- 
- 
9 
= 
5 
- 
20 
- 
20 
- 
10 
- 
10 
- 
9 
- 
9 
- 
14 
- 
TABLE I 
P(l ,,,q,n~~.IH) whenp or q Is Even 
- 
n 
33 
23 
- 
12 
57 
16 
59 
$9 
Ex.%t 
xobe.bilities 
O.lOOW 
o.om 
0.02500 
0.01Orm 
OSQMO 
O.loooo 
0.05m 
0.02500 
0.01ooo 
0.005CCl 
O.lcacQ 
o.om 
0.02500 
0.01Ooo 
O.l%Wl 
O.laOo 
o.o%oo 
0.02500 
O.Olcal 
0.00500 
O.lCiNXl 
O.MocQ 
0.02500 
0.01oOa 
0.00500 
O.lwOO 
o.oKMo 
0.02500 
0.01Ocm 
O.OOSKl 
O.lOOW 
0.05oal 
0.02500 
0.01ooo 
0.00500 
O.lcKKlO 
0.05ooa 
0.025al 
0.01Ooo 
0.00500 
- 
Approximations 
fmm (2.3) 
0.10022 
0.04989 
0.02498 
O.Olco4 
0.00503 
0.09970 
0.05032 
0.02505 
0.01017 
0.00515 
0.10025 
0.05019 
0.02513 
O.OlMl8 
0.00505 
O.laJll 
0.05oxl 
0.02483 
0.01001 
0.00500 
0.10059 
0.04979 
0.02495 
0.01001 
o.cQ502 
0.09978 
0.04988 
0.02484 
0.00999 
0.00503 
0.10059 
0.04968 
0.02485 
0.00995 
0.cQ498 
O.lcKkl4 
0.05037 
0.02475 
O.CQ991 
0.00496 
- 
Appmximati 
from (2.4) 
O.lcKlO7 
0.04979 
0.02492 
0.01001 
0.00501 
0.09968 
0.05031 
0.02504 
0.01016 
0.00515 
0.10024 
0.05019 
0.02513 
0.01007 
O.CW35 
0.09998 
0.04988 
0.02474 
0.00995 
o.ocM97 
0.10058 
0.04978 
0.02494 
0.01001 
O.OSil2 - 
o.O!w72 
0.04983 
0.02480 
ON997 
0.00502 
0.10058 
0.04968 
0.02485 
0.03995 
O.co498 
0.10043 
0.05037 
0.02474 
0.00991 
0.00496 
BOX’S 
aporoximarion 
0.09280 
0.04513 
0.02207 
0.00859 
0.co419 
0.07716 
0.03673 
0.01727 
0.00652 
0.00313 
0.09787 
0.04873 
0.02427 
0.00967 
0.00482 
0.03520 
0.01322 
0.00493 
O.WL36 
O.ooO51 
0.09630 
0.04717 
0.02340 
0.00928 
O.Cil46l 
0.04950 
0.02047 
0.00843 
0.00265 
0.00110 
0.09871 
0.04854 
0.02418 
0.00963 
0.00480 
0.09550 
0.04737 
0.02u)z 
0.00910 
O.CQ451 
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TABLE I (continued) 
P 9 
12 9 
12 9 
12 12 
12 12 
16 9 
16 9 
20 7 
20 7 
- 
n 
=i 
20 
31 
21 
131 
25 
- 
55 
31 
- 
79 
- 
EXXl Approximations 
nobabilities fmm (2.3) 
O.loooo 0.09957 
0.05ooo 0.04989 
0.02500 0.02493 
0.01ooo 0.01005 
0.00500 0.00499 
0.1OOoO 0.09985 
0.05oca 0.04966 
0.025co 0.02508 
0.01ooo 0.00998 
O.OUSoO 0.00505 
O.lccoO 0.09942 
0.05cmO 0.05039 
0.02500 0.02508 
O.Olwo 0.01ax 
O.CHXQO 0.03496 
0. lom 0.10076 
0.05cKQ 0.04956 
0.02500 0.02476 
O.OlcKILl 003990 
0.005cKl 0.00495 
O.lcmxm 0.10063 
0.05Orm 0.04964 
0.02xm 0.02522 
0.01ooo o.cQ995 
0.005OU 0.00504 
O.lLWiO 0.09949 
o.om 0.04994 
0.02500 0.02509 
0.01000 0.01011 
0.00500 0.00495 
O.lOCKX 0.10023 
o.om 0.05020 
0.025cm 0.02505 
0.01ca 0.01008 
0.00540 0.00499 
O.lccoO 0.09963 
0.05co3 0.04994 
0.02500 0.02505 
O.Olca 0.01007 
o.co5cQ O.OoM5 
hppmximations 
from (2.4) 
0.09953 
0.04986 
0.02491 
O.OlcO4 
0.00499 
0.09984 
0.04965 
0.02507 
0.00998 
0.00504 
O.O!MO 
0.05037 
0.02506 
O.Olw4 
o.cKI495 
O.lOW76 
0.04955 
0.02476 
O.CQ990 
o.ca495 
O.lco61 
0.04963 
0.02520 
0.00994 
o.cQ504 
0.09949 
0.04993 
0.02509 
0.01011 
o.co495 
0.10021 
0.05018 
0.02x11 
0.01007 
0.00499 
0.09962 
0.04594 
0.02504 
0.01ce7 
0.00505 
BOX’S 
gpmximation~ 
0.05440 
0.02323 
O.CO990 
0.00324 
0.00138 
0.08501 
0.04057 
0.01969 
o.cul743 
0.00361 
0.04771 
0.02019 
0.00838 
0.00266 
0.00110 
0.09966 
0.04889 
0.02437 
o.co97 1 
0.00485 
0.04491 
0.01790 
o.@n45 
0.00224 
0.00094 
0.09306 
0.04595 
0.02272 
0.08967 
0.00432 
0.04486 
0.01828 
0.00745 
0.00231 
O.&l094 
0.09637 
0.04791 
0.02383 
0.00948 
0.00472 
Therefore, the expression R,(t) for VP is given by 
R,(t) +og n 
1 
’ T(q+n+l-2i).T(&(q+n-p+l)) 
i= 1 r(n+ 1-2i).T($(n--p+ 1)) I 
+j,g {log~(n+1-2i+2pt)-log~(q+n+1-2i+2pt)} 
I 1 
+.; {lwm(n-P+ l)+pt)-logT($(q+n-p+ l)+pt}, 
2pt+n-p+ 1 >o. 
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Thus, for k = 1, 2, . . . . 
R~‘(f)=(-2)k(k-1)!pk-’ i$l jf, (2pt+n:j-2i)’ i 
(2pt+n-i+ 1 +2i)‘-(2pr+q+n$+ 1+2i)k 11 . 
To obtain the saddlepoint p, we need to solve 
1 
1+2i)-(2pf+q+n-p+ 1+2i) 
= 0, 2pP+n-p+l>O. 
As before, we solve the above equation by using the bisection method. 
Furthermore, for the part that involves infinite sum, which is convergent, 
we truncate at the point i = 10,000. Since RF’(fJ is also strictly greater 
than zero, therefore, f is the unique saddlepoint. 
Again, we will compare (2.3), (2.4), and (2.5) with the exact 
probabilities. The exact probabilities can be obtained from the tables; see 
Lee [6]. The results are presented in Table II. 
5. CONCLUSIONS 
In Sections 3 and 4, we compared the tail probability approximations 
(2.3), (2.4), and (2.5) with the exact probabilities. Clearly, both (2.3) and 
(2.4) give very accurate results for all values, large or small, of p and q, 
while the approximation (2.5), which depends very much on the error 
degrees of freedom, does not always give good results. When the error 
degrees of freedom is small compared with the values of p and q. Box’s 
approximation gives very poor results as illustrated in Tables I and II. 
Therefore, Box’s approximation (2.5) requires large error degrees of 
freedom, compared with the values of p and q, in order to give a good 
approximation. On the other hand, our approximations give very good 
results for all values, large or small, of error degrees of freedom, as can be 
seen from Tables I and II. This is the main advantage of the approxima- 
tions (2.3) and (2.4). Thus, in light of the highly accurate results given by 
the approximations (2.3) and (2.4), we prefer these two new approxima- 
tions to Box’s approximation, especially where accurate numerical results 
are needed. 
Finally, the two new approximations require solving for the saddlepoint. 
- 
P 
= 
3 
- 
3 
- 
5 
- 
5 
- 
5 
- 
5 
- 
5 
- 
5 
- 
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TABLE II 
P( $, q. n < C, 1 H) when p and q Are Both Odd 
- 
” 
= 
- 
d 
7 
- 
22 
- 
9 
- 
24 
n 
= 
5 
- 
7 
- 
5 
- 
5 
- 
1 
- 
7 
- 
9 
- 
9 
- 
- 
10 
- 
44 
- 
11 
- 
44 
- 
EXXI Appmximations approximations 
nubabilities from (2.3) hum (2.4) 
0.1CQLM 0.1cKHi1 0.09953 
0.05000 0.05008 0.04972 
0.02500 0.02504 0.02479 
O.OlcNxl 0.01001 0.00987 
0.00500 o.cnJ503 0.00495 
O.lGOoO 0.10019 0.1@302 
0.05Olnl 0.04995 0.04987 
0.02500 0.02508 0.02505 
O.Olcco O.Ollxm 0.00984 
0.00500 0.00502 o.cQ502 
O.lOMm O.lCiNM 0.09972 
o.osca 0.05014 0.04989 
0.025&l 0.02508 0.02490 
0.01cm 0.01cn4 0.00993 
O.OOMo 0.005Gil 0.00493 
O.lcKmLl 0.09990 0.09979 
0.05oxl 0.05012 0.05007 
0.02500 0.02492 0.02490 
0.01000 0.01002 0.01001 
OSQ5CUl 0.00503 0.00503 
0.10000 0.09961 0.09942 
0.05oal 0.05002 0.04988 
0.02500 0.02509 0.02499 
0.01Lwl 0.01005 0.00999 
O.CUlSOO 0.00503 0.00499 
O.loow 0.10014 0.1lxn1 
0.05om 0.05017 0.05012 
0.02500 0.02486 0.02484 
O.OloMl O.W996 0.00995 
O.C&5M1 0.00498 0.00498 
O.lOOCNl 0.09992 0.09978 
o.o5O@l 0.05005 0.04995 
0.02500 0.02501 0.02494 
O.OlLxm o.ca995 0.00991 
O.OOXN 0.00501 0.00499 
O.lOOOo 0.09949 0.09936 
0.05cum 0.04981 0.04976 
0.02500 0.02494 0.02493 
O.OloM) O.OlGill O.Olwo 
0.00500 0.00501 0.00501 
BOX’S 
ppmximauons 
0.08155 
0.03819 
0.01779 
0.00644 
0.00299 
0.09573 
0.04709 
0.02333 
000913 
0.00453 
0.07618 
0.03502 
0.01599 
0.00563 
0.00253 
0.09735 
0.04848 
0.02392 
0.00952 
0.00474 
0.0702 I 
0.03187 
0.01441 
O.W224 
0.09864 
0.0492 I 
0.02428 
0.00967 
O.GiI482 
0.06449 
0.02868 
0.01271 
0.00430 
OX0192 
0.09678 
0.04810 
0.02392 
o.cml950 
o.w73 
As mentioned in Sections 3 and 4, we use the bisection method to solve for 
the saddlepoint. To do this, we wrote a computer program in double preci- 
sion using FORTRAN 77 language. For the cases where at least p or q is 
even, the computer gives the results instantly. For the cases where both p 
and q are odd, which require truncation for the part of the equation that 
involves infinite sum, the computer gave the results in just a few seconds. 
Thus, the computer time required for our approximations will only be 
slightly slower, compared with Box’s approximation, in the cases where 
both p and q are odd. Yet it is more accurate especially when the error 
degrees of freedom are small or only moderately large. For the cases where 
p or q is even, our approximations are equally efficient. Therefore, our 
approximations do have the nice feature of giving highly accurate results 
when compared with Box’s approximations and are much easier to use 
when compared with the exact null distribution of I, 4. n. 
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