Abstract. In this paper, using the local Ricci flow, we prove the short-time existence of the Ricci flow on noncompact manifolds, whose Ricci curvature has global lower bound and sectional curvature has only local average integral bound. The short-time existence of the Ricci flow on noncompact manifolds was studied by Wan-Xiong Shi in 1990s, who required a point-wise bound of curvature tensors. As a corollary of our main theorem, we get the short-time existence part of Shi's theorem in this more general context. We get C 0 curvature estimates for the local Ricci flow by using so called "local local" curvature estimates and Moser iteration. And in an appendix we give the first detailed proof of the short-time existence of the local Ricci flow.
Introduction
In his well-known paper [6] , R. Hamilton introduced the Ricci flow on compact Riemannian manifolds which has proved to be very useful in the research of differential geometry. Let us recall the definition of the Ricci flow, it is the solution of the evolution equation deforming the metric on any n-dimensional Riemannian manifold (M, g i j ):
where R i j is the Ricci curvature of M at time t.
The first important thing in the study of the Ricci flow on Riemannian manifolds which we have to consider is the short-time existence of the solution. In the case where M is a compact manifold, it is well known that for any given initial metric g i j on M, the evolution equa'tion (1.1) always has a unique solution for a short time (see [5] , [6] ).
To prove Yau's Uniformization Conjecture, Wan-Xiong Shi initiated studying the Ricci flow on complete noncompact Riemannian manifolds. The short-time existence problem of the evolution equation (1.1) is more difficult than the compact case. In his 79-page paper [12] , Shi proved the following theorem: Theorem 1.1 (Shi, [12] ). Let (M, g 0 ) be an n-dimensional complete noncompact Riemannian manifold with its Riemannian curvature tensor Rm = {R i jkl } satisfying |Rm| ≤ k 0 on M 1 where 0 < k 0 < +∞ is a constant. Then there is a constant T (n, k 0 ) > 0 depending only on n and k 0 such that the evolution equation , 0 < t ≤ T (n, k 0 )
Note in fact Shi's theorem requires that the initial manifold (M, g 0 ) has the bounded geometry, i.e the curvature of M must have a point-wise estimate. In this paper, using Deane Yang's local Ricci flow, we prove the following theorem which requires only the integral conditions on the curvature tensor of the initial manifold and a local Sobolev inequality.
For a point x ∈ M, the open geodesic ball of radius R centered at x on (M, g 0 ) will be denoted asB x (R). And means the usual average of integrand. [1] .
Remark 1.3. Note the above theorem provides a method to smooth complete noncompact manifolds or orbifolds. For the compact case, see
We have the following corollary from Theorem 1.2: Corollary 1.4. Assume (M, g 0 ) is a n-dimensional (n ≥ 3) complete noncompact Riemannian manifold, satisfying the following conditions: Proof: Because Rc(g 0 ) ≥ −Kg 0 , by theorem 3.1 in [10] and corollary 1.1 in [9] , we get A 0 ≤ C(n, K), then apply Theorem 1.2, we get our conclusion.
We also have the following corollary which is part of Shi's Theorem 1.1. And the other theorem is the case p 0 = n 2 , where p 0 is the power of |Rm|: Theorem 1.6. Assume (M, g 0 ) is a n-dimensional (n ≥ 3) complete noncompact Riemannian manifold, satisfying the following conditions: 
where T is defined as the following:
The typical examples of our theorem include manifolds with bounded curvature and the suitable perturbations of Euclidean space R n which have unbounded curvatures but satisfy the assumptions (1.3). The detailed discussions about the examples and further applications will be addressed in future papers.
The organization of this paper is as the following: In section 2, we discuss the evolution equations and inequalities of curvature tensors. We do curvature's "local local" estimates in detail in section 3, then combine these results with the results of Yuanqi Wang in [14] to prove the time estimate of the local Ricci flow in section 4. Finally, we prove our main theorem by using the local Ricci flow converging to Ricci flow in section 5. In the appendix, we prove the short-time existence of Deane Yang's local Ricci flow following Deane Yang's brief sketch in [15] .
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Evolution equations of curvature tensors
First, we recall the definition of local Ricci flow introduced by Deane Yang in [15] . Let M n be a smooth n-dimensional manifold with Riemannian metric g 0 , Ω an open bounded domain of M and n ≥ 3. Let χ be a nonnegative smooth compactly supported function on Ω, and 0 ≤ χ ≤ 1. The local Ricci flow is the solution of the following evolution equation:
(Ω) Now we would like to find the evolution equation of the curvature tensor Rm. We use the following notations: R l i jk = g lp R i jkp , R r i = g r p R ip , and R is the scalar curvature.
Lemma 2.1. Under the local Ricci flow (2.1), we have
where Q, I 1 , I 2 , I 3 are defined in (2.9) , (2.5) , (2.6) , (2.7) .
Proof: Firstly, from [2] , we know that if
We calculate g lm
We calculate ∇ i ∇ k h jl as a sample, using the notation χ i = ∇ i χ and χ i j = ∇ i ∇ j χ:
So after a straightforward computation we get
Now we would like to compute ∆R i jkl . From the formula for ∆R l i jk on page 178 of [2] , we know that (2.8)
where 
Firstly we have the following estimate:
Next it is easy to get
We could use the normal coordinate system to simplify:
Using normal coordinates it is also easy to see the following ∇|Rm| ≤ |∇Rm|.
Then we get
Replace f with |Rm|, we get our conclusion. Using the formula in section 1 of Chapter 3 of [2] , we could get the following formula (because the calculation is very similar with the reduction of Lemma 2.1, so we omit the calculation here, just give the formula):
2.14) (2.14) , and ǫ is any positive constant satisfying 0 < ǫ < 1.
Proof: Similar to the proof of Lemma 2.2.
"Local local" curvature estimates
In this section, we will use the product of two different cut-off functions to do curvature estimates, so we call them "Local local" curvature estimates. Let (M n , g 0 ) satisfy the hypothesis of theorem 1.2 (First case) or of theorem 1.6 (second case).
3.1. The First Case: p 0 > n 2 . Now we state some lemmas about Sobolev constants. Let us recall thatB x (r) is the open geodesic ball of radius r centered at x on (M, g 0 ). There is well-known Sobolev inequality
with respect to each metric g(t), note A(B x (r), t) depends on both t andB x (r). When r is fixed, we use the notation A(t) to denote a uniform Sobolev constant for everỹ B x (r), x ∈ M. 
Then by the argument of Lemma 1.1 in [7] , we have a sequence of points N) (using the argument on page 60 of [7] ) and 0 ≤ ξ i ≤ 1.
For simplicity reason, we use notation B i to replaceB x i (r) in the rest of this section and section 4. And we also use ξ to replace ξ i in some proofs of this section, it will be clear from the context when we do such replacement.
We use the following notations which are a little different from the usual, note the denominator of the right sides of the following definitions are the same term. In fact, the right sides of the following are all the same:
for any h ∈ C ∞ 0 (B i ). By Theorem 6.7 and DeTurck's trick, (2.1) has a smooth solution on a sufficiently small time interval starting at t = 0. Let [0, T max ) be a maximal time interval on which (2.1) has a smooth solution and such that the following hold for each metric g(t) (where g(0) = g 0 ):
Firstly, we have the following kind of "energy estimate" for |Rm|. 
Proof:
. Using Lemma 2.2 and
For simplification, we set the following notations:
2 |∇ξ| Then we get the following
where 0 < ǫ < 1 8 is some constant to determined later. For I 6 , we get
ǫ 10 6 n 3 p 3 q 2 ã 2 + ẽ 2 And we also have
Combining the above estimates together, noteb ≤c, we have (3.8)
On the other hand, we have the following:
Replace f with |Rm|, the lemma is proved.
For simplicity reason, we use C 1 intead of C 1 (A 0 , K 1 , n, p 0 , r) in the rest of this section, similar for C 2 etc.
In the next lemma, we use Moser iteration to get local C 0 -estimate of |χ 2 Rm(g(t))|.
. Given any t 1 and t 2 such that 0 < t 1 < t 2 < T max , set
By Lemma 3.2, we have (3.14)
In the rest of the proof, we use C = C(A 0 , K 1 , n, p 0 , r) for simplification. We multiply (3.14) by ψ(t), integrate it from 0 to t 0 with respect to t, where t 2 ≤ t 0 < T max . Then we get
then for any 0 < ι < ι ′ ≤ t 0 < T max , using (3.15), we have
Then for any k ≥ 0, we get the following:
Taking p k+1 -root on both sides of the above inequality, we have:
By induction, we get
Let t 0 → t in (3.16) and using (3.4), we get
Now for any x ∈ Ω, we assume x ∈ B i 0 ∩ Ω, then we have
Replace f with |Rm|, this is our conclusion.
Straightforward from Lemma 3.3, we have the following two corollaries.
Corollary 3.5. If 0 ≤ t < T max < 1, then there exists some positive constant C, which is independent of t, such that
In this subsection, we assume (M, g 0 ) satisfies the assumption of Theorem 1.6, namely inequalities (1.6), and N = 8 n N −2 0 . Similar argument like the beginning of the subsection 3.1, we assume [0, T max ) be a maximal time interval on which (2.1) has a smooth solution and such that the following hold for each metric g(t) (where g(0) = g 0 ):
for any x ∈ M, h ∈ C ∞ 0 (B x (r)) and i = 1, 2, · · · . We have the following similar estimate as Lemma 3.2, but the coefficents of the gradient integral are quite different. The difference is partially from the different estimates of I 4 in these two lemmas. 
where
2 n , ǫ is any positive constant satisfying
we could get the following:
where θ is defined in (3.21). Replace f with |Rm|, using |∇ξ i | 2 ≤ C(r, N), 0 ≤ ξ i ≤ 1 and 0 ≤ χ ≤ 1, the lemma is proved.
We also have another technical lemma about |Rm| to be used in the proof of Lemma 3.8:
Lemma 3.7. If 0 < t < T max < 1, then we have the following inequality:
Multiplying the above by ψ, integrate it from 0 to t 0 with respect to t, where t 0 satisfies t 2 ≤ t 0 < T max , then let t 1 = t 0 4 , t 2 = t 0 2 , we get
Multiplying the above by ψ, integrate it from 0 to t 0 with respect to t, where t 0 satisfies t 2 ≤ t 0 < T max , then let t 1 = t 0 2 , t 2 = t 0 , we get
0 t 0 Because we choose t 0 freely, in fact we get the following inequality for any 0 < t < T max < 1:
Replace f with |Rm|, we get our conclusion. Next we have the following lemma about |Rc|, and the key estimate is for I 4 where we use Lemma 3.7. 
for any q ≥ 2. there existsC 2 (n, N 0 , r) > 0 such that we have the following:
. By Lemma 2.4, we get the following:
where J 2 in I 6 comes from (2.14). Similar to the proof of Lemma 3.6, we set
Then we get the following (3.29)
Finally, for I 4 , we have:
≤â ·b where we use Lemma 3.7 and the following notations:
For any δ > 0, we havê
Now we choose ǫ = 
Note for I 4 , we have (3.31)
by (3.28), (3.29) and (3.31), we get
Replace f by |Rc| and simplify it, we get our second conclusion. We set
where we use τ >
Now we setT 2 as the following:
Proof: Set f = |Rc|, choose q = 1, p ′ = 0, p = p 1 and ǫ = ǫ 1 in (3.27), then it is easy to check that θ ≥ 0 by the definition of θ in Lemma 3.8. Then we get
Now we have
We get our conclusion. Now we use Moser iteration to get local C 0 -estimate |χ 2 Rc(g(t))|.
. By (3.26), similar argument as Lemma 3.3, but we denote
Let t 0 → t in (3.34) and using Corollary 3.9, we get
Replace f with |Rc|, this is our conclusion. 
|∇(ξ
Proof: Similar to the proof of (3.26) in Lemma 3.8.
Lemma 3.12.
If 0 < t < T max <T 2 , then there exists some positive constant C 4 (n, N 0 , τ, r), which is independent of t, such that
Proof: Similar to the proof of Lemma 3.10, but replacing p 1 with n 2 and using Lemma 3.11, (3.19) instead of Lemma 3.8, Corollary 3.9. 
Time estimates of the local Ricci flow
As in section 3, we consider two cases and assume that (M n , g 0 ) satisfies the hypothesis of theorem 1.2 or theorem 1.6 respectively. 
2, so we have the following:
For Ω, define Cov(Ω) = {B i |B i ∩Ω ∅}, note that Cov(Ω) has only a finite number of elements. Now we define
Nφ(t 0 )
Because t 0 is choosed freely, we have
1 , then by the definition of T 1 and (4.2), we get
So we get our conclusion. Set
where C 3 is from Corollary 3.4.
Proposition 4.2. If
Proof: Choose 0 ≤ t 0 < T max < T 2 . then by Corollary 3.4, we have
By Lemma 6.49 in [2] , we get our conclusion.
Proof: By Lemma 3.1 and Proposition 4.2, we get our conclusion.
for any x ∈ M and h ∈ C ∞ 0 (B x (r)), where C is independent of t.
Proof: Combining Propositions 4.1, 4.2, 4.3 and Corollary 3.5, we get our conclusion.
Now we need to use the following two propositions due to Yuanqi Wang. Firstly, we define another Sobolev constant C s (Ω, t) for Ω ⊂ (M, g(t) ) by the following
Because Ω is bounded domain in (M, g 0 ) , so by the proof of Theorem 3.5 in [7] , we get C s (Ω, 0) is finite. Then if 0 ≤ t < T max < T 2 , by Proposition 4.4, we get 2 − 
Proposition 4.7 (Yuanqi Wang, [14]). If g(t), t ∈ [0, T ) is a solution to the local Ricci flow (2.1) on M, and for any m ≥ 0, |∇ m (χ 2 Rm)| (g(t),∞) is uniformly bounded on [0, T ), then the local Ricci flow could extend smoothly through T .
Proof: Use similar argument in section 7 of chapter 6 of [2] , the difference is that ∇ m (χ 2 Rm) play the key role in our local Ricci flow case instead of ∇ m Rm in Ricci flow case. Now we have the following theorem which has its root in Theorem 9.2 of [15] . 
Proof: Firstly, by Theorem 6.7 and DeTurck's trick, the equation (2.1) has a smooth solution on a sufficiently small time interval starting at t = 0. Let [0, T max ) be a maximal time interval on which (2.1) has a smooth solution and such that (3.2), (3.3), (3.4) hold for each metric g(t).
2 > 0. We claim that T max ≥ T , we prove it by contradiction. If T max < T , then T max < T 2 . By Proposition 4.4 and Remark 4.5, we get |χ 2 Rm| (g(t),∞) , |∇χ| (g(t),∞) , C s (Ω, t) are uniformly bounded on [0, T max ).
Then by Proposition 4.6, we get that for any m ≥ 0, |∇ m (χ 2 Rm)| (g(t),∞) is uniformly bounded on [0, T ). Now using Proposition 4.7, we could extend the solution of (2.1) to [0, T max + δ), where δ > 0 is some constant. By (4.5), we could furthermore assume that (3.2), (3.3), (3.4) hold on [0, T max + δ), so it is the contradiction with the definition of T max . Then we have T max ≥ T , and (2.1) has a smooth solution on [0, T ]. We prove the first conclusion and g(t) satisfies (3.3).
Note T < T 2 , then by Corollary 3.4, Lemma 3.3 and T 2 ≤ 1, we get (4.6), (4.7).
The Second Case
In this subsection, we assume that (M, g 0 ) satisfies the inequalities (1.6). Now we set
where we use τ > 36N and N is the same as in Theorem 1.6. ChooseT 3 > 0 such that
1 n 3 NT 3 = 3 2 whereC 1 is from Lemma 3.6. 
for any x ∈ M and h ∈ C ∞ 0 (B x (r)), where C is independent of t. Similar to the proof of Theorem 4.8, we have the following theorem: 
Moreover, for t ∈ [0, T ], the metric satisfies (3.3) and the curvature tensors satisfy the following bounds:
Proof: Similar argument to the proof of Theorem 4.8.
Remark 4.11. Note the difference of the power of t between (4.6), (4.7) and (4.11), (4.12).

Short time existence of the Ricci flow
In this section, we use the family of the local Ricci flows to converge to the Ricci flow on a noncompact manifold M, then we get the short time existence of the Ricci flow on M. At many points in this section, we will take a subsequence; to simplify notation, at each stage a sequence such as {χ k } will be re-indexed to continue to be {χ k }.
Proof of Theorem 1.2:
Choose
where O is some fixed point in M. Constructing χ i , which is smooth cutoff function on M, such that
Now by (5.1), we could choose T as in Theorem 4.8 and note such T is independent of χ i . For each k, let g k (t) be the solution of the following local Ricci flow:
Then for any 0 < t 1 < T , any i, we have 
2) which is the Ricci flow. From (4.7) we know
Then by Theorem 14.14 in [4] , we have
By (5.3) and (5.6), we get
When t ∈ [0, T ], by Theorem 4.8 we know
, we get that there exists some τ 0 > 0, such that
By (5.7) and (5.9), Theorem 3.
where the limit is in C ∞ sense on Ω i . So we have
And we also know from Theorem 14.14 in [4] , if k > i,
it is easy to get (5.11) is also true. So we get for any k, (5.11) is true, where
Then by (5.8), (5.10), (5.11) and Lemma 3.11 in [3] , we get
Now by Corollary 3.15 in [3] , we get
where the limit is in C ∞ sense. Because i and t 1 are arbitrary, by the diagonal method, we get
In the last inequality above, we used (4.6).
So, we could define
Then by (5.2), (5.12) and (5.13), we get g(t) is the solution of the Ricci flow (1.2) on M × [0, T ]. This is the first conclusion of theorem 1.2; it remains to prove the estimate (1.4).
Appendix: Short-time existence of the local Ricci flow
To prove the short-time existence of the local Ricci flow, we will following the brief sketch in Deane Yang's [15] . Firstly by DeTurck's trick, we could equivalently consider the following local Ricci-DeTurck flow:
Note the second equation in (6.1) is a quasilinear ODE, the solution on M \ Ω is Id M\Ω , so we only need to consider the first family of equations in (6.1).
Lemma 6.1. The following modified evolution equations (6.2) is a parabolic system.
Proof: Note on M\Ω, g i j (x, t) ≡g i j (x), so we only need to consider the evolution equations on Ω. Calculate (6.2) directly, using lemma 2.1 in [12] , we get
where χ i =∇ i χ. Then (6.3) is a degenerate parabolic system, so we are done. Now we consider the following parabolic system, where ǫ is some positive constant and 0 < ǫ ≤ 1.
We define Φ ǫ (U) = V, if V is the solution of (6.4), and A αβ ǫ (χ 2 + ǫ)u αβ .
For simplicity reason, unless otherwise mentioned, in the rest of this section, we use the notation Φ(U) = V, A αβ to replace Φ ǫ (U) = V and A αβ ǫ , we also use ∇ to replace ∇. So we get
We define the following function spaces and norms: Definition 6.2.
where N ≥p + 2.
we choose R = 2 g p+2 and R N = 2 g N in the following. Firstly we have the following lemma:
, we get a k+1 ≤ Cc k+1 + Cba k . By induction, it is easy to get
So we have U
From now on, we will denote all the uniformly bounded quantities on [0, T ] by C. C in different places may have different meanings, but it should be clear from the context what the C represents or depends on. If some quantity is assumed to be uniformly bounded on [0, T ] in a specific lemma, proposition or theorem, we would also denote it by C.
Then we have the following proposition:
Proof: Firstly choose U ∈ A t 1 ∩ B 0 (R) t 1 , t 1 is to be determined later, we want to show V = Φ(U) ∈ A t 1 for some t 1 > 0.
We choose a positive integer m such that 2 m > 2n, then if we choose a normal coordinate system {x i }, such that at one point
Now we could define:
By (6.5) and
By (61) on page 236 of [12] , we get
By (6.6) and (6.7), we get
β By (6.8) and (6.9), we get
then we get
From (6.10), (6.11) and Maximum Principle, we have
Now we define
Similarly, by (6.12) and Maximum Principle, we have
By (6.5) , for N ≥p + 2, we have
where we use the fact |∇U −1 | ≤ |U −1 | 2 |∇U| ≤ C(R).
and it is easy to get
but we know from lemma 6.3:
so we have
By (6.15) and (6.16), we get
for I 5 , we only estimate one term of it as the following, the rest are similar.
for I 6 , we only estimate one term of it as the following, the rest are similar.
Then we get (6.20)
By (6.13), (6.14), (6.17), (6.18) and (6.20), we get
we could get
When we choose N =p + 2, then φ(t) = |V| 2 p+2 (t), define ψ(t) = |U|p +2 (t), then
where t 3 is defined in (6.24). Then by Proposition 6.4, we get V = Φ(U) ∈ A t 3 ∩ B 0 (R) t 3 , so |V|p +2 ≤ R. And we also have |U| N ≤ R N , so by (6.22) and (6.23), we get We consider |W| We only need to estimate two terms of J 7 like the following J 8 and J 9 , the others are similar.
We first estimate J 8 (6.32) J 8 ≤ J 10 + J 11 + J 12 + J 13 where
Firstly, it is easy to get On the other hand, by (6.54) and (6.4), we have
ThenŨ ∞ is a solution of (6. 
