Estimation of the φ-divergence between two unknown probability distributions using empirical data is a fundamental problem in information theory and statistical learning. We consider a multi-variate generalization of the data dependent partitioning method for estimating divergence between the two unknown distributions. Under the assumption that the distribution satisfies a power law of decay, we provide a convergence rate result for this method on the number of samples and hyper-rectangles required to ensure the estimation error is bounded by a given level with a given probability.
Introduction
Let P and Q be two probability distributions on defined on (R d , B R d ), where B R d is the Borel measure on
The φ-divergence of Q from P is defined as:
The φ-divergence family includes the Kullback-Leibler (KL) divergence (Kullback and Leibler, 1951) , Hellinger distance (Nikulin, 2001) , total variation distance, χ 2 -divergence, α-divergence among others. Many other information-theoretic quantities such as entropy and mutual information can be formulated as special cases of φ-divergence. When the distributions P and Q are unknown, the estimate of D φ (P ||Q) based on the i.i.d. samples from P and Q is a fundamental problem in information theory and statistics. The estimation of φ-divergence as well as entropy and mutual information has many important applications.
In statistics, divergence estimators can be used for hypothesis testing of whether two sets of i.i.d. samples are drawn from the same distribution. Methods for divergence estimation can also provide sample sizes required to achieve given significance level in hypothesis testing (Moon and Hero, 2004) . Divergence is also applicable as a loss function in evaluating and optimizing the performance of density estimation methods (Hall, 1987; Wang et al., 2009) . Similarly, entropy estimators can be used to build the goodness-of-fit tests for the entropy of a random vector (Goria et al., 2005) . Entropy estimation is applicable for parameter estimation in semi-parametric regression models, where the distribution function of the error is unknown (Wolsztynski et al., 2005) .
In machine learning, many important algorithms for regression, classification, clustering, etc operate on the finite vector space. Using divergence estimation can potentially expand the scope of many machine learning algorithms by enabling them to operate on space of probability distributions. For example, divergence can be employed to construct kernel functions defined in the probability density function space. The kernel basis constructed in this way leads to better performance in multimedia classification than using the ordinary kernel basis defined in the sample space (Moreno et al., 2004) . Using statistical divergence to construct kernel functions, and i.i.d. samples to estimate the divergence are also applied for image classification (Poczos et al., 2012) .
Entropy estimation and mutual information estimation have been used for texture classification (Hero et al., 2002a,b) , feature selection (Peng et al., 2005) , clustering (Aghagolzadeh et al., 2007) , optimal experimental design (Lewi et al., 2007) fMRI data processing (Chai et al., 2009 ), prediction of protein structures (Adami, 2004) , boosting and facial expression recognition (Shan et al., 2005) , independent component and subspace analysis (Learned-Miller and Fisher, 2003; Szabó et al., 2007) , as well as for image registration (Hero et al., 2002a,b; Kybic, 2006) .
We now put our work in the context of concentration results known in the literature. Liu et al. (2012) derived exponential-concentration bound for an estimator of the two-dimensional Shannon entropy over [0, 1] 2 . Singh and Póczos (2014) generalized the method in (Liu et al., 2012) to develop an estimator of mutual Rényi divergence for a smooth Hölder class of densities on d-dimensional unit cube [0, 1] d using kernel functions, and they also derived an exponential concentration inequality on the convergence rate of the estimator. Pérez-Cruz (2008) constructed an estimator of KL divergence and differential entropy, using k-nearest-neighbor approach to approximate the densities at each sample point. They show that the estimator converges to the true value almost surely. Pál et al. (2010) constructed estimators of Rényi entropy and mutual information based on a generalized nearest-neighbor graph. They show the almost sure convergence of the estimator, and provide an upper bound on the rate of convergence for the case that the density function is Lipschitz continuous. Wang et al. (2005) developed an estimator of Kullback-Leibler (KL) divergence for one dimensional sample space based on partitioning the sample space into sub-intervals. The partition depends on the observed sample points. They show that this estimator converges to the true KL divergence almost surely as the number of sub-intervals and the number of sample points inside each sub-interval go to infinity. However, they do not provide a convergence rate result for this method.
In this paper, we investigate a multivariate generalization of the data-dependent partition scheme proposed in (Wang et al., 2005) to estimate the φ-divergence. We also generalize the analysis for a family of φ-divergence. The generalized method is based on partitioning the sample space into finitely many hyper-rectangles, using counts of samples in each hyper-rectangle to estimate the divergence within in the hyper-rectangle, and finally summing up the estimated divergence in every hyper-rectangle. We provide a convergence rate result for this method (Theorem 1). The results are proved under the assumption that the probability density functions satisfy the power law and certain additional regularity assumptions, which are satisfied by most well known continuous distributions such as Gaussian, exponential, χ 2 , etc., and all light-tailed distributions.
A Data Dependent Partition Method for φ-Divergence Estimation
In this section, we describe a discretization method to estimate the φ-divergence D φ (P ||Q) for two unknown probability measures P and Q defined on (R d , B R d ), where B R d is the Borel measure on R d . We assume that P is absolutely continuous with respect to Q (denoted as P ≪ Q), otherwise the divergence is infinity. We also assume the densities of P and Q with respect to Lebesgue measure exist, which are denoted as p(x) and q(x), respectively. Suppose the random vectors X and Y follow the distributions of P and Q respectively, and there are i.i.d. observations {X i } n1 1 of X and {Y i } n2 1 of Y . The sample space R d is partitioned into a number of hyperrectangles (or d-dimensional rectangles). The estimator of divergence is the sum of estimation in each hyperrectangle using counts of empirical data that fall into that hyperrectangle. In this section, we provide the convergence result to a general φ-divergence. In Sections 4 and 5, we provide a rate of convergence on the number of samples needed to ensure a probability guarantee of this method.
Before introducing the space partitioning algorithm, we give the following definitions. The space partitioning algorithm is described as Algorithm 1. Our analysis is based on density functions p(x) and q(x) satisfying the power law regularity condition defined as follows: Definition 1. A probability density function f satisfies the power law regularity condition with parameters (c > 0, α > 0) if
for any r > 0.
Definition 2. Let φ be an univariate differentiable function defined on [0, ∞). The function φ is ε-regularized by {K 0 (·), K 1 (·, ·), K 2 (·)} if for any ε > 0 small enough and L > ε, the following regularity conditions hold:
}, then the following inequality holds: Table 1 provides the value of {K 0 (·), K 1 (·, ·), K 2 (·)} for some specific choices of φ-divergences. 
Hellinger distance
Assumption 1. Regularity conditions of the divergence function φ and probability measures P and Q:
(b) The probability measures P and Q have density functions p(x) and q(x), respectively.
(c) The density functions p and q satisfy the power law regularity condition with parameters (c, α), and they are also Lipschitz continuous with Lipschitz constant L 1 .
Definition 3. An interval J ⊂ R is infinitely large if J contains ∞ or −∞; e.g., [a, ∞) and R are an infinitely large intervals.
Now we describe the divergence estimation method in details. Let P n1 and Q n2 be empirical distributions of P and Q, respectively. First, we use Algorithm 1 to partition R d into m hyperrectangles according to Q n2 . Denote the partition as
, let p i (resp. q i ) be the number of samples from P n1 (resp. Q n2 ) that fall into I i . By the way of partition,
where P n1 (I i ) = p i /n 1 and Q n2 (I i ) = 1/m.
Algorithm 1 An algorithm to partition R d into m equal-measure hyperrectangles with respect to an empirical probability measure P n .
Input: An empirical probability measure µ n :=
The integers m and n satisfy m|n.
Output:
, where every J i is in one of the three forms:
, where
. end for end for Assign index {1, . . . , m} to m hyperrectangles in I respectively. return I.
Without loss of generality, let n 1 = n 2 = n. The error of the estimator D n1,n2 φ (P ||Q) with respect to the true value D φ (P ||Q) can be bounded by two terms as follows:
Note that T 1 is the error of numerical integration and T 2 is the error of random sampling. The convergence rate for T 1 is given in Section 4, and the convergence rates for T 2 and that for D φ (P ||Q) are given in Section 5.
3 A convergence rate of the data-dependent partition error
In this section, we establish a key intermediate result that bounds the error of partition generated from Algorithm 1 in probability. This result is used to prove the convergence rate presented in Sections 4 and 5.
Specifically, let µ n be an empirical distribution consisting of n samples drawn from µ. For a partition π of µ n , the error of π is defined as A∈π |µ n (A) − µ(A)|. Let A be a (possibly infinite) family of partitions of
The growth function is a combinatorial quantity to measure the complexity of a set family (Vapnik and Chervonenkis, 1971) . One can analogously define the growth function of a partition family A . Specifically, given n points x 1 , . . . , x n ∈ R d and let B = {x 1 , . . . , x n }. Let ∆(A , B) be the number of distinct partitions of B having the form
that are induced by partitions {A 1 , . . . , A r } ∈ A . Note that the order of appearance of the individual sets in (6) is disregarded. The growth function of A is then defined as
It is the largest number of distinct partitions of any n points subset of R d that can be induced by the partitions in A . The convergence rate of the partition error is given in Lemma 2.
Lemma 1 (Lugosi and Nobel (1996) ). Let µ be any B R d -measurable probability distribution, and let µ n be its empirical distribution with n samples. Let A be any collection of partitions of R d . For each n ≥ 1 and every ε > 0,
Lemma 2 (The error of a partition). Let µ be any B R d -measurable probability distribution, and let µ n be its empirical distribution with n i.i.d. samples
. Let A be the collection of all possible partitions of R d using Algorithm 1 for all possible outcomes of
where supp(µ) is the support of µ in
where
, and c 1 , c 2 are some constants.
Proof. In Algorithm 1, each k-level hyperrectangle is partitioned into m 1/d (k + 1)-level hyperrectangles with equal measure with respect to µ n for every k ∈ {0, 1, . . . , d − 1}. Consider a modified algorithm named M odAlg, in which each k-level hyperrectangle is partitioned into m 1/d (k + 1)-level hyperrectangles in an arbitrary way for every k ∈ {0, 1, . . . , d − 1}, and let A ′ be the collection of all possible final partitions generated from this modified algorithm. Clearly, we have A ⊂ A ′ . Now we estimate the growth function ∆ * 2n (A ′ ). For any fixed 2n points in R d , the number of distinct partitions of M odAlg at level 0 is ways to partition these l points at the level k. Therefore,
Now we need to find a threshold of n to ensure
in Lemma 1. Note that m(A ) = m, and take logarithm on both sides of (12) we impose that
By the inequality log s t ≤ sh(t/s), where h(x) = −xlogx − (1 − x)log(1 − x) for x ∈ (0, 1), we have
First, we impose that n > m 1/d , and then we have
where we use the inequality −(1 − x)log(1 − x) ≤ x for x ∈ (0, 1) in (15). Now substituting (15) in (14), we obtain that
To ensure (16), we further impose that
Let k = 2n/m 1/d , we have
where we use the inequality logk ≤ 2 √ k in the second inequality of (18). Then (18) implies that we should impose
to ensure (17). Now substitute (17) in (16), we have
Combine (18) and (18), we obtain that if
then (10) holds.
A convergence rate of the approximation error of numerical integration
In this section, we provide a rate of convergence for T 1 . Note that the partition algorithm only ensures that the empirical measures of all hyperrectangles in the partition are equal, however it does not guarantee that the size of each hyperrectangle is small. The idea of bounding T 1 is to show that with a desired high probability, most of the hyperrectangles in the partition obtained from Algorithm 1 are in small size as n goes to infinity. Then the error of numerical integral can be estimated based on the Lipschitz condition of density functions. Denote 
, and the length of the j-th interval of I i is no less than m
We note that Γ 1 (µ n , m, H R ) is the index set of hyperrectangles that intersect with the boundary of H R . The Γ 2 (µ n , m, H R ) is the index set of hyperrectangles that fall out of H R . The Γ 3 (µ n , m, H R ) and Γ j 3 (µ n , m, H R ) are the index sets of hyperrectangles whose maximum edge length and the j-th edge length is no less than m − 2d+1 2d(d+1) , respectively. Proposition 2 shows that the cardinality of Γ 1 (µ n , m, H R ), Γ 2 (µ n , m, H R ) and Γ 3 (µ n , m, H R ) is a small fraction of m with a desired high probability as m goes to infinity.
Proposition 1 (Chernoff Bound (Boucheron and Lugosi, 2016) ). Let X 1 , . . . , X n be random variables such that 0 ≤ X i ≤ 1 for all i. Let X = n i=1 X i and set µ = E(X). Then, for all δ > 0:
Proposition 2. Let µ be a probability measure defined on (R d , B R d ). Let f be the density function of µ which satisfies the power law regularity condition with parameters (c, α). Let µ n be an empirical distribution of µ induced by n i.i.d. samples, and apply Algorithm 1 to divide R d into m hyperrectangles I := {I i } m 1 with respect to µ n . The following properties hold:
a.s., and |Γ 3 (µ n , m, H R )| ≤ 2dRm
a.s.
a.s. For simplicity, we assume m 1/d is an integer. Since the hyperplanes that compose ∂H R are either parallel or perpendicular to the boundary of every I ∈ I, it is clearly that the following inequality holds:
It suffices to show that 2dm 
as because in (24) 
2d 2 +2d−1 2d 2 +2d .
Now we prove (b). Define indicator variables
Since the density function f satisfies the power law regularity condition with parameters (c, α), then:
Since B(0, R) ⊂ S, it follows that
where we use λ < cn/R α , R > (2c/ε) 1/α and n > 2(log1/δ)/ε 2 in (26).
Proposition 3. For any x ∈ R d , let x i be the i-th component of x.
Proof. The integral of interest can be evaluated as follows:
Lemma 3 (The error of numerical integration). Let P and Q be probability measures defined on (R d , B R d ), and P ≪ Q. Let Assumption 1 hold. Let P n and Q n be empirical measures of P and Q with n samples for each probability measures, respectively. Divide
where ε 1 is the largest value such that K 2 (ε 1 ) ≤ ε 10 , and
To prove this lemma, we introduce an intermediate error notation ε 2 > 0 for the sake of clarity, we will eventually rewrite ε 2 using ε 1 and ε. We set R > 2c ε2
1/α
, and use notations Γ 1 , Γ 2 and Γ 3 to briefly represent Γ 1 (Q n , m, H R ), Γ 2 (Q n , m, H R ) and Γ 3 (Q n , m, H R ), respectively. Without loss of generality, we assume that Q(I i ) > 0 for each i ∈ [m]. Otherwise, suppose Q(I i ) = 0 for some i ∈ [m]. It implies that P (I i ) = 0 as P ≪ Q, and hence p(x) = 0 and q(x) = 0 for every x ∈ I i . Then we can remove the corresponding term of I i from the left side of (28). The proof of Lemma 3 can be decomposed by proving the following intermediate inequalities:
Proof of (a). We can first bound the integration error by summing up the error in each hyperrectangle as follows:
Let Γ ε1 := i ∈ [m] :
. Then the summation of errors on the right side of (29) can be partitioned as follows:
where we use the fact that i∈Γ ε 1 Q(
Proof of (b). Since we have
where x j and y j are j-th components of vectors x and y, respectively. Applying Proposition 3, (31) can be further upper bounded as:
Proof of (c). By Assumption 1(d), we have i∈Γ1∪Γ2 Ii
Since n > N * m, d, 
and hence P i∈Γ1∪Γ2
and R > and P{|Γ 2 | < ε 2 m} > 1 − 1 3 δ, and hence
The inequalities (33) and (34) imply the inequality of (c).
Proof of (d). Since for every
Now substitute the inequality of (c) in (35), and note that P max
Proof of Lemma 3. Now incorporating inequalities from (a), (c) and (d), we obtain
2d < ε/5, respectively. These settings ensure that
under the conditions that n = O m d+1/d+3 + m 2 log1/δ , and
, where ε 1 is the largest value such that K 2 (ε 1 ) ≤ ε 10 .
Concentration of the φ-divergence estimator
Theorem 1 (Concentration of the φ-divergence estimator). Let P and Q be probability measures defined on (R d , B R d ), and P ≪ Q. Let the Assumption 1 hold. Let P n and Q n be empirical measures of P and Q with n samples for each probability measures, respectively. Divide R d into m equal-measured hyperrectangles
Proof. By (5), D (n,n) φ (P ||Q) − D φ (P ||Q) ≤ T 1 + T 2 , where T 1 is the approximation error of integration which can be bounded using Lemma 3. To bound T 2 , we split it into the following two terms:
and then we bound T 21 and T 22 . In the following analysis, we introduce parameters ε 1 , ε 2 and δ 1 to temporarily measure errors and uncertainty. They will be rewritten in terms of ε and δ at the end of the proof. First, T 22 is more straightforward to estimate:
with probability greater than 1 − δ 1 when n > N * (m, d, ε 1 , δ 1 ). Next, we bound T 21 .
Let J . Then
Note that the term
Pn(Ii) Qn(Ii) − P (Ii) Q(Ii) Q n (I i ) in the above inequality can be bounded as
with probability greater than 1 − 2δ 1 when n > N * (m, d, ε 1 , δ 1 ). Incorporate (39), (40), (41) and (42), we obtain that
Now let 3K 2 (ε 2 ) ≤ ε/3, [K 0 (L 2 ) + (L 2 + 1)K 1 (ε 2 , L 2 )] ε 1 ≤ ε/3 and δ 1 = δ/3, we have P T 1 ≤ 2ε 3
, where C(L 2 ) is a constant only depends on K 0 (L 2 ) and L 2 . Now using Lemma 3 to guarantee that P{T 2 ≤ ε 3 } ≥ 1 − δ 3 , we eventually obtain P{T 1 + T 2 ≤ ε} ≥ 1 − δ if n =
