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Abstract—We present a performance analysis of face recogni-
tion by showing the impact on a recognition performance of the
number of training samples and trade-off between the number
of individuals and images per individual. We investigate how the
recognition performance depends on factors such as the number
of individuals in the training set or the number of training images
per individual. We will do that by using a face recognition system
based on PCA and LDA.
Index Terms—Face Recognition, ROC, Performance Analysis
I. INTRODUCTION
Face recognition systems have achieved a remarkable suc-
cess in the past few years, and are now being used for a
variety of applications. FRT (Face Recognition Techniques),
can be used for authentication in smart cards, national ID,
passports, voter registration as well as in some law enforce-
ment scenarios like advanced video surveillance, post-event
analysis, suspect tracking and investigation. FRTs are also
being used for entertainment applications such as training
programs, virtual reality, human-robot-interaction and human-
computer-interaction [4]. Face recognition is a three steps
process which involves segmentation of faces (detection of a
face in background scene), feature extraction (from face areas)
and recognition. Identification is achievable by searching a
given face input among a database of known individuals,
while authentication works by checking whether an identity
of a given face is legitimate or not [4]. A lot of work has
been done to improve the performance of these FRTs, which
are affected by several factors. First of all, the number of
training samples used to train the system has a direct effect on
the performance. Indeed, varying the size of the training set
impacts the accuracy of the system since it modifies the range
of the recognizable subjects passed as input in the test set. The
bigger the training set, the more test samples the system will
be able to identify and classify. Secondly, both the number of
individuals in the training set and the number of images per
individual seems to affect face recognition performance.
The purpose of this paper is to show how these three
factors affect performance by providing results obtained with
a real face recognition system based on Principal component
analysis (PCA) and Linear Discriminant Analysis (LDA).
Principal component analysis is a method widely adopted
for face recognition which includes two phases: training
and classification. During the first stage, a orthogonal linear
space called eigenspace is established using the training
images. During the classification process, the test images are
projected into the eigenspace and classified using a distance
measurement, such as the Euclidean distance. Unlike this
method, LDA projects information into a linear space and
models the difference between the classes of data [1,2,3].
Both schemes have been implemented in the face recognition
system we utilized, including multiple settable parameters
which we tuned according to the training set settings.
The rest of the paper is organized as follows: in Section
2, we discuss the method we used for our research, by
describing how we modified the input training test to match
the three different scenarios. Section 3 deals with the different
contexts analyzed and show corresponding results using the
ROC curves. Moreover, the trade off between number of
individuals and images per individual is reported. Section
4 details the impact of the PCA and LDA factors. Finally,
we summarize the outcome of our research comparing the
performances obtained and point out the top settings for high
accuracy face recognition systems.
II. METHOD
In this report, we used the SCS face recognition system,
which use the PCA/LDA algorithm. For the PCA/LDA algo-
rithms, the dimension parameters of 100 and 25 in that order
are used, which provide overall good recognition results.
For training and testing, we used the FRGC dataset provided
by the SCS group1. This dataset contains 279 individuals with
20 images each, which is 5580 images in total. All images
are gray-scale, and each image is of size 79 × 20. More
importantly, the images are segmented; all the non-face areas
are removed.
To analyse the performance of the recognizer, we perform
numerous tests, each test consists of the following steps:
1) First, we divide the FRGC dataset in to training and
testing sets, these two sets are non-overlapping.
1The Services, Cyber security and Safety research group, University of
Twente
2) Each training set is used to train the recognizer.
3) The trained recognizer is then used to compute the
similarity scores between all pairs of test images; the
result of this step is a similarity score matrix.
4) From this matrix, all the genuine scores and imposter
scores are extracted, which in turn used to compute false
match rates (FMR) and false non-match rates (FNMR)
for different threshold.
5) Finally, the equal error rate (EER) and the receiver
operating characteristics (ROC) graph are deduced from
FMR and FNMR. The recognition performance is as-
sessed via EER and ROC.
The EER and ROC for each test are then recorded and
compared.
A. Testing the impacts of the number of training images
In this experiment, a fixed set of 600 images from 30 people
are used for testing. Next, sets of 100, 200,. . . , 4900 images
that are not in the test set are chosen as training sets.
B. Impact of number of individuals
In this section, the training set contains first 200 individuals
with 20 images each. The test set contains remaining 79 in-
dividuals with 20 images each. Therefore, the overall training
set contains 4000 images (200× 20) and the test set contains
1580 images (79× 20).
To analyze the impact of number of individuals, we divided
the overall training set into multiple subset containing different
number of individuals. The different subset contains 50, 75,
100, 125 and 150 individuals respectively. Each subset has
equal number of images i.e. 20 images per individual.
C. Impact of number of images per individual
To analyze the impact of number of images per individual,
we used the different training sets as mentioned above. We
divided each set into 5 subsets based on the number of images
per individual. The first set with 50 individuals is divided into
4 subsets contains 5, 10, 15 and 20 images per individual
respectively. Similarly, second set with 75 individuals was
divided into 4 subsets i.e. 5, 10, 15 and 20 images per
individual respectively. So, overall we have 20 subsets (5 sets
based on number of individuals × 4 subsets based on number
of images per individuals).
III. RESULTS
A. The impacts of the number of training images
The equal error rates and the ROC curves for different
numbers of training images are shown in Figure 1 and Figure
2. As can be seen, the performance increases rapidly when the
number of training images (n) increases from 100 to 1000.
For n > 1000, the performance fluctuates but in general, it
improves when n increases. The best EER is 0.0226 (2.26%),
achieved when n = 4700.
Figure 1: The relationship between the number of training
images and the equal error rate (EER). In general, more
training images produce better (smaller) EER.
Figure 2: The increase of performance when the number of
training images increases
B. Impact of number of individuals
Figure 3 shows that with the increase in the number of
individuals in the training set, the performance of the system
improves. For different subset i.e. 50, 75, 100, 125 and 150
individuals, the EER is 4.23, 4.224, 3.690, 3.325 and 3.270
respectively.
Based on the above data, we can conclude that, if we have
more number of individuals in the training set, the recognition
performance of the system is better.
Figure 5, 6, 7 and 8 shows the ROC curve for the different
number of individuals (i.e. 50, 75, 100, 125 and 150) with
fixed number of images per individual(i.e. 5, 10, 15 and 20)
respectively.
C. Impact of number of images per individual
Figure 4 shows that with the increase in the number of
images per individual in the training set, the recognition
performance is improved. For each set, we observed that
EER is decreased with increase in the number of images
per individual. For example, for set containing 50 individuals,
the EER for different subset i.e.5, 10, 15 and 20 images per
individual are 7.341, 5.304, 4.888 and 4.23 respectively.
Analyzing above data, we can conclude that if we have
more number of images per individual in the training set, the
recognition performance of the system is improved.
Figure 9, 10, 11, 12 and 13 shows the ROC curve for the
different number of images per individual (i.e. 5, 10, 15 and
20) with fixed number of individuals (i.e. 50, 75, 100, 125 and
150) respectively.
D. Number of individuals and images per individual Trade off
As discussed above, with the increase in the number of
individuals, the EER value is decreased. In addition to this,
with the increase in the number of images per individual,
the EER value is also decreased. So, one of the question
which arises is to find a trade off between them. In real life
environment, it might be more feasible to get the images of
more number of distinct individuals than getting more images
per individual. Following are some of the findings based on our
test: We took two sets i.e. 75 number of individuals with 20
images each (75×20 = 1500 images) and 150 individuals with
10 images each (150×10 = 1500 images). With exactly same
number of images i.e. 1500, the performance of the second set
was better than the first one as the EER for second set is 3.843
and the EER for the first set is 4.224. The result shows that it
is better to have more number of individuals compared to more
number of images per individual. With images of more number
of individuals in training set, the extracted feature set will
be more diverse and therefore will have better performance
recognition.
IV. IMPACT OF DIFFERENT VALUE OF P AND L
To evaluate the impact of value of P and L, we tried different
combination of the values. Table II shows some of the sample
values we evaluated. Initially, keeping the value of L constant
i.e. 25, we checked for different values of P i.e. from 25 to 200.
We checked for two different set, one containing 75 individuals
with 15 images per individual and the second set containing 75
individuals with 10 images per individual. We observed that
with the increase in the value of P (keeping L = 25), the EER
decrease initially but later it starts increasing. For example. for
the first set, the EER is decreased till value of P = 50. When
the value of P is changed from 50 to 100, the EER value
changes from 4.3616 to 4.6196 respectively. Similar pattern
was observed for second set. Later, keeping the value of P
fixed to 100, we checked for different values of L i.e. from
35 to 100. In the end, we evaluated for P and L equal to 150
and 200 each. We observed that, the performance is further
improved with the increase in the value of L. But, when P
and L were equal to 200, the value of EER was increasing.
So, to conclude we can say that the value of P and L needs to
be chosen adequately as too low value or too high value has
negative impact on the performance.
Figure 3: The impact of number of individuals on the perfor-
mance of the Face recognition system
V. CONCLUSION
From the experiments, we can first conclude that more train-
ing images result in better recognition performance; however,
when the number of training images are large (> 2000), then
the improvement is minor.
Regarding the effect of number of individuals, we conclude
that more number of individuals leads to better recognition
rate. Also, with more number of images per individual the
overall recognition performance is further improved. But,
we need to find a trade off between them. Based on our
experiment, we conclude that the performance is better if we
have more number of individuals. In real life scenario, it might
be more feasible to have more number of individuals as the
extracted feature set will be more diverse. If we have more
number of images per individual, the extracted feature set will
be more biased for the people similar in training set.
Another important factor affecting the performance of the
face recognition system is the dimension parameters used
in the PCA and LDA algorithms. In this report, one pair
of PCA/LDA parameters with reasonable results is chosen;
however, this may not be the best pair of parameters. We also
tested several pairs of parameters, but the number of test cases
was not high enough to give a conclusive result. Further exper-
iments are needed to find the relationship between PCA/LDA
parameters and the software performance.
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VI. APPENDIX
In this appendix, we list the EERs corresponding to different
numbers of training image (Table I). This table displays the
same data as Figure 1, but in a numerical format. Also, the
EERs corresponding to different set of (PCA/LDA training
parameters, number of individuals, number of images per
individual) are listed in Table II.
Figure 4: The impact of number of images per individual on
the performance of the Face recognition system
Figure 5: The ROC curve for different number of individuals
with 5 images per individual showing impact of number of
individuals in the training set.
Figure 6: The ROC curve for different number of individuals
with 10 images per individual showing impact of number of
individuals in the training set
Figure 7: The ROC curve for different number of individuals
with 15 images per individual showing impact of number of
individuals in the training set
Figure 8: The ROC curve for different number of individuals
with 20 images per individual showing impact of number of
individuals in the training set
Figure 9: The ROC curve for different number of images
per individual with 50 individuals in the training set showing
impact of number of images per individual in the training set
Figure 10: The ROC curve for different number of images
per individual with 75 individuals in the training set showing
impact of number of images per individual in the training set
Figure 11: The ROC curve for different number of images
per individual with 100 individuals in the training set showing
impact of number of images per individual in the training set
Figure 12: The ROC curve for different number of images
per individual with 125 individuals in the training set showing
impact of number of images per individual in the training set
Figure 13: The ROC curve for different number of images
per individual with 150 individuals in the training set showing
impact of number of images per individual in the training set
Training images EER Training images EER
100 0.2238 2600 0.0269
200 0.1081 2700 0.0254
300 0.0867 2800 0.0257
400 0.0648 2900 0.0269
500 0.0537 3000 0.0264
600 0.0454 3100 0.0286
700 0.0429 3200 0.0273
800 0.0446 3300 0.0273
900 0.0440 3400 0.0254
1000 0.0376 3500 0.0262
1100 0.0377 3600 0.0254
1200 0.0374 3700 0.0245
1300 0.0384 3800 0.0258
1400 0.0394 3900 0.0252
1500 0.0386 4000 0.0249
1600 0.0342 4100 0.0246
1700 0.0347 4200 0.0244
1800 0.0324 4300 0.0250
1900 0.0339 4400 0.0258
2000 0.0319 4500 0.0248
2100 0.0312 4600 0.0235
2200 0.0309 4700 0.0226
2300 0.0307 4800 0.0241
2400 0.0272 4900 0.0239
Table I: The effect of training image numbers on EER. In
general, a higher number of training images gives a better
performance, but when there are too many training images,
the performance improves slowly or fluctuates. These results
are produced with a test set of 600 images, and the PCA, LDA
dimension parameters are p = 100 and l = 25 in that order.
P L Number of Individuals Number of Images per individual EER(%)
25 25 75 15 5.2344
35 25 75 15 4.8275
45 25 75 15 4.469
50 25 75 15 4.3616
100 25 75 15 4.4245
150 25 75 15 4.6196
200 25 75 15 4.734
25 25 75 10 5.6398
35 25 75 10 5.1972
45 25 75 10 4.9721
50 25 75 10 4.9077
100 25 75 10 4.9513
150 25 75 10 5.4267
200 25 75 10 5.7211
100 35 75 10 4.634
100 45 75 10 4.4518
100 50 75 10 4.3814
100 100 75 10 4.2951
150 150 75 10 3.4618
200 200 75 10 3.6043
Table II: The effect of the PCA and LDA dimension parame-
ters P and L on the recognition performance.
