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Abstract 
In production planning for strong seasonal demand products, it is uneconomical 
to configure the supply chain for throughputs equivalent to the demand peaks. 
Instead, a holistic approach to supply chain optimisation is adopted where for- 
ward demand forecasts drive the production planning process. In this thesis, 
the medium-term supply chain planning components of forecasting, production 
planning and evaluation are addressed through studies on a paints production 
facility. 
With a large number of specialised products, family-level forecasting is adopted 
for its simplicity and practicality in applying forecast techniques, coupled with its 
benefits on the inception of new products into markets. A time-series component 
was incorporated into traditional clustering techniques for segmenting products 
into families. The dominant cluster profiles identified are attributed as the sea- 
sonal component for the subsequent generation of demand profiles. 
In multi-purpose batch plants, production planning involves the twin decisions of 
batch sizing and lot sizing, often performed in series. This campaign is optimised 
through augmenting the batch sizing operation within a lot-sizing model. In 
the Mixed Integer Linear Programming model developed here, the degrees of 
freedom are the monthly batch sizes of each product, integer number of batches 
of each product produced each month, amount of monthly overtime working and 
outsourcing required as well as the time-varying inventory positions across the 
chain. Values for these are selected to balance the trade-offs in batch costs and 
inventory costs as well as the overtime and outsourcing costs. 
The final section sees the development of stochastic, dynamic supply chain mod- 
els to predict the effect of different inventory policies, taking into account forecast 
accuracy, as derived from clustering. Using Monte Carlo based simulations, the 
various supply and production decisions are assessed against process manufactur- 
ing performance indicators. These planning components are then reconfigured to 
derive an optimal paints supply chain. 
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Chapter I 
Introduction 
In recent years, there has been growing importance in supply chain management 
from the realisation that actions taken by one member can influence the efficiency 
and profitability of all others in the supply chain. Supply chain managers have 
thus sought models and business processes to support fact-based decision making 
in designing and operating their supply chains optimally. This will enable them to 
integrate decisions about sourcing, manufacturing, transportation, warehousing, 
customer service and inventory management across the geographically dispersed 
facilities and markets of their companies' supply chains. 
Integrated supply chain management consists of four dimensions as follows: func- 
tional, geographical, inter-temporal and enterprise integration (Shapiro, 2001). 
The first is functional integration which involves purchasing, manufacturing, 
transportation and warehousing activities. Spatial integration of these activities 
across vendors, facilities and markets forms the second dimension. , 
The third dimension is the inter-temporal integration of these activities over 
strategic, tactical and operational planning horizons. Strategic planning involves 
decision making concerning the long-term structure and design of a supply chain. 
1 
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It generally includes resource acquisition and location decisions for plant and 
warehouses. Tactical planning entails medium-term decisions in supply chain 
management, which typically assume that the supply chain structural design is 
fixed. Decisions that can be altered in the medium-term are customer, ware- 
house and plant assignment policies. Also included in this class of deci§ions are 
aggregate inventory and transportation policy decisions, which determine the fre- 
quencies and planned flow quantities between different supply chain stages and 
safety stock placement throughout the supply chain. Lastly, operational plan- 
ning involves decisions for short-term execution of the company's business. The 
primary focus is on operational decision factors, such as vehicle routing and in- 
ventory allocation concerns. This is achieved through short term scheduling of 
resources in labour, material and equipment. 
Inter-temporal integration, also known as hierarchical planning, requires consis- 
tency and comprehensibility among overlapping supply chain decisions at the 
various planning levels. It is the combined effect of efficient operations employing 
modern technologies with the optimal location of supply chain resources that is 
critical to a firm's sustained competitive advantage. 
The fourth and final dimension is enterprise integration, which serves the pur- 
poses of strategic and tactical planning within integrated supply chain manage- 
ment. For effective long-term planning, besides incorporating demand manage- 
ment within supply chain management to maximise the company's net revenues, 
it is also essential to integrate corporate financial decisions to evaluate capital 
investments in the company's supply chain, the return on assets and ultimately, 
to maximise shareholder value. 
To support the integrated planning process, decision making systems that em- 
ploy descriptive models and prescriptive models are critically needed. Descriptive 
models are used to create supply chain decision databases, such as the forecasting 
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of future customer demands and key raw material availabilities, or the coinputa- 
tion of manufacturing and distribution costs. These are then used as inputs for 
the prescriptive models, which are optimisation models that allow managers to 
explore the arena of decision options and constraints to identify effective plans. 
At present, the only analytical tools that are capable of fully uncovering the 
complex interactions and relationships in supply chain management are rigorous 
optimisation models based on linear and mixed integer programming, possibly 
combined with heuristics. A summary of network optimisation approaches to 
the advancement in supply chain management is given by Geunes and Pardalos 
(2003). 
1.1 Paints 
Paints, or surface coatings, are one of the most common and widely used materials 
in home and building construction and decoration. Their broad use is derived 
from their functionality in aesthetics, protection, identification and in providing 
other useful purposes such as the concealment of surface irregularities or the 
modification of environmental heat and light. Leman (1996) defines paint as "any 
liquid, liquefiable, or mastic composition designed for application to a substrate 
in a thin layer which is converted to an opaque solid film after application. " 
Most paints are available in a wide variety of colours and appearances. Tile overall 
appearance of a paint is a combination of its surfiace qualities and its colour. The 
light reflection and absorption are the properties that give paints their particular 
colour, while the surface qualities of a paint are described in terms of gloss and 
texture. Paints are usually described by their finish using terms like flat, satin, 
semigloss and gloss that refers to how dull or shiny the dried paint film is expected 
to appear. Technologically, paints are often characterised according to the type of 
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binder or solvent employed, where latex-, alkyd-, or oil-based paint describes the 
type of binder or resin system used. Paints are also described as water- or solvent- 
based, referring to the type of solvent used in the formulation. The conditions and 
surface for which a paint is developed, such as for interior or exterior application, 
are also important in its description. 
Paint provides outstanding value, considering that such a thin film a few millime- 
ters thick provides protection for materials that would otherwise have a much 
shorter life span. Many of the industrial and special purpose coatings are formu- 
lated in close consultation with the end-user. This is to achieve optimum product 
characteristics that conform to the applier's specifications and the available means 
of application. Its uses can be categorised into architectural, automotive, indus- 
trial or special-purpose coatings, which are summarised in the figure 1.1 (Products 
of the Paint and Coating Industry, 2004). 
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Figure 1.1: Value Added by Paint Products 
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1.1.1 Components of Paint 
Most paints consist of the four basic groups of chemical raw materials: binders, 
solvents, pigments and additives, where the first two groups constitute the vehicle 
phase and the latter two the discontinous phase. During the application of paint 
onto a surface, the solvents begin to evaporate while the binder, pigments and 
additives remain on the surface to form a hard, dry solid film. The proper choice 
and amount of these ingredients as well as their volume relationships, govern the 
overall performance of paints. 
In evaluating paint quality, the desired chemical and physical properties include 
the desired appearance, performance, application and rheological properties of 
the finished product. Other criteria for a good paint formulation include raw 
material cost, ease of manufacture and application and package stability. Table 
1.1 shows the contribution of the three major components to the most important 
properties of a typical gloss paint. A brief description of each paint component 
is presented in the subsequent sections. 
Property Binder Pigment Solvent 
Application Major Minor Major 
Cure Rate Major None Significant 
Cost Major Major Minor 
Mechanical properties Major Minor 
Durability Major Major 
Colour Minor Major 
Table 1.1: Contribution of major paint'components to final paint properties 
Binders 
Binders provide the basis of continuous film, which holds the solids in the dry 
film and forms a continuous adhesive film of paint on the surface to be coated. 
It gives protection to the substrate and keeps the pigment in place and evenly 
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dispersed. The majority of binders are composed of resins and drying oils which 
contribute a great extent to the protective and general mechanical properties of 
the film. 
The choice of binder is the most important ingredient choice in the formulation 
process as it is the chief attributor of paint performance. Their required physical 
properties in paints include the ability to dry or cure under various ambient 
conditions, good adhesion to various substrates, abrasion resistance, washability, 
flexibility, water resistance as well as ultraviolet light resistance, where the balance 
of these depends on the application environment. 
Solvents 
Solvents are used to enable the manufacture of paint by dissolving the binder 
and to effect the application of the coating. In greater detail, their purpose is to 
allow a paint system to be applied at the first instance, according to a preselected 
method of application, and to control the flow of wet paint on the substrate. It 
is also essential to achieve a satisfactory, smooth, even, thin film on the substrate 
that dries within a predetermined time, where the binder and pigment remain. 
Factors that affect the choice of solvents and the use of solvent mixtures are their 
solvency, viscosity, boiling range, evaporation rate, flash point, chemical nature, 
odour, toxicity and cost. The dual requirements of solvency and evaporation rate 
usually indicate a compound use of solvents, since the desired properties cannot 
be obtained from the use of one solvent alone. 
Pigments 
Pigments are finely dispersed solid particles, unaffected physically and chemically 
by the vehicle or substrate they are incorporated in. They give colour and opacity 
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by the selective absorption and/or scattering of light. Other performance qual- 
ities include ultraviolet light resistance, fade resistance, exterior weatherability, 
chemical resistance as well as particle size and shape. Toxicity profiles and safety 
and health related properties are also important criteria in pigment selection. 
Besides aesthetics, the other types of pigment used are for special purposes, such 
as extenders. These colourless compounds contribute to film properties such as 
reinforcement, gloss control and rust prevention. They also affect the properties 
of paint itself, such as its rheological properties, settling characteristics and cost. 
Additives 
Paint additives are raw materials which are used in small concentrations (0-2 - 
10%). They enhance the coating by adding aa special function or give a certain 
property to the coating, without which observable defects in the liquid paint 
properties and the dry film might arise. These chemical and physical limitations 
must be overcome before the paint can be considered of commercial value. 
An additive is sometimes very specific to a particular formulation, being effective 
in some paint types but valueless in others. In most cases, the use of additives 
gives rise to undesirable secondary effects, especially when used in excess or un- 
wisely. Care must be taken to prevent a "spiral formulation", where additives 
are used successively to counter previous side-effects. 
The most common additives used are driers, which accelerate the drying process. 
Other types include wetting agents that help disperse pigments during the manu- 
facturing process, defoamers that prevent bubble formation during agitation and 
application which could dry in the film, flow control agents that give a smooth 
surface finish and anti-skinning agents that prevent the formation of a layer of 
skin in the paint can. 
1.1. Paints 
1.1.2 Manufacturing Process 
The manufacture of paint or coatings is a physical process that seldom involves 
significant chemical changes, thus virtually all paint production employs the batch 
process for increased flexibility, with continuous processing being quite rare. 
Although the basic process is elementary, its details must be carefully designed 
in order to produce each different paint product. This adapts the process to the 
characteristics of different ingredients and to achieve the desired product perfor- 
mance. In order to obtain consistent performance from a product, procedures 
must be rigidly followed as batches are made. 
There are at least five primary operations common to all paint factories: premix- 
ing, dispersion, thinning-down, filtration and packaging (Randall, 1992). These 
operations are aimed at providing a uniform mix and sizing of component mate- 
rials, as illustrated in figure 1.2 for a typical paint manufacturing run of solvent 
based pigmented paints (Lambourne and Strivens, 1999). 
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Figure 1.2: Flow-diagram of paint making process 
The pigment dispersion step is a critical one in the paint-making process. Each 
dry pigment particle is actually a cluster of many smaller particles. The objective 
is to separate them from one another so that the surface of each small particle can 
be wetted with the vehicle and the particles can be evenly distributed through- 
out the paint. This is accomplished by applying powerful mechanical forces using 
dispersion machinery of several different designs. The simplest machine is a high- 
speed disperser, which is simply a shaft with a disc-like toothed blade on one end. 
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Shearing forces are produced at the surfaces of the blade when it is spun at high 
speeds in the viscous pigment/vehicle mixture, thereby achieving dispersion eas- 
ily. For more difficult dispersing situations, more powerful equipment is required. 
Often it is necessary for a premixed paste of pigment /vehicle to be produced in a 
"high-speed disperser", which is then fed into other types of dispersion machinery 
to complete the dispersion procedure. 
Once dispersed, pigment particles have a tendency to flocculate into loose clusters 
or to settle into a hard cake. To prevent this, each dispersion must be stabilised 
in the thinning-down stage performed in mixers. In water-thinned paint, stabili- 
sation is usually accomplished by imparting like electrostatic charges to pigment 
particles so that they repel each other. In solvent-thinned paint, stabilisation 
usually depends on steric hindrance, with molecules of binder adsorbing onto 
the pigment particle surfaces to form immobile envelopes around the particles 
that act as a physical barrier to particle association. Special additives are often 
necessary to enhance dispersion stability. 
Next is the filtering step, which provides a means to remove any undispersed 
particles or other extraneous material that might have been introduced to the 
batch. A commonly used method employs vibrating screens with 40-300 mesh 
per square inch as strainers to separate the unwanted materials from the paint, 
while other filtering media include felt bags and cylindrical cartridges of porous 
material. Once filtered, the paint is sent to the filling lines for packaging into 
cans and labelling. The finished product is either warehoused or immediately 
delivered to the customers. 
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Paints Supply Chain Overview 
A supply chain is a set, of geographically dispersed facilities, suppliers, customers, 
raw materials, products and methods of controlling inventory, purchasing and 
distribution. It exists in both manufacturing and service organisations, where 
its members are linked by the countercurrent flow of materials and information. 
Material flows from raw material suppliers through the manufacturing steps and 
intermediate inventories to delivery at the customer's site, while information is 
propagated in the opposite direction from the customer ordering the product 
through marketing, production planning and purchasing systems (Backx et al., 
1998). The company's goal is to add value to its products as they pass through 
its supply chain function and transport them to geographically dispersed markets 
in the correct quantities, with the correct specifications, at the correct time as 
well as at a competitive cost. 
I 
The paints supply chain is analogous to the generic supply chain, illustrated in 
figure 1.3 for the forward flow of material. The network begins with sources of 
raw materials for the manufacturing process, known as the suppliers. Though in 
actual fact the supplier's suppliers can be considered, this would however make 
the supply chain process more complex. Thus, only suppliers providing 70-80 % 
of incoming raw materials will be included within the chain (Poirer and Reiter, 
1996). The primary suppliers to the paint industry are producers of synthetic 
chemicals -that manufacture binders, solvents, pigments and additives, usually 
from coal and petroleum feedstocks. Suppliers of the various size cans for finished 
product packaging are also considered. 
The first link is between suppliers and the manufacturing facility, which processes 
the raw material into products. This simple, primary connection can be clearly 
identified as the consumable in the network. Process raw materials including the 
various binders, solvents, pigments and additives are sent for successive processing 
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Figure 1.3: The Generic Supply Chain Model 
within the manufacturing facility according to the manufacturing process detailed 
in section 1.1.2, until it is finished as a product. The final product is then either 
stored in storage facilities on-site, or loaded onto trucks for immediate dispatch. 
This production planning and inventory control is the first of two integrated 
processes in a supply chain. 
In the distribution and logistics process, the final products reach the customers via 
the employment of distribution systems to transport the goods to warehouses in 
distribution centers if necessary, and subsequently to the customers. The conclu- 
sive node of the paints supply chain need not necessarily be household consumers, 
but may include either independent merchants, wholesalers and distributors who 
resell to the small commercial users, or a direct sales force for distribution pri- 
marily to other operators in the chemical industry. 
Performance measures are used to determine the efficiency and effectiveness of 
the existing supply chain system (Beamon, 1998). Quantitative cost-based ex- 
amples include minimisation of cost arid inventory investment along with the 
maximisation of profit, sales and return on investment. For measures based on 
customers, these are the maximisation of customer orders filled on time, reduc- 
tion of customer response time and lead time for fulfilment of external customer 
orders. Other benchmarks (Ahmad and Benson, 1999) that are applicable for 
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this project are listed in table 1.2. 
Benchmarks Poor Good World Class 
On-time-in-full-delivery (OTIF) 40% 99.9% > 99% 
Customer complaints (% of orders) 6% 0.01% < 0.1% 
Adherence to production schedule 40% 99% > 95% 
Production rate 60% 99% > 90% 
Quality Rate 45% 99% > 99% 
Availability 90% 96% > 95% 
Overall Equipment Effectiveness (OEE) 20% 94% > 85% 
Stock turn 4 19 > 25 
Manufacturing velocity 0.1% 1% > 8% 
Supply chain costs as % of sales 22% 12% < 1% 
Table 1.2: Process Manufacturing Industries' Competitive Benchmarks 
Qualitative examples without numerical measurements include degree of customer 
satisfaction, flexibility of the supply chain to respond to random fluctuations in 
demand, information and material flow integration, effective risk management and 
consistency of supplier performance. A framework for the selection of performance 
measures for manufacturing supply chains is presented in (Beamon, 1999), with 
an overview and evaluation of current measures. 
Description of Business 
The world market for paints' and coatings was valued in excess of US$65 billion 
in 2002 (World Paints and Coatings, 2004). The industry encompasses over 
10,000 firms worldwide, which are mostly small, batch-oriented producers. The 
industry is dominated by several large, globally oriented firms where paints is a 
core product line. In 2002,11 such firms cited at least US$1.5 billion in annual 
paint revenues each, which accounts for about half the global market. 
In Europe, the paints market amounts to 15 million tonnes in 2003, with decora- 
tive and industrial paint markets at 60% and 40% of total paint sales respectively 
(The industrial surface coatings industry: a market/technology report, 2003). This 
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amounts to 27% of the world's surface coatings produced. Paint production in 
Western Europe is forecasted to grow at an annual rate of 2.7%, reaching 6.5 
million tonnes in 2005. However, this lags behind the global average growth 
rate of 3.5% yearly due to continued expansion in the world's emerging markets, 
predominantly in the Asia/Pacific region with high construction-related activity. 
Paints Market 
The paints market may be characterised as a continuum. At one end are the 
numerous, fragmented buyers undertaking infrequent home improvements. This 
market segment accounts for the strong seasonality exhibited by paint products, 
with higher sales of products used on the exterior of buildings normally during 
better weather conditions. This equates to higher activity levels in the second and 
third quarters of the year for Europe's geographical profile (ICI Annual Repo7t 
and Accounts, 2003). 
The opposite end of the continuum is dominated by the few highly informed buy- 
ers of coatings for original equipment manufacturers. As a result of the market 
diversity, paints are sold through a variety of distribution channels into a wide 
range of industries including engineering, textiles, pharmaceuticals and the ex- 
tractive industries. Branded architectural paints are sold through a combination 
of both independent retailers and stores. Can coatings, on the other hand, are 
supplied directly to beverage and food manufactures, as with automobile coatings 
and wood furniture finishings to their relevant industries. In any case, a strong 
commercial distribution system is a strategic requirement for successful supplying 
in the paint market. 
Manufacturers in the paint industry can be classified into three categories. The 
first is application specific suppliers, which focus specifically on the narrow seg- 
ments of the special purpose market. These firms maintain a close relationship 
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with their customers to balance their various needs of the industrial manufac- 
turers with the development of technical expertise. The next is architectural 
coatings suppliers providing interior and exterior house paints to regional trade 
and consumer buyers. This category also includes industrial maintenance coat- 
ings with application specific properties, such as additional corrosion resistance 
and durability for chemical manufacturing facilities and bridges. The last group is 
diversified suppliers, which are typically large producers with a variety of end-use 
areas. These firms dedicate large resources to maintain strong positions in large 
market segments. They often had integrated upstream and downstream opera- 
tions for the independent production of raw materials and the direct marketing 
of products to customers through company owned stores. Examples of leading 
global suppliers in the paint industry include BASF, Dupont and ICL 
1.1.5 Supply Chain Initiatives 
A way forward for the paints business is through the adoption of supply chain 
management improvement initiatives. These generally fall under similar themes 
and are represented in the seven principles as follows: segmentation of customers 
based on service needs, customisation of the logistics network, listen to market 
demand signals and plan accordingly, differentiate product closer to the customer, 
adopt strategic sourcing, develop a supply chain-wide technology strategy and 
lastly to adopt chain-spanning performance measures (Anderson et al., 1997). 
To achieve the basic supply management objectives of cost reductions and in- 
troducing value-added benefits, competitive, cooperative and strategic alliance 
relationships must be fostered within supply chain members (Stuaxt and Mc- 
Cutcheon, 2000). Additionally, for the less predictable environments where de- 
mand is volatile and variety requirements are high, supply chain agility is needed 
(Christopher, 2000). The routes to agility encompass market sensitivity, pro- 
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cess integration, network -competition instead of individual business focus and 
information-based rather than inventory-based supply chains. Strategies include 
postponement resulting in fewer stock-keeping units, closer relationships with 
key suppliers through increased information sharing, as well as for supply chain 
management to seek developing lean strategies up to the decoupling point, but 
agile strategies beyond that point. The decoupling point is the furthest point 
downstream of a supply chain to which products can be formed into modules and 
still remain adaptable to customer specifications. 
An example of successful supply chain re-engineering in the speciality chemicals 
market is Rohm and Haas' (D'Alessandro and Baveja, 2000). Faced with high 
competition and increased price pressure from customers, the business strategy 
was realigned to match stratified customers with categorised services instead of 
addressing non-prioritised customers individually. This led to the development 
of a new manufacturing strategy for each of the product groups with different 
performance criteria. The redesign effort resulted in millions of dollars of sav- 
ings, increased production throughput and yielded a leaner, more disciplined and 
smoother operating unit. 
Effective supply chain management can impact virtually all business processes, 
leading to continuous improvements in areas such as data accuracy, reductions in 
operational complexity, supplier selection, purchasing, and warehousing and dis- 
tribution. Other benefits include quicker customer response and fulfilment rates, 
greater productivity, better asset management, reduced inventory throughout the 
chain translating to lower costs, as well as shorter planning cycles. ]Further im- 
provement can be achieved through successful integration of the global supply 
chain. 
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1.2 Supply Chain Optimisation 
In addition to the supply chain initiatives and integration concepts described 
above, competition and globalisation has resulted in greater supply chain com- 
plexity. To remain economically viable, manufacturers have outsourced produc- 
tion and utilised third party logistics providers. Coupled with increased customer 
requirements in packaging, delivery and mass product customisation, the number 
of planning entities have proliferated. The areas of quantitative growth include 
the number of inventory items, production and distribution facilities, customers 
and suppliers. 
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Figure 1.4: Network Representation of Supply Chain 
Using a network representation of the supply chain in figure 1.4, the planning 
complexity is reflected by an increase in the number of nodes and connecting arcs. 
These represent the value-added facilities and the transportation of materials, 
intermediate and finished products respectively. To find the best configuration 
for the network thereby reducing manufacturing and logistical bottlenecks, the 
supply chain can thus be optimised. 
Supply chain optimisation benefits include reduced chain costs, improved prod- 
uct margins, lower inventories, increased manufacturing throughput and better 
Suppliers Plants 
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return on assets. Quantitatively, t'llis c(plate" to hchAvell 30 "I'lld 300(yc return ()Il 
investment (Lustig, 1999) and success Include 1)('11, Zara and 
while Proctor and Ganible had its profit, inargiii increased bY 48'Y(, between 1992 
and 1997 (Dnýyer, 1999). 
The two important clenlents of supply chaill (ytinlisItioll arc Illodels and 
(ShelAmd aiul Lapidv. 1999Y TO numhl Ow-ribes Hic p1mming objectives ill (I 
mathematical environment MAN A, datit popidatps the model. Solutionsm-c gen- 
crated using solvers, which are ideally nultheill"Itic, 11 Imsed. lloxv- 
ever at the more detniled planning levels as shown ill figure 1.5,1 Ile models, are 
more complex to solve. Thus licuristic methods and genctic algorithill", Irc 11'sed 
instead. 
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1.3 Research Objectives 
For strong seasonal demand product, s within t he paints supply chaill, it, is 
noinical in the tactical planning h) configure I he supply chaill for tlll. ()Ilglll)l It's 
equivalent to the demand peaks. This problem is conilmunded bY the large 1111111- 
ber of stock-keephig units present for consuiller paints, arising from I'lic large 
variety of colours and finishes. Duc to the str"1111 Imposed oil the 
supply chain, it, is advantageolls to explore flic trade-offs ()p1millillille's Within 
the production planning stage. 
This research will apply a holistic approach to paint, s supplY chaill optimisat'1011. 
This consists of the following three activities: 
Identification of Product Families for Forecasting 
Ili Chapter 2, clustering tcchni(jll(,,,, ap, to i(l(, jltjj'y ()f products 
with similar demand dynamics. Ill particular, these models will 11 '('()" 1) 01'ý It C tll(' 
time-series complexity into existing clustering methods for aPplicatioll to llist, ()"i- 
cal demand data. The family seasonalitY profile will subsequently be used for the 
prediction of minual product demands. 
Production Planning with Batch Size Optimisation 
III chapter : 1. the planning process withill the tactical planning ll()I-lz()Il is etfiwted 
by an optimisation model that addresses both stock build and batchsizing func- 
tiolls simultalivoll'SlY. flere, the following of freedom are manipulated: 
monthly batclisizes of cach product, number of* hatches of each product produced 
III each month, amount of ovel-tinic and outsourced working required in each 
111011th and the inventory positions across t. ll(' slipply chain. Values for these are 
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selected t, o balance the tradc-()ffs III pn )( II I( . tý MII( .( )s I's (I Is: I gg n 'g, It ( '( II()II I( ýI )( I, t, ( II 
level. This includes fixed batch c()4s assm, iiii, ed With "(1-up and ch'(111111g, ()pcra- 
tional and stock costs prolmilioi 1,11 to flic pl-mllict, batclisizes, lliv(, Ilt, ()I'Y carlying 
costs and finally, the overtime and mitsourcing c()sts. 
Analysis of Supply Chain Production Plan 
As the supply chain plan is derived using finvcastý (hita, it I", subject to 1111cer- 
tainty and error, as cliaracterised III the statistical analysis step. III chaptcr 4, 
aillily-level the robustness of the derived supply chain prmhict, ion plan frmll the f( 
forecasts will then be assessed using stochastic silmilatiml for Various 111,1,1111fact ur- 
ing performance criteria. This process will also) aid III the Selection ()f clust, cring 
inodel parameters to reline the ideiltificatlion ()f pi-milict families. 
Finally, the last chapter concludes the work and presents the recommend(itions 
for future. research. 
Chapter 2 
Multi-Period Clustering 
Ill supply chain planning, the data sup1mi-ting t1w phuming nimleh" IIIII, "'t 10' 
present ill ail appropriate resolution corresp(m(fing to the planning horizon. At, 
the tactical planning level, single or multiple sit, (, decisions are ()ft(, ii cmisidered, 
alid this correlates with a large number ()f stock keeping unifs. The large inul- 
tivariate data sets (,, ill prove difficult, t, () xý, Jjlch is pirticularly true 
at present, with automated ()f c(41ectill"'. 111fornmi MI). Thus, 111011mis ()f 
suininarising and extracting relevailt information are 11ccess"I'l-Y. It Is ()ft, ('Il IIS('fttl 
t, o consider dividing the set ()f objects into chlý'Ses 111 (1, Way Which ('11sures that 
ol). j(, (,. t, s within a class are similar to) mw another, thus platiners can t, real fliese 
entities collectively. Ill recent, years, inuch ýitfenthm has been devoted to this ac- 
fivity, which has usually been referred N) as --classificthon- ()I- cluster -aimlys'is" - 
2.1 Background and Literature Review 
C1,140filig is the process of orgaiiising objects Into classes whose an, 
similar in some w, ýy and dissimilar to ()bjects ()f all(Allel. class. It, is a disciplill(l 
aiiiied at, revealing groups, or chisters, of silliflar entit Ios in data. The gencral 
20 
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purposes of clustering are data simplification and prediction. These are more 
extensively described by the potential overlapping clustering goals as given by 
Mirkin (2005): 
Structuring: The chief aim in many clustering applications, structuring is 
to find the principal groups of entities. The different types of cluster struc- 
ture may be conceptualised into a partition, hierarchy or a single subset, 
depending on the user's requirements. 
Description: This is the automatic derivation of a conceptual description 
of clusters, found either by a clustering algorithm or from another source. 
With this, understanding and predicting of clusters is enhanced. An exam- 
ple of a description tool are decision trees. 
Association: Associations reveal the links between different aspects of phe- 
nomena and is one of the most important goals of classification. A relation 
between different aspects of a phenomenon in question can be established 
if the same clusters are well described. 
* Generalisation: Generalisation of data is to provide a set of overview state- 
ments about properties of the phenomenon reflected in the data under con- 
sideration. 
9 Visualisation: The visualisation of data structure is to create mental images 
for further data insight. This activity maps the data onto a known reference 
image such as a coordinate plane or geographical map. 
The two main properties that a classification should possess are stability and 
objectivity. Stability indicates that the clustering should be unaffected by noise 
or small errors in the record of variables, by the addition of a few new objects to 
the data set and by the recording of a few new variables for each object. This also 
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includes scalability of data and dealing with outliers. Objectivity is concerned 
mainly with the repeatability of results, especially with data containing different 
types of attributes and clusters discovered with arbitrary shape. This would 
enhance interpretability and usability of results. 
2.1.1 Classification of Clustering Methods 
There are a large number of clustering algorithms in the literature. The choice of 
method depends both on the type of data available and application required. Han 
and Kamber (2001) classified the various clustering methods for handling static 
data into five major categories. These are partitioning methods, hierarchical 
methods, density-based methods, grid-based methods and mode-based methods. 
A brief description of each is given in this section. 
Partitioning Methods 
In partitioning, the aim is to divide the set of N objects into a specified number 
of disjoint groups, c, so that each object belongs to one group. There are two 
variants to this procedure, the first being exclusive clustering where the datum 
belongs to a definitive cluster. This is shown in the left image of figure 2.1, where 
the separation of points is achieved by a straight-line or a bi-dimensional plane. 
The second type is overlapping clustering, where fuzzy sets are used to cluster 
the data so that each point may belong to two or more clusters with different 
degrees of membership. Here, data is associated to an appropriate membership 
value. In particular, data points along the cluster boundary, as shown by the 
white dots in the right image of figure 2.1, may belong to either cluster. 
Two commonly used heuristic methods for exclusive partitions are the k-means 
algorithm (Hartigan and Wing, 1979) and the k-medoids algorithm (Estivill- 
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Figure 2.1: Exclusive and overlapping partitioning 
Castro and Murray, 1999). Both algorithms iterate between distributing the 
objects among clusters and updating the cluster centers, however the difference 
is in the location of the cluster center. For the k-means, each cluster is represented 
by the mean value of the objects in the cluster while for the k-mcdoids, the object 
closest to the midpoint between the furthest two objects in the cluster is deemed 
as the cluster center. As the medoid is less sensitive to outliers than the mean, 
this makes k-medoids a more robust method, though at a higher computational 
cost for convergence. 
Hierarchical Methods 
To investigate the structure of data at several levels and to study the relation 
of partitions to one another, a hierarchical structure is imposed on the data. A 
common example is the tree diagram as shown in figure 2.2. Sectioning the tree 
diagram at any level, as illustrated by the dashed line, will produce a partition 
of the objects into disjointed groups. 
Figure 2.2: A hierarchical classification of a set of ten objects 
1 10 
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There are two types of hierarchical clustering methods. The agglomerative hier- 
archical clustering is a bottom-up strategy. For a set of N items to be clustered, 
this clustering technique begins by placing each item into a cluster, such that 
there are N clusters. The shortest distance or most similar pair of clusters are 
then merged, resulting in the reduction of one cluster. A revised distance or sim- 
ilarity is computed between the new cluster and each of the old clusters. This 
procedure repeats until all items are clustered into a single cluster of size N. For 
the divisive hierarchical clustering, this top-down strategy is the opposite of the 
previous method. It starts with all objects in one cluster and subdivides the clus- 
ter into smaller segments. The subdivision process organises each of the cluster 
objects into two distinct groups of equal size, such that the resulting clusters have 
the longest distance between them. This process is repeated for each successive 
cluster formed until each object forms its own cluster. 
Permutations to the computation of distances between clusters include single, 
complete or average linkage clustering. In single-linkage, the shortest distance 
is taken from any member of one cluster to any member of the other cluster. 
In complete linkage, the greatest distance is used instead. For averagc-linkage 
clustering, the average distance between the corresponding clusters' members are 
considered. 
Density-Based Methods 
The mechanism of density-based methods is to grow a given cluster continually 
until the number of data points in the cluster neighbourhood exceed a threshold. 
Such a method is advantageous for filtering out outliers and can also discover 
clusters of arbitrary shapes. A typical example is Density-Based Spatial Cluster- 
ing of Applications with Noise or DBSCAN (Ester et al., 1999). A user definition 
for the cluster radius and the minimum number of data points is required for the 
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location of initial cluster seeds. 
'V- el For an automated process of density-based clustering, Ordering Points To Id i- 
tify the Clustering Structure or OPTICS (Ankerst et al., 1999) computes an 
augmented cluster ordering for interactive cluster analysis. The ordering is de- 
rived by extension of the DBSCAN algorithm for a set of distance parameter 
values. To construct the different clusters simultaneously, objects are processed 
in order such that higher density clusters are completed first. This ordering infor- 
mation is sufficient for extracting all density-based clusterings with lower distance 
parameters than that used for generating the order. 
Grid-Based Methods 
Grid-Based methods quantise the object space into a finite number of cells that 
form a grid structure where all clustering operations are performed. The multi- 
resolution grid data structure allows for fast processing time, since it is indepen- 
dent of the number of data objects, but dependent only on the number of cells 
in each dimension of the quantised space. 
An example is Statistical Information Grid or STING (Wang et al., 1997). Rect- 
angular cells are used in the multiple levels corresponding to the different levels 
of resolution. Statistical information regarding the attributes in each cell are pre- 
computed and stored. Subsequently, a query process starts, usually at a relatively 
high level of the hierarchical structure. For the current layer, the confidence in- 
terval is computed for each cell, which reflect's the cell relevance to the query. 
Irrelevant cells are removed from further consideration and the query process 
continues to the next lower level for the relevant cells. This process is repeated 
until the bottom layer is reached where regions of relevant cells that satisfy the 
query are returned. 
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Model-Based Methods 
Model-based methods assume a model for each of the clusters and attempt to 
optimise the fit of data to the model. These algorithms often adopt a mixture of 
underlying probability distribution functions as the basis to represent data. The 
two major classes of model-based methods are the statistical and neural network 
approaches. 
A statistical approach example is AutoClass (Cliceseman and Stutz, 1996), which 
is based on the classical mixture model and is supplemented by a Bayesian method 
for determining the number of classes. This algorithm attempts to find the most 
probable set of class descriptions based on the data and prior expectations. Each 
class description consists of a specific type of probability density function and its 
associated parameters. The method gives a weighted assignment of each instance 
to each class instead of determining one class for each instance, which is commonly 
performed in many other clustering algorithms. AutoClass can determine the 
most probable number of classes in the data if this is not given a's input. The 
method learns a set of class descriptions that can subsequently be used to classify 
data that was not used to "train" the system. 
In the neural network approach for clustering, each cluster is associated with a 
prototype, which does not necessarily correspond to a particular data object. The 
prototypes are trained during the learning stage, where they are moved within the 
data distribution and each prototype is linked to neighbouring ones according to 
a grid dimension whose size and shape are chosen a priori. The learning consists 
in presenting each datum and selecting the closest prototype with respect to some 
distance measure. The winning prototype is moved towards the input data while 
its neighbours are also moved according to constraints given by the grid. At 
the end of the learning stage, the final prototype positions represent a discrete 
and rough approximation of the data density that is therefore partitioned into 
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clusters. An example of the the neural network approach is the Self-Organising 
'Map (Kohonen, 1990). 
2.1.2 Multi-period Clustering Methodology 
Unlike static data, time series data has values changing with time and each feature 
is a vector instead of a discrete point. These data may be monitoring data col- 
lected during different periods from a natural, biological, business or engineering 
process. To aid in the treatment and analysis of this information, it is often useful 
to determine groups of similar item profiles within the unlabeled time series. 
A formal mathematical definition of the clustering problem is (Ring, 2001): 
Definition 2.1. Let V be a set of time-seTies vaHables vn with m=1,2,.., 11. 
The goal of clustering is to divide V in K clusters Ck in such a way that variables 
I 
belonging to the same cluster are more "alike" to each other than variables from 
different clusters. The result of this procedure is an injective mapping V --+ K 
from each variable v,, to a cluster Ck. 
The multi-period clustering process is illustrated in figure 2.3 for 5 products of 
varying sales volume and profile. After data scaling to remove their magnitude 
differences, the demand time-series are separated by their profile shape and placed 
into 2 clusters. Each cluster is represented by their cluster center, shown by the 
dashed profiles. 
The comparison and classification of time series has application in fields covering 
various disciplines. In biology, Bar-Joseph et al. (2001) present algorithms for es- 
timating unobserved gene expression values and time points within the same gene 
class. Where the class partitioning is not given, a model based clustering method 
is performed. In finance, Fu et al. (2001) used self-organising maps for pattern 
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Figure 2.3: Time-Sories Cilistering Procedure 
discovery in the stock exchange. The time scrics clustered are the daily closing 
price collected froin a few listed stocks. Other socioeconomic time-serics clusters 
include. personal income, daily tenipcrattire and population datasets, (Kalpakis ct 
al., 2001). 
In chemical engineering, Shighai and Seborg (2005) (lefille(I similarity fiactors for 
mult-i-varhate, finic-scries clustering. These were applied I, o differclit scenarios 
for a batch ferniciftat-ion proc(, ss (III(I tll(, (), )(ý,. ýI, t. jon of a colit jilt lous stirred tank 
reactor with a cooling jacket. Through clust, ering. I he various operating Illodes' 
were, identified. These ranged froill ilorillal Operation to flic (1111,01-clit lovel's Of 
categorical failure. 
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The aim of this work is to study time series whole clustering, where historical 
demand profiles for each paint solvent base are partitioned into product families 
with similar seasonality dynamics. The dominant profiles will subsequently be 
used for demand forecasting at the product family level. Time series whole clus- 
tering is meaningful according to Keogh and Lin (2005) since the clustering of 
time series subsequences is not attempted. The latter focuses on extracting indi- 
vidual time series with a sliding window in the time horizon, Clustering is then 
performed on the extracted time series subsequences. An example application is 
given by Inniss (2006), where consecutive months of ground delay prograins in 
aviation data and fog weather data are assigned into seasons. This information 
derives the arrival capacity scenarios for the stochastic ground holding models in 
traffic flow management, thereby giving the optimal number of flights to ground 
in a ground delay program. 
I Dominant Time-Series Data Distance Clustering Seasonal Demand Data) Scaling Measure Model 
< 
Profiles 
Figure 2.4: Procedure for Identification of Dominant Seasonal Profiles from Time- 
Series Demand Data 
With the main bulk of clustering methods developed and analysis performed on 
static data, it is necessary to extend existing procedures to include the time- 
series information. This procedure is illustrated in figure 2.4, where the crucial 
components influencing the clustering results are the data scaling and distance 
measure methods. These are described in greater detail in the following sections. 
2.1.3 Data Preprocessing 
An important stage of a clustering algorithm is the distance measure between 
data points. If the components of the data instance vectors are all in the same 
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physical units then it is possible that the simple Euclidean distance metric is 
sufficient to successfully group similar data instances. However, even in this case 
the Euclidean distance can sometimes be misleading, as illustrated by the width 
and height measurements in figure 2.5. Despite both measurements being taken 
in the same physical units, an informed decision has to be made to the relative 
scaling. Different scalings can lead to different clusterings. 
Height Height 
Data points AL 
."z Clusters 1.0- 1ý **ý %. --ý V", 1.0- 1140 Clusters nI 
e 
1.0 Width 0.5 Width 
Figure 2.5: Effects of scaling on clustering 
This is not a graphical issue, but the problem arises from the mathematical for- 
mula used to combine the distances between the single components of the data 
feature vectors into a unique distance measure that can be used for clustering 
purposes. As different formulae lead to different clusterings, thus domain knowl- 
edge must be used to guide the formulation of a suitable distance measure for 
each application. 
V_ 
For the clustering of time-series demand, it is necessary to preprocess the data 
for more accurate comparisons to be made. To obtain a scaled demand between 0 
and 1, the historical demand for each product and time period less the minimum 
demand throughout the time horizon is expressed as a fraction of the maximum 
demand variation throughout the time horizon. This max-min normalisation 
linear transformation is given mathematically in the following equation: 
Di,,, - DAlin D! - -S vi'm 'm Dyax - Dyin sI 
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where Dil,,, is the scaled demand for product i in month m. IM 
It is observed with sporadic demand patterns, a spiky normalised demand profile 
is obtained with equation 2.1. Thus for a smoother normalised demand profile, 
the nominal demand is expressed as a fraction of the total demand in the planning 
horizon. This average normalisation in equation 2.2 retains the generic shape of 
the unsealed demand as it overlays the various product profiles on top of each 
other. 
Di.. 
vi'm (2.2) 
sm ii 
L Dim 
M=l 
Another approach for dealing with the spiky demand data is to transform it 
into supply chain terms. In this novel development, the cumulative demand 
could either be rising in equation 2.3 when a forward view of the time horizon is 
adopted, or alternatively it is declining in equation 2.4 with a backward view of 
the time horizon. Instead of using data smoothing explicitly, this transformation 
ensures that profiles have similar shapes such that the distance measures can 
effectively identify sensitivities in gradient changes. After scaling, the profiles 
move diagonally from 0 to 1 for the forward planning scaling or vice versa for the 
backward planning scaling. 
m 
E Dim 
Dim - 
M=l vi'm (2.3) tm II 
2, Dim 
M=l 
II 
2-, Dim 
Dim = MItIM vi'm (2.4) 2m II 
L Dim 
m=l 
A visual description of the various scaling methods are presented for two products 
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with contrasting demand levels. Figure 2.6(a) is the unscaled (1cmand while 
figures 2.6(b) - 2.6(d) are the max-min scdmg, avernp, scnliiig ; md kwkwnrd 
planning scaling respectively. 
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2.1.4 Distance Measures 
Similarities are a set of rules that serve as criteria for grouping or separating 
items. To compare two tinie-varying data sets mathematically, various distance 
functions are used. These are largely derived by extending existing distance 
measures used in static data for multi-period considerations. 
common measure of dissimilarity between the ith and jth products Is given by 
the Nlinkowski metrics: 
1 
diÄj =1 wm1Dim - Dj, JA 
1 
(x > 0) vi, j (2.5) 
where the time horizon, 11, is the dimensionality of the data. The Euclidean 
distance is a special ewe where A=2, while the Manhattan inetric h1u; A=1. 
To decide on , in appropriate N-alue for A, analysis must. be taken oil tile dt-. 41red 
emphasis given to large differences oil a single %uriable. Higher milues of A give 
relatively greater emphasis to the large differenc(N. JDj,,, - I)jrnl- 
A set of weights, w,., may be included in ciluation 2.5 to allow some standard- 
ization or weighting of the initial Nuriables. For the inulti-perlod demand data 
considered, a possible utilisation of these weights is to remove seasol lilt i ty or the 
effects of sale promotions. If all products are equally weight(Il, then tv,,, may be 
oinitted from calculations. For the purpose of our work, the unweighttil Man- 
hattan and Euclidean distance measures in (iluations 2.6 and 2.7 respectively are 
used. 
If 
dij =LI Dj,, - Dj,,, vi, j (2.6) 
171-1 
dij = (Di", - Dj"1)2 vij (2.7) 
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where 
1H 
HE 
Dim Vi (2.10) 
M=l 
1 li Tj 77 E Djm Vj (2.11) 
M=l 
In statistics, the correlation coefficient is used to give a measure of the intensity 
of the linear relationship between a pair of variables. Normally, when used to 
compare two data sets described by various variables, it is difficult to give an 
interpretation to terms like 73i, which involves summing over the variables de- 
scribing a single object. However for multi-period demand clustering, its validity 
is justified as the reference point for comparison is the mean demand throughout 
the time period. Thus, this measure emphasises the shape of the relationships 
rather than the magnitude. An assumption of this measure is the sufficiency of a 
linear relationship to identify similarity, without the flexibility of increasing bias 
towards outliers in the data. For all distance measures used, values closer to 0 
indicate greater similarity between profiles in comparison. 
2.1.5 Number of Clusters 
In cluster analysis, a common question is the optimum number of clusters to 
represent the data. If there is an over-specification of the number of clusters, 
some centroids may be closely located as natural data clusters are dissected to 
accommodate this increase. On the contrary, fewer clusters representing the data 
will result in loose clusters whose members are widely spaced apart. 
The data structure can be determined either experimentally or holistically. In the 
holistic approach, a range of feasible data partitions are simultaneously generated. 
The array of solutions is then trimmed. based on some structure criterion. A 
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simple example is the use of agglomerative hierarchical clustering where clustering 
for the different structure dimensions is easily extracted from the clustering tree. 
Each dimension corresponding to a hierarchical clustering level is then evaluated 
on cluster attributes to give the best number of clusters. 
Another example is the use of principal component analysis (PCA) for simplifying 
the data set. PCA is an orthogonal linear transformation of the data to a new 
coordinate system, such that there is decreasing variance on the projected data 
with each successive principal component. The number of clusters chosen is 
equivalent to the number of principal components above a threshold. 
In the experimental approach for determining the data structure, several possible 
alternatives for the number of clusters are postulated. These are then evaluated 
for the best cluster stability, which indicates the resistance of cluster membership 
changes to perturbation in the data set. These measures, in various forms, take 
into account the ratio between and within cluster distances. These are then 
used to evaluate various data for a range of cluster specifications in iterative 
experiments. 
To assess these stability measures, Dubes (1987) used a null model approach, 
where the data set is randomly generated with a range of attributes. The em- 
bedded properties of these data sets are the number of partitions and the data 
spread. Several clustering techniques are then applied to these data with different 
deviations in the number of clusters from its true value. The error in estimating 
the number of clusters is computed to derive the applicability of stability mea- 
sures to the type data sets. A similar experiment was performed by Mufti et al. 
(2005) where a large data set was sampled for the clustering data instead. 
For the two types of paint present, analysis will not be performed to determine 
the ideal number of clusters in the demand data. Instead, this is specified for 
simplicity and ease of handling by supply chain planning practitioners. The 
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numbers of clusters used for the 464 emulsion products and 240 gloss products 
are 15 and 10 respectively. 
2.2 Clustering Models 
In this section, several multi-period clustering methods are presented. These in- 
clude an optimal mathematical programming method and algorithmic approaches 
to allocate products into clusters. The clusters either have irregular membership 
sizes with the more complex models, or uniform membership of equal cluster size 
with the single-pass models. 
2.2.1 Mixed Integer Linear Programming Model 
The multi-period clustering problem can be formulated as mixed integer pro- 
gramming mathematical model, where the binary variables dictate the allocation 
of profile membership to each cluster. A linear programming formulation using 
the Manhattan distance measure is presented as follows: 
min 1: 1: 1: 
Etan 
icM 
(2.12) 
subject to: 
Ei,,,, >, Di,,,, - S,,,, - (1 - Xi, ) -AI Vi, c, m (2.13) 
Ei,,, >, S,,, - Di. - Xi,, ) - Al 
Exic =1 
c 
vilc, m (2.14) 
vi (2.15) 
Sets 
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C Number of clusters, c= 1) 1 
i Products, iý 11 11 
M Time periods, m 
Parameters 
Di.. Scaled demand for product i. in period m 
MA very large number 
Binary Variables 
xic 1 if product i is associated to cluster c; 0 otherwise 
Continuous Variables 
Ei,,,, Euclidean distance between product i and cluster c in period m 
Cluster centroid demand level for cluster c in period m 
It is known that solving a clustering problem is equivalent to finding the global 
optimal solution of a non-linear optimisation problem, hence it is NP-hard (Fung, 
2001). As a result, there is a need for an approach to perform cluster analysis on 
the large data sets within reasonable CPU time and RAM constraints. Hopke and 
Kaufman (1990) proposed sampling the large data set and clustering the smaller 
subset. The derived centroids are consequently used to cluster the entire data 
set. With the intention of clustering data in its entirety, heuristical methods are 
thus developed to simplify the clustering algorithm. 
2.2.2 Naive Model 
The naive model is a straightforward clustering method without the use of data 
scaling and distance measures. This single-pass algorithm provides the basis of 
comparison for large data sets, where the computational complexity prevents the 
generation of a feasible solution. 
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Figure 2.8: Naive Clustering Algorithm 
This hypothesis of this method is that products with similar sales volume exhibit 
similar demand dynamics. As illustrated in figure 2.8, the algorithm begins by 
sorting the products according to the total demand and consequently allocating 
an equal number of products, (1), to each cluster. Having derived the cluster C 
membership, the dominant profile for each cluster is obtained by simple averaging 
of its members. 
2.2.3 Simple Partitioning Algorithm 
The simple partition algorithm is an extension to the naive algorithm, where the 
products are sorted according to their distance measure. The general concept of 
this sequential clustering method is to derive clusters with decreasing similarity. 
This gives tight initial clusters while outliers and residual products are allocated 
at the end. 
As outlined in figure 2.9, the procedure begins by computing the matrix of scaled 
inter-product distances. Each cluster is derived by identifying the most similar 
product pair. To determine which of the two gives a better cluster, the two 
products are taken as the centroids for two hypothetical clusters of equal size. 
Following, the closest (1) products from each centroid are assigned to the re- C 
spective clusters. The intra-product cluster distance for both clusters is then 
evaluated, with the tighter cluster accepted and its members omitted from the 
distance matrix. This procedure is repeated until all products are assigned a clus- 
ter. The dominant profile for each cluster is post-processed by simple averaging 
of its members. 
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Figure 2.9: Partitioning Clustering Algorithm 
2.2.4 K-Means Algorithm 
The K-means clustering algorithm by Hartigan and Wing (1979) aims to min- 
imise the within-cluster sum of squares. The algorithm seeks a "local" optimal 
solution such that there is no movement of a point between clusters that will 
reduce the intra-cluster sum of squares. The two main components of K-means 
is its initialisation stage and its iterative search for the optimum cluster centroid 
location. 
During the initialisation stage, the initial cluster centroid locations are pre- 
specified prior to the propagation of the search algorithm. The conventional 
approach is to randomly generate the cluster centroid location and apply K- 
Means. This process is repeated for a fixed number of trials and the best solution 
is recorded. This is particularly disadvantageous for large data sets, since the 
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K-Means propagation step is greatly hindered by poor initial seeds. 
A better strategy is to consider the cluster structure during the initialisation 
phase. Other simplified clustering methods can be used on the data set with 
their solutions used as cluster seeds for the K-Means. Without any insight of 
the data set, a simple approach is to use equally spaced centroids within the 
search space, which is bounded by the maximum and minimum demand level at 
each time period. This grid-based approach ensures that the cluster centroids are 
spaced apart, thereby minimising member switching between clusters during the 
K-Means iterations. 
Another intuitive approach is based on the assumption of cohesive clusters in the 
data, where entities within any cluster are close to one another and distant from 
other clusters' entities (Mirkin, 2005). In this method, the first two centrolds 
are taken as the furthest product pair. Each subsequent centroid is taken as the 
product that is furthest from the closest existing cluster centroid, hence this is 
entitled Max-Min initialisation. 
After deriving the clusters from the initial seeds, the K-Means algorithm iterates 
between product assignment to the closest centroid and update of the cluster 
centroid through simple averaging of its members. This loop terminates when no 
product relocation between clusters is observed. The advantage of K-means is 
that it is a very fast algorithm when the number of clusters is significantly smaller 
than the number of entities to be cluster, thus it is suitable for large data sets. 
During the assignment of products to clusters in each iteration, it is necessary 
to ensure that each cluster has at least one member. This is accomplished with 
a two-tier allocation algorithm. The distance reference point for the first tier is 
the cluster centroid, thus the single product closcst to each centroid is assigned 
even though it may be closer to another centroid. Subsequently, the remaining 
products are assigned to the closest centroid. 
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With large data sets, there may be drastic changes in cluster contents, thereby 
impeding the progress of the K-Means iterations. To smooth the effect of the 
algorithm, an incremental version of the K-Means is used (Pham et al., 2004). 
After obtaining the initial cluster membership, the incremental K-Means consid- 
ers the relocation of product between clusters one at a time. The new cluster 
centroid location is calculated more frequently after each inner loop product as- 
signment, rather than one calculation after all products have been assigned. The 
stopping rule is when all products remain in their clusters. 
The inner loop product evaluation sequence is chosen such that there is a de- 
creasing impact on the location of the cluster centroid. This is to allow potential 
major centroid shifts to take place first, as the subsequent minor shifts in centroid 
location have a lesser effect on the products already assigned membership to that 
cluster. Products are thus sorted by the distances from their cluster centroid in 
a descending order. 
The outline of both normal and incremental K-Means algorithms used for the 
time series data are illustrated in figure 2.10. For their initialisation, the Max- 
Min method is used as it allows faster convergence to a solution. 
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Figure 2.10: Normal and incremental K-Means Clustering Algorithms 
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2.3 Results and Discussion 
Numerous clustering scenarios are generated by permutations of the data scaling, 
distance measure and optimisation methods. To compare results with the MILP 
solution solved to optimality, a smaller data set is used to ensure a feasible optimal 
solution. This test problem consists of three clusters from ten equally spaced 
samples of the historic emulsion demand, such that all sales volume ranges are 
represented. These profiles are presented in figure 2.11a. 
To assess the various clustering results, the within-cluster distance measures are 
used. In addition, the test problem allows for an appreciable visualisation of the 
dominant profiles identified, such that their spread and shape can be inspected. 
A desirable attribute of clustering is for a great diversity in the dominant cluster 
profiles, indicating that the distinct trends of the original data set have been 
recorded during the clustering process. These results are benchmarked against 
the naive clustering, as shown in figure 2.11b. 
In this sections, results presented are categorised by the data scaling method. 
All clustering models used here employ only the Manhattan metric M, the dis- 
tance measure for equal comparison with the mixed integer linear mathematical 
programming model. Extensive clustering results for the full emulsion and gloss 
paints data sets are given in chapter 4. 
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the data scaling algorithm. The zero demand modelled in this period will lead 
to an inaccurate sales forecast, thus this procedure is removed from subsequent 
clustering exercises. 
Method Cluster Products Distance Measure 
Manhattan Euclidean 1-R2 
Naive 1 3 32.5 X 103 11.6 X 103 0.18 
2 3 18.6 X 103 6.1 X 103 0.24 
3 4 7.8 X 103 2.4 X 103 0.20 
Average 18.4 X 103 6.3 X 103 0.20 
Max/Min 4.2 4.8 
MILP 1 1 0.00 0.00 0.00 
2 2 1.11 X10-4 4.70 x 10-5 1.7 X 10-9 
3 7 6.1 X10-1 2.5 X 10-1 5.2 X 10-2 
Average 1.6 x 10-1 7.8 X 10-2 2.0 X 10-2 
Max/Min - - 
Partition 1 3 0.13 0.07 4.9 X 10-3 
2 3 0.24 0.12 1.1 X 10-2 
3 4 1.35 0.52 1.6 X 10-1 
Average 0.57 0.24 5.8 X 10-2. 
Max/Min 10.4 7.4 
K-Means 14 0.86 0.35 9.2 X 10-2 
23 1.01 0.36 7.2 X 10-2 
33 0.20 0.09 8.8 X 10-3 
Average 0.69 0.27 5.8 X 10-2 
Max/Min 5.1 4.0 
Table 2.1: Cluster Distance Comparison using Max-Min Scaling 
2.3. Results and Discussion 
1.0 
0.8 
'a 0.6 
E 
0.4 
CD p 
ca 
0.0 
123456789 10 11 12 
Period 
(a) MILP Clustering (Scaled) 
1.0 
0.8 
C 0.6 co E 
0.4 
C U, -) 0.2 
0.0 
1.0 
0.8 
c 0.6 ca E 
CD 
0.4 
U) 0.2 
0.0 
20 k 
16 k 
12 k 
c (a 
8k 
4k 
V 
Ok 
12345G189 10 11 12 
Period 
(b) MILP Clustering (Unscaled) 
1 
16 k1 -- 
12 k 
8k 
E 
4k 
0k 
123456789 10 11 12 123456789 10 11 12 
Period Period 
(c) Partition Clustering(Scaled) (d) Partition Clustering(Unscaled) 
18 k 
15 k 
12 k 
9k 
E 
(D 
Q6k 
3k 
0k 
123456789 10 11 12 123456789 10 11 12 
Period Period 
(e) K-Means Clustering (Scaled) (f) K-Means Clustering(Unscaled) 
Figure 2.12: Cluster Centroids For tell pi-milict" chist ored wit 11 Illax-mill "c"lling 
2.3. Results and Discussion 48 
2.3.2 Clustering with Average Scaling 
With the average data scaling, there is a marked improvement in the inter-cluster 
distances for all clustering methods. This is seen by their shorter inter-cluster 
distances in table 2.2. The 1-R2 of all three clustering methods are also lower 
and therefore better than that of the Naive method. 
Comparing with the optimal MILP solution, the K-means method has the largest 
inter-cluster distance and the poorest shape correlation between the members 
of each cluster. For the Partition method, there is a high Max/Min value or 
a large variance in the inter-cluster distances. This indicates the presence of 
two similar centroid profiles and the failure of this method to identify dominant 
trends from the data. This view is justified on inspection of figures 2.13c and 
2.13d with identical profile shapes. As such, the best lieuristical approach with 
average scaling is the K-Means method, based on diversity of the cluster centroids 
profiles. 
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Method Cluster Products Distance Measure 
Manhattan Euclidean 1-R, 
MILP 1 1 0.00 0.00 0.00 
2 2 8.4 x 10-1 3.3 x 10-6 1.5 X 10-9 
3 7 3.0 X 10-2 1.3 X 10-2 5.2 X 10-2 
Average 1.0 X 10-2 4.4 X 10-3 1.7 X 10-2 
Max/Min 
Partition 13 8.3 X 10-3 4.1 X 10-3 1.8 X 10-3 
23 1.5 X 10-2 6.8 X 10-3 9.5 X 10-2 
34 1.5 X 10-1 5.5 X 10-2 2.0 xlO-l 
Average 5.8 X 10-2 2.2 x 10-2 7.1 X 10-2 
Max/Min 18.1 13.4 
K-Means 11 0.00 0.00 0.00 
27 0.04 0.02 0.08 
32 0.15 0.05 0.14 
Average 0.06 0.02 0.07 
Max/Min - - 
Table 2.2: Cluster Distance Comparison using Average Scaling 
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2.3.3 Clustering with Backward Planning Scaling 
Comparing with the previous scaling method, the backward planning scaling 
resulted in clusters with larger inter-cluster distances but higher shape correlation, 
as shown in table 2.3. The significantly smaller 1- R2 value for all clustering 
methods suggest that this is the most successful data scaling method. The higher 
inter-cluster distances observed can be attributed to the cumulative computations 
in this scaling method, thus giving increasing resolution of profile comparison 
during earlier periods. 
The similar problem of cluster spread was encountered with the Partition method, 
despite having an improved inter-cluster distance and 1-R2 values. Its high 
Max/Min distance and identical profile shape in figure 2.14d indicates its ability 
to capture the dominant trends within the data set. A possible explanation is the 
lack of clustering flexibility with a fixed cluster size. This restricts the number 
of similar shaped profiles in each cluster and thus adjacent clusters may contain 
similar trend members. 
For the K-Means clustering, identical cluster memberships were obtained as with 
the average scaling method but with improved R2 values. This indicates the 
validity of using summed distance measures for comparison between profiles with 
this scaling method. Through the alignment of time-varying profiles along the 
diagonal of the scaled demand versus time graph, the interference from the time- 
domain fluctuations has been spatially removed and this facilitates the use of 
traditional distance measures in a multi-period context. 
2.3. Results and-Discussion 52 
Method Cluster Products Distance Measure 
Manhattan Euclidean 1-R2 
MILP 1 6 1.8 X 10-2 7.0 X 10-3 1.7 x 10-1 
2 1 0.00 0.00 0.00 
3 3 5.3 X 10-2 2.2 X 10-2 2.1 X 10-4 
Average 2.4 X 10-2 9.5 X 10-3 7.7 x 10-5 
Max/Min 
Partition 13 2.4 X 10-2 9.0 X 10-3 2.7 X 10-5 
23 1.8 X 10-2 6.7 X 10-3 1.0 X 10-5 
34 3.5 x 10' 1.4 xlO-l 7.9 X 10-3 
Average 1.3 xlO-l 5.1 x 10-2 2.7 X 10-3 
Max/Min 19.4 20.9 
K-Means 11 0.00 0.00 0.00 
27 0.11 0.04 3.6 x 10-4 
32 0.29 0.12 5.6 x 10-1 
Average 0.14 0.05 2.0 X 10-3 
Max/Min - - 
Table 2.3: Cluster Distance Comparison using Backward Planning Scaling 
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2.4 Conclusions 
In this chapter, the multi-period clustering problem is formulated as an extension 
of the static clustering problem. The three clustering stages are identified, with 
alternatives for data pre-processing, distance measure and solution algorithms 
presented. For a comparison with the MILP optimal solution and for apprecia- 
ble visualisation of the dominant profiles identified, a ten products test problem 
sampled from the emulsion historic sales was used to investigate the various data 
scaling methods. Evaluating results based on inter-cluster distance, cluster spread 
and the profile shape, the backward pass scaling proved successful for meaning- 
ful multi-period clustering using traditional summed distance measure methods. 
Further analysis of the full data sets for both emulsion and gloss paints is pre- 
sented in chapter 4 with forecasting and supply chain assessments. In the next 
chapter, the manufacturing activities for a multi-purpose batch production plant 
are modelled for planning optimisation. 
Chapter 3 
Multi-Period Lot-Sizing with 
Variable Batch Sizes 
Production and inventory planning is the most important activity in supply chain 
management as it describes the design and management of the entire manufac- 
turing process. In manufacturing organisations, this encompasses several inter- 
connected levels of decision-making. Coordinating between the tactical and op- 
erational planning levels, medium-range planning tools transform the planned 
aggregate resource requirements into short-term capacity allocations for detailed 
scheduling decisions to indicate the sequencing, dispatching and routing of each 
job. To yield operational shop floor schedules, the inedium-range decisions must 
specify capacity feasible production quantities or lot sizes for each product over 
a finite planning horizon in order to satisfy demand requirements. 
In the paint industry, batch production schemes are preferred for their rapid re- 
sponse to frequent changing market conditions and case of control. Additionally 
for the introduction of new products into the market, batch processing requires 
only a low level of investment for unestablished products with demand uncer- 
tainty. With flexible production systems, the production of a wide variety of 
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specifications for many different products is possible in a inulti-purpose, multi- 
product facility. 
In planning for batch production systems, there are additional degrees of free- 
dom compared to continuous systems. Besides deciding when and how much to 
produce in each time period, the planning decision also involves the allocation of 
production to a specific multi-purpose machine (lot-sizing) as well as the deter- 
mination of the production quantity on each machine (batch-sizing). To optimise 
both decisions simultaneously is difficult due to the large variety of processing 
equipment with varying operational constraints and cost characteristics. 
In the following sections, a description of the lot-sizing and batelisizing functions 
explored in this project is given. This is followed by solution procedures for this 
combined class of problems as applied to a batch maliufacturing facility for paints 
production. 
3.1 Background and Literature Review 
3.1.1 Lot-Sizing Problems 
The lot-sizing problem arises from material requirements planning systems, where 
I 
inventory lot sizes are time phased to when they are needed. The planning 
decisions explore the traditional trade-offs between higher inventory holding costs 
associated with larger production lots and higher setup costs associated with lot- 
for-lot production. 
The different types of lot-sizing problems are derived from the production process 
characteristics and planning detail required. They can be broadly classified by 
the following three criteria: 
3.1. Background and Literature Review 57 
Single vs Multiple Items: This refers to the number of products or parts 
considered simultaneously. 
Single-level vs Multi-level: In single-level production lot-sizing problems, 
the manufacturing process is characterised by a single level product struc- 
ture, in which products are directly produced from raw materials without 
intermediate stocking points or subassemblies. The multi-level problem en- 
compasses the entire product structure, where the solutions at each single- 
level either partially or fully affect the demand of the next level down. This 
problem is to simultaneously determine the lot-sizes of each level that gives 
the minimum fixed and holding costs of the system. 
Uncapacitated vs Capacitated: The capacitated problem addresses the 
scarcity issue where there is limited availability of one or more resources in 
each time-period. Minimum raw material and equipment constraints, such 
as lower bounds on the manufacturing run length and order quantities, are 
considered here as well. Capacity can also remain constant throughout the 
time period. For the uncapacitated case, there is no limit on the amount 
produced in each period and production may exceed all present and future 
demands. 
Other extensions to the lot-sizing problem include backlogging, start-lip costs, 
start-up times, excess demand sales and safety stocks (Wolsey, 2002). For lot- 
sizing models, an additional classification is the modelling of timc-periods as 
given by the bucket size. Big or large buckets represent long time periods for 
the setup and production of several items, while small buckets are restricted to 
usually allow only one setup activity per period. Examples of common models 
are described in the following section. 
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Classification 
The simplest class of problem is the single-level unconstrained problem, where 
products are made directly from purchased materials. Resources are available in 
abundance, though the setup times and costs are nontrivial. There is no interde- 
pendency between products, thus the lot-sizing decisions are made individually 
for each product. An example of this problem is the classical economic order 
quantity (EOQ) with stationary demand, which is also the first quantitative for- 
mulation of the lot-sizing problem. 
For dynamic demand, the Wagner-Whitin (WW) algorithm (Wagner and Whitin, 
1958) is a dynamic programming approach that determines the minimum con- 
trollable cost policy within a finite planning horizon. Its procedure involves the 
initial calculation of the total variable cost matrix for all possible ordering al- 
ternatives in the time horizon. The best combination of these gives the optimal 
order schedule, which is then translated to order quantities. 
With capacity constraints, the WW problem can be extended as the capacitated 
lot-sizing problem (CLSP). The CLSP aims to determine a production plan that 
minimizes production and inventory holding costs while known demands are sat- 
isfied without backlogging and capacity restrictions are respected. This is a big 
bucket problem with several products produced per period. 
The discrete lot-sizing problem (DLSP) is a small bucket problem as the time 
periods of the CLSP are subdivided into several smaller periods, allowing at 
most one product to be manufactured in each period. When in production, 
the product must be at full capacity. Relaxing this "all-or-nothing" assumption 
gives the continuous setup lot-sizing problem (CSLP). The CSLP also has the 
additional property of a single setup for successive batches. 
The final class of problems is the proportional lot-sizing problem (PLSP). This 
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uses the remaining capacity of tile CSLP for scheduling a second product in the 
particular period. Since it is assumed that at most one setup call take place in 
each period, thus production is dependent on tile location of the setup in tile 
period. For the PLSP, at most two products may be produced per period. 
The mathematical formulations for these problems can be found in (Drexl and 
Kimms, 1997). In addition, formulations for some practical lot-sizing based prob- 
lems are presented in Belvaux and NVolsey (2001). Issues addressed are the start- 
ups and changeovers in big and small bucket models, as well a's the requirement 
for full-capacity production and minimum production runs. 
Two new model formulations for the end period inventory are also introduced 
in Stadtler (1996) for tighter bounds. These concepts include the necessary pro- 
duction in the first period when there is insufficient initial inventory, and the 
availability of the demand for a non-production period by the end of the preced- 
ing period. 
3.1.2 Batchsizing 
The purpose of batchsizing is to determine the Economic Production Quantity 
(EPQ). This is identical to lot-sizing only if a single batch is produced in each pe- 
riod. When demand exceeds the equipment operational limits in a small-bucket 
model, the demand is met through allocation of production to the previous time- 
periods as shown in figure 3.1a. For a big-bucket model, there is an additional 
degree of freedom in determining the lot-sizes, since the required production quan- 
tity can be decomposed into fewer large batches with higher inventory holding 
costs (figure 3.1bi), or a greater number of smaller batches with higher setup costs 
(figure 3.1bii). 
In the literature, the batelisizing decision is mainly focused on-the simultaneous 
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a) Small-bucket model 
bi) High inventory cost 
big-bucket model 
bii) High setup cost 
big-bucket model 
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programming approach are presented in Pochet and Wolsey (1993). 
3.1.3 Solution Methods 
There are many approaches to solve the various permutations of lot-sizing prob- 
lems. These may be classified according to the categories of mathematical pro- 
gramming, simulated annealing, evolutionary algorithms, taboo search and simple 
heuristics (Staggemeier and Clark, 2001). As there is extensive literature avail- 
able on lot-sizing problems, thus the focus herc is on solution methods for the 
CLSP. 
Since the multi-item CLSP is NP-Hard (Florian et al., 1980; Bitran and Y'anasse, 
1982), the problem cannot be solved in polynomial time. Thus, little work has 
been done to solve the problem optimally due to the extensive computational 
time required. Optimal methods include the straight forward solution of MILP 
formulation, cut-generation techniques (Leung et al., 1987) and variable redefini- 
tion techniques with tighter lower bounds from a linear relaxation of the problem 
(Eppen and Martin, 1987; Pochet and NVolsey, 1991; Belvaux and Wolsey, 2001). 
Both methods employ a Branch and Bound procedure to reach an optimal solu- 
tion. 
Due to the limited success with mathematical programming techniques for large- 
scale lot-sizing problems, a shift towards heuristic methods is necessary to ensure 
a feasible solution. For heuristic methods, Maes and Wassenhove (1988) classify 
them into two categories: single resource heuristics and mathematical program- 
ming based heuristics. 
The single resource heuristics are of a greedy type and can also be divided into 
two subsets: the "period by period" heuristics and the "improvement licuris- 
tics". The production plans in the "period by period" heuristics are determined 
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by finding a plan for period 1 and proceeding up to period II while ensuring 
feasibility during the whole process. The "improvement heuristics" start with a 
solution for the complete horizon. This solution may be infeasible. From this 
starting solution, feasible production schedules are generated by simple shifting 
routines. Some examples of these are reviewed by Bahl et al. (1987) according 
to the computational effort, generalisation, optimality, simplicity and testing of 
methods. 
The mathematical programming heuristics may be divided into three categories: 
relaxation heuristics, linear programming based heuristics and column generation 
heuristics. Relaxation heuristics are based on relaxing the "difficult" constraints 
of the problem. This relaxation leads to an easier problem that can be solved 
efficiently. A perturbation method, in combination with a search procedure, is 
then used to reach a "good" feasible solution. Linear programming heuristics are 
based on alternative formulations of the problem that have tight linear relaxation 
solutions or better structures. Those solutions are then perturbed if they are not 
feasible for the original problem in different ways to find feasible plans. Examples 
of the relaxation heuristic include the Lagragean relaxation algorithm (Martel et 
al., 2002) and the MIP-based algorithm (Merce and Fontan, 2003). In the first 
example, the problem is decomposed into the primal Lagragean sub-probleins of 
network flow and total resource consumption. A branch and bound algorithin 
then generates the lower bounds using a sub-gradient optimisation approach, 
while a backward pass procedure perturbs the previous optimal solution to give 
an upper bound. For the second case, the planning horizon is divided into three 
sections, where the first is composed of fixed solutions from previous iterations, 
the second considers the whole capacitated lot-sizing problem, while the third is 
simplified without setup mechanisms. The iterative procedure obtains a schedule 
by solving each section consecutively in a rolling horizon. 
3.1. Background and Literature Review 63 
The last mathematical programming heuristics are the column generation heuris. 
ties based on set-covering or set-partitioning approaches. This is a technique for 
the decomposition of a linear program that permits the problem to be solved 
by alternate solutions of linear sub-programs representing its several parts and a 
coordinating program which generatesat each cycle new objective forms for each 
part. Each part generates in turn from its optimal basic feasible solutions new 
activities (columns) for the interconnecting program. An example for the DLSP 
is given in (Cattrysse et al., 1993), where columns are generated using dynamic 
programming and the master problem solves for additional dual Variables in a 
dual multiplier adjustment procedure combined with subgradient optimisation 
techniques. New production schedules are only added if they contribute to an 
improvement of the solution. 
Branch-and-Price is an extension of such a decomposition approach, where col- 
umn generation is used as a pricing scheme for solving large-scale lincar programs. 
Instead of pricing out non-basic variables by enumeration, in a column gencra- 
tion approach the most negative reduced price is found by solving an optilnisation 
problem. 
The philosophy of branch-and-price is similar to that of the branch-and-cut ap- 
proach, where classes of valid inequalities are omitted from the linear program- 
ming (LP) relaxation as there are too many constraints to be handled efficiently. 
When the relaxed LP solution is infeasible with respect to the complete problem, 
a separation subproblem is solved in order to identify the violated inequalities. 
These, or a subset of them, are then added to the LP to omit an infeasible solution 
and the problem is reoptimised. Branching occurs when no violated ilicqualitics 
are found to cut-off an infeasible solution. 
In branch-and-price, columns instead of rows are omitted from the LP relaxation 
as most of them will have their associated variable equal to zero in an optinial 
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solution. Here, the separation problem for the dual LP is the pricing subproblem, 
which is solved to price-out columns to enter the b(asis. The LP is reoptimised 
if such columns are identified, otherwise branching occurs when additionally, the 
LP solution does not satisfy the integrality conditions. The general formulations 
for the branch-and-price algorithm are given in (Barnhart et al., 1996), while all 
application to the capacitated lot-sizing problem with setup times is presented 
in Degraeve and Jans (2003), where the integer setup and continuous production 
decisions are separated in the pricing and master problems respectively. This 
technique is not adopted in this work, instead alternative forms of decomposition 
are used. These will be described in greater detail in section 3.4. 
3.2 Problem Description 
V_ rur tactical production and inventory planning with batchsize optimisation, a 
systematic and effective method to simultaneously address both batclisizing and 
stock-build problems is required. The end-product of this decision process is to 
achieve an optimal batch size and quantity produced for each product in each 
month, in terms of the lowest manufacturing costs. 
It is the intention to adopt a mathematical modelling approach to represent an 
abstraction of the paint manufacturing system, with the criteria of meeting the 
demand forecasts at the lowest overall costs incurred. This is a general formula- 
tion which may also be adopted for other process industries operating on multi- 
purpose batch plants. For the multi-product batch paints plant in consideration, 
a detailed description of the operating environment and modelling assumptions 
made will be presented in this chapter. 
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3.2.1 Description of Operating Environment 
There are two product families present in the manufacturing facility, 464 emulsion 
and 240 gloss paint products. Each product family utilises independent equip- 
ment and lines, thus they shall be treated separately for modelling purposes. For 
a minority of products, there is a single high-value ingredient is required which 
is available in fixed volume containers. Due to the manual loading routine, it is 
uneconomical to use part containers. As such, these product batclisizes are con- 
strained to multiples of the raw material supply batclisize, which is obtained from 
the paint formulation recipe and the high-value ingredient container volume. An 
additional operation requirement is the fixing of each product batclisize for the 
planning period. This is to reduce error during the charging of raw materials for 
the numerous product batches. 
Of the manufacturing process described in section 1.1.2, only the mixing and dis- 
persion production steps are captured in the production planning. Firstly, mixing 
is explicitly detailed since it is identified as the process bottleneck. There are two 
capacities of mixers available and production batches are specifically allocated to 
each mixer size, with the exception that small batches may also be processed in 
a large mixer as permitted by physical circumstances. The manufacturing time 
required for each mixer batch usually includes a fixed duration comprising setup, 
loading and cleaning, as well as a batclisize variable component for the actual 
blending operation. However, this is currently specified a fixed value for mod- 
elling simplicity. Similarly, the costs per batch are independent of the production 
batchsize. 
For the dispersion stage, the sole property of importance is the number of extra 
high-speed dispersion batches per mixer batch, since the volume of the disperser 
is smaller than that of the mixer. The extra dispersions required are derived 
from the ratio between the mixer batchsize and the dispersion limit. The lat- 
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ter is equivalent to the high-speed disperser maximum operating capacity find is 
obtained from shear viscosity calculations for each product. Additional computa- 
tions include the minimum liquid volume in both mixers and dispersers necessary 
to ensure that the impeller blades are covered during operation. This yields the 
lower limit on the mixer batclisizes, while its upper limit is the mixer capacity. 
The manufacturing time-resource availability is segmented into normal operation 
during weekday usage and overtime operation for weekend requirements. Produc- 
tion resources are costed at 150% during overtime working. Any manufacturing 
requirements in excess of overtime are outsourced with a 400% cost penalty. The 
last scenario is usually avoided in view of the detrimental effect to the paint coln- 
pany's reputation, but shall be included in the mathematical model to guarantee 
a feasible production plan. 
Inventory is classified in the planning model into its two-fold characteristics of 
physical goods flow and financial costs flow. The first is addressed in an inventory 
balance equation, where the amount of inventory in the next time period must 
equal the current inventory plus what is produced less what is consumed by 
demand. The financial costs are present in two forms: the carry-over inventory 
at the end of each period and the average stocks on hand. For this big bucket 
model, the carry-over inventory is easily determined, however the holding stocks 
within each period can only be approximated by a sawtooth inventory profile. 
Assuming the full batch is available immediately on production and cach batch is 
consumed in its entity at a fixed rate upon the completion of the next batch, the 
average inventory on hand is equivalent to half the production batclisize (Silver 
et al., 1998), as shown in figure 3.2. This places a bias for small batches and 
conflicts with the manufacturing time-resource availability. 
At the manufacturing site, inventory is primarily stored in two company-owned 
warehouses. Excess storage capacity is available on lease, implying a fixed and 
3.2. Problem Description 67 
Inventory 
Level 
Monthly Batchsize 
Figure 3.2: Average Monthly Inventory Level 
variable component in the inventory costs. However for simplicity, a nominal 
value is used here which is directly proportional to the aniount of inventory held. 
The proposed multi-product, multi-period model is described in the following 
section. 
3.2.2 Proposed Model 
Manufacturing Considerations 
To develop this model, the following decisions are assumed to be known: 
* The nominal demand forecasts (in litre) of each product are known and 
occur at the end of each time period, but vary from one period to another. 
* The planning horizon is finite and composed of II time intervals of equal 
length, in order to capture the annual seasonality dynamics. 
* The entire demand requirements for each period must be available at the end 
of that period, as no shortages, stockouts or backlogghig are allowed. All 
production replenishments are constrained to arrive at the end of periods. 
* The single constrained production resource is the number of mixers available 
for each product range. There is unlimited availability of all other process 
equipment, raw materials and labour. 
Month I Month 2 Month 31 Timc 
3.2. Problem Description 68 
* Each batch is solely dedicated to manufacture only one product type at a 
time. Furthermore, the batelisize is only constrained by equipment sizes 
and not storage capacity. 
All product batches will be treated individually, such that no economics of 
scale exist for multiple batches of the same product. The processing time 
remains unchanged, despite the plausibility of omitting the change-over time 
component-when identical product batches are scheduled consecutively. 
Provisions are made for holding inventory beyond the last period in the 
planning horizon, despite demand beyond the planning horizon being zero. 
This is to accommodate cases when the minimum production batclisize 
exceeds the demand. The excess inventory is charged a disposal cost by 
volume. 
* The volume-dependent variable costs are the extra dispersions, inventory 
and disposal, while the operating, overtime and outsourcing costs are de- 
pendent on the number of batches. Their respective cost factors are fixed. 
The initial inventory level is zero. If the initial inventory is not zero, it must 
be subtracted from the demand requirements in the first period to obtain 
an adjusted requirement for that period. If the initial inventory exceeds 
the first-period demand, the adjustment process is continued until all the 
inventory is consumed. 
Based on this data, a mathematical optimisation model is developed to determine: 
Mixer equipment usage, 
Extra dispersion requirements, 
Monthly batchsizes and number of batches of each product produced in 
each month, 
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9 Inventory profiles, and 
* Overtime and outsourcing requirements. 
All of these must satisfy the time-varying demand forecasts to give an optimum 
value for the performance criterion, in this case the total annual production costs. 
3.3 Mathematical Formulation 
The purpose of this model is to transform the various annual product dernands 
into batches of given sizes for scheduling on the plant. The chief non-lincarity 
in this problem is that the product of batch size and number of batches yields 
the total demand. Model reformulation and separable programming techniques 
are thus employed to linearise the nonlinear batch quantity-size reciprocal re- 
lationship to give a Mixed Integer Linear Programming (MILP) mathematical 
formulation. 
The mathematical model consists of the constraints and the objective function. 
The notation used throughout the formulation is listed below. 
3.3.1 Notations 
Sets 
d Number of extra dispersion batches, dD 
Products, i=1, ... 1 1 
Number of high value ingredient supply containers, jJ 
k7l Mixer size type, k, 1 1, .. ' K 
m, n Time periods, m, nH 
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U Number of batches, u=U 
Parameters 
BDisp 
i Maximum dispersion limit for product i 
B Max Maximum allowable batch size 
B Alin j' Minimum allowable batch size per product i 
B"ý'i' k Capacity for mixer size k 
Býaw Raw material supply volume for product i 
C Disp Dispersion cost per batch 
C Ex Excess inventory disposal cost per unit of product 
C Inv Inventory Storage cost per unit of product 
cop Operating cost per batch 
Cos Outsourcing cost per batch 
cOT Overtime cost per batch 
Los Maximum number of batches per month for mixer type k prior to k 
outsourcing 
OT Maximum number of batches per month for mixer type k prior to k 
overtime operation 
M Very large number for linearisation constraints 
Binary Variables 
aimk 1 if k mixer type is used for product i in period m; 0 otherwise 
AMj 1 if j high value ingredient batches are required for product i in 
period m; 0 otherwise 
7imd 1 if d extra dispersion batches are required for product i in period 
m; 0 otherwise 
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Aimu 1 if u batches are produced for product i in period m; 0 otherwise 
Continuous Variables 
aý 1 if u batches of k mixer type is used for product i in period m; imuk 
0 otherwise (Pseudo-binary) 
L 
'Yiumd 1 if u batches and d extra dispersion batches are required for 
product i in period m; 0 otherwise (Pseudo-binary) 
Batch size of product i in period m 
Ej Excess inventory at end of planning horizon for product i 
NO, S Number of outsourced batches for mixer type k in period 7n k 
N, O,, kT Number of overtime and outsourced batches for mixer type k in 
period m 
N Tot m 
Total number of for mixer type k in period m k 
Pimn Production of product i in period m for future period n 
PiL.. Linearised production for u batches of product i in period m 
3.3.2 Constraints 
These consist of operational and linearisation constraints. The operational con- 
straints give a full description of the production process. Linearisation constraints 
are necessary to model the interactions between the number of batches and the 
batch sizes, the extra dispersion requirements as well as the mixer type allocation. 
Batch Quantity-Size Constraints 
U 
The integer number of batches for each product and month is given by E Ai,,,. - u, 
U=1 
where the order of index u denotes the number of batches. The selection of at 
most a single batch quantity for each product and month is enforced in equation 
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3.1. Equation 3.2 gives the upper and lower bounds on the monthly batch size 
of each product i. 
u 
E Aimu <1Vi, Tri 
U=l 
BMin < B- 9, BAIax Vi, m (3.2) i ZZ 
tm 
Production Constraints 
The disaggregated form of the production variable as defined by Sahinidis (Sahini- 
dis and Grossman, 1991) is used, since it gives the smallest integrality gap, result- 
ing in a model that is easer to solve. Here, Pimn represents the amount produced 
for each product and month that will be used to satisfy the demand at month 
n> rn. Thus, the total amount produced in each time-period is divided into 
portions which may be used to satisfy demands at later time periods. The dis- 
aggregated production variable is equated to the demand in equation 3.3, except 
for the last time-period in equation 3.4 where the excess production variable Ej 
is included. Its upper and lower bounds are set to the maximum batch size and 
0 respectively, as given in equation 3.5. 
In this reformulation of the lot-sizing model, the carry-over inventory storage vari- 
able iS'no longer required since the disaggregated variable indicates the amount 
of total production allocated for a future demand, as well as the corresponding 
amount stored until delivery at its due time. This reformulation produced the 
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tightest possible integrality gap. 
m 
Z Pinm = Dim Vi, ni 56 Il (3.3) 
n=l H 
Z Pinm = Dim + Ei Vi, m = 11 (3.4) 
n=l 
0 9, Ei 9 B3"ax vi (3.5) 
Hu 
Z Pimn =Z PiL u Vi, m (3.6) 
n=l u=l 
The nonlinear product between the number of batches and the batch size is 
modelled using the linearisation variable Pi',,,. in equaion 3.6. The linearisation 
constraints in equations 3.8 and 3.9 multiply the total production for each prod- 
uct by its corresponding batch size and the number of batches corresponding to 
Ai,,,. = 1, which gives PiLmu = Bi,,,. For the remaining (U - 1) batches where 
, \imu = 0) PiLmu =0 is enforced in equations 3.7 and 3.9. 
PL imu <1 Aimum Vi, 7n, u 
(3.7) 
Bim - PiLmu < (1 - Aimu)Al vi, m, u (3.8) 
0< PiLmu <, Bim vil M, u (3.9) 
Raw Material Supply Constraints 
For several products, there exists a distinct high-value raw material that is only 
available in fixed volume containers, as loading part containers may result in high 
wastage. This requirement is expressed in equation 3.10 with the binary variable 
, 3j,,, j, where the 
batch size Bi, -,, for each product and month is constrained to 
multiples of its corresponding raw material supply batch size Billaw. Equation 
3.11 enforces the selection of a single raw material container quantity for these 
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products. 
i 
Bim E gimj .j. Býaw Vi E IRaw (3.10) 
j=l 
i 
E, 6imj =1ViE Inau, m (3.11) j=l 
Binary Constraints for Dispersion Batch Requirements 
Multiple dispersions are necessary when the batch size of a product is greater 
than its single dispersion volume. The required number of extra dispersions 
corresponds to the multiple of single dispersion volume exceeded, as given in 
equation 3.12. The selection of at most one extra dispersion quantity for each 
product and month is constrained by equation 3.13. 
D 
Bi, n 
<, 1: 7imd (d + 1) Bý'$p Vi, m (3.12) 
d=l 
D 
7imd <1 vi'm (3.13) 
d=l 
Binary Constraints for Mixer Capacity Classification 
The production batches are assigned to mixers according to the batch size and 
mixer capacity. The batch size of each product is a multiple of its incremental 
mixer capacity and this is recorded by the binary variable aj,, k in equation 3.14. 
Equation 3.15 ensures that each batch size is only linked to one mixer size. 
KK 
10B 'fi., < Bi,,, <1 1: oimkBA"x vi'm (3.14) : imk ký IV k 
k=2 k=l 
K 
EOimk vi'm (3.15) 
k=l 
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Linearisation Constraints for Dispersion Batch Requirements 
The total number of dispersions required for each product is given by the product 
Of 'Yimd and Aim, The linearisation of this expression in equations 3.16 to 3.18 
L requires the continuous variable 'Yimud- 
L 0 
-<- 'Yimud 
<ý- 'Yimd Vi, m, u, d (3.16) 
0<L -< x Vi, m, u, d (3.17) , 'Yimud imu 
-YiLmud +1 7imd + Aimu Vi, m, u, d (3.18) 
Linearisation Constraints for Mixer Capacity Classification 
Similarly, the total mixer requirements for each product is derived from the lin- 
earisation of the product of ainik and 
L 0 <, aimuk -<, aimk Vi, m, u, k (3.19) 
0< aý < A- Vi, m, uk (3.20) imuk ýz 2mu 
aý (3.21) imuk + aimk + Aimu Vi, m, u, k 
Number of Mixer-Batches Constraint 
The total number of batches assigned to each mixer size and month is calculated 
from the sum of aitLM,, uk over all products and number of batches. 
Iu 
Tot= EEJ.,. U Vm, k (3.22) N, 'k im 
i=l u=l 
3.3. Mathematical Formulation 76 
Overtime and Outsourcing Operational Constraints 
The overtime and outsourcing requirements are modelled as casbade vector con- 
straints. When the mixer operation requirements exceed the normal operation 
time availability, the excess utility incurs the overtime penalty. Any further mixer 
operation beyond the overtime availability is spilled over for outsourcing. An ad- 
ditional complication in this constraint is the possibility of smaller batches being 
assigned to larger mixers whenever there is spare capacity. As such, the number 
of batches in overtime and outsourcing operations for each mixer is obtained by 
subtracting the normal operation limit from the total number of batches for each 
mixer size. 
KK 
OT NO,, IT, >, 1: 
(NT,, 
I" -LI Vm, k (3.23) 
I=k I=k 
A similar representation solely for outsourcing requirements is given in equation 
3.24 except that the number of mixer batches required for outsourcing is obtained 
by subtracting the overtime operation limit from the number of overtime batches 
for each mixer size. Equation 3.25 gives the nonnegativity constraints for the 
additional continuous variables defined in these constraints. 
KK 
1: NO,, ls >,, 
E (N,, OIT - LOIS) Vm, k (3.24) 
I=k I=k 
N OT 0 ,,, 
N,,, S >, 0 Vk (3.25) kk 
3.3.3 Objective Function 
The objective is to minimise the total production costs of the plant during the 
planning period. This consists of five components as given in equation 3.26. 
The first two terms are the operating and extra dispersion costs and these are 
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dependent on the total number of batches. Next, the inventory holding cost is 
approximated to half the batch size of each product, while the inventory carryover 
costs are obtained from the summation of the disaggregated production variable. 
The disposal cost is computed from product of the total amount of excess in- 
ventory at the end of the planning horizon and a nominal disposal cost. Finally, 
the overtime and outsourcing costs are equivalent to their respective operational 
requirements multiplied by their cost factors. Note that the outsourcing costs are 
differentials between the true outsourcing and overtime costs. 
I ii uI II UD 
MinE 1: E Aimu -U- Cop +E1: E 1: -fiLmud - U. 
d. CDiap 
i=l M=l U=l i=l m=l u=l d=l 
1 
cInv + CEX 
+EE( ýBjm 
+E Pimn(n E, i i=l M=l n>m 
HK 
(NOTCOT 
+ NOSCOS) mn k tnk (3.26) 
m=l k=l 
3.4 Solution Approaches 
In the previous formulation of the annual batclisizing model, there arose a large 
number of integer variables associated with the continuous batclisize Variable, 
such as the number of extra dispersions and batchsize classification coinputa- 
tions. This is compounded with the necessary binary representation for the in- 
teger number of batches. The computational efficiency was also degraded by the 
extensive calculation of the total cost function within the optimisation model. 
In view of these, a separable programming approach is proposed where the nonlin- 
ear continuous batch size-quantity function is approximated by a piecewise linear 
function as shown in figure 3.3, with the quality of the approximation controlled 
by the size of the linear segments. This will enable all batclisize related calcula- 
tions to be preprocessed, thereby eliminating these binary variables and reducing 
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the size of the mathematical model. This approach is particularly suitable for 
the convex cost-batchsize function, since the approximation will always be all 
overestimate of the true production cost. The quality of this approximation is 
dependent on the number of batclisize discretisations. In our model, up to 50 
batchsize discretisations are used. ' 
Nl 
Number of 
Batches 
N2 
N3 
N4 
--------------- 
t --------------- 
-------------- --------------- ---------------- 
Figure 3.3: Linearisation of Number of Batches vs Batelisize lRinction 
With a large number of products present, even a single-stage deterministic model 
is intractable with GAMS-CPLEX 7.5 due to the large number of variables in- 
volved. As shown in Fig. 3.4, the original multi-period batch size optimisation 
problem may be simplified further by decomposition into the three functions of 
batch sizes, periods and products. Each strategy is described in greater detail in 
the following sections with the formulations for each sub-niodel presented in the 
appendices. 
Multi-Period Batch Size Optintisation 
Batch Sizes Periods Products 
Batch Inventory Storage Carry-Over Inventory Overtime/Outsourcing 
Extra Dispersions Operation 
Raw Material Supply 
Figure 3.4: Decomposition Domains for Multi-Period Batch Size Optimisation 
Bl D2 B3 B4 Batchsize 
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3.4.1 Batch Size Decomposition 
In batch size decomposition, the batch sizing decision is separated from the pro- 
duction planning stage. The proposed strategy involves iterating between the 
batch sizing step and lot-sizing with fixed batch sizes stages to determine the 
monthly product batch sizes and stock build sequentially. In other words, first 
the batch sizes are optimised, followed by the number of batches per month. The 
I 
aim of this method is to omit calculations for batch inventory storage, raw ina- 
terial supply and extra dispersions from the production planning stage, thereby 
improving computational efficiency. The algorithm is summarised in Fig. 3.5. 
Update virtual 
demand with 
stockbuild 
N 
Optimal 
Initialise virtual 
TForeac 
period, Solve FBPAf for monthly 
demand with solve PBM for stockbuild 
Solu>tion 
rC crged? 
YCS0. batch size 
Convcrged? 
monthly forecasts 
I I 
product batchsizes requirements and number 
- - of 
batches 
Figure 3.5: Batch Size Decomposition Algorithm 
The information exchanged between the models is the monthly product batch 
sizes and the corresponding "virtual demand". The latter is equivalent to the 
production corrected for stock build after each iteration, where demand fulfilled 
by production in an earlier time period is subtracted from the actual demand, 
while future demand fulfilled by production in the present time period is added 
to the actual demand. 
To obtain the monthly batch size for each product, the Period Batch sizing Model 
(PBM) is employed in each period to fulfill the virtual demand. In cases when the 
virtual demand is zero, the minimum batch size is relayed to the planning model. 
The stock build requirement, or the production in each time period used to fulfill 
the demand from a later time period, is then calculated with these batch sizes 
using the following Fixed Batch size Planning Model (FBPM). The mathematical 
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formulations of these two models are given in the following pages. 
Period Batch Sizing Model (PBM) 
reCOp + reNýisPCDisp +1 PreClnv PrecEx Min Aiv (Nip, Nipv v B, + Eiv 
i=l V=l 
2 
K 
+ 1: 
(NOTCOT + NOSCOS) kk (3.27) 
k=l 
Subject to: 
Number of Mixer-Batches Constraint 
Iv 
N Tot =I re 
Pre 
k' 
EE AivNip,, aikv Vk (3.28) 
i=l V=l 
Number of Batches and Batch size Constraints 
v 
Bi E Aliv , Bip,, re vi (3.29) 
V=l 
v 
. NiPre v Ni A'v vvi (3.30) 
V=l 
v 
Avi (3.31) iv 
Overtime and Outsourcing Operational Constraints 
K-K 
E NOT 1: (NTot T 
I=k 
I 
I=k 
I- Ljo V? n, k (3.32) 
KK 
1: NO s 1: (NI OT - Ljos V in, k (3.33) 
I=k I=k 
N OT k, 
NkOS >' 0 Vk (3.34) 
Indices: 
v Batch size discretisation breakpoints, v=1,..., v 
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Parameters: 
Bpre Batch size of product i at batch size breakpoint v tv 
Nip, re Number of batches of product i at batch size breakpoint v 
N Disp j, v 
Number of extra dispersions for product i at breakpoint v 
EiPvre Excess production of product i at batch size breakpoint v 
Pre Batch size assignment of product i at breakpoint v to mixer k aikv 
Binary Variable: 
A11 if batch size breakpoint v is selected for product i; 0 otherwise iv 
Continuous Variable: 
Bi Batch size for product i 
Ni Number of batches for product i 
NkO S Number of outsourced batches for mixer type k 
NOT Number of overtime and outsourced batches for mixer type k k 
NkTot Total number of mixer type k batches 
Fixed Batch Size Planning Model (FBPM) 
IH11 11-1 
Min 
(NiIntCOP 
+ NiIntNiZssPCDisp + F' 77 _p, MB, 
ý ixCInv + IirnCInv 
i=l M=l 
rn rn 2m 
i=l M=l 
IHK 
+I HCEx + 
(NOTCOT 
+ i mk 
Nmoscos (3.35) 
m=l k=l 
Subject to-' 
Production Constraints 
Pim = NIntBpix Vi, M (3.36) im im 
nn 
1: Pim >, 1: Dim Vi, n (3.37) 
Pim K, BA"O' + Dim Vi, n (3.38) 
m=n m=n 
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Inventory Balance Constraints 
Jim Iim-, + Pim - Di,, VM (3.39) 
iim 0 VM (3.40) 
Production Batches Constraints 
Int < p- N 
Alax 
pim < Nim 5, im Vi, m (3.41) 
Number of Mixer-Batches Constraint 
I 
N Tot = J: N ! nt Pre Vm, k (3.42) ýk im aimk 
i=l 
I 
Overtime and Outsourcing Operational Constraints (3.23) - (3.25) 
Parameters: 
B Fix i'm Fixed batch size for product i in period m as updated froin rariable 
Bi in PBM 
D" Demand of product i in period m 
Disp Nim Number of extra dispersions required for product i in period m 
NMax Maximum number of batches allowed for each product and period 
a f1re Batch size assi nment of product i In month m to mixer type k imk 9 
Binary Variable: 
AM 1 if product i is manufactured in period 77t; 0 otherwise 
Integer Variable: 
N Int &. Number of batches of product i in period rn 
Continuous Variables: 
lim Inventory in period M for product i 
Pim Production in month m for product i 
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3.4.2 Period Decomposition 
The second decomposition approach relaxes the stock build calculations and ob- 
tains the monthly batch sizes in each period independently. The proposed strat. 
egy is a modification of the backward-then-forward pass heuristic in Clark (2003) 
to include the monthly batch sizing operation. 
Adjust carry-over 
inventory cost factor 
From last period, solve 
BPBM for stockbuild 
requirements 
From first period, 
solve FPBM for 
product batchsizes 
N 
Optimal 
monthly 
Solution Yes-p. batch sizes 7onverged'? and number 
> 
of batches 
Figure 3.6: Period Decomposition Algorithm 
In the procedure outlined in Fig. 3.6, the production is initially optimised one 
period at a time in a backward pass from the last period, where the target stock 
levels necessary to fulfill the future demand in the adjacent month is identified. 
Commencing with the last period, the month-end inventory for each product 
is initially set to zero and the Backward Pass Batch sizing Model (BPBNI) is 
optimised. The determined inventory level of the preceding month replaces the 
parameter for the subsequent optimisation. This process is repeated until the 
stock build requirement for period 1 is computed. 
In the next stage, a forward pass then optimises production one period at time in 
order to meet these stock build requirements. The target inventory level for each 
product is assigned the monthly stock build requirements previously determined. 
Beginning with the first period, the residual inventory is initially equated to zero 
and the Forward Pass Batch sizing Model (FPBM) optimised. The month-end 
inventory level obtained then replaces the residual inventory and this process is 
repeated chronologically for the remaining periods. 
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Backward Pass Batch Sizing Model (BPBM) 
DispCDisp + BPreclnv Min Ajuv 
(u 
- COP +u-N iv iv 
i=l U=l V=l 
IK 
+ iPrevtInvcInv +E 
(NkOTCOT 
+ NOSCOS) k (3.43) 
k=l 
Subject to: 
Number of Batches and Batch size Constraints 
uv 
Bi = 1: E Ai,,,,, B! Ire tv vi (3.44) 
U=l V=l 
uv 
Ni =EE Ajuv, U vi (3.45) 
U=l V=l 
uv 
EE Aiuv I<- 1 vi (3.46) 
U=l V=l 
Inventory Balance and Production Constraints 
iNow < Ifrev +R 
i .; z %i- Di vi (3.47) 
Iiprev >0 vi (3.48) 
u V- 
i 
AivNuPreBPre p iv vi (3.49) 
U=l V=l 
Number of Mixer-Batches Constraint 
Iuv 
N Tot - N. 
Pre a Pre kEE 
E'Xiuv 
ikv Vk (3.50) 
i=l U=l V=l 
Overtime and Outsourcing Opemtional Constraints (3.32) - (3.34) 
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Parameters: 
I! VOW Month-end inventory level for product i I 
A Inv Carry-over inventory cost factor 
Variables: 
Ifrev Inventory level of preceding period for product i t 
Pi Production level for product i 
Binary Variables: 
A11 if u batches and breakpoint v is selected for product i; 0 otherwise iuv 
Forward Pass Batch Sizing Model (FPBM) 
N DispCDisp +1B! "reCInv 
Min 
1:, Xi. v 
(u - cop +I iv 2v 
i=l U=l V=l 
IK 
7ý 
NowCInv + 1: 
(NkOTCOT 
+NOSCOS) ik (3.51) 
k=l 
Subject to: 
Inventory Balance Constraints 
iNo, w - Ifrev + Pi - Di - 
ITarg vi (3.52) iIi 
INo, w >0 vi (3.53) 
Number of Batches and Batch size Constraints (3.44) - (3.46) 
Production and Number of Mixer-Batches Constraints (3.49) - (3.50) 
Overtime and Outsourcing Operational Constraints (3.32) - (3.34) 
Parameters: 
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Ifrev Inventory level of preceding period for product i s 
ITarg 
i Target inventory 
level for product i 
Variables: 
I! VOW Month-end inventory level for product i I 
3.4.3 Product Decomposition 
The final decomposition approach is to seginent the overtime and outsourcing 
operation computation from the individual product batch sizing procedure. The 
solution strategy is to create multiple feasible production plans through tile lnulti- 
period batch size optimisation for each product individually without tile overtime 
constraints. This generates a set of possible solutions corresponding to collibi- 
nations of product-specific solutions. Integer cuts are applied during the sub- 
problem solution generation phase to exclude a previous integer solution. Then 
a combinatory optimisation is performed to select the set of product batch sizes 
that yields the lowest total cost with the time-resource vector constraints. 
Add integer cuts 
on number of 4 No 
n -rb atche iixer batches 
::: Optimal 
For each product, Maximum 
Solve COCAf for monthly 
solve RSPPM for Iterations? Yes-o overtime -b. 
batch size 
production profile requirements. and number 
of batches 
Figure 3.7: Product Decomposition Algorithm 
As outlined in Fig. 3.7, the Rigorous Single Product Planning Model (RSPPNI) 
commences with an exhaustive search in tile sub-problein solution generation 
phase to derive the global or near-global optimum within computational al- 
lowances and tolerances. This defines the extent of cost reduction of tile problem 
as the overtime and outsourcing constraints are ignored. The concluding step of 
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the single-pass routine is the selection of the individual production profile that 
incurs the lowest overtime and outsourcing penalties. This is achieved with the 
Combinatory Overtime Constraints Model (COCM). 
Rigorous Single Product Planning Model (RSPPM) 
HuvK 
I+U DiSP Disp + PreCInv Min EE EXrnuv 
(1: 
u- apr'CmoPk' Nv CB 
M=l U=l V=l k=l 
kv iv 
HH 
+ 1: 1: Pmn(n - 7n)C, nv + ECEx (3.54) 
m=l n>m 
Subject to: 
Number of Batches and Batch size Constraints 
uv 
muvBPre Bm =A iv V711 (3.55) 
U=l V=l 
uv 
Nm = Amuv, u V? n (3.56) 
U=l V=l 
uv 
Amuv V 7n (3.57) 
U=l V=l 
Production Constraints 
m 
Dm=TP 
, nm 
Vni H (3.58) 
n=l 
H 
An +EE Pnm V"l 11 (3.59) 
n=l 
uv 
Pmn 'n. v U. Býre Vin (3.60) 
n=m U=l V=l 
0 <, E <- B"lax (3.61) 
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Number of Alixer-Batches Constraint 
uv 
N Tot = 1ýý E A/ 
Pre 
, ',, k muv *u- 
akv 
U=l V=l 
Integer-Cut Constraints 
v 
E \, Pre amuk muvakv 
V=l 
Ii KU 11 KU 
EEE(l -amuk)+ EEEamuk > 
m=l k=l UEQ m=l k=l uER 
Sets: 
V in, k (3.62) 
Vm, u, k (3.63) 
(3.64) 
Q Set of indices for variables that have assumed the value of one 
R Set of indices for variables that have assumed the value of zero 
Parameters: 
0 Revised operating cost per batch for mixer k in month tit rnk 
D,,, Demand in month m 
a Pre Batch size assignment at breakpoint v to mixer type k kv 
Binary Variable: 
A11 if batch size breakpoint v is selected for u product batches in MuV 
month m; 0 otherwise 
Continuous Variables: 
Product batch size in month m 
E Excess production 
N,,, Number of product batches in month m 
Pmn Production in month m for demand in month n 
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Combinatory Overtime Constraints Model (COCM) 
IR Il K 
Min E E, \ýunCyun + 
(NOTCOT 
+ NOSCOS) (3.65) ir ir mn k mn k 
r=l m=l k=l 
Subject to: 
Number of Batches Constraints 
R 
E A?? unByun Bim ir imr 
vi'm (3.66) 
r=l 
R 
AiRun rvi 
(3.67) 
r=l 
Number of Mixer-Batches Constraint 
IR 
N Tot \ý? un N Run Vm, k (3.68) mk ir imkr 
i=l r=l 
Overtime and Outsourcing Operational Constraints (3.23) - (3.25) 
Sets: 
r Number of candidate production plans, rR 
Parameters: 
BRun Batch size for product i in month m from run r 
N Run Number of batches for product i in month m on mixer k from run r imkr 
Binary Variable: 
, \, ýun 1 if production plan from run r is selected for product i; 0 otherwise tr 
As seen in equation 3.65, the time penalties are directly proportional to the 
number of batches in each time period. Thus for manufacturing systems with 
tighter resource constraints, it is advantageous to have multiple production con- 
figurations for each product. This will allow greater flexibility in the selection of 
candidate production plans. In the optimised production plan, hidividual pro- 
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duction profiles with a higher cost may be chosen by the model COCNI, however 
this is balanced with the overtime and outsourcing costs to give tile lowG-, t total 
costs for the combined model. 
3.5 Results and Discussions 
3.5.1 Basis of Comparison 
There are two benchmarks for the multi-period production planning results. Both 
are based on a single batclisize per product fixed for the entire time horizon 
simulated'in a just-in-time (JIT) manufacturing system. JIT is taken as an event 
driven production concept which has been carefully planned and structured to 
ensure all its components ready whenever needed. It is also known as inventory- 
less production method which allows a minimum stock level needed for the entire 
manufacturing phase. 
Subtract excess Proceed to 
inventory from - next period demand No 
Start with fixed Calculate minimum Calculate End of Compile 
ri batch size 
in batches required to excess 
En,,,. 
Oo>f 
<h 
L') n? 
YCS-10 
first period satisfy demand inventory 
rizlon? total costs 
Figure 3.8: Fixed Batch Size Simulation Algorithm 
Instead of considering the entire planning horizon simultaneously, tile fixed batch 
size simulation methodology calculates the minimum batch requirements one pe- 
riod a time in a chronological manner. As shown in figure 3.8, production is 
initiated when on-hand inventory is insufficient to fulfill demand reqiiirements. 
After the production cycle is completed, the resource penalties for tile total willi- 
ber of each batch type is calculated. This process does not take into accomit the 
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time configuration of the production pattern with the least violation of resource 
constraints, but is solely focused on ininimising the amount of inventory lield. 
The two fixed batch sizes benchmarks are described as follows: 
Annual Batch Sizes: The full MILP formulation in equations 3.1 to 3.26 
using a continuous batch size representation was not solvable, even with 
the multi-period complexity removed in a single period model. Therefore, 
discretised batch sizes in the Period Batclisizing Model in equations 3.27 to 
3.34 were used to solve for the annual batch size of each product individually. 
e Historical Batch Sizes: These are derived froin current industrial practice 
of heuristical adjustments of product batch sizes to meet demand within 
capacit3? limits. These are created by an expert. 
3.5.2 Data Description 
The data and parameter values used to compute the problem stated are presented 
in this subsection. There are five 10,000-litre mixers and eight 20,000-litre mixers 
assigned to emulsion products, and six each for gloss paints. Each mixer batch 
has a fixed processing time of 32 hours, regardless of its size, type or loading. 
The planning time horizon is segmented into twelve months. For each equipment 
item, the total time resource available is based on the number of hours in a 
week for 24 hour continuous operation. Normal operation is during weekday 
working; overtime is incurred for weekend hours used and exe m. requirements 
are outsourced. The time resource is translated as the nuinber of mixer batches 
and scaled for annual availability of 52 weeks or 4.3 weeks per month. The cost 
parameters used for the 464 emulsion and 240 gloss product, -, are I)resciit(xl in 
table 3.1. 
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Cost Parameters (Z) Emulsion Gloss 
Operating Cost per batch 100 100 
Extra Dispersion Cost per batch 20 20 
Overtime Costs per batch 35 35 
Outsourcing Cost per batch 210 210 
Inventory Costs per litre 0.011 0.017 
Disposal Costs per litre 0.011 0.017 
Table 3.1: Cost Parameters for Multi-Period Production Planning Models 
3.5.3 Optimisation Results 
To solve the problem, the CPLEX 7.5 Mixed Integer Programming solver on a 
SUN SparclO Station was used. The computational time and total cost compar- 
ison for the optimisation models developed are presented in figure 3.9. In the 
batch size decomposition approach, a solution is only obtained for gloss paints, 
as the larger emulsion stock build model did not achieve a solution within a rea- 
sonable CPU time, even with a reduced number of batch size discretisations up 
to a single batch size. This is expected since the capacitated lot-sizing problem is 
known to be NP-hard and a large number of products are sill 1111 tancously consid- 
ered in this model. As the total cost for gloss paints fared poorer than the annual 
optimised batch sizes, we conclude that the two sub-problems in the batch size 
decomposition method are inadequate for solving this huge integer program. 
For period decomposition, the tedious single iteration search resulted in a solution 
with lower computational requirements. However, the best solution obtained was 
still poorer than the benchmarks, as no formal rules were developed to propor. 
tionally allocate the production costs to the carry-over inventory cost in each time 
period. An improved decision for costing the stock build inventory is necessary 
prior to acceptance of this quick heuristic. 
In the final product decomposition strategy, there is up to 41% reduction in 
emulsion manufacturing costs compared to the historic batch sizes. For gloss 
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Figure 3.9: Total Costs and Computdional Time Compai-isons 
paints, the results are less prominent at 27Y(; for the fewer sid)-probleills ; 111(1 t Ills 
is only a slight improvement of 9%. over the mmial optimised kocli size, ".. 
may be attributed to higher resource availabilitly for Imilits, 11111's. il lessel. 
improvement in the. solution with optimisation. 
Relating these results to the supply chaill, the productiml ; 111(1 pr(Ailes 
are compared for the historic and product decomposition optillilsed hatch sizes. 
For emulsion paints in figure 3.10, the production jmttern of Hic Illstol-Ic batch 
sizes replicated the demand level, with the excel)tion of ill mitud spike in Hie 
first, period. This is due to the omission of illit lal invent oI. Y levels ill t Ile philillilig 
niodc. l. The optimised production pattern sce" lower overall produch(m, \%. Itli 
inarked reductions in the initiaL Illiddle and end of the phillifill"', ll()I-iz()Il. Thl", 
productionconfiguration allows for theconslullptlon ofcXcess ill Illonth. ". 
6 and 12, thereby giving an approximately 5()(/( lower inventory held thrmighow 
the planning horizon. 
For gloss paints, the historic and opi linised pr(duct loll pr14ill", III li"'Ilre 3.11 
are alillost identical, mirroring the delimild hwel. With III(' IlIvelltorv lovels, 
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interestingly the optimised batch sizes still remain a fraction of the historic ones. 
This lower inventory and synonymously financial working capital held illustrates 
one of the additional benefits of an integrated batch size and production Planning 
with optimisation. 
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3.6 Conclusions 
In this chapter, the multi-period capacitated lot sizing problem with variable 
batch sizes is formulated as a mixed integer linear programming problem. Its 11oll- 
solution in reasonable computational time resulted in the exploration of various 
decomposition techniques. This is to allow solution feasibility for the additional 
model complexities associated with batch size variable costs and the non-linear 
production quantity term. In particular, the product decomposition domain hrus 
been identified for the successful decomposition of this huge integer prograininhig 
problem. This solution method will be used for subsequent production planning 
activities in the following chapter. 
Chapter 4 
Supply Chain Planning and 
Evaluation 
Supply chain planning is concerned with the coordination and integration of key 
business activities, as undertaken by an enterprise. The decision making encoln- 
passes the procurement of raw materials to the distribution of the final products 
to the customer. These decisions can be summarised in the supply chain planning 
matrix (Meyr et al., 2005). In figure 4.1, the x-axis represents the material flow 
across a supply chain and the related business functions of procurement, produc- 
tion, transport and distribution as well as sales while the y-axis represents the 
different time horizons. 
A caveat of supply chain planning is the phenomenon of demand uncertainty. 
Consequently, firms build stock levels before the selling season based on forecasts 
of the ensuing season's demand. If a firm over-prepares by excess ordering, inan- 
ufacturing, assembly, etc., then the firm will attempt to salvage the excem at the 
end of the selling season and consequently stiffer soine financial loss. On the other 
hand if the firm's preparation is inadequate with respect to inecting demand froln 
the stock level it built prior to the season, then additional costs due to emergency 
98 
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-10, -Z_ý= -" 
00, 
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Figure 4.1: Supply Chain Planning Matrix 
backordering and/or lost sales are incurred. 
The classic supply chain approach has been to try to forecast future inventory 
demand as accurately as possible, by applying statistical trending and "best fit" 
techniques based on historic demand and predicted future events. The advantage 
of this approach is that it can be applied to data aggregated at a fairly high 
level, such as categories by merchandise, weekly or by group of customers. This 
in turn gives modest database sizes and thus smaller amounts of manipulation. 
Unpredictability in demand is then managed by setting safety stock levels, so 
that for example a distributor might hold two weeks of supply of an article with 
steady demand but twice that amount for an article where the demand is more 
erratic. 
Using this forecasted demand, a supply chain manufacturing and distribution 
plan is created to manufacture and distribute products to meet this forecasted 
demand at the lowest cost. This plan typically addresses business concerns such 
as how much of each product to be manufactured each (lay at each production 
site, how should the stock-levels of each warehouse be restocked from the mail- 
ufacturing plants and which transportation mode should be used for warehouse 
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Figure 4.2: Supply Chain Planning Methodology 
replenishment and customer deliveries. 
In this chapter, the multi-period clustering and lot-sizing models are coordinated 
in a supply chain planning framework. This process is outlined in figure 4.2. The 
first stage is clustering of historical demand data to identify dominant profiles. 
These serve as the seasonality patterns for constructing the product fainily-level 
demand forecasts. Consequently, the forecasts drive the production plaiiiiiiig 
process with the product decomposition lot-sizing models. Finally, the generated 
production profiles are evaluated in a stochastic supply chain simulation, where 
consumer demand with the forecast error variance is effected oil the production 
plans. The simulations serve to examine the robustness of the supply chain 
plans based on the different clustering parameters used, such M data scaling, 
distance measure and clustering method. Hence, overall, the potential valtic of 
the techniques proposed on supply chain performance may be evaluated. 
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4.1 Demand Forecasting 
V- Furecasting is a vital part in the decision-making process, where it is used by 
organisations to predict environmental factors and thereafter to select necessary 
actions in order to meet their established goals and objectives. In manufacturing 
and production, its importance in the area of product demand is the prediction of 
both volumes and mix, such that the production schedule and inventories call be 
planned to best meet market requirements. This would allow the plant to accom- 
modate a higher production schedule without increasing plant capacity. Other 
areas requiring forecasting are in the efficient scheduling of existing resources, 
acquiring additional resources, determining future resource requirements, labour 
scheduling, capital investment planning, maintenance requirements as well as 
plant capacity planning. 
The limitation of forecasting in the real world with imperfect patterns and rela- 
tionships is uncertainty, as associated with all forms of prediction. Though sci- 
entific and mathematical approaches are adopted, continually changing patterns 
and relationships offset these results. Some factors that affect the predictability 
are as follows: the number of items involved and the homogeneity of data are 
directly proportional to the accuracy of forecasts, while demand elasticity and 
competition vary indirectly with forecasting accuracy. 
The three major categories of forecasting techniques are judgemental, quantita- 
tive and qualitative (Makridakis and Wheelwright, 1989), which will be described 
in more detail in the following section. 
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4.1.1 Classification 
Judgemental methods are made as individual judgement or committee ngreement. 
These are mainly employed in businesses and government organisations, tising 
decision rules, market research and surveying tools. 
Quantitative forecasting is valid for applications when information of the past is 
available and quantifiable in the form of data, together with the underlying as- 
sumption that past patterns will continue in the future. This type of forcc&9thig is 
where the majority of the forecasting literature focuses. Quantitative forcc&sting 
methods can be further classified according to their underlying models, namely 
explanatory and time-series models. 
Explanatory models assume a cause and effect relationship between the illptits 
and outputs of a system, where any change in input will affect the output in 
a predictable way. The forecast is usually expressed as a stim of independent 
variables, with their weights derived by observing the output of the system and 
relating them to the correspondent inputs. With the type and extent of this re- 
lationship known, future states of the system can be predicted when the future 
input states are known. This model allows a range of forecasts to be devel- 
oped based on a range of input variables values, however data in addition to 
that being forecast is required. Examples include regression methods and autore- 
gressive/moving average (ARMA) time-series methods, such as the Box-Jenkins 
method. 
Time-series models are based on discovering the pattern or combination of pat- 
terns in historical data series and extrapolating this into the future. It assumes 
that the recurrence of patterns occurs over time, and that these patterns can 
be uniquely identified from historical data in sequential time periods. Unlike 
explanatory methods, this system is treated as a black box, where there are no 
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attempts to discover the factors affecting the behaviour between inputs and ont- 
puts. Examples include moving average, smoothing and decomposition methods. 
The four distinguishable types of data patterns are horizontal (11), seasonal (S), 
cyclical (C) and trend (T). 
Silver et al. (1998) describes the most common demand patterns in time series 
analysis: 
* Level model: The demand x,,, in a specific period m consists of the level II 
and random noise N,,,, which cannot be estimated by a forecasting model. 
x7n =H+ Nm (4.1) 
* Trend model: The linear trend T is added to the level model equation. 
Xm =H+T"m+Nm (4.2) 
Seasonal model: It is assumed that a fixed pattern repeats every P periods. 
Depending on the extent of the seasonal oscillations, an additive (equation 
4.3) or a multiplicative relationship (equation 4.4) can be considered. The 
seasonal indices are represented by SM = S111-11 = Sm-211 = ... Ctc- 
xm = (H+T. m) +S,,, +N.. 
xm = (H +T- m) - Sm + Nm 
(4.3) 
(4.4) 
Cyclic model: This is the additional repeated pattern, with time-scales ill 
multiples of the seasonality pattern. The cyclic model usually represents 
the wider business and economical factors, such as the 5-7 years financial 
cycle as suggested by economists. Similarly, its application to the demand 
model can either take on an additive or multiplicative relationship, however 
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is seldom included in practical forecasting models due to the length of tilne 
scales. 
Technological or qualitative forecasting, unlike the quantitative models, does not 
assume the repeat of past patterns in the future. They require a combination of 
individual talent intuition, judgement, imagination and accumulated knowledge 
for predicting in the longer-term horizon. Thus, technological forecasts are mainly 
used for economic, marketing, financial and other business forms of forecasting. 
In recent developments, expert systems have been employed. These are computer 
programs that emulate the human expert reasoning process, using heuristics to 
work with imprecise and uncertain data supplied to reach the goal. Such systems 
have extended the viability of technological forecasting to supplement quantita- 
tive prediction methods. Kandil et al. (2001) have shown that a technological 
forecast via a knowledge-based expert system can even predict more accurately 
than quantitative forecasting methods which require more complex modelling. 
4.1.2 Family-Level Forecasting 
Family-level demand forecasting is usually performed at a higher supply chain 
planning echelon, where decisions are aggregated for computational silliplicity 
and with a view on the product family, production site and/or bushiess rather 
than at the individual stock keeping unit level. For example, it is easier to 
forecast the total sales volume for all products, for all geographical areas and for 
the complete fiscal year compared to forecasting in low level product groups for 
all sales regions on a weekly basis. 
In forecasting, Time-Series Decomposition (TSD) ainis to extract the trend and 
seasonality terms from historical data. To generate the forecasts, the extrapolated 
trend term is combined with the recurring seasonality term. To obtain the trend 
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pan, as similar to the fast-moving consumer goods industry. Thus in certain 
cases, there might be insufficient data to compute the seasonality terni when 11s. 
ing moving averages. Additionally for new products inception, their historical 
sales data is unavailable. A solution to this dilemma is to assign them to a prod- 
uct family based on the product characteristics and marketing decisions. Their 
demand forecasts can thus be generated using the family seasonality component 
as a first guess. 
4.1.3 Measure of Forecast Accuracy 
The general overriding criterion in the performance of forecasting methods is 
accuracy. It is a building block in the demand planning process, aiding in the 
selection of an appropriate forecast model or to indicate if further information, 
such as human judgement and sales promotions, should be incorporated into the 
models. The statistical measure more commonly used is the mean squared error 
(MSE): 
H 
M)2 AISE (Xm -R T, 
M=l 
(4.5) 
, 111all(I ill where H is the length of the forecast environment, X,,, is th() actlIal (le 
month m and F,,, is the forecast demand in month m. 
Equation 4.5 is the objective function for the Ininitnisation problem in statistical 
optimisation. Its advantage over linear forecasting performance in ew'sures is a 
high penalty for larger deviations than smaller ones. However, a good NISE of 
0 wrongly implies that a good fitting of a model to historical data represents a 
good forecast, which may not be true in all cases. Other limitations include tile 
existence of different fitting procedures for different forecasting models; also, NISE 
does not allow for accurate comparisons across different time-series and interNals. 
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Since MSE is an absolute quantity, it cannot be benchmarked against other prod- 
ucts with higher or lower average demand. With the mean absolute percentage 
error (MAPE), the forecast error is standardised based on the observed demand 
quantities x,,,,. 
AIAPE H 
M= 
xm 
(4.6) 
Another better performance indicator is the Theills U-statistic, which allows a 
relative comparison of formal forecasting methods with naive approaches, where 
the previous year's sales is taken as the forecast for the coining year. In addition, 
the Thiel's U-statistic gives a higher penalty for larger forecasting deviations. It 
is defined mathematically as: 
H-1 
1: (F,,, +, - A,,, +, 
)2/(Ij 
_ 1) 
M=l 
1: (A,,, +, 
)2/(Ij 
_ 1) 
M=j 
where the forecasted and actual relative change are given by: 
F,, +l - Xm and A,,, +, = 
Xm+l - Xm 
&ýWllcctivcly. xm xm 
(4.7) 
The interpretation of the U-statistic ranges is as follows: the forecttsting techni(Ille 
is better than naive methods when U<1, otherwise the converse is true for U>1. 
When the naive method is used for forecasting, Rtn+1 = X,,, and thus U becomes 
unity. 
The coefficient of variation (COV) is a convenient forecast accuracy measure 
to translate the forecast error of each forecasting model for subsequent use in 
production planning and simulation. It ordinarily represents the ratio of the 
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standard deviation to the mean, but in this work the COV is redefined as the 
square root of the MSE divided by the mean annual demand for each product. 
Its mathematical expression is given by: 
I 
M)2 T, E(Xm -R 
COV M=l (4.8) 
HE xm 
M=l 
In the forecast verification data, there were several products withdrawn from 
production and new products were introduced. As such, it was assumed that 
the demand forecasts for these products were identical to the historical data for 
model completeness. 
4.2 Supply Chain Stochastic Simulation 
In today's ever-changing markets, successful supply chains must be flexible to 
react to the volatilities in the business environment and the constant shifting of 
customer expectations. Subralimanyam et al. (1994) identified sources of uncer- 
tainty in supply chain planning to include daily process variations, equipment 
reliability and cancelled or rushed orders in the short-term. Long-term uncer- 
tainties include price fluctuations of both products and raw materials, seasonal 
demand variations and manufacturing rate variability due to uncertainty in yields 
and processing times. These uncertainties should be accounted for in the plan- 
ning model so as to safeguard the enterprise against any threats and to capitalise 
on opportunities arising during high levels of uncertainty. 
In short-term planning and scheduling, deterministic models assume that product 
demands are known with certainty. However, product demands fluctuate in longer 
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planning horizons. Failure to account for these can result in loss of market share 
due to unsatisfied demand fluctuations or excessive inventory costs associated 
with buffering this uncertainty. Petkov and Maranas (1997) highlight the main 
strategies to address this risk as scenario-based approaches, Gaussian quadrature 
integration, Monte Carlo sampling and by direct deterministic optimisation. 
The scenario-based approach provides a straightforward way to account for un- 
certainty implicitly. Through the use of scenarios, all possible future outcomes 
are forecasted and accounted for. However, its main drawbacks are the expo- 
nential number of scenarios arising from discretising a continuous multivariate 
probability distribution function and the need to forecast all possible scenarios 
for evaluation. Gaussian quadrature integration is a method for approximating 
multivariate continuous probability functions. It is used to evaluate the stochastic 
flexibility index, which measures the probability of feasible operation of a pro- 
cess design under stochastic uncertainty. Otherwise it would be computationally 
expensive to integrate the multivariate continuous probability functions. The 
advantage of this approach is that the location of quadrature or discretisation 
points is selected during the optimisation process. 
Monte Carlo methods approximate the multivariate probability integral through 
the generation of a large number of random variables, distributed according to 
the evaluated multivariate probability function. It approximates the multivariate 
probability integral as the ratio of points within the integration region divided by 
the total number of points. Its main advantage is that the number of functional 
evaluations do not scale exponentially with the number of correlated uncertain 
parameters. 
An alternative to explicit/implicit discretisation and sampling is the direct deter- 
ministic approach. The stochastic model, maximising the expected profit subject 
to fulfilling multiple product demands with prespecified probability levels, has 
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its stochastic elements expressed in a deterministic form as expectation variables. 
Product demands modeled as multivariate normally distributed random variables 
are included within the model formulation. 
The approach adopted in this work is Monte Carlo Simulation with an improved 
sampling technique, as developed by Hung et al. (2003). It is described in greater 
detail in the following section. 
4.2.1 Production Simulation Model 
Having developed a production plan, the next stage involves simulating the pro- 
duction model with the forecast errors to evaluate its performance. Sampling is 
used to obtain a good estimate of the demand uncertainty space within the supply 
chain, since the integrands representing the supply chain performance measures 
cannot be computed analytically. A flow chart describing the stochastic simula- 
tion procedure is shown in figure 4.4 (Hung, 2004). 
No 
Sample Simulate Calculate Stopping Calculate Demand --P- Supply ---P. Criteria met? 
Yes-io. Expected 
Variables Chain KPIs KPI 
Figure 4.4: Monte Carlo simulation procedure for a supply chain model 
The simulation of the production model was based on the material balance equa- 
tion, with the exception that the weekly demand for each product is approximated 
by a normal probability function using a random number generator. The input 
arguments of this function are the demand forecast data as the mean and its stan- 
dard deviation. The latter is taken from the coefficient of variance whilst evalu- 
ating the demand forecasts against the verification data. The value is unique for 
each individual product and the family-level forecasting (clustering) model used. 
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This process is repeated for a specified number of simulations and the perfor- 
mance measures checked for convergence. In addition to the assumptions of the 
production planning model, no backorders are allowed in this production simula- 
tion model. 
Sampling Technique 
Monte Carlo Simulation uses a pseudo-random number generated to produce the 
sampling points for the normally distributed demand variables. However, a main 
flaw of this method is the lack of uniformity when producing the samples. This 
is illustrated in figure 4.5 (Saliby and Pacheco, 2002), where a low discrepancy 
sequence with a deterministic sequence of numbers gives better uniformity in the 
sampling data. 
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One implementation of a low discrepancy sequence is the Latin Supercube sam- 
pling (Owen, 1998). In this technique, the input variables are grouped into subsets 
and within each the lower discrepancy points are applied in random order. The 
Sobol' sequence is chosen as the low-discrepancy sequence generator since it has 
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the best uniformity of distribution, a good distribution for fairly small initial 
sections and a very fast computational algorithm (Hung, 2004). This method 
is shown to have lower errors than Monte Carlo with the same number of sain- 
ple points, thus this simulation technique with statistically higher efficiency can 
significantly reduce the computational time for complex supply chain models. 
Stopping Rule 
The simulations are repeated until the approximation of the key performance 
indicators converge to within a specified tolerance. This approximation error 
cannot be calculated directly as the true values of the supply chain performance 
are unknown, thus an alternative measure of the simulation progress is used 
instead. The standard error of the mean, defined as the standard deviation of 
the sampling distribution of the mean, is used instead. 
To use the standard error of the mean, the simulations performed are segmented 
into trials with a fixed number of simulations in each group. The total number 
of simula: tions is then the product of the number of trials and the number of 
simulations in each group, or S= ntrial x ngroup* The standard error of the mean, 
O'SEM, for each key performance indicator is given by: 
O'S EM 7-- 
1 nt. j. 1 
(4.9) 
ntrial E TI), t=1 
ngroup 
where pt E jitg is tile mean value of the key performance indicator within 
g=j 
nt, jal 
each group of simulations, and Tj E /it is the mean of tile key performance 
g=1 
indicator over all simulations. 
During the stochastic simulations, the O'SEAj and TZ are computed after every 
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group of simulations. The stopping criterion is met when 
OSEAf < 1% for all key 
it 
performance indicators. 
4.2.2 Performance Measures 
The key performance indicators of the supply chain assessed in the production 
simulation model are the probability of stock-out, customer service level and the 
average inventory level. These are not optimised in the production planning 
objective, but are evaluated in the stochastic simulation model instead. These 
are calculated for each instance of demand sampled and their expected value is 
the average over the number of simulations performed. 
The probability of stock-out (PSO) is defined as the number of stock-out instances 
when inventory levels fall below zero during periods of increased demand averaged 
over the time horizon. 
-N80 PSO, =ý (4.10) 
where N,, " is the number of stock-outs in simulation s. 
The customer service level (CSL) is the proportion of demand orders met in the 
time horizon, averaged over all the simulations. For no backorders allowed, only 
partial demand fulfilment will occur when demand exceeds the production and 
available inventory. 
min(Im-,,, + Py,, q, Dmq) 
CSL, 
s 
M=l 
H 
E Dm. 9 
M=l 
where D,,,, is the demand in simulation s at time rn and I., is the closing stock 
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level in simulations at time m. 
The average inventory (INV) is the total on-hand stock level for the time horizon. 
To facilitate comparison between products, it is expressed as a fraction of the total 
demand in the planning horizon. 
INV, 
If 
m=l 
Dm, 
(4.12) 
The expected values of these key performance indicators for the stochastic simu- 
lation is the average of their values over all simulations. 
s 
E [PSO] = 1: PSO, (4.13) 
8=1 
s 
E[CSL] = -1 
1: CSL,, (4.14) 
s 
8=1 
E[INV] = -ýl 
1: INV, (4.15) 
s 
S=l 
A common factor in these three performance measures is the inventory level as 
obtained from the production planning model. The planning model seeks to 
balance the inventory holding and mixer setup costs to give the lowest overall 
costs, while the simulation model assess the robustness of the production plans 
against demand uncertainty. The performance measures relate to the inventory 
level in the following way: as inventory increases, there is a desirable increase in 
the customer service level and a decrease of the number of stock-outs, however a 
high average inventory is obtained. On the contrary with a lower inventory, both 
the CSL and PSO have a tendency to perform poorer due to a reduced buffer 
against the uncertain demand. 
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4.2.3 Safety Stocks 
To guard against uncertainty arising from unknown customer demand, production 
and supplier lead times, safety stocks are used. The benefits of safety stock 
include quick customer service thus preventing lost sales, emergency shipments 
and the loss of goodwill from the non-fulfillment of delivery contracts. Safety 
stocks for the raw materials ensures that disruptions to production are avoided 
from stockouts at the raw material level, thereby promoting a smoother flow of 
goods in the production process. Naturally, more inventory presents a better 
protection against stockouts, however there is a cost associated with inventory 
which supply chain planners seek to minimise. 
The calculation of the safety stock level involves balancing the risk and cost of 
the extra inventory held. For single-stage inventory systems, where there is only 
one stocking point from which demand is served, the amount of safety stock (SS) 
is given by (Wagner, 2005): 
SS =F- O'R (4.16) 
where O'R is the standard deviation of the forecast error during the risk time and 
F is the safety factor. 
Assuming the same variance of forecast error in the past and the future, Cril is 
calculated by multiplying the product of the forecast error with the square root 
of the risk time. The duration of risk time depends on the inventory management 
system. When the inventory position is only reviewed periodically, the risk time is 
the sum of the review interval and the replenishment lead-time. For a continuous 
review system, the risk time is just the replenishment lead time. The safety factor 
F represents all other determinants of the safety stock, including the service level, 
review interval or order quantity and demand distribution function. 
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In the production simulation model, the safety stock is treated as a parameter 
instead of a variable since the purpose of the model is to evaluate the candidate 
family-level forecasting models. Thus, its value is fixed for all products at 2 weeks 
supply of the aggregated 12 months demand forecast volume. 
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4.3 Results and Discussion 
The assessment of the clustering scenarios derived in chapter 2 for the various 
data scaling, distance measure and optimisation methods are presented in this 
section. Results are presented for 464 emulsion products in 20 clusters and 240 
gloss products in 10 clusters for the three supply chain planning levels: at the 
cluster level, the within-cluster distances are used to determine the cluster er- 
ror; at the demand level, the forecast errors are evaluated; and lastly the supply 
chain performance measures are used at the manufacturing level. The bench- 
mark for comparison is the naive clustering method, which is independent of the 
parameters used in the clustering scenarios. 
4.3.1 Clustering Statistical Evaluation 
In the clustering statistical evaluation, the performance of each clustering pa- 
rameter (data scaling, distance measure and clustering method) is assessed using 
the within-cluster distances identical to those used in the clustering models. The 
mean distances for all variable permutations in the clustering models are pro- 
sented tables 4.1-4.2 for emulsion products and tables 4.3-4.4 for gloss products. 
In general, all distance measures outperformed the naive cluster, with the tightest 
cluster for emulsion paints obtained using K-means with the Manhattan metric 
and backward-planning scaling. For gloss paints, K-mcans with the Euclidean 
distance measure and backward-planning scaling gave the best clustering. 
Detailed analyses of the cluster scaling method, clustering method and the cluster 
distance measure used are presented in the following sections. 
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Cluster Scaling Method 
For both emulsion and gloss paints, the average data scaling gave tighter clus- 
ters than the back-ward planning scaling when compared with the basic distance 
evaluation of Manhattan and Euclidean distances. However, the coefficient cor- 
relation indicates that greater similarity in profile shape is obtained with the 
backward-planning scaling. The Canberra measure using a relative distance also 
suggests that the backward-planning scaling is better. This observation reiterates 
the view from figure 2.7, that the summed distance measures are unsuitable for 
time-series data. 
Clustering Method 
Of the 4 clustering methods used, the K-Means method gave the lowest cluster 
error. However with this iterative scheme, there were several occurrences when no 
converged solution was achieved within iteration tolerances. For such cases, using 
the incremental K-means with the smoothed movement of cluster centers between 
iterations gave clusters which have only a marginally poorer cluster error. 
A main weakness of the K-means and incremental K-mcans method is the number 
of products allocated to a cluster. For the K-mcans, up to 70% of the products 
may be allocated to a single cluster and this figure rises to 93% for the incremental 
K-means. This implies the dominance of a single cluster with the remaining 
clusters having just 1 or a very few products. For the iterative clustering methods 
with high assignment imbalance, the data clustering may have only achieved 
outlier identification but not the appropriate structuring of the tinic-scrics data. 
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Cluster Distance Measure 
For each set of results with the clustering and data scaling method kept constant, 
the Manhattan metric proved marginally superior for emulsion paints while for 
the gloss paints, it is the Euclidean distance. The similarity in results suggest 
that the distance measure used in the clustering model is not a major determinant 
in cluster analysis. 
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4.3.2 Family-Level Forecasting Errors 
At the demand level, family-level forecasts were constructed for a 12 month plan- 
ning horizon from the cluster centers and validated against the actual demand. 
From tables 4.1-4.4, the forecast errors (coefficient of variance and Theil's U 
statistic) from the clustering models were lower than the naive method, for both 
emulsion and gloss families. 
The lowest forecast errors were obtained with average-scaling for both emulsion 
and gloss paints. This is despite the backward-planning data scaling method 
giving a smaller within-cluster distance, thereby suggesting that cluster efficiency 
does not necessary translate to forecast accuracy. 
The K-means method gave the lowest forecast error for both emulsion and gloss 
paints. This observation is highlighted by the significantly lower Theil's U statis- 
tic for emulsion paints. For the naive and partition clustering method, the Tlicil's 
U statistic is even above unity, indicating that the forecasts generated from the 
clustering results were poorer than a naive forecast. 
For a time-series analysis, the forecast deviations computed from the total mean 
absolute percentage error in each time period are given for the lowest COV of each 
data scaling method and product family in figures 4.6 and 4.7. The graphs show 
significant deviation from the actual demand. For emulsion paints, the clustering 
models give marginally lower deviations compared to the naive model, however 
this is the opposite for gloss paints where forecast deviations are up to 17%. 
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4.3.3 Supply Chain Performance Evaluation 
To determine the overall supply chain performance and its dependence on the 
techniques developed in this work, Latin Supercube sampled demands were sim- 
ulated based on the derived production plan for each clustering inodel. Conip'-a- 
isons are made between the different forecast accuracies of the production plan. 
The manufacturing performance measures are given in figures 4.8 and 4.9 for 
emulsion and gloss products respectively. The radar diagrams display each key 
performance indicator on a separate axis, such that the probability of stock-out, 
customer service level and average inventory can be compared simultaneously. 
The manufacturing performance is more appreciable for emulsion paints, with K- 
means clusters consistently having a higher service level and lower stock out prob- 
ability. Between the data scaling methods, the stock-out probability is slightly 
higher with backward-pass scaling, however their service levels remain similar. 
For all scenarios, the choice of the cluster distance measure does not seem to 
affect the results. 
Results for gloss products are less conclusive, where the service levels mid stock- 
out probabilities are independent of the various permutations of the clustering 
model parameters. The K-means method seems to give a lower inventory level 
when using the Manhattan distance metric, as seen in figure 4.8a and 4.8b. 
Comparing both product families, gloss paints have a poorer i nanu fact uri ng per- 
formance, with higher stock out probabilities, average inventories and lower ser- 
vice levels. This can be explained by the profiles of the production plan generated. 
Due to the static nature of the production planning process, there is considerable 
stock build in the earlier periods of the production plan, as previously seen by 
the initial production spikes in figures 3.10 and 3.11 for both paint product faln- 
ilies. Though this incurs a higher inventory holding cost, it has the advantage 
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of buffering the supply chain against demand uncertainties. For the fewer gloss 
products and a lower resource constraint, the smaller holding inventory =11able, 
in the earlier periods of the production plan is unable to hedge against the higher 
demand variability successfully. 
4.4 Conclusions 
In this chapter, the multi-period clustering problem and the multi-period capaci- 
tated lot sizing problem with variable batch sizes are combined in a tactical supply 
chain planning framework. Having computed the forecast errors from the cluster 
generated family-level demand forecasts, the derived production plans are sillill- 
lated with the more efficient Latin Supercube sampling technique and assessed 
against manufacturing benchmarks. The purpose of this study is to evaltiate the 
downstream effects of the clustering model parameters on the overall supply chain 
performance. 
Results show that the K-means method produced more accurate demand forecasts 
and consequently for emulsion paints, a better manufacturing performance was 
achieved. For gloss products, the high variability between the historical Sales and 
forecast verification data proved that the supply chain simulations are inadequate 
for differentiating the various clustering models. There is a similar observation 
when comparing data scaling methods, where smaller cluster sizes are obtained 
using the backward-pass scaling while the average scaling gave lower forecast 
errors. 
Chapter 5 
Conclusion 
The supply chain for paint products was modelled in this project for a focus oil 
tactical level planning optimisation. The areas of family-level demand forecasting 
and production planning with variable batclisizes were addressed through the 
development of various mathematical time-series clustering and lot-sizing models 
for application on multi-purpose batch manufacturing facility. 
Having generated the baseline demand forecast for each emulsion and gloss prod- 
uct families, a forward plan for inventory and production was developed based on 
a paints manufacturing facility to maximise fulfilinent of demand requircillents 
while reducing inventory costs. These were subsequently evaluated with supply 
chain performance measures in a stochastic simulation using Latin Supercube 
sampling. 
5.1 Summary of Contributions 
I 
To derive family-level forecasts, static clustering techniques were extended to in- 
corporate the time-series complexity. For the successful application of cxisting 
129 
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distance measures summed across the multi-period horizon, the backward-pruss 
data scaling technique was developed to enable the capture of the different, doill. 
inant profile shapes during the clustering process. Results indicate that tighter 
clusters were achieved with this scaling method using X-means fuid the sulillned 
distance measures of Euclidean and Manhattan inetrics. 
To include the batch-sizing decisions within the lot-sizing problem, the non-lillear 
product of the integer number of batches and its continuous size within capac- 
ity constraints renders the holistic mixed integer linear programming approach 
unsolvable within reasonable computational resources. This led to the investiga- 
tion of decomposition techniques, where the product domain was identified for 
a successful solution. This method adopted generation of sub-problein solutions 
for the creation of individual production plans for each product, followed by the 
assessment of the overall time resource constraint with a vector selection model. 
Results were a significant improvement to existing industrial practices. 
The formulation of this lot-sizing model is not only specific to the paint ilidus- 
try, but also applicable to various process industries where production occurs 
on multi-purpose batch equipment with capacity constraints. The cascade con- 
straintS in the model allow for multiple equipment sizes mid differential resource 
costs to be considered. Multi-level planning was not considered due to the coillpil- 
tational difficulties already encountered in the tactical planning stage. With the 
additional computational complexities associated with a more detailed model fit 
the operational planning level, supply chain planners would input the optililised 
batch quantity and sizes from the tactical production plan into a schediiiiiig 
application for operational simplicity and effectiveness, rather than to adopt a 
multi-level planning approach. 
Combining both the clustering and lot-sizing models in a supply chain sinitilation 
framework, the aim was to evaluate the downstream effects on the selection of 
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clustering parameters. The cluster generated forecasts were validated and the 
production plans for each clustering model were evaluated against the demand 
uncertainty. At the demand planning level, the forecast errors generally agree 
with the clustering errors, except that the average data scaling gave slightly 
lower errors when compared to the backward pass data scaling. 
On analysis of the supply chain performance benchmarks, the results did not 
provide sufficient differentiation of the various clustering models. Higher stock-- 
out probabilities and average inventory with a lower customer service level for 
gloss paints suggest the inability of the static production -, Schemes to cope with 
the high demand variability. 
5.2 Future Work 
There are several areas that can be further developed based oil the work oil this 
research. In multi-period clustering, the distance ineasures used only consider tile 
within-cluster distance individually. A multi-period clustering distance lilensure. 
could be developed that incorporates both the summed (Manhattan metric and 
Euclidean distance) and the "shape" (Coefficient correlation) distances with inter 
cluster distances. Such a distance function will be better suited to give a better 
clustering based on the data structure and also the profile shapes. In addition 
to the partition clustering methods used, alternate clustering approaches slich 
as density and grid-based methods could be extended for tinic-scries clustering. 
For each case, the redefinition of tile cluster distance measure from a scalar to a 
vector is necessary. 
In production planning with variable batchsizes, the decision process is performed 
for a fixed planning window of one year in our case study, resulting in production 
spikes in the initial periods of the manufacturing plan. For practical industrial 
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application and for smoother production dynamics, the planning process should 
be performed at more frequent intervals. Optimisation decisions would then in. 
clude the modification of existing production plans to incorporate revisions in the 
planning decisions arising from renewed demand forecasts. 
The supply chain simulations performed corresponded to the various clusterilig 
scenarios. A more effective approach is to integrate the production planning 
problem with the stochastic simulation through the inclusion of uncertain product 
demand correlations in a stochastic planning model. In addition, to rationalise tile 
multiple manufacturing performance objectives, the manufacturing performance 
benchmarks can be modelled as constraints while the safety stock level call be 
expressed as a variable in the combined model. 
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