By using identities first pointed out by Buckingham, it is possible to derive explicit and manifestly gauge invariant expressions for the linear magnetic response of a statistical system. If the approximation employed for the statistical operator fails to satisfy these identities, the lack of gauge invariance shows itself through the fact that different explicit expressions, which ought to give identical results, now yield a whole range of results depending on an arbitrary function a (q). However, it is possible to select the best function a (q) by a variational procedure. The form selected in this way is usually different from the prescription of calculating everything in London gauge, without making use of identities.
Recently there has been considerable discussiod,2) concerning the question of gauge invariance in the theory of superconductivity. An alternative way of looking at the problem is presented in this paper. This way amounts to a rephrasing of the question, and leads to a unique method of evaluating the magnetic response of any system, normal or superconducting. The method is applicable even if the approximation used for the statistical matrix of the system is not gauge-invariant, and hence in particular fails te> satisfy the Buckingham sum rule. 3 ) From the practical point of view, this is helpful because full gauge invariance, or even the weaker condition imposed by the Buckingham sum rule, **** is a very stringent condition on the permissible approximations. Some very useful approximations, in particular the Bogoliubov approximation,4) without "collective excitations ", violate this condition. The evaluation of the Meissner-Ochsenfeld effect in the Bogoliubov theory, making use of the present method, has been performed by rv1ay and
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The usual way of calculating the response of a physical system to an applied magnetic field, i.e., the magnetization produced by this field, is as follows: One makes some approximate treatment of the field-free system; then one introduces; a vector potential A into the approximate Hamiltonian by replacing p by p-(e/c) A ;. thereafter a series of steps is required to eliminate this vector potential again in favour of physical quantities (the magnetic field B); and all too frequently this. elimination proves to be impossible: the free energy can not be expressed in terms of curl A only.
In such a case the approximation is said to be not gauge-invariant, and such approximations have had to be discarded, as being of insufficient accuracy to allow any conclusions to be drawn.
We would like to suggest an alternative way of looking at the problem. If the exact Hamiltonian of the system is known, both for the field-free system and for the system in the presence of an arbitrary magnetic field, then it is possible to eliminate the vector potential A in favour of the magnetic field B once and for all at the beginning, making use of identities which must hold. 3 ) For the linear response of the system one then gets an expression of the type:
where M(q) is the q'th Fourier component (in space) of the magnetization density, B(q) is the q'th Fourier component of the impressed magnetic field, and K(q) is given by an explicit formula which involves expectation values of well-defined operators over the statistical matrix U of the field-f ree system. Thus (1· 1) is " manifestly" gauge invariant. Of course, the problem which showed up previously as a problem of gauge invariance has not simply disappeared; it has merely changed its form. It turns out that not only is there an explicit formula for K(q) in (1·1), but there are infinitely many formulas, of type:
where KH(q) and C(q) are given by explicit formulas, and a(q) is a completely arbitrary function of q. The condition that all the forms (1· 2) give identical results is the" Buckingham sum rule ",
As long as no approximations are made, there is no difficulty. However, let us now replace the exact statistical matrix U of the system by some approximate statistical matrix U. We then get a set of approximations to the magnetic response w here the leading term is the exact result, and hence independent of the choice of a (q). Let n be the lowest order of c for which we get a non-vanishing variation K't/, (q, a) . We now demand that this variation vanish identically, thereby getting a condition to determine the function a (q) :
It should be noted that different values of q mean the imposition of different .external magnetic fields on the system, thus condition (1· 9) is a separate condition for each value of q, and defines a function a ( q) of q. * * * * Every approximation which violates the Buckingham identity violates gauge invariance; but an approximation which satisfies the Buckingham identity may yet violate full gauge invariance (see earlier footnote). ** Sometimes the nature of the approximation used demands that different orders of smaUness be assigned to separate-parts of this difference; e.g. the right side of (1· 7) may have to be written as sHI +s2H/I. This is true of the Bogoliubov scheme. The modifications introduced by this change are of course obvious: we consider the lowest non-zero variation (in fact of order (2) and demand that it vanishes for all q. *** It is typical of variational methods of this kind that linearity has to be postulated a posteriori, and does not follow from the method itself. That is, suppose we impose an external field which is a superposition of two different Fourier components ql and Q2' We then postulate that the magnetic response of the system to this field shall be calculated by a linear superposition, using values IX (ql) and IX (q2) determined from (1-9), i.e., on the basis of each Fourier component being the only one present. To the extent that the Fourier decomposition used depends on the shape of the specimen (e.g., it becomes a Fourier-Bessel decomposition for a cylindrical specimen) the values a (q) are also shape-dependent. This is of no practical importance, however, and we shall always assume we are working with a periodicity cube, and ordinary Fourier series.
In practice, this condition must be rephrased slightly, because we cannot expand around the exact results as in (1·8), but must expand around the quantity we can calculate, i.e., around K(q, a). Thus:
where the leading term is just (1·4), and the correction terms come from an expansion of
In powers of c. The variational condition determining a (q) IS:
where n is the lowest order of c in which KnH and C" are not b~~h separately zero. To the extent that c is really a small quantity, i.e., that U is a good approximation to the exact U, conditions (1·9) and (1·12) are equivalent.
Once a (q) has been determined from (1· 12), the best result for the magnetic response function K (q) which can be deduced from the approximation U is obtained by substituting this a(q) into (1·4), i.e.,
(1 ·13)
As usual with variation principles, the method does not allow one to improve the approximation systematically. If a better result than (1·13) is desired, a better approximation U is necessary, and this better approximation must be obtained in some other way. But the variation principle allows us to find the best possible explicitly gauge-invariant magnetic responce function for any given approximation D.
The form (1·13) is usually not equivalent to the prescription 6 ) of calculating everything in the Lon:::lon gauge (div A = 0) without making use of identities such as (1· 3). This prescription in fa~t means the choice:
and it is only very indeed that this choice follows also fro'll (1 ·12).
The fact that (1·13) is variationally cor~ect means that the function K(q)
is considerably better than the approximation U on which it is based. For example, in the calculation of reference (5) it is seen that even the straight-forward Bogoliubov theory in lowest order approximation gives a K(g) which contains enough of the final (infinite order of perturbation theory) result to be nearly indistinguishable from it experimentally, even though there are significant differences in principle.
Hamiltonian (2 ·1) and we assume that pm ticle i interacts with the electromagnetic field only through its charge ei' This assumption means that we ignore spin magnetic moments; the spin terms do not change anything essential, and are omitted only for the sake ('f simplicity. We note that the Ansatz (2 ·1) includes a very accurate model of a solid body, namely a system of -,-VI nuclei and N2 electrons (NI +N 2 =N), interacting with each other through Coulomb forces. The electron-phonon interaction is contained in this model. We now include one Fourier component of the applied vector potential of the form:
We can restrict ourselves to one Fourier component at a time for purposes of the linea r part of the response of the system to the applied field. The magnetic neld derived from (2·2) IS:
B(x) :=B(q) (2/V)1/2COS(q·x),

B(q) =qXA(q).
(2·3a)
When we introduce (2·2) into the Hamiltonian (2 ·1) by the usual prescription of replacing Pi by pi-(e,/c) A (Xi) , we obtain the new Hamiltonian:
j(q) IS the q'th Fourier component of the current density operator
and L (q) IS the operator
\Ve use the Goldberger-Adams method 7 ) to expand the normalized density matrix. Here L IS the expectation value of the operator L over the field-free system,
S )
U(A) =exp{j9[F(A) -H(A)]} =exp{j9[ (F-I-I) + (FA-I-I
and S~lI is defined in terms of the density matrix U of the jield-free system and the operator j (q), (2·7), by Although (2 ·17) must hold in one sensible theory, its direct verification starting from the explicit expressions (2·8), (2 ·12), and (2 ·15) will now be given; the q'th component of the charge ,density operator
js related to the current density operator j (q) by the continuity equation
q.j(q) = (ift)-l[H, p(q)]_ .
Using the operator identity to perform the integration over t involved in the first term of (2·17), and using the cyclic property of the trace, we get (2.21) It is obvious from (2·7) and (2·18) that the components of j(q) perpendicular to q commute with p (q) ; for the component parallel to q direct calculation yields
[p(q),jlL(q)]_=~'l~ [[H, p(q)], p(q)] =-i%}ic 2 L(q).
(2·22) Combination of (2·21) and (2·22) establishes (2 ·17).
For the sake of simplicity, assume cubic symmetry of the crystal, and let the direction of the vector q be direction number 3. Then we have The magnetic free energy becomes, in the special coordinate system,
The last form is manifestly gauge-invariant. The magnetization of the specimen in thermal equilibrium is given by The form (2·28) is the simplest gauge-invariant expression for the magnetic response of the (cubically symmetric) system; this form corresponds exactly to the prescnptIOn of Bardeen :6) 
M(x) =M(q) (2/V)1/2COS(q·x)
(
evaluate everything in London gauge (A 3 =O), without making use of identities such as (2·24).
On the other hand, we may use (2·24) to eliminate L altogether; this yields.
For arbitrary orientation of the coordinate system (but retaining cubic symmetry) the canonical form becomes
This form is unique in the sense that it is the only form which does not involve L. The most general form for K (q) is given by (1·2), with KB defined by (2·29') and G (q) by (2·24'). The London gauge form (2·28) is the special case a=I of (1·2). In the phenomenological equations of London for superconductivitl) the magnetic field expulsion (Meissner-Ochsenfeld effect) is described by the kernel
where). is the London penetration depth. On the other hand, a system with normal magnetic behaviour (diamagnetic or paramagnetic) is described by a kernel K(q) nearly independent of q for small q, with
where X is the isothermal magnetic susceptibility of the system. I t has often been noticed that the London gauge form (2· 28) for K ( q) would lead naturally to a kernel proportional to 1/ q2, i.e., to the London form (3 ·1), provided only there is "absence of complete cancellation" between the leading term of 5 11 in an expansion in powers of q2, and L. Tha t is, if we assume S fJ.'" ( q) is regular at q = 0 and expand:
we would obtain the London kernel provided only that (in the coordinate system in which q is along the 3-axis) (Absence of complete cancellation).
(3·4)
There are many arguments in the literature purporting to show that "stiff wave functions" can lead to precisely this kind of behaviour. \Ve now prove the theorem:
Theo rem: A material of cubic' symmetry in which S!J.lI (q) is an analytic function of the three components giL of q at q = ° is a normal material, magnetically.
Proof:
The cubic symmetry simplifies the general expansion (3·3) to the form:
where So, 3 2 , and S~ are constants. We substitute (3·5) into the Buckingham canonical form (2·29'); the terms proportional to a lLlI drop out, and we obtain:
which proves the theorem. This theorem is a more formal way of stating Buckingham's argumene> against "absence of complete cancellation". The state of aUai rs en'visaged in that approach to the theory of superconductivity simply cannot happen; as long as S\LlI(q) is analytic at q=O, the" Cancellation" is always complete. Conversely, in a valid theory of superconductivity, S\1.l1 (q) must not be analytic at q = 0. § 4. The use of approximate statistical operators At this stage of the discussion gauge invariance as such is not involved; all the forms (1·2) for K (q) give manifestly gauge invariant formulas (1·1). The problem has been transformed into the following one: How are we to choose sensibly between an infinity of forms (1·2) for K (q), all of which are equivalent to each other as long as the statistical operator for the field-free system,
is known exactly, ?ut which become inequivalent when U is replaced by someapproximate form U?
Given some approximation U to the statistical operator, the correspondinK approximation for L is:
A "
L=Tr(LU). (4·2)
This is however independent of what approximation IS used for U, and is alwaysequal to the exact value
This is true because the expectation value (4·2) is taken over the field-free' system, so that sin 2 (q,xi) in (2·8) always gives rise to the average value ~. The correspondipg approximation for S\1,l1 (q) is obtained from the exact (2 ·15), by replacing U by U, i.e., (4 ·4)
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Note that the operator j IJJ q) here is exact, i.e., it is based on the exast Hamiltonian (2 ·1).
Although (4·4) defines a definite approximation for S"I.,' II, given any approximation U to the density matrix, in practice the evaluation of (4·4) is extremely difficult unless [; can be expressed conveniently as the exponential of some operator, i.e., the form (1·6). However, it is not necessary that the operator Ti\/ ( (3) Another example is the Bogoliubov approximation 4 ) in the theory of superconductivity, in which the coefficients Uk and Vk are in genera] complicated functions of the temperature. One the other hand, it has not so far proved possible to write the quasi-chemical equilibrium approximation ll ,12,1314) in the form (1·6).
~
Give~ approximations for Sv-1I and for L, we define the approximate quantities KR and G by (4 ·6)
Finally, the" approximation a" to the kernel K(q) is denoted by K[q, a(q)] and is defined by equation (1-4) . We have already discussed, III the introduction, the variational condition which we shall impose on K:. [q, a ( q)] so as to select the best function a ( q) . The condition is (1·12), and it merely remains to write down an explicit formula for the quantity Kn(q, a) which appears in that equation. We shall assume, for simplicity, that there is a significant variation already for n = 1, i.e., in the first order in E.
cThe extension to higher n is obvious. *
Let us expand Sv-v(q) in powers of E around Sv-v(q), (4·4)
, where E appears through the density matrix (1· 11) . We write
,and get by direct calculation: (4·8) * Actually, the expansion has to be carried to order E2 III the Bogoliubov theory, to obtain ;a non-vanishing term. See an earlier footnote.
In terms of the eigenstates \ k '> of the approximate density matrix U, and hence also of its logarithm, W, we get*
(4 ·10)
If we let the q-direction be direction number 3, for simplicity, the condition (1 ·12) becomes,
There is of course no correction in this order arising from the expansion of L,. since t is always exactly correct. § 5. An example; The ideal Bose gas
As a simple example of the use of these procedures, let us choose the ideaI Bose gas in the limit of zero temperature, which is known to be a superconductor obeying the London equation. l5 ) In this limit, the exact results are;
and
where L is given by (4·3) as:
We note that (5 ·1) satisfies the Buckingham sum rule, and also that (5 ·1) is a_ non-analytic fuction of the three components qIL of the vector q at q = O. Let us now" approximate" the true density matrix U of the system by an expression of the same form, but with the mass in the Hamiltonian H changed artificially to some neighbouring value m*. This altered mass appears in U but * The states k here are states of the entire system. If W has an "independent-particle form ", . . If we now differentiate (5·6) with respect to c and set the variation equal to zero, we get directly: a(q) -1=0 (5 ·7) and hence the variational result is, from (5·6) and (4·7),
q2 (5 -8) In this case, therefore, the variational result (1 ·13) agrees identically with the exact result (5·2). This is a consequence of the very simple nature of the variation involved here. \Ve note that the choice (5·7) of a (q) In this case does coincide with the Bardeen 6 ,16) prescription of using the London gauge. This was to be expected:
Reference (16) shows that, if the wave functions are" stiff" in any gauge whatsoever, then the London gauge is this preferred gauge, and a variational calculation must lead back to the London gauge prescription. The wave functions are indeed " stiff" in the case of the Bose gas. 15 ) However, it is not permissible to use this argument the other way around, i.e., to calculate in the London gauge without further ado, for an unknown system. For this procedure amounts essentially to asswning stiff wave functions, i.e., a property equivalent to the property we are supposed to prove, (the Meissner effect). The procedure given in this paper does not make such an assumption, and does not in general lead to the London gauge choice a (q) = 1.
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