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บทคัดย่อ
	 การจัดล�าดับการผลิตรถยนต์บนสายการประกอบ
แบบสองด้านมีความส�าคัญอย่างยิ่งส�าหรับใช้ในการ
แก้ปัญหาสายการประกอบท่ีมีหลายผลิตภัณฑ์ให้เกิด
ประสิทธิภาพสูงสุด	 ซึ่งปัญหาชนิดนี้มีความยุ่งยากและ
สลบัซบัซ้อน	เนือ่งจากเป็นปัญหาแบบ Non-deterministic 
Polynomial Hard: NP-Hard โดยปัญหาการจัดล�าดับ
การผลติรถยนต์แบบผลติภณัฑ์ผสมบนสายการประกอบ 
แบบสองด้านนี	้ได้พจิารณาฟังก์ชนัวตัถปุระสงค์	3 ฟังก์ชนั 
ในงานวิจัยคือ	 ปริมาณงานที่ท�าไม ่เสร็จน ้อยที่ สุด	
จ�านวนรถยนต์ที่ละเมิดรวมน้อยที่สุด	 และจ�านวนครั้ง 
การเปลี่ยนแปลงสีน้อยที่สุด	 และน�าเสนออัลกอริทึม 
การบรรจวบแบบขยาย (Combinatorial Optimization 
with Coincidence Expand: COIN-E) ซึ่งเป็นอัลกอริทึม 
ทีป่ระยกุต์มาจาก COIN มาใช้ในการแก้ปัญหา	โดยท�าการ
เปรียบเทียบกับอัลกอริทึมท่ียอมรับในการแก้ปัญหา
การจัดล�าดับการผลิต	 ได้แก่ NSGA-II, DPSO, BBO 
และ COIN ผลจากการเปรียบเทียบพบว่า COIN-E มี
ประสทิธภิาพด้านการลูเ่ข้าสูก่ลุม่ค�าตอบ	ด้านการกระจาย 
กลุ่มค�าตอบและด้านอัตราส่วนของจ�านวนกลุ่มค�าตอบท่ี
ค้นพบเทียบกับกลุม่ค�าตอบทีแ่ท้จรงิเท่ากับ	91.85, 51.08 
และ 57.48 ตามล�าดับ	 ซึ่งจากตัวชี้วัดสมรรถนะของทั้ง 
3 ชนิดจะพบว่า COIN-E มีประสิทธิภาพในการใช้การ
แก้ปัญหาได้ดีกว่า NSGAII, DPSO, BBO และ COIN
ค�ำส�ำคัญ:	 อัลกอริทึมการบรรจวบแบบขยาย	 การจัด 
	 ล�าดับการผลิตรถยนต์บนสายการประกอบ 
	 ผลิตภัณฑ์ผสมแบบสองด้าน
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Abstract
 Car Sequencing on two-sided assembly line 
is an important problem in an automotive industry. 
Researchers and practitioners have attempted several 
approaches to solve this problem aiming at maximum 
production efficiency. The problem is considered as 
an “NP-Hard problem”. In this paper, three objective 
functions are considered including 1) minimizing 
utility work, 2) reducing the number of violation 
and 3) decreasing the number of color changes. 
The expansion of Combinatorial Optimization with 
Coincidence (COIN-E) algorithm is developed from 
its original version (i.e. COIN). Several well-known 
algorithms are compared in solving this problem 
including Non-dominated Sorting Genetic Algorithms 
(NSGA-II), Discrete Particle Swarm Optimization 
(DPSO), Biogeography-based Optimization (BBO) 
and (COIN). The experimental results indicate that 
COIN-E is efficient and it obtains the values of 
convergence = 91.85%, spread = 51.08% and ratio = 
57.48%, which are significantly superior to NSGA-II, 
DPSO, BBO and COIN.
Keywords: Expanded Combinatorial Optimization 
 with Coincidence, Car Sequencing, 
 Mixed-model Two-sided  Assembly Lines 
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1. บทน�ำ
	 สภาพในยุคปัจจุบันนี้โรงงานอุตสาหกรรมมีการ
ออกแบบสายการประกอบส�าหรับหลายผลิตภัณฑ์เข้าสู่
สายการประกอบพร้อมๆ	 กัน	 และต่อเนื่องกัน [1] รวม
ไปถึงอุตสาหกรรมรถยนต์ท่ีมีความต้องการจ�านวนของ
รถยนต์ส�าหรบัการผลติในแต่ละวนัทีม่จี�านวนแตกต่างกัน	 
ขึ้นอยู่กับใบสั่งซื้อของลูกค้า	 โดยการประกอบรถยนต ์
จะแบ่งออกเป็น 3 ส่วนคือ	ส่วนของโครงรถยนต์ (Body) 
ส่วนของพ่นส ี(Paint) และส่วนของการประกอบ (Assembly) 
ซึง่รถยนต์แต่ละคันมเีอกลกัษณ์เฉพาะของแต่ละตวัเลอืก
(Option) ทีแ่ตกต่างกัน	เช่น	รถยนต์รุน่เดียวกันแต่คนัหนึง่
จะสามารถเปิด-ปิดหลงัคารถยนต์ได้	แต่อกีคันไม่สามารถ 
เปิด-ปิดหลังคารถยนต์ได้	 ดังนั้นการติดตั้งชุดของ 
ตัวเลือก	 จะต้องออกแบบมาเพื่อจัดการไม่ให้จ�านวน
รถยนต์เกินจ�านวนของแต่ละตัวเลือกในล�าดับการผลิต
ย่อยของแต่ละครั้งการผลิต [2] ปัญหาในเรื่องการผลิต
ส�าหรับหลายผลิตภัณฑ์บนสายการประกอบ	 ก็คือการ
ท�าให้ล�าดับการผลิตมีประสิทธิภาพสูงสุด	 โดยขึ้นอยู่กับ
แต่ละโรงงานอุตสาหกรรมที่จะให้ความส�าคัญในเรื่องใด	
เช่น	ต้นทุน/เวลาการปรับตั้งเครื่องน้อยที่สุด	อัตราความ
ผันแปรของการผลิตน้อยท่ีสุด	 ปริมาณงานท่ีท�าไม่เสร็จ
น้อยที่สุดเป็นต้น [1] ในภาคปฏิบัติจริงในอุตสาหกรรม
จะมีการพิจารณากับหลายวัตถุประสงค์	 ซึ่งในแต่ละ
วตัถปุระสงค์ทีพ่จิารณานัน้บ่อยครัง้ท่ีวตัถปุระสงค์ท่ีก�าลงั
พิจารณามีความขัดแย้งกันเองเกิดขึ้น [3] 
	 ปัญหาการจัดล�าดับการผลิตจึงจัดเป็นปัญหาที่
มีความยุ่งยากซับซ้อนและใช้เวลาในการหาค�าตอบที่
ยาวนาน	จึงจ�าเป็นที่จะต้องน�าฮิวริสติกเข้ามาช่วยให้การ
แก้ปัญหา	 เนื่องจากฮิวริสติกจะใช้เวลาการหาค�าตอบที่
ไม่ยาวนานและค�าตอบท่ีได้ก็เป็นค�าตอบท่ีมีเหมาะสม 
ส�าหรับการน�าไปใช้	 โดยฮิวริสติกที่นิยมกันใช้และ
เป็นวิธีท่ีมีการยอมรับว่าสามารถแก้ปัญหาได้	 เช่น	 วิธี 
เจนเนติกอัลกอริทึม (Genetic Algorithms: GAs) เป็น
วิธีที่นิยมน�ามาใช้แก้ปัญหาในการจัดล�าดับการผลิตที่มี
ความซบัซ้อน	โดย GA จะเป็นอลักอรทึิม	ทีม่แีนวคดิมาจาก 
การตัดต่อทางพันธุกรรมของมนุษย์	 โดยอัลกอริทึมนี้ 
ลดเวลาการค้นหาค�าตอบ	 และให้ค�าตอบท่ีใกล้เคียงกับ
ค�าตอบที่ดีที่สุดเมื่อเทียบกับอัลกอริทึมอื่นๆ	Simon [4] 
ได้มีการน�าเสนออัลกอริทึมใหม่ที่มีชื่อว่า	 วิธีการหาค่า
เหมาะสมแบบการกระจายของส่ิงมีชีวิตตามภูมิศาสตร์ 
(Biogeography Based Optimization: BBO)	 โดยใช้
แนวคิดการย้ายถิน่ฐานของสิง่มชีวีติท่ีมคีวามต้องการทีจ่ะ
อยู่อาศัยในที่ที่มีความอุดมสมบูรณ์	แต่ถ้าพื้นที่ที่อยู่นั้นมี
ความหนาแน่น	สิง่มชีวีติของจะเริม่ท�าการย้ายทีอ่ยูอ่าศยั
ไปสู่ที่อื่นที่มีความอุดมสมบูรณ์น้อยกว่า	และพัฒนาที่อยู่
ใหม่ให้มีความอุดมสมบูรณ์	 โดยวิธีการหาค่าเหมาะสม 
แบบการกระจายของสิ่งมีชีวิตตามภูมิศาสตร์นี้ได้ม ี
การเปรียบเทียบค�าตอบท่ีได้จากปัญหาในภาคปฏิบัต	ิ
ซึ่งพบว่าค�าตอบที่ได้จึงมีประสิทธิภาพดีกว่าอัลกอริทึม
หลายตัว	
 Solnon [5] ได้น�าเสนอการจัดการแข่งขันปัญหา
การจัดล�าดับการผลิตรถยนต์เมื่อปี 2005 โดยใช้ข้อมูล
จริงจากบริษัทผู้ผลิตรถยนต์ (RENAULT) ในประเทศ
ฝรั่งเศส	ในการแข่งขันนั้นมีผู้เข้าร่วมการแข่งขันจะเสนอ
วิธีการต่างๆในการแก้ปัญหาโดยได้ก�าหนดวัตถุประสงค์
ไว้ 3 วัตถุประสงค์คือ	จ�านวนการเปลี่ยนแปลงสี	จ�านวน
การละเมิดตัวเลือกความส�าคัญสูง	และจ�านวนการละเมิด
ตวัเลอืกความส�าคัญต�า่ท่ีมค่ีาน้อยท่ีสดุ	โดยผูช้นะได้เลอืก
เอาวิธีการ Local Search มาใช้ในการแก้ปัญหาโดยผล
ที่ได้จากการแข่งขันนี้ได้น�าไปสู่งานวิจัยต่อๆ	 ไปในการ
ใช้เปรียบเทียบผลที่ได้จากการแข่งขันนี้ Knausz [6] ได้
ศึกษาการจัดล�าดับการผลิตรถยนต์ส�าหรับผลิตภัณฑ์
ผสมที่มีหลายวัตถุประสงค์	โดยน�าวิธีการ	Parallel Multi 
Neighbourhood-Order Variable Neighbourhood Search 
(PMNOVNS) เปรยีบเทียบกับ Parallel Efficiency Guided 
Variable Neighbourhood Search (PEGVNS)	 และ	
Time Restricted Randomised Variable Neighbourhood 
Search (TRRVNS)	โดยศกึษา	3 วตัถปุระสงค์	คอื	จ�านวน 
การเปลีย่นแปลงส	ีจ�านวนการละเมดิตวัเลอืกความส�าคัญ
สูง	 และจ�านวนการละเมิดตัวเลือกความส�าคัญต�่าท่ีมีค่า
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น้อยที่สุด	 ผลสรุปจากงานวิจัยนี้คือ	 วิธีการ	 PEGVNS 
มีประสิทธิภาพมากที่สุดเมื่อเปรียบกบัอีกสองวิธีการที่ใช้
ในการแก้ปัญหางานวิจัย	
 Malte Fliedner	และ	Boysen [7]	ได้น�าอัลกอริทึม	
Branch & Bound	มาใช้ในการแก้ปัญหาการจัดล�าดับใน
อตุสาหกรรมรถยนต์เพือ่แก้ปัญหาภาระงานเกินในสถานี
งาน	โดยงานวจิยันีไ้ด้น�าเสนอวธิกีารนบัจ�านวนการละเมดิ
แบบใหม่จากเดิมที่ใช้การนับที่เรียกว่า	Sliding Window 
ซึ่งการนับแบบนี้จะมีข้อเสียคือ	 เกิดการนับจ�านวนการ
ละเมดิท่ีซ�า้เกิดขึน้ในแต่ละล�าดับย่อยท่ีพจิารณา	จงึท�าให้
ได้จ�านวนการละเมิดที่มากเกินความเป็นจริง	 งานวิจัยนี้
จึงได้น�าเสนอการนับจ�านวนการละเมิดแบบใหม่ขึ้น	 โดย
จะนับจ�านวนการละเมิดก็ในล�าดับย่อยมีจ�านวนตัวเลือก
ที่เกินจ�านวนความต้องการและถ้าได้มีการนับไปแล้ว 
ในล�าดับย่อยก่อนหน้านี้จะไม่ถูกนับในล�าดับย่อยท่ีก�าลัง 
พิจารณาอยู่	 ซึ่งการนับนี้จะป้องกันการนับซ�้า Zinflou 
[8] ได้น�าอัลกอริทึม	PMSMO (Pareto Memetic Strategy 
for Multiple Objective) มาเปรียบเทียบกับ NSGA-II 
มาใช้ในการแก้ปัญหาการจัดล�าดับรถยนต์ส�าหรับหลาย
วัตถุประสงค์	 สรุปว่าอัลกอริทึม PMSMO	 เป็นวิธีการ 
ที่มีประสิทธิภาพในการแก้ปัญหามากกว่าวิธี NSGA-II 
Zinflou [9] ได้ศึกษาการจัดล�าดับการผลิตผลิตภัณฑ์
ผสมที่มีหลายวัตถุประสงค์	โดยน�าอัลกอริทึม	GISMOO 
มาเปรียบเทียบกับ	NSGA-II กับ	 PMSMO	 โดยศึกษา	 
3 วัตถุประสงค์	คือ	จ�านวนการเปลี่ยนแปลงสี	จ�านวนการ
ละเมิดตัวเลือกความส�าคัญสูง	 และจ�านวนการละเมิดตัว
เลอืกความส�าคัญต�า่ทีม่ค่ีาน้อยท่ีสดุ	โดยวธิกีาร	GISMOO 
เป็นลูกผสมระหว่าง	 GA และระบบภูมิคุ ้มกันเทียม	 
มาใช้ในการแก้ปัญหา	 สรุปว่าอัลกอริทึม	 GISMOO 
เป็นวิธีการมีประสิทธิภาพในการแก้ปัญหา	 เนื่องจาก
วิธีการนี้แก้ปัญหาช่องว่างระหว่างทฤษฎีกับแนวทาง 
การปฎิบัติในปัญหาที่เกิดขึ้นจริงในอุตสาหกรรมรถยนต	์ 
เพราะฉะนั้นในการพัฒนาอัลกอริทึม	 ควรมีการพัฒนา
ประสทิธภิาพท้ังในการหาค�าตอบและการน�าไปใช้งานจรงิ
ควบคู่ไปกับเวลาที่ใช้หาค�าตอบ	นพพล	[10]	ได้น�าเสนอ 
อัลกอริทึมการบรรจวบ	 (Combinatorial Optimization 
with Coincidence: COIN)	ในการแก้ปัญหาการจัดล�าดับ
การผลติภณัฑ์ทีม่หีลายวตัถปุระสงค์บนสายการประกอบ
แบบตัวยู	 โดยวัตถุประสงค์ที่ใช้	 คือ	 ค่าใช้จ่ายการปรับ
ตั้งเครื่องจักรและความผันแปรของภาระงานในระบบ
การผลิตน้อยที่สุด	 ผลจากงานวิจัยพบว่า	COIN	 จะมี
ประสทิธภิาพกต่็อเมือ่ได้มกีารรวมกับเมมเมตกิอลักอรทิมึ 
แบบ	NSGA-II	 สามารถน�ามาใช้ในการแก้ปัญหาการ
จัดล�าดับผลิตภัณฑ์บนสายการประกอบลักษณะตัวยูได้
มีประสิทธิภาพส�าหรับปัญหาขนาดใหญ่	 จากงานวิจัยที่
กล่าวมา	พบว่า	COIN	มปีระสิทธภิาพในการค้นหาค�าตอบ 
ท่ีรวดเร็ว	 เนื่องจากมีการจดจ�าลักษณะต�าแหน่งของคู่
ผลิตภัณฑ์ท่ีอยู่ติดกันและมีการจดจ�าลักษณะต�าแหน่ง
ของผลิตภัณฑ์ที่ดีและไม่ดี	
	 ในปัญหาการจัดล�าดับการผลิตรถยนต์จะมีส่ิงท่ีมี
ผลกระทบต่อการหาค�าตอบการจดัล�าดับการผลติรถยนต์
ก็คือ	 ตัวเลือก	 สี	 และสายการประกอบ	 ดังนั้นผู้วิจัยจึง 
น�าเสนออลักอรทึิมการบรรจวบแบบขยาย (Combinatorial 
Optimization with Coincidence Expand: COIN-E) 
ซึ่งเป็นอัลกอริทึมที่ประยุกต์มาจาก COIN	 มาใช้ในการ 
แก้ปัญหาการจดัล�าดับการผลติรถยนต์ทีม่หีลายวตัถปุระสงค์ 
บนสายการประกอบผลิตภัณฑ์ผสมแบบสองด ้าน
และท�าการเปรียบเทียบประสิทธิภาพในการค้นหา 
ค�าตอบของ	COIN-E	กับอลักอรทิมึท่ีได้รบัการยอมรบัว่า
สามารถแก้ปัญหาประเภทนี้ได้	ได้แก่ NSGA-II, DPSO, 
BBO และ	COIN [6], ]10], [15]
2. สำยกำรประกอบแบบสองด้ำน
	 สายการประกอบแบบสองด้าน	 (Two–Sided 
Assembly Line) เป็นสายการประกอบที่มีลักษณะเป็น
เส้นตรง	ในการจัดสรรขั้นงานลงในสถานีงานบนสายการ
ประกอบแบบสองด้าน	 มีข้อจ�ากัดในการจัดสรรขั้นงาน	 
2	 แบบ	 คือ	 ขั้นงานท่ีสามารถจัดสรรลงในสถานีงาน
ได้เพียงด้านเดียวเท่านั้น	 คือด้านซ้าย (L-type) หรือ
ด้านขวา (R-type) ของสายการประกอบ	 และขั้นงานที่
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สามารถจัดสรรลงในสถานีงานด้านใดด้านหนึ่งของสาย
การประกอบก็ได้ (E-type) สถานีงานที่อยู่คู่กัน	 เรียกว่า	
Mated-station ในรูปที่	1 Mated-station ที ่1 คือ	สถานี
งานท่ี 1 กับสถานีงานท่ี 2 และ Mated-station ที่ 2 คือ
สถานีงานที่ 3 กับสถานีงานที่ 4 [11]
	 สายการประกอบแบบสองด้านจะเป็นสายการ
ประกอบทีเ่หมาะส�าหรบัการผลติรถยนต์เนือ่งจากให้การ
ประกอบชิ้นส่วนรถยนต์บางขั้นงานจะมีข้อจ�ากัดที่ต้อง 
ประกอบชิน้ส่วนทางด้านซ้ายหรอืด้านขวาเพยีงอย่างเดียว	 
เช ่น	 ขั้นงานของการประกอบพวงมาลัยรถยนต ์ 
ในประเทศไทย	ก็จะมกีารประกอบทางด้านขวาด้านเดียว	
จงึต้องจดัขัน้งานนีใ้นสถานงีานทางด้านขวา	โดยสายการ
ประกอบนี	้ท�าให้ความยาวของสายการประกอบส้ันลงเป็น
ผลให้ช่วยลดระยะในการเคลื่อนท่ีของพนักงาน	 ลดเวลา
ในการปรับตั้งเครื่องจักรและลดเวลาในการผลิตให้ส้ันลง	
และเครื่องมืออุปกรณ์ในสถานีงานประเภทนี้สามารถใช้
ร่วมกันได้จึงท�าให้ต้นทุนในการผลิตลดลง [12] 
3. ปัญหำกำรจัดล�ำดับกำรผลิตรถยนต์
	 ในการแข่งขันการจัดล�าดับรถยนต์ในปี 2005 ของ
บรษิทัผูผ้ลติรถยนต์ในประเทศฝรัง่เศส	ได้ก�าหนดปัญหา
การจัดล�าดับการผลิตท่ีส�าคัญท่ีจะใช้ในการพิจารณาคือ	
ประการแรกคือ	ตัวเลือกของรถยนต์	โดยในรถยนต์แต่ละ
คนัจะมตีวัเลอืกทีต่่างกัน	เช่น	ถงุลมนริภยัรถคนัหนึง่จะมี
ตวัเลอืกนี	้แต่อกีคนัจะไม่มตีวัเลอืกนี	้โดยในการจดัล�าดับ
การผลิตรถยนต์นั้นจึงจ�าเป็นต้องพิจารณาตัวเลือกของ
รถยนต์พยายามไม่ให้ผลติเกนิค่าท่ีก�าหนด	โดยพจิารณา
จากค่า	อัตราส่วน p/q (เมื่อ p คือ	ความต้องการตัวเลือก	
และ	q	คือ	จ�านวนล�าดับการผลิตย่อย) เช่น	ถ้าอัตราส่วน
เท่ากับ	 1	 ต่อ 3 จะหมายความว่า	 ในการผลิตรถยนต์ 
3 คันจะมีรถยนต์ท่ีมีตัวเลือกนี้ได้ไม่เกิน 1 คัน	 ถ้ามีการ
เกินจะนับจ�านวนที่เกินเป็นจ�านวนการละเมิดท่ีเกินขึ้น	
โดยจะพิจารณาไปเรื่อยๆ	 จนครบล�าดับการผลิตรถยนต์
เพื่อท�าให้การจัดล�าดับการผลิตรถยนต์เกิดการละเมิด
ตัวเลือกรถยนต์นี้น้อยท่ีสุด	 โดยในการจัดล�าดับการผลิต
รถยนต์ในแต่ละวันจ�าเป็นท่ีจะต้องมีการน�าข้อมูลล�าดับ
การผลิตจากวันก่อนมาพิจารณาและจ�าเป็นต้องมีการ
วางแผนล�าดับการผลติไว้ในวนัถดัไป	เพือ่น�ามาใช้ในการ
จัดล�าดับการผลิตของวันปัจจุบัน	 เพื่อจะท�าให้ล�าดับการ
ผลตินัน้มปีระสิทธภิาพตรงตามวตัถปุระสงค์	ดังตารางท่ี 1 
ประการท่ีสองก็คอื	เรือ่งสขีองรถยนต์เนือ่งจากให้การพ่นสี 
ให้รถยนต์แต่ละคันนั้น	 ล�าดับการผลิตรถยนต์จะมีผล 
อย่างมากให้การพ่นสีเพราะ	ถ้าล�าดับการผลิตรถยนต์มีสี
เดียวกันทีต่ดิต่อกันก็จะท�าให้ไม่ต้องมกีารท�าความสะอาด
หัวปืนพ่นสีและเปลี่ยนน�้ายาในการพ่น	ท�าให้เป็นการลด
ต้นทุนให้การผลิต	 แต่ถ้าพ่นสีที่เป็นสีเดียวกันติดต่อกัน
หลายล�าดับนั้นจ�าเป็นที่จะต้องมีการล้างท�าความสะอาด
หวัปืนพ่นส	ีเนือ่งจากถ้าไม่ท�าความสะอาดหวัปืนพ่นสจีะมี
การอดุตนัและสทีีพ่่นออกมาก็จะไม่มคุีณภาพในการผลติ	 
ดังนั้นจึงต้องมีการก�าหนดสีเดียวกันที่สามารถพ่นสี 
ติดต่อกันได้ไม่เกินต่อคัน	
ตำรำงที่ 1	อัตราส่วนความต้องการตัวเลือกของรถยนต์
ตัวเลือก อัตรำส่วนข้อก�ำหนด (p/q)
รุ่นของรถยนต์
A B C
Option#1 1/ 2  
Option#2 1/ 4  
Option#3 2/ 3  
Option#4 1/ 3  
	 ตัวอย่างการจัดล�าดับการผลิตรถยนต์ A, B และ C 
ล�าดับการผลติของวนัก่อนหน้าคือ C-A-C สีทีพ่่นในล�าดับ
สุดท้ายของวัดก่อนหน้าคือ	 สีที่ 1 และล�าดับผลิตของ
วันถัดไปคือ B-A-C โดยก�าหนดให้มีสัดส่วนผลิตภัณฑ์ 
(MPS) = 1:2:3 แสดงว่าในการจัดล�าดับการผลิตนี้จะมี
รถยนต์	A จ�านวน 1 คัน	รถยนต์ B จ�านวน 2 คัน	และ
รถยนต์ C จ�านวน 3 คัน	เข้าไปในสายการประกอบ	โดยมี
การจดัล�าดับการผลติ (Model Sequence) เป็น ABCBCC 
โดยจะเริ่มจากการผลิตรถยนต์ A ก่อน	ต่อรถยนต์ B และ 
C ไปเรื่อยๆ	จนครบล�าดับการผลิต
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 Option#1 ที่มีข้อก�าหนดอัตราส่วนการผลิต 1/2 
ของแต่ละล�าดับย่อย	 จากล�าดับการผลิตคือ ABCBCC 
โดยจะนับจ�านวนการละเมิดทุกๆ 2 ล�าดับ	 โดยจะนับ 
จ�านวนการละเมิดก็ต ่อเมื่อในล�าดับย ่อยมีจ�านวน 
ตัวเลือกที่เกินจ�านวนที่ต้องการ	แต่ถ้าล�าดับของตัวเลือก 
ได้ถูกนับการละเมิดไปแล้วในล�าดับย่อยท่ีผ่านๆ	มาแล้ว 
จะไม่นับเป็นการละเมิด	 เนื่องจากจะเกิดปัญหาของ 
การนับซ�้า	ซึ่งการนับแบบนี้จะป้องกันปัญหาการนับซ�้า 
ที่เกิดในแต่ละรอบของการนับจ�านวนการละเมิดใน 
แต่ละล�าดับย่อย	ตัวอย่างการนับการละเมิด	เริ่มที่ล�าดับ
การผลิตที่ -1 และ 1 เนื่องจากการนับจ�านวนการละเมิด
จะต้องพิจารณาวันก่อนหน้านี้โดยจะพิจารณาล�าดับ
ย่อยนั้นจะขึ้นอยู่กับจ�านวนล�าดับย่อยของตัวเลือกนั้น	 
ซึ่งเท่ากับ 2 (q=2) โดยมีรถยนต์ท่ีต้องผลิตคือ C และ 
A ซึ่งจะเห็นว่ารถยนต์	 C	 ไม่ต ้องท�าการประกอบ 
ตัวเลือกนี้	แต่รถยนต์	A	ต้องท�าการประกอบตัวเลือกนี้	 
จึงท�าให้ล�าดับการผลิตที่	 -1	 และ	 1	 ไม่ผลิตเกินข้อ
ก�าหนดอัตราส่วนการผลิต 1 ต่อ 2 จึงไม่นับเป็นจ�านวน 
การละเมิด	 พิจารณาแบบนี้ไปเรื่อยๆ	 ไปจนครบล�าดับ
การผลิตท้ังหมด	และจะพบว่าจะมีจ�านวนการละเมิดรวม
ของทุกตัวเลือกทั้งหมดเท่ากับ 11 จ�านวน
	 ส่วนเรื่องของสีที่พ่นให้กับรถยนต์นั้นจะพิจารณา
ดูว่ามีการเปลี่ยนแปลงสีไปทั้งหมดก่ีครั้ง	 ตัวอย่าง
เช่น	 ล�าดับการผลิตคือ ABCBCC มาจัดวางล�าดับ	
โดยที่จะน�าเอาล�าดับสุดท้ายของวันที่ผ่านมามาวาง
ในต�าแหน่งท่ี	 -1 เพื่อเป็นการพิจารณาว่าจะต้องมีการ
ท�าความสะอาดหัวปืนพ่นสีก่อนหรือไม่	 โดยเมื่อมีการ
ท�าความสะอาดหัวปืนพ่นสีจะนับการเปลี่ยนแปลง
สีเป ็นหนึ่งครั้งแต ่ถ ้ามีการพ่นสีเดียวกันติดต ่อกัน
เกิน 2 คันติดต่อกันก็จะต้องมีการท�าความสะอาด 
หัวปืนพ่นสี	 จึงจ�าเป็นต้องนับเป็นหนึ่งครั้ง	 เนื่องจาก
ถ้าไม่ท�าความสะอาดหัวปืนพ่นสีจะท�าให้ได้สีท่ีไม่มี
คุณภาพ	 โดยพิจารณาแบบนี้ไปเรื่อยๆ	 จนครบล�าดับ
การผลิตของวันนั้น	 ซึ่งจะได้จ�านวนการเปลี่ยนแปลงส ี
ดังตารางที่	2
ตำรำงที ่2 จ�านวนการเปลีย่นแปลงของล�าดับ	ABCBCC
ล�ำดับ -1 1 2 3 4 5 6
รถยนต์ C A B C B C C
สี 1 3 1 4 2 1 2
จ�ำนวนกำรเปลีย่นแปลงสี - 1 1 1 1 1 1
รวม 6
4. กำรหำค่ำเหมำะสมที่สุดที่มีหลำยวัตถุประสงค์
	 ในการพิจารณาแก้ปัญหาท่ีมีหลายวัตถุประสงค ์
ให้มีประสิทธิภาพดีไปพร้อมกัน	 เป็นเรื่องท่ีแทบจะเป็น 
ไปไม่ได้	เพราะจะไม่มคี�าตอบท่ีดีท่ีสดุ [13], [14] จงึมกีารน�า
เทคนิคในการค้นหาเซตค�าตอบที่อยู่ในพื้นท่ีของค�าตอบ 
ที่เป็นไปได้ทั้งหมด	 (Feasible Region)	 มาแก้ปัญหา	 
ในงานวิจัยนี้เป็นการหาค่าเหมาะสมที่สุดเพื่อหาค่าที ่
น้อยที่สุด	ดังสมการที่ 5
  (5)
โดย
 	 คือเวกเตอร์ของตัวแปรตัดสินใจ
 	 คือฟังก์ชันวัตถุประสงค์ที่
	 ในงานวิจัยนี้พิจารณา 3 ฟังก์ชันวัตถุประสงค์ดังนี	้ 
1) ปรมิาณงานทีท่�าไม่เสรจ็ทีน้่อยทีส่ดุ (Minimize Utility 
Work) [11]  2)  จ�านวนรถยนต์ทีล่ะเมดิรวมน้อยท่ีสดุ	(Minimize 
the Number of  Violations) 3) จ�านวนครัง้การเปลีย่นแปลง
สีน้อยที่สุด (Minimize the Number of Color Changes)
	 โดยได้น�าเทคนิคการก�าหนดค่าความแข็งแรงด้วย
วธิเีชงิกลุม่ท่ีดีท่ีสดุ (Pareto-based Approach) ท่ีมกีารจดั
อนัดบัค�าตอบแบบพาเรโต (Pareto Ranking Approach) 
มาใช้	 ค�าตอบที่ได้จะอยู่ในรูปของกลุ่มค�าตอบที่ดีท่ีสุด	
(Pareto Optimal Set หรือ Pareto Optimal Front) ถ้า 
เวกเตอร์ของตวัแปรตดัสินใจ	X	ให้ค�าตอบท่ีดีกว่าเวกเตอร์ 
ของตัวแปรตัดสินใจ y แล้ว	จะได้ว่า	 	ส�าหรับ
ทุกค่า	 	และ	 	มีอย่างน้อย 1 ค่า
ของ	
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5. อัลกอริทึม COIN-E
 COIN มีแนวคิดหลักนั้นเป็นการศึกษาแนวทาง
ของค�าตอบที่ดี	 (Good)	 และค�าตอบที่ไม่ดี (Not Good) 
ที่เกิดขึ้นในเวลาเดียวกันเพื่อเป็นตัวก�าหนดทิศทางของ
ค�าตอบสุดท้าย	 โดยมีการสร้างตารางความน่าจะเป็น
ขึ้นมาแล้วสุ่มเลือกมาสร้างประชากรเริ่มต้น	 โดยมีการ
ปรับปรุงตารางความน่าจะเป็นตลอดเวลาในแต่ละรอบ	
โดยปรบัปรงุตามค�าตอบทีดี่และค�าตอบทีไ่ม่ดี	ถ้าเกิดเป็น
ค�าตอบทีดี่ค่าความน่าจะเป็นกจ็ะมากขึน้เพือ่ใช้ในการสุ่ม 
รอบถัดไป	 แต่ถ้าค�าตอบไม่ดีค่าความน่าจะเป็นก็จะถูก 
ลดลงเพื่อจะได้สุ่มเจอน้อยลงในรอบถัดไป [10] โดยม ี
ขัน้ตอนการท�างานดังรูปที่ 1
รูปที่ 1	ขั้นตอนการท�างานอัลกอริทึม COIN-E
	 งานวิจัยนี้ได้น�าแนวคิดของ COIN มาประยุกต์ใน
การหาค�าตอบท่ีเหมาะสมเป็นอลักอรทึิม COIN-E โดยใน 
ขัน้ตอนการสร้างตารางความน่าจะเป็นร่วมจะแตกต่างกัน 
จากเดิมวิธีการ COIN จะใช้ตารางความน่าจะเป็นร่วม
เพียงตารางเดียวในการเลือกเดินเพื่อน�าไปสู่ค�าตอบท่ี
เหมาะสม	แต่ของ COIN-E จะเพิ่มตารางความน่าจะเป็น
ร่วมเพิม่มาอกี 3 ตารางทีไ่ด้มาจากการหาค�าตอบของแต่ละ
วตัถปุระสงค์	โดยน�าค�าตอบของแต่ละวตัถปุระสงค์ท่ีดีและ
ไม่ดีมากระท�าในขั้นตอนการสร้างตารางความน่าจะเป็น	 
ดังนัน้ COIN-E จะมตีารางความน่าจะเป็นร่วมรวมทัง้หมด 
4 ตารางที่เกิดจากการขั้นตอนการปรับปรุงตารางความ
น่าจะเป็นคือ 1) ตารางวิธีการแบบ COIN 2) ตารางจาก
วตัถปุระสงค์แรก 3) ตารางจากวตัถปุระสงค์สอง 4) ตาราง
จากวัตถุประสงค์สาม	เพื่อจะท�าให้ได้ค�าตอบที่เหมาะสม 
และค�าตอบทีไ่ด้กจ็ะมกีารกระจายตวัของค�าตอบมากกว่า
วิธีการ COIN แบบเดิม	 ซึ่ง COIN-E จะแบ่งการสุ่ม
ในแต่ละรอบคือจากตาราง COIN มาร้อยละ 70 ของ
ประชากรทั้งหมด	 และสุ่มจากตารางค�าตอบของแต่ละ
วตัถปุระสงค์รวมกนัร้อยละ 30 ของประชากรทัง้หมด	โดย
เป็นร้อยละที่เหมาะสมท่ีได้จากการท�าการทดลองโดยใช้
วธิ ีPilot Run ในการหาร้อยละความเหมาะสมทีส่ดุทีจ่ะท�า
ให้อัลกอริทึมของ COIN-E มีประสิทธิภาพสูงสุด	
	 ขั้นตอนของการท�างาน COIN-E ที่ใช้ในงานวิจัยมี
ดังนี้
 ขั้นที่ 1 สร้างสตริงค�าตอบ	
	 การสร้างสตริงค�าตอบเบื้องต้นในรอบแรกจะใช้
วิธีการสุ่มด้วยความน่าจะเป็นที่เท่ากัน	 แต่ในรอบถัดไป 
จะสุ่มจากตารางความน่าจะเป็นร่วมจากตาราง COIN 
มาร้อยละ 70 ของประชากรท้ังหมด	 และอีกร้อยละ 30 
จะมาจากตารางความน่าจะเป็นร่วมของแต่ละวตัถปุระสงค์	 
ปัญหาตวัอย่างได้ก�าหนดค่า MPS = 1:2:3 แสดงว่าในการ
จัดล�าดับการผลิตนี้จะมีรถยนต์	A	จ�านวน 1 คัน	รถยนต์	
B	จ�านวน 2 คัน	และรถยนต์	C	จ�านวน 3 คัน	จะมีความ
ยาวของล�าดับการผลิตเท่ากับ 6 จากนั้นก็ท�าการให้รหัส
ประจ�าตวัของรถแต่ละคันและก�าหนดสีให้รถยนต์แต่ละคัน	 
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ดังตารางที่ 3 โดยล�าดับการผลิตของวันก่อนหน้าคือ 
C-A-C สีที่พ่นในล�าดับสุดท้ายของวัดก่อนหน้าคือ	สีที่ 1 
และล�าดับการผลติของวนัถดัไปคือ B-A-C แล้วท�าการสุม่
สตริงค�าตอบเริ่มต้นมาจ�านวน 5 สตริงค�าตอบดังตาราง
ที่ 4 แล้วท�าการคัดลอกสตริงค�าตอบไว้ในสตริงค�าตอบ
ชั่วคราว
ตำรำงที่ 3	รหัสงานผลิตภัณฑ์
Model Sequence A B B C C C
String 1 2 3 4 5 6
สี 3 1 2 4 1 2
ตำรำงที่ 4	สตริงค�าตอบเริ่มต้นที่ได้จากการสุ่ม
Strings Model Sequences
1 1 3 4 2 6 5
2 2 5 4 1 3 6
3 1 6 5 3 2 4
4 5 1 3 2 4 6
5 3 2 6 1 4 5
 ขั้นที่ 2	ประเมินค่าฟังก์ชันวัตถุประสงค์
	 การน�าเอาสตริงค�าตอบท่ีได้จากการสุ่มมาหาค่า
ฟังก์ชันวัตถุประสงค์	 ก�าหนดค่าความแข็งแรงของสตริง
ค�าตอบด้วยวิธี Non-Dominated Sorting และก�าหนดค่า
ความหนาแน่นด้วยวิธี	Crowding Distance [16] ได้ค่า 
ดังตารางที่ 5
ตำรำงที่ 5	ค่าความหนาแน่นของสตริงค�าตอบ
Strings Utility 
Work
The Number 
of Violations
Color 
Changes
Fitness Crowding 
Distance
1 23.6596 11 6 2 Infinity
2 23.6883 11 4 1 3.0000
3 23.3394 12 6 1 Infinity
4 23.8388 12 5 2 Infinity
5 23.3681 11 6 1 3.0000
 ขั้นที่ 3	สร้างตารางความน่าจะเป็น
	 การสร้างตารางความน่าจะเป็นร่วมจะสร้างขึ้น
มาโดยพิจารณาจากรถยนต์ที่ต้องผลิต	 ซึ่งในท่ีนี้ MPS 
เท่ากับ 1:2:3 หรือความยาวเท่ากับ 6 หน่วย	ดังนั้นขนาด
ของตารางเมทริกซ์ความน่าจะเป็นร่วมคือ 6×6 โดยการ
ก�าหนดค่าความน่าจะเป็นในตารางเมทรกิซ์เริม่แรก	โดยที่
การเริ่มต้นค่าความน่าจะเป็นในการถูกสุ่มเลือกเท่ากัน 
ท้ังหมดซึ่งมีค่าเท่ากับ	 	 เมื่อ n คือ	
จ�านวนผลิตภัณฑ์ทั้งหมด	โดยจะมีทั้งหมด 4 ตาราง	คือ 
1) ตารางวิธีการแบบ COIN คือ	พิจารณาจากค่า Fitness 
ในการปรับปรุงตารางความน่าจะเป็นร่วม 2) ตารางจาก
วัตถุประสงค์แรกคือ	การน�าค�าตอบของวัตถุประสงค์แรก
มาเรยีงจากน้อยไปหามากทีส่ดุ 3) ตารางจากวตัถปุระสงค์
ที่สองคือ	 การน�าค�าตอบของวัตถุประสงค์ที่สองมาเรียง
จากน้อยไปหามากท่ีสุด 4)	 ตารางจากวัตถุประสงค์ 
ที่สามคือ	 การน�าค�าตอบของวัตถุประสงค์ที่สามมาเรียง
จากน้อยไปหามากที่สุด	
 ขั้นที่ 4 คัดเลือกสตริงค�าตอบที่ดีและไม่ดี
	 สตรงิค�าตอบท่ีดีจะท�าการเพิม่ค่าความน่าจะเป็นร่วม	 
ในทางตรงกันข้ามสตริงค�าตอบท่ีไม่ดีจะท�าการลดค่า 
ความน่าจะเป็นร่วม
 ขั้นที่ 5 ปรับปรุงตารางค่าความน่าจะเป็น
	 การปรบัปรงุความน่าจะเป็นในตารางความน่าจะเป็นร่วม 
เป็นขั้นตอนที่ส�าคัญที่สุด	 เพื่อให้รางวัล	 (Reward) หรือ
เพิ่มโอกาสค่าความน่าจะเป็นในการสุ่มเลือกผลิตภัณฑ์ 
ในรอบถัดไป	 ในทางตรงกันข้ามถ้าลงโทษ	 (Punish) 
หรือลดค่าความน่าจะเป็นในการสุ่มเลือกผลิตภัณฑ์ใน
รอบถัดไป
ปรับปรุงตำรำงควำมน่ำจะเป็นร่วมแบบ COIN 
	 เริม่ต้นจะพจิารณาปรบัปรงุจากตารางแรกคือ	ตาราง
ค่าความน่าจะเป็นร่วมโดยพิจารณาจากค่า Fitness จาก
ตารางที่ 5 จะพบว่ามีสตริงค�าตอบที่ดีหรือมีค่า Fitness 
น้อยที่สุดอยู่ 3 สตริงค�าตอบ	จึงท�าการให้รางวัลหรือเพิ่ม
โอกาสค่าความน่าจะเป็น	 ในทางตรงกันข้ามจะพบว่ามี
สตริงค�าตอบที่ไม่ดีหรือมีค่า Fitness มากที่สุดอยู่ 2 สตริง
ค�าตอบจึงท�าการลงโทษหรือลงโอกาสในการสุ่มเจอใน
รอบถัดไป
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	 กรณสีตรงิค�าตอบทีม่คี�าตอบทีดี่จะพจิารณาปรบัปรงุ
ไปทีละสตริงค�าตอบ	โดยเริ่มที่สตริงค�าตอบที่ 2 คือ	2, 5, 
4, 1, 3, 6 ท�าการปรับปรุงตารางความน่าจะเป็นร่วม	ซึ่ง 
รถยนต์อนัดับแรกท่ีถกูเลอืกลงในสตรงิค�าตอบท่ี	คือ	รหสั	
2 (รถยนต์รุ่น B) และรถยนต์ล�าดับที่สองที่ถูกเลือกลงใน
สตริงค�าตอบที่ 2 คือ	 รหัส 5 (รถยนต์รุ่น C) ท�าการให้
รางวลัหรอืเพิม่ค่าความน่าจะเป็นร่วมท่ีต�าแหน่ง (รถยนต์
คนแรกที่สุ่ม,รถยนต์คันที่สองที่สุ่มเจอ) คือคู่ล�าดับ (2,5) 
ในตารางเมทริกซ์ความน่าจะเป็นร่วม	 โดยเพิ่มค่าความ
น่าจะเป็นเท่ากับ	 โดยเพิ่มค่าความน่าจะเป็นเท่ากับ 
 (เมื่อ	 k คือค่าพารามิเตอร์ในการให้ 
รางวลัทีก่�าหนดไว้เบือ้งต้น) และลดค่าความน่าจะเป็นของ
คู่ล�าดับท้ังหมด	 (รวมท้ังคู่ล�าดับ (2, 5)) ในแถวเดียวกัน
คือ (2, 1), (2, 3)… (2, 6) โดยลดค่าความน่าจะเป็น	
	 ซึ่งค่าดังกล่าวจะมีค่าเท่ากับ 
ค่าความน่าจะเป็นที่จะเพิ่มให้คู่ล�าดับ (2, 5) นั้นเอง	
	 ต่อจากนั้นผลิตภัณฑ์อันดับสามท่ีถูกเลือกลงสตริง
ค�าตอบทีดี่ตวัแรกต่อจากรหสั 5 (รถยนต์รุน่ C) คอื	รหสั	4 
(รถยนต์รุ่น	C) ดังนั้นจะท�าการให้รางวัล (Reward) หรือ 
เพิม่ค่าความน่าจะเป็นในตารางเมทรกิซ์ความน่าจะเป็นร่วม 
ที่ต�าแหน่ง	 พิจารณาแบบนี้ไปจนครบสตริงค�าตอบที่ดี	 
จะได้ตารางความน่าจะเป็นร่วมที่ได้ปรับปรุง
	 กรณีสตริงค�าตอบท่ีมีค�าตอบท่ีไม่ดีจะพิจารณา
ปรับปรุงไปทีละสตริงค�าตอบ	โดยเริ่มที่สตริงค�าตอบที่	1 
คอื 1, 3, 4, 2, 6, 5	ท�าการปรบัปรงุตารางความน่าจะเป็นร่วม	 
ซึง่รถยนต์อนัดับแรกทีถ่กูเลอืกลงในสตรงิค�าตอบที	่1	คอื	
รหสั 1 (รถยนต์รุน่ A) และรถยนต์ล�าดับท่ีสองท่ีถกูเลอืกลง
ในสตรงิค�าตอบที ่1 คือ	รหสั	3 (รถยนต์รุน่ B) ท�าการลงโทษ
หรอืลดค่าความน่าจะเป็นร่วมทีต่�าแหน่ง	(รถยนต์คนแรก
ทีสุ่ม่,รถยนต์คันทีส่องทีสุ่ม่เจอ) คอืคูล่�าดับ (1,3) ในตาราง
เมทริกซ์ความน่าจะเป็นร่วมได้โดยลดค่าความน่าจะเป็น
เท่ากับ	 	 และเพิ่มค่าความน่าจะเป็น 
ของคู่ล�าดับทั้งหมด (รวมทั้งคู ่ล�าดับ (1, 3)) ในแถว
เดียวกันคือ (1, 2), (1, 3) … (1, 6) โดยเพิ่มค่าความ
น่าจะเป็นคู ่ล�าดับเท่ากับค่าความน่าจะเป็นท่ีลดจาก 
คู่ล�าดับเท่ากับ	 	ซึ่งค่าดังกล่าว 
จะมีค่าเท่ากับค่าความน่าจะเป็นที่ลดจากคู่ล�าดับ	 (1, 3) 
นั้นเอง	 โดยค่าความน่าจะเป็นของคู่ล�าดับต่างๆ	 อ้างอิง
จากตารางเมทริกซ์ความน่าจะเป็นร่วมหลังการปรับปรุง
จากสตริงค�าตอบท่ีมีค�าตอบที่ดี	 ซึ่งพิจารณาแบบนี้ 
ไปเรื่อยๆ	 จนครบสตริงค�าตอบที่ไม่ดี	 ก็จะได้ตารางค่า
ความน่าจะเป็นร่วมท่ีได้ผ่านการให้รางวัลและลงโทษ
สตริงค�าตอบที่ดีและไม่ดี	ได้ผลดังตารางที่ 6
ตำรำงที่ 6	ตารางเมทริกซ์ความน่าจะเป็นร่วมหลังจาก 
	 การปรับปรุงจากตารางความน่าจะเป็นแบบ	 
 COIN
From/To 1 2 3 4 5 6
1 0 0.196 0.176 0.216 0.196 0.216
2 0.196 0 0.196 0.196 0.216 0.196
3 0.196 0.216 0 0.176 0.196 0.216
4 0.220 0.180 0.200 0 0.220 0.180
5 0.176 0.196 0.216 0.216 0 0.196
6 0.216 0.196 0.196 0.196 0.196 0
ปรับปรุงตำรำงของแต่ละวัตถุประสงค์
	 ตารางวตัถปุระสงค์ท่ี 1 คือ	วตัถปุระสงค์ของปรมิาณ
งานที่ท�าไม่เสร็จ	โดยน�าค่าวัตถุประสงค์ที่ 1 มาเรียงจาก
ค่าน้อยที่สุดไปยังมากที่สุด	จากตารางที่ 5 จะเรียงล�าดับ
สตรงิค�าตอบท่ีมค่ีาน้อยทีส่ดุไปมากทีส่ดุคอื	สตรงิค�าตอบ 
ที ่3, 5, 1, 2 และ 4 มค่ีาเท่ากบั 23.3394, 23.3681, 23.6596, 
23.6883 และ 23.8388 ตามล�าดับ	จะเห็นว่าสตริงค�าตอบ
ที่อยู่ในกลุ่มค�าตอบที่ดีคือ	สตริงค�าตอบที่	3	โดยมีล�าดับ 
การผลติเท่ากับ	1, 6, 5, 3, 2, 4	จงึน�าสตรงิค�าตอบนีไ้ปท�าการ 
ให้รางวลัหรอืเพิม่โอกาสค่าความน่าจะเป็น	ในทางตรงกัน
ข้ามสตรงิค�าตอบทีม่กีลุม่ค�าตอบท่ีไม่ดีคือ	สตรงิค�าตอบที ่4 
โดยมลี�าดับการผลติเท่ากับ	5,  1,  3,  2,  4,  6  ไปท�าการลงโทษ 
หรือลดค่าความน่าจะเป็น	 โดยการค�านวณปรับปรุงค่า
ตารางความน่าจะเป็นจะมีวิธีการค�านวณเหมือนตาราง
ความน่าจะเป็นร่วมจากค่า Fitness ท่ีผ่านมา	 หลังจาก
ปรับปรุงตารางความน่าจะเป็นของกลุ่มค�าตอบที่ดีและ 
ไม่ดีจากวัตถุประสงค์ท่ี 1 ได้ค่าดังตารางท่ี 7 ในท�านอง
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เดียวกันในอกีสองวตัถปุระสงค์คอื	ตารางวตัถปุระสงค์ท่ี 2 
คือ	วตัถปุระสงค์ของจ�านวนรถยนต์ทีล่ะเมดิรวมของตวัเลอืก	 
โดยน�าค่าวัตถุประสงค์ที่ 2 มาเรียงจากค่าน้อยที่สุดไปยัง
มากที่สุด	 และตารางวัตถุประสงค์ท่ี 3 คือ	 วัตถุประสงค์
ของจ�านวนการเปลีย่นแปลงส	ีโดยน�าค่าวตัถปุระสงค์ที ่3 
มาเรียงจากค่าน้อยที่สุดไปยังมากที่สุด	หลังจากปรับปรุง
ตารางความน่าจะเป็นของกลุ่มค�าตอบท่ีดีและไม่ดีจาก
วัตถุประสงค์ที่ 2 และ 3 ได้ค่าดังตารางที่ 8 และ 9 
ตำรำงที่ 7 ตารางเมทริกซ์ความน่าจะเป็นร่วมหลังจาก 
	 การปรับปรุงจากตารางความน่าจะเป็นของ 
	 วัตถุประสงค์ที่	1
From/To 1 2 3 4 5 6
1 0 0.200 0.180 0.200 0.200 0.220
2 0.200 0 0.200 0.200 0.200 0.200
3 0.200 0.200 0 0.200 0.200 0.200
4 0.204 0.204 0.204 0 0.204 0.184
5 0.180 0.200 0.220 0.200 0 0.200
6 0.196 0.196 0.196 0.196 0.216 0
ตำรำงที่ 8 ตารางเมทริกซ์ความน่าจะเป็นร่วมหลังจาก 
	 การปรับปรุงจากตารางความน่าจะเป็นของ 
	 วัตถุประสงค์ที่	2
From/To 1 2 3 4 5 6
1 0 0.196 0.216 0.216 0.196 0.176
2 0.196 0 0.196 0.156 0.216 0.236
3 0.196 0.176 0 0.216 0.196 0.216
4 0.212 0.212 0.192 0 0.212 0.172
5 0.184 0.204 0.184 0.224 0 0.204
6 0.216 0.196 0.196 0.196 0.196 0
ตำรำงที่ 9 ตารางเมทริกซ์ความน่าจะเป็นร่วมหลังจาก 
	 การปรับปรุงจากตารางความน่าจะเป็นของ 
	 วัตถุประสงค์ที่ 3
From/To 1 2 3 4 5 6
1 0 0.208 0.208 0.188 0.208 0.188
2 0.208 0 0.208 0.188 0.228 0.168
3 0.208 0.168 0 0.188 0.208 0.228
4 0.224 0.184 0.204 0 0.184 0.204
5 0.200 0.200 0.180 0.220 0 0.200
6 0.192 0.212 0.212 0.212 0.172 0
 ขั้นที่ 6	เก็บสตริงค�าตอบที่ดีที่สุด
	 ใช้เทคนิคการเก็บค่าที่ดีที่สุดคัดเลือกกลุ่มสตริง 
ค�าตอบทีดี่ทีส่ดุในรอบการท�างานปัจจบุนั	และน�าไปรวมกับ 
กลุ่มสตริงค�าตอบที่ดีที่สุดในรอบก่อนหน้า	 แล้วน�าไปจัด 
อันดับสตริงค�าตอบด้วยวิธี Non-dominated Sorting 
ท�าการเก็บสตริงค�าตอบท่ีมีค่าความแข็งแรงมากที่สุด
เข้าสู่กลุ่มสตริงค�าตอบที่ดีที่สุดแทนกลุ่มในรอบก่อนหน้า	 
หลังจากนั้นสร้างประชากรในรอบถัดไป	 โดยเลือกจาก 
ตารางของ	COIN จะสุ่มเลือกมาร้อยละ 70 ของประชากร 
ทัง้หมด	และจากตารางความน่าจะเป็นของแต่ละวตัถปุระสงค์ 
อีกร้อยละ 30 ของประชากรทั้งหมด
 ขั้นที่ 7 การวนซ�้าและหยุดกระบวนการท�างาน
	 ท�าการวนซ�้าตั้งแต่ขั้นตอนที่	2	 จนกระทั่งครบตาม
จ�านวนรอบการท�างานที่ก�าหนด
6. กำรทดลอง
	 ในการทดลองจะใช้ปัญหามาตรฐานในการจดัล�าดับ
การผลิตของ Mcmullen [17] และ Mansouri [18] มี 
รายละเอยีดดังแสดงในตารางที ่10 ทัง้หมด 11 ปัญหา	โดย
จะแบ่งเป็นปัญหาขนาดเลก็	ปัญหาขนาดกลาง	และปัญหา
ขนาดใหญ่	มคีวามแตกต่างกันในเรือ่งของขัน้งาน	16, 24, 
65, 70, 148 และ 205 ขั้นงาน	มีจ�านวนผลิตภัณฑ์ 5, 10 
และ	15 ผลิตภัณฑ์	มีตัวเลือกของรถยนต์ตั้งแต่ 2 จนถึง 
10 ตัวเลือกรถยนต์	โดยอัตราส่วน p/q จะอ้างอิงจากงาน
วิจัยก่อนหน้า [5] ดังตารางท่ี 11 มีสีเริ่มแรก	 ล�าดับการ
ผลติก่อนหน้าและถดัไป	ดังตารางที ่12 มจี�านวนสี 4, 8, 10 
และ	15	สี	และมีความแตกต่างของความต้องการสัดส่วน
ผลติภณัฑ์ทีแ่ตกต่างกัน	โดยงานวจิยันีม้กีารน�าอลักอรทิมึ 
NSGA-II, DPSO, BBO	และ COIN มาเปรียบเทียบกับ
อัลกอริทึม COIN-E
6.1 ตัววัดสมรรถนะ
	 ในการเปรยีบเทียบสมรรถนะของอลักอรทิมึ COIN-E 
COIN BBO DPSO และ NSGA-II โดยจะใช้ตัวแปร 
ตอบสนอง 4 ตวัในการวเิคราะห์	คอื	การลูเ่ข้าสู่กลุม่ค�าตอบ 
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ที่แท้จริง (Convergence to the Pareto Optimal Set) 
[19] การกระจายตัวของกลุ่มค�าตอบที่ค้นพบ	 (Spread 
Measurement) [20] อัตราส่วนของจ�านวนกลุ่มค�าตอบ
ที่ค้นพบเทียบกับกลุ่มค�าตอบที่แท้จริง (Raito of Non-
dominate Solution) [20] และเวลาที่ใช้ในการค�านวณ 
(Computation Time to Solution)
6.2 กำรก�ำหนดค่ำพำรำมิเตอร์
	 เนื่องจากปัญหาท่ีใช้ในการวิจัยมีความหลากหลาย
และแตกต่างกัน 11 ปัญหา	 จึงต้องมีการท�าการทดสอบ
ค่าพารามิเตอร์ที่เหมาะสมส�าหรับแต่ละปัญหาเพื่อท�าให้
ได้ค�าตอบที่มีประสิทธิภาพในการหาค�าตอบ	ซึ่งในแต่ละ
อัลกอริทึมมีการท�าการทดสอบพารามิเตอร์โดยท�าการ
ออกแบบการทดลองแบบ Full Factorial Design ท�าซ�้า	
2 Replicate ปัญหาการทดลอง Set 1-4 จ�านวนรอบการ
ท�างาน	1000	รอบ	และปัญหาการทดลอง Set 5 และ Set 6 
จ�านวนรอบการท�างาน 2000 รอบ	อัลกอริทึม NSGA-II 
ก�าหนดค่าพารามิเตอร์จากการอ้างอิงงานวิจัยท่ีผ่านมา	
อัลกอริทึม DPSO มีการท�าการทดสอบพารามิเตอร์ของ
จ�านวนฝูงและจ�านวนอนุภาคในฝูง	แบบเป็น	3	ระดับ	คือ	
ระดับที	่1 (4-25) คอืมจี�านวนฝงู 4 ฝงูและ 25 อนภุาคในฝงู	
ระดับที่ 2 (5-20) และระดับที่ 3 (10-10) อัลกอริทึม	BBO 
มีการท�าการทดสอบพารามิเตอร์ของรูปแบบการอพยพ
แบบเป็น 2 แบบ	คอื Linear และ Sinusoidal และมกี�าหนด
จากค่าพารามิเตอร์จากการอ้างอิงงานวิจัยที่ผ่านมา	 
อัลกอริทึม COIN มีการท�าการทดสอบพารามิเตอร์ของ
ความน่าจะเป็นท่ีใช้ในการปรบัปรงุตารางความน่าจะเป็น
ร่วม	แบ่งเป็น 3 ระดับคือ	ระดับที ่1 ความน่าจะเป็นในการ
ปรบัปรงุเท่ากับ 0.010 ระดับท่ี 2 เท่ากับ 0.125 และระดับที ่3 
เท่ากับ 0.150 อัลกอริทึม COIN-E จะมีพารามิเตอร์ของ
ความน่าจะเป็นท่ีใช้ในการปรบัปรงุตารางความน่าจะเป็น	 
โดยจะใช้การอ้างองิจากอลักอรทึิม COIN และพารามเิตอร์
ทีจ่ะใช้สุม่จ�านวนประชากรจากตารางความน่าจะเป็นของ
แต่ละวตัถปุระสงค์	แบ่งเป็น 3 ระดับคอื	ระดับที ่1 (50-25-25) 
คอื	ในแต่ละสตรงิค�าตอบจะสุ่มจากตารางวตัถปุระสงค์ที ่1 
มาร้อยละ 50 จากตารางวัตถุประสงค์ที่ 2 ร้อยละ 25 และ
จากตารางวัตถุประสงค์ที่ 3 ร้อยละ 25 จนครบจ�านวน
สตริงค�าตอบท้ังส้ินร้อยละ	 30 ของประชากรท้ังหมด	
ระดับท่ี 2 (25-50-25) และระดับที่	 3 (25-25-50)	 ซึ่งมี
รายละเอียดดังแสดงในตารางที่ 13 โดยการรันโปรแกรม 
Matlab 2009a บนคอมพิวเตอร์	 Intel(R) CoreTM i7-
2670QM CPU@ 2.2GHz Ram 4 GB Window7
ตำรำงที่ 10 ปัญหาที่ใช้ในการวิจัย
ปัญหำกำร
ทดลอง
จ�ำนวนรุ่น
รถยนต์
สัดส่วนผลิตภัณฑ์ (MPS)
ควำมยำว
สตริง
จ�ำนวนสี
รถยนต์
(ซ�้ำไม่เกิน)
จ�ำนวนตัว
เลือก
Options
Set 1
1 5 5:3:2:1:1 12 4(2) 2
2 5 4:4:2:1:1 12 4(2) 2
Set 2
3 5 7:3:2:2:1 15 4(2) 4
4 5 4:3:3:3:2 15 4(2) 4
Set 3
5 5 8:7:2:2:1 20 4(2) 7
6 5 5:4:4:4:3 20 4(2) 7
Set 4
7 10 7:5:1:1:1:1:1:1:1:1 20 8(4) 8
8 10 4:4:4:2:1:1:1:1:1:1 20 8(4) 8
Set 5
9 15 20:20:20:15:15:1:1:1:1:1:1:1:1:1:1 100 10(5) 10
10 15 15:15:10:10:10:10:10:10:4:1:1:1:1:1:1 100 10(5) 10
Set 6 15 20:20:20:15:15:10:20:10:5:20:5:10:10:10:10 200 15(7) 10
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ตำรำงที่ 11 ตัวเลือกรถยนต์และอัตราส่วนการผลิตในล�าดับการผลิตย่อย	
Option p/q A B C D E F G H I J K L M N O
Option#1 2/3            
Option#2 1/2         
Option#3 17/30          
Option#4 1/2        
Option#5 3/5           
Option#6 39/43             
Option#7 10/15       
Option#8 6/30 
Option#9 2/15  
Option#10 4/9       
ตำรำงที่ 12 สี	ล�าดับการผลิตก่อนหน้าและล�าดับถัดไป
Set สีเริ่มแรก รหัสรถยนต์ที่ผลิตล�ำดับก่อนหน้ำ รหัสรถยนต์ที่ผลิตล�ำดับถัดไป
1 1 4,1 1,5
2 2 2,1 4,1
3 1 1,5,1,2,4,3,4,2,2 4,3,1,3,4,3,2,5,5
4 5 3,1,10,7,4,7,8,4,7,3,10,8,2,5 10,6,7,7,10,2,5,4,7,9,5,9,4,6
5และ6 2 5,11,9,6,6,4,13,2,6,2,14,1,4,6,14,8,4,5,14,1,3,12,3,8,5,14,13,15,6,8,12,6,14,7,1,3,6,1,13,14,1,4
4,3,4,15,15,15,5,1,12,2,2,14,6,7,1,12,10,1,7,3,3,8,14,
11,2,9,5,11,8,9,9,5,15,2,2,12,5,15,4,9,1,13
ตำรำงที่ 13 ค่าพารามิเตอร์ของอัลกอริทึม
Set
NSGA-II DPSO BBO COIN COIN-E
Pc Pm Swarm (Particles) Migration Mutation Prob Prob(Ramdom)
Set 1.1
1.0 0.01
4(25) Linear
0.01
0.150 0.150(25-50-25)
Set 1.2 10(10) Sinusoidal 0.100 0.100(50-25-25)
Set 2.1 5(20) Sinusoidal 0.150 0.150(50-25-25)
Set 2.2 10(10) Sinusoidal 0.100 0.100(50-25-25)
Set 3.1 10(10) Linear 0.150 0.150(25-25-50)
Set 3.2 5(20) Sinusoidal 0.100 0.100(50-25-25)
Set 4.1 4(25) Linear 0.125 0.125(25-25-50)
Set 4.2 4(25) Linear 0.150 0.150(25-25-50)
Set 5.1 10(10) Sinusoidal 0.125 0.125(25-50-25)
Set 5.2 10(10) Linear 0.100 0.100(50-25-25)
Set 6 5(20) Linear 0.125 0.125(25-50-25)
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6.3 ผลกำรทดลอง
	 จากผลการทดลองดังแสดงในตารางที่ 14 เมื่อ
พิจารณาโดยการน�ามาเปรียบเทียบเป็นค่าเปอร์เซ็นต ์
ดังตารางที ่15 และรปูที ่2 ผลการทดลองตวัชีว้ดัสมรรถนะ
ด้านการลู่เข้าสู่กลุ่มค�าตอบที่แท้จริง	พบว่าส่วนใหญ่ของ
ทกุปัญหา COIN-E นัน้มค่ีาการลูเ่ข้าสูก่ลุม่ค�าตอบทีแ่ท้จรงิ 
เข้าใกล้ 0 มากท่ีสดุ 91.85 เปอร์เซน็ต์	ค่าเบีย่งเบนมาตรฐาน 
เท่ากับ 5.39 ส่วน DPSO เป็นวิธีการที่มีค่าการลู่เข้าสู ่
ค�าตอบที่แท้จริงน้อยที่สุดมีค่าเท่ากับ 56.11 เปอร์เซ็นต	์
ค่าเบี่ยงเบนมาตรฐานเท่ากับ 15.85 ส่วนการพิจารณา 
ตัวชี้วัดสมรรถนะด้านการกระจายของกลุ ่มค�าตอบที่ 
ค้นพบ	พบว่าทกุอลักอรทึิมมกีารกระจายของกลุม่ค�าตอบ
ที่ไม่แตกต่างกัน	 โดย COIN-E มีการกระจายของกลุ่ม 
ค�าตอบที่เข้าใกล้ 0 ที่มากที่สุดเท่ากับ 51.08 เปอร์เซ็นต์	 
ค่าเบีย่งเบนมาตรฐานเท่ากบั 14.66 ส่วน NSGA-II มกีาร 
กระจายของกลุม่ค�าตอบทีน้่อยท่ีสุดเท่ากับ 41.17 เปอร์เซน็ต์	 
ค่าเบี่ยงเบนมาตรฐานเท่ากับ	13.28 ในการพิจารณาด้าน
อัตราส่วนของจ�านวนกลุ่มค�าตอบท่ีค้นพบเทียบเท่ากลุ่ม
ค�าตอบท่ีแท้จริง	 พบว่าวิธี	COIN-E	 มีค่าอัตราส่วนเข้า
ใกล้ค่า 1 มากที่สุดเท่ากับ	57.48	เปอร์เซ็นต์	ค่าเบี่ยงเบน
มาตรฐานเท่ากับ 29.09 ส่วน DPSO	มีค่าอัตราส่วนน้อย
ที่สุดเท่ากับ 0	 เปอร์เซ็นต์	 ค่าเบี่ยงเบนมาตรฐานเท่ากับ 
0 และเมื่อพิจารณาด้านเวลาในการค้นหาค�าตอบ	พบว่า
วิธี DPSO ใช้เวลาในการค้นหาค�าตอบน้อยท่ีสุด	 ส่วน 
NSGA-II นัน้จะใช้เวลาในการค้นหาค�าตอบมากทีส่ดุ	จาก
การเปรยีบเทยีบตวัชีว้ดัสมรรถนะของทัง้ 3 อลักอรทึิมแล้ว	
พบว่าวิธี	COIN-E มีประสิทธิภาพด้านการลู่เข้าสู่กลุ่ม 
ค�าตอบ	ด้านการกระจายกลุ่มค�าตอบ	และด้านอัตราส่วน
ของจ�านวนกลุม่ค�าตอบทีค้่นพบเทียบเท่ากับกลุม่ค�าตอบ
ที่แท้จริงดีกว่า	NSGA-II, DPSO, BBO และ	COIN
รูปที่ 2	ผลการทดลอง
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ตำรำงที่ 14 ผลการทดลอง
Efficiency Algorithm
Problems
Set 1.1 Set 1.2 Set 2.1 Set 2.2 Set 3.1 Set 3.2 Set 4.1 Set 4.2 Set 5.1 Set 5.2 Set 6
Convergence
NSGAII 0.5344 0.6158 0.2646 0.1804 0.1416 0.1484 0.2367 0.2352 0.4439 0.2200 0.7945
DPSO 0.3480 0.4761 0.3393 0.3019 0.3208 0.3283 0.3150 0.4478 0.6914 0.4568 0.8026
BBO 0.8206 0.3586 0.1216 0.1144 0.1537 0.1025 0.1042 0.2112 0.5284 0.3727 0.2146
COIN 0.0000 0.0000 0.0279 0.0553 0.1867 0.1102 0.1187 0.0739 0.1779 0.0947 0.2000
COIN-E 0.0000 0.0438 0.0166 0.0455 0.1011 0.1175 0.0871 0.0602 0.1328 0.0947 0.1975
Spread
NSGAII 0.7299 0.6667 0.2939 0.4176 0.6892 0.5882 0.4938 0.5927 0.7351 0.6927 0.5715
DPSO 0.5066 0.4915 0.3989 0.5327 0.4854 0.4802 0.4414 0.4615 0.5502 0.5793 0.5119
BBO 0.6667 0.4479 0.5664 0.5564 0.5323 0.5612 0.4927 0.6513 0.5898 0.5289 0.5607
COIN 0.7016 0.3528 0.4391 0.5144 0.4767 0.4604 0.4560 0.3999 0.5723 0.6294 0.6258
COIN-E 0.5142 0.2667 0.6527 0.3903 0.4951 0.1905 0.6215 0.4505 0.5430 0.6165 0.6394
Ratio
NSGAII 0.0000 0.1429 0.0000 0.0400 0.3333 0.0952 0.0000 0.0238 0.1750 0.6008 0.0000
DPSO 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
BBO 0.1429 0.2857 0.1176 0.1200 0.3333 0.3333 0.3438 0.0714 0.0000 0.0000 0.5976
COIN 1.0000 1.0000 0.8235 0.3600 0.2917 0.4048 0.4063 0.4286 0.0375 0.2253 0.3028
COIN-E 1.0000 0.8571 0.8824 0.6400 0.2083 0.6417 0.5000 0.5238 0.7875 0.1779 0.1036
Time(s)
NSGAII 291.45 134.00 753.09 691.92 1653.92 2026.50 2364.12 3040.57 392825.6 456531.1 727161.8
DPSO 122.21 82.02 203.40 155.21 414.76 334.67 667.35 291.36 6176.7 10055.9 16251.6
BBO 197.57 221.75 473.99 702.30 682.40 2335.69 2004.88 1831.17 43565.6 48088.2 574821.9
COIN 163.33 151.06 339.30 695.70 1188.52 1665.67 2251.20 3106.74 297650.1 393347.7 619731.3
COIN-E 125.49 148.62 367.49 453.71 1067.93 1215.84 2193.88 2557.13 271015.0 274804.9 688429.6
ตำรำงที่ 15 ผลการเปรียบเทียบการทดลองของแต่ละอัลกอริทึม
Efficiency Algorithm
Problems
Set 
1.1
Set 
1.2
Set 
2.1
Set 
2.2
Set 
3.1
Set 
3.2
Set 
4.1
Set 
4.2
Set 
5.1
Set 
5.2 Set 6 % Std.
Convergence
NSGAII 46.56 38.42 73.54 81.96 85.84 85.16 76.33 76.48 55.61 78 20.55 65.31 19.87
DPSO 65.20 52.39 66.07 69.81 67.92 67.17 68.5 55.22 30.86 54.32 19.74 56.11 15.85
BBO 17.94 64.14 87.84 88.56 84.63 89.75 89.58 78.88 47.16 62.73 78.54 71.79 21.50
COIN 100 100 97.21 94.47 81.33 88.98 88.13 92.61 82.21 90.53 80 90.50 6.85
COIN-E 100 95.62 98.34 95.45 89.89 88.25 91.29 93.98 86.72 90.53 80.25 91.85 5.39
Spread
NSGAII 27.01 33.33 70.61 58.24 31.08 41.18 50.62 40.73 26.49 30.73 42.85 41.17 13.28
DPSO 49.34 50.85 60.11 46.73 51.46 51.98 55.86 53.85 44.98 42.07 48.81 50.55 4.82
BBO 33.33 55.21 43.36 44.36 46.77 43.88 50.73 34.87 41.02 47.11 43.93 44.05 5.99
COIN 29.84 64.72 56.09 48.56 52.33 53.96 54.4 60.01 42.77 37.06 37.42 48.83 10.29
COIN-E 48.58 73.33 34.73 60.97 50.49 80.95 37.85 54.95 45.7 38.35 36.06 51.08 14.65
Ratio
NSGAII 0 14.29 0 4.00 33.33 9.52 0 2.38 17.5 60.08 0 12.83 17.92
DPSO 0 0 0 0 0 0 0 0 0 0 0 0 0
BBO 14.29 28.57 11.76 12.00 33.33 33.33 34.38 7.14 0 0 59.76 21.32 17.39
COIN 100 100 82.35 36.00 29.17 40.48 40.63 42.86 3.75 22.53 30.28 48.00 30.37
COIN-E 100 85.71 88.24 64.00 20.83 64.17 50.00 52.38 78.75 17.79 10.36 57.48 29.09
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7. สรุป
	 การแก้ปัญหาการจดัล�าดับการผลติรถยนต์ทีม่หีลาย
วตัถปุระสงค์บนสายการประกอบผลติภณัฑ์ผสมแบบสอง
ด้านโดยการน�าเอา	อัลกอริทึม	COIN-E	เข้ามาประยุกต์
ใช้	พบว่า	ตวัชีว้ดัสมรรถนะของค�าตอบทีไ่ด้จากอลักอรทิมึ 
COIN-E มปีระสทิธภิาพทีดี่กว่า NSGA-II, DPSO, BBO 
และ	COIN	ทั้งในด้านการลู่เข้าของกลุ่มค�าตอบที่แท้จริง	
และอัตราส่วนของจ�านวนกลุ่มค�าตอบท่ีค้นพบเทียบกับ
กลุ่มค�าตอบท่ีแท้จริง	 ส่วนด้านเวลาจะเห็นว่า COIN-E 
ส่วนใหญ่จะใช้เวลาในการหาค�าตอบทีน่อ้ยกวา่เมื่อเทยีบ	
COIN และยังแสดงให้เห็นว่า	 มีความเหมาะสมในการ 
แก้ปัญหาในงานวิจัยนี้
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