Abstract-This paper considers the transmission of scheduling information in orthogonal frequency-division multipleaccess (OFDMA)-based cellular communication systems such as the Third-Generation Partnership Project (3GPP) long-term evolution (LTE). These systems provide efficient usage of radio resources by allowing users to be dynamically scheduled in both frequency and time. This requires considerable amounts of scheduling information to be sent to the users. This paper compares two basic transmission strategies: transmitting a separate scheduling message to each user versus broadcasting a joint scheduling message to all users. Different scheduling granularities are considered, as are different scheduling algorithms. The schemes are evaluated in the context of the LTE downlink using multiuser system simulations, assuming a full-buffer situation. The results show that separate transmission of the scheduling information requires a slightly lower overhead than joint broadcasting when proportional fair scheduling is employed and the users are spread out over the cell area. The results also indicate that the scheduling granularity standardized for LTE provides a good tradeoff between scheduling granularity and overhead.
I. INTRODUCTION

A. Background and Motivation
I
N THIS paper, we are interested in the problem of joint scheduling and transmission of the scheduling information for orthogonal frequency-division multiple-access (OFDMA) systems. OFDMA is a powerful multiple-access technique that is used by many forthcoming wireless access systems such as Third Generation Partnership Project Long-Term Evolution (LTE) and Worldwide Interoperability for Microwave Access (WiMAX) [2] . OFDMA allows scheduling of users in both frequency and time by assigning them different OFDM subcarriers in different OFDM symbols. To obtain a high system throughput, users should be scheduled in the time/frequency slots in which their channel gains are large. Since the channels may quickly change in mobile wireless systems, the scheduling decisions must be rapidly and frequently made to best utilize the channel variations. The information about what time/frequency slots are assigned to each user, along with pertinent information on the transmission parameters such as the modulation format, must then be accordingly sent to the users. The scheduling of the users eventually results in a so-called scheduling map that describes the time/frequency slots that have been assigned to each user. Figs. 2 and 3 illustrate such scheduling maps, with different colors representing different users (these figures will be discussed in more detail later). Sending the information contents of this map to all users may require a substantial amount of radio resources. We are interested in efficient ways of conveying the scheduling map along with possibly other relevant information that is associated with this map. Conveying the map entails first appropriately compressing it and then adding error protection. The overall goal is to keep the amount of channel resources that are required for transmission of the scheduling map small.
The issue of compression, encoding, and transmission of the scheduling map leads to a number of intertwined problems. For example, the entire map may be encoded using a single channel code and broadcast to all users at once. This requires the channel code to have a low-enough rate so that all users can decode the map without error or with a given (small) error probability. Alternatively, a binary submap that is associated with each specific user (describing whether the user is scheduled at a particular location in the time/frequency domain) may be separately transmitted to each user. This has the advantage that the code rate can be chosen on a per-user basis. However, this scheme cannot exploit the fact that maps corresponding to different users are correlated. This correlation among individual scheduling maps comes from the fact that users are typically not scheduled in the same time/frequency slot. For example, if user 1 is allocated a certain slot, then it is impossible for user 2 to be scheduled in the same slot [assuming that multiuser multiple input-multiple output (MIMO) is not used].
B. Related Work and Contributions
There is a substantial body of literature on joint time/ frequency resource allocation in OFDMA systems. Most of this 0018-9545/$26.00 © 2010 IEEE work deals with algorithms for scheduling and with the inherent tradeoff between system throughput (sum-rate) optimization and the notion of fairness. For example, in [3] and [4] , the resource-allocation task is defined as a real-time scheduling problem in which quality-of-service (QoS) requirements are fixed by the application. Therein, QoS is defined in terms of a data-transmission rate and a bit-error rate. The objective is to minimize the total transmit power by allocating subcarriers to the users and then determining the number of bits that should be transmitted on each subcarrier.
In most studies that deal with the resource-allocation problem, the signaling overhead due to the conveying of the scheduling assignments is ignored. We are only aware of relatively little literature addressing the signaling overhead problem. In [5] , an algorithm for compression of the control information was proposed. The compression algorithm in [5] consists of a run-length encoder, followed by a universal variable-length code. In [6] , adaptive coding and modulation (ACM) were proposed for the transmission of control information. The results show that ACM can reduce the signaling overhead, particularly in systems with short-sized data services such as voice over Internet Protocol (VoIP). Therein, an implicit assumption was that the channel is block fading (slow fading) and remains constant over one frame. However, in these studies, the fundamental impact that the signaling overhead causes on the system performance was not considered. In [7] , an analytical model for the performance evaluation of OFDMA systems was proposed. In this model, the signaling overhead that is associated with the control information was taken into account. This model, however, is suitable only for a specific application (VoIP services in IEEE 802.16e OFDMA systems). A solution to decrease the amount of control signaling overhead was proposed within the European-commission sponsored Wireless World Initiative New Radio (FP6-WINNER) Project [8] . In the proposed method, the users are grouped according to their channel gains, and all users in the same group use the same link adaptation parameters. The transmission parameters are then broadcast to each group. In [9] , an efficient algorithm for the transmission of the multicast submedium access protocols (sub-MAPs) in the IEEE 802.16e systems was proposed. The idea therein is to use ACM for the multicast sub-MAPs without requiring information on the users' channel conditions. The base station adjusts the signal-to-noise ratio (SNR) threshold for the ACM levels based on the knowledge of the previous frame. If a user has successfully decoded the data, then the base station uses a higher ACM level for the current transmission. In [10] , a method for scheduling under a constraint on the control signaling complexity was proposed. The method therein maximizes the throughput, taking into account the amount of signaling that is needed to transmit the scheduling maps to the users.
The paper that is most closely related to our work is [11] . Therein, the effect of the signaling overhead on the system throughput was studied. Reference [11] also proposed an idea to choose new scheduling assignments using the knowledge of the assignments in the previous frame and to change these assignments only if the gain in the throughput is larger than the loss due to the signaling overhead caused by the reassignment. Therein, the transmission is done within frames and consists of a downlink transmission phase and an uplink transmission phase. In the case of a reassignment, the control information is broadcast to all users within the downlink transmission phase. In this paper, we are interested in a more general downlink system model. Specifically, the downlink transmission is done within frames consisting of several OFDM symbols. In contrast to the work in [11] , the users' channel gains within a frame may change both with time and with frequency. In other words, the channel gains on each subcarrier are not necessarily constant for all OFDM symbols in each frame. In this regard, the presented model can represent radio environments that are changing rapidly. Furthermore, we consider different scheduling policies, and we also study different methods for the transmission of the scheduling assignments.
The objective of this paper is to study the fundamental, as well as practical, limits that exist for the signaling of scheduling information in a general OFDMA system. The specific contributions of this paper are as follows.
• We formulate a model for the cost of the transmission of scheduling information, both in terms of spectral efficiency and in terms of actual channel resources that are spent on this signaling. The model is based on the performance of realistic error-control codes.
• We evaluate the cost of signaling of the scheduling information both for joint (broadcast) transmission and for separate transmission. In doing this, we study three different scheduling algorithms and four different scheduling granularities.
• We formulate a system simulation model that captures all relevant physical phenomena, including path loss, lognormal shadow fading, and fast fading, and perform numerical experiments under this model. This paper extends our conference paper [1] in that we work with more realistic cost measures for the performance evaluation and for the error-correcting codes that are involved. Herein, we also consider proportional fair (PF), round-robin, and system-throughput maximizing schedulers.
II. SYSTEM MODEL AND PRELIMINARIES
We consider the downlink of a cellular wireless system. The system consists of a base station surrounded by a random number of users that want to be scheduled for reception of payload data. The total number of users in the cell is N t , and we assume that N u of these users are requesting service from the base station. For these N u users, we assume that the data buffers are full, that is, the base station always has data to send to them. Therefore, we can compare different scheduling strategies in terms of system sum throughput.
The base station transmits data in frames. Each frame consists of N s OFDM symbols with N c subcarriers and a symbol duration of T s (in seconds). We assume that each OFDM symbol includes a cyclic prefix of length T CP (in seconds). Thus, the total length of each frame is We assume that each resource element is assigned to a single user. This creates a correlation between the scheduling information intended for different users. This is so because if a user, for example, user 1, is scheduled in a certain slot, then it is impossible for other users to be scheduled in that slot. This correlation between the scheduling information is exploited by some of our schemes. (In the so-called multiuser MIMO schemes, a resource element can be simultaneously assigned to several users. This considerably reduces the correlation between the scheduling information.)
The scheduling decisions are made before the transmission of a frame, and the scheduling information is transmitted to the users at the beginning of each frame. This transmission expends radio resources starting with resource element (1, 1) , continuing along the frequency domain until the whole OFDM symbol is used up, then starts over with the next OFDM symbol, and so on.
We assume that the propagation channels for all users remain constant over one resource element. Therefore, we can express the channel gain for user k in the (i, j)th resource element by a dimensionless complex scalar h
. . , N s and j = 1, 2, . . . , N c , be the (N s × N c )-matrix that contains all channel gains for user k. We, furthermore, assume that the base station has a total transmit power budget of P (in watts), that is, P/N c (in watts) per subcarrier.
We define two quantities that will be frequently used throughout this paper.
• The scheduling map (matrix) U contains the identity numbers of the users that are scheduled in each of the N s × N c resource elements. Specifically, U = {u i,j }, where u i,j is an integer from the set {1, 2, . . . , N t } representing the index of the user that has been granted the resource element (i, j).
• The effective channel matrix S is the effective channel to the scheduled users, as seen by the base station. More precisely, it is defined as
To compare the performance of different strategies that we explore in this paper, we define two system performance measures.
1) The signaling overhead ratio Σ is the number of resource elements that need to be set aside for conveying the scheduling map in relation to the total N s N c resource elements.
2) The system spectral efficiency C(S) is the total spectral efficiency of the transmission averaged over all the resource elements that are used for transmission of payload data. We define C(S) in bits per second per hertz as
where N 0 is the noise power spectral density (in watts per hertz), 1 and P i,j (in watts) is the transmit power used during resource element (i, j). Also, T denotes the set of resource elements that are used for the transmission of payload data. Note that the resource elements that may be needed to convey the scheduling map are omitted from the summation in (1). The T s /T 0 factor in (1) accounts for the loss in spectral efficiency due to the cyclic prefix. It is worth mentioning that there is generally also a need for a few unused guard subcarriers that would additionally reduce the spectral efficiency. However, we neglect this loss in the following analysis. Furthermore, since one part of the resource elements are set aside for the signaling of the scheduling map, the scheduling decision of the remaining slots may be incorrect given the scheduling strategy in question. The scheduling should actually be redone given the new set of payload data resource elements, resulting in a new scheduling map that would consume a different set of resource elements for its signaling, and so forth. However, in our analysis, here, we disregard the small discrepancies in the scheduling map that results from this effect.
In (1),
represents the amount of mutual information that flows from the base station to the scheduled user during resource element (i, j). The averaging in (1) should be thought of as an approximation to the expectation operator that appears in the definition of ergodic capacity [12] . When referring to ergodic capacity, we make the implicit assumption that there exists a capacity-achieving coding scheme that codes across the resource elements. The rate C(S) is not achievable in practice. However, the log(1 + SNR) formula is often a useful measure of the system performance anyway since the throughput of most ACM schemes behaves as log(1 + ξSNR) for some ξ, where ξ determines the performance gap to the capacity limit [13] . The choice of powers P i,j that maximize C(S) can be formulated as an optimization problem subject to a total power constraint P . For a noise-limited system (cf. footnote 1), the solution to this problem can be easily found via standard water filling [12] . In some systems such as LTE, the powers P i,j are taken to be equal for all (i, j) [2] . In fact, equal power allocation is nearly optimal provided that the scheduler always selects users that have reasonably high SNRs [14] . We have verified this via simulations, and the performance gap between constant power allocation and the optimal power allocation using water filling is negligible in the cases of interest. For this reason, we will use an equal power distribution over all resource elements, that is, we take P i,j = P/N c .
III. SCHEDULING GRANULARITY
The scheduling granularity determines how small parts of the channel resources can be allocated to a specific user. There are, in total, N s N c resource elements that may be potentially assigned to different users in each frame. As we will see later, individually assigning each resource element to the users can require a substantial amount of channel resources for conveying the scheduling maps. A common approach to keep small the required amount of channel resources is to lump resource elements together into bigger entities and assign each such scheduling entity to one user. We call such a scheduling entity a scheduling block. The granularity, therefore, determines how many resource elements are aggregated into one scheduling block. We will consider four different scheduling granularities.
• Finest granularity: Here, each scheduling block consists of one single resource element. That is, each of the N c N s resource elements can be assigned to a different user.
• Frequency-only scheduling: In this case, users are scheduled only in frequency. Each subcarrier is assigned to a single user during the whole frame. Since there is no scheduling in time, the scheduling matrix U reduces to a vector of length N c . The corresponding scheduling block consists of N s resource elements.
• Frequency-aggregated granularity: To further decrease the scheduling granularity, we aggregate N f consecutive OFDM subcarriers in frequency and assign each such aggregated frequency block to one user during the entire frame. In other words, each scheduling block consists of N f N s resource elements corresponding to N f subcarriers in frequency and N s OFDM symbols in time.
• Frame-wise scheduling: Here, the entire frame is allocated to one single user. The resulting scheduling block consists of all N c N s resource elements. The scheduling matrix U in this case consists of only one integer.
To support the scheduling strategies (see Section IV), the terminals need to provide the base station with channel-quality indicator (CQI) information. Therefore, there is a need for feedback signaling of CQI information. We assume that, for each scheduling block, each user sends one CQI value representing the throughput that he or she can obtain if he or she were scheduled in that scheduling block. More precisely, we model the th CQI report (corresponding to the scheduling block ) of user k as
where B denotes the set of all resource elements in scheduling block , |B | is the size of the corresponding scheduling block (which depends on the scheduling granularity), and
is the instantaneous received SNR for the kth user in the resource element (i, j). Table I summarizes the four different scheduling granularities along with the corresponding number of CQI values that are needed per frame for each user. Note that when we go to the coarser granularities, the amount of CQI transmitted over the feedback channel will decrease.
IV. SCHEDULING STRATEGIES
In scenarios with full buffers, the scheduler must trade off between two conflicting objectives: 1) to maximize the overall system throughput and 2) to guarantee fairness among the users. We will study three different scheduling strategies: 1) system-throughput maximizing, 2) round robin, and 3) PF. With the exception of round robin, the schedulers that we consider require the knowledge of the channel gains for all N u active users before making the scheduling decisions. In what follows, we describe the scheduling strategies that we consider in this paper.
A. System-Throughput Maximizing Scheduler
The system-throughput maximizing scheduler (also known as the max-C/I or maximum sum-rate scheduler [2] ) achieves the maximum sum throughput by scheduling the user with the best channel in each scheduling block. Therefore, the scheduling block is assigned to the user that supports the maximum throughput, i.e., the user that has reported the highest CQI.
Since, in a cellular environment, the channel variations are typically independent between the users, there is almost always a user for which the fast fading is near its peak. This phenomenon is known as multiuser diversity in the literature [2] , [12] . The larger the number of users in the cell, the more likely it is that one of the users has a good channel in a given scheduling block and, consequently, the larger the benefit from the multiuser diversity effect would be.
The max-C/I scheduler favors users with large average channel gains. In a cellular system, these are the users that are located close to the base station. Users that are far from the base station are less likely, on average, to be selected by this scheduler. Therefore, the max-C/I scheduler is not fair, in general, which makes it unattractive for practical systems.
B. Round-Robin Scheduler
The round-robin scheduler lets the users take turns using the channel resources, without taking the instantaneous channel gains into account [2] . Since the channel resources are evenly divided among the users, the round-robin scheduler is fair in the sense that all users get the same amount of the channel resources. However, it is not fair in the sense of providing the same average throughput to the users. The reason is that users at different distances from the base station have different average channel gains.
Since the round-robin scheduler ignores the instantaneous channel conditions, the effective radio link between the scheduled user and the base station will occasionally be poor. Thus, the overall system throughput with the round-robin scheduler is lower than that of the max-C/I scheduler.
C. PF Scheduler
The PF scheduler [15] , [16] provides a tradeoff between maximizing the average sum throughput and providing fairness to the users. The scheduling block is assigned to the user with the highest priority, where priority is defined as
In (3), T k (t) represents the throughput of user k averaged over a time window in the past. Moreover, r (k) defined in (2) represents the instantaneous rate (mutual information) that user k can get in scheduling block . The average throughputs T k (t) are kept constant over all resource elements in the frame. 2 Once the scheduling decision has been made for the entire frame, the average throughputs are updated according to
where T k,tot is the total throughput that user k gets in the frame, that is
In (5), T k denotes the set of all scheduling blocks that are assigned to user k in this frame. Also, t f ∈ {1, 2, . . .} represents the length of the averaging window that should be chosen large enough so that the scheduler can exploit the variations in the instantaneous channel conditions but small enough not to starve users with poor channel conditions [16] . Choosing a large t f exploits more multiuser diversity but requires some users to wait longer before they are scheduled, therefore increasing transmission delays. Using a small t f yields a lower average system sum throughput but shorter delays.
V. SIGNALING OF THE SCHEDULING ASSIGNMENTS
The scheduler produces a matrix U that must be conveyed to the users. This signaling of scheduling assignments consumes channel resources. A natural objective is to keep the amount of channel resources that are needed for this signaling as small as possible. In some systems such as LTE, the first few OFDM symbols in the frame are dedicated to the so-called control region, which is used for transmission of the control signaling information [2] . In this paper, we assume that the size of the control region can dynamically change. This assumption gives us the opportunity to compare the efficiency of different scheduling and signaling strategies. Herein, we only consider the part of the control signaling that concerns the resource allocation (scheduling) of different users.
To facilitate the decoding of the control information, we need to reduce the granularity of the control region (see Sections V-C and D). Therefore, we aggregate several channel resources in frequency into bigger blocks, and we call each such block a control channel element (CCE). Thus, the control region consists of several CCEs.
We will study two methods for conveying the scheduling information. In the first approach, the scheduling information is first compressed and then broadcast to all users. This requires the channel code to have low-enough rate so that all users can decode the map with a given (small) error probability. In the second approach, the information is individually sent to each of the scheduled users. Although this scheme does not exploit the correlation among the individual scheduling maps, it has the advantage that the code rate can be chosen on a per-user basis. The choice of these two schemes for this paper is motivated by an interest in understanding the fundamental aspects of the signaling problem. An optimal signaling strategy may consist of a combination of these schemes.
Before we proceed to explore these two methods in more detail, we first present the method that we use to compress the scheduling maps and a model for obtaining the transmission rate at a given SNR and for a given probability of error.
A. Compression of Scheduling Maps
We use run-length encoding [17] as the compression method. The main motivation for this is that run-length encoding does not require any statistics of the source. Thus, it does not rely on any specific a priori assumptions or statistics that are hard to estimate from small amounts of data. Run-length encoding is a good compression tool for short data blocks, and therefore, it is particularly powerful for the coarser granularity cases (frequency-only scheduling and frequency-aggregated granularity, in particular). Additionally, it has low implementation complexity.
Let v be a vector of length N consisting of the symbols s m , m = 1, 2 . . . , N, from the alphabet S of cardinality M . 3 Let i be the length of the ith symbol run, and let q be the total number of symbol runs in the vector v. Thus
There are M different symbols, and therefore, we use log 2 (M ) bits per symbol run i in the run-length code to describe the symbol value. Since the length of the vector is N , the maximum possible length for the jth symbol run is N − j−1 i=1 i . Therefore, we represent the jth symbol run with log 2 (N − j−1 i=1 i ) bits. Hence, by defining 0 = 0, we can express the vector v with
bits. The first term in (6) corresponds to the number of bits that are required to represent the symbols, and the second term corresponds to the number of bits that are required to represent the lengths of the runs.
Note that for the frame-wise scheduling scheme, only one user is scheduled in the entire frame. Hence, in this case, we only need to send the index of the scheduled user. That is, log 2 (N t ) bits are needed to represent the scheduling map.
B. Model for Transmission of the Compressed Scheduling Information
We model the performance of the error correction scheme for the transmission of the scheduling information via a lookup table. This table gives the effective achievable rate as a function of the average SNR and of the number of information bits at a given error probability. The lookup table was generated via extensive numerical simulations, as explained in what follows.
Assume that we want to transmit a short block of information with a block error rate (BLER) below a target value P e . A natural solution to meet this BLER requirement is to use an error-correcting code. When choosing the code, the overall goal is to keep the number of coded bits as small as possible. There are many possible error-correcting codes. We will use (punctured) convolutional codes with soft-decision Viterbi decoding [18] . Although these codes are not capacity-achieving, they work well for the short block lengths that are encountered in our application. More sophisticated codes such as low-density parity check or turbo codes can operate much closer to the Shannon limit, but they are only suitable for long information blocks [19] , [20] .
The goal is to encode the signaling information into codewords that span over several resource elements. In practice, depending on the coherence time and the coherence bandwidth of the channel, the effective channel for this transmission will be block fading, and it will exhibit more or less variations within a codeword. We will consider the two extreme cases of a stationary [additive white Gaussian noise (AWGN)] channel and of a fast Rayleigh fading channel. The first case corresponds to a stationary channel (infinite coherence time and bandwidth), and the second case corresponds to very rich frequency and time diversity (small coherence time and bandwidth). Since the channels, in practice, are wideband and offer a substantial amount of diversity, we will use the fast Rayleigh fading results for the system simulations in Section VII.
In LTE, the link adaptation for the control region is done through a rate-matching mechanism [2] . That is, the modulation scheme that is used for the transmission of the control information is fixed (QPSK), but the channel code is chosen based on the instantaneous channel condition. For simplicity, and to be consistent with the LTE standard, we will assume that the modulation scheme is QPSK and choose the channel code as a function of the channel condition (a code with a high rate when the channel is good and vice versa).
For a given length of the information-bearing message, for example, N b , and a given average SNR, we find the maximum achievable rate that meets the target BLER from a set of convolutional codes consisting of about 60 different codes with rates varying from 1/8 to 7/8 and constraint lengths K varying from 3 to 9. We then store the result in a lookup table. For trellis-based coding schemes, to ensure that the encoder returns to the all-zero state, we must append (K − 1) zeros to the information bits. Since the number of information bits is small, this may significantly affect the rate. Therefore, we define the effective rate of the code as
where r c is the rate of the base convolutional code, and ν
is the number of coded output bits.
In our model, the rates of the convolutional codes can vary from 1/8 up to 7/8. Let γ 0 and γ t be the SNRs that are required to achieve the target BLER for the rate-1/8 and rate-7/8 codes, respectively. To extend the lookup table to arbitrary SNRs, we assume that the code rate can never exceed 7/8, no matter how large the SNR is. That is, the rate is 7/8 for SNR ≥ γ t . For SNR γ below γ 0 , we obtain the rate by extrapolating the table according to the linear formulã r c = ηγ (8) where the constant η is chosen such that (8) gives the same result as the simulation for rate 1/8 does. Equation (8) does not aspire to be an accurate model for the actual transmission; however, we use this model in our numerical studies to obtain reasonable results for very low SNRs. The linear relation in (8) can be derived by assuming that the coding scheme consists of a concatenation of the convolutional coding with repetition coding at low SNRs. Fig. 1 illustrates the effective code rate versus SNR for block lengths N b = 10 and N b = 100. Since the average probability of a missed downlink scheduling grant is below 1% in the LTE standard [21], we assume a target BLER of P e = 0.01 for the results presented in Fig. 1 . We can see that increasing N b from 10 to 100 gives a small improvement in the rate. Also, the effective code rate is higher for the AWGN channel than for the fast Rayleigh fading channel at a given SNR. We can also notice that for a block length of N b = 100, the achievable effective rate is higher than when using a block length of N b = 10 for the same base convolutional code. This can be readily understood from (7) . In what follows, we only use the fast Rayleigh fading results, as discussed above. 
C. JCEB Scenario
The next step is to model the transmission of the scheduling information. As briefly discussed earlier, we study two methods, namely, joint compression, encoding, and broadcast (JCEB) and separate compression, encoding, and transmission (SCET). Fig. 2 illustrates the JCEB scheme. Herein, the scheduling information is encoded into one single codeword and broadcast to all the users. The code used must be strong enough so that all scheduled users, particularly the one with the weakest channel, can decode the information with low error probability. As discussed earlier, we assume that the modulation scheme that is used to transmit the scheduling information is QPSK, and that the lookup table described in Section V-B is used to determine the effective code rate for a given SNR. The choice of the code depends both on the SNR and on the number of information bits. Therefore, the code that is used for error correction is generally different in different frames. In order for the users to know what code was used, we add a cyclic redundancy check (CRC) code with N CRC bits to the codeword. This way, all users can blindly decode the incoming scheduling information by trying different convolutional code candidates and, for each one, check whether the CRC is satisfied. If the CRC passes, then the user determines that the corresponding channel code was actually used.
Recall that in the scheduling map U , users are identified by a number from the set {1, 2, . . . , N t }. To decrease the number of bits that are required to represent the scheduling map, we first list the scheduled users and create a temporary identification number for each one consisting of their indexes in this list. Let N sched denote the number of users that have been granted resources for transmission in the frame. Each user can then be identified by an integer from the set {1, 2, . . . , N sched }. Therefore, we need log 2 (N sched ) bits to represent the temporary identity of the scheduled users. However, the list of identity numbers should first be broadcast to the users so that each user knows his or her temporary identifier. We assume that the length of the users' identity numbers is N β Δ = log 2 (N t ) . Note that, in many real systems, users are assigned a long identity number. For example in the LTE standard, the identity number is 16 bits long [22] . However, it may be easily shortened to N β bits, where N β 16, for example, by retaining only specific digits [23] or by using a predefined hash table.
Under these assumptions, we can now express the required number of resource elements for the signaling of the scheduling information in the JCEB scenario as
In (9), N sched N β is the number of bits that are required to transmit the user list, N map is the number of bits that are required to represent the scheduling maps obtained from the compression scheme, and N CRC is the length of the cell-specific CRC code. Also,r c is the code rate that-as discussed earlier-is obtained from the lookup table. The factor 2 accounts for the fact that each QPSK symbol can carry two bits. Note that the code should be strong enough so that all users can decode the information with a given probability of error. Therefore, we choose the rate based on the average SNR for the user with the weakest channel, for example,γ k , i.e.,
where
is the average channel gain for user k, which is obtained, in practice, from a sample-mean estimator. To be precise, the average channel gain should be taken only over the resource elements that have been assigned to the control region. However, since the size of the control region can dynamically vary from frame to frame and since, in practical systems such as LTE [2] , the control information is interleaved in the frequency domain, we will take the average over the entire frame. Finally, the number of required CCEs with the JCEB scheme is (11) where N CCE denotes the size of CCEs.
D. SCET Scenario
In this approach, the scheduling information is separately sent to each user (see Fig. 3 ). Since a user only needs to know which resource elements have been assigned to him or her, there is no need to send the whole scheduling matrix U to all users. Instead, for each scheduled user k, we first define a user-specific scheduling matrix U
The matrix U (k) simply identifies the resource elements that have been assigned to the kth user. Each matrix U (k) is then separately compressed and encoded, resulting in a codeword of N (k) map bits. Since the matrices consist of only zeros and ones, the alphabet S in Section V-A is binary, and consequently, we only need to encode the lengths of the symbol runs.
To find the required number of CCEs with the SCET scheme, we start with the first scheduled user and determine the number Fig. 2 . JCEB scheme for the finest granularity case. After the scheduling decision has been made, the scheduling map is jointly compressed. Then, the scheduling list and the CRC are inserted, and the resulting bits are protected by a channel code that is adapted to the user with the worst channel. The bits are then QPSKmodulated and mapped to the first few OFDM symbols in the frame. Fig. 3 . SCET scheme for the finest granularity case. After the scheduling decision has been made, we find the binary submap associated with each user. The individual maps are then compressed and transmitted to the users separately.
of CCEs that are needed for the transmission of N (1) map bits corresponding to the scheduling matrix U (1) . To distinguish between the users, we add a user-specific CRC to each user's data. Therefore, the number of required resource elements for user 1 is
wherer c 1 is the code rate for user 1, which is obtained from the lookup table based on his or her average received SNR over the entire frame, as in the JCEB scheme. This implies that we need
CCEs to transmit the control information to user 1. We continue the same procedure for all the scheduled users. Hence, the size of the control region (in terms of the required number of CCEs) is
CONT .
To find his or her own scheduling information, each user needs to blindly decode the incoming information with all possible codes and for all possible combinations of locations of the signaling data in the control region (different combination of the consecutive CCEs). The use of a CCE makes the start and end positions of the control information subject to a certain structure. This will reduce the number of blind attempts by a terminal. A similar technique is used in LTE for the decoding of the downlink control information [2] .
E. Remark on Error Probabilities of the Scheduling Information
Recall that the codes are chosen such that each user can decode the scheduling information with a given error probability P e . Let E i be the event that the ith user fails in this decoding. The probability that at least one user fails is
which can be upper bounded by
For the SCET scenario, the codes are individually and independently chosen for each user so that all Pr{E i } are equal to P e . Therefore, the probability of error for the entire system with the SCET scenario is roughly
For the JCEB scenario, a single code is used for the encoding of the scheduling map. Since the code is chosen for the user with the poorest channel, Pr{E i } might be (much) smaller than P e for some users. Therefore, with the JCEB scenario, the chance that at least one user fails is generally smaller than in the SCET scenario, and, thus, the system-throughput loss due to decoding failures of the scheduling information is lower for the JCEB scenario than for the SCET scenario at a given probability of error P e . In the numerical results presented in Section VII, we do not consider the effect of P e on the system spectral efficiency.
VI. SYSTEM SIMULATION MODEL
To simulate a realistic cellular environment, we create a so-called scenario where for each scenario, we assume that the number of active users N u is drawn from a binomial distribution with parameters N t and p u . That is, on the average, E[N u ] = p u N t users out of the total N t potential users are requesting service from the base station. The users are uniformly located in a circular cell area, and this area is bounded by an inner radius R 0 and an outer radius R c . The purpose of limiting the minimum distance to the base station to R 0 is to ensure that the path loss model (see below) is used only in a regime where it is valid.
We model the physical wireless channel in terms of path loss, large-scale fading, and small-scale (multipath) fading. The path loss models the attenuation of the signal due to the propagation distance. We model it via the multiplicative factor (r/R 0 ) −α , where r is the distance to the base station, α is the path-loss exponent, and R 0 is a reference distance (that coincides with the inner radius of the cell). This path-loss model is valid for r ≥ R 0 . The large-scale fading models shadowing by large objects. We model it via a multiplicative factor 10 (χ/10) , where χ is a normally distributed random variable with zero mean and variance σ 2 . We assume that the path-loss and large-scale-fading factors remain constant over time and frequency. The smallscale fading is due to the constructive and destructive interference between multiple signal paths between the base station and the user. We model small-scale fading by using a tapped delayed-line model for the channel impulse response, i.e.,
The tap coefficients a i (t) are assumed to be independent Rayleigh fading stochastic processes with a Jakes Doppler spectrum. Thus, the overall channel frequency function for user k can be expressed as
Since the communication method is OFDM, we are interested in the channel coefficient for a specific resource element (i, j).
We next define the system operating point. Note first that the average (over the small-scale fading) SNR received at a given distance r from the base station is a random variable since it depends on shadow fading. Denote this random variable by SNR(r). Next, let SNR(r) Δ = E[SNR(r)] be its average, where the expectation is taken over the shadow fading. Also, let SNR β (r) be the βth percentile of SNR(r). That is, on average, a fraction β of the users at distance r experience an SNR of at least SNR β (r). We take the system operating point to be the value of SNR β (r) at the cell border, i.e., SNR β (R c ). It can be easily shown that the average received SNR at distance r obeys the following relation:
10 log 10 SNR(r) = 10 log 10 (SNR β (R c )) +10α log(R c /r) − σQ −1 (β) (20) where Q(x) is the Gaussian error integral (Q−) function, which is defined as
VII. NUMERICAL RESULTS
We performed Monte Carlo simulations for different scheduling strategies and for different scheduling granularities. All presented results are obtained by averaging over N SCEN independent scenarios. We considered three different system setups.
• Model I: In this model, all users are placed at the cell border, and there is no shadow fading (σ = 0). We model all channel profiles using the Vehicular A tapped delayline model defined by the International Telecommunications Union (ITU) standard. With this model, the channels offer moderate frequency diversity, and all channels have the same long-term average.
• Model II: In this case, the users are uniformly spread out at random over the entire cell area, and there is lognormal shadow fading (σ = 6 dB). The users' channel profiles are the same as in Model I (Vehicular A). This model yields channels with moderate frequency diversity and a large spread in long-term averages.
• Model III: Here, the users are spread out in the cell with shadow fading as in Model II, and we use the ITU Vehicular B channel delay profile model. This model gives channels with large frequency diversity and a large spread in long-term average gains. In this case, the cyclic prefix does not entirely cover the maximum tap delay, which means that we would experience intersymbol interference. However, in our simulation model, the effects of interblock and intersymbol interference are not included. We do not consider this to be a problem for this paper since the impulse response power outside the cyclic prefix is small (roughly 10% of the total power), and we do not take into account error events on the downlink channel when determining our throughput measure. Model II probably represents the most interesting model from a practical perspective. Models I and III are more extreme and are included to demonstrate the effect of large/small frequency diversity and large/small spread in the average channel gains.
The parameters in the system simulation were chosen to resemble those of LTE with a 5-MHz system bandwidth. Table II shows the system parameters. In this table, N fr is the number of frames that are simulated in each scenario. N tap , P (.) tap , τ (.) tap , and d j are the parameters of the tapped delay-line channel model representing the number of taps, the average tap power profile, the nominal tap delay profile, and the per-user tap-delay jitter, respectively. Also, f (·) d represents the Doppler frequency, and P e is the BLER target that is used to obtain the code rates from the lookup table. In this table, the superscripts VA and VB correspond to the channel models Vehicular A and Vehicular B, respectively. With these parameters, the difference in the average SNR between a user on the cell border (r = R c ) and a user at the reference distance (r = R 0 ) is 40 dB. Hence, in Models II and III, the average channel gains differ by 40 dB plus the fluctuations induced by the shadow fading.
In the LTE standard, the smallest possible scheduling granularity consists of 12 consecutive OFDM subcarriers in frequency and 14 consecutive OFDM symbols in time [2] . These 14 symbols span the entire scheduling frame. This is the example of frequency-aggregated granularity that we consider in this paper, and for the sake of clarity, we denote it with LTE granularity throughout this section. Furthermore, since the CCEs in LTE consist of 36 resource elements [2] , we assume that N CCE = 36 in the presented results.
A. Signaling Overhead Ratio
The signaling overhead ratio is defined as
where N CONT is the number of CCEs in the control region [cf. (11) and (13)].
Figs. 4-6 show the signaling overhead ratio in percent for Models I, II, and III. The results for the max-C/I and the PF scheduler are separately plotted in subfigures (a) and (b), respectively. For the round-robin scheduler, the users take turns in transmitting, and we assume that no by-frame signaling is needed to support this mechanism, thus giving a signaling overhead ratio of zero. The implicit assumption is that the users know a priori their ordering at the start of the round-robin mechanism. In practice, this requires some initial setup signaling in higher layers of the communication protocol, which we do not consider in this paper.
The signaling overhead ratio curves all show the same general structure. They tend to a nonzero limit at a high SNR. This behavior is due to the fact that the average amount of scheduling data that we want to transmit for a given approach is the same, regardless of the system operating point. The modus operandi of both the max-C/I scheduler and the PF scheduler ignores the overall system operating point and only regards the relative differences in channel quality between users. This constant amount of scheduling data, together with our assumption of a highest possible code rate of 7/8 and QPSK modulation, is the reason that the curves do not tend to zero as the SNR grows. Similarly, all curves display a knee when going toward lower SNRs. This knee indicates where we are forced to start using successively lower code rates to meet the requirements on the probability of error on the control channel (see Section V-B). From the graphs, it is apparent that decreasing the scheduling granularity decreases the size of the control region. This result was expected. We also see that, for a given scheduling granularity, the JCEB method outperforms the SCET scheme in terms of signaling overhead for the max-C/I scheduler for all system operating points. This is most likely so because the max-C/I scheduler only selects users with good channel conditions. Therefore, compressing the multiuser map and broadcasting it using a single error-correcting code adapted to the worst user's channel consume a relatively small amount of channel resources.
The PF scheduler, on the other hand, typically schedules all N u users, regardless of their channel quality. Scheduling information must, thus, be also sent to the users with poor channels, and doing so requires a code with a low rate. Therefore, for the cases where the users' channel gains display large variations, we expect the SCET approach to perform better than JCEB. This can be seen from the graphs for Models II and III (see Figs. 5 and 6 ), where at a low SNR, compressing and transmitting the scheduling information separately (SCET) give a lower signaling overhead ratio.
There are two specific circumstances under which the scheduling maps tend to become complex and, therefore, require a large amount of control signaling. The first is when the channel offers much frequency/time diversity so that the channel gain significantly varies between the scheduling blocks. This happens, for example, in Model III. The second circumstance is when the scheduler selects many users in the same frame. The PF scheduler generally does this. The max-C/I scheduler does so only when the users' average SNRs are similar, which happens in Model I. Therefore, we would expect that the signaling overhead is larger in the following two cases: 1) generally with the PF scheduler and (ii) with the max-C/I scheduler in Models I and III. These observations are in line with what we can see in Figs. 4-6 . Also note that, for both the max-C/I scheduler and the PF scheduler, the users' average channel qualities are better when the users are spread out in the cell (Models II and III), giving SCET better operating conditions than JCEB.
B. Spectral Efficiency
In addition to comparing the signaling overhead ratios of different approaches, we also study their spectral efficiencies. The motivation is that a performance advantage in the signaling overhead ratio does not necessarily directly translate into a performance advantage in spectral efficiency. Figs. 7-9 illustrate the system spectral efficiency with the JCEB scenario for Models I, II, and III, respectively. Figs. 10-12 illustrate the system spectral efficiency for the SCET scenario. Again, subfigures (a) concern the max-C/I scheduler, and subfigures (b) concern the PF scheduler. For comparison, the performance curve for the round-robin scheduler and the genie bound, where max-C/I with the finest granularity is deployed and no signaling for conveying scheduling assignments is assumed, are also included in all cases.
From the graphs, we see that for the max-C/I scheduler, the performance is nearly independent of the scheduling granularity for Model II (but not for Models I and III). The reason is the difference in the amount of signaling overhead that was discussed above. Furthermore, it is evident that the difference between using JCEB and SCET is small when there are not much channel variations, and this is mostly pronounced at a low SNR. However, when there is high potential of diversity in the system (Model II), JCEB is slightly better than the SCET approach. This is in concert with the findings in our previous work [1] , where we indicated a substantial advantage for the JCEB strategy for a max-C/I scheduler.
For the PF scheduler, we can generally say that for the finest granularity case, the overall system spectral efficiency is low compared with that of the coarser granularity cases. This is so because the cost associated with conveying the scheduling decisions is high, and it indicates that a coarser granularity would be a better choice. Coarser granularities achieve a spectral efficiency that is close to that of the genie bound. For these granularities, the performance difference between JCEB and SCET is, in general, small, but in the low SNR region, there is a slight advantage for the SCET approach.
VIII. CONCLUSION
We have studied the two intertwined problems of scheduling and signaling of the scheduling assignments in OFDMA systems. From the presented results, we draw the following conclusions.
• The difference in spectral efficiency performance between the JCEB and SCET approaches is small when a dynamic control region is assumed.
• The performance of the system-throughput maximizing scheduler when the JCEB signaling approach is used is slightly better than when SCET is used.
• Scheduling with the finest granularity, despite the fact that it provides the opportunity to exploit the most multiuser diversity both in time and in frequency, results in the worst performance for both the system-throughput maximizing scheduler and the PF scheduler. The signaling overhead due to the transmission of the scheduling assignments consumes a significant amount of channel resources. • For coarser granularities, the results show that SCET requires a slightly lower overhead than JCEB when PF scheduling is employed and the users are spread out over the cell area. This translates into a small advantage for SCET in terms of spectral efficiency in the low SNR region.
• The results also indicate that the scheduling granularity standardized for LTE provides a good tradeoff between scheduling granularity and overhead.
In our investigation, we did not consider the delays incurred by different approaches, which is another important system performance measure. Such a quantitative investigation would lead too far outside the main scope of this paper. However, in brief, we can note that the system-throughput maximizing scheduler can incur completely intolerable delays by heavily prioritizing users that are close to the base station and starving users at the cell edge. The PF schedulers have an inherent fairness also in terms of delays. The delays incurred depend on the scheduling granularity and the averaging window used, which can be tuned for different demands. Frame-wise scheduling in this context will, in the delay perspective, perform worse than the finer granularities since it introduces a comparatively large time granularity between different scheduling blocks.
