Abstract. In this paper we prove strong unique continuation principle and unique continuation from sets of positive measure for solutions of a higher order fractional Laplace equation in an open domain. Our proofs are based on the Caffarelli-Silvestre [8] extension method combined with an Almgren type monotonicity formula. The corresponding extended problem is formulated as a systems of two second order equations with singular or degenerate weights in a half-space, for which asymptotics estimates are derived by a blow-up analysis.
Introduction and main results
We study the following higher order fractional Laplace equation (1) (−∆) s u = 0 in Ω, where 1 < s < 2, Ω ⊂ R N is an open domain with N > 2s, and the fractional Laplacian (−∆) s of a function u defined over the whole R N is defined by means of the Fourier transform:
(−∆) s u(ξ) = |ξ| 2s u(ξ) .
Here by Fourier transform in R N we mean
In the sequel we will explain in more details what we mean by a weak solution of (1) . Our main purpose is to prove the validity of unique continuation principles for solutions to (1) . Unique continuation properties and qualitative local behavior of solutions to fractional elliptic problems are a subject which was widely studied in the last years. In [12] , the authors study a semilinear fractional elliptic problem containing a singular potential of Hardy type, a perturbation potential with a lower order singularity and a nonlinearity that is at most critical with respect to a suitable Sobolev exponent. In that paper the fractional differential operator is (−∆) s with power 0 < s < 1; see also [13] for analogous results for relativistic Schrödinger operators. Unique continuation for fractional Laplacians with power s ∈ (0, 1) was also investigated in [26] in presence of rough potentials and in [36] for fractional operators with variable coefficients.
Other results concerning qualitative properties of solutions of equations with the fractional Laplace operator (−∆) s can be found in [7, 20, 21, 30] . For more details on basic results on the fractional Laplace operator see [5, 8, 10] .
Up to our knowledge, unique continuation properties for higher order fractional elliptic equations were first studied in the paper [35] . Here the author states a strong unique continuation property for the Laplace equation (1) for any noninteger s > 0.
More precisely, in [35, Corollary 5.5] it is stated that the solutions to (1) vanishing of infinite order at a point are necessarily null in Ω. In [35] the proof of this result is not written in details; it is just observed that, following the classical argument by Garofalo and Lin [18] , the boundedness of the Almgren frequency function for solutions of some extended problem, together with the Caffarelli-Silvestre type extension result given in [35] , suffices to provide the strong unique continuation property. However, we think that the boundedness of the frequency function proved in [35] only shows the validity of a unique continuation principle for the extended function U (see (4) ) and not for the solution u of equation (1); indeed, it is nontrivial to exclude that u vanishes of infinite order at a point when U does not. A first goal of the present paper is to give a complete proof of [35, Corollary 5.5] excluding such an occurrence by means of a blow-up analysis and a complete classification of local asymptotics of solutions for the extended problem. Nevertheless, we acknowledge the fundamental role of paper [35] since part of our approach to the unique continuation principle takes inspiration from the Caffarelli-Silvestre procedure [8] and the Almgren monotonicity formula performed by [35] in the higher order setting.
The problem of unique continuation for higher order fractional Laplacians was also studied by Seo in [27, 28, 29] in presence of potentials in Morrey spaces; more precisely, in [27, 28, 29] Seo uses Carleman inequalities to prove a weak unique continuation result, i.e. vanishing of solutions which are zero on an open set; we recall that the strong unique continuation property instead requires the weaker assumption of infinite vanishing order at a point.
The major contribution of the present paper goes beyond bridging monotonicity formula for the extended problem and unique continuation for the original nonlocal equation, since our local analysis provides sharp results on the asymptotic behavior of solutions for the above mentioned extended problem, see (4) , (5) below. Moreover our analysis allows us to prove a second version of the unique continuation principle which has, as an assumption, vanishing of solutions of (1) on sets of positive measure.
As already mentioned above, our approach is based on the Caffarelli-Silvestre procedure [8] and on an Almgren type monotonicity formula. But differently from [35] , we combine the Almgren formula with a blow-up procedure with the purpose of proving asymptotic formulas for solutions of the extended problem. And it is by mean of this asymptotic formula that we are able to prove the validity of the two versions of the unique continuation principle. Up to now, we succeeded in applying our method only to the fractional Laplace equation but we believe that similar results can be obtained in a more general setting by adding to equation (1) linear terms with singular potentials and subcritical nonlinearities, see Open Problem 1.3 for a more detailed explanation. A first step towards this goal is achieved in [16] , where we prove the validity of an asymptotic formula and of unique continuation principles for problem
in open domains of R N . The special case s = 3 2 represents the "middle case" between the classical Laplace operator −∆ and the bilaplacian (−∆) 2 and produces a significant simplification when dealing with the Caffarelli-Silvestre extension, see (4) for more details.
Before stating the main results of the paper we introduce a suitable notion of weak solutions to (1) . We define We define a solution of (1) as a function u ∈ D s,2 (R N ) satisfying (2) (u, ϕ) D s,2 (R N ) = 0 for any ϕ ∈ C ∞ c (Ω) . For a motivation of this definition see [10] , where a detailed treatise on fractional Sobolev spaces and on (−∆) s in the case 0 < s < 1 is provided. See also [12, (7) ] for the definition of solution of a nonlinear problem with (−∆) s in the case 0 < s < 1. The first main result of the paper is the following strong unique continuation principle. Now we state a second version of unique continuation principle where the condition on vanishing of infinite order around a point assumed in Theorem 1.1 is replaced by vanishing on a set of positive measure. Theorem 1.2. Assume that 1 < s < 2 and N > 2s. Let u ∈ D s,2 (R N ) be a nontrivial solution of (1) . Let us also assume that (−∆) s u ∈ (D s−1,2 (R N )) ⋆ in the sense explained in the statement of Theorem 1.1. If there exists a measurable set E ⊂ Ω of positive measure such that u ≡ 0 on E, then u ≡ 0 in Ω.
As we mentioned before the statement of the main results, we believe that it should be interesting to extend unique continuation principles to solutions of more general elliptic fractional equations. We leave this question as an open problem.
Open Problem 1.3. Let u ∈ D s,2 (R N ) be a weak solution of . Study the validity of the two versions of unique continuation principle contained in Theorems 1.1-1.2 for solutions of (3) . Now, we explain in more details what we mean by the previously mentioned extended problem and we state which kind of asymptotic estimate we will prove on its solutions. Let u ∈ D s,2 (R N ) be a solution of (1) in the sense given in (2) and let U ∈ D b be a solution to the problem (4)
where b = 3 − 2s ∈ (−1, 1), D b is the functional space introduced in Section 3, and ∆ b is the operator defined at the beginning of Section 2. It is possible to prove existence and uniqueness of solutions of (4) for any function u ∈ D s,2 (R N ) as one can see from Section 3. Now, let x 0 ∈ Ω and let R > 0 be such that B would violate the unique continuation principle for elliptic equations with Muckenhoupt weights proved in [32] (see also [18] , [33, Corollary 3.3] , and [26, Proposition 2.2]).
By classical spectral theory the eigenvalue problem (6) admits a diverging sequence of real eigenvalues with finite multiplicity. We denote these distinct eigenvalues by µ n and their multiplicity by M n with n ∈ N∪{0}. Moreover, for any n 0 let {Y n,m } m=1,...,Mn be a
We now state the main result on solutions to system (5).
Theorem 1.5. Assume that 1 < s < 2, N > 2s and let b = 3−2s ∈ (−1, 1). For some
be a nontrivial weak solution of (5). Then there exists δ 1 > 0, a linear combination Ψ 1 ≡ 0 of eigenfunctions of (6), possibly corresponding to different eigenvalues, and α ∈ (0, 1) such that
Furthermore, if V ≡ 0, there exists δ 2 > 0, a linear combination Ψ 2 ≡ 0 of eigenfunctions of (6), possibly corresponding to different eigenvalues, and α ∈ (0, 1) such that
). We observe that Theorem 1.5 implies a unique continuation principle from boundary points for solutions to (5); we refer to [1, 2, 15, 23, 31] for unique continuation from the boundary established via Almgren monotonicity formula. Remark 1.6. We observe that Theorem 1.5 in general does not provide a sharp asymptotic formula around x 0 ∈ Ω for solutions to the original problem (1) when u and U are as in (4) , even if u is the restriction to B ′ R (x 0 ) of U . This because we cannot exclude that the function Ψ 1 in Theorem 1.5 vanishes identically on ∂S N ; what we can say is that this event cannot occur if Ψ 1 is an eigenfunction of (6) as explained in Remark 1.4. For this reason the unique continuation principles stated in Theorems 1.1-1.2 are not a direct consequence of Theorem 1.5 and additional arguments have to be employed in their proofs in order to exploit the asymptotic estimates of Theorem 1.5.
We observe that the proof of Theorem 1.5 presents substantial additional difficulties with respect to the lower order case s ∈ (0, 1) treated in [12] , since the corresponding Dirichlet-to-Neumann local problem is a fourth order equation (see (4) ) which is equivalent to the second order system (5) with singular/degenerate weights and Neumann boundary conditions. In particular, several steps in our procedure, such as regularity and blow-up analysis, turn out to be more delicate for systems than for the single equation arising from the Caffarelli-Silvestre extension in the lower order case s ∈ (0, 1).
We conclude this section by explaining how the rest of the paper is structured. Section 2 is devoted to some preliminary results and notations which will be used in the proofs of the main statements. In Section 3 we introduce a Caffarelli-Silvestre type extension for functions u ∈ D s,2 (R N ) and we provide an alternative formulation for problem (1) . In Section 4 we introduce an Almgren-type function and we prove a related monotonicity formula. In Section 5 we perform a blow-up procedure and we prove asymptotic estimates for the extended functions introduced in Section 3. Section 6 contains the proofs of the main results of the paper. Finally, Section 7 is an appendix devoted to weighted Sobolev spaces and related inequalities, Hölder regularity for solutions of a class of second order elliptic equations and systems with variable coefficients, and some properties of first kind Bessel functions.
Preliminaries and notations
Notations. We list below some notations used throughout the paper.
• R
• dS denotes the surface element in boundary integrals.
• dz = dx dt, z = (x, t) ∈ R N × R, denotes the (N + 1)-dimensional volume element.
• ∆ b U = ∆U + b t U t for any function U = U (x, t) with x ∈ R N and t ∈ R, where ∆U denotes the classical Laplacian in R N +1 and U t the partial derivative with respect to t.
The main purpose of this section is to prove a regularity result for the boundary value problem (29) . We observe that such a regularity result is needed to make the Almgren quotient (93) welldefined and seems to be taken for granted in [35] although not at all trivial. To prove the needed regularity we introduce two auxiliary problems, namely the eigenvalue problem (8) and the Poisson type equation (24) .
For any x 0 ∈ R N , t 0 ∈ R and R > 0 we define
Given b ∈ (−1, 1), for any x 0 ∈ R N and R > 0 we define the weighted Sobolev space
, endowed with the norm
. We also define the space
. In a completely similar way, we can introduce the Hilbert space
). We observe that thanks to (152) the spaces
) may be endowed with the equivalent norms
For any x 0 ∈ Ω let R > 0 be such that B ′ 2R (x 0 ) ⊂ Ω; here and in the sequel Ω ⊂ R N is an open domain.
Let us consider the eigenvalue problem
in a weak sense, i.e.
(9)
In the following proposition we construct a complete orthonormal system for L 2 (Q + 2R (x 0 ); t b ) consisting of eigenfunctions of (8).
2R t e n (x) for any n, m ∈ N \ {0} and λ n,m := µ n +
where α := 1−b 2 , J −α is the first kind Bessel function with index −α,
2R (x 0 ) with homogeneous Dirichlet boundary conditions and µ 1 < µ 2 . . . µ n . . . the corresponding eigenvalues.
Then for any n, m ∈ N\{0}, e n,m is an eigenfunction of (8) with corresponding eigenvalue λ n,m . Moreover the set {e n,m : n, m ∈ N \ {0}} is a complete orthonormal system for
Proof. We look for nontrivial solutions of (8) in the form
By (9) with a choice of the test function of the type ϕ(x, t) = η(t)e n (x), with η = η(t) one variable test function, we see that
If we put z n (t) := t −α A n (t) then z n solves
When λ−µ n = 0, (12) becomes an Euler equation. Therefore, exploiting the explicit representation of solutions of (12) , one can check that problem (10)-(11) does not admit any nontrivial solution. Let us assume that λ − µ n = 0. Depending on the sign of λ − µ n one may proceed with the following rescaling y n (t) := z n t √ |λ−µn| to obtain
If λ − µ n > 0, (13) becomes a Bessel equation while if λ − µ n < 0 it becomes a "modified Bessel equation", see Section 4.5 and Section 4.12 in [3] . By (11), (4.12.2), (4.12.4), (4.6.1) and (4.6.2) in [3] (and the analogue for modified Bessel functions), and some tedious computations, one can check that the only possible way to find nontrivial solutions of (10)- (11) is to assume that λ − µ n > 0 and to choose y n (t) = c n J −α (t) . This implies that any nontrivial A n admits necessarily the representation (14) A n (t) = c n t α J −α ( λ − µ n t)
with λ satisfying J −α (2 √ λ − µ n R) = 0 whenever c n = 0. From this we deduce that λ necessarily satisfies
This proves that the eigenvalues of −∆ b are the numbers which admits the representation (15) . For any number λ > 0 we denote by S(λ) the possibly empty set defined by Hence if λ is an eigenvalue then the corresponding eigenfunctions U are of the form
2R t e n (x) .
For any (n, m) ∈ (N \ {0}) 2 , it may be useful to define
where
With this choice we have that e n,m L 2 (Q + 2R (x0);t b ) = 1. Moreover we also have orthogonality in
, e n2,m2 . If n 1 = n 2 , this follows from FubiniTonelli Theorem and the orthogonality of e n1 and e n2 in L 2 (B ′ 2R (x 0 )). If n 1 = n 2 and m 1 = m 2 orthogonality between e n1,m1 and e n2,m2 follows from Fubini-Tonelli Theorem and the fact that
where the last identity follows from [3, Equation (4.14.
2)]. Therefore the set {e n,m : n, m ∈ N \ {0}} is a complete orthonormal system for
We observe that {e n,m : n, m ∈ N \ {0}} is a complete system thanks to compactness of the embedding
.1) and to the theory of compact self-adjoint operators.
In the next proposition we prove some estimates on the eigenfunctions of (8). 
Moreover we also have that
Combining elliptic estimates (see [4, Chapter V] ) and Sobolev embeddings with the fact that e n L 2 (B ′ 2R (x0))) = 1, we have that, for any k ∈ N, there exists a constant C(N, R, k) depending only on N, R and k such that (19) e n C k (B ′ 2R (x0)) C(N, R, k)µ δ n with δ as in the statement of the lemma.
In order to obtain a similar estimate for the function γ m t α J −α j−α,m 2R t we first observe that
By (169) and (171) 
, for any k ∈ N, where C(α, k) is a positive constant depending only on α and k. Here and in the sequel by derivative of order zero of a function we mean the function itself.
By (21) we obtain
in both the cases α ∈ . By (20) and (22) we deduce that for any
Combining this estimate with (16) , (17) and (19), we obtain 
We prove below the existence of a smooth solution to (24) .
The datum ψ can be written in the form
c n,m e n,m (x, t) .
Then the solution ϕ of (24) is formally given by
c n,m λ n,m e n,m (x, t) .
We observe that by integration by parts and the fact that e n,m is an eigenfunction of −∆ b corresponding to the eigenvalue λ n,m , we have
Iterating this procedure, we deduce that, for any ℓ ∈ N, 
By (23) and (26), we obtain as
We may fix ℓ large enough such that L > N in both cases.
By (17) , (172) and Weyl Law for the asymptotic behavior of eigenvalues of −∆ with Dirichlet boundary conditions, we infer that there exists a constant C > 0 such that
for any n, m 1 .
Combining this with (27) we obtain c n,m λ n,m e n,m
Since L > N , this proves that (18) we also have (28) lim
This completes the proof of the proposition.
We are ready to prove the main result of this section.
for any x 0 ∈ Ω and R > 0 satisfying B ′ 2R (x 0 ) ⊂ Ω and moreover there exists a positive constant C depending only on N, b, x 0 , R such that
Proof. Let x 0 ∈ Ω and let R > 0 be such that
By (30) and the fact that lim
where we exploited the identity η div(
where the duality product has to be interpreted as applied to a trivial extension of ηϕ. We divide the remaining part of the proof into three steps.
Step 1. We prove that given V, g as in the statement and η as above, there exists a unique solution of (33) .
Suppose that W 1 , W 2 are two of these functions and denote by W their difference. Then we
) and let ϕ be the unique solution of (24) . We have shown that such a function ϕ belongs to
). This together with (28) implies that ϕ is an admissible test function in (34) . This yields
and completes the proof of Step 1.
Step 2. In this step we prove that, for V, g as in the statement of the proposition and η as above, there exists a unique function
We recall that there exists a well-defined continuous trace embedding from
for some const > 0 depending only on N, R, b and η.
On the other hand, from the fact that η t (·, 0) ≡ 0 in Ω and by (152), we deduce that
From (36)-(39) and the Lax-Milgram Theorem we deduce that (35) admits a unique solution
). An integration by parts yields
2R (x 0 ). Passing to the limit as ε → 0 + we obtain
Actually, one has to prove first (40) for smooth functions Z and then, by a density argument, for all functions in
Combining (35) and (40) we obtain
. From this we deduce that Z is a solution of (33) .
Step 3. We conclude the proof of the proposition. We have shown that (33) admits a unique solution, hence Z coincides in Q + 2R (x 0 ) with the function W = ηV defined at the beginning of the proof. In particular ηV ∈ H 1 (Q
. The proof of (31) follows from the estimates of Step 2 and standard application of the continuous dependence from the data in Lax-Milgram Theorem.
3. An alternative formulation of problem (1) Inspired by [8] and [35] , we introduce an alternative formulation for problem (1) . For any 1 < s < 2 as in (1) we define b := 3 − 2s ∈ (−1, 1). Next we define D b as the completion of
with respect to the norm
be a solution of (1) in the sense given in (2) and let U ∈ D b be a solution of (4) .
The existence of a solution for problem (4) is essentially contained in [35] . For completeness, we provide here a rigorous formulation for (4) and we prove the existence of a solution for it.
In order to do that, we need to show that it is well defined and continuous the trace map
so that the first boundary condition in (4) can be interpreted in the sense of traces. The construction of this trace operator is one of the main goals of this section.
The second boundary condition in (4) is a forced condition coming from the functional space D b and has the following meaning: any function U ∈ D b is the limit with respect to the norm · D b of a sequence {U n } of smooth functions satisfying lim
In other words, the boundary condition lim t→0 + t b U t (·, 0) ≡ 0 on R N is equivalent to the validity of the following integration by parts formula
The previous arguments show that the minimization problem (44) min
is meaningful being the set {V ∈ D b : Tr(V ) = u} = ∅ as one can deduce from Lemma 3.2 and the density of
. With a standard procedure it is possible to verify that (44) admits a minimizer U ∈ D b which is a weak solution of (4).
As mentioned above our main purpose now is to construct the trace map Tr :
. We define the weighted Sobolev space V (0, ∞; t b ) as the completion of
. Then the following facts hold true:
there exists a constant C > 0 independent of t but possibly dependent on ϕ such that
2 ) for any t 0 .
Proof. We divide the proof of the lemma in several steps.
Step 1. We prove that for any ϕ as in (45) we have
By direct computation we see that
By integration by parts and taking into account that lim t→0
Combining (49) and (50) we obtain
and the proof of Step 1 follows.
Step 2. We prove that for any ϕ as in (45) we have
Indeed, using (50) we have
Step 3. We prove that the norm in (46) and the norm
are equivalent on the space defined in (45). If b ∈ [0, 1) the equivalence of the two norms follows by (48) and (51). If b ∈ (−1, 0) one of the two estimate is trivial and for the other we proceed in this way:
where the above inequality follows from (51) and the fact that b < 0.
Step 4. In this step we complete the proof of the lemma. From Step 2 and Step 3 and a density argument we deduce that
, where C is a positive constant independent of ϕ. This proves the first two assertions in (ii).
For any ϕ as in (45) and t > s > 0 we have, for some positive constant C independent of s,t and ϕ,
where the last inequality follows from Step 2 and Step 3. By density we have that estimate (52) actually holds for any ϕ ∈ V (0, ∞; t b ). This proves that any ϕ ∈ V (0, ∞; t b ) is continuous in [0, +∞) being 3 − b > 0. Moreover if we put s = 0 in (52) we obtain
Since b < 1, from the first estimate in (53) we deduce that ϕ is differentiable at 0 and ϕ ′ (0) = 0 so that the proof of (ii) is complete. The second estimate in (53) gives (47) and proves (iii).
It remains to complete the proof of (i). For any ϕ as in (45) and t > s > 0 we have, for some positive constant C independent of s,t and ϕ,
where the last inequality follows from Step 2 and Step 3. By density we have that estimate (54) actually holds for any ϕ ∈ V (0, ∞; t b ). Since b < 1, we deduce that ϕ ′ is continuous in [0, ∞) and this completes the proof of (i).
Thanks to Lemma 3.1 we can now prove the existence of a classical solution of (4) when the datum u is sufficiently smooth.
). Moreover U ∈ D b and the following assertions hold true:
(i) there exists a constant C b > 0 depending only on b such that
Proof. Given a function u ∈ C ∞ c (R N ) we aim to solve problem (4) by using the Fourier transform.
b,t U = 0 and applying the Fourier transform with respect to the x variable to both sides of the equation, we formally obtain
, we look for a solution of (57) in the form U (ξ, t) = u(ξ)φ(|ξ|t) with φ(0) = 1 and φ ′ (0) = 0. From (57), φ has to be a solution of the equation
We now divide the rest of the proof in several steps.
Step 1. In this step we prove the existence of a solution to equation (58) in V (0, ∞; t b ). We introduce the functional J :
Thanks to Lemma 3.1, it is possible to consider the minimization problem
Since the functional J is clearly coercive with respect to the norm of V (0, ∞; t b ), the minimization problem admits a weak solution φ which solves equation (58) and satisfies the initial conditions φ(0) = 1 and φ ′ (0) = 0. In particular we have
, by (59), we see that ζ is a distributional solution of the equation
We claim that ζ ∈ C ∞ (0, ∞) and it solves (60) in a classical sense. Indeed, if we put
. Now, with a bootstrap procedure which makes use of (60), we conclude that ζ ∈ C ∞ (0, ∞).
Now we claim that ζ ∈ C 0 ([0, ∞)). For any t > s > 0, by (60), we have
Since b > −1, choosing t = 1 in (61) and letting s → 0 + , we infer that
This proves that ζ ′ is integrable in a right neighborhood of 0 and hence ζ is continuous at 0, thus proving the claim.
Next, we can proceed by completing the proof of Step 2. By
we deduce that φ ∈ C ∞ (0, ∞). Moreover, integrating (62), for any 0 < s < t, we obtain
By Lemma 3.1 (i), the continuity of ζ and the fact that b > −1, it follows
This means that there exists L ∈ R such that lim t→0
We observe that L = 0 since otherwise we would have
and, in turn, by de L'Hôpital rule, we obtain
Finally, by (62), we have that
This completes the proof of Step 2.
Step 3. We show that the function U , defined in such a way that U (ξ, t) = u(ξ)φ(|ξ|t) with φ as in Step 1, satisfies U ∈ C 2 (R N +1 + ), U t (·, 0) ≡ 0 in R N and it solves (4) in a classical sense. First, we observe that, by Lemma 3.1 (iii) and (61), φ, ζ ′ and, in turn also ζ, have at most a polynomial growth at +∞. Hence, by (64) also φ ′ has at most a polynomial growth at +∞. Finally, from the equation ∆ b,t φ = φ + ζ, we also deduce that φ ′′ has at most a polynomial growth at +∞.
Therefore, since φ ∈ C 2 ([0, ∞)) and u ∈ S(R N ), with S(R N ) the space of rapidly decreasing C ∞ (R N ) functions, by the Dominated Convergence Theorem, one can deduce that the map t → u(ξ)φ(|ξ|t) belongs to the space of vector valued functions
). Since
and φ ′ (0) = 0 it follows that U t (x, 0) = 0 for any x ∈ R N . By construction, we also have that U is a classical solution of (4).
Step 4.
After integration, a change of variable with respect to t and Fubini-Tonelli Theorem, we obtain
Since u ∈ S(R N ), the last integral is finite and hence, by Fubini-Tonelli Theorem, for almost every
Multiplying this identity by t b , integrating in (0, ∞) with respect to the variable t and applying
. Moreover (65) follows by exploiting (66).
Step 5. We prove that U ∈ D b . We have to prove that U can be approximated with functions in T with respect to the norm · D b . Here T is the space defined in (42). Combining Plancherel Theorem with the fact that u ∈ S(R N ) and φ ∈ V (0,
We prove that (68)
By direct computation one sees that
where we put Θ(x) = η(|x|). Then, we observe that there exists a positive constant C independent of x, t and n, such that
where we put z = (x, t) ∈ R N +1 . By (67), (69), (70) and the Dominated Convergence Theorem, (68) follows. This shows that for any ε > 0 there exists a function V ∈ C 2 c (R
By
Step 3 and the truncation argument introduced above, we deduce that we can choose V in such a way that
A mollification argument allows us to approximate, with respect to the norm · D b , the function V found above, with a C ∞ compactly supported function W satisfying W t (·, 0) ≡ 0 in R N . Indeed, one can introduce a sequence of mollifiers {ρ n } and still denote by V the even extension with respect to the variable t to the whole R N +1 . This extension satisfies V ∈ C 2 c (R N +1 ) since V t (x, 0) = 0 for any x ∈ R N . We choose the functions ρ n even with respect to the t variable. Then one can verify that the functions W n := ρ n * V ∈ C ∞ c (R N +1 ) are even with respect to t and the functions ∂ t W n are odd with respect to t; in particular ∂ t W n (·, 0) ≡ 0 in R N . Exploiting the fact that for any n ∈ N, ∂ t W n is odd with respect to t, one can show that |∂ t W n (x, t)| C|t| for any (x, t) ∈ R N +1 and n ∈ N where C is a constant independent of (x, t) ∈ R N +1 and n ∈ N. Combining this estimate with the fact that V ∈ C 2 c (R N +1 ), by Dominated Convergence Theorem we obtain
Step 6. In this step we complete the proof of the lemma. The proof of (i) follows from (65) once we put C b := J(φ).
It remains to prove (ii).
, by Plancherel Theorem, Fubini-Tonelli Theorem and a change of variable, we have
where the last identity follows from the fact that, for any ξ = 0, the real part and the imaginary part of the map t → Φ ξ, 
Let V be as in the statement of the lemma and put Φ := V − U is such a way that Φ ∈ C 2 (R N +1 + ) and it satisfies (72). By (71) we then have
This completes the proof of the lemma.
Thanks to Lemma 3.2, in the next proposition we construct a trace map Tr :
Proposition 3.3. Let s ∈ (1, 2) and let b = 3 − 2s ∈ (−1, 1). Then there exists a linear continuous map Tr :
Therefore, if we put Tr(V ) := u we have
The conclusion follows by completion.
Let u be a solution of (1) and let U ∈ D b be the corresponding solution to (4) . From Lemma 3.2 it follows that
. Moreover by the proof of Proposition 3.3, for all ϕ ∈ D b satisfying Tr (ϕ) = u, we have that
Therefore we have
Now, for any ϕ ∈ D b we denote by Φ ∈ D b the solution of (4) corresponding to Tr (ϕ). By (73) we have that
and taking the difference we obtain (75) and (76) we obtain
Hence u ∈ D s,2 (R N ) solves (2) 
An Almgren type monotonicity formula
Let us assume that U ∈ D b is a solution to (78). Let us set
i.e., in view of (43) and Proposition 7.2,
Furthermore (78) yields
such that supp(ϕ(·, 0)) ⊂ Ω and lim
Up to translation it is not restrictive to suppose that x 0 = 0 ∈ Ω. Then we fix a radius R > 0 satisfying (82). For simplicity, the center x 0 of the sets introduced in (7) will be omitted whenever x 0 = 0.
By (81)- (82) By density we may conclude that
is a weak solution to the system (5) in the sense that (80) and (81) hold together with the forced boundary condition (43). Thanks to Proposition 7.2 and (82), we may define the functions
We observe that the function H = H(r) is well defined for every r > 0 such that B ′ 2r ⊂ Ω since the trace operator
is well-defined and continuous being b ∈ (−1, 1), see [12, Subsection 2.2] . We now prove a Pohozaev-type identity for system (5).
Lemma 4.1. Let U and V be as in (78) and (79). Then for a.e. r > 0 such that B ′ 2r ⊂ Ω we have
Proof. The proof of this lemma can be obtained proceeding exactly as in the proof of Theorem 3.7 in [12] . Hence here we omit the details and we show only the main steps. Let us consider first identity (87). Let r be as in the statement of the lemma. Similarly to [12] , for any δ > 0 we define the set
r ∩ {(x, t) : t > δ} . By (5) and exploiting [12, (51) ] by replacing their 1 − 2s with our b = 3 − 2s, we obtain
Now, arguing as in [12] , on can show that there exists a sequence δ n ↓ 0 such that
as n → +∞. By the local regularity estimates of Propositions 7.8 and 7.9 we infer that U, V ∈ C 0,α (B
for some α ∈ (0, 1). These regularity estimates on U, V and their derivatives combined with the Dominated Convergence Theorem imply that
Next, by (90) and (91), one can pass to the limit in (88) and (89) with δ = δ n as n → +∞, thus obtaining (87).
In order to prove (86) it is sufficient to test the equations in (5) with U and V respectively. 
If r 0 is sufficiently small and r ∈ (0, r 0 ), the parenthesis appearing in the right hand side of (92) becomes positive. This, in turn, implies B 
for any r ∈ (0,r). In particular we have that Moreover, there exist two positive constants C 1 , C 2 independent of r such that D(r) + C 2 H(r) 0 for any r ∈ (0,r) and
for any r ∈ (0,r) .
Proof. By Young inequality and (152), we have
from which we obtain
for any r ∈ (0, r 0 ). The proof of (94) and (95) then follows from the definitions of D, H and N , choosingr ∈ (0, r 0 ) sufficiently small. Combining (97) and (94) we also obtain (96).
In order to prove the validity of an Almgren type monotonicity formula we need to compute the derivative of N . In order to do that we first compute the derivatives of the functions D and H. 
+
∂V ∂ν
in a distributional sense and a.e. r ∈ (0, R).
Proof. The proof can be easily obtained by replacing (87) into
Lemma 4.6. Let U and V be as in (78) and (79) and let R be as in (82). Let N = N (r) and r 0 be as in (93). Then N ∈ W 1,1 loc (0, r 0 ) and moreover we have N ′ (r) = ν 1 (r) + ν 2 (r) (101) in a distributional sense and for a.e. r ∈ (0, r 0 ), where
Proof. The proof follows immediately from (98), (99) and (100).
In the next result we obtain an estimate on the ν 2 component of the function N ′ .
Lemma 4.7. Under the same assumptions of Lemma 4.6 we have that
exists, it is finite and moreover γ 0.
Proof. Let ν 1 and ν 2 be the functions introduced in Lemma 4.6. By (94), (96) and (97), for any r ∈ (0,r), withr as in Lemma 4.3, we have
for some suitable constants C 1 , C 2 , C 2 > 0 independent of r. Therefore, since by Cauchy-Schwarz inequality we have that ν 1 0, we obtain that Furthermore, for any σ > 0 there exist K(σ) > 0 and r σ ∈ (0, r 0 ) depending on σ such that
for all r ∈ (0, r σ ) .
Proof. The proof is quite standard once we have proved (103), see the proof of [12, Lemma 3.16] for the details.
A blow-up procedure
In order to exploit the monotonicity formula obtained in Section 4 and to obtain asymptotic estimates on solutions to (5), we proceed with a blow-up argument.
) be a nontrivial solution to (5) in the sense of (80)-(81) and (43). Let N be the function defined in (93) and let γ be as in Lemma 4.7. Then the following statements hold true:
(i) there exists ℓ ∈ N such that
with µ ℓ as in Section 1;
(ii) for any sequence λ n ↓ 0 there exists a subsequence {λ n k } k∈N and 2M ℓ real constants Proof. Let us define the following scaled functions
which satisfy
Using a change of variable, (94) and Lemma 4.7, one sees that
which combined with (152) yields that
for someλ small enough. Hence, for any sequence λ n ↓ 0, there exists a subsequence λ n k ↓ 0 and two functions U , V ∈ H 1 (B
By compactness of the trace map
, we obtain (110)
which implies that ( U , V ) ≡ (0, 0). We observe that the couple (U λ , V λ ) weakly solves
which means that the couple ( U , V ) weakly solves
. By Propositions 7.8-7.9 we have that, for any r ∈ (0, 1),
are bounded in C 0,β (B + r ) for some β ∈ (0, 1); hence by the Ascoli-Arzelà Theorem we deduce that these families of functions are uniformly convergent in B + r up to subsequences. In particular, we have that U λn k → U and V λn k → V strongly in H 1 (B + r ; t b ) for any r ∈ (0, 1). Now, for any k ∈ N and r ∈ (0, 1) we define the functions
We observe that
for any r ∈ (0, 1) .
Next, if we define
We claim that H(r) > 0 for any r ∈ (0, 1). Indeed, if there existsr ∈ (0, 1) such that H(r) = 0 then by (111) and integration by parts we would have (114) with (152), we conclude that U ≡ 0 in B This shows that N is constant in (0, 1) so that N ′ (r) = 0 for any r ∈ (0, 1). Therefore, adapting Lemma 4.6 to the couple ( U , V ), we infer that
for any r ∈ (0, 1). This represents an equality in the Cauchy-Schwarz inequality in the Hilbert
are parallel vectors in
Hence, there exists a function η = η(r) defined for any r ∈ (0, 1) such that
∂ν (rθ) = η(r)( U (rθ), U (rθ)) for any r ∈ (0, 1) and θ ∈ S N + . By integration we obtain
where ϕ(r) = e 
Taking r fixed, we deduce that Ψ 1 , Ψ 2 are either zero or eigenfunctions of (6) associated to the same eigenvalue. Therefore there exist ℓ ∈ N, {β ℓ,m , β
and
In view of (110) we have that
2 ) dS = 1 and hence
Since Ψ 1 and Ψ 2 are not both identically zero, from (118) and (119) it follows that ϕ(r) solves the equation 
and H(r) = r 
where λ = |z| ∈ (0, r 0 ), θ = z/|z| ∈ S N + , and 
for some constants c From Lemma 5.1, for every sequence λ n → 0 + , there exist a subsequence {λ n k } k∈N and 2M ℓ real constants β ℓ,m , β
and 
thus contradicting (130).
Then we prove the following lemma.
with µ k as in Section 1. Then there exists ℓ ∈ N such that
with K(N, b, ℓ) as in Lemma 5.3 and
Moreover for any 1 m M ℓ we have
Proof. From Lemma 5.1 and (128) there exist ℓ ∈ N such that, for every sequence λ n → 0 + , there exist a subsequence {λ n k } k∈N and 2M ℓ real constants α ℓ,m , α
for all r ∈ (0, 1), and then, by homogeneity, strongly in H 1 (B + 1 ; t b ). By (124), (135) and Lemma 5.3 we deduce that
We observe that the coefficients α ℓ,m , α ′ ℓ,m depend neither on the sequence {λ n } n∈N nor on its subsequence {λ n k } k∈N . Hence the convergences in (135) hold as λ → 0 + and the lemma is proved.
We now state and prove the following theorem.
) be a weak solution to system (5) such that (U, V ) = (0, 0). Then there exists δ 1 > 0 and a linear combination Ψ 1 ≡ 0 of eigenfunctions of (6), possibly corresponding to different eigenvalues, such that
there exists δ 2 > 0 and a linear combination Ψ 2 ≡ 0 of eigenfunctions of (6), possibly corresponding to different eigenvalues, such that
Proof. We treat separately the proofs of (136) and (137).
Proof of (136). Let ℓ be as in Lemma 5.6. If at least one of the numbers α ℓ,1 , . . . , α ℓ,M ℓ introduced in Lemma 5.6 is different from zero then the proof of (136) follows immediately with We distinguish the two cases Σ = ∅ and Σ = ∅.
The case Σ = ∅. We put It is not restrictive to assume that ω ≡ 0, otherwise the conclusion is trivial. We observe that ω is in the same position as the function U in Lemma 5.6 so that applying that result to ω we deduce that there exists ℓ 0 such that We claim that ℓ k. We first observe that the Fourier coefficients ϕ j,m , ϕ j,m corresponding to ω are all zero for any 1 j k − 1 and 1 m M j . On the other hand, by (134) we deduce that at least one of the functions ϕ ℓ,m , ϕ ℓ,m , 1 m M ℓ , corresponding to ω is not the null function. This proves the validity of the claim.
Note that since ℓ k, by (132) and the orthogonality of 
The case Σ = ∅. As in the previous case we define 
Proof of (137). If at least one of the numbers α 
for any z ∈ B + R . The last identity follows from the second part of Lemma 5.3 and Remark 5.4. Applying Lemma 5.6 to ω and proceeding as in the proof of (136), one can show that λ
The proof of (137) now follows with δ 2 = σ + k and
Proof of the main results
We start with the proof of Theorem 1.5 since the proofs of Theorems 1.1-1.2 are related to the asymptotic estimates stated in Theorem 1.5.
6.1. Proof of Theorem 1.5. Up to translation it is not restrictive to assume that x 0 = 0. The proof now follows from Theorem 5.7 and the regularity estimates of Proposition 7.9.
Once we have proved Theorem 1.5, we can proceed with the proofs of Theorems 1.1-1.2.
6.2. Proof of Theorem 1.1. Let u be as in the statement of the theorem and let U ∈ D b be the corresponding solution of (4). According with Section 4 we also put V = ∆ b U . Following the argument introduced at the beginning of Section 4, by assuming up to translation that x 0 = 0, we see that the couple (U, (156) we deduce that the map
Then, by classical minimization methods, we have that the minimum
is attained by some
. In particular we have
Combining (140) and (77) we obtain
⋆ . Then we can construct the corresponding functions U n , V n and V n . First we observe that
. Now we observe that for the functions V n we have
and hence, since (−∆)
⋆ , by Proposition 2.4 one can show that, for any r > 0, (142) with (78) we obtain
for any Φ ∈ T such that supp(Φ(·, 0)) ⊂ Ω. Hence, by (31) we deduce that V n ⇀ V weakly in
and by Lemma 7.3 we also have
and by (141) applied to V n and V n we obtain (144)
Actually we can prove that (144) still holds true for any Φ ∈ C ∞ c (R
) not necessarily satisfying Φ t (·, 0) ≡ 0 in R N × {0}, arguing as we did for (83). If we define
by (144) we obtain (145)
Choosing a suitable sequence of test functions in (145) and passing to the limit, it is possible to prove that for any x 0 ∈ R N and r > 0 
Letting r → +∞, we have that the right hand side of the previous inequality tends to zero, from which we deduce that W n ≡ 0 on R N × {0} and in particular that V n ≡ V n on R N × {0}. But from the fact that V n ⇀ V weakly in [5, 8] and (140) we deduce that there exists a positive constant κ N,b depending only on N and b such that (146) u
we have that necessarily V vanishes of order γ, i.e. there exists Ψ :
In particular by (158) we also have
we have that, for λ small enough,
From one hand, assumption (146) implies that
whereas convergence (147) yields
Hence passing to the limit in (148) we obtain that . Let x 0 be a density point of E ′ . Hence, for all ε > 0 there exists r 0 = r 0 (ε) ∈ (0, 1) such that, for all r ∈ (0, r 0 ), 
and similarly 7. Appendix 7.1. Inequalities involving weighted Sobolev spaces. Throughout this section, we will assume that s ∈ (1, 2), N > 2s and b = 3 − 2s ∈ (−1, 1). For simplicity, the center x 0 of the sets introduced in (7) will be omitted whenever x 0 = 0. Next we state the following Hardy-Sobolev inequality taken from [12, Lemma 2.4] . For any R > 0 and U ∈ H 1 (B + R ; t b ) we have
In particular, for any x 0 ∈ R N and U ∈ H 1 (B + R (x 0 ); t b ), we have
Now we state a Sobolev inequality involving a suitable critical Sobolev exponent. Let
By [24, Theorem 19 .10] we have 
Proposition 7.1. Let x 0 ∈ R N , b ∈ (−1, 1) and R > 0. Then the embedding
is compact.
Proof. Let us define the function d :
. For any n let us still denote by U n the trivial extension to Q
thus showing that {U n } is bounded in the weighted Sobolev space
where we used the notation of [24, Theorem 19.7] . By the same theorem in [24] we deduce that {U n } is, up to subsequences, strongly convergent in
. This completes the proof of the proposition. Now we state a Hardy-Rellich type inequality for functions in D b .
Proof. By definition of D b , it is enough to prove inequality (154) for every U ∈ C ∞ c (R
Arguing as in [25] , we have that, for every ε > 0 and λ ∈ R,
where z = (x, t) and B ε = {z ∈ R N +1 : |z| < ε}. Integration by parts yields
Combining the previous estimates we obtain that
Choosing λ = N − 2s and letting ε → 0 + we obtain that
thus completing the proof.
If N > 2γ, the Sobolev embedding implies that there exists a positive constant S(N, γ) depending only on N and γ, such that
where 2 * (N, γ) = 2N/(N − 2γ), see e.g. [9] .
According with [5] , we define ) with respect to the norm
Arguing as in [5] , we have that there exists a constant K b depending only on b ∈ (−1, 1) such that
Combining this with (155), we infer 
where u = Tr (U ) and S(N, b) is a positive constant depending only on N and b.
Proof. See the proof of [12, Lemma 2.6].
7.2. Hölder regularity of solutions. This subsection is devoted to some results about Hölder regularity of solutions to systems of weighted elliptic equations in divergence form. Throughout this subsection, we will assume that s ∈ (1, 2), N > 2s and b = 3 − 2s ∈ (−1, 1). As in Subsection 7.1 the center x 0 ∈ R N of the sets introduced in (7) will be omitted whenever x 0 = 0. We start with the following proposition which is a restatement, adapted to our setting, of some regularity results contained in [13] , see also [20] .
1 . Then the following statements hold true:
) and in addition
for some C > 0 and α ∈ (0, 1) depending only on N, b and A L q 1 (B ′ 1 ) ; (ii) if in addition to the previous assumptions we also suppose that A, B ∈ W 1,∞ (B
for some C > 0 and α ∈ (0, 1) depending only on N, b and A L ∞ (B ′ 1 ) . In order to obtain a Hölder estimate for the t-derivative of a solution of (159) we need to adapt to our context some results from [7, 13, 12] .
be a weak solution of (159) with
for some C > 0 and α ∈ (0, 1) depending only on N and b.
Proof. Since W is a weak solution of the problem
it is clear that the even reflection of W with respect to t, which we denote by W , belongs to H 1 (B 1 ; |t| b ) and it is a weak solution of
where we denote by D the even reflection of D. In other words
as one can deduce from [22, Theorem 2.5] and a standard truncation argument.
With this particular choice of ϕ in (160) we obtain
This proves that the function Ψ(x, t) :
In particular, by (161) we have that
1/2 . In order to remove the condition ψ t (·, 0) ≡ 0 on B ′ 1/2 , it is enough to test (162) with
) and η(t) = 1 for any t ∈ [−1, 1], and to pass to the limit as k → +∞.
In other words, we have shown that Ψ ∈ H 1 (B 1/2 ; |t| −b ) is a weak solution in the usual sense of the equation
for some σ > 0 (see Definition 2.4 and Remark 2.6 in [38] ). Recalling that the weight |t| −b belongs to the Muckenhoupt class A 2 , by Theorem 5.2 in [38] we deduce that Ψ ∈ C 0,α (B 1/4 ) for some α ∈ (0, 1) and there exists a constant C > 0 such that
The proof of the theorem now follows from the definition of Ψ.
In order to apply the last two propositions to system (5), we prove the following Brezis-Kato type result for a system of two equations with a potential in the boundary conditions and forcing terms both in the equation and in the boundary conditions.
1/2 ) for any 1 q < ∞ and moreover there exists a constant
such that
Proof. The proof is quite standard and it is based on a Moser-Trudinger iteration scheme inspired by the paper of Brezis-Kato [6] .
If we combine (153) with (152) we obtain (164) C(N, b)
α0−2 U and exploiting the respective boundary condition, we obtain
By direct computation (see the proof of Lemma 9.1 in [17] for more details), one can verify that if we put C(q) = min{ 
Combing this with (165), using Young inequality and the fact that U n |U |, we obtain 
We observe that by (166) and the definition of β 0 we have that the integral in the right hand side of (167) involving the function U is finite and so it is the one involving the function V since V ∈ L β0 (B + 1 ; t b ) being β 0 ∈ (2, 2 * * (b)).
We now state a Hölder regularity result for solutions of system (163). Proof. We first apply Proposition 7.6 to U and V and, taking into account Remark 7.7, we obtain U, V ∈ L q (B + r ; t b ) and U, V ∈ L q (B ′ r ) for any 1 q < ∞ and r ∈ (1/2, 1). Then, by (163), by the assumptions on A and B, by Proposition 7.4 (i) applied to U and V respectively and by Remark 7.7, we obtain U, V ∈ C 0,α (B + 1/2 ) for some α ∈ (0, 1).
We are now ready to prove a Hölder regularity estimate for derivatives of solutions (U, V ) of (163). such that
(ii) if we also assume A, B ∈ C 0,α (B and V C 0,α (B Proof. In order to prove (i) we proceed as in the proof of Lemma 3.3 in [12] . We define for any ξ ∈ R N with |ξ| small enough the functions U ξ (x, t) := U (x + ξ, t) − U (x, t) |ξ| and V ξ (x, t) := V (x + ξ, t) − V (x, t) |ξ| for any (x, t) ∈ B are uniformly bounded with respect to ξ small for some β ∈ (0, α).
Passing to the limit as ξ → 0, by the Ascoli-Arzelà Theorem we deduce that ∇ x U, ∇ x V ∈ C 0 (B + 1/2 ). Finally, exploiting the uniform Hölder estimates for U ξ and V ξ , passing to the limit as ξ → 0, we obtain the validity of the Hölder estimates for ∇ x U and ∇ x V on B + 1/2 . This completes the proof of (i).
It remains to prove (ii). We first observe that A(x)U (x, 0) + B(x) ∈ C 0,α (B ′ 1 ) and hence by [7, Lemma 4.5] , applied to the function V , we obtain t b V t ∈ C 0,β (B + 1/2 ) for some β ∈ (0, α). In turn, applying Proposition 7.5 to the function U , we also obtain the Hölder continuity of the function t b U t over B + 1/2 . This completes the proof of (ii).
7.3. Properties of Bessel functions. We start by recalling an asymptotic estimate for first kind Bessel functions as t → +∞:
(169) J ν (t) = O(t −1/2 ) as t → +∞ .
This property can be deduced from the asymptotic expansion [3, (4.8.5) ]. In order to obtain a similar estimate for derivatives of J ν we start from the following identity (170) J ′ ν (t) = −J ν+1 (t) + νt −1 J ν (t) , see for example [3, Section 4.6] . From this identity we immediately see that J ′ ν (t) = O(t −1/2 ) ad t → +∞.
Using iteratively (170), we deduce that
We conclude this subsection with an asymptotic estimate for the zeros of J ν as m → +∞:
(172) j ν,m ∼ π m as m → +∞ . 
