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Thematrix geometricmean is concave.We complete this important
factwith a reverse result. This follows froman interestingnon-com-
mutative extension of a classical reverse Cauchy–Schwarz inequal-
ity (Cassel, 1951). Our investigation also leads to state a reverse
result to von-Neuman’s trace inequality.
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1. Introduction
The geometric mean
√
ab of two positive real numbers a, b is a concave operation. This statement is
equivalent to theCauchy–Schwarz inequality. Thegeometricmeanofmatrices share similar properties.
Let A,B, . . . , Z be n × n matrices, or operators on an n-dimensional spaceH. For A,B > 0 (positive
definite), their geometric mean AB is deﬁned by two quite natural requirements:
1. AB = BA implies AB = √AB,
2. (X∗AX)(X∗BX) = X∗(AB)X for any invertible X .
E-mail address: eylee89@knu.ac.kr
0024-3795/$ - see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2008.09.026
806 E.-Y. Lee / Linear Algebra and its Applications 430 (2009) 805–810
Then, we must have
AB = A1/2(IA−1/2BA−1/2)A1/2 = A1/2(A−1/2BA−1/2)1/2A1/2 (1)
so that AB should be solution of ZA−1Z = B, Z > 0, or equivalently to ZB−1Z = A. Hence, AB can
be deﬁned by (1) and AB = BA. Since f (t) = t1/2 is operator monotone, AB is operator increasing.
Remarkable properties of the geometricmeanare amaximal characterizationbyPusz andWoronowicz
[3] and its immediate concavity corollary:
Theorem 1. Let A, B > 0. Then AB = max
{
X > 0
∣∣∣∣
(
A X
X B
)
 0
}
.
Corollary 1. The geometric mean AB is concave on pairs of positive definite matrices. Equivalently, for
positive definite matrices {Ai}mi=1 and {Bi}mi=1,∑
AiBi 
(∑
Ai
)

(∑
Bi
)
.
This concavity property can be regarded as amatrix Cauchy–Schwarz inequality. In the next section
wegive a reverse result. Ourmain result, Theorem4, is amatrix extension of a classical reverse Cauchy–
Schwarz inequality. Some related inequalities are presented in the last section, including a reverse
statement to von-Neuman’s trace inequality. For sake of completeness we include here a proof of
Theorem 1.More information and references on the geometric mean can be found in Bhatia’s book [1].
Proof.
(
A X
X B
)
 0 means X = A1/2KB1/2, for some contraction K , ‖K‖ 1, that is,
||A−1/2XB−1/2|| 1
or
||A−1/2XA−1/2A1/2B−1/2|| 1 or (A−1/2XA−1/2)2  A−1/2BA−1/2.
Therefore, by operator monotony of t → t1/2,
A−1/2XA−1/2  (A−1/2BA−1/2)1/2.
Hence,
X  A1/2(A−1/2BA−1/2)1/2A1/2 = AB.
It remains to check that
(
A AB
AB B
)
 0. Note that ‖A−1/2(AB)B−1/2‖ = 1 since A−1/2(AB)B−1/2 is
unitary. 
2. Reverse inequalities for the geometric mean
The following sharp inequality holds:
Proposition 2. Let Ai, Bi > 0, i = 1, . . . ,m, with pAi  Bi  qAi for some p, q > 0. Then(∑
Ai
)

(∑
Bi
)
 (p/q)
1/4 + (q/p)1/4
2
∑
AiBi.
A special case is a reverse (sharp) inequality for the operator concave function
√
t.
Proposition 2a. Let Ai > 0, i = 1, . . . ,m, with p Ai  q for some p, q > 0. Then(∑
Ai
m
)1/2
 (p/q)
1/4 + (q/p)1/4
2
∑
A
1/2
i
m
.
It would be interesting to obtain similar estimates for more general operator monotone functions.
Proposition 2 follows from a more general result whose proof need an elementary lemma:
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Lemma 3. Let Z > 0 with extremal eigenvalues a, b. For all vectors h,
||h||||Zh|| (a/b)
1/2 + (b/a)1/2
2
〈h, Zh〉. (2)
This lemma is reformulation of a Kantorovich inequality and can be essentially found in [2]. For
sake of completeness we include its proof.
Proof. Let S be any subspace and let a′ and b′ be the largest and smallest eigenvalue of ZS, the
compression of Z ontoS. Then we have a a′  b′  b. We set t = √a/b and t′ = √a′/b′. Then t 
t′  1. Since a+b
2
√
ab
= 1
2
(t + 1t ), a
′+b′
2
√
a′b′
= 1
2
(t′ + 1t′ ) and f (t) = t + 1t increases on [1,∞), we have a+b2√ab 
a′+b′
2
√
a′b′
. Therefore, it sufﬁces to prove (2) for ZS with S = span{h, Zh}. Hence we may assume that
dimH = 2. We may also assume that ‖h‖ = 1. Then for some orthonormal vectors e, f and x ∈ [0, 1],
Z = ae ⊗ e + bf ⊗ f and h = xe +
√
1 − x2f . Setting x2 = ywith y ∈ [0, 1], we have
||Zh||
〈h, Zh〉 =
√
a2y + b2(1 − y)
ay + b(1 − y)
which attains its maximum on [0, 1] at y = b/(a + b) with the value ((a/b)1/2 + (b/a)1/2)/2. 
We also need two well-known facts about positive linear maps : Mn(C) −→ Mk(C).
Fact 1. For A, B > 0, all vectors h and all positive linear maps,
〈h,(AB)h〉 〈h,(A)h〉1/2〈h,(B)h〉1/2. (3)
In particular
〈h,ABh〉 〈h,Ah〉1/2〈h,Bh〉1/2. (4)
Inequality (3) is a special case of
(AB) (A)(B) (5)
which can be derived from Theorem 1, see [1, p. 107]. It is obvious when (A) = Z∗AZ for some n × k
matrix Z and we only need this case. Note that it is easy to show (4):
〈h,ABh〉 = 〈A1/2h, (A−1/2BA−1/2)1/2A1/2h〉
 ||A1/2h||||(A−1/2BA−1/2)1/2A1/2h|| = 〈h,Ah〉1/2〈h,Bh〉1/2.
The second fact needed is a basic version of the GNS construction.
Fact 2. Let be a positive linear functional onMn(C). Then there exists X  0 such that(A) = Tr AX .
Hence, if π(A) : Mn(C) → Mn(C) is the left multiplication by A, we can write
(A) = 〈h,π(A)h〉,
where the inner product is the canonical inner product onMn(C) and h = X1/2.
Facts 1–2 and Lemma 3 will allow us to prove our main result:
Theorem 4. Let A, B > 0 such that pA B  qA for some p, q > 0, and let  be a positive linear map.
Then
(A)(B) (p/q)
1/4 + (q/p)1/4
2
(AB)
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Note that Theorem 4 is a reverse statement to (5) and implies Proposition 2 by setting
A = diag(A1, . . . ,Am), B = diag(B1, . . . ,Bm), and (A) = Z∗AZ ,
where Z∗ = (I, . . . , I). Of course (5) similarly implies Corollary 1.
Proof. Step 1: Suppose that for a vector f ,(A) = 〈f ,Af 〉. In Lemma 3, take
Z = (A−1/2BA−1/2)1/2 and h = A1/2f .
Since pA B  qA implies p1/2  (A−1/2BA−1/2)−1/2  q1/2, we get
{〈f ,Af 〉〈f ,Bf 〉}1/2  (p/q)
1/4 + (q/p)1/4
2
〈f ,ABf 〉.
Step 2:We turn to the general case. Let h be any vector. Then, by Fact 1,
〈h,(A)(B)h〉 〈h,(A)h〉1/2〈h,(B)h〉1/2 =(A)1/2(B)1/2,
where is deﬁned by(X) = 〈h,(X)h〉. By Fact 2,(X) = Tr YX = 〈Y1/2,π(X)Y1/2〉 for some Y  0.
Since pA B  qA implies pπ(A) π(B) qπ(A), Step 1 yields
(A)1/2(B)1/2  (p/q)
1/4 + (q/p)1/4
2
(AB).
Combining with the previous inequality we get
〈h,(A)(B)h〉 (p/q)
1/4 + (q/p)1/4
2
〈h,(AB)h〉. 
3. More reverse inequalities
Cassel’s inequality, a reverse inequality to the Cauchy–Schwarz inequality, can be formulated as
follows.
Cassel’s inequality. Let (, P) be a probability space. Let f (ω) and g(ω) be measurable functions on
such that p f (ω)/g(ω) q for some p, q > 0. Then
√
E(f )E(g) (p/q)
1/4 + (q/p)1/4
2
E(
√
fg).
Since positive linear maps are regarded as a matrix version of integrals, Theorem 4 is clearly a matrix
extension of Cassel’s inequality. Since E2(
√
fg) E(fg), squaring Cassel’s inequality entails
E(f )E(g) (
√
p + √q)2
4
√
pq
E(fg).
Though weaker than Cassel’s inequality, this byproduct is still sharp. Both contain the Kantorovich
inequality
E(f )E(1/f ) (a + b)
2
4ab
for measurable f with a f (w) b > 0, and its equivalent form
E(f 2) (a + b)
2
4ab
E2(f ).
Another interesting reverse inequality follows from Cassel’s inequality. Given real numbers ai, i =
1, . . . ,n, we denote by a
↓
i
, i = 1, . . . ,n, their non-increasing rearrangement. As a converse result to the
basic rearrangement inequality, we have:
Proposition 5. Let ai, bi, i = 1, . . . ,n be positive numbers such that p ai/bi  q for some p q > 0.
Then
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∑
a
↓
i
b
↓
i
 p + q
2
√
pq
∑
aibi.
Proposition 5 is noted in [2] where further discussion on Kantorovich type inequalities, Cassel’s
inequality and original references can be found. The proof given here is much simpler.
Proof
By Cauchy–Schwarz’s inequality
∑
a
↓
i
b
↓
i

(∑
a2i b
2
i
)1/2
and we may conclude with Cassel’s inequality. 
Now, we give as our last result a matrix extension of Proposition 5. It is the reverse counterpart to
the famous von-Neumann’s trace inequality. Let u stand for the unit ball ofH. Our proof is inspired
by the original proof of Proposition 5.
Theorem 6. Let A, B  0 such that pB(u) ⊃ A(u) ⊃ qB(u) for some p q > 0. Then,
∑
λj(A)λj(B)
p + q
2
√
pq
Tr AB.
Proof. We may assume A, B > 0 and the inclusion conditions on A(u), B(u) means p |B−1A| q,
equivalently, p |AB−1| q. For all vectors h, we have
‖Ah‖‖Bh‖ p + q
2
√
pq
〈h,A2B2h〉. (6)
Indeed, this is Theorem 4 with A2, B2 and (X) = 〈h,Xh〉 (note that this also follows from Lemma 3).
Denote by ‖ · ‖1 the trace norm. There exists a unitary V such that∑
λj(A)λj(B) = ‖AVB‖1.
For some orthonormal basis {hi} and some scalars {vi} of modulus one, V =
∑
vihi ⊗ hi. Hence, making
use of the triangle inequality for the trace norm,∑
λj(A)λj(B)
∑
‖Ahi‖‖Bhi‖.
Combining with (6) we get
∑
λj(A)λj(B)
p + q
2
√
pq
Tr A2B2.
Therefore it remains to check that
Tr A2B2  Tr AB.
To this end, note that, by the end of the proof of Theorem 1, there is a unitary U such that A2B2 = AUB.
Hence
Tr A2B2 = Tr AUB
= Tr (A1/2UB1/2)(B1/2A1/2)
 {Tr AUBU∗}1/2{Tr AB}1/2
 {Tr AUB}1/2{Tr AB}1/2
so that Tr AUB  Tr AB. 
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