Compressed sensing (CS) has provided a novel way for inverse synthetic aperture radar (ISAR) imaging. In CS based ISAR imaging, the continuous range-Doppler plane is divided into grids, and the strong scattering points are assumed on the grids. However, the strong scattering points may not be on the grids, which will degrade the performance of CS greatly. This is the off-grid problem. To solve the problem, most of existing methods aim at estimating off-grid error and sparse solution jointly. But the computational cost is relatively high. To reduce the computational cost, a fast and accurate algorithm has been proposed in this paper. Interestingly, the joint optimization problem can be solved efficiently through two least squares problems based on first order Taylor approximation. When applied into simulated chirp signal and quasi real ISAR data, the proposed algorithm has got much better imaging results than existing algorithms. Therefore, it is a promising off-grid CS based ISAR imaging algorithm.
I. INTRODUCTION
Inverse synthetic aperture radar (ISAR) has found a wide application as it can supply two dimensional high resolution images of targets [1] - [3] . The high resolution in range is obtained by transmitting wide bandwidth signal. And the high resolution in cross-range is obtained through the relative motion between radar and target.
Compressed sensing (CS), a new signal processing method, has aroused great interest in the last decade [4] - [7] . It can reconstruct signals with much fewer observations if the signal is sparse, which breaks through the limitation of Nyquist sampling theorem. Fortunately, the strong scattering points of ISAR targets are sparse, which satisfies the sparsity requirement in compressed sensing. So compressed sensing provides a novel way for ISAR imaging.
Although compressed sensing based ISAR imaging has obtained a lot of encouraging results, there are still some problems to be solved. ISAR images are strong scattering points distribution in continuous range-Doppler plane, The associate editor coordinating the review of this manuscript and approving it for publication was Qingchun Chen . so ISAR imaging is a problem with continuous parameters. However, most of CS work deals with a finite number of candidates [8] . So, when CS is applied into ISAR imaging, the continuous range-Doppler plane is divided into discrete range and Doppler grids, and the strong scattering points are assumed to be positioned on the pre-defined grids exactly. As we all know, the range and Doppler of the strong scattering points are closely related to their position and motion. However, the positions and motions cannot be obtained accurately in real application. So, the strong scattering points may not, and generally do not, lie in the pre-defined grids [9] , which will deteriorate CS ISAR imaging performance significantly. This is the off-grid problem, which has attracted considerable attention [10] - [16] . The off-grid problem can also be observed in many other application areas such as target localization, beamforming or deception jamming [17] , [18] .
Chi et al. investigated the sensitivity of basis pursuit to off-grid problem and suggested extra care may be needed to account for off-grid effect [10] . Refining the grid may reduce off-grid effect. However, it increases the coherence of dictionary, which is adverse to reliable reconstruction [11] . For signals with well separated frequencies, the approach VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ proposed by Tang et al. can work directly on the continuous dictionary [12] . Supposing off-grid error is white Gaussian distributed, sparse total least squares approach can be used [13] . However, a uniform distribution is more realistic.
Off-grid error can be treated as unknowns in the sparse reconstruction, so off-grid error and sparse vector can be estimated jointly [19] , [20] . To reduce the computational cost, a first order Taylor approximation model is employed. Several algorithms have been proposed with this model. Lasserre et al. presented a Bayesian algorithm using a Monte-Carlo Markov chain [19] . But the algorithm limited in Fourier basis and the performance improved at the cost of computational complexity. A robust compressive sensing technique was proposed to alleviate off-grid problem in pulse-Doppler radar [20] . It employed a gradient descent type algorithm rather than solved the problem directly, so the computational cost is still very high. And selection of step size is not easy in real application. We focus on orthogonal matching pursuit (OMP) methods as they have advantages in computability. To eliminate the off-grid effect of the conventional OMP algorithm, some variants of OMP algorithm have already been proposed. Support-constrained OMP was proposed to take advantage of support constraint in the perturbation formulation [21] . The model is similar to the TPS-BPDN (basis pursuit denoising) problem in [22] , which need satisfy stricter conditions than the original perturbed BPDN problem. Teke et al. has presented a novel perturbed OMP (POMP) algorithm which updated the selected support vectors with controlled perturbation to decrease the orthogonal residual [9] . In POMP, all the selected atoms were adjusted using the allowable perturbation angle at the current iteration, which was inefficient. A parameter-searched OMP (PSOMP) algorithm has been proposed to eliminate the effect of off-grid, which was more efficient than POMP [23] . However, PSOMP may get local optimum because it optimizes the selected atoms one by one.
By now, there is no efficient approach to solve off-grid problem in ISAR imaging. So, we present a fast off-grid OMP based ISAR imaging algorithm in this paper. A more accurate ISAR imaging model has been established. Interestingly, by using first order Taylor approximation, ISAR imaging for off-grid target is skillfully transformed into two least squares problems, which can be solved efficiently. The proposed algorithm is much faster than the existing off-grid algorithms, as it can solve the optimization problem directly.
The paper is organized as follows. In Section 2, we establish the ISAR imaging model. In Section 3, we present the fast off-grid CS imaging algorithm. In Section 4, we compare the performance of the proposed algorithm and existing algorithms based on simulated and quasi real radar data. Finally, conclusion is drawn in Section 5.
II. ISAR IMAGING MODEL
In ISAR, supposing the translational motion of the target has been compensated, the target can be described using a rotating model in a plane, which is shown in Fig.1 . The instantaneous distance between the strong scattering point p (x k , y k ) and the radar is
where R 0 is the distance between radar and centre 0, r k is the distance between scattering point p (x k , y k ) and centre 0, R 0 r k , θ k and θ (t) are the initial angle and rotating angle change of scattering pointp (x k , y k ). When θ (t) is small, cos θ (t) ≈ 1 and sin θ (t) ≈ θ (t), so R(t) ≈ R 0 + y k + x k · θ (t). The Taylor expansion of the rotating angle change is
where ω and α are rotation velocity and rotation acceleration velocity of the target respectively, o(t 2 ) represents the higher order infinitesimal of t 2 .
Supposing linear frequency modulation signal is transmitted by radar
wheret, T p , f c , γ and rect (·) are fast time, pulse width, carrier frequency, chirp rate and rectangle function, respectively. The echo from scattering point p (x k , y k ) is
where λ is wavelength. Assuming range migration has been corrected, substitute
where f k = 2x k ω/λ and β k = 2x k α/λ represent Doppler and Doppler changing rate, respectively. If there are K scattering points in a range bin, the signal
where
III. OFF-GRID CS IMAGING ALGORITHM
When the motion of the target is stable, the rotation acceleration velocity α is zero, so β k in (7) is zero. Then, (7) becomes complex sinusoid model
(8) can be written in matrix form
where s ∈ C N ×1 is signal vector, N is the number of samples, ∈ C N ×N represents Fourier basis matrix, and σ =
Some signal samples in (9) may be unavailable when some parts of the signal are corrupted or when the coherent processing interval is short. The signal with missing samples can be regarded as a kind of compressed sampling from the perspective of compressed sensing. By employing measurement matrix
where y is measurement vector, G = , and n is noise. σ can be recovered by compressed sensing reconstruction algorithms, such as OMP, basis pursuit (BP), focal underdetermined system solver (FOCUSS). In the paper, OMP is preferred thanks to its simplicity.
For maneuvering targets, the rotation acceleration velocity α = 0, so β k in (7) is not zero. Now, the signal is sparse in chirp basis. As complex sinusoidal signal can be regarded as a special case of chirp signal when chirp rate is zero, we will focus on chirp signal in the following.
As frequency f k and chirp rate β k in (7) are not known in advance, frequency and chirp rate grids are predefined by dividing the continuous parameters. However, the real frequency and chirp rate may not be located on the grids, which will make the imaging performance degenerate greatly. Fortunately, both the off-grid errors and the sparse solution can be treated as unknowns and estimated jointly. Thus, the optimization problem can be written as
where δf = [δf 1 · · · δf k · · · δf K ], δβ = [δβ 1 · · · δβ k · · · δβ K ], k is the scattering point index, δf k and δβ k are unknown offgrid errors of the k-th scattering point from its closest grid node f k and β k , σ k is complex coefficient of the k-th scattering point, G(f k +δf k , β k +δβ k ) is the column of G with frequency f k + δf k and chirp rate β k + δβ k , subject to denotes restrictive condition, and f and β are the size of frequency grid and chirp rate grid. Solving problem (11) provides off-grid errors δf , δβ and sparse coefficients σ .
As the optimization problem (11) is non-convex, it has no close-form solution. Therefore, a coordinate descent approach has been employed to get the joint minimization, which optimizes frequency off-grid error, chirp rate off-grid error and sparse coefficients alternately. Starting from the grids, frequency and chirp rate will be gradually updated until a convergence criterion is met. So, σ , δf and δβ will be updated sequentially in the following way.
First initialize f (1) (superscript denotes iterative number) and β (1) to grid centre, and get the initial sparse coefficient estimation σ (1) = arg min
. This can be accomplished by OMP algorithm or parametric sparse recovery methods [24] . Update from n = 1 until convergence
where n and n + 1 denote iterative number, and f 13) is a standard least squares problem, so it can be solved easily. However, (12) is a constrained nonlinear optimization problem, whose solution cannot be obtained easily. Fortunately, linearization of the cost function in (12) 
Then, (12) can be rewritten as
is the orthogonal residual from (13) at the last iteration, u = [δf 1 , · · · δf K , δβ 1 , · · · δβ K ] T , P (n) ∈ C M ×2K is the matrix of weighted partial derivatives at the linearization point and can be expressed as
and ∂G(f [δf (n) , δβ (n) ] = ((P (n) ) H P (n) ) −1 (P (n) ) H y (n) (17) where superscript H denotes conjugate transpose.
As frequency off-grid error and chirp rate off-grid error should be real, (17) is modified to [δf (n) , δβ (n) ] = Re ((P (n) ) H P (n) ) −1 (P (n) ) H y (n) (18) where Re denotes taking the real part. Thus, the solution to the main problem (11) can be written as
+ Re ((P (n) ) H P (n) ) −1 (P (n) ) H y (n) (19) s (n+1) = ((Q (n+1) ) H Q (n+1) ) −1 (Q (n+1) ) H y (20) where
In a word, the optimal estimation of σ , f and β can be obtained through calculating (19) and (20) iteratively until convergence.
Compared with OMP, the above algorithm requires additional calculation of P (n) in (16) , f (n+1) and β (n+1) in (19), and s (n+1) in (20) . For chirp signals, calculating P (n) can be further simplified. As G(f
Calculating the above partial derivatives only require M multiplications for each frequency and each chirp rate. Thus, P (n) can be computed efficiently. Meanwhile, as P (n)
, the computational complexity of (19) and (20) is O(4K 2 M ) and O(K 2 M ) [9] respectively, which can be further reduced to O(2KM ) and O(KM ) using QR decomposition method [25] . So the computational complexity of the proposed algorithm in each iteration is the same as that of OMP algorithm because they mainly solve least squares problems of the same size.
IV. EXPERIMENT RESULTS AND DISCUSSION
The effectiveness of the proposed algorithm is verified by the following experiments. Reconstruction signal-to-noise ratio (RSNR) is used as a metric to measure signal reconstruction accuracy. Given signal s and its reconstructed signalŝ, RSNR is defined as RSNR s,ŝ = 20 log 10 s 2 / s −ŝ 2
First, the proposed algorithm is used for complex sinusoids reconstruction. A length N = 320 signal s consists of K = 3 complex sinusoids with normalized frequencies and amplitudes distributed randomly over [0, 1) and complex unit circle respectively. Fourier basis matrix of size 320 × 320 and Gaussian random measurement matrix of size 64 × 320 are employed. Independent and identically distributed zeromean complex Gaussian noise is added to the signal to make SNR 25 dB. Fig.2-4 are magnitude spectrum of the original signal and the reconstructed signals. There is a great difference between the magnitude spectrum based on OMP and that of the original signal. However, the magnitude spectrum based on the proposed algorithm is visually indistinguishable from that of the original signal, as the proposed algorithm has solved frequency off-grid problem and reconstructed the signal accurately. Second, the proposed algorithm is applied into chirp signal. A length N = 320 signal s includes 4 chirps with frequencies and amplitudes selected randomly from 0 to 320 Hz and complex unit circle respectively. The chirp rates are 30.2 s −2 , 40.5 s −2 , −49.7 s −2 and −59.6 s −2 (s represents second). The sampling frequency is 320Hz. Complex Gaussian white noise is added to the signal to make SNR 25dB. Chirp basis matrix and Gaussian random measurement matrix are employed. M = 64. The grid size of frequency and chirp rate are 1 Hz and 1 s −2 respectively. Fig.5-7 are magnitude spectrum of the original signal and the reconstructed signals. The magnitude spectrum obtained by OMP is not correct as there is frequency and chirp rate off-grid problem. Whereas the magnitude spectrum obtained by the proposed algorithm is almost the same as that of the original signal because the proposed algorithm can solve frequency and chirp rate off-grid problem well for chirp signal.
Third, the proposed algorithm is used in ISAR imaging for B-727 aircraft data. The quasi real data is provided by Naval Research Laboratory of American. The radar operates at 9 GHz and has a bandwidth of 512 MHz. The pulse repetition frequency is 20 KHz. For each pulse, 64 complex range samples are saved. Although 256 successive pulses are available, only 100 pulses are employed considering that the target is maneuverable. Fourier basis matrix of size 100×100 and Gaussian random measurement matrix of size 50 × 100 are employed. As shown in Fig.8 and Fig.9 , the proposed algorithm has got a better imaging result with higher resolution than OMP algorithm since off-grid problem has been solved by the proposed algorithm.
Fourth, performance loss arising from first-order Taylor approximation is studied. As PSOMP is an off-grid algorithm without approximation, it is used here as a reference. Normalized signal reconstruction error s −ŝ 2 / s 2 is used to compare the performance. In order to get the best performance of PSOMP, the sparsity is set to 1 because PSOMP may get local optimum when the sparsity is greater than 1. SNR varies from 0dB to 30dB. 500 independent experiments are done for each SNR. Other parameter settings are the same as the second experiment. It can be seen from Fig.10 that the reconstruction error of the proposed algorithm is slightly higher than that of PSOMP. Fortunately, the gap between the two reconstruction errors is small especially at high SNR.
In ISAR imaging, SNR is usually high. So the performance loss is insignificant.
Fifth, the robustness of the proposed algorithm to noise is tested. Signal s with length N = 320 contains K = 3 chirps. The normalized frequencies and amplitudes are distributed randomly over [0, 1) and complex unit circle respectively. The chirp rates are −10.8 s −2 , 0 s −2 and 5.5 s −2 respectively. Measurement matrix is Gaussian random matrix of size 64 × 320. Gaussian white noise is added to the signal, which makes SNR change between 0 dB and 30 dB. 500 independent experiments are done for each SNR. Fig.11 is the average RSNR at different SNR. The reconstruction accuracy of the proposed algorithm improves linearly with the increase of SNR, which indicates that the proposed algorithm is robust to noise. Meanwhile, the proposed algorithm has much higher RSNR than OMP algorithm in the entire SNR range considered. As PSOMP adjusts only the selected atom by searching the optimal parameters at the current iteration [23] , it may fall into local optimum when the sparstiy is greater than 1. Therefore, the performance of PSOMP is not as good as that of the proposed algorithm here.
Sixth, reconstruction performance is tested for different number of measurements. N = 320, K = 3, SNR = 25dB and the range of M is from 20 to 200. Other parameter settings are the same as the previous experiment. 500 independent experiments are done for each M . As shown in Fig.12 , the reconstruction accuracy of the proposed algorithm improves with the increase of M . At the same time, the proposed algorithm outperforms OMP algorithm and PSOMP algorithm whenever M is large or small as the proposed algorithm has solved off-grid problem well.
Last, the performance of the proposed algorithm is tested in different sparsity conditions. N = 320, M = 64, SNR = 25dB and the range of sparsity K is from 1 to 10. For each K , 500 independent experiments are done. And for each experiment, other parameter settings are the same as the fifth experiment. Fig.13 is the average RSNR as a function of varying sparsity. It can be seen that the reconstruction accuracy of the proposed algorithm decreases when sparsity K increases. Also, the reconstruction accuracy of the proposed algorithm is much higher than that of OMP algorithm. When the sparsity is 1, the RSNR of PSOMP is slightly higher than that of the proposed algorithm as PSOMP does not employ first-order Taylor approximation. But when the sparsity is greater than 1, the RSNR of PSOMP is lower than that of the proposed algorithm as PSOMP tends to get local minimum. Table 1 is the average time consumptions of 500 independent experiments using OMP and the proposed algorithm. It can be seen that the time consumption of the proposed algorithm is slightly higher than that of OMP algorithm as additional steps are required in the proposed algorithm.
V. CONCLUSION
A novel fast and accurate CS based ISAR imaging algorithm for off-grid targets has been proposed. By transforming the joint optimization problem into two least squares problems, the off-grid CS problem can be solved efficiently. The proposed algorithm has been applied into simulated and quasi real ISAR data. Its effectiveness has been verified at different SNR, with different number of measurements and in different sparsity conditions.
