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HIGHLIGHTS
 A hyperspectral imaging approach was developed for freeze-tolerance phenotyping of loblolly pine seedlings.
 Image acquisition was conducted before and periodically after artificial freezing of the seedlings.
 A hyperspectral data processing pipeline was developed to extract the spectra from seedling segments.
 Cost-sensitive support vector machine (SVM) was used for classifying stressed and healthy seedlings.
 Post-freeze scanning of seedlings on day 41 achieved the highest screening accuracy of 97%.
ABSTRACT. Loblolly pine (Pinus taeda L.) is a commercially important timber species planted across a wide temperature
gradient in the southeastern U.S. It is critical to ensure that the planting stock is suitably adapted to the growing environment
to achieve high productivity and survival. Long-term field studies, although considered the most reliable method for assessing cold hardiness of loblolly pine, are extremely resource-intensive and time-consuming. The development of a highthroughput screening tool to characterize and classify freeze tolerance among different genetic entries of seedlings will
facilitate accurate deployment of highly productive and well-adapted families across the landscape. This study presents a
novel approach using hyperspectral imaging to screen loblolly pine seedlings for freeze tolerance. A diverse population of
1549 seedlings raised in a nursery were subjected to an artificial mid-winter freeze using a freeze chamber. A customassembled hyperspectral imaging system was used for in-situ scanning of the seedlings before and periodically after the
freeze event, followed by visual scoring of the frozen seedlings. A hyperspectral data processing pipeline was developed to
segment individual seedlings and extract the spectral data. Examination of the spectral features of the seedlings revealed
reductions in chlorophylls and water concentrations in the freeze-susceptible plants. Because the majority of seedlings were
freeze-stressed, leading to severe class imbalance in the hyperspectral data, a cost-sensitive learning technique that aims
to optimize a class-specific cost matrix in classification schemes was proposed for modeling the imbalanced hyperspectral
data, classifying the seedlings into healthy and freeze-stressed phenotypes. Cost optimization was effective for boosting the
classification accuracy compared to regular modeling that assigns equal costs to individual classes. Full-spectrum, costoptimized support vector machine (SVM) models achieved geometric classification accuracies of 75% to 78% before and
within 10 days after the freeze event, and up to 96% for seedlings 41 days after the freeze event. The top portions of seedlings
were more indicative of freeze events than the middle and bottom portions, leading to better classification accuracies. Further, variable selection enabled significant reductions in wavelengths while achieving even better accuracies of up to 97%
than full-spectrum SVM modeling. This study demonstrates that hyperspectral imaging can provide tree breeders with a
valuable tool for improved efficiency and objectivity in the characterization and screening of freeze tolerance for loblolly
pine.
Keywords. Cost-sensitive learning, Freeze tolerance, Hyperspectral imaging, Plant phenotyping, Support vector machine.
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L

oblolly pine (Pinus taeda L.) is the most commercially important timber species in the U.S., inhabiting a great diversity of natural growing sites, extending from southern New Jersey south to central
Florida and west to eastern Texas (Baker and Langdon,
1990; Schultz, 1997). Advanced tree breeding programs are
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used to increase the productivity and value of loblolly pine
to landowners through the selection and deployment of families with increased productivity, improved stem form, and
enhanced disease resistance (McKeand, 2019). When transferring selected families across planting areas, the seed
movement recommendations are based on the degree of climatic similarity between the seed source and the planting location (Schmidtling, 2001). The most important climatic
variable influencing plant growth and survival is the average
winter minimum temperature at the seed source (Schmidtling, 2001), based on which different plant cold hardiness
zones have been defined (USDA, 2012). The movement of
loblolly pine seed sources one plant hardiness zone northward, equivalent to an area having an average annual minimum winter temperature (MWT) within ~5°F (2.8°C) of the
seed source, can result in increased productivity for the
planting area with limited risk of cold damage (Lambeth et
al., 2005; Schmidtling, 1997). However, Lambeth et al.
(2005) cautioned against the movement of seed northward or
inland by more than 10°F (5.6°C) because of an elevated risk
of cold damage, and annual growth rates will likely be less
than at local sources.
Advanced-generation families are assigned to cold hardiness zones based on the average MWT of the region to which
their founding ancestors (that is, following their pedigree
back to the first-generation selections) were adapted. This
method has been successfully used to classify cold adaptability. However, as the number of cycles in the breeding program increases, so too will the number of founding ancestors
increase for a given selection. The precise assignment of the
cold hardiness zone for a new selection will become more
challenging, particularly when the founding ancestors originated from varying geographic regions. Long-term trials of
the field performance of plants are the most accurate method
for identifying cold-tolerant families of loblolly pine (Lambeth et al., 2005; Zapata-Valenzuela et al., 2015) because the
extended testing period increases the likelihood of exposure
to various extreme cold events. This process, which takes
more than a decade, is extremely resource-intensive and
time-consuming. Hence, there is a need to develop a highthroughput screening tool to characterize and classify the
freeze tolerance of loblolly pine families to facilitate successful deployment of well-adapted loblolly pine across the
landscape.
In response to the need for high-throughput cold hardiness screening, a number of rapid testing methods have been
developed (Burr et al., 1990, 2001; Ritchie, 1991), such as
whole-plant freeze testing (WPFT), electrolyte leakage,
chlorophyll fluorescence, and thermal analysis. Among
these methods, WPFT has been the most reliable and recommended method for cold hardiness evaluation compared to
the other methods (Aitken and Adams, 1996; Burr et al.,
1990; Zapata-Valenzuela et al., 2015). The WPFT method
involves artificially freezing entire aboveground portions of
plants in a controlled-temperature chamber (e.g., biological
freezer or phytotron freezing room), which approximates the
effect of freezing events under natural conditions. After an
incubation period, the plants are scored for freeze tolerance
based on visual inspection of tissue browning and lesions.
This freeze test method allows evaluation of the cold
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hardiness of individual plants based on their growth performance in a timely manner and can be useful for screening
wide-cross hybrids in tree breeding programs. This method
requires uniform and consistent temperature control over
time, which otherwise would cause test errors, and it can be
affected by many factors, such as air humidity, plant water
condition (Azzarello et al., 2009), and more importantly, the
subjectivity of human scorers in freeze damage evaluation.
Moreover, destructive sampling (e.g., tissue detachment and
excision) is generally needed for examining the freeze injury
of needles, buds, stems, or other samples from the entire
plant, which may obscure the freezing effect. Other methods,
such as electrolyte leakage (Burr et al., 2001; Lu et al., 2007)
and chlorophyll fluorescence (Westin et al., 1995), also use
excised plant tissues to evaluate cold hardiness.
Nondestructive sensing, such as visible/near-infrared
spectroscopy (Vis/NIRS) (Peñuelas and Filella, 1998) and
imaging techniques (Chaerle and Van De Streten, 2001), offers a new suite of methods for detection and monitoring of
plant health conditions. Sunblad et al. (2001) used Vis/NIRS
for measuring cold hardiness in seedlings of three provenances of Norway spruce and Scots pine. Multivariate models based on the spectral data explained 69% and 72% of the
variation of cold hardiness in the two tree species, respectively. In a study on predicting the cold hardiness of willow
stems (Lennartsson and Ögren, 2003), Vis/NIRS predicted
81% to 96% of the variation in lethal temperatures representing 50% injury, i.e., LT50, a common measure of the cold
hardiness levels of plants. Zhao et al. (2017) suggested that
Vis/NIRS could be used for assessing the freeze tolerance of
loblolly pine seedlings by determining the soluble solids
content in seedlings. Despite these encouraging applications,
Vis/NIRS only performs point measurements for small, localized plant tissues (e.g., leaves, shoots, and stems) and
hence is inadequate for in-situ characterization of plant traits
as a whole. Imaging techniques, on the other hand, enable
the acquisition of morphological, textural, and other information from a large area of plants and have received an upsurge of interest in high-throughput plant phenotyping
(Choudhury et al., 2019).
Hyperspectral imaging integrates the advantages of conventional spectroscopy and digital imaging technologies for
simultaneously obtaining spectral and spatial information of
objects (Lu et al., 2020) and is an emerging modality for the
characterization and assessment of plant traits, especially for
measuring the physiological status and stress-induced responses of plants (Lowe et al., 2017; Mishra et al., 2017;
Thomas et al., 2018). Compared to Vis/NIRS, hyperspectral
imaging has the flexibility of measuring plants at varied spatial scales, ranging from plant tissues to an entire plot or
field, depending on the imaging platform and application.
The application of hyperspectral imaging for detecting plant
stresses has been extensively investigated in recent years, including assessment of freeze stress in evergreen leaves
(Nicotra et al., 2003), drought stress in barley (Behmann et
al., 2014) and maize (Asaari et al., 2018), and virus infection
in grapevine (Bendel et al., 2020), to name a few.
Hyperspectral imaging has also been used for stress detection and high-throughput selection of tree crops. Santos
et al. (2010) used airborne hyperspectral imaging for the
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detection of different physiological conditions (i.e., asymptomatic, senescent, and dead) of the canopy of pine forests.
Masaitis et al. (2013) used a laboratory hyperspectral imaging system for differentiation of healthy and stressed (with
substantial foliar loss) pine needles of different species that
were pruned from the middle-upper parts of tree crowns. Lin
et al. (2019) applied airborne hyperspectral imaging, in conjunction with light detection and ranging, for the detection
of tree crown damage due to the attack of pine shoot beetles.
Mazis et al. (2020) reported on using hyperspectral imaging
for assessment of the drought responses of oak seedlings in
a controlled environment. Very recently, we pioneered the
effort to use hyperspectral imaging for high-throughput phenotyping of loblolly pine seedlings (Lu et al., 2021; Pandey
et al., 2020, 2021). In assessing the cold hardiness of loblolly
pine at the family level (for 95 families) (Lu et al., 2021),
hyperspectral imaging achieved accuracies of R2 = 0.788 and
0.776 for prediction of freeze damage that was modeled using a logit function and using the MWT of the seed source,
respectively.
Parallel with the study on the family-level assessment of
the cold hardiness of loblolly pine (Lu et al., 2021), this research was aimed at validating the utility of the novel hyperspectral imaging-based approach in combination with machine learning algorithms for freeze-tolerance phenotyping
of loblolly pine on an individual seedling basis. This approach is expected to provide a valuable addition to conventional assessment methods that use long-term field trials,
whole-plant freeze testing, and human visual scoring to facilitate cold hardiness evaluation of conifer tree species and
accelerate the development of cold-hardy families for commercial deployment. This research was conducted on a diverse population of loblolly pine seedlings originating from
different geographical regions in the southeastern U.S. that
were subjected to an artificial freeze treatment and periodic
hyperspectral scanning. The specific objectives of this research were to:
1. Assemble a ground-based hyperspectral imaging system
for in-situ acquisition of spectral images from loblolly
pine seedlings growing in a greenhouse.
2. Develop a hyperspectral data processing pipeline for the
segmentation and separation of individual seedlings from

the background and extract mean spectra for individual
seedling segments.
3. Examine the spectral features of loblolly pine seedlings
and develop classification models using cost-sensitive
support vector machine (SVM) and variable selection
techniques for differentiating healthy and stressed seedlings at pre-freeze and post-freeze intervals.

MATERIALS AND METHODS
LOBLOLLY PINE SEEDLINGS
The experimental population comprised 95 families, representing a wide range of known average MWT values from
Florida in the south to Virginia in the north. Figure 1 shows
a flowchart of the seedling preparation. A detailed description of the seedling planting and nursery is given by Lu et al.
(2021). After eight months in the nursery, a total of 1549
seedlings were subjected to an artificial freeze event in late
January of 2020 to simulate a mid-winter freeze. The freeze
treatment was performed by placing the seedlings in a
freezer. The freezer temperature was reduced from 0°C to
the target temperature of -12°C at a rate of 2°C per hour.
Zapata-Valenzuela et al. (2015) evaluated the freeze damage
of loblolly pine seedlings from various sources at a minimum temperature of -15°C approximately 15 months after
sowing. In this study, the seedlings were nine months postsowing at the time of the freeze treatment, so a marginally
warmer temperature of -12°C was selected. The seedlings
were maintained at the target temperature for 1 hour before
raising the temperature to 10°C at a rate of 3°C per hour. The
seedlings were then moved to a greenhouse to allow freeze
injury symptoms to develop.
Six days before the freeze treatment, all the seedlings
were scanned with a hyperspectral imaging system, which is
described in the following section. After the freeze treatment, the seedlings were scanned on four separate occasions,
as shown in figure 2. On day 73 after the freeze treatment
(day 42 after the last post-freeze scanning), when the freeze
injury symptoms had sufficiently developed, all the frozen
seedlings were visually scored by trained personnel for
freeze damage on a scale of 1 to 4, where 1 = healthy, 2 =
moderately stressed, 3 = severely stressed, and 4 = dead, to

Figure 1. Flowchart of loblolly pine seedling preparation for freeze-tolerance evaluation.
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Figure 2. Timeline of freezing, hyperspectral scanning, and visual scoring of loblolly pine seedlings.

determine the ground truth of freeze tolerance of individual
seedlings. Because very few plants were scored with the two
intermediate values (the total number of seedlings assigned
a score of 2 or 3 was less than 5% of the frozen population),
we decided to adopt a two-level (i.e., healthy and stressed)
scoring approach by lumping scores 2 through 4 into a single
category. In total, 313 frozen seedlings were scored as
healthy, while 1236 seedlings were scored as stressed.
HYPERSPECTRAL IMAGING SYSTEM
A hyperspectral reflectance imaging system, shown in
figure 3, was assembled for in-situ image acquisition from
loblolly pine seedlings in greenhouse conditions. It mainly
consisted of a line-scanning hyperspectral camera (Pika
XC2, Resonon Inc., Bozeman, Mont.) with a focusing lens
(Xenoplan 1.4/17, Schneider Kreuznach, Bad Kreuznach,
Germany), a pair of 1000 W broadband halogen lamps (symmetrically oriented with respect to the camera) for supplemental lighting, and a work table with a motorized chain
conveyor for horizontally moving the seedling trays during
scanning. In addition, a cloth backdrop was set up behind the
work table to provide a uniform imaging background, and a
Spectralon reference target with nominal reflectance of 20%
(SRT-20-020, Labsphere, Inc., North Sutton, N.H.), attached
to the front of each tray, was scanned along with the seedlings for standardizing the spectral responses of the camera.
The hyperspectral camera was controlled through the bundled software SpectrononPro (Pika XC2, Resonon Inc.),
while the chain conveyor was driven by an electric motor
and controlled by a custom-developed Arduino program. Image scanning was performed row by row for the seedlings in
each tray at a conveyor speed of about 0.2 m s-1. The

acquired hyperspectral datacube, with dark current corrected, consisted of 462 wavelengths over a spectral range of
400 to 1000 nm (at a spectra resolution about 1.3 nm), and
spatially each scanning line consisted of 1600 pixels (at a
spatial resolution about 0.5 mm2 per pixel for the pine seedlings). The number of scanning lines per datacube depended
on the actual scanning duration.
HYPERSPECTRAL DATA PROCESSING
To suppress image noise and reduce the computational
load, the acquired hyperspectral datacubes were first resized
to half of the original spatial dimensions through bilinear averaging. Further processing proceeded in four steps, including reference segmentation, plant segmentation, seedling
separation, and spectra extraction and correction.

Reference Segmentation
The reference that was attached to each seedling tray
(fig. 3) had a relatively vertical fixed position in the image.
This prior knowledge simplified reference segmentation by
focusing only on the bottom part of the image, without the
plants present, as shown in figure 4a. Intuitively, a single
threshold would be inadequate for segmenting the reference
from the varied background. Due to the spatial uniformity of
the reference, the spectral intensities at a given wavelength
fell within a well-defined region, which suggested the possibility of using two thresholds (i.e., lower and upper bounds)
for reference segmentation. In this study, the gray-scale images at 615 nm, at which the spectral profile of the reference
peaked, were selected for reference segmentation. The segmentation was achieved by applying the two experimentally
determined thresholds (0.1 and 0.3) to the gray-scale images

Figure 3. Line-scanning hyperspectral imaging system for in-situ image acquisition of loblolly pine seedlings.
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Figure 4. (a) Gray-scale image at 615 nm for reference segmentation, and (b) segmentation of the reference by thresholding the gray-scale image
with two thresholds, followed by post-morphological refinements.

after being linearly stretched into an intensity region of [0,1],
followed by post-morphological refinements. Figure 4b
shows an example of reference segmentation.

Plant Segmentation
Plant segmentation is a critical step in the image analysis
pipeline. Segmenting plants from the background is typically done by thresholding a vegetation index image that relates to specific characteristics (e.g., greenness or senescence) of the plants, such as normalized difference vegetation index (NDVI) and plant senescence reflectance index
(PSRI) (Behmann et al., 2014; Fiorani et al., 2012; Peñuelas
and Filella, 1998). In this study, however, those vegetation
indices did not always yield the desired segmentation because of the varied colorations of the needles and stems of
the seedlings, especially after the freeze treatment. As shown
in figure 5, the NDVI and PSRI images highlighted the green
and brown (or senescent) plant tissues, respectively. They
both failed to produce a uniform appearance for the plants of
mixed color, which can be problematic for accurate segmentation of pine seedlings using a global threshold.
To address the limitations of NDVI and PSRI, a normalized difference plant index (NDPI) was introduced in this
study and defined in the form of NDVI as follows:

NDPI   I 1  I  2   I 1  I  2 

(1)

where 1 and 2 are the two wavelengths to be solved for,
based on the criterion of separability between the seedlings
and background. The separability or contrast (), given an
image consisting of only two classes of pixels (i.e., plants
and background), is defined as the ratio of between-class
variance to within-class variance, following the principle of
classic Otsu thresholding (Otsu, 1979).
Assuming that an NDPI image consists of pixels of two
classes (C1 and C2 for background and plants, respectively),
the separability of the image into the two classes is calculated as follows:
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where N1 and 1 are the number of background pixels and
the corresponding mean value of pixel intensity, respectively; N2 and 2 represent the same concepts for the plant
pixels; Pi is the intensity value at the ith pixel, and NT and T
are the total pixel number (NT = N1 + N2) and mean intensity
across the image, respectively. The higher the  value, the
better plant-background contrast.
Calculating the separability requires a ground-truth mask
of the plants, which was obtained by fine-tuning the thresholding of the NDVI and PSRI images. As such, a two-dimensional separability map was obtained by iterating over all the
pairs of wavelengths, as shown in figure 6a, and the optimal
wavelength pair, i.e., 775 nm (1) and 490 nm (2), was determined based on the maximal separability, thus leading to
an NDPI image, as shown in figure 6b. Compared to the conventional NDVI and PSRI images shown in figure 5, the
NDPI image has substantially improved uniformity for both
pine needles and stems, either green or senescent, and overall visual contrast. The NDPI images were used instead of
NDVI and PSRI images for further seedling segmentation
and separation.
Plant segmentation with the NDPI images can be readily
done by global thresholding. In this study, a unimodal
thresholding approach, which identifies an inflection point
corresponding to the corner of the upper-part histogram as
the optimal threshold (Lu and Lu, 2017; Rosin, 2001), as
shown in figure 6c, was used for automating the thresholding
process.

Seedling Separation
Seedling segmentation separated the individual seedlings.
During hyperspectral scanning, the seedlings were placed in
every second row of the tray (fig. 3) to increase the scanning
throughput. However, this arrangement resulted in added

Figure 5. Visual comparison of red-blue-green (RGB), normalized difference vegetation index (NDVI), and plant senescence reflectance index
(PSRI) images for a tray of seedlings.
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Figure 6. (a) Map of plant-background separabilities for all pairs of wavelengths, where the highest value indicates the optimal wavelength pair,
(b) normalized difference plant index (NDPI) image calculated using the optimal wavelength pair (775 and 490 nm), and (c) seedling segmentation
by applying unimodal automatic thresholding (Lu and Lu, 2017) to the NDPI image. The red diamond indicates the threshold position.

complexities for seedling separation, as the tips of the needles of adjacent seedlings frequently overlapped. To address
this issue, for each seedling, we focused on a parallelogramshaped region extending from the seedling stem, with a predefined base width of no more than 100 pixels, which traded
the loss of some needles for a reduction in the overlap with
adjacent seedlings. Hence, the task of seedling separation
was reduced to detection of the position and orientation of
the seedling stems. Figure 7 shows the seedling separation
process.
Before stem detection, an initial seedling separation was
made to locate the central position (along the horizontal axis)
of each seedling and the boundary between two adjacent
seedlings, as indicated by the blue and red lines in figure 7.
Seedling separation was achieved by detecting the peaks and
valleys of the aggregated horizontal pixel profile of a segmented plant mask (i.e., the sum of the binary masks on the
vertical axis). Noticeably, the resulting seedling masks contained more or less information from the adjacent seedlings
due to their limited spacing. Further processing was conducted on the individual seedling masks to localize the seedling stems, which was achieved through a series of morphological operations, as shown in figure 7, including erosion,
opening, and cleaning (i.e., area opening that removes segments smaller than 300 pixels), followed by line fitting to
determine the stem orientation. Finally, a refined seedling
mask was obtained by delimiting a parallelogram-shaped region in the initial mask, extending from the fitting line to the
left and right sides by 50 pixels at most on each side.

Spectra Extraction
Given a hyperspectral datacube, mean spectra were extracted for the reference and individual pine seedlings by
taking the average of the spectra of all the pixels in the corresponding region of interest. Thereafter, the corrected spectrum (i.e., relative reflectance) of a seedling was obtained by
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dividing its mean spectrum by that of the corresponding reference. For each scanning of a row of seedlings, the seedlings shared the same reference spectrum for the purpose of
correction. Further, the seedlings in this study consisted of
both primary and secondary needles, which were predominantly located in the bottom and top portions of the seedlings, respectively. Primary needles emerge following germination, while secondary needles emerge after several
months of growth and are the type of needles that are produced by mature trees (Schmidtling, 1997). Based on a hypothesis that the two types of needles differed in freeze tolerance (Climent et al., 2009), we divided each segregated
seedling into three equal portions (top, middle, and bottom)
from which three additional spectra were extracted, as
shown in figure 8. This treatment, to a certain degree, allows
ascertaining the spatial heterogeneities of seedlings in response to freeze stress and hopefully helps to develop better
discriminative models for evaluation of freeze tolerance.
MODEL DEVELOPMENT FOR SEEDLING CLASSIFICATION
Discriminative models were built for all five scanning
events (i.e., one pre-freeze scanning event and four postfreeze scanning events at different times, as shown in fig. 2).
For each scanning event, four sets of models were built for
the full seedlings and for the top, middle, and bottom portions of the seedlings to classify the seedlings as healthy or
stressed. Before modeling, for each of the scenarios, the
spectral dataset was randomly partitioned into training and
testing sets according to a ratio of 7 to 3 for training and testing, respectively, and then wavelength-wise data normalization was performed so that the reflectance values at each
wavelength had a zero mean and a unit variance.
SVM has been widely used for various classification
tasks due to its high accuracy and its ability to deal with
high-dimensional datasets, such as hyperspectral data, with
minimal risks of overfitting. SVM comes in different
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Figure 7. Flowchart of seedling separation, where the blue lines indicate the central position of a seedling, the red lines indicate the boundary
between adjacent seedlings, and the green lines indicate the position and orientation of the seedling stems. Cleaning refers to the morphological
area opening that removes small (<300 pixels) connected components.

Figure 8. Partitioning of a seedling into three equal portions (top, middle, and bottom) and extraction of the mean spectra of the individual
portions in addition to the mean spectrum of the full seedling.

versions by using kernel tricks or not to solve linear or nonlinear classification problems (Ben-Hur and Weston, 2010).
In this study, linear soft-margin SVM (Cortes and Vapnik,
1995) was chosen for seedling classification because the binary (healthy and stressed) classification problem could be
adequately solved using this classifier, based on preliminary
testing.

64(6): 2045-2059

The dataset in this study was imbalanced because the
stressed class consisted of about four times as many samples
as the healthy class, and classifiers that do not consider class
imbalance tend to be overwhelmed by the majority class,
leading to large classification errors for the minority class.
A number of methods have been developed for tackling such
imbalanced data problems, among which the most popular
are random sampling (e.g., oversampling the minority and
undersampling the majority class) and cost-sensitive learning (CSL) (He and Garcia, 2009). In this study, the CSL
method based on optimizing a cost matrix (Batuwita and
Palade, 2013; Thai-Nghe et al., 2010) was adopted for improving the SVM performance for seedling classification.
The healthy class was defined as the negative (−), and the
stressed class was defined as the positive (+), representing
the minority and majority classes, respectively. The cost matrix C (Thai-Nghe et al., 2010), in the same form as a confusion matrix, had the structure shown in table 1.
Normally, C(−,−) and C(+,+) are set to 0 because they
correspond to correct classification. Thus, the cost matrix
can be simply described by a cost ratio (CR), i.e.,
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Actual class

Table 1. Structure of cost matrix.
Predicted Class
Negative
Positive
C(−, −)
C(−, +)
Negative
Positive
C(+, −)
C(+, +)

C(−,+)/C(+,−). Without loss of generality, C(+,−) is set to 1,
and then the cost matrix is reduced to [0,CR; 1,0]. The purpose of CSL is to determine a proper CR value in SVM modeling for achieving optimal classification performance. For
convenience, the CR value can be set by inverting the class
proportion ratio (Raskutti and Kowalczyk, 2004), i.e., to the
ratio of the number of majority samples to that of minority
samples. However, this method leads to suboptimal results.
In this study, we treated the CR as a hyperparameter to optimize in SVM model training, in addition to two regular SVM
hyperparameters, including box constraint and kernel scale.
Based on preliminary tests, the CR was locally optimized in
a region of [1,8] with an increment of 0.25. The optimal CR
was determined based on the maximal geometric accuracy
of classification (discussed in the next section) through 10fold cross validation.
Further, to reduce the model’s complexity while boosting
its performance, variable selection was conducted in the
modeling scenario in which the best geometric accuracy of
classification was achieved using full-spectrum data. Extensive experimentation of variable selection for all the modeling scenarios was beyond the scope of this study. The first
step in variable selection consisted of successive orthogonal
projections (SOPs) conducted on the training data to obtain
a downsized set of wavelengths with minimized spectral collinearity. Assuming that the training matrix X is of dimensions mn (m samples and n wavelengths), and the maximum k (smaller than n) wavelengths are to be selected, the
SOPs select wavelength variables to maximize their orthogonality with the previous wavelengths. This results in a kn
selection matrix (S) consisting of n subsets of the indices of
k candidate wavelengths (Galvão et al., 2008), which were
realized through QR matrix decompositions.
In addition, regularized linear discriminant analysis
(rLDA) (Guo et al., 2007), with the cost matrix optimized in
the same fashion as in the full-spectrum SVM modeling described above, was used to determine the optimal single subset of wavelengths with the best geometric classification accuracy. This step represents a new extension of the successive
projection algorithm (SPA) based variable selection method
(Galvão et al., 2008) for classification of the imbalanced data
in this study. The use of rLDA instead of SVM for guiding
variable selection was chosen because rLDA is far more computationally efficient than SVM and capable of achieving
comparable accuracies (Guo et al., 2007). Finally, a fast
neighborhood component analysis (NCA) feature weighting
(FW) algorithm was implemented to rank individual wavelengths in the subset in descending order of importance (Yang
et al., 2012) to identify an even smaller number of the most
informative wavelengths for classification modeling.
PERFORMANCE METRICS
The performance of the discriminative models using the
full-spectrum data and selected variables was evaluated
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based on the classification of the testing datasets. Because
the datasets in this study were imbalanced, the conventional
overall accuracy (ACC) revealed no information on the classification for individual classes and could be misleading for
model performance evaluation. Alternatively, geometric accuracy (gACC), which aims at a balance between the classification performance for the majority and minority classes,
is recommended for evaluating classification models with
imbalanced datasets (Kubat and Matwin, 1997). Hence, in
this study, gACC was used as the main metric for model
evaluation and comparison, although both ACC and gACC
were calculated. In the context of binary classification, the
gACC and ACC metrics are calculated as follows:
gACC (%) =

ACC (%) =

TP
TN

 100
TP  FN TN  FP

TP  TN
100
TP  FP  TN  FN

(5)
(6)

where TP is the number of true positives (stressed seedlings
that were classified as stressed), TN is the number of true
negatives (healthy seedlings that were classified as healthy),
FP is the number of false positives (healthy seedlings that
were classified as stressed), and FN is the number of false
negatives (stressed seedlings that were classified as healthy).

RESULTS AND DISCUSSION
SPECTRAL FEATURES OF LOBLOLLY PINE
Figure 9 shows the mean spectra of loblolly pine seedlings at the five scanning events. Overall, the spectra are
characterized by low reflectance in the visible range, due to
absorption of biochemical components in the seedlings, reflectance rising rapidly at the red edge (around 700 nm)
(Horler et al., 1983), followed by a plateau of high reflectance in the NIR region, where there is no strong light absorption. In particular, for the full seedlings and for the middle (not shown) and especially top portions of seedlings that
had more pine needles, two noticeable reflectance valleys
occurred at around 450 nm due to the combined absorption
of plant chlorophylls and carotenoids and at around 670 nm
due to the absorption of chlorophylls (Blackburn, 2007), and
a reflectance trough occurred at around 960 nm due to water
absorption by the plants (Peñuelas et al., 1993). For the bottom portions of the seedlings, the spectral features at 670 nm
and 960 nm are almost absent because seedlings that had reduced chlorophyll and water content contributed predominantly to the spectra.
The mean reflectance of frozen seedlings in the NIR plateau decreased compared to that of unfrozen seedlings, with
large spectral variations occurring at 2, 9, and 41 days after
freeze treatment. The decreased reflectance is in agreement
with previous studies (Wei et al., 2017; Wu et al., 2012),
which suggested that freeze stress tends to induce decreased
NIR reflectance. The variable ambient illumination during
scanning may partly explain the spectral variations observed
in the NIR region. Despite spectral corrections made for the
seedlings, the small, localized reference used in the scanning
(fig. 3) was inadequate for correcting the spatial non-
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Figure 9. Mean spectra (solid lines) with standard deviations (shaded regions) for full loblolly pine seedlings and the top and bottom portions of
seedlings at 6 days before freeze treatment and at 2, 9, 22, and 41 days after freeze treatment. The spectra of the middle portions were similar to
those of the full seedlings. On the y-axis, a.u. denotes arbitrary units (reflectance is relative to the spectral response of the corresponding reference).
The stressed and healthy classes were determined by visual scoring of the frozen seedlings at 73 days after freeze treatment.

uniformity of spectral responses across the scene being imaged. In addition, a large overlap existed between the spectra
of stressed and healthy seedlings at different post-freeze
stages. This spectral overlap can be explained by the fact that
freeze-induced visible symptoms (e.g., brown or dead needles) did not fully develop in the stressed seedlings until after
the final post-freeze scanning.
The reflectance ratio allows the examination of subtle differences in the physiological status of plants, which otherwise would not be ascertained based on reflectance spectra.
Figure 10a shows the ratio of mean reflectance in the green
region (520-580 nm) to that in the red region (640-700 nm),
which is positively related with plant greenness and relative
chlorophyll concentration (Gitelson et al., 2003). For the
stressed seedlings, there was a consistent decreasing trend of
green-to-red ratio for all parts of the seedlings, which suggests the degradation of chlorophylls induced by the freeze
treatment. In contrast, for the healthy seedlings that were
also subjected to freezing, the green-to-red ratio first decreased and then increased, probably because some seedlings that were initially stressed had recovered by the final
post-freeze scanning (day 41). A similar trend, shown in figure 10b, was observed in the ratio of mean reflectance in the
range of 950-970 nm (corresponding to the water absorption
peak) to that in the range of 890-900 nm, which is positively
correlated with plant water concentration (Peñuelas et al.,
1993). Based on figure 10, the top portions of the seedlings
seemed to be most sensitive to the freeze treatment because
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they had the largest differences in the reflectance ratios between stressed and healthy seedlings when the seedlings
started to show visual symptoms.
SVM MODELING USING FULL-SPECTRUM DATA
Figure 11 shows the effect of cost ratio (CR) on the
gACCs and ACCs achieved by SVM modeling for the classification of loblolly pine seedlings. While not adjusting the
cost matrix (i.e., CR = 1), as done in conventional modeling,
achieved good ACCs (>80%) for training and testing, the
corresponding gACCs were very low, and even equal to
zero. Increasing the CR was effective for boosting the
gACCs of the models to a certain degree, depending on the
specific modeling task. For classifying seedlings based on
the pre-freeze and the first two post-freeze datasets, conventional SVM modeling without considering the cost matrix
resulted in gACCs of less than 55%, as shown in figures 12a
to 12c. For modeling the datasets of the seedlings at later
post-freeze stages, when more visual symptoms had developed, varying the CR values had a reduced effect on increasing the gACCs of the models, as shown in figures 12d to 12e.
With the increasing CR, the ACCs tended to deteriorate because correct classifications of the minority healthy seedlings was achieved at the cost of more misclassifications of
the majority stressed seedlings. After the CR exceeded a certain level, the gACCs also deteriorated (based on preliminary tests with CR in the range of 0 to 12) because of a significantly reduced classification accuracy for the majority
class. These observations are of general importance for
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(a)

(b)

Figure 10. Changes in reflectance ratios (a) R520-580 nm/R640-700 nm (indicating plant chlorophyll concentration) and (b) R950-970 nm/R890900 nm (indicating plant water concentration) for full loblolly pine seedlings and for the top, middle, and bottom portions of the seedlings. The
stressed and healthy classes were determined by visual scoring of the frozen seedlings at 73 days after freeze treatment. On the y-axis, a.u. denotes
arbitrary units, and the x-axis denotes the scanning days relative to the freeze treatment (fig. 2).

Figure 11. Training and testing accuracies, i.e., overall accuracy (ACC) and geometric accuracy (gACC), obtained by support vector machine
(SVM) with different cost ratios using the hyperspectral data for full loblolly pine seedlings at (a) 6 days before freezing and at (b) 2 days,
(c) 9 days, (d) 22 days, and (e) 41 days after freezing.

optimizing cost-sensitive SVM modeling for imbalanced
classification tasks.
The best gACCs for classification of the loblolly pine
seedlings, which were obtained through the CR-based SVM
optimization, are shown in figure 12. Overall, the gACCs
obtained for the full seedlings and for the top, middle, and
bottom portions of seedlings showed an increasing trend
throughout the pre-freeze and post-freeze scanning stages, in
line with the development of freeze damage in the seedlings.
The pre-freeze and the first two post-freeze scanning datasets yielded similar classifications, with the highest
gACCs of less than 80%, while the last two post-freeze scanning datasets produced dramatically increased classification
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accuracies, with the highest gACCs of up to 91.5% and
95.8% obtained for the third and fourth post-freeze scanning
datasets, respectively. The top portions of the seedlings consistently resulted in the best classification accuracies for the
last three post-freeze scanning datasets. This suggests that
the top portions of loblolly pine seedlings, which comprise
more actively developing needles (especially secondary needles) than the middle and bottom portions, were in better
agreement with the visual scoring and indicative of the
freeze tolerance of the seedlings.
The classification results demonstrate that hyperspectral
imaging has the potential to classify loblolly pine seedlings
for freeze damage and thus facilitate the screening of freeze-
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Figure 12. Geometric accuracies of classifying loblolly pine seedlings as stressed or healthy using hyperspectral data acquired 6 days before
freezing and at 2, 9, 22, and 41 days after freezing for full seedlings and for the top, middle, and bottom portions of the seedlings.

resistant and freeze-susceptible individuals. For the scanning
that occurred before the freeze treatment, hyperspectral imaging was able to obtain a screening accuracy of approximately 75%. Although the pre-freeze classification accuracy
was relatively low, the hyperspectral imaging was conceivably detecting differences in the reflectance spectra among
cold-acclimated seedlings. Following exposure to low temperatures in the fall, seedlings of many conifers develop distinctive reddish or purplish coloration as a result of the accumulation of anthocyanins in the needles and stems (Camm
et al., 1993; Nozzolillo et al., 1990). In this study, purplish
coloration was visible at varying degrees for a number of the
loblolly pine seedlings, as shown in figure 13, with the coloration generally being more distinct in families representing the northern (colder) region of the population.
Similar classification accuracies were obtained for the
first two post-freeze datasets (i.e., on day 2 and day 9 after
the freeze treatment). Upon visual inspection at these time
points, the majority of the seedlings remained non-symptomatic. High-accuracy screening (e.g., gACC > 90%) of loblolly pine seedlings by hyperspectral imaging was achieved
based on the day 22 and day 41 scanning events, which coincided with the further development of freeze-induced
symptoms.
VARIABLE SELECTION
Variable selection was conducted using the scanning data
comprising the top portions of the seedlings assessed on

day 41, given that these data provided the best classification
accuracy based on full-spectrum SVM modeling (fig. 12).
Preliminary experimentation and examination of the singularity of the training data matrix indicated that a subset of
100 wavelengths was sufficient for characterizing the raw
462-wavelength matrix while addressing the spectral collinearity. Figure 14a shows the classification accuracies for the
testing data using a subset of 100 wavelengths obtained by
the SOPs coupled with cost-optimized rLDA. While the
SOPs did not rank the wavelengths by their relevance to classification, the classification accuracies continued to increase
as more wavelengths were incorporated for modeling. When
the wavelength number reached 36, the accuracies tended to
plateau at a level comparable to that achieved by the fullspectrum modeling. The highest geometric accuracy of
96.9% was obtained using 90 wavelengths, which was 1.1%
higher than that obtained by the full-spectrum modeling.
These results demonstrate the benefits of variable selection
for improving the accuracy of freeze-tolerance screening.
Further, to ascertain the importance of individual wavelengths, NCA-FW was applied to a reduced set of the top
90 wavelengths to obtain the wavelength weights (normalized to the range of 0 to 1): the higher the weight, the greater
the importance of the corresponding wavelength for classification. As shown in figure 14b, there were nine informative
wavelengths with weights greater than 0.01, i.e., 694, 764,
711, 527, 431, 435, 628, 761, and 515 nm in descending order of importance. These wavelengths are located in five
well-resolved spectral regions (i.e., blue, green, red, rededge, and NIR), and the top two most important wavelengths
(694 and 764 nm) are in the red-edge and NIR regions, respectively. Classification models based on these wavelengths led to the best geometric accuracies of 90.0% and
91.2% for the testing data, obtained by cost-optimized LDA
and SVM, respectively, as shown in figure 14c. SVM performed consistently better than LDA and achieved accuracies of greater than 90% when four or more wavelengths
were used. Despite the relatively lower accuracies compared
to those obtained using tens or hundreds of wavelengths, the
top four to nine most informative wavelengths are promising
for use in multispectral imaging by simplifying image acquisition and processing and thereby facilitating freeze-tolerance screening of plant seedlings.

Figure 13. The seedlings in this study displayed a range of colors (green
to purple) in mid-winter.
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Figure 14. (a) Overall accuracy (ACC) and geometric accuracy (gACC) curves against the number of wavelengths identified by successive orthogonal projections (SOPs), (b) wavelength weights determined by neighborhood component analysis (NCA) based feature weighting (FW), and
(c) gACC curves obtained by cost-optimized, regularized linear discriminant analysis (rLDA) and support vector machine (SVM) for the top nine
most informative wavelengths identified in (b). The horizontal red line in (a) indicates the best geometric classification accuracy obtained by fullspectrum modeling.

This study represents an initial proof-of-concept for highthroughput freeze-tolerance screening of loblolly pine seedlings. Hyperspectral imaging is advantageous over human
visual evaluation due to its objectivity and amenability to automation, and it can potentially be integrated into a tree improvement selection strategy. This study has some limitations that have been identified for further improvements. The
present hyperspectral imaging system did not block ambient
illumination. While performed inside a partially shaded
greenhouse, image acquisition was still negatively affected
by variable ambient illumination during seedling scanning.
More accurate analysis requires an optical enclosure for the
system, or performing hyperspectral scanning on an overcast
day at the cost of reduced work efficiency. Although the onecell spaced arrangement of the seedlings in the tray during
scanning was conducive to high scanning throughput, it led
to increased complexities for seedling separation in image
processing. Increasing the space between adjacent seedlings
during scanning (e.g., two-cell spacing) would be more desirable for enhanced image analysis accuracy. Further improvement is also needed of the reference-based spectral correction to account for the spatial non-uniformity of instrument responses across the scene. Moreover, using an imaging backdrop (e.g., dark color or black) that provides more
contrast with the seedlings may greatly facilitate plant segmentation.
In this study, only two-class classification models were
developed because of the predominantly bimodal distribution of the frozen seedlings as visually scored. From a breeding perspective, a higher-resolution (multi-class) classification system will be more valuable by enabling a more detailed characterization of different levels of freeze tolerance
among genotypes for real-world deployment. Further research will be done to improve the classification performance by conducting more extensive wavelength selection,
fusing spectral and spatial features, and exploiting more advanced deep learning-based modeling algorithms. Moreover, a further experiment will be beneficial to establish better
balanced multi-class datasets with more seedlings in the intermediate stress classes. We anticipate that the present
study will inspire more extensive research on hyperspectral
imaging technology for stress-resistance screening and phenotyping of pine seedlings.
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CONCLUSION
In this study, we presented a novel hyperspectral imaging-based approach for high-throughput screening of loblolly pine seedlings for freeze tolerance. A custom-assembled imaging system was used for in-situ image acquisition
of seedlings representing a large collection of seed families,
under greenhouse conditions, and at varied stages before and
after artificially freezing the seedlings. The developed data
processing pipeline enabled efficient segmentation and separation of individual seedlings in the holding tray, which can
be of general use for facilitating resistance screening of pine
seedlings. The temporal dynamics of the spectral features of
the seedlings provided insights about the physiological status of frozen seedlings, which seemed to indicate freeze-induced reductions in chlorophyll and water concentrations in
susceptible plants. Discriminative modeling based on costsensitive SVM demonstrated that optimizing the CR was effective for boosting the geometric classification accuracies
in dealing with the imbalanced datasets encountered in this
study.
Based on full-spectrum SVM modeling, the hyperspectral
imaging approach was able to screen the seedlings for freeze
tolerance with geometric accuracies of 75% to 96% for the
different scanning events before and after freeze treatment.
The day 22 and day 41 post-freeze scanning events achieved
higher classification accuracies of greater than 91%, and the
top portions of the seedlings were found to be more indicative of freeze damage compared to the middle and bottom
portions. Further, variable selection improved the model parsimony without noticeably compromising accuracies, compared to full-spectrum modeling, and assisted in identifying
the most informative wavelengths for assessing freeze tolerance. This study demonstrates that hyperspectral imaging is
a potentially valuable tool that offers improved efficiency
and objectivity for freeze-tolerance screening of loblolly
pine seedlings.
ACKNOWLEDGEMENTS
This work was supported by members of the North Carolina State University Cooperative Tree Improvement Program. Funding was also provided by the Department of Forestry and Environmental Resources in the College of Natural
Resources at North Carolina State University, by the USDA

TRANSACTIONS OF THE ASABE

National Institute of Food and Agriculture (NIFA) McIntireStennis Project, and by USDA NIFA Hatch Project No.
1021499. We appreciate the contributions of Dr. David Livingston and Tan Tuong of the Department of Crop and Soil
Sciences at North Carolina State University, and we also
thank Evan Smith for help with the construction of the hyperspectral scanning system.

REFERENCES
Aitken, S. N., & Adams, W. T. (1996). Genetics of fall and winter
cold hardiness of coastal Douglas fir in Oregon. Canadian J.
Forest Res., 26(10), 1828-1837. https://doi.org/10.1139/x26-208
Asaari, M. S. M., Mishra, P., Mertens, S., Dhondt, S., Inze, D.,
Wuyts, N., & Scheunders, P. (2018). Close-range hyperspectral
image analysis for the early detection of stress responses in
individual plants in a high-throughput phenotyping platform.
ISPRS J. Photogram. Remote Sensing, 138, 121-138.
https://doi.org/10.1016/j.isprsjprs.2018.02.003
Azzarello, E., Mugnai, S., Pandolfi, C., Masi, E., Marone, E., &
Mancuso, S. (2009). Comparing image (fractal analysis) and
electrochemical (impedance spectroscopy and electrolyte
leakage) techniques for the assessment of the freezing tolerance
in olive. Trees, 23(1), 159. https://doi.org/10.1007/s00468-0080264-1
Baker, J. B., & Langdon, O. G. (1990). Loblolly pine (Pinus taeda
L.). In R. M. Burns & B. H. Honkala (Eds.), Silvics of North
America: Volume 1. Conifers (pp. 497-512). Agriculture
handbook 654. Washington, DC: USDA, U.S. Forest Service.
Batuwita, R., & Palade, V. (2013). Class imbalance learning
methods for support vector machines. In H. He & Y. Ma (Eds.),
Imbalanced learning: Foundations, algorithms, and
applications (pp. 83-99). Hoboken, NJ: John Wiley & Sons.
https://doi.org/10.1002/9781118646106.ch5
Behmann, J., Steinrücken, J., & Plümer, L. (2014). Detection of
early plant stress responses in hyperspectral images. ISPRS J.
Photogram. Remote Sensing, 93, 98-111.
https://doi.org/10.1016/j.isprsjprs.2014.03.016
Bendel, N., Kicherer, A., Backhaus, A., Köckerling, J., Maixner,
M., Bleser, E., ... Töpfer, R. (2020). Detection of grapevine
leafroll-associated virus 1 and 3 in white and red grapevine
cultivars using hyperspectral imaging. Remote Sensing, 12(10),
article 1693. https://doi.org/10.3390/rs12101693
Ben-Hur, A., & Weston, J. (2010). A user’s guide to support vector
machines. In O. Carugo & F. Eisenhaber (Eds.), Data mining
techniques for the life sciences (pp. 223-239). Totowa, NJ:
Humana Press. https://doi.org/10.1007/978-1-60327-241-4_13
Blackburn, G. A. (2006). Hyperspectral remote sensing of plant
pigments. J. Exp. Bot., 58(4), 855-867.
https://doi.org/10.1093/jxb/erl123
Burr, K. E., Hawkins, C. D., L’Hirondelle, S. J., Binder, W. D.,
George, M. F., & Repo, T. (2001). Methods for measuring cold
hardiness of conifers. In F. J. Bigras & S. J. Colombo (Eds.),
Conifer cold hardinesss (pp. 369-401). Dordrecht, Netherlands:
Springer. https://doi.org/10.1007/978-94-015-9650-3_14
Burr, K. E., Tinus, R. W., Wallner, S. J., & King, R. M. (1990).
Comparison of three cold hardiness tests for conifer seedlings.
Tree Physiol., 6(4), 351-369.
https://doi.org/10.1093/treephys/6.4.351
Camm, E. L., McCallum, J., Leaf, E., & Koupai-Abyazani, M. R.
(1993). Cold-induced purpling of Pinus contorta seedlings
depends on previous daylength treatment. Plant Cell Environ.,
16(6), 761-764. https://doi.org/10.1111/j.13653040.1993.tb00497.x

64(6): 2045-2059

Chaerle, L., & Van Der Straeten, D. (2001). Seeing is believing:
Imaging techniques to monitor plant health. Biochim. Biophys.
Acta, 1519(3), 153-166. https://doi.org/10.1016/S01674781(01)00238-X
Choudhury, S. D., Samal, A., & Awada, T. (2019). Leveraging
image analysis for high-throughput plant phenotyping. Front.
Plant Sci., 10, article 508.
https://doi.org/10.3389/fpls.2019.00508
Climent, J., Costa e Silva, F., Chambel, M. R., Pardos, M., &
Almeida, M. H. (2009). Freezing injury in primary and
secondary needles of Mediterranean pine species of contrasting
ecological niches. Ann. Forest Sci., 66(4), 407-407.
https://doi.org/10.1051/forest/2009016
Cortes, C., & Vapnik, V. (1995). Support-vector networks. Machine
Learning, 20(3), 273-297. https://doi.org/10.1007/BF00994018
Fiorani, F., Rascher, U., Jahnke, S., & Schurr, U. (2012). Imaging
plants dynamics in heterogenic environments. Curr. Opin.
Biotech., 23(2), 227-235.
https://doi.org/10.1016/j.copbio.2011.12.010
Galvão, R. K., Araújo, M. C., Fragoso, W. D., Silva, E. C., José, G.
E., Soares, S. F. C., & Paiva, H. M. (2008). A variable
elimination method to improve the parsimony of MLR models
using the successive projections algorithm. Chemomet. Intel.
Lab. Syst., 92(1), 83-91.
https://doi.org/10.1016/j.chemolab.2007.12.004
Gitelson, A. A., Gritz, Y., & Merzlyak, M. N. (2003). Relationships
between leaf chlorophyll content and spectral reflectance and
algorithms for non-destructive chlorophyll assessment in higher
plant leaves. J. Plant Physiol., 160(3), 271-282.
https://doi.org/10.1078/0176-1617-00887
Guo, Y., Hastie, T., & Tibshirani, R. (2007). Regularized linear
discriminant analysis and its application in microarrays.
Biostatistics, 8(1), 86-100.
https://doi.org/10.1093/biostatistics/kxj035
He, H., & Garcia, E. A. (2009). Learning from imbalanced data.
IEEE Trans. Knowl. Data Eng., 21(9), 1263-1284.
https://doi.org/10.1109/TKDE.2008.239
Horler, D. N., Dockray, M., & Barber, J. (1983). The red edge of
plant leaf reflectance. Intl. J. Remote Sensing, 4(2), 273-288.
https://doi.org/10.1080/01431168308948546
Kubat, M., & Matwin, S. (1997). Addressing the curse of
imbalanced training sets: One-sided selection. Proc. 14th Intl.
Conf. Machine Learning. San Francisco, CA: Morgan
Kaufmann.
Lambeth, C., McKeand, S., Rousseau, R., & Schmidtling, R.
(2005). Planting nonlocal seed sources of loblolly pine:
Managing benefits and risks. South. J. Appl. For., 29(2), 96-104.
https://doi.org/10.1093/sjaf/29.2.96
Lennartsson, M., & Ögren, E. (2003). Predicting the cold hardiness
of willow stems using visible and near-infrared spectra and
sugar concentrations. Trees, 17(5), 463-470.
https://doi.org/10.1007/s00468-003-0258-y
Lin, Q., Huang, H., Wang, J., Huang, K., & Liu, Y. (2019).
Detection of pine shoot beetle (PSB) stress on pine forests at
individual tree level using UAV-based hyperspectral imagery
and lidar. Remote Sensing, 11(21), article 2540.
https://doi.org/10.3390/rs11212540
Lowe, A., Harrison, N., & French, A. P. (2017). Hyperspectral
image analysis techniques for the detection and classification of
the early onset of plant disease and stress. Plant Methods, 13(1),
article 80. https://doi.org/10.1186/s13007-017-0233-z
Lu, P., Colombo, S. J., & Sinclair, R. W. (2007). Cold hardiness of
interspecific hybrids between Pinus strobus and P. wallichiana
measured by post-freezing needle electrolyte leakage. Tree
Physiol., 27(2), 243-250.
https://doi.org/10.1093/treephys/27.2.243

2057

Lu, Y., & Lu, R. (2017). Histogram-based automatic thresholding
for bruise detection of apples by structured-illumination
reflectance imaging. Biosyst. Eng., 160, 30-41.
https://doi.org/10.1016/j.biosystemseng.2017.05.005
Lu, Y., Saeys, W., Kim, M., Peng, Y., & Lu, R. (2020).
Hyperspectral imaging technology for quality and safety
evaluation of horticultural products: A review and celebration of
the past 20-year progress. Postharvest Biol. Tech., 170, 111318.
https://doi.org/10.1016/j.postharvbio.2020.111318
Lu, Y., Walker, T. D., Acosta, J. J., Young, S., Pandey, P., Heine,
A. J., & Payn, K. G. (2021). Prediction of freeze damage and
minimum winter temperature of the seed source of loblolly pine
seedlings using hyperspectral imaging. Forest Sci., 67(3), 321334. https://doi.org/10.1093/forsci/fxab003
Masaitis, G., Mozgeris, G., & Augustaitis, A. (2013). Spectral
reflectance properties of healthy and stressed coniferous trees.
iForest, 6(1), 30-36. https://doi.org/10.3832/ifor0709-006
Mazis, A., Choudhury, S. D., Morgan, P. B., Stoerger, V., Hiller, J.,
Ge, Y., & Awada, T. (2020). Application of high-throughput
plant phenotyping for assessing biophysical traits and drought
response in two oak species under controlled environment.
Forest Ecol. Mgmt., 465, article 118101.
https://doi.org/10.1016/j.foreco.2020.118101
McKeand, S. E. (2019). The evolution of a seedling market for
genetically improved loblolly pine in the southern United States.
J. Forestry, 117(3), 293-301.
https://doi.org/10.1093/jofore/fvz006
Mishra, P., Asaari, M. S., Herrero-Langreo, A., Lohumi, S.,
Diezma, B., & Scheunders, P. (2017). Close-range hyperspectral
imaging of plants: A review. Biosyst. Eng., 164, 49-67.
https://doi.org/10.1016/j.biosystemseng.2017.09.009
Nicotra, A. B., Hofmann, M., Siebke, K., & Ball, M. C. (2003).
Spatial patterning of pigmentation in evergreen leaves in
response to freezing stress. Plant Cell Environ., 26(11), 18931904. https://doi.org/10.1046/j.1365-3040.2003.01106.x
Nozzolillo, C., Isabelle, P., & Das, G. (1990). Seasonal changes in
the phenolic constituents of jack pine seedlings (Pinus
banksiana) in relation to the purpling phenomenon. Canadian J.
Bot., 68(9), 2010-2017. https://doi.org/10.1139/b90-263
Otsu, N. (1979). A threshold selection method from gray-level
histograms. IEEE Trans. Syst. Man Cybernetics, 9(1), 62-66.
https://doi.org/10.1109/TSMC.1979.4310076
Pandey, P. P., Payn, K. G., Lu, Y., Heine, A. J., Walker, T. D., &
Young, S. (2020). High-throughput phenotyping for fusiform
rust disease resistance in loblolly pine using hyperspectral
imaging. ASABE Paper No. 2000872. St. Joseph, MI: ASABE.
https://doi.org/10.13031/aim.202000872
Pandey, P. P., Payn, K. G., Lu, Y., Heine, A. J., Walker, T. D.,
Acosta, J. J., & Young, S. (2021). Hyperspectral imaging
combined with machine learning for the detection of fusiform
rust disease incidence in loblolly pine seedlings. Remote
Sensing, 13(18), article 3595.
https://doi.org/10.3390/rs13183595
Peñuelas, J., & Filella, I. (1998). Visible and near-infrared
reflectance techniques for diagnosing plant physiological status.
Trends Plant Sci., 3(4), 151-156. https://doi.org/10.1016/S13601385(98)01213-8
Peñuelas, J., Filella, I., Biel, C., Serrano, L., & Save, R. (1993). The
reflectance at the 950-970 nm region as an indicator of plant
water status. Intl. J. Remote Sensing, 14(10), 1887-1905.
https://doi.org/10.1080/01431169308954010
Raskutti, B., & Kowalczyk, A. (2004). Extreme re-balancing for
SVMs: A case study. ACM SIGKDD Explorations Newsletter,
6(1), 60-69. https://doi.org/10.1145/1007730.1007739

2058

Ritchie, G. A. (1991). Measuring cold hardiness. In J. P. Lassoie &
T. M. Hinckley (Eds.), Techniques and approaches in forest tree
ecophysiology (pp. 557-582). Boca Raton, FL: CRC Press.
Rosin, P. L. (2001). Unimodal thresholding. Pattern Recog., 34(11),
2083-2096. https://doi.org/10.1016/S0031-3203(00)00136-9
Santos, M. J., Greenberg, J. A., & Ustin, S. L. (2010). Using
hyperspectral remote sensing to detect and quantify southeastern
pine senescence effects in red-cockaded woodpecker (Picoides
borealis) habitat. Remote Sensing Environ., 114(6), 1242-1250.
https://doi.org/10.1016/j.rse.2010.01.009
Schmidtling, R. C. (1997). Using provenance tests to predict
response to climatic change. In P. N. Cheremisinoff (Ed.),
Ecological issues and environmental impact assessment (pp.
621-642). Houston, TX: Gulf Publishing.
Schmidtling, R. C. (2001). Southern pine seed sources. General
Technical Report SRS-44. Asheville, NC: USDA, U.S. Forest
Service, Southern Research Station.
https://doi.org/10.2737/SRS-GTR-44
Schultz, R. P. (1997). Loblolly pine: The ecology and culture of the
loblolly pine (Pinus taeda L.). New Orleans, LA: USDA, U.S.
Forest Service.
Sundblad, L.-G., Andersson, M., Geladi, P., Salomonson, A., &
Sjöström, M. (2001). Fast, nondestructive measurement of frost
hardiness in conifer seedlings by VIS+NIR spectroscopy. Tree
Physiol., 21(11), 751-757.
https://doi.org/10.1093/treephys/21.11.751
Thai-Nghe, N., Gantner, Z., & Schmidt-Thieme, L. (2010). Costsensitive learning methods for imbalanced data. Proc. Intl. Joint
Conf. on Neural Networks (pp. 1-8). Piscatway, NJ: IEEE.
https://doi.org/10.1109/IJCNN.2010.5596486
Thomas, S., Kuska, M. T., Bohnenkamp, D., Brugger, A., Alisaac,
E., Wahabzada, M., ... Mahlein, A.-K. (2018). Benefits of
hyperspectral imaging for plant disease detection and plant
protection: A technical perspective. J. Plant Dis. Prot., 125(1),
5-20. https://doi.org/10.1007/s41348-017-0124-6
USDA. (2012). USDA plant hardiness zone map. Washington, DC:
USDA Agricultural Research Service.
Wei, C., Huang, J., Wang, X., Blackburn, G. A., Zhang, Y., Wang,
S., & Mansaray, L. R. (2017). Hyperspectral characterization of
freezing injury and its biochemical impacts in oilseed rape
leaves. Remote Sensing Environ., 195, 56-66.
https://doi.org/10.1016/j.rse.2017.03.042
Westin, J., Sundblad, L.-G., & Hällgren, J.-E. (1995). Seasonal
variation in photochemical activity and hardiness in clones of
Norway spruce (Picea abies). Tree Physiol., 15(10), 685-689.
https://doi.org/10.1093/treephys/15.10.685
Wu, Q., Zhu, D., Wang, C., Ma, Z., & Wang, J. (2012). Diagnosis
of freezing stress in wheat seedlings using hyperspectral
imaging. Biosyst. Eng., 112(4), 253-260.
https://doi.org/10.1016/j.biosystemseng.2012.04.008
Yang, W., Wang, K., & Zuo, W. (2012). Neighborhood component
feature selection for high-dimensional data. J. Comput., 7(161168). https://doi.org/10.4304/jcp.7.1.161-168
Zapata-Valenzuela, J. A., Ogut, F., Kegley, A., Cumbie, P., Isik, F.,
Li, B., & McKeand, S. E. (2015). Seedling evaluation of
Atlantic Coastal and Piedmont sources of Pinus taeda L. and
their hybrids for cold hardiness. Forest Sci., 61(1), 169-175.
https://doi.org/10.5849/forsci.12-610
Zhao, X., Hui, B., Hu, L., Cheng, Q., Via, B. K., Nadel, R., ...
Enebak, S. (2017). Potential of near-infrared spectroscopy to
monitor variations in soluble sugars in loblolly pine seedlings
after cold acclimation. Agric. Forest Meteorol., 232, 536-542.

TRANSACTIONS OF THE ASABE

NOMENCLATURE
ACC = accuracy
CR = cost ratio
CSL = cost-sensitive learning
FN = false negative
FP = false positive
FW = feature weighting
gACC = geometric accuracy
LDA = linear discriminant analysis
MWT = minimum winter temperature
NCA = neighborhood component analysis
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NDPI = normalized difference plant index
NDVI = normalized difference vegetation index
NIR = near-infrared
PSRI = plant senescence reflectance index
RGB = red-blue-green
SOP = successive orthogonal projections
SPA = successive projection algorithm
SVM = support vector machine
TN = true negative
TP = true positive
Vis/NIRS = visible/near-infrared spectroscopy
WPFT = whole-plant freeze testing
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