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Abstract
Many studies have demonstrated the relationship between proximity to urban rail transit
(URT) stations and the value o f residential property. Most, however, do not employ
either a spatial model or a cartographic depiction o f their results. This represents a
problem insofar as property values tend to vary spatially. To help address this deficiency,
this study will examine the relationship between proximity to URT (O-Train) stations in
Ottawa, Ontario and property values specifically utilizing a spatial approach. This will
be undertaken through the use of spatial and geographically weighted regression (GWR),
techniques in a Geographic Information System (GIS). This study is contributing to the
literature by developing a GWR model on the project and presenting a cartographic
display of the results. Therefore this will not only enhance understanding o f the
relationship under study but also potentially benefit urban planners and the home-buying
public.
Keywords: GIS, Regression, GWR, Transportation, Property, Ottawa
N
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1. Introduction
1.1. Introduction
Urban rail1 transit (URT) is an important feature in major cities because it
provides effective transportation to work, leisure activities and shopping throughout the
city. As cities grow, people are forced to live further from the downtown core or central
business district (CBD) (Hess and Almeida, 2007). Therefore, there is a desire to live
close to URT stations, which provide easy access to the CBD and other distant parts of
the city.
Many studies have demonstrated the relationship between proximity to URT and
property values (Bowes and Ihlanfeldt, 2001; Chen et al., 1998; Hess and Almeida,
2007; Nelson and McCleskey, 1990; Ryan, 1999; Trillium, 2009). Specifically, previous
studies have shown that URT stations have an effect on property values (e.g., AlMosaind et al., 1993; Bowes and Ihlanfeldt, 2001; Chen et al., 1998; Hess and Almeida,
2007). The studies are limited in their geographical coverage by focusing on cities in the
USA. Urban development in the USA is different than it is in Cana4a (Trillium, 2009, p.
52). Moreover, their findings are mixed with respect to the impact o f proximity to URT
stations on property prices (Hess and Almeida, 2007). They can also be criticized for
their focus on examining the relationship between proximity to URT stations and
property values through a single or global statistic for the entire study area (Al-Mosaind
et al., 1993; Bowes and Ihlanfeldt, 2001; Chen et al., 1998). These studies are based on
the assumption o f a stationary relationship (Fotheringham et al., 2002, p. 9). For
example, Al-Mosaind et al. (1993) has demonstrated that as distance to URT stations

1Urban rail transit is any form of “rail [transit] in an urban area, including both
heavy and light rail, which may be underground, at level or elevated” (Flyvbjerg, 2007, p. 12).
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increases then the property value decreases at a specific rate. They suggest that the
relationship between distance to the URT stations and property values is uniform over
the study area. Nelson (1992) and Nelson and McCleskey (1990) have simply indicated
that there is a rate o f property value change but fail to provide a numeric rate such as
dollars per meter. The majority o f previous studies also failed to include a cartographic
representation o f their results. This is a major drawback because the relationships
between proximity to URT stations and property values are by their nature spatial.
As for Canada, very little research about the relationship between proximity to
URT and property values has been done (Bajic, 1983; Dewees, 1976; Trillium, 2009).
The vast majority o f these studies have focused on the expansion o f URT in Toronto.
Although, in the report by Trillium (2009), the relationship between URT and property
values in Montreal and Vancouver was considered as well. However, these studies
similarly to most o f the literature reviewed do not provide any detailed cartographic
depictions o f the analysis (Bajic, 1983; Dewees, 1976; Trillium, 2009).
As indicated above, most o f the studies have examined cities (n the USA while
few have been conducted on cities in Canada. The findings o f these studies also appear to
be mixed with some studies indicating a ‘negative’ relationship while others indicate a
‘positive’ relationship between proximity to URT stations and property values.

1.2. Objective
The main objective o f this study is to examine the relationship between the
residential property values and proximity to the URT stations in the City o f Ottawa. The
underlying hypothesis is that the property value is significantly related to the proximity to

3

the URT stations. This hypothesis will be examined globally (for the whole study area)
and locally (at the neighborhood level) using regression analysis.

1.3. The Study Area
The City o f Ottawa is Canada’s capital city with a large government employment
sector and a population o f over 800,000. The city is located on the south bank of the
Ottawa River. Ottawa is an effective case study for this project because it has a segment
o f URT which planners and transit users view as successful (Leclair, 2002; Mallett, C.,
personal communication July 30,2010; Mccaslin, D. and Tam, E., personal
communication Sept. 16,2010) and the city plans on expanding (City o f Ottawa et al.,
2008). The segment is known as the O-Train, and it was implemented in 2001 (Sebree,
2002, p. 30). Currently, “[t]he O-Train travels on an 8-km length of existing freight rail
tra c k . . . owned by [the] Canadian Pacific Railway (CPR)” (Transport Canada, 2008, p.
1). The line extends between Bayview and Greenboro, passing through “Carleton
University, a major employment centre, and a shopping mall in a densely populated
neighbourhood” (Transport Canada, 2008, p. 1).
Success o f the O-Train has been measured through ridership and opinions of
riders. Ridership as is demonstrated in Figure 1.1 has steadily increased since 2001.
This increase has also been projected into the future. Riders have commented on the
success o f the O-Train through a user survey from 2002. This survey indicated that over
90% of respondents believed the O-Train should be expanded and is a good investment
for the city (Leclair, 2002). This study will focus on the area surrounding the O-Train

4

route. A map o f the O-Train route and some points o f interest are presented in Figure

1. 2 .
The study area can be further defined by land use and income as is displayed in
Figure 1.3. The land use map indicates that the majority o f the area surrounding the OTrain is residential. The land use directly along the O-Train is government / institutional,
open area or resource / industrial. There are also large commercial areas in the vicinity of
the O-Train as well.
The income map indicates where the neighbourhoods with high income and low
income are located. In this map, the high income areas are to the East, Northwest and
South o f the O-Train line. The low income areas are to the West, Southwest, North and
in some areas to the Southeast. This, spatial pattern could be reflective o f the land use
map since some o f the high income areas appear to be close to the water features or
parks. Likewise, some o f the lower income neighbourhoods appear to be near resource /
industrial and government / institutional areas. Therefore, the distribution of income
throughout the city varies spatially and could be related to the surrounding land uses.
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Figure 1.1: O-Train Ridership (Transport Canada, 2008).
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1.4. D ata Sources
This study will utilize multiple data sources including: reference data, property
data, transit data, population data, and distance measurements. The reference data will be
data that either assists in the analysis or the cartographic display o f the results. This data
can be retrieved through secure websites (Western, 2010). The property data can be
accessed through the Ottawa Real Estate Board. This data will be collected for housing
properties for a range of years. The property data will be a sample o f real estate
transactions as opposed to all the real estate in the city2. This range will be for four years
after the O-Train was implemented from 2006 to 2009. Once the data is collected then it
can be plotted on a map.
The transit data can be obtained from several sources. These sources will be
employed to help map the route and the locations o f the stations. The population data for
2006 can be obtained from secure websites (Western, 2010). The distance calculations
can all be conducted in a Geographic Information System (GIS). The primary distance
measurement, the distance to the O-Train stations follows the shortest road network
distance from each property to the closest station (see Hess and Almeida, 2007). The
control distances follow the straight line distances from the properties to the significant
neighbourhood features. The station distance measurement can be calculated in ArcMap
using the Network Analyst extension (ESRI, 2009). The distance to the neighbourhood
features can be calculated in ArcMap with the straight line distance feature. The mapping
and distance calculations can all be conducted within a GIS. A cartographic method will
be used to display the results on maps.

2 Real estate transactions were selected because they indicate the amount home buyers are willing to pay as
opposed to what the properties are assessed for.
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1.5. Methods of Analysis
This study will employ a quantitative and cartographic approach. The quantitative
approach will be based upon statistics, calculations and mapping within a GIS. This
project will utilize a spatial statistics approach to discern the relationship between
property values and proximity to O-Train stations. This approach will include two types
o f spatial statistics. The first spatial statistic is regression analysis which will be
conducted through conventional regression, spatial regression and geographically
weighted regression. The results of conventional regression will indicate which variables
should be selected for the spatial and geographically weighted regressions. The specific
spatial regression model will be determined through the analysis (Anselin, 2005, p. 198200). The dependent variable will be property value while the independent variable will
be distance to the O-Train station (Table 1.1; Anselin, 2005; Anselin et al., 2006).
However, property prices are influenced by multiple factors so additional property
variables will be included to obtain a more reliable analysis (Rogerson, 2010, p. 208-9).
The additional variables could include variables concerning the residential properties,
their locations, and neighborhoods (Table 1.2).
The second spatial statistic is spatial autocorrelation (Anselin et al., 2006, p. 8)
which utilizes the Moran’s I statistic to denote the significance o f clustering (Anselin,
2005; Anselin et al., 2006). This statistic will indicate the strength o f the spatial
clustering in relation to the regression analyses.
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Table 1.1 : Primary Variables
Variable
Distance to 0 Train station
Property value

Method of Measurement

Units of
Measurement
Meter (m)

-

Price ($)

-

Calculate shortest road network distance to the
nearest O-Train station
Recorded property sale value as indicated by
the Ottawa Real Estate Board

Table 1.2: Control Variables
Variables
Property

-

Location

-

Neighbourhood

-

(Sources: based on Hess

Definition
Variables which define the property such as bedrooms, area,
basements, and tax
Variables which define the general location o f the property
such as proximity to parks and water bodies
Variables which define the general area of the property such
as income and population change
and Almeida, 2007, p. 1054-6)

1.6. Summary and Conclusion
In conclusion, this thesis will test if there is a relationship between proximity to
the O-Train stations and property values. The research will involve a quantitative study
utilizing two types o f spatial statistics. The results will be displayed on maps. It is
\

anticipated that there is a spatial component to the relationship between proximity to the
O-Train stations and property values. This study will be explored through the following
chapters. Chapter 2 will present a detailed literature review followed by Chapter 3 which
will describe the sources o f data. Chapter 4 will present the methods o f analysis with
Chapter 5 presenting the results and analysis. Finally, Chapter 6 will present a discussion
and conclusion.
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2. Literature Review
2.1. Introduction
The Chapter presents a review o f literature about the relationship between
proximity to URT stations and property values. Although it will focus on studies in North
American cities (e.g., Al-Mosaind et al., 1993; Bajic, 1983; Dewees, 1976; Duncan,
2008; Hess and Almeida, 2007; Weinberger, 2001), relevant articles from other regions
o f the World will be included as well (e.g., Bae et al., 2003; Chalermpong, 2007;
Martinez and Viegas, 2009; Pan and Zhang, 2008; Zhang et al., 1998). For a full list of
relevant literature see Table 2.1. The majority o f these research papers have examined
the relationship between URT stations and property values in residential areas. The mode
o f URT varies between research studies with some articles examining the impact of
subway type systems (Bae et al., 2003; Cervero and Landis, 1997; Lewis-Workman and
Brod, 1997), while other articles examine the impact o f light rail transit systems (Chen et
al., 1998; Dueker and Bianco, 1999; Weinberger, 2001). Some relevant papers have
examined bus transit as well (e.g., Munoz-Raskin, 2010).

s

The Chapter will first examine the source data in detail, followed by the
methodology and finally the primary findings. These relevant studies will then be
followed by a discussion o f studies which specifically examine the O-Train. These
sections will be followed by a summary o f the drawbacks in the previous studies.
Table 2.1: Relevant Studies by City
City
4 Cities

Study
(Landis et al.,

Methods
hedonic3

Data Source
1990 Sales Data

Main Findings
Mixed

3 "Hedonic price theory assumes that many goods are a combination of different attributes, and their
transaction prices can be statistically decomposed into the component (or "hedonic") of each attribute"
(Landis et al., 1995, p. 27).
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(Sacramento,
San Diego, San
Francisco, San
Jose)
5 Cities
(Boston,
Atlanta,
Chicago,
Portland,
Washington)
Atlanta

1995)

(Baum-Snow
and Kahn,
2000)

N/A

1980 and 1990
Census Data

(Bowes and
Inlanfeldt,
2001)

hedonic

1991 to 1994
property sales

(Bollinger and
Ihlanfeldt,
1997)
(Nelson, 1992)

N/A

N/A

1980 to 1990
Population and
Housing Data
1986 Sales Data

Atlanta

(Nelson and
McCleskey,
1990)

N/A

Property Sales

Baffalo

(Hess and
Almeida,
2007)
(Chalermpong,
2007)

hedonic

2002 Assessed
Value

hedonic

2004-5 Real
Estate Data

Bogota

(MunozRaskin, 2010)

hedonic

Government
Data 2000 to
2004

Dallas

N/A

1997 to 2001
Property Sales
Data
2007 list prices

Philadelphia

(Clower and
Weinstein,
2002)
(Martinez and
Viegas, 2009)
(Slater, 1973)

N/A

Philadelphia

(Slater, 1974)

N/A

Atlanta

Atlanta

Bangkok

Lisbon

hedonic

1965 to 1970
sales prices
1964 to 1972

Findings some
positive,
negative or no
impact
Increase in
property
values

rail stations do
impact
property
values
N/A

Positive and
negative
impact on
property
values
Weak
relationship
between
property value
andURT
stations
increased
property value
1/4 mile
10 USD p erm
closer to
station
Increase and
decrease
property
values
increased
property value
1/4 mile
N/A
N/A
Positive
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sales prices

Portland

(Chen et al.,
1998)

hedonic

1992 to 1994
Property Sales

Portland

(Al-Mosaind et
al., 1993)

hedonic

1988 Sales Data

Portland

(Dueker and
Bianco, 1999)

N/A

1980 and 1990
census data

San Diego

(Ryan, 2005)

hedonic

private property
data

San Diego

(Duncan,
2008)
(Weinberger,
2001)

hedonic

2000 Census

hedonic

Property leases
1984 to 2000
Real Estate
Data 1989 to
2000
2007 Property
Sales Data

San Francisco

Seoul

(Bae et al.,
2003)

hedonic

Shanghai

(Pan and
Zhang, 2008)

hedonic

Taiwan

(Andersson et
al., 2010)

hedonic

Toronto

(Bajic, 1983)

hedonic

Toronto

(Dewees,
1976)

hedonic

Lit Review

(Brinckerhoff,
2001)

N/A

2004 and 2007
Government
Data
1978 Property
Sales Data

1961 and 1971
Property Sales
Data
N/A

impact on
property
values
URT stations
impact
property
values
Increase
property
values
Increase
property
values 20 USD
/m
Negative
relationship
between URT
stations and
property
values
Increase in
property value
Property leases
higher within
800 m o f URT
Modest gain in
property
values
152 yuan/m2
for every 100
m closer to
station
No substantial
relationship
Around
Spadina, the
price increases
by $2200
Increased site
rent 1/3 mile
from station
N/A
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2.2. D ata Sources
The review revealed two main types o f data used in the relevant studies: property
and population datasets. The former represents data concerning individual houses (e.g.,
Bajic, 1983; Bowes and Ihlanfeldt, 2001; Dewees, 1976; Hess and Almeida, 2007), while
the latter represents data concerning the population o f the area (e.g., Bowes and
Ihlanfeldt, 2001; Nelson and Sanchez, 1997). A few studies utilized other sources of data
such as crime and employment (e.g., Bollinger and Ihlanfeldt, 1997; Bowes and
Ihlanfeldt, 2001; Hess and Almeida, 2007).
The property datasets were determined from several sources. The main sources o f
this type o f data were real estate agents (e.g., Bae et al., 2003; Bajic, 1983; Chalermpong,
2007; Dewees, 1976; Pan and Zhang, 2008). For example, several studies used the
Multiple Listing Service (MLS) or equivalent from the local real estate board (Bae et al.,
2003; Bajic, 1983; Chalermpong, 2007; Dewees, 1976; Pan and Zhang, 2008). Property
assessments and government data were selected by some studies as well (Andersson et
al., 2010; Munoz-Raskin, 2010). For example, one study selected the 2002 property
values “from the assessor’s database for the City o f Buffalo” (Hess and Almeida, 2007, p.
1052). It was also found that about half the studies used data that was collected over a
time range (e.g., Bae et al., 2003; Bollinger and Ihlanfeldt, 1997; Dueker and Bianco,
1999; Weinberger, 2001). The time range was usually selected to indicate a change
between before the URT was implemented and after it was implemented. The time range
was roughly evenly split between less than five years, (e.g., Bowes and Ihlanfeldt, 2001;
Munoz-Raskin, 2010) five to ten years (e.g., Bajic, 1983; Bollinger and Ihlanfeldt, 1997;
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Dueker and Bianco, 1999; Nelson and Sanchez, 1997) and greater than ten years (e.g.,
Bae et al., 2003; Lewis-Workman and Brod, 1997; Weinberger, 2001).
Another major category of data used in the reviewed studies was population data.
This type o f data could also be obtained from several sources. The most common source
was census data (e.g., Baum-Snow and Kahn, 2000; Bollinger and Ihlanfeldt, 1997);
though, some studies used surveys as well (e.g., Zhang et al., 1998). The survey
questions and data were directed towards the actual studies as opposed to the census
which was more general. Similar to the property data, this data was collected over time
as well. For example, one study selected census data for crime and employment data
over a three year period (Bowes and Inlanfeldt, 2001, p. 11-14). However, most studies
which utilized census data, selected a ten year range (e.g., Baum-Snow and Kahn, 2000,
p. 246).
Very few studies used additional sources o f data beyond either property data or
census data (e.g., Bollinger and Ihlanfeldt, 1997; Bowes and Ihlanfeldt, 2001; Hess and
Almeida, 2007). For example, some studies utilized crime data for the study area to
indicate higher crime lowered property values (Bowes and Ihlanfeldt, 2001; Hess and
Almeida, 2007). Another study selected employment data to demonstrate how URT
impacts employment in the surrounding area (Bollinger and Ihlanfeldt, 1997).
The review revealed that the studies differ substantially with respect to the data
sources. Specifically, the source o f the real estate sales data varied from study to study.
For example, multiple studies utilized public data from the local real estate board (Bae et
al., 2003; Bajic, 1983; Chalermpong, 2007; Dewees, 1976; Pan and Zhang, 2008).
However, another study (Duncan, 2008, p. 124) bought data from a private real estate
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company. A similar difference was discovered with the property assessment data as well.
For example, Hess and Almeida (2007, p. 1052) selected free data from the City o f
Buffalo, while Bowes and Ihlanfeldt (2001, p.7) indicated that they bought the data from
a private company. Data was also collected from governmental departments (Andersson
et al., 2010; Munoz-Raskin, 2010; Slater, 1974). This difference could influence the
results and thus the generalizations which these studies present since private development
companies could desire a specific outcome. The review also suggested that most studies
which used population census data had datasets that spanned five to ten years.
Specifically, most studies which employed census data selected censuses that were ten
years apart (Baum-Snow and Kahn, 2000; Bollinger and Ihlanfeldt, 1997; Dueker and
Bianco, 1999; Hess and Almeida, 2007). This data could then indicate a change over time
which could be related to the URT.

2.3. Methods
This section will examine the methods employed in the previous studies to test the
relationship between proximity to the URT stations and property values. During the
review it was found that a majority o f the studies utilized a hedonic model (e.g., AlMosaind et al., 1993; Bajic, 1983; Chalermpong, 2007; Dewees, 1976; Hess and
Almeida, 2007; Munoz-Raskin, 2010). A hedonic model follows the principles o f
multiple linear regression analysis. In the hedonic property price model, the dependent
variable is housing price while the independent variables are factors which affect housing
price. The independent variables include the proximity to the URT station variable as
well as additional factors such as property and neighbourhood features (see Table 1.2). A
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hedonic model can take the following forms: A=f(B,CJ)JE,...); where A is the dependent
variable, and B, C, D, and E are independent variables which could explain A (Duncan,
2008; Hess and Almeida, 2007). The price model is a relevant methodology for this type
o f study since multiple independent variables can be included to possibly explain the
dependent variable.
The reviewed studies varied considerably in the type o f methods and the type of
estimation parameters. The most common method was the conventional (non-spatial
linear) regression or the ordinary least squares (OLS) model (e.g., Andersson et al., 2010;
Chalermpong, 2007; Dewees, 1976; Hess and Almeida, 2007; Martinez and Viegas,
2009; Munoz-Raskin, 2010). Although some studies have incorporated a spatial factor
into the analysis (Baum-Snow and Kahn, 2000; Bollinger and Ihlanfldt, 1997), very few
studies have employed a spatial model (e.g., Chalermpong, 2007; Martinez and Viegas,
2009). A spatial model examines the spatial relationship between the variables using the
concept o f spatial weights (see Anselin 2005). The parameters o f the spatial models are
then estimated through the use o f linear and non-linear estimation methods (e.g., Bajic,
1983; Chen et al., 1998; Bowes and Ihlanfeldt, 2001; Chalermpong, 2007; Andersson et
al., 2010; Munoz-Raskin, 2010).
Some studies have used multiple regression methods that have specifically been
designed for modeling spatial data. Two examples o f spatial models are the spatial error
and spatial lag models (see Anselin, 2005). To determine which spatial model to employ,
statistical tests can be conducted based on the results o f a non-spatial model (the OLS
model). One o f these statistical tests is the Lagrange test which produces Lagrange
Multiplier (LM) statistics and their significance level (Anselin, 2005). For example,
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Martinez and Viegas (2009) estimated the spatial lag model using a non-linear approach
(p. 131). Chalermpong (2007) employed spatial error and spatial lag models and
estimated the parameters of these models using linear and non-linear methods.
Spatial autocorrelation provides another method that can be used to examine
spatial relationships (see Anselin, 2005). This method tests if there is a spatial clustering
o f similar values. It was mentioned by a few studies in their methodology and results
sections (e.g., Andersson et al., 2010; Bae et al., 2003; Duncan, 2008). In the San Diego
study, the autocorrelation test indicated that there was spatial clustering of the residuals
from the regression model (Duncan, 2008, p. 125). However, Duncan’s study (2008),
similarly to most other studies, did not include a map o f the autocorrelation. This map
would be important because it would reveal where the clustering is occurring which
could suggest specific patterns.
The software utilized by the studies in their analysis also varied from study to
study. Many recent studies used GIS software to calculate the distance from the
properties to the URT stations (e.g., Andersson et al., 2010; Bae et al., 2003;
Chalermpong, 2007; Hess and Almeida, 2007; Munoz-Raskin, 2010; Pan and Zhang,
2008). However, for the analysis, some studies specifically used statistical software
instead o f GIS software with statistical functions (e.g., Chalermpong, 2007; Duncan,
2008). This would be important to note because statistical software would not include
cartographic functions. These types o f functions would be significant in presenting and
understanding spatial relationship between the results.
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2.4. Findings
O f all the studies reviewed, there were two main results. The first result indicated
a negative relationship between the proximity to the URT stations and property values
(e.g., Bae et al., 2003; Chalermpong, 2007; Duncan, 2008; Hess and Almeida, 2007; Pan
and Zhang, 2008; Weinberger, 2001). This indicates that as the distance to a URT station
decreases, the property value is expected to rise. The second result was the relationship
between the proximity to the URT stations and property values was both positive and
negative (e.g., Al-Mosaind et al., 1993). For example, housing prices could be lower if
the property were too close to the station but higher at a certain distance from the station.
However, in a majority o f studies, both cases were simply indicated as a specific uniform
rate from the URT station (e.g., Duncan, 2008; Lewis-Workman and Brod, 1997; Pan and
Zhang, 2008). For example, in the Bangkok study, Chalermpong (2007, p. 119) suggests
that the property value increases at a rate o f $10 USD per meter towards the URT station.
Another study in Portland indicates the predicted property value at several distances from
a URT station (Dueker and Bianco, 1999). However, in both examples, the authors
assume the results will be uniform for all stations. Thus, these studies assume a stationary
relationship between the proximity to the URT stations and the property values. This may
be inaccurate since housing prices are affected by numerous additional factors besides
URT stations (e.g., Bae et al., 2003; Duncan, 2008; Hess and Almeida, 2007; MunozRaskin, 2010) and these factors may operate differently in different parts o f the study
area. Therefore, the change in the property value rate would vary from one station to
another.
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The review revealed that few studies presented their results on maps (Hess and
Almeida, 2007; Munoz-Raskin, 2010; Pan and Zhang, 2008; Zhang et al., 1998).4 The
Zhang et al. (1998) study contained the greatest number of maps. Here five maps are
presented which display specific relationships in the city. The maps are broken down into
“transportation analysis zone[s]” or TAZ for the analysis (Zhang et al., 1998, p. 24).
These zones are areal units which can effectively display data. However, the vast
majority o f studies prefer to demonstrate their findings with charts and in some instances
graphs as well. One o f the studies on Atlanta made extensive use o f charts to display and
summarize the results (Nelson and Sanchez, 1997). Another study which utilized graphs
in its presentation o f the results was a study on San Francisco’s Bay Area Rapid Transit
(BART) system (Cervero and Landis, 1997, p. 309). In this study, the charts were used
to present the changes over time. Other studies where graphs were employed effectively
include the studies on Lisbon, Portugal and Portland (Dueker and Bianco, 1999; Martinez
and Viegas, 2009). However, these are simply charts or graphs and they cannot visualize
a spatial relationship effectively. This lack o f spatial analysis is significant to note since
the relationship under examination could vary spatially from one URT station to another.
The main difference between the studies was the strength o f the relationship
between the proximity to the URT stations and the property values. The strength o f the
relationship was found to vary from city to city. It also varied from study to study for the
same city as well (e.g., Landis et al., 1995; Lewis-Workman and Brod, 1997). This is
interesting to note because the relationship should be similar between studies for the
same city. This was specifically discovered in cities where multiple studies had been
conducted such as San Francisco. For example, in one study, it was reported that for
4 The review found that maps were used more frequently as reference maps to present the study area.
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every meter closer, the price would rise by $2.39 per meter (Landis et al., 1995) while in
another, it was reported that the price would rise by $51.77 per meter (Lewis-Workman
andBrod, 1997).
Bae et al., 2003 indicated that there was a significant negative relationship before
the URT was implemented in Seoul. The same study also indicated that there was an
insignificant negative relationship after the URT was implemented. However, the study
indicated that the lack o f a significant negative relationship could be indicative o f the
extensive URT system in Seoul (Bae et al., 2003, p. 93). Therefore, it can be argued that
the more extensive the URT system is, the lower the overall impact o f the system.

2.5. Government Studies
In addition to the relevant studies o f other cities, there have also been several
studies which have examined Ottawa and its transportation infrastructure over the past
decade. These studies have been conducted by the federal and municipal governments as
well as some consulting firms.

N
Table 2.2: Government Studies

Study
Abouhenidy, 2008

Goal o f Study
Development o f URT

City o f Ottawa et al.,
2008

Propose and analyze possible
expansions o f URT into the
future
Evaluation o f O-Train in
2002 for further use in City
Present facts on the O-Train

Leclair, 2002
Leclair, 2004

Transport Canada, 2008

Examine the O-Train in 2005
and then re-evaluate in 2008

Main Findings
Discusses important points
about future development o f
URT
Expand the extent o f URT in
the city
Continue using and expand
O-Train in city
From an economic
perspective, the O-Train is
beneficial over time
O-Train beneficial to the city
and should be continued
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One o f the main widely accessible government studies on the O-Train was a study
conducted by Transport Canada (2008) in 2005 and then re-evaluated and updated in
2008. The study indicated in 2002, on average 6200 people rode the O-Train on a daily
basis. O f the 6200 riders, around 33% travelled to and from Carleton University, the
majority being students and staff. This is important because, it indicates who is riding the
O-Train and where they are travelling to.
The Transport Canada (2008) report was based upon other studies which were
conducted for the municipal government (Abouhenidy, 2008; Leclair, 2002; Leclair, 2004;
City o f Ottawa, 2010; City o f Ottawa et al., 2008). These studies mainly examined the
planning and infrastructure o f the O-Train. However, the studies also examined the
implications o f the O-Train into the future. Additionally, there were discussions of
expanding the O-Train system. This information is relevant to this study because it
informs us about the initial plan for the O-Train. The studies also indicate the
conceptualized future development o f the O-Train which will influence the surrounding
area including property values.

s

One o f the municipal studies by Leclair (2002) includes an appendix discussing a
survey o f O-Train passengers. This survey is important since it provides information
concerning who is using the O-Train and where they are going. This relates to the study
because who uses the O-Train and where they get off will vary from station to station.
Therefore, this information could aid in understanding where the O-Train users live and
catch the O-Train from. Thus, this information will also contribute to the study because
the perception o f passengers and how they use the O-Train could influence the property
values in the surrounding area (Leclair, 2002). However, these studies fail to present a
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detailed cartographic analysis and depiction o f the relationship between proximity to the
O-Train stations and property values.

2.6. Summary and Conclusion
This review has found that most studies which examine the relationship between
proximity to URT stations and property values use a hedonic method. However, the
actual model varies from study to study. Although it was also found that the majority of
these models do deal with spatial data, it was also found that most studies did not use an
explicitly spatial model in their analysis. Some studies additionally used statistical instead
o f geographic software for the analysis. Therefore, the element of cartographic spatial
analysis was found to be missing from the majority o f these studies.
This review revealed that the majority o f studies selected either real estate data
and/or census data. It was also found that most studies examined the relationship over
several years usually before and after the URT line was implemented.
The review discovered that most studies indicated a negative relationship between
proximity to URT stations and property values. It was also found that most studies which
suggested a positive relationship indicated a negative relationship as well. In other words,
although the vast majority o f research indicates a negative relationship, in some
instances, there was a positive relation as well. The results also indicated a single rate of
change for property values at increasing distances from URT stations. This implies that
these models assumed a stationary relationship between the housing prices and
explanatory variables (such as the proximity to URT stations). However, any relationship
which is non-stationary over space will not be modeled particularly well by a single
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parameter estimate and indeed this global estimate may be locally very misleading
(Fotheringham et al. 2002).
The review additionally indicated that the majority o f studies did not present the
results in the form o f maps. Therefore, this review perceives that the element of
cartographic spatial analysis is lacking in the relevant literature. Spatial analysis is an
important element in the examination o f the relationship between the proximity to URT
stations and property values because the relationship could vary spatially. Consequently,
any analysis o f the relationship should include the effects o f local factors as well. Spatial
analysis is effectively displayed cartographically which is important because it assists in
demonstrating spatial relationships.
The studies on the City o f Ottawa have presented relevant literature concerning
the development o f the O-Train and its future. However, they have not considered
detailed cartographic analysis. This would allow for a distribution o f the results beyond
city planners which the public could understand spatially through detailed maps.
Therefore, this study intends to examine this relationship in Ottawa\with a more
comprehensive spatial analysis.

24

3. Data
3.1. Introduction
This Chapter will discuss the different types of data utilized for this project. First,
spatial data will be presented by defining local and global data. Next, the sources o f the
data will be outlined followed by the collection and refinement methods. The final
section will present a summary and conclusion.

3.2. Local and Global Data
There are two main types o f spatial data: local and global data. These terms, refer
to the level o f aggregation o f the data. Specifically, local data is not aggregated and is
specifically unique to the location it represents. Therefore, this data varies from one
location to the next. Global data on the other hand is aggregated to a specific area.
Therefore, the data is a generalization o f the area it represents. This distinction is
important to recognize because when examining relationships with spatial statistics, local
data is preferred over global data. This preference allows spatial relationships to be more
effectively assessed (Fotheringham et al., 2002, p. 6).

3.3. Sources of Data
The sources o f data for this research include: reference data, property data, transit
data, population data and distance measurements. The reference data are the natural and
urban features o f Ottawa which are important for plotting the study data. This data also
aids in a more effective cartographic representation o f the results. The first and most
important piece o f reference data is the road network. This data will be used to plot the
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property data and to calculate distances from the properties to the O-Train stations. This
data will be represented as lines. The second is the rail line network. This feature could
have an impact as well on property values. Another piece of reference data is a land use
map o f Ottawa. This specifically includes residential, commercial and industrial areas as
well as water bodies within the city. The land uses o f the city would be important
reference landmarks to include in any map o f the area. They will be displayed as
polygons. The final type o f reference data will be the locations o f points o f interest in the
city. The points o f interest were determined from the results o f an O-Train survey which
was conducted in 2002 (Leclair, 2002). The interest points were South Keys Mall,
Preston Street, Downtown, the University o f Ottawa and Carleton University (see Figure
1.2). This data will be represented as points.
The property dataset was obtained through written permission from the Ottawa
Real Estate Board (OREB). It provides the address, price, number o f bedrooms, and
various other statistics for each house that is currently for sale or previously sold (see
Section 3.4; Table 5.5). The data was collected for two ranges o f years from 1997 to
2000 and 2006 to 2009. The range o f years represents properties sold before and after the
O-Train was implemented in 2001.

The range was also selected to coincide with the

census data which will be subsequently addressed. However, data for properties sold
from 1997 to 2000 had considerably fewer records than the 2006 to 2009 dataset. There
were also very few properties that were sold in both time periods. Therefore, the 1997 to
2000 dataset was omitted from the analysis. Since this data represents individual houses,
then it will be represented as points in the map. This indicates that the data is local data
because there are no generalizations. Therefore, spatial relationships can be assessed.
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There are two types o f transit data: the O-Train segment and the individual
stations. The former will be mapped as a line and the latter will be represented by
individual points. This data can be obtained from city sources and databases (City of
Ottawa et al., 2008; Ottawa, 2003) or websites such as Google Maps.
The population data was obtained from Statistics Canada. This data is defined at
the dissemination area and census tract level. Dissemination areas or DA’s are a
geographic area “with a population o f 400 to 700 persons” (Statistics Canada, 2010).
Census tracts or CT’s are a geographic area with “a population o f 2,500 to 8,000. They
are located in large urban centres that must have an urban core population o f 50,000 or
more” (Statistics Canada, 2010). DA’s and CT’s are global statistics for their specific
area but local for the City o f Ottawa. Therefore, this dataset could not be utilized in the
analysis because it generalizes for a specific area. Therefore, although spatial
relationships can be assessed, they cannot be down at the property level. Thus, this
dataset is not the primary data for the study.
The data at the DA level includes: total population, modes o f transportation,
employment and income. This dataset is from the 2006 Census o f Canada (Statistics
Canada, 2006a; Statistics Canada, 2008). The CT data is population change between the
2001 and 2006 censuses (2006 boundaries) (Statistics Canada, 2006b). Since the census
data defines certain areas, it will be represented as polygons on the map.
The distance datasets will be obtained by GIS-based measurement o f the distance
from each property by street route to the nearest O-Train station. There will also be
straight line distance measurements to several significant “neighbourhood” features
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including water bodies, park land and the points o f interest that were defined previously.
The distance will be measured in meters (see Hess and Almeida, 2007).

3.4. Data Collection Method and Refinement
The reference data was collected from several sources. The road network data
was obtained from the 2003 Ottawa Topographic Mapping dataset which was maintained
by the Serge A. Sauer Map Library at the University O f Western Ontario (Ottawa, 2003).
The rail line network data was also obtained from the Map Library’s 2003 Ottawa dataset
(Ottawa, 2003). The land use features were obtained from a secure website database: the
Equinox Data Delivery System (Western, 2010). A map o f the different land uses is
displayed in Figure 1.3.
The property data was initially inaccessible, since it is controlled by the OREB
(Ottawa Real Estate Board, 2010). Therefore, special permission was required to access
the property data from the OREB. A copy o f the letter requesting special permission to
/
access the data is provided in Appendix I. This permission came as a temporary user
name and password to a secure website database which was hosted by the OREB. This
database lists properties which have been sold or are currently for sale. The data in the
database was collected by real estate agents following a specific form. A copy o f this
form can be viewed in Appendix II. In searching the database, the search category and
terms are presented in Table 3.1. The status means all the properties that are searched for
are sold. Each neighbourhood is represented using the neighbourhood number. In the
data collection for this study, each neighbourhood was searched individually. The
selected neighbourhoods are listed in Table 3.2 and displayed in Figure 3.1. The
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minimum list date and maximum sold date confined the search to just the properties that

were listed and sold between the specified dates (for example, just the properties that
were listed after January 1st 1996 but were sold on or before December 31st 2000).
Table 3.1: Terms Used for Searching the Ottawa Real Estate Board (OREB)
Database
Search Category
Status
Neighbourhood Number
List Date (Minimum)
Sold Date (Maximum)

Search Term
“Sold”
The neighbourhood code number
1/1/2006
1/1/1996
6/3/2010
12/31/2000

After all the properties in the specified time range were listed, then they were
converted to a tabular format. The table contained the following attributes.
•

“District Number” presents the code o f the neighbourhood in which the home is
located. The neighbourhoods which were searched were coded 26,36, 38, 41,42,43,
4 4 ,4 5 ,4 6 ,4 7 ,4 8 , 50, 53, 72, and 74 (see also Table 3.2 and Figure 3.1).

•

“Bedrs (Total)” indicates the number o f bedrooms per dwelling.
\

•

“Baths (Total)” indicates the number o f bathrooms per dwelling.

•

“Style o f Dwelling” indicates the number o f floors in a property and its layout. The
details for each style are presented in Appendix III.

•

“Type o f Dwelling” indicates the type o f housing which includes detached, semi
detached, or row. These are defined in Appendix III.

•

“Year Built” indicates the year the dwelling was constructed. This value can also
indicate the age o f the dwelling. The age can be calculated by subtracting the “year
built” from the current year (2010).

•

“Selling Price” indicates the price the property sold for in Canadian Dollars ($CAD).
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•

“Lot Size = (Lot Depth * Lot Frontage)” represent the dimensions o f the properties.
They are typically reported in feet.

•

“Basement Development” indicates the level o f development in the basement of the
properties. This is reported as fully developed, partly developed, undeveloped or no
basement. These terms are self explanatory and are not defined in Appendix III.

•

“Number o f Fireplaces” indicates the number o f fireplaces per dwelling.

•

“Number o f Garages” indicates the number o f garages per dwelling.

•

“Total Parking” indicates the maximum number o f vehicles (cars) which can be
parked on a property.

•

“Gross Taxes” indicates the amount o f taxes in $CAD for each dwelling.

Table 3.2: Data Collection Neighbourhoods
Neighbourhood
Centre Town /
Golden Triangle
Mechanicsville

#
4701

Neighbourhood
Courtland Park

4702 \

Carleton Square

4202,
4203

Hintonburg

4703

Carleton Heights

4204,
4205
4301

West Centre
Town
Ottawa West /
Tunney's Pasture
Ottawa West

4704

Hogs Back

4705

Mooney's Bay

4801

Quintarra

Glebe

4802

Hunt Club Woods

Old Ottawa
South

4803

Old Ottawa
South / Rideau
Gardens

4804,
4805,
4806

Hunt Club /
Western
Community
Hunt Club

#
2603

Neighbourhood
Airport

#
4104

2604

Emerald Woods /
Sawmill Creek
Blossom Park /
Kemp Park / Findlay
Creek
Blossom Park /
Leitrim
Sawmill Creek /
Timbermill
Upper Hunt Club

4201

2605

2606
2607

3602

Eastway Gardens /
Industrial Park
Riverview Park

4302,
4203
4401,
4402
4403

3603

Faircrest Heights

4404

2608
3601
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Ottawa East

4807

Windsor Park
Village

Alta Vista

4405,
4406,
4407,
4408
4501

Dows Lake

Westboro

Alta Vista / Faircrest
Heights
Playfair Park

4502,
4503
4504

West Centre
Town
Civic Hospital

5001,
5002
5003

4505

3801

Guildwood Estates /
Urbandale Acres
Ridgemont

4601

Experimental
Farm
Billings Bridge

7201

3802

Heron Gate

4602

Heron Park

7202

3803

Ellwood

4603

7203

3804

Heron Gate /
Industrial
South Keys

4604

Brookfield
Gardens
Riverside Park /
Mooney's Bay
Riverside Park

Hunt Club Park /
Greenboro
Centre Town

4606,
4607
4608

Riverside Park
South
Revelstoke /
Mooney's Bay

7404

3604

Applewood Acres

3605,
3607
3606
3608

3609

3805
3806
4101,
4102,
4103

4605

Westboro /
Hampton Park
Carlington

5301,
5302,
5303
5304

Central Park
City View /
Skyline / Fisher
Heights /
Parkwood Hills
Borden Farm /
Stewart Farm /
Carleton Heights /
Parkwood Hills
Merivale
Industrial Park
Rideau Shore

7204
7401
\

Rideau Heights
Industrial Park
Rideau Heights
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Figure 3.1: The Study Area5
The properties were then exported from the OREB website into (txt) files which
could be read by spreadsheet software such as M ic r o s o ft E x cel. This enabled the data to
be converted back into tabular format. Due to the large number o f cases, the property5

5 Map boundaries are based upon a map o f neighbourhoods provided to the author by the OREB (Ottawa
Real Estate Board, 2008).
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points were separated into several files. These files were combined in a later step.
Finally, the Excel files had to be converted into database files or (dbf) files to work in the
ArcGIS software.
Once all the property data were in (dbf) files then they could be plotted as
individual points on a map. This was achieved in ArcMap through the address matching
feature, which takes the addresses o f properties and matches them to addresses in a road
network database. However, not all of the addresses were matched so some had to be
manually matched. Once all o f the addresses had been matched, the “X” and “Y” UTM6
coordinates for each point were determined. This information would be employed to help
merge all o f the files and re-map the points at a later stage.
Before the files could be merged, the two forms o f excess data had to be removed.
First, the data for 2010 was removed so the dataset would be for four whole years (2006
to 2009). This was accomplished by sorting the sold date for the 2006 to 2010 files so all
properties listed or sold in 2010 would be listed together in the table. Then all the
properties listed or sold in 2010 were deleted.

\

The second form o f excess data was the multiple sales o f some of the same
properties in the study period. This data had to be excluded from the files as well. This
was accomplished by first running “summarize” functions in ArcMap to determine which
addresses were sold multiple times. The summarize function produced a table with the
addresses and the number o f records reporting each address. This file was then joined
using the “join” tool in ArcMap to the main database. Next, the (dbf) files were opened
in Excel. Then the column which reported the number o f records was sorted with the

6 Universal Transverse Mercator (UTM) is a coordinate system which is measured in meters (see
Kimerling, et al., 2009 p. 64-66).
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highest number at the top and one at the bottom. Most of the cases in the database had
one record but some had multiple records. By sorting then the addresses with multiple
records could be easily selected and copied to another sheet. Then the average selling
price was calculated and the most recent selling date was recorded for each set of
duplicates in two new columns (see Table 3.3). After this, the records with the average
and most recent selling date were selected and transferred to another sheet. Then, the
records with no duplicates were copied from the original sheet and added to the new
records list and the original selling price and sold date were added to the two new
columns. Next, the relevant columns were copied and placed in a new sheet. Finally, all
the tables for the data from 2006 to 2009 were combined in Excel and converted back
into dbf files. These files were then plotted with their “X” and “Y” UTM coordinates in
ArcMap. A cartographic depiction o f the plotted points is displayed in Figure 3.2.
Table 3.3: Example o f Table Summarization
Address
50 Slater St.
50 Slater St.
80 Albert St.
80 Albert St.

Selling
Price
150000
160000
120000
140000

Other
Attributes

New Selling
Price
\
155000

4/9/2008

...

-

-

. • .

130000

9/10/2009

Sold Date
1/8/2006
4/9/2008
3/1/2007
9/10/2009

• •

•

♦

.

♦

New Sold
Date
-

The written categories for housing style, type and basement development also had
to be converted into a numeric code. This was conducted by running the summarize
function in ArcMap for each of these categories and then reporting the average housing
price per category. Then, the categories were ordered based upon average price from
highest to lowest and a number was assigned. The highest number went to the category
with the highest average price. Conversely, the lowest number went to the category with
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the lowest average price. An example is presented in Table 3.4. For a description of the
housing style and type categories please see Appendix III.
Table 3.4: Style o f Dwelling Written to Numeric Conversion
Style o f Dwelling
DETACH
SEMI-DET
ROW

Count
2449
454
834

Average Price
412015.5642
325206.0941
293726.5128

Style Value
3
2
1

The O-Train route was drawn on the map based upon data obtained from multiple
sources. The main source was the City o f Ottawa website (City o f Ottawa, 2010) and a
report by the City o f Ottawa, McCormick Rankin Corp. and Delean (2008). Other
sources included two articles about the O-Train (Middleton, 2003; Sebree, 2002) and a
map o f the rail network in the city (Ottawa, 2003). The O-Train stations exact locations
were identified on Google Maps and then plotted on the map.

(Ottawa Real Estate Board. 2008;
Ottawa Real Estate Board. 2010)

Christopher Macdonald Hew itt

N

Study Area

0

O-Train Stations

Water

•

Sold Properties

Neighbourhoods

Main Roads
O-Train Route

3

4
Kilometers

Figure 3.2: The Study Points
The population data and maps were accessed through the Equinox web based
database (Western, 2010). This database provided data tables at the D A and CT level.
This data has been collected by Statistics Canada in the 2006 census for all o f Canada
(Statistics Canada, 2006b; Statistics Canada, 2008). The data tables were then refined to
relevant data for the City o f Ottawa using B e y o n d 2 0 /2 0 software for large data files
(Beyond 20/20, 2004).
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The Ottawa D A ’s were first located by searching for Ottawa and then selecting
each DA whose code began with the number 36. After just the Ottawa DA’s were
selected then the different attributes were chosen for the database. Table 3.5 presents the
attributes which were selected from the 2006 census. The refined data tables were then
exported into a GIS where they could be displayed cartographically on maps at the DA
level (Statistics Canada, 2006a). The DA maps were downloaded from the Equinox
database. These files, however, covered all o f Ontario so they were refined to the
Ottawa area. This was done in ArcMap by selecting just the Ottawa DA’s and exporting
them into a new map file. The maps and data tables share the same codes so they could
be combined. Therefore, only DA’s with codes for Ottawa could be mapped.
Table 3.5: Attributes from 2006 Census for DA Boundaries
Population, 2006 - 100% data_______________________________________________
Total population 15 years and over by labour force activity - 20% sample data_____
In the labour force________________________________________________________
Employed______________________________________________________________
Unemployed________________________________________ ___________________
Total employed labour force 15 years and over by place of work status - 20% sample
data_____________________________________________________________________
Usual place o f work______________________________________________________
In census subdivision o f residence_________________________________________
In different census subdivision____________________________________________
In same census division_________________________________________________
At home________________________________________________________________
Outside Canada__________________________________________________________
No fixed workplace address_______________________________________________
Total employed labour force 15 years and over with usual place o f work or no fixed
workplace address by mode o f transportation - 20% sample data_________________
Car, truck, van, as driver__________________________________________________
Car, truck, van, as passenger_______________________________________________
Public transit____________________________________________________________
Walked_________________________________________________________________
Bicycle_________________________________________________________________
Motorcycle______________________________________________________________
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Taxicab__________________
Other method_____________
Average income $__________
Average value o f dwelling $

After the data table and map were downloaded, they were combined in ArcMap
using the “join” tool by matching the DA code in the table to the DA code on the map.
This enabled each DA on the map to be associated with the data in the data table.
The CT map and data were also obtained through the Equinox source (Statistics
Canada, 2006a; Statistics Canada, 2006b). However, unlike the DA variables, these
variables had to be selected on the Equinox site itself and were exported as a dat file.
The variables which were selected are shown in Table 3.6. The file was converted into
an Excel file in Microsoft Works and subsequently edited so the table CT codes were in
the same format as the map CT codes. The file was then similarly joined to the CT map
with the CT codes as was conducted with the DA data. Finally, the population change
was calculated in ArcMap by subtracting the 2001 population from the 2006 population.
Table 3.6: Attributes from 2006 Census for CT Boundaries
Population, 2006 (2006 Census boundaries)____________
Total private dwellings, 2006________________________
Total private dwellings occupied by usual residents, 2006
Land area, 2006 census boundaries___________________
Population density (persons per square kilometer, 2006)
Population, 2001 (based on 2006 Census boundaries)

The distance to the O-Train station could be calculated with both the plotted
property and station data. The shortest road network distance could be calculated with
the “closest facility” operation in the Network Analysis extension for ArcMap. The
“closest facility” operation calculates along the street network the shortest route from the
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properties to the O-Train stations. This was calculated through several steps. First, a
network dataset was developed from the street map. This was accomplished in
ArcCatalog. Next the network dataset was displayed in ArcMap as well as the property
and station data. Then the closest facility operation was initiated through the Network
Analysis tool bar. In the closest facility operation, the user can define the “facilities” and
the “incidents”. For this project, the “facilities” were defined as the O-Train stations
while the “incidents” were defined as the property locations. After, the data were
inputted then the parameters were set. These parameters were as follows:
•

Distance measured as: meters (m)

•

Facilities to Find: 1

•

Incident to Facility

•

U-Turns: Only at Dead Ends.

Once the parameters were set then the Network Analyst could generate the shortest routes.
The (dbf) files defining the routes were then inputted into Excel and saved to convert the
property addresses into one column. These files then had to be convterted back into (dbf)
files before they could be added to the property data. Finally, once the distance data was
again in (dbf) format then, it could be added to the (dbf) files for the property data with
the “join” tool (Chandrasekhar, 2005).
The straight line distance between properties and several “neighbourhood”
features was also conducted. The straight line distance between the points was
calculated with the “near” operation in ArcMap. This tool measured the shortest straight
line distance from each property to the closest park, water body and several points of
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interest. Similarly to the network distance measurement, the straight line distances were
joined back to the main data file with the “join” tool in ArcMap.

3.5. Summary and Conclusion
There are several key datasets required to undertake an examination o f the
relationship between the proximity to the O-Train stations and property values. These
datasets include reference data which cartographically defines the region and aids in the
cartographic assessment o f the key data about property and the O-Train. The property
dataset contains information about the individual houses, what they sold for and attributes
which home owners would find important. The transit data is the location o f the O-Train
line and stations. Other key datasets include the population data for DAs and CTs. This
data was collected from a variety o f sources. However, the main sources were the OREB
website for the property data and the Equinox database for the population data.

\
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4. M ethodology
4.1. Introduction
This Chapter will discuss the spatial statistical methods employed in analyzing the
relationship between proximity to the O-Train stations and property values. The spatial
weights will be defined first followed by a discussion o f the spatial autocorrelation
concept. These preliminary methods will then be added on to by the regression analyses
employed in this study. The linear regression model will be discussed first, then the
spatial and geographically weighted regression models will be subsequently addressed.
The first two methods will examine the global relationship (i.e., for the whole study area)
while the last method will examine the relationship locally (i.e., for specific
neighbourhoods or areas). This chapter will conclude with a summary and conclusion.

4.2. Spatial W eights
There are two main types o f spatial weights: the distance and contiguity weights
(Anselin, 2005; O ’Sullivan and Unwin, 2010). Both o f these types o f weights will be
utilized in this research. In spatial statistics there are two main distance weight matrices.
These matrices can be developed for point data. The first distance weight matrix is based
upon the Euclidean or straight line distance between points (Anselin, 2003, p. 83). These
weights are generated through the “creating weights” function in GeoDa where the “X”
and “Y” UTM coordinates can be defined (Anselin, 2009). However, for the weight
matrix to work each point must have a neighbour. This is controlled with the “threshold”
parameter which defines the minimum distance required for each point to have at least
one neighbour (see Figure 4.1).
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Another distance weights matrix is the ^-nearest neighbour (Anselin, 2005). This
weighting schema is generated through the “creating weights” function in GeoDa. In this
matrix, the number o f neighbours is determined regardless o f the distance. This was
intended to correct for the distance matrix where some points could have one neighbour
while others could possess many neighbours all within a single distance. Therefore, in
this weight matrix all that is required is to specify the number o f points (locations) to be
included as neighbours. An example for k = 4 is given in Figure 4.2.
The contiguity weights are based upon the concept o f adjacency (Anselin, 2005;
Fortheringham et al., 2002; O ’Sullivan and Unwin, 2010). This is a binary property
because the points (polygons) are adjacent or not. However, defining what is adjacent is
more complex. Typically adjacent polygons are defined as those which are next to the
study polygon or share a comer with the study polygon. The former is called a rook
weight and the latter is referred to as a queen weight (Anselin, 2005). These two weights
cannot be calculated for point data so the point data had to be converted into polygon
data. This was achieved by taking the point data and converting it into polygon data in
GeoDa using the “points to polygons” function.
In the rook weight, the study polygon is influenced by the polygons directly next
to it. This weight is graphically demonstrated in Figure 4.3. In the queen weight, the
study region is influenced by not only the polygons directly next to it but also by the
polygons which are diagonal to it. This weight is graphically depicted in Figure 4.4.
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Figure 4.1: Distance Weight. This

Figure 4.2: The ^-Nearest Neighbours

weight is defined as the cases

Weight. This weight defines that

within a set distance from a point.

each point is influenced by a

In this example, case A w ill be

specified number o f nearest

influenced within 2 km by cases 1,

neighbours (points). In this

2, and 3.

example the number o f neighbours
( k ) is 4.

Figure 4.3: Rook Weight. This weight

Figure 4.4: Queen Weight. This weight

is defined as the study case is

is defined as the study case is

influenced by the cases directly

influenced by the cases directly

next to it. In this example, the dark

next to or diagonal to it. In this

grey case w ill be influenced by the

example, the dark grey case w ill be

light grey cases (O ’Sullivan and

influenced by the light grey cases

Unwin, 2010, p. 201).

(O ’Sullivan and Unwin, 2010, p.

201 ) .
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4.3. Spatial Autocorrelation
Spatial autocorrelation “is a key concept in geography, so much so that, arguably,
a test for autocorrelation should always be carried out before further statistical analysis of
geographic data” (O’Sullivan and Unwin, 2010, p. 212). Spatial autocorrelation indicates
the probable “fact that data from locations near one another in space are more likely to be
similar than data from locations remote from one another” (O’Sullivan and Unwin, 2010,
p. 34). There are several tests for autocorrelation. The method selected for this analysis is
the Moran’s / (Anselin, 2003; O ’Sullivan and Unwin, 2010; Rogerson, 2010). It is the
most common statistic for assessing autocorrelation (Rogerson, 2010, p. 268). This
statistic can be represented as a coefficient and graph.
The Moran’s / coefficient ranges from -1 to 1 with -1 representing high negative
autocorrelation and 1 representing high positive correlation. However, it is rare for data
to be perfectly correlated (1 or -1) so, any coefficient is considered as high
autocorrelation if it is greater than 0.3 or less than -0.3 (O’Sullivan and Unwin, 2010, p.
206). The coefficient is presented in GeoDa with a graph.

s

The statistic “can be visualized as the slope in a scatter plot o f the spatially lagged
variable . . . [(y)] verses the original variable (x)” (Anselin et al., 2007, p. 295). In the
graph, “each quadrant corresponds to a different type o f spatial autocorrelation: high-high
and low-low for positive spatial autocorrelation; low-high and high-low for negative
spatial autocorrelation” (Anselin, 2005, p. 133). Therefore, this statistic can be
represented graphically as well. A sample graph is displayed in Figure 4.5. Zones I and
III are areas o f the graph with positive spatial autocorrelation while zones II and IV are
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areas with negative spatial autocorrelation (see Anselin, 2005; O ’Sullivan and Unwin,
2010 ).

y
■i k

II

I

III

IV
r

Figure 4.5: Standard Layout o f a Moran’s I Graph. I is high-high, II is low-high, III is
low-low, and IV is high-low (Ward and Gleditsch, 2008, p. 24).

4.4. Regression
Regression analysis can be defined as the relationship “between the dependent or
response variable (y) and the independent or explanatory variables (x ) . . . ” (Rogerson,
2010, p. 201). It can be used for either simple linear or multiple linear modeling. Simple
linear regression has one independent variable while multiple linear regression has
multiple independent variables. Both simple and multiple linear regression follow
several key assumptions. These include: (1) a linear relationship between x and y, (2) the
residuals have a mean o f 0 and do not possess heteroskedasticity, (3) residuals have a
normal distribution, (4) independent variables are not correlated with each other, and (5)
the residuals are not correlated spatially (Rogerson, 2010, p. 211-2). In this study, the
most important o f these assumptions is the fifth one because if invalidated then the
residuals with similar values are clustering spatially. This indicates that the residuals do
affect one another from a spatial perspective. Therefore, this has to be corrected through
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spatial modeling. In this section, simple linear regression will be presented first to
introduce the simple regression. This will be followed by multiple linear regression.
Simple and multiple linear regression are accessible in ArcMap through the
spatial statistics tool box and by selecting models. This regression is available through
GeoDa as well by selecting regress and then selecting classic as the type of model.
Linear regression is typically estimated through the Ordinary Least Squares (OLS)
method.

4.4.1. Simple Linear Regression
Simple linear regression is a model which seeks to explain a dependant variable
with one independent variable. This relationship is explained by a coefficient. The
coefficient term is uniform or “global” for the entire study area. Therefore, this
coefficient assumes the existence o f a stationary relationship. However, since this is a
“global” statistic, the results from this model cannot confirm the existence o f a stationary
relationship. Thus, this regression analysis cannot comment on the possible stationarity
or non-stationarity o f the results.
Simple regression employs an equation where the predicted dependant variable is
equal to the y-axis intercept plus a coefficient multiplied by the x value. The model is
concluded with the addition o f an error (residual) term. These terms define a regression
line which approximates the data and they will be discussed in turn. The y-intercept term
defines where the regression line will cross the y-axis when x is 0. The coefficient is the
slope o f the line which is also the change in the dependant variable by one unit o f change
in the independent variable. This is demonstrated in Figures 4.6 and 4.7 which indicates

46

the change in y for a change in x.

The final term is the error or residual term which

represents the “difference between the observed and predicted values of the dependant
variable” (Rogerson, 2010, p. 204). Rogerson (2010, p. 204-5) further indicates that this
distance should be minimized. This minimization is obtained through the calculation of
the ^-intercept and the coefficient which define the regression line. These terms are
determined from the raw data. The most common method to estimate these terms is
through the Ordinary Least Squares (OLS) method. The OLS method estimates these
terms by minimizing the sum of the squared residuals (de Smith et al., 2007; Rogerson,

2010).

Figure 4.6: A Positive Linear
Relationship

Figure 4.7: A Negative Linear
Relationship

4.4.2. Multiple Linear Regression
Multiple linear regression seeks to explain the dependant variable with multiple
independent variables. This model assumes a stationary relationship because the
coefficients o f the independent variables are uniform or “global” for the entire study area.
Therefore, this analysis cannot confirm a stationary relationship.
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Selecting the independent variables to be implemented in the regression model
can be conducted through several methods. The first method is the “forward selection”
method where the variables are added to the equation based upon their correlation to the
dependent variable (Rogerson, 2010, p. 241). The variable with the strongest correlation
is included first. Variables continue to be added until there are no more variables with
correlation to the dependent variable. The second method is the “backward selection”
method (Rogerson, 2010, p. 242). This method begins with a kitchen sink equation
where all o f the variables are included. Then the model is run and variables are excluded
based upon their significance. Variables are removed until the R2 is significantly changed
(Rogerson, 2010, p. 241-2). The final method of variable selection is a combination of
the first two methods. This method is called “stepwise regression” (Rogerson, 2010, p.
242). In this method, variables are included and then rechecked as subsequent variables
are included. Therefore, if a variable becomes insignificant then it is removed from the
model (Rogerson, 2010, p. 242).
Methodologically, multiple linear regression is similar to the'simple model. The
predicted dependant variable is equal to the y-intercept term plus the coefficient terms
multiplied by the independent variables. The equation is concluded with the addition of
an error (residual) term. These terms define a regression plane (or hyperplane) which
approximates the data. The complexity o f the regression plane is dependent on the
number o f independent variables. A simple plane will possess few variables while a
complex plane will include many variables. These terms will now be discussed in turn.
The y-intercept is the spot where the regression plane crosses the y-axis and where all the
independent variables are equal to 0. The coefficients represent the change in the
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dependant variable by one independent variable while the other independent variables
remain constant. A positive relationship is indicated by a positive coefficient (Figure 4.6)
while a negative relationship is indicated by a negative coefficient (Figure 4.7). The error
term is included into the regression model to represent the difference between the actual
dependant variable and the predicted dependant variable along the regression plane.
Similarly to the simple linear model, a common method to estimate the regression plane
terms is though the Ordinary Least Squares (OLS) method. This method seeks to
minimize the difference between the actual and predicted values for the dependant
variable. This is calculated by minimizing the sum o f the squared residuals (de Smith et
al., 2007; Rogerson, 2010).

4.5. Spatial Regression
Spatial regression “include[s] spatially lagged versions o f each model variable as
additional variables in the model and provide[s] an array o f new diagnostic statistics for
assessing the quality o f the model” (O’Sullivan and Unwin, 2010, p.\227). However,
similarly to the OLS models, these models generate a global coefficient for the entire
study area. Therefore, these models assume but cannot confirm a stationary relationship.
In this study, the spatial model will be either the spatial lag or spatial error model.
The spatial lag model is “a spatial regression model that includes a spatially lagged
dependent variable” (Anselin, 2005, p. 201). Conversely, the spatial error model is “a
spatial regression model that includes a spatial autoregressive error term” (Anselin, 2005,
p. 213). These models are selected based upon a diagnostic test.
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The diagnostic test will indicate if either the spatial lag or spatial error term
statistics are significant at the a = 0.05 level. If the spatial lag statistics are significant
and the spatial errors are not then the spatial lag model will be selected. Conversely, if
the spatial error statistics are significant and the spatial lags are not then the spatial error
model will be selected. The diagnostic test can be determined from several statistics
(Anselin, 2005, p. 198-200). A graphic depiction o f this diagnostic is presented in Figure
4.8 while a sample chart is presented in Table 4.1. The first statistic in Table 4.1 is the
Moran’s I which as discussed previously, indicates the level o f spatial autocorrelation.
The next four statistics are significance tests for the spatial lag or spatial error models.
The first and third statistics are the Lagrange Multiplier (LM) tests. The second and
fourth statistics are Lagrange Multiplier tests which have been corrected for extremes in
the dataset (de Smith et al., 2007). These tests are called the Robust LM test statistics.
The model type is indicated in brackets. According to Figure 4.8, first the LM statistics
are evaluated. If both the LM statistics are significant then the Robust LM statistics are
evaluated. If both of the Robust LM statistics are significant then according to Anselin
(2005, p. 199-200), either the model which is the most significant is selected or the model
with the highest value is selected.
Table 4.1: Sample Diagnostic Table
TEST
Moran's I (error)
Lagrange Multiplier (lag)
Robust LM (lag)
Lagrange Multiplier (error)
Robust LM (error)

MI/DF

VALUE

PROB
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Figure 4.8: Flowchart7
Once the spatial model is selected, then it is evaluated through an equation. The
equation for the spatial lag model states that the dependant variable is equal to the
spatially lagged dependant variable plus the ^-intercept and independent variable
coefficients from the OLS model. The equation is concluded by adding an error
(residual) term (Anselin, 2005, p. 201; Dubin, 2004, p. 76). These terms w ill either
define a line (sim ple) or a plane (multiple) o f best fit through the data. The first term is
the spatially lagged dependant variable which is a function o f the spatially lagged 7

7 Flowchart is a reproduction o f Figure 23.24 in the GeoDa workbook (Anselin, 2005, p. 199).
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variable, the dependant variable and a weight matrix. The ^-intercept as before is the
point where the line or plane crosses the y-axis. The independent variable coefficients
are determined from the data and they represent the change in the dependant variable
based upon a change in the independent variables with everything else held constant (see
Section 4.4.2). Finally, the error or residual term is the difference between the predicted
dependant variable and the dependant variable.
The equation for the spatial error model indicates that the dependant variable is
equal to the y-intercept plus the independent variable coefficients and an error term (see
Section 4.4.2). The error term is equal to a spatially autoregressive error term plus an
error (residual) term. These terms will define either a line or a plane o f best fit through
the data. The key term in this equation is the spatially autoregressive error term which is
a function o f the strength o f the spatially autocorrelated term, the weights matrix and the
errors (Anselin, 2005, p. 213; Dubin, 2004, p. 76).
According to Arbia (2006), the regression terms for both the spatial lag and error
models cannot be estimated linearly due to the spatial factor. Therefore, the regression
terms have to be estimated through spatial non-linear functions. For a detailed
mathematical definition o f the models see Arbia (2006).

4.6. Geographically Weighted Regression
Geographically weighted regression (GWR) is a “local” statistic because it does
not assume a stationary relationship and calculates a regression for each individual data
point. This is a major advantage because, unlike the two previous regression methods,
GWR can assess if there is a stationary or non-stationary relationship. Therefore, this
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method would be an improvement over the OLS and spatial regression models because
the GWR model presents a local relationship as opposed to a general or global
relationship.
The GWR model can be derived from a simple or multiple linear regression. The
OLS regression as discussed previously can be defined as a function o f the y-intercept,
the coefficients o f the independent variables and the residuals. This can be rewritten as a
GWR model by defining the coordinates for each study point in the equation. This will
result in a separate equation for each individual data point. GWR assumes that points
closer to the study point “have more of an influence in the estimation” than points further
away (Fotheringham et al., 2002, p. 53). Therefore points which are closer will have a
higher weight than points which are further away. These weights are determined with a
spatial kernel.
A spatial kernel is a non-linear weighting method where the weights are derived
from a “distance-decay weighting function” (Fotheringham et al., 2002, p. 45) with the
distance defined as the bandwidth. The weights range from 0 to 1. A graphic depiction
o f a kernel is demonstrated in Figure 4.9 with “Z” representing the study point, w
representing the weight from 0 to 1 and d representing the distance from the study point.
The weights can be estimated as either a fixed or adaptive spatial kernel.
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The “fixed spatial kernel” is where all the points are studied within a set
bandwidth from the study point (Figure 4.1). The adaptive spatial kernel is where the
bandwidth varies based upon the data so when the data are in close proximity to each
other, the bandwidth is shorter then when the data are further apart (Figure 4.2). This
research will employ both a fixed and adaptive kernel. However, an adaptive kernel will
be utilized for the detailed analysis since, the study area is large and in some regions the
data points are sparse and in other areas they are extremely dense (see Figure 3.2;
Fotheringham et al., 2002). Therefore, the “fixed spatial kernel” may include too many
\
points in one area and too few in another.
The bandwidth o f the spatial kernel can be estimated through several methods.
These methods include cross-validation (CV), Akaike Information Criterion (AIC) and
the bandwidth parameter. The CV and the AIC are methods which seek to “minimize the
AIC” (Fotheringham et al., 2002, p. 60-1). The bandwidth parameter method allows the
researcher themselves to define the distance, d, for either a fixed or adaptive kernel. The
d value can be stipulated as a set distance for a fixed kernel (Figure 4.10). Conversely, it
It

l

J

f

I
4

8 GWR Spatial Kernel is a reproduction of Figure 2.10 in the book G e o g r a p h ic a lly
(Fotheringham et al., 2002, p. 44).
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can be predetermined as the number o f nearest neighbours for an adaptive kernel (Figure
4.11).
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Figure 4.10: ArcMap GWR Model
Dialog Box with a Fixed Kernel.
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Figure 4.11 ArcMap GWR Model
Dialog Box with an Adaptive Kernel.
:

4.7. Summary and Conclusion
The methodologies presented in this chapter have demonstrated several key
components o f spatial statistics. The first component is the weighting schemes which
assign a weight based on the spatial pattern o f the data. The weights are important
because the spatial analysis o f the subsequent methodologies rely on them. The second
component is an understanding o f spatial autocorrelation which can be used for
identifying the nature o f the spatial pattern o f residuals from the regression analysis. This
S

statistic can be employed as a tool for selecting a spatial regression model in the presence
o f significant spatial autocorrelation o f the residuals in a non-spatial regression. The final
component is an understanding o f the three types o f regression models which rely on the
first two components. Thus, the methods in this chapter are inter-related and build upon
each other throughout the chapter.
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5. Results and Analysis
5.1. Introduction
In this Chapter the results and analysis o f the three regression models discussed
previously will be presented. The initial model will be an OLS model. The first OLS
model will describe a simple linear relationship between proximity to the O-Train
stations and property values. The second model will be a multiple linear analysis
between the property values and a set o f independent variables. The results will be
subsequently examined and discussed. Next, based upon the findings o f the OLS models,
a spatial model will be conducted, tested and the results discussed. These models will
also be compared to the OLS models. Then, the GWR models will be assessed to
examine how the relationship varies locally as opposed to the global relationship for the
entire study area. Finally, surface models o f predicted property values from the simple
OLS, spatial lag and GWR models will be presented and discussed. These results will
then be followed by a summary and conclusion.
\

5.2. Regression Results and Analysis
5.2.1. Simple Linear Regression
The initial analysis by simple linear regression in GeoDa is summarized in Tables
5.1 to 5.4. Table 5.1 presents a series o f measures o f fit such as the coefficient of
determination R2, adjusted R2, the sum o f the squared residuals, the residual variance and
the standard error estimate. The value o f the coefficient o f determination R2 indicates
that only about 3% o f the total variance in the dependent variable (the property value) is
explained by its linear relationship to the independent variable (the proximity to the O-
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Train stations). Since about 97% of the variance remains unexplained, a more complex
model than the simple regression is obviously needed (see Section 5,2.2). The output also
includes an F-Statistic (which is listed for completeness sake rather than usefulness in
describing the model fit) and four model statistics including the log likelihood, Akaike
Info Criterion (AIC), Schwarz Criterion (SC) and the corrected AIC (AICc)9. These
statistics allow this model to be compared with other models including spatial regression
models.
Table 5.1: Simple Linear Regression: Summary Statistics
Value
108.321
5.010e-25
-49703.900
99411.800
99424.300
99411.801

Statistic
Value
0.028 F-statistic
0.028 Prob(F-statistic)
7.811e+13 Log likelihood
2.091e+10 Akaike info criterion
144613 Schwarz criterion
2.090e+10 AICc
144574

Statistic
R-squared
Adjusted R-squared
Sum squared residual
Sigma-square
S.E. o f regression
Sigma-square ML
S.E o f regression ML

Table 5.2 presents the intercept and regression coefficients, their standard errors,
\
¿-statistics and associated probabilities. Both the intercept and coefficient are significant
(the probability p < 0.000). The regression coefficient associated with the proximity to
the O-Train station variable indicates that for every lm increase in distance the property
value will drop by $8.06.
Table 5.2: Simple Linear Regression: Coefficients
Variable
CONSTANT
TOTAL LENG

Coefficient
408907.700
-8.064

Std.Error
4020.737
0.775

¿-Statistic
101. 700
-10.408

Probability
0.000
0.000

9 The AICc is calculated with the equation A I C c — —2 ln(L) + 2 k ( n_^_1) with In (L) representing the
log likelihood, n representing the number of observations and k representing the number of variables in the
model (Anselin 2005; de Smith et al., 2007).
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Table 5.3 gives a series o f diagnostics examining the normality and
heteroskedasticity o f the results (Anselin, 2005, p. 193). The first diagnostic, the JarqueBera statistic tests if the residuals are not normally distributed (non-normality). This test
has a x2 distribution. The residuals are not normally distributed if the results of the x2
statistic are significant. The results suggest that the residuals are not normally distributed
(see Table 5.3).
The Breusch-Pagan and Koenker-Bassett tests are methods for testing the
property o f heteroskedasticity in the residuals (Rogerson, 2010). These tests are the same
except that the results for the Koenker-Bassett test have been corrected for possible non
normality (Anselin, 2005, p. 195). The White test statistic is also testing for
heteroskedasticity. If the statistics are significant then the residuals are characterized by
heteroskedasticity. The Breusch-Pagan, Koenker-Bassett, and White statistics are all
significant (see Table 5.3) so the residuals are characterized by heteroskedasticity. Thus,
these results suggest that the simple regression model violates two o f the main
assumptions o f regression: the assumption of normality and heteroskedasticity (see
Chapter 4). However, although the regression model does not meet the assumptions of
normality and heteroskedasticity, it can still be useful for analyzing the relationship
between the dependent and independent variables (Anselin, 2005, p. 195).

Table 5.3: Simple Linear Regression: Diagnostics
TEST ON NORMALITY OF ERRORS
TEST
DF
Jarque-Bera

2

VALUE
17581.410

PROB
0.000
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DIAGNOSTICS FOR HETEROSKEDASTICITY
RANDOM COEFFICIENTS
DF
TEST
1
Breusch-Pagan test
1
Koenker-Bassett test

VALUE
130.053
22.148

PROB

SPECIFICATION ROBUST TEST
TEST
White

VALUE
30.750

PROB
2.000e-07

DF
2

0.000

2.500e-06

The final table o f the analysis, Table 5.4 presents a series of statistics on spatial
dependence o f the residuals. The first statistic is the Moran’s I coefficient which
indicates the level o f spatial autocorrelation (see Section 4.3). The next four statistics
provide the base for selecting a spatial regression model (see Section 4.5).
Table 5.4: Simple Linear Regression: Diagnostics for Spatial Dependence
DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHT MATRIX : Rook Weight
(row-standardized weights)
MI/DF
TEST
0.553
Moran's I (error)
1
Lagrange Multiplier (lag)
1
Robust LM (lag)
1
Lagrange Multiplier (error)
1
Robust LM (error)

VALUE
57.671
3315.882
11.317
'
3310.460
5.895

PROB
0.000
0.000
0.001
0.000

0.015

Based upon the results in Table 5.4, the Moran’s / value indicates strong positive
spatial autocorrelation which is graphically depicted in Figure 5.1. This suggests that
there is statistically significant clustering o f the residuals (see Figure 5.2). Therefore, the
model violates the assumption about spatial independence o f the residuals (see Chapter
4). Hence, this finding implies that the model should not be employed in analyzing the
relationship between proximity to the O-Train stations and property values. Thus, the
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property of the spatial autocorrelation o f the residuals should be taken into account when
refining the model.
The procedure for selecting the best spatial regression model as discussed in
Chapter 4 will examine the data in Table 5.4 and follow the flowchart presented in Figure
4.8. According to Table 5.4, both the spatial lag and error models are significant
concerning the Lagrange Multiplier (LM) tests. Therefore, the LM tests are inconclusive
which leads to an examination o f the robust LM statistics. According to the robust LM
statistics, both models are still significant. However, since the probability value for the
spatial lag model is smaller (p = 0 .0 0 1 ) than the spatial error model (p = 0.015) then the
spatial lag should be selected for analyzing the relationship (Anselin, 2005).
Moran’s / 350.553

ft

Standardized OLS Residuals

Figure 5.1: Simple Linear Regression: The Moran’s I Scatter Plot of Residuals
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Figure 5.2: Simple Linear Regression: Map o f Residuals

5.2.2. M ultiple L inear Regression
Follow ing the simple linear regression analysis, a multiple linear regression
analysis was also conducted. The type o f multiple regression analysis was the “kitchensink” model where a relatively large set o f independent variables was considered
(Rogerson, 2010, p. 233). The variables were selected based on the literature review (see
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Chapter 2) and data availability (see Chapter 3). Table 5.5 provides a list o f the
variables.
Table 5.5: Study Variables 10
Variable Type
Dependant
Variable
Independent
Variables
Proximity to 0 Train Station
Property
Variables

Variable
PRICE

Definition
Amount property
sold for

Units
$

Source
OREB

TO TA LLEN G

Walking distance to
O-Train stations
Number of
bedrooms
Number of
bathrooms
Area o f property
Type o f house
Style o f house
Level of
development in the
basement
Number o f Garages
Age o f property

m
Count

Calculated using
Network Analyst
OREB

Count

OREB

Fri
Value
Value
Value

OREB
OREB
OREB
OREB

Count
Year

Number of
Fireplaces
Amount o f Parking
Amount of Tax
Distance to nearest
water features
Distance to nearest
parks
Distance to Points
o f Interest as
identified by 0 Train user survey
Change in
population from
1996-2001 and
2 0 0 1 -2 0 0 6
Average income
Public Transit users

Count

OREB
OREB (2 0 1 0 year built)
OREB

BED R STO T
B A TH STO T
AREA 2
TYPEVALUE
STYLEVALUE
BASEMENTVA

XGARAGES
AGE
FIREPLACE

Location
Variables

TOTAL PA
GROSS TAX
D istW A T R
D istP A R K
D istP O I

Neighbourhood
Variables

PopC hange

AVG INC
PUBLIC TRA

Count
$
m
m
m

10 Table format based upon Table 2 in Hess and Almeida (2007, p. 1055).

OREB
OREB
Calculated as a
straight line
Calculated as a
straight line
Calculated as a
straight line

Count

Calculated from
Census data

$
Count

Census data
Census data
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Following the initial multiple linear regression modeling, the set o f independent
variables was refined using the “backward selection” method (see Chapter 4) to include
only those ones which were significant (Rogerson, 2010, p. 242). The following
independent variables were included in the model: TO TA LLEN G (walking distance to
the O-Train stations), B E D R ST O T (number o f bedrooms in property), TYPEVALUE
(type o f property), STYLEVALUE (style of property), XGARAGES (number of garages
on property), and FIREPLACE (number of fireplaces in property).
The output o f the model was summarized into Tables 5.6 to 5.9. Table 5.6
presents the summary characteristics of the multiple regression model.
Table 5.6: Multiple Linear Regression: Summary Statistics
Statistic
R-squared
Adjusted R-squared
Sum squared residual
Sigma-square
S.E. o f regression
Sigma-square ML
S.E o f regression ML

Value
0.453
0.452
4.398e+13
1.179e+10
108585
1.177e+10
108484

Statistic
F-statistic
Prob(F-statistic)
Log likelihood
Akaike info criterion
Schwarz criterion
AICc

Value
514.464
0.000

-48630.700
97275.300
97318.900
97275.430
\

Based upon the results in Table 5.6, the independent variables account for 45% of
the total variability in the dependant variable. This is an improvement over the simple
OLS model however; 55% o f the variability still cannot be explained by the model. The
F-statistic is considered significant (however it is only included for completeness). The
additional statistics presented, including the log likelihood, AIC, SC and AICc are
included to compare these results to the results o f the spatial and GWR models.
Table 5.7 presents the regression coefficients, standard errors, /-statistics and
associated probability values. The results suggest that all the independent variables are
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statistically significant. The variables are positively related to the dependent variable with
the exception o f the proximity to the O-Train stations (that is, the TO TA LLEN G
variable) which is a negative. Therefore, the results suggest that by controlling for the
other independent variables in the model then the property values will decrease by $5.33
for every 1 meter increase in the distance from the O-Train stations. However, the
variable which had the greatest effect on the model was the fireplace variable with a
coefficient o f $71168.13 per fireplace.
In comparison to the studies discussed in Chapter 2, the value o f the regression
coefficient (that is, $5.33) was either larger, (e.g., Bae et al., 2003; Chalermpong, 2007;
Duncan, 2008; Hess and Almeida, 2007; Landis et al., 1995) or smaller (e.g., Al-Mosaind
et al., 1993; Chen et al., 1998; Dueker and Bianco, 1999) than the previous studies. Most
o f the previous studies were also negative which would be similar to this value although,
some indicated a positive relationship between the variables as well (e.g., Andersson et
al., 2010; Lewis-Workman and Brod, 1997). Thus, the results from this model confirm
the findings o f the previous studies.

\

Table 5.7: Multiple Linear Regression: Coefficients
Variable
CONSTANT
BEDRS TOT
XGARAGES
TOTAL LENG
STYLEVALUE
TYPEVALUE
FIREPLACE

Coefficient
-80537.630
17911.000
34717.710
-5.328
59620.830
31880.750
71168.130

Std.Error
10554.120
1962.393
2739.788
0.634
2493.455
1087.044
3380.540

t-Statistic
-7.631
9.127
12.672
-8.406
23.911
29.328
21.052

Probability
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Table 5.8 shows statistics concerning the model diagnostics (see Chapter 4). The
first diagnostic (multicollinearity condition number) provides an indication of the degree
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to which the independent variables are correlated. According to Anselin (2005, p. 194), a
value over 30 indicates a problem with multicollinearity. Since the multicollinearity
condition number equals 16.743, the independent variables are not excessively correlated.
Thus, the model meets the multicollinearity assumption. However, the residuals are not
normally distributed since the Jarque-Bera statistic is significant. The residuals are also
characterized by the property o f heteroskedasticity as suggested by the Breusch-Pagan,
Koenker-Bassett and White tests. Although the results indicate that two o f the main
assumptions of multiple regression have been violated (see Section 5.2.1), the regression
model can still provide a useful insight into the relationships (Anselin 2005, p. 195).
Table 5.8: Multiple Linear Regression: Diagnostics
MULTICOLLINEARITY CONDITION NUMBER
TEST ON NORMALITY OF ERRORS
TEST
DF
Jarque-Bera
2

VALUE
43016.870

PROB

DIAGNOSTICS FOR HETEROSKEDASTICITY
RANDOM COEFFICIENTS
TEST
DF
Breusch-Pagan test
6
Koenker-Bassett test
6

VALUE ,
1872.564
207.263

PROB

SPECIFICATION ROBUST TEST
TEST
White

VALUE
377.763

PROB

DF
27

16.743

0.000

0.000
0.000

0.000

Table 5.9 presents several diagnostics on spatial dependence o f the residuals. The
Moran’s / value suggests strong positive autocorrelation which is graphically depicted in
Figure 5.3. This indicates that the residuals are not distributed randomly over the study
area (see Figure 5.4). Therefore, the model has violated the spatial dependence
assumption and therefore, the next four statistics need to be examined.
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Following Figure 4.8, first the Lagrange Multiplier (LM) statistics were
examined. These statistics were both significant so the Robust LM Statistics were then
examined. The Robust LM statistics were both significant so, according to Anselin,
(2005, p. 200) if both are significant then the model with the largest test statistic is
selected. According to this table, and based upon Figure 4.8, the spatial lag model should
be used for analyzing the relationship.
Table 5.9: Multiple Linear Regression: Diagnostics for Spatial Dependence
DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHT MATRIX : Rook Weight
(row-standardized weights)
TEST
MI/DF
Moran's I (error)
0.365
1
Lagrange Multiplier (lag)
1
Robust LM (lag)
Lagrange Multiplier (error)
1
1
Robust LM (error)

VALUE
38.214
1799.436
410.081

PROB
0.000
0.000
0.000

1444.794

0.000

55.439

0.000

Moran's I = 0.365

(«

Standardized OLS Residuals

Figure 5.3: Multiple Linear Regression: The Moran’s / Scatter Plot o f Residuals
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Figure 5.4: Multiple Linear Regression: Map o f Residuals
In summary, the majority o f previous studies (see Chapter 2) were based solely on
the OLS model (e.g., Bajic, 1983; D ew ees, 1976; Pan and Zhang, 2008; Weinberger,
2001). Very few studies conducted a spatial model beyond the initial OLS model
(Chalermpong, 2007; Martinez and Viegas, 2009). This study has demonstrated that the
results o f the OLS m odels can be misleading if the problem o f spatial autocorrelation is
ignored. To increase the explanatory power o f the regression models, the spatial
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autocorrelation component should be incorporated into the modeling framework using
spatial regression models.

5.3. Spatial Regression Results and Analysis
To further the analysis presented in Section 5.2, spatial regression modeling will
be conducted on the data.

This analysis will continue examining the simple and

multiple linear relationships as discussed before. Based upon the analysis in Section 5.2;
the spatial model will be estimated as the spatial lag model.

5.3.1. Simple Spatial Regression
Table 5.10 presents the regression statistics for the simple spatial lag regression
model. The coefficient o f determination, R 2, indicates that the proximity variable
accounts for 52% of the variability in the property values. Thus, the model has a much
higher explanatory power than the simple non-spatial regression model (see Table 5.1).
The log likelihood has improved because it is larger for the spatial than the OLS model.
Similarly the AIC, SC and AICc have improved because they are smaller for the spatial
than the OLS model. According to Anselin (2005), this is caused by the effect o f the
spatial variable. These changes in the model statistics indicate that the spatial model is an
improvement over the initial OLS model.
Table 5.10: Simple Spatial Lag Regression: Summary Statistics
Statistic
R-squared
Sq. Correlation
Sigma-square
S.E o f regression

Value
0.520
-

1.033e+10
101628

Statistic
Log likelihood
Akaike info criterion
Schwarz criterion
AICc

Value
-48635.300
97276.700
97295.300
97276.606
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The spatial model produced several coefficients. They include the spatially
lagged dependant variable (W PR IC E ), the y-axis intercept (CONSTANT) and the
distance to the O-Train stations from the properties (TOTAL_LENG). The spatially
lagged variable is estimated at 0.756 and is considered as significant (Table 5.11). This
means that housing prices are impacted by a spatial factor. The regression coefficient of
$1.87 is smaller than that for the OLS model. This can be attributed to the presence o f the
spatially lagged dependent variable (Anselin, 2005, p. 208). Therefore, the spatially
lagged model has demonstrated that the location o f property influences its value.
Table 5.11: Simple Spatial Lag Regression: Coefficients
Variable
W PRICE
CONSTANT
TOTAL LENG

Coefficient
0.756
98162.170
-1.872

Std.Error
0.014
6126.506
0.554

z-value
55.744
16.023
-3.378

Probability
0.000
0.000
0.001

Table 5.12 presents two diagnostic tests for the spatial lag regression model: the
Breusch-Pagan test which examines heteroskedasticity and the Likelihood Ratio test for
comparing the OLS model and the spatial model. The value and significance o f the
Breusch-Pagan statistic suggests the presence o f heteroskedasticity in the distribution of
the residuals. The significance o f the Likelihood Ratio test statistic indicates that the
spatially lagged housing price variable is significant.
Table 5.12: Simple Spatial Lag Regression: Diagnostics
REGRESSION DIAGNOSTICS
DIAGNOSTICS FOR HETEROSKEDASTICITY
RANDOM COEFFICIENTS
DF
TEST
1
Breusch-Pagan test
DIAGNOSTICS FOR SPATIAL DEPENDENCE

VALUE
111.278

PROB
0.000
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SPATIAL LAG DEPENDENCE FOR WEIGHT MATRIX: Rook Weight
TEST
DF
VALUE
PROB
2137.184
Likelihood Ratio Test
1
0.000

Two other diagnostics can be examined which are not presented in Table 5.12.
The first is to examine “three classic specification tests” (Anselin, 2005, p. 209) which
compare the OLS model with the spatial model. The second is to examine the Moran’s /
graph for the residuals. The three specification tests are the Wald (W), Likelihood Ratio
(LR) and Lagrange Multiplier (LM) tests. The Wald test is the spatial term’s z-value
squared (55.744 ). The LM test is the value for the Lagrange Multiplier (lag) test in
Table 5.4. In this example, the Wald test value is 3107.394, the LR test value is 2137.184
and the L M test value is 3315.882. According to Anselin (2005, p. 209), the order should
be: W > L R > LM. However, the spatial lag model as characterized by the LM value is
greater than the LR value. This indicates that there are “other sources of
misspecification” (Anselin, 2005, p. 209) which could include variations in either the
spatial weights or study variables.
In this study, a rook weight was employed which examined the properties
adjacent to the study property. Queen weights were also examined; however, they
produced very similar results as the rook weights. Distance weights, specifically, knearest neighbour weights could not be employed because they were not applicable for
the spatial models in GeoDa (Anselin, 2005, p. 202). Therefore, the rook weights were
sufficient for this analysis.
In this study, the key variable was distance, however, additional variables were
considered. A different combination o f variables could have also been considered which
could have produced different results.
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The Moran’s I graph for the residuals is displayed in Figure 5.5. It indicates that
the spatial model has eliminated the spatial autocorrelation o f the residuals (compare
Figures 5.1 and 5.5). Figure 5.6 displays the Moran’s / graph for the prediction errors of
the spatial model. According to Anselin (2005), the graph should be similar to the graph
for the OLS residuals (Figure 5.1) because the prediction errors have spatial
autocorrelation. Figure 5.7 displays the residuals for the spatial lag model which if
compared to Figure 5.2, appear more randomly distributed.
Moran's / * -0.051

M oran's/* 0.554
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Figure 5.5: Simple Spatial Lag
Regression: The Moran’s I Scatter
Plot o f Residuals

Figure 5.6: Simple Spatial Lag
Regression: The Moran’s I Scatter
Plot o f Prediction Errors
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Table 5.13: A NO VA Table for Comparing Simple OLS and Spatial Lag M odels
Sigma Square
OLS
Spatial Lag
Total

2.091e+10
1.033e+10
3.124e+10

Degrees o f
Freedom
3735
3734
7469

Mean Sigma
Square
5598393.574
2766470.273

F
2.024
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To confirm the improvement o f the spatial lag model over the OLS model, an
analysis o f variance (ANOVA) was conducted on the sigma square values. Based upon
the values in Tables 5.1 and 5.10, the F value was calculated to be 2.024 (Table 5.13).
Since F > 1.00, the spatial lag model was an improvement over the OLS model.

5.3.2. Multiple Spatial Regression
The multiple spatial regression was conducted for the same set of variables as the
OLS model (see Section 5.2.2) and with the same spatial weights as the simple spatial lag
model (see Section 5.3.1). The results o f the model are summarized in Tables 5.14 to
5.17. Based upon the output in Table 5.14, the coefficient o f determination, R2, indicates
that the independent variables included in the model account for 64.8% o f the variance in
the property value. This is an improvement over the OLS model and the simple spatial
lag model. Therefore, this model has the most explanatory power. Additionally, a
comparison o f the statistics in the right column o f Tables 5.6 and 5.14 also suggests that
this spatial lag regression model provides an improvement over the conventional (OLS)
model.
Table 5.14: Multiple Spatial Lag Regression: Summary Statistics
Statistic
R-squared
Sq. Correlation
Sigma-square
S.E o f regression

Value
0.648
-

7.568e+9
86996.500

Statistic
Log likelihood
Akaike info criterion
Schwarz criterion
AICc

Value
-47938.300
95892.700
95942.500
95892.639

Table 5.15 presents the multiple regression coefficients, their standard error, zstatistics and associated probabilities. All the coefficients are significant as the
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probability p < 0.000. The regression coefficient associated with the proximity to the OTrain station variable indicates that for every lm increase in distance the property value
will drop by $2.61, while controlling for the other variables in the model. It is also
important to note that the spatial autoregressive coefficient (W P R IC E ) has a value of
0.586 and is considered significant. However, the fireplace variable had the greatest
impact on the model with a coefficient o f $50307.24 per fireplace.
In comparison, the transit distance coefficient in this model (TO TA LLEN G ) was
larger than was indicated in the previous studies (e.g., Chalermpong, 2007; Martinez and
Viegas, 2009). The value is also negative which is similar to most o f the previous
findings; however, some o f the findings in the study by Martinez and Viegas (2009)
suggest a positive relationship. This difference could be related to spatial variations in
the data or results. Thus, the results from this model have confirmed the findings o f the
previous studies for the Ottawa Real Estate market.
Table 5.15: Multiple Spatial Lag Regression: Coefficients
Variable
W PRICE
CONSTANT
BEDRS TOT
XGARAGES
TOTAL LENG
STYLEVALUE
TYPEVALUE
FIREPLACE

Coefficient
0.586
-135357.700
16509.350
30345.750
-2.605
29626.170
17158.500
50307.240

Std.Error
0.014
8594.474
1573.942
2230.256
0.515
2124.052
912.613
2731.075

z-value '
41.007
-15.749
10.489
13.606
-5.057
13.948
18.801
18.420

Probability
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

The significant value of 2851.800 for the Breusch-Pagan test suggests that
heteroskedasticity is still a problem (see Table 5.16). The value o f 1384.648 for the
Likelihood Ratio Test confirms the strong significance o f the spatial autoregressive
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coefficient. Two additional diagnostics can be examined (which are not presented in
Table 5.16). The first is to examine “three classic specification tests” (Anselin, 2005, p.
209) which compare the OLS model with the spatial model. The second is to examine
the Moran’s / value for the residuals. The three specification tests are the Wald ( W),
Likelihood Ratio (LR) and Lagrange Multiplier (LM) tests. The Wald test is the spatial
term’s z -value squared; that is, 41.0072 (see Table 5.15). The L M test is the value for the
Lagrange Multiplier (lag) test in Table 5.9. For the multiple spatial lag regression model,
the IFtest value is 1681.574, the LR test value is equal to 1384.648 and the LM value is
1799.436. These values are not compatible with the expected ordering: W > L R > L M
(Anselin, 2005). This indicates that in addition to the problem o f heteroskedasticity some
other sources o f misspecification can exist. These sources could include variations in the
spatial weights and the selected variables (see Section 5.3.1).
Table 5.16: Multiple Spatial Lag Regression: Diagnostics
REGRESSION DIAGNOSTICS
DIAGNOSTICS FOR HETEROSKEDASTICITY
RANDOM COEFFICIENTS
TEST
DF
Breusch-Pagan test
6

VALUE
2851.800

PROB
0.000

DIAGNOSTICS FOR SPATIAL DEPENDENCE
SPATIAL LAG DEPENDENCE FOR WEIGHT MATRIX : Rook Weight
TEST
DF
VALUE
PROB
Likelihood Ratio Test
1
1384.648
0.000

The Moran’s / graph for the residuals is displayed in Figure 5.8. It indicates that
the spatial lag model has eliminated the spatial autocorrelation o f the residuals. The
Moran’s I for the prediction errors is displayed in Figure 5.9. This graph should be
similar to the graph for the OLS residuals (Figure 5.3) because the prediction errors have
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spatial autocorrelation (Anselin, 2005). Figure 5.10 displays the residuals for the spatial
lag model which if compared to Figure 5.4 appears more randomly distributed. This
implies that the spatial lag model has eliminated the problem associated with spatial
autocorrelation o f the residuals.

M oran's/=-0.025

Standardized Spatial Lag
Residuals

Figure 5.8: Multiple Spatial Lag
Regression: The M oran’s I Scatter
Plot o f Residuals

Moran's / = 0.369

Standardized Spatial Lag Errors

Figure 5.9: Multiple Spatial Lag
Regression: Tfye M oran’s I Scatter
Plot o f Prediction Errors
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Figure 5.10: Multiple Spatial Lag Regression: Map o f Residuals

Table 5.17: A NO VA Table Comparing Multiple OLS and Spatial Lag Models
Sigma Square
OLS
Spatial Lag
Total

1.179e+10
7.568e+9
1.936e+10

Degree o f
Freedom
3730
3729
7459

Mean Sigma
Square
3160857.909
2029498.525

F

1.557
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To further confirm that the spatial lag model is an improvement over the OLS
model, an ANOVA analysis was conducted on the sigma square values from Tables 5.6
and 5.14. This has indicated that the F value is 1.557 (Table 5.17) which is greater than
the critical F value o f 1.00. Therefore, the spatial lag model is an improvement over the
original OLS model.
In summary, the simple and multiple spatial lag regression models are an
improvement over the corresponding OLS models based upon the log likelihood, AIC,
SC, AICc and ANOVA tables. The spatial lag models have also removed the spatial
autocorrelation problem. However, the spatial lag regressions are considered semi-local
models since they include local relationships but only present a global estimate
(Fotheringham et al., 2002, p. 22). Therefore, in order to examine the relationship
between proximity to the O-Train stations and property values locally then a
geographically weighted regression model is required.

5.4. Geographically Weighted Regression Results and Analysis

\

A geographically weighted regression (GWR) model will examine the study area
at the “local” level. It will demonstrate how the relationship between proximity to the OTrain stations and property values varies spatially. This analysis will enable cartographic
visualization o f the results. Thus, these maps will be able to indicate which
neighbourhoods are the most or least affected by the O-Train stations. First the results
for the simple regression will be presented followed by the results for the multiple
regression.
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5.4.1. Geographically Weighted Simple Regression
This section will present the results o f geographically weighted simple regression
(GWSR). GWSR is estimated by two types o f kernels: a fixed kernel and an adaptive
kernel (see Section 4.6). Tables 5.18 and 5.19 present the results for the two models.
The fixed kernel was conducted for an optimal kernel size. The adaptive kernel was
conducted for an optimal number o f neighbours (Fotheringham et al., 2002 ).
The fixed kernel is defined by distance from the study point. In this project, the
optimal distance (Table 5.18) was calculated through the AIC and CV methods as
discussed in Chapter 4. However, only the AIC method will be presented here as the
results were very similar to the results o f the CV method. Table 5.18 presents the output
o f the optimal fixed kernel GWSR model. The first row indicates the size of the spatial
kernel. The subsequent rows are statistics including: the residual sum o f squares, the
effective number o f parameters, the standard error estimate, the AICc, and the coefficient
o f determination (R2) (Fotheringham et al., 2002, p. 224). The AICc value indicates an
improvement o f fit for the GWSR model as compared to the OLS model (Table 5.1).
However, according to the AICc in Table 5.10, the spatial lag model still performs better
than the GWSR model. The R2 value for the fixed GWSR model indicates that the
independent variables together account for about 20 % o f the variance in the dependent
variable.
Table 5.18: Fixed Kernel GWSR: Statistics for Simple Regression Model
Statistic
Bandwidth
Residual Squares
Effective Number
Sigma
Sigma Square

Value
3999.841
6.385e+13
11.418
130909.691
1.714e+10
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AICc
R2
R 2Adjusted

98675.525
0.206
0.203

The adaptive kernel is defined by a set number o f neighbours per study point (see
Section 4.6). Table 5.19 presents the output o f the optimal GWSR model with an
adaptive spatial kernel. The rows present the same statistics as defined for Table 5.18
except the first row indicates the number o f neighbours. Based upon the results in Table
5.19, the AICc indicates that the GWSR model is an improvement o f fit over the OLS
model (Table 5.1). However, according to the AICc in Table 5.10, the spatial lag model
provides a better fit than the GWSR model. The R2 value for the adaptive GWSR model
suggests that the independent variables explain about 35% o f the variance in the property
values. Therefore, the “optimal” model is the adaptive kernel with 482 neighbours
because, the AICc value is the lowest and the R2 is the highest.
Table 5.19: Adaptive Kernel GWSR: Statistics for Simple Regression Model
Statistic
Neighbours
Residual Squares
Effective Number
Sigma
Sigma Square
AICc
R2
R 2Adjusted

Value
482
5.252e+13
37.164
119138.729
1.419e+10
97984.390
0.347
0.340

Figure 5.11 shows the spatial pattern o f the R values. Although, the local R
values are small, there appears to be some clustering o f higher R2 values near the O-Train
line. This indicates that in this area, the distance to the O-Train variable, can explain
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more o f the variation in the property values. This is important because the properties
near the O-Train are the most likely to be affected by the O-Train.
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Table 5.20: Summary of Coefficients and /-values for the Distance to the O-Train
Variable

Coefficients
/-values

Minimum Value
-117.698
-15.892

Maximum Value
118.725
9.544

Average
2.759
-0.437

Table 5.20 states the range o f values for the coefficient and /-value for the
distance to the O-Train station variable. The table also presents the average value. The
table indicates that the coefficients range from positive to negative and that the values at
the end o f the range are significant at the a = 0.01 level. The table also indicates that the
values vary widely from the average which is similar in size to the OLS and spatial lag
models to the extreme minimum and maximum values. This all implies that the
relationship varies throughout the dataset which is indicative o f non-stationarity
(Fotheringham et al., 2002). However, this table also indicates that the majority o f the
values in this model are positive since the average is positive. Therefore, according to
this table, this relationship, when examined at the local level is not similar to the global
models.

N

This relationship is demonstrated in further detail in Figure 5.12 where the /values are presented on the left and the coefficients are presented on the right. The /value map indicates that the values to the East and West o f the O-Train in the North end
o f the line are significant at the a = 0.05 level and greater (/ > 1.96). These values are
also positive which indicates that as distance increases, the property value increases.
This implies that the closer a property is to the O-Train line, the lower the value. The
coefficients indicate that properties cost between $32.10 and $118.73 more per meter
away from the O-Train stations. This relationship is also true in parts o f the South, South
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Eastern and West ends o f the study area. In general, areas which are red indicate a
significant positive relationship.
The relationship is the reverse to the Northeast of the O-Train line. Here the
values are significant at the a = 0.05 level and greater (t < -1.96). These values however,
are negative. This implies that as distance increases property values decrease. According
to the coefficient map, properties will cost between $32.09 and $117.70 less per meter
away from the O-Train stations. This relationship is also true in parts of the West and
Southwest ends of the study area. In general, the areas in blue represent a significant
negative relationship.
Additionally, there are areas where the relationship is insignificant (-1.95 < t <
1.95) and the coefficients (c) are the smallest (-24.37 < c < 24.38). This indicates that
these areas appear to possess a weak relationship between the variables. Thus, they
represent areas where the O-Train is less likely to affect property values.
There are several factors which could influence this spatial pattern. One possible
factor is noise pollution from the O-Train line. Before, 2001, the O-Train line was used
for freight trains. The line is still considered as a freight line since the Canadian Pacific
Railway maintains ownership (Transport Canada, 2008, p. 1). Therefore, properties may
be cheaper due to the possibility o f freight train travel through the corridor. The
surrounding area could also influence the property values as well for example; there are
industrial parks in the vicinity o f the O-Train. There are also potential influences by the
central business district (CBD), waterways, malls, and the airport to the south. Therefore,
there are many elements in the urban landscape which could influence the property
values.
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Figure 5.12: GW SR Adaptive Model: The /-values and Coefficients for the Proximity
to the O-Train Station Variable
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Table 5.21: ANOVA Table Comparing Simple OLS and Adaptive GWSR
Models
Sigma Square
OLS
Adaptive GWSR
Total

2.091e+10
1.419e+10
3.510e+10

Degrees of
Freedom
3735
3735
7470

Mean Sigma
Square
5598393.574
3799196.787

F
1.474

The improvement of the GWSR model over the OLS model can be confirmed
with an ANOVA. The ANOVA test on the sigma square values in Tables 5.1 and 5.19,
calculated the F value to be 1.474. Since the value o f F > 1.00, then the adaptive GWSR
model is an improvement over the OLS model.
Table 5.22: ANOVA Table Comparing Simple Spatial Lag and Adaptive
GWSR Models
Sigma Square
Spatial Lag
Adaptive GWSR
Total

1.033e+10
1.419e+10
2.452e+10

Degrees o f
Freedom
3734
3735
7469

Mean Sigma
Square
2766470.273
3799196.787

F
0.728

The rejection o f the GWSR model over the spatial lag modeTcan also be
confirmed with an ANOVA. The ANOVA analysis in Table 5.22 o f the sigma square
values from in Tables 5.10 and 5.19, calculated the F value to be 0.728. Since the value
o f F < 1.00, the adaptive GWSR cannot be considered as an improvement over the spatial
lag model.

5.4.2. Geographically Weighted Multiple Regression
Following the GWSR analysis further analysis will be conducted with a
geographically weighted multiple regression (GWMR) model. First, the results for a
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fixed kernel (Table 5.23) will be presented followed by the results for an adaptive kernel
(Table 5.24). Based upon the results in Table 5.23, the AICc indicates that the GWMR
model is an improvement over the OLS model (see Table 5.6). However, according to
the AICc, the spatial lag model still explains a greater portion of the variation in the
property values than the GWMR model (Table 5.14).
Table 5.23: Fixed Kernel GWMR: Statistics for Multiple Regression Model
Statistic
Bandwidth
Residual Squares
Effective Number
Sigma
Sigma Square
AICc
R2
R 2Adjusted

Value
7085.962
3.497e+13
31.994
97158.201
9.440e+9
96465.096
0.565
0.561

The adaptive GWMR model could not be evaluated by optimizing the AIC or CV
methods because the model required more than 1000 neighbours. In ArcMap, GWR
cannot be calculated with more than 1000 neighbours. Therefore, thè number o f nearest
neighbours was set at the maximum of 1000. The results o f this model are presented
below in Table 5.24.
Table 5.24: Adaptive Kernel GWMR: Statistics for Multiple Regression Model
Statistic
Neighbours
Residual Squares
Effective Number
Sigma
Sigma Square
AICc
R2
R 2Adjusted

Value
1000

3.014e+13
70.936
95755.630
9.169e+9
86598.684
0.607
0.599
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The AICc value for the adaptive kernel GWMR indicates that the model performs
better than the fixed kernel GWMR model (compare Tables 5.23 and 5.24). The value of
the coefficient o f determination, R2, for the adaptive GWMR model indicates that it
explains about 60% o f the variability in the property values (see Table 5.24). However,
the individual R2 values (Figure 5.13) indicate that the variability in the property values
varies spatially. Therefore, it would be inaccurate to assume a stationary relationship as
is conducted with the OLS and spatial lag models. This assumption will be further
confirmed by assessing the study variable as well as a selection o f explanatory variables.
The local R2 values are depicted in Figure 5.13. They range from 0.396 to 0.650.
These values indicate how much o f the variation in the property values is explained by
the independent variables. In general, the model is becoming a better fit as one progress
further Southeast. The South-East part o f the study area is characterized by the highest
local R2 values (the larger amount o f variation explained). The areas which explained the
least amount o f the variation are the regions to the Northeast and Northwest of the OTrain. This suggests a non-stationary relationship between the residential property values
and proximity to the O-Train stations over the study area.
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Table 5.25: Summary o f Coefficients and /-values for the Distance to the OTrain Variable

Coefficient
/-value

Minimum Value
-42.990
-12.866

Maximum Value
39.338
8.417

Average
-0.491
-0.802

Table 5.25 presents the range o f values for the coefficient and /-value for the
distance to the O-Train station variable. The table also includes the average value. The
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table indicates that the coefficients range from positive to negative and that the values at
the end o f the range are significant. Table 5.25 also reveals that unlike the GWSR model,
the majority o f the values have a negative relationship because the average is negative.
Therefore, since this is similar to the general trend o f the global models, then it could be
indicative o f an improvement over the GWSR model.
The key study variable, the proximity to the O-Train variable (Figure 5.14)
revealed a similar spatial pattern to the results from the GWSR model (Figure 5.12). This
spatial pattern exhibits a non-stationary relationship which could be caused by many
factors. These factors as discussed for the GWSR model included noise pollution and the
surrounding area (see Section 5.4.1). This relationship was significant in some areas and
insignificant in other areas. The areas in red indicate a significant positive relationship
while the areas in blue indicate a significant negative relationship. The Tighter’ areas
represent an insignificant relationship.
This spatial pattern in Figure 5.14 is also different from the pattern shown in
Figure 5.12. The main difference is the red areas have decreased in size and the blue
areas have increased in size in the West end o f the study area. The coefficients have also
become smaller in the GWMR model (compare Tables 5.20 and 5.25). The areas in
Figure 5.14 which display an insignificant relationship have also increased in size in the
North end but have decreased in size in the West and Southern ends. This change in the
coefficients and their spatial pattern could be related to the improvement in the model
since Figure 5.14 is from the multiple model and Figure 5.12 is from the simple model.
Therefore, the additional variables could be influencing the results. These variables will
be addressed subsequently.
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The /-values and coefficients will also be presented for the style o f dwelling, the
number o f garages and the type of dwelling. The style variable was included because it
presented a clear distinction from one area to another. The garage variable was also
selected because the map indicated that the lowest coefficients were close to the O-Train
line while the higher coefficients were further away. This suggested that there were
fewer garages associated with properties close to the O-Train line. This would indicate
fewer cars and thus more people would be more willing to rely on public transit. The
relationship for the style variable was very similar to the relationship displayed for the
type o f dwelling variable. Therefore, the type variable will be presented as well. The
other variables were not presented because they reported very similar results.
Table 5.26: Summary of Coefficients and /-values for Style Variable

Coefficient
/-value

Minimum Value
14110.300
2.099

Maximum Value
71930.500
10.521

Average
40261.803
6.347

Table 5.27: Summary o f Coefficients and /-values for Garage Variable
\
Maximum Value
Average
Minimum Value
60338.848
26404.900
79194.400
Coefficient
13.532
8.840
4.309
/-value

Tables 5.26 and 5.27 present the range o f values for the coefficient and /-value for
the style and garage variables. The tables also present the average coefficient and /value. Table 5.26 indicates that the coefficients for the style variable are all positive and
significant at the a = 0.05 level. However, some o f the values are insignificant at the a =
0.01 level. This relationship can be viewed spatially in Figure 5.15. The figure indicates
that all o f the properties East and Northwest o f the O-Train line are significant at the a =
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0.01 level. These properties also displayed the highest coefficients. Therefore this
implies that in these areas, improving in the style of a property increases property values.
Table 5.27 shows that the coefficients for the garage variable are all significant at
the a = 0.01 level. The spatial distribution o f these values is displayed in Figure 5.16.
Figure 5.16 appears to indicate that as distance from the O-Train increases, then the
coefficient for the number o f garages increases. This would indicate that properties
closer to the O-Train would have fewer garages and thus fewer cars. Therefore, the
people who live there would be more likely to rely on public transit.

Figure 5.15: GWMR Adaptive Model: The t -values and Coefficients for the Style o f

D w elling Variable
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Table 5.28: Summary o f Coefficients and /-values for Type Variable

Coefficient
/-value

Minimum Value
-2778.200
-0.698

Maximum Value
34746.300
16.755

Average
15207.012
5.893

Table 5.28 presents the minimum, maximum and average values for the
coefficient and /-value for the type o f dwelling variable. This table indicates that
although, most o f the values are significant at the a = 0.05 level, there are some
insignificant values. The spatial distribution o f these values is presented in Figure 5.17.
The spatial pattern in Figure 5.17 is very similar to the pattern in Figure 5.15. For
example, the North end of the study area is significant. However, there are some
noticeable differences. For example, in Figure 5.15 the entire area is significant while in
Figure 5.17, the South end o f the study area is insignificant. This spatial pattern could be
caused by many possible factors. They include natural features such as the Rideau Canal
or River. They could also include neighbourhood / City features such as the city parks,
the O-Train (freight train) line or major institutions such as Carleton University. Socio
economic factors could also be relevant such as income. For example, the area just East
and Northwest o f the O-Train line is an area o f high income (see Figure 1.3) and the
properties there are both significant (a < 0 .0 1 ) and have high coefficients.

Figure 5.17: GW MR Adaptive Model: The /-values and Coefficients for the Type o f
D w elling Variable
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Table 5.29: ANOVA Table Comparing Multiple OLS and Adaptive GWMR
Models
Sigma Square
OLS
Adaptive GWMR
Total

1.179e+10
9.169e+9
3.509e+10

Degrees of
Freedom
3730
3730
7460

Mean Sigma
Square
3160857.909
2458176.944

F
1.286

The improvement o f the GWMR model over the OLS model can be tested with an
ANOVA. An ANOVA run on the sigma square values from Tables 5.6 and 5.24, yielded
an F value o f 1.286. Since F > 1.00, the adaptive GWMR model can be considered an
improvement to the OLS model.
Table 5.30: ANOVA Table Comparing Multiple Spatial Lag and Adaptive
GWMR Models
Sigma Square
Spatial Lag
Adaptive GWMR
Total

7.568e+9
9.169e+9
3.509e+10

Degrees of
Freedom
3729
3730
7459

Mean Sigma
Square
2029498.525
2458176.944

F
0.826

The ANOVA can similarly test if the GWMR model is not an improvement to the
spatial lag model. The ANOVA calculated the F value to be 0.826 for the sigma square
values shown in Tables 5.14 and 5.24. Therefore, the value F < 1.00 suggests that the
adaptive GWMR is not an improvement to the spatial lag model.

5.5. Property Value Surface Maps
Following the examination o f the coefficients in Sections 5.2, 5.3, and 5.4; the
predicted property values will be examined. This discussion will be based upon the
surface models in Figures 5.18 and 5.19. These models were generated in ArcMap by
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interpolating the calculated property values from the simple models for the rest o f the
study area. The simple models were selected over the multiple models because; (1) this
is the key relationship being examined in this study, and (2 ) the predicted prices in the
multiple model would indicate the influence of the other variables beyond the distance to
the O-Train stations. Therefore, these surface maps will only indicate the relationship
between the distance to the O-Train stations and property values. Figure 5.18 presents
the OLS and GWSR surface model while Figure 5.19 presents the spatial lag and GWSR
surface model. The neighbourhood boundaries from Figure 3.1 were included for
reference.
In the maps, the OLS and spatial lag surface models indicate that property values
are high near the O-Train line and then decline away. This cartographically confirms that
these models are assuming a stationary relationship. However, the GWSR model
demonstrates this assumption to be incorrect by indicating that there is spatial variation in
the property values. Therefore, the OLS and spatial lag surface models cannot be
considered as valid and only the GWSR surface model can comment pn the spatial
variation in the property values.
From the GWSR surface model, the neighbourhoods to the East o f the O-Train
line around the Rideau Canal and River are evidently the most expensive and benefit
from the O-Train. Conversely, the neighbourhoods to the Southeast, Southwest and
Northeast o f the O-Train are the least expensive and do not benefit from the O-Train.
However, as was indicated with the GWMR model (see Section 5.4.2) there are other
factors which affect property value. For example, the Ottawa airport is to the south o f the
O-Train line and this could reduce property values nearby. There are also institutions
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throughout the city which could reduce property values. Conversely, the Rideau Canal,
River and city parks could increase the surrounding property values. Therefore, property
values are influenced spatially by many factors both positively and negatively.

Figure 5.18: Surface M odels o f Predicted Property Value($) for OLS and GWSR
M odels

(Ottawa Real Estate Board. 2010)

Christopher Macdonald Hewitt (Ottawa Real Estate Board. 2010)
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Figure 5.19: Surface M odels o f Predicted Property Value($) for Spatial Lag and
GW SR M odels
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5.6. Summary and Conclusion
This chapter has presented the results for three regression models. The first
model was the initial OLS model. It was determined to be insufficient for this analysis
due to the problem o f spatial autocorrelation. This was rectified with the second model,
the spatial lag model which eliminated the spatial autocorrelation o f the residuals.
However, both o f these analyzes generated a global statistic for the entire study area.
Therefore, in order to assess the relationship between proximity to the O-Train stations
and property values locally (at the property level), the third model, a geographically
weighted regression model was conducted. This model presented the most detailed level
o f analysis.
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6 . Conclusion

Many o f the previous studies examining proximity to URT stations and property
value employed an OLS approach, while very few studies considered a spatial model (see
Chapter 2). The vast majority of these previous studies reported global relationships. As
far as the author is aware a geographically weighted regression (GWR) has not been used
for examining the relationship between the residential property values and proximity to
URT stations. In addition, very few studies displayed their results cartographically.
Given those limitations o f previous studies, the aim o f this research was to provide a
comprehensive analysis o f the relationship between the property values and proximity to
URT stations using a variety o f regression models and GIS tools.
This study established that the results o f the OLS models were insufficient for
drawing conclusions about the relationship between proximity to O-Train stations and
property values in Ottawa. This insufficiency was due to the problem o f spatial
autocorrelation o f the residuals from the regression model. To correct for this, further
analysis determined that a spatial model would be a better tool for analyzing the
relationship. However, both o f these models provide for a global analysis o f the
relationship between proximity to the O-Train stations and property values. A GWR
modeling was conducted to analyze the relationship locally. This study has demonstrated
that the spatial lag model was the ‘optimal’ method for examining the relationship
globally (for the whole study area). On the other hand, the GWR model provided
insights into the relationship between proximity to the O-Train stations and property
values at a local level.
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This study has demonstrated that there is a statistically significant relationship
between proximity to the O-Train stations and property values in the City o f Ottawa. The
results o f the global regression analyses indicate that the relationship is negative; that is,
the property values tend to decrease along with increasing distance from the O-Train
stations. More importantly, however, this relationship has also been determined to vary
spatially; that is, the strength and direction o f the relationship is locationally dependent.
First, the results o f this study suggest that the relationship in some regions o f the study
area is statistically insignificant. Second, the areas with a statistically significant
relationship are characterized by either a negative (blue) or positive (red) relationship
between the residential property values and proximity to the O-Train stations. Thus, the
results o f this research provide evidence o f spatial non-stationarity o f the relationship. In
order to properly demonstrate this spatial variation, the results have been presented
cartographically in the form o f maps. These maps indicate where property values are
impacted positively or negatively by distance from the O-Train. The surface maps
revealed the approximate locations o f the high, medium and low value properties based on
the distance to the O-Train variable. Specifically, the neighbourhoods along the O-Train
route to the East would see a positive impact with high values while the neighbourhoods
further away would see a negative impact and lower values. These maps and the
relationships they present would be relevant and beneficial to any future urban
development in the area.

104

References
Abouhenidy, M. (2008). Moving Forward with Rapid Transit. White Paper, 34-40.
Al-Mosaind, M. A., Dueker, K. J. and Strathman, J. G. (1993). Light-Rail Transit
Stations and Property Values: A Hedonic Price Approach. Transportation
Research Record, 1400, 90-94.
Andersson, D. E., Shyr, O. F. and Fu, J. (2010). Does High-Speed Rail Accessibility
Influence Residential Property Values? Hedonic Estimates from Southern
Taiwan. Journal o f Transport Geography, 18, 166-174.
Anselin, L. (2003). An Introduction to Spatial Autocorrelation Analysis with GeoDa.
Urbana, II: University o f Illinois.
Anselin, L. (2005). Exploring Spatial Data with GeoDa™ : A Workbook. Urbana, II:
Center for Spatially Integrated Social Science.
Anselin, L., Syabri, I. and Kho, Y. (2006). GeoDa: An Introduction to Spatial Data
Analysis. Geographical Analysis, 38, 5-22.
Anselin, L., Sridharan, S. and Gholston, S. (2007). Using Exploratory Spatial Data
Analysis to Leverage Social Indicator Databases: The Discovery o f Interesting
Patterns. Social Indicators Research, 82,287-309.
Anselin, L. (2009). OpenGeoDa (Version 0.9.8.8) [Computer Software]. Tempe, Az:
GeoDa Center for Geospatial Analysis and Computation, Arizona State
University.
Arbia, G. (2006). Spatial Econometrics: Statistical Foundations and Applications to
Regional Convergence. Berlin: Springer-Verlag.
Bae, C.-H. C., Jun, M.-J. and Park, H. (2003). The Impact o f Seoul’s Subway Line 5 on
Residential Property Values. Transport Policy, 10, 85-94.
Bajic, V. (1983). The Effects o f a New Subway Line on Housing Prices in Metropolitan
Toronto. Urban Studies, 20, 147-158.
Baum-Snow, N. and Kahn, M. E. (2000). The Effects o f New Public Projects to Expand
Urban Rail Transit. Journal o f Public Economics, 77,241-263.
Beyond 20/20, (2004). B eyond20/20 (Version 7.0.3050) [Computer Software]. Ottawa
On: Beyond 20/20 Inc.

105

Bollinger, C. R. and Ihlanfeldt, K. R. (1997). The Impacts of Rapid Rail Transit on
Economic Development: The Case o f Atlanta’s MARTA. Journal o f Urban
Economics, 42, 179-204.
Bowes, D. R. and Ihlanfeldt, K. R. (2001). Identifying the Impacts of Rail Transit
Stations on Residential Property Values. Journal o f Urban Economics, 50, 1-25.
Brinckerhoff, P. (2001). The Effect o f Rail Transit on Property Values: A Summary o f
Studies. Project 21439S, Task 7 NEORail II, Cleveland Ohio.
Cervero, R. and Landis, J. (1997). Twenty Years o f the Bay Area Rapid Transit System:
Land Use and Development Impacts. Transportation Research Part A: Policy and
Practice, 31(4), 309-333.
Chandrasekhar, T. (2005). ArcGIS 9: ArcGIS Network Analyst Tutorial. Redlands, CA:
ESRI.
Chalermpong, S. (2007). Rail Transit and Residential Land Use in Developing Countries:
Hedonic Study o f Residential Property Prices in Bangkok, Thailand.
Transportation Research Record, 2038, 111-119.
Chen, H., Rufolo, A. and Dueker, K. J. (1998). Measuring the Impact o f Light Rail
Systems on Single-Family Home Values: A Hedonic Approach with Geographic
information System Application. Transportation Research Record, 1617,38-43.
City o f Ottawa, McCormick Rankin Corp. and Delean (2008, April). Transportation
Master Plan Infrastructure Requirement Study: Development o f a Downtown
Transit Solution and Network Implications. Retrieved February 11,2010 from:
www.ottawa.ca
City o f Ottawa. (2010, Last Update). City o f Ottawa [Homepage for City o f Ottawa,
Canada], Retrieved July 21,2010 from: www.ottawa.ca
Clower, T. L. and Weinstein, B. L. (2002). The Impact o f Dallas (Texas) Area Rapid
Transit Light Rail Stations on Taxable Property Valuations. Australasian Journal
o f Regional Studies, 8 ,3 , 389-400.
de Smith, M. J., Goodchild, M. F. and Longley, P. A. (2007). Geospatial Analysis: A
Comprehensive Guide to Principles, Techniques and Software Tools. Leicester:
The Winchelsea Press.
Dewees, D. (1976). The Effect o f a Subway on Residential Property Values in Toronto.
Journal o f Urban Economics, 3, 357-369.
Dubin, R. (2004). Spatial Lags and Spatial Errors Revisited: Some Monte Carlo
Evidence. Advances in Econometrics, 18, 75-98.

106

Dueker, K. J. and Bianco, M. J. (1999). Light-Rail-Transit Impacts in Portland: The First
Ten Years. Transportation Research Record, 1685, 171-180.
Duncan, M. (2008). Comparing Rail Transit Capitalization Benefits for Single-Family
and Condominium Units in San Diego, California. Transportation Research
Record, 2067,120-130.
ESRI. (2009). ArcGIS (Version 9.3) [Computer Software]. ESRI Inc.
Flyvbjerg, B. (2007). Cost Overruns and Demand Shortfalls in Urban Rail and Other
Infrastructure. Transportation Planning and Technology, 30, (1), 9-30.
Fotheringham, A. S., Brunsdon, C. and Charlton, M. (2002). Geographically Weighted
Regression: The Analysis o f Spatially Varying Relationships. Chichester: John
Wiley & Sons, Ltd.
Hess, D. B. and Almeida, T. M. (2007). Impact o f Proximity to Light Rail Rapid Transit
on Station-area Property Values in Buffalo, New York. Urban Studies, 44 (5/6),
1041-1068.
Kimerling, A. J., Buckley, A. R., Muehrcke, P. C. and Muehrcke, J. O. (2009). Map Use:
Reading and Analysis. Redlands, CA: ESRI Press.
Landis, J., Guhathukurta, S., Huang, W., Zhang, M, Fukuji, B. and Sen, S. (1995). Rail
Transit Investments, Real Estate Values, and Land Use Change: A Comparative
Analysis o f Five California Rail Transit Systems. Research Report No. 48,
Institute o f Urban and Regional Studies, University o f California, Berkeley.
Leclair, R. T. (2002). O-Train Evaluation Report. Retrieved October 26,2010 from:
www.ottawa.ca
Leclair, R. T. (2004). The O-Train: The Straight Facts. Retrieved October, 2010 from:
www.ottawa.ca
Lewis-Workman, S. and Brod, D. (1997). Measuring the Neighborhood Benefits o f Rail
Transit Accessibility. Transportation Research Record, 1576, 147-153.
Martinez, L. M. and Viegas, J. M. (2009). Effects o f Transportation Accessibility on
Residential Property Values: Hedonic Price Model in the Lisbon, Portugal,
Metropolitan Area. Transportation Research Record, 2115,127-137.
Middleton, W. D. (2003). Ottawa in Transit: Rail is the Future. Railway Age, 204,2, 3032.
Munoz-Raskin, R. (2010). Walking Accessibility to Bus Rapid Transit: Does it Affect
Property Values? The Case o f Bogota, Colombia. Transport Policy, 17, 72-84.

107

Nelson, A. C. (1992). Effects o f Elevated Heavy-Rail Transit Stations on House Prices
with Respect to Neighborhood Income. Transportation Research Record, 1359,
127-132.
Nelson, A. C. and McCleskey, S. J. (1990). Improving the Effects of Elevated Transit
Stations on Neighborhoods. Transportation Research Record, 1266,173-180.
Nelson, A. C. and Sanchez, T. W. (1997). Influence o f the Metropolitan Atlanta Rapid
Transit Authority on Population and Employment Location. Transportation
Research Record, 1604, 18-25.
O ’Sullivan, D. and Unwin, D. (2010). Geographic Information Analysis. Hoboken, NJ:
John Wiley & Sons, Ltd.
Ottawa. (2003). 1:10,000 Scale Topographic Data, [computer file]. Ottawa: City of
Ottawa.
Ottawa Real Estate Board. Multiple Listing Service [Map]. 1:25,000. Carleton Place, On:
Pathfinder Maps, 2008.
Ottawa Real Estate Board, (2010, Last Update). MLXchange [Real Estate Website for
Property Listings], Retrieved June, 2010 from: http://oreb.mlxchange.com/
Pan, H. and Zhang, M. (2008). Rail Transit Impacts on Land Use: Evidence from
Shanghai, China. Transportation Research Record, 2048,16-25.
Rogerson, P. A. (2010). Statistical Methods fo r Geography. London: Sage Publications
Ltd.
Ryan, S. (1999). Property Values and Transportation Facilities: Finding the
Transportation-Land Use Connection. Journal o f Planning Literature, 13,412427.
Ryan, S. (2005). The Value o f Access to Highways and Light Rail Transit: Evidence for
Industrial and Office Firms. Urban Studies, 42, 4, 751-764.
Sebree, G. M. (2002). O-Train: Is Light Rail on the Verge o f Revolution? Trains, 62(11),
30-31.
Slater, P. B. (1973). Spatial and Temporal Effects in Residential Sales Prices. Journal o f
the American Statistical Association, 68(343), 554-560.
Slater, P. B. (1974). Disaggregated Spatial-Temporal Analysis o f Residential Sales
Prices. Journal o f the American Statistical Association, 69(346), 554-560.

108

Statistics Canada, (2006a). Census o f population, 2006 [Canada]: Cartographic
Boundary, Digital Boundary, Ecumene, Road Network, Road Network and
Geographic Attribute Files / Census o f population, 2006 [ Canada]: Maps,
[machine readable data file]. Ottawa, ON: Statistics Canada [producers)],
Statistics Canada, Data Liberation Initiative [distributors)]. 2006.
Statistics Canada, (2006b). Census o f population, 2006 [Canada]: Geosuite: Population
(2006/2001) and Dwelling Counts (2006) fo r Census Tracts, [machine readable
data file]. Ottawa, ON: Statistics Canada [producers)], Statistics Canada, Data
Liberation Initiative [distributor(s)]. 2006.
Statistics Canada, (2008). Census o f Population, 2006 [Canada]: Table 94-581XCB2006002: Profile fo r Canada, Provinces, Territories, Census Divisions,
Census Subdivisions and Dissemination Areas, [machine readable data file].
Ottawa, ON: Statistics Canada [producer(s)], Statistics Canada, Data Liberation
Initiative [distributor^)]. 4/17/2008.
Statistics Canada, (2010, March 9-last update). 2006 Census Dictionary [Dictionary o f
2006 Census Terms]. Retrieved June, 10,2010, from
http://wwwl2.statcan.gc.ca/census-recensement/2006/ref7dict/index-eng.cfm
Transport Canada, (2008). O-Train Light Rail Project. Case Studies in Sustainable
Transportation, Case Study 7,1-9.
Trillium Business Strategies Inc., (2009). Land Value Capture as a Tool to Finance
Public Transit Projects in Canada. The Surface Policy Directorate: Transport
Canada, 65 pgs.
Ward, M. D. and Gleditsch, K. S. (2008). Spatial Regression Models^ London: Sage
Publications Ltd.
Weinberger, R. R. (2001). Light Rail Proximity: Benefit or Detriment in the Case of
Santa Clara County California? Transportation Research Record, 1747,104-113.
Western, (2010, Late Update). Equinox Data Delivery System [Internet Based Source for
Census Data]. Retrieved, June, 2010 from:
http://equinox.uwo.ca/EN/BasicSearch.asp
Zhang, M., Shen, Q. and Sussman, J. (1998). Job Accessibility in the San Juan
Metropolitan Region: Implications for Rail Transit Benefit Analysis.
Transportation Research Record, 1618, 22-31.

109

A ppendix I: C opy o f D ata R equest Letter

Mr. Chris Hewitt
Department o f Geography
University o f Western Ontario
London Ontario Canada
Ottawa Real Estate Board
Ottawa, Ontario, Canada
Dear Sir or Madam
My name is Chris Hewitt and I am currently working on my masters’ degree at
the University o f Western Ontario. The topic o f my research project is the relationship
between property values and proximity to Urban Rail Transit (URT) stations within the
City o f Ottawa. In this project, I am intending on using data on the selling prices of a
sample o f houses near URT stations as one o f my primary variables for the study. This
sample would be collected for two separate years. The first year would be 2000 before
the URT was implemented and the second year would be 2010, nine years after the URT
was implemented. However, I do not have access to this specific data. I am therefore,
writing to ask for your permission to access the Ottawa Real Estate Board database so I
may obtain the necessary data to complete my project. I look forward to hearing from the
Ottawa Real Estate Board in the future. Thank you in advance for your assistance.
Sincerely,

Chris Hewitt
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Appendix II: Ottawa Real Estate Board (OREB) Data Sheets
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A ppendix III: O R EB D escriptions o f Type and Style V ariables

HOUSING TYPES
The following list of housing types is mean! to be used only as a guide to help you when completing listing
forms. The Ottawa Real Estate Board will not assume responsibiity for mistakes of Judgment or interpretation
which might arise due to use of this list

Apartment

Stacked
t

TY P E
One Level (1LEVEL)
1 % Storey (1/5STY)

2 Storey (2STO R EY)
3 Storey (3STO R EY)
Bunoalow
Double Side by Side {DBLSXS)
Dupiex-Up/Down (D U P-UD )
Hi Ranch (HIRANGH)
l

Mobile (M OB il )

Other (O T H E R r T
Split Lave) (S P LIT)

D ESCR IPTIO N
Apartment with all rooms on one level
Single family dwelling with 2 levels above grade, upper level is full height at
the centre peak but dramatically slopes to shorter height along the outer
wails.
Single family dwelling wah 2 levels above grade

I

Semi-Detached

DESCRIPTION
Single dwelling unit standing atooet s«paratetv titled
One dwelling unit of a group of three or more attached, self-contained
dwellna units of simitar design and size, each unit separately titled.
One of a pair of self-contained dwelling units, often of mirror image design,
attached by a common wall but detached from other butidfngs; separate titles
One unit of a complex of self-contained unite lying within a low, mid or high
rise building, offering common areas such ashalways, parking lots,
stairwells, etc.
Normally stacked townhouses are two or three separata residences stacked
on top of each other, but aif contained in a single structure resembling
traditional raw houses. They all have separate entrances, but only one unit,
at ground level, has any private yard space. They are common as infill
developments on lend that is zoned tor residential development but not for
hlgh*tfansitybuildings.

I

S TY LE
Detached
Ruer Unit

u?

_

§

l

i

Condominium

DESCRIPTION
A form of property ownership in which the homeowner holds freehold title to a
dwetkna unit and block of land.
A forms o f property ownership in which the homeowner holds title to an
\ individual dwelling unit, an undivided interest in common areas of a multi-unit
■project, and sometimes the exclusive use of certain limited common areas.
I (easily identified Jbv C C # in the leoai description)
j

f

CLA SS
Residential

Single family dwelling with 1 level above grade
Buiding which consists of two dwelling unite beside one another; under
Sinai* ownership tone legal description): looks like a semi-detached.
Budding which consists of two dwelling units, one above the other; under
single ownership (one legal description)
Single family dwelling with 1 level above grade and the basement level
elevated partially above grade, enby is located halfway between basement
level and main level.
A trailer or other moveable structure that Is used as a permanent structure,
usually connected to utilities and may or may not have a permanent
foundation. Land might be leased.
Any other dwelling tvoe not detailed here
Single Family dwelling with multiple levels above grade separated by small
ftiahts of stairs
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