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SINGULAR GELFAND-TSETLIN MODULES OF gl(n)
VYACHESLAV FUTORNY, DIMITAR GRANTCHAROV, AND LUIS ENRIQUE RAMIREZ
Abstract. The classical Gelfand-Tsetlin formulas provide a basis in terms of
tableaux and an explicit action of the generators of gl(n) for every irreducible
finite-dimensional gl(n)-module. These formulas can be used to define a gl(n)-
module structure on some infinite-dimensional modules - the so-called generic
Gelfand-Tsetlin modules. The generic Gelfand-Tsetlin modules are convenient
to work with since for every generic tableau there exists a unique irreducible
generic Gelfand-Tsetlin module containing this tableau as a basis element.
In this paper we initiate the systematic study of a large class of non-generic
Gelfand-Tsetlin modules - the class of 1-singular Gelfand-Tsetlin modules.
An explicit tableaux realization and the action of gl(n) on these modules is
provided using a new construction which we call derivative tableaux. Our
construction of 1-singular modules provides a large family of new irreducible
Gelfand-Tsetlin modules of gl(n), and is a part of the classification of all such
irreducible modules for n = 3.
1. Introduction
A recent major breakthrough in the representation theory was the classifica-
tion of the irreducible weight modules with finite weight multiplicities of all finite-
dimensional reductive complex Lie algebras. The classification result was ob-
tained in two steps: first in [6], using parabolic induction functors, the problem
was reduced to simple Lie algebras of type A and C; and then in [20], the clas-
sification was completed and an explicit realization of the irreducibles was ob-
tained. Recall that M is weight module of a Lie algebra g with fixed Cartan
subalgebra h if M is h-diagonalizable, and that the dimension of the weight space
Mλ = {v ∈M | hv = λ(h)v (∀h ∈ h)} is called the weight multiplicity of λ ∈ h∗.
On the other hand, the problem of classifying all irreducible weight modules (pos-
sibly with infinite weight multiplicities) is still largely open. A natural large class
of such modules consists of the so-called Gelfand-Tsetlin modules. The Gelfand-
Tsetlin modules are defined by generalizing a classical construction of Gelfand and
Tsetlin that provides a convenient basis for every simple finite dimensional repre-
sentation of a simple classical Lie algebra. The theory of general Gelfand-Tsetlin
modules, especially for Lie algebras of type A, has attracted considerable attention
in the last 30 years and have been studied in [2], [3], [13], [21], [22], [23], [27], among
others.
In this paper we consider Gelfand-Tsetlin modules for Lie algebras of type A
and for simplicity work with gl(n) instead of sl(n). The Gelfand-Tsetlin modules of
gl(n) by definition are modules that admit a basis of common eigenvectors of a fixed
maximal commutative subalgebra Γ of the universal enveloping algebra U(gl(n)) of
gl(n). The algebra Γ is called the Gelfand-Tsetlin subalgebra of U(gl(n)) and has
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numerous applications that extend beyond the theory of Gelfand-Tsetlin modules.
Gelfand-Tsetlin subalgebras were considered in [26] in connection with subalge-
bras of maximal Gelfand-Kirillov dimension in the universal enveloping algebra of
a simple Lie algebra. Furthermore, these subalgebras are related to: general hy-
pergeometric functions on the complex Lie group GL(n), [14],[15]; solutions of the
Euler equation, [26]; and problems in classical mechanics in general, [16], [17].
It is well known that the Gelfand-Tsetlin subalgebra Γ has a simple spectrum
on any irreducible finite-dimensional module, that is, the characters of Γ separate
the basis elements of such module. However, this property does not longer hold for
infinite-dimensional Gelfand-Tsetlin modules, in which case Gelfand-Tsetlin charac-
ters may occur with multiplicities. These Gelfand-Tsetlin multiplicities are always
finite by [24], and bounded by [9]. The so-called generic Gelfand-Tsetlin modules
(for the explicit definition see Section 3) have the convenient property that all their
Gelfand-Tsetlin multiplicities are 1. Gelfand-Tsetlin modules with multiplicities 1
have been studied in several papers. In [12], using the classical Gelfand-Tsetlin for-
mulas, a Gelfand-Tsetlin basis was constructed for some of these modules. Later,
in [18, 19] the construction of [12] was extended to all such modules for n = 3.
The existence of higher Gelfand-Tsetlin multiplicities is a major obstacle to study
and explicitly construct tableaux-type basis for such modules in general. So far,
the only known examples of Gelfand-Tsetlin modules with higher multiplicities and
with basis of tableaux, are examples of Verma modules considered in [5].
In this paper we initiate the systematic study of non-generic Gelfand-Tsetlin
modules, i.e. of singular Gelfand-Tsetlin modules. Singular modules are those
for which the denominators in the Gelfand-Tsetlin formulas may vanish, and we
focus on the case of 1-singular modules, that is, the case when only simple poles are
allowed. In order to deal with the singularities of the coefficients we introduce a new
type of tableaux - the derivative Gelfand-Tsetlin tableaux, or simply, the derivative
tableaux. We expect that the derivative tableaux construction can be extended to
more general singular Gelfand-Tsetlin modules using differential operators of higher
order.
The main results of present paper can be separated into two components:
(1) With the aid of the derivative tableaux we construct a universal Gelfand-
Tsetlin module for any 1-singular Gelfand-Tsetlin character. This is achieved by
providing an explicit tableaux-type basis and defining the action of the generators
of gl(n) in the spirit of the original work of Gelfand and Tsetlin. Our construction
extends and generalize the previous works on finite-dimensional and on generic
Gelfand-Tsetlin modules. The universal 1-singular Gelfand-Tsetlin modules have
finite length and most of their irreducible subquotients are examples of irreducible
singular Gelfand-Tsetlin gl(n)-modules that are previously not known. We also
obtain a condition for the universal module to be irreducible.
(2) We show that for any 1-singular Gelfand-Tsetlin character there exist at most
two non-isomorphic irreducible Gelfand-Tsetlin modules with that character, and
that the corresponding Gelfand-Tsetlin multiplicity of this character in any of the
two modules is at most 2. We prove that, except for one case, every irreducible 1-
singular Gelfand-Tsetlin module is a subquotient of a universal derivative tableaux
Gelfand-Tsetlin module. This single case occurs when the universal module has two
isomorphic irreducible subquotients. We conjecture that even in that single case
the realization of the irreducibles as subquotients of universal derivative tableaux
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modules remain valid. This conjecture is true in the case of gl(3) as we show in the
forthcoming paper [10]. In particular, with the aid of derivative tableaux, we obtain
a classification and explicit tableaux realization of all irreducible Gelfand-Tsetlin
gl(3)-modules.
The paper is organized as follows. In Section 3 we recall the classical construction
of Gelfand and Tsetlin and collect important properties for the generic Gelfand-
Tsetlin modules. In this section we also rewrite the Gelfand-Tsetlin formulas in
terms of permutations. In Section 4 we introduce our new construction - the deriv-
ative tableaux and prove that the space V (T (v¯)) spanned by the (usual) tableaux
T (v¯ + z) and the derivative tableaux DT (v¯ + z) associated to a 1-singular vector
v¯ has a gl(n)-module structure. The proof that this gl(n)-module is a 1-singular
Gelfand-Tsetlin module is included in Section 5, where explicit formulas for the
action of the Gelfand-Tsetlin subalgebra on V (T (v¯)) are obtained. In Section 6
we obtain a condition for the irreducibility of V (T (v¯)). In Section 7 we show that
there are at most two Gelfand-Tsetlin modules associated with a fixed 1-singular
Gelfand-Tsetlin character and show that, except for one case, every irreducible 1-
singular Gelfand-Tsetlin module is a subquotient of V (T (v¯)) for some v¯. In the last
section, the appendix, we prove some technical results that are needed in Section
4.
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(2011/21621-8) and by NSA grant H98230-13-1-0245. L.E.R. is supported by
Fapesp grant (2012/23450-9).
2. Conventions and notation
The ground field will be C. For a ∈ Z, we write Z≥a for the set of all integers m
such that m ≥ a. We fix an integer n ≥ 2. By gl(n) we denote the general linear
Lie algebra consisting of all n× n complex matrices, and by {Ei,j | 1 ≤ i, j ≤ n} -
the standard basis of gl(n) of elementary matrices. We fix the standard triangular
decomposition and the corresponding basis of simple roots of gl(n). The weights of
gl(n) will be written as n-tuples (λ1, ..., λn).
For a Lie algebra a by U(a) we denote the universal enveloping algebra of a.
Throughout the paper U = U(gl(n)). For a commutative ring R, by SpecmR we
denote the set of maximal ideals of R.
We will write the vectors in C
n(n+1)
2 in the following form:
z = (zn1, ..., znn|zn−1,1, ..., zn−1,n−1| · · · |z21, z22|z11).
For 1 ≤ j ≤ i ≤ n, δij ∈ Z
n(n+1)
2 is defined by (δij)ij = 1 and all other (δ
ij)kℓ are
zero.
For i > 0 by Si we denote the ith symmetric group. By (k, ℓ) we denote the
transposition of Sn switching k and ℓ. Throughout the paper we set G := Sn×· · ·×
S1 and Qn := 1!2! . . . (n − 1)! Every element σ in G will be written as an n-tuple
(σ[n], ..., σ[1]) for permutations σ[i] ∈ Si.
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3. Gelfand-Tsetlin modules
3.1. Definitions. Recall that U = U(gl(n)). Let for m 6 n, glm be the Lie
subalgebra of gl(n) spanned by {Eij | i, j = 1, . . . ,m}. Then we have the following
chain
gl1 ⊂ gl2 ⊂ . . . ⊂ gln,
which induces the chain U1 ⊂ U2 ⊂ . . . ⊂ Un of the universal enveloping algebras
Um = U(glm), 1 ≤ m ≤ n. Let Zm be the center of Um. Then Zm is the polynomial
algebra in the m variables {cmk | k = 1, . . . ,m},
(1) cmk =
∑
(i1,...,ik)∈{1,...,m}k
Ei1i2Ei2i3 . . . Eiki1 .
Following [4], we call the subalgebra of U generated by {Zm |m = 1, . . . , n} the
(standard) Gelfand-Tsetlin subalgebra of U and will be denoted by Γ. In fact, Γ is
the polynomial algebra in the
n(n+ 1)
2
variables {cij | 1 6 j 6 i 6 n} ([27]). Let Λ
be the polynomial algebra in the variables {λij | 1 6 j 6 i 6 n}.
Let ı : Γ−→ Λ be the embedding defined by ı(cmk) = γmk(λ), where
(2) γmk(λ) :=
m∑
i=1
(λmi +m− 1)
k
∏
j 6=i
(
1−
1
λmi − λmj
)
.
The image of ı coincides with the subalgebra of G-invariant polynomials in Λ ([27])
which we identify with Γ. Note that Λ is the integral closure of Γ in L. Then we
have a surjective map π : SpecmΛ→ SpecmΓ. If π(ℓ) = m for some ℓ ∈ SpecmΛ,
then we write ℓ = ℓm and say that ℓm is lying over m.
Denote by K be the field of fractions of Γ. Let L be the fraction field of Λ.
Let M be the free abelian group generated by δij , 1 6 j 6 i 6 n − 1. Clearly,
SpecmΛ ≃ C
n(n+1)
2 and M ≃ Z
n(n−1)
2 . Then G acts naturally on SpecmΛ by
conjugation and M acts on SpecmΛ by the corresponding shift: δij · ℓ = ℓ + δij ,
δij ∈ M. We have LG = K, ΛG = Γ and G = G(L/K) is the Galois group of the
field extension K ⊂ L.
Definition 3.1. A finitely generated U -module M is called a Gelfand-Tsetlin mod-
ule (with respect to Γ) if M splits into a direct sum of Γ-modules:
M =
⊕
m∈SpecmΓ
M(m),
where
M(m) = {v ∈M |mkv = 0 for some k ≥ 0}.
Identifying m with the homomorphism χ : Γ → C with Kerχ = m, we will call
m a Gelfand-Tsetlin character of M if M(m) 6= 0, and dimM(m) - the Gelfand-
Tsetlin multiplicity of m. The Gelfand-Tsetlin support of a Gelfand-Tsetlin module
M is the set of all Gelfand-Tsetlin characters of M . We will often call Gelfand-
Tsetlin character, Gelfand-Tsetlin multiplicity, and Gelfand-Tsetlin support simply
character, multiplicity, and support, respectively.
Note that any irreducible Gelfand-Tsetlin module over gl(n) is a weight module
with respect to the standard Cartan subalgebra h spanned by Eii, i = 1, . . . , n.
The converse is not true in general (except for n = 2), i.e. an irreducible weight
module M need not to be Gelfand-Tsetlin. However, it is the case when the weight
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multiplicities of M are finite. In particular, every highest weight module or, more
generally, every module from the category O is a Gelfand-Tsetlin module.
3.2. Preliminaries. In this subsection we collect some general results on Gelfand-
Tsetlin modules. The first two theorems follow from the fact that U is a Galois
order with respect to Γ, [8]. Another important fact used in the proofs is that U is
free as a left and as a right Γ-module, [24].
The inequality in the next theorem follows by Lemma 4.1(c) and Theorem 4.12(c)
in [9]. Note that, as proved in [9, §4], the set on the right hand side of the inequality
does not depend on the choice of ℓm.
Theorem 3.2. Let M 6= 0 be a Gelfand-Tsetlin gl(n)-module, and let m ∈ SpecmΓ
be in the support of M such that M is generated by x ∈M(m) and mx = 0. Then,
for each n in the support of M
dimM(n) ≤ |{φ ∈ M | π(φℓm) = n}|.
Recall Qn = 1!2! . . . (n− 1)!.
Theorem 3.3 ([9], Corollary 5.3). Let m ∈ SpecmΓ. Then
(i) If M is a U -module generated by some x ∈ M(m) (in particular for an
irreducible module), then
dimM(m) ≤ Qn.
(ii) The number of isomorphism classes of irreducible U -modules N such that
N(m) 6= 0 is always nonzero and does not exceed Qn.
The theorem above shows that the elements of SpecmΓ classify the irreducible
gl(n)-modules (and, hence, irreducible sl(n)-modules) up to some finiteness.
The following result will be used in Sections 5 and 7.
Lemma 3.4. Let m ∈ SpecmΓ and M be a gl(n)-module generated by a nonzero
element v ∈M(m). Then M is a Gelfand-Tsetlin module.
Proof. Recall that a commutative subalgebra A of some associative algebra B is
a Harish-Chandra subalgebra, if for any b ∈ B, the A−bimodule AbA is finitely
generated both as a left and as a right A-module (for details see [4]). By Corollary
5.4 and Proposition 7.2 in [8], the Gelfand-Tsetlin subalgebra Γ is a Harish-Chandra
subalgebra of U .
Let z1, . . . , zm, m =
n(n+1)
2 , be a set of generators of Γ. Then there exist
polynomials fj ∈ C[x], j = 1, . . . ,m such that fj(zj)v = 0 for all j. Let z be any
generator of Γ. Since Γ is a Harish-Chandra subalgebra, there exist γ1, . . . , γs ∈ Γ
such that for any large power N of z we can write
zNEi,i+1 =
s∑
j=1
γiEi,i+1gj,
for any i and for some gj ∈ Γ. Using this and the fact that there are only finitely
many linearly independent elements in the set
{ztii v|ti ∈ Z≥0, i = 1, . . . ,m},
we conclude that hi(z)Ei,i+1v = 0 for each i and some polynomial hi ∈ C[x].
We apply similar reasoning for Ei,i−1v. The computation for Eiiv is trivial since
Eii ∈ Γ, which completes the proof. 
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3.3. Finite dimensional modules for gl(n). In this section we recall a classical
result of Gelfand and Tsetlin which provides an explicit basis for every irreducible
finite dimensional gl(n)-module.
Definition 3.5. The following array [T ] with complex entries {tij : 1 ≤ j ≤ i ≤ n}
tn1 tn2 · · · tn,n−1 tnn
tn−1,1 · · · tn−1,n−1
· · · · · · · · ·
t21 t22
t11
is called a Gelfand-Tsetlin tableau.
We will often identify [T ] with an element of C
n(n+1)
2 ≃ SpecmΛ and write
[T ] = (tn1, ..., tnn|...|t21, t22|t11) or simply [T ] = (tij). In particular we consider δij
and ℓm defined in the previous section as Gelfand-Tsetlin tableaux.
A Gelfand-Tsetlin tableau (tij) is called standard if:
tki − tk−1,i ∈ Z≥0 and tk−1,i − tk,i+1 ∈ Z>0, for all 1 ≤ i ≤ k ≤ n− 1.
Note that, for sake of convenience, the second condition above is slightly different
from the original condition in [13].
Theorem 3.6 ([13], [27]). Let L(λ) be the finite dimensional irreducible module
over gl(n) of highest weight λ = (λ1, . . . , λn). Then there exists a basis of L(λ)
consisting of all standard tableaux [T ] = (tn1, ..., tnn|...|t21, t22|t11) with fixed top
row tn1 = λ1, tn2 = λ2 − 1, . . . , tnn = λn − n + 1. Moreover, the action of the
generators of gl(n) on L(λ) is given by the Gelfand-Tsetlin formulas:
Ek,k+1([T ]) = −
k∑
i=1
(∏k+1
j=1 (tki − tk+1,j)∏k
j 6=i(tki − tkj)
)
[T + δki],
Ek+1,k([T ]) =
k∑
i=1
(∏k−1
j=1 (tki − tk−1,j)∏k
j 6=i(tki − tkj)
)
[T − δki],
Ekk([T ]) =
(
k∑
i=1
(tki + i− 1)−
k−1∑
i=1
(tk−1,i + i− 1)
)
[T ],
where [T ± δki] is the tableau obtained by [T ] adding ±1 to the (k, i)-th entry of
[T ]. If the new tableau [T ± δki] is not standard, then the corresponding summand
of Ek,k+1([T ]) or Ek+1,k([T ]) is zero by definition. Furthermore, for s ≤ r,
(3) crs([T ]) = γrs(t)[T ],
where γrs are defined in (2).
One immediate consequence of the above theorem is that the algebra Γ acts
semisimply on any finite dimensional irreducible module L(λ). Moreover, L(λ) has
a simple spectrum, that is, all Gelfand-Tsetlin multiplicities are 1.
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3.4. Generic Gelfand-Tsetlin modules. Observing that the coefficients in the
Gelfand-Tsetlin formulas in Theorem 3.6 are rational functions on the entries of the
tableaux, it is natural to extend the Gelfand-Tsetlin construction to more general
modules. In the case when all denominators are nonintegers, one can use the
same formulas and define a new class of infinite dimensional gl(n)-modules: generic
Gelfand-Tsetlin modules (cf. [4], Section 2.3).
Definition 3.7. A Gelfand-Tsetlin tableau [T ] = (tij) is called generic if trs−tru /∈
Z for each 1 ≤ s < u ≤ r ≤ n− 1.
Theorem 3.8 ([4], Section 2.3). Let [T ] = (tij) be a generic Gelfand-Tsetlin
tableau. Denote by V ([T ]) the set of all Gelfand-Tsetlin tableaux [L] = (lij) satis-
fying lnj = tnj, lij − tij ∈ Z for , 1 ≤ j ≤ i ≤ n.
(i) The vector space with basis V ([T ]) has a structure of a gl(n)-module with
action of the generators of gl(n) given by the Gelfand-Tsetlin formulas.
(ii) The action of the generators of Γ on the basis elements of V ([T ]) is given
by (3).
(iii) The module defined in (i) is a Gelfand-Tsetlin module all of whose Gelfand-
Tsetlin multiplicities are 1.
Note that since [T ] is generic all denominators of Ek,k+1([T ]) and Ek+1,k([T ]),
[T ] ∈ V ([L]), are nonzero, so the condition that the summands corresponding to
nonstandard tableaux are zero in Theorem 3.8 is not needed. By a slight abuse of
notation we will denote the module constructed in Theorem 3.8 by V ([T ]) and will
call it the universal generic Gelfand-Tsetlin module associated with [T ]. Note that
V ([T ]) need not to be irreducible. Because Γ has simple spectrum on V ([T ]) for
[L] in V ([T ]) we may define the irreducible gl(n)-module in V ([T ]) containing [L]
to be the subquotient of V ([T ]) containing [L] (see Remark 3.11 below). A basis
for the irreducible subquotients of V ([T ]) can be described as follows.
Definition 3.9. Let [T ] = (tij) be a fixed Gelfand-Tsetlin tableau. For any [L] =
(lij) ∈ V ([T ]), and for any 1 < r ≤ n, 1 ≤ s ≤ r and 1 ≤ u ≤ r − 1 we define:
Ω+([L]) := {(r, s, u) : lrs − lr−1,u ∈ Z≥0}
The following theorem is a subject of a direct verification. Details can be found
in [11]
Theorem 3.10. Let [T ] be a generic tableau and let [L] be a tableau in V ([T ]).
Then the following hold.
(i) The submodule of V ([T ]) generated by [L] has basis
N ([L]) := {[R] ∈ V ([T ]) : Ω+([L]) ⊆ Ω+([R])};
(ii) The irreducible gl(n)-module in V ([T ]) containing [L] has basis
I([L]) := {[R] ∈ V ([T ]) : Ω+([L]) = Ω+([R])}.
The action of gl(n) on both N ([L]) and I([L]) is given by the Gelfand-Tsetlin
formulas.
Remark 3.11. The module V ([T ]) has finite length. Indeed, V ([T ]) is generated
by any tableau [L] ∈ V ([T ]) such that Ω+([L]) = ∅. Then, since V ([T ]) is a cyclic
module, it is a quotient of U/Um for some generic m. By Theorem 4.14 in [9], the
module U/Um (and hence V ([T ]) itself) has finite length.
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3.5. Gelfand-Tsetlin formulas in terms of permutations. In this subsection
we rewrite and generalize the Gelfand-Tsetlin formulas in Theorem 3.6 in convenient
for us terms.
For a vector v = (vn1, ..., vnn| · · · |v11) in C
n(n+1)
2 , by [T (v)], or simply by T (v),
we will denote the corresponding to v Gelfand-Tsetlin tableau. Let us call v in
C
n(n+1)
2 generic if T (v) is a generic Gelfand-Tsetlin tableau, and denote by C
n(n+1)
2
gen
the set of all generic vectors in C
n(n+1)
2 .
Let S˜m denotes the subset of Sm consisting of the transpositions (1, i), i =
1, ...,m. For ℓ < m, set Φℓm = S˜m−1 × · · · × S˜ℓ. For ℓ > m we set Φℓm = Φmℓ.
Finally we let Φℓℓ = {Id}. Every σ in Φℓm will be written as a |ℓ − m|-tuple of
transpositions σ[t] (recall that σ[t] is the t-th component of σ). Also, we consider
every σ ∈ Φℓm as an element of G = Sn × · · · × S1 by letting σ[t] = Id whenever
t < min(ℓ,m) or t > max(ℓ,m)− 1.
Remark 3.12. Recall that in order to have well defined action of Φℓm on C
n(n+1)
2 ,
for w ∈ C
n(n+1)
2 and σ ∈ Φℓm, we set
σ(w) := (wn,σ−1[n](1), . . . , wn,σ−1[n](1)| . . . |w1,σ−1[1](1)).
Definition 3.13. Let 1 ≤ r < s ≤ n. Set
εrs := δ
r,1 + δr+1,1 + . . .+ δs−1,1 ∈ C
n(n+1)
2 .
Furthermore, define εrr = 0 and εsr = −εrs.
Definition 3.14. For each generic vector w and any 1 ≤ r, s ≤ n we define
ers(w) :=

s−2∏
j=r
e
(+)
j (w)
 es−1,s(w) if r < s
es+1,s(w)
 r∏
j=s+2
e
(−)
j (w)
 if r > s∑r
i=1(wri + i− 1)−
∑r−1
i=1 (wr−1,i + i− 1) if r = s,
where
e
(+)
t (w) :=
∏t+1
j 6=1(wt1 − wt+1,j)∏t
j 6=1(wt1 − wtj)
; e
(−)
t+1(w) :=
∏t−1
j 6=1(wt1 − wt−1,j)∏t
j 6=1(wt1 − wtj)
ek,k+1(w) := −
∏k+1
j=1 (wk1 − wk+1,j)∏k
j 6=1(wk1 − wkj)
; ek+1,k(w) :=
∏k−1
j=1 (wk1 − wk−1,j)∏k
j 6=1(wk1 − wkj)
.
It is not difficult to prove the following generic module version of Theorem 3.6
(see also Theorem 2 in [22]).
Proposition 3.15. Let v ∈ C
n(n+1)
2
gen . The Gelfand-Tsetlin formulas for the generic
Gelfand Tsetlin gl(n)-module V (T (v)) can be written as follows:
Eℓm(T (v + z)) =
∑
σ∈Φℓm
eℓm(σ(v + z))T (v + z + σ(εℓm)),
for z ∈ Z
n(n+1)
2 and 1 ≤ m ≤ ℓ ≤ n.
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4. Derivative Tableaux
In this section we consider tableaux T (v) in C
n(n+1)
2 with fixed first row vnm =
am, m = 1, ..., n. For this reason we will assume that the corresponding vectors v
are in C
n(n−1)
2 . The goal is to introduce a new notion of tableaux, called derivative
tableaux, and to define a module structure on the space spanned by all regular and
derivative tableaux.
4.1. Singular tableaux.
Definition 4.1. A vector v ∈ C
n(n−1)
2 will be called singular if there exist 1 ≤
s < t ≤ r ≤ n − 1 such that vrs − vrt ∈ Z. The vector v will be called m-singular
if for i = 1, ...,m, there exist ri, si, ti with 1 ≤ si < ti ≤ ri ≤ n − 1 such that
vrisi − vriti ∈ Z for all i = 1, . . . ,m and vrs − vrt /∈ Z for all (r, s, t) 6= (ri, si, ti),
i = 1, . . . ,m. By defintion, every generic vector is 0-singular.
From now on we fix (i, j, k) such that 1 ≤ i < j ≤ k ≤ n − 1. By H = Hkij we
denote the hyperplane vki−vkj = 0 in C
n(n−1)
2 and let H = H
k
ij be the subset of all
v in C
n(n−1)
2 such that vtr 6= vts for all triples (t, r, s) except for (t, r, s) = (k, i, j).
From now on we fix v¯ in H such that v¯ki = v¯kj and all other differences vmr − vms
are noninteger. In other words, v¯ ∈ H and v¯ + Z
n(n−1)
2 ⊂ H. In particular, v¯
is a 1-singular vector. A character χ and n = Kerχ are called 1-singular if ℓn is
1-singular for one choice (hence for all choices) of ℓn. A Gelfand-Tsetlin module M
will be called 1-singular Gelfand-Tsetlin module if M(n) 6= 0 for some 1-singular
n ∈ SpecmΓ.
Our goal is to define a module V (T (v¯)) whose support contains the set of tableaux{
T (v¯ + w) | w ∈ Z
n(n−1)
2
}
. This module will be our universal 1-singular Gelfand-
Tsetlin module. In order to define V (T (v¯)) we first introduce a family Vgen of
generic Gelfand-Tsetlin modules as follows.
Since for a generic v, V (T (v)) = V (T (v′)) whenever v − v′ ∈ Z
n(n−1)
2 , we may
define V (T (v)) for v in the (generic) complex torus T = C
n(n−1)
2
gen /Z
n(n−1)
2 . We will
take a direct sum of such generic V (T (v)) by choosing representatives w +Z
n(n−1)
2
of w in T as “close” as possible to v¯ as follows.
Definition 4.2. For w ∈ C
n(n−1)
2
gen , let ⌊Re(v¯ − w)⌋ be the vector in C
n(n−1)
2 whose
(r, s)th component is ⌊Re(v¯rs−wrs)⌋ (the integer part of the real part of v¯rs−wrs).
We set
S :=
{
w + ⌊Re(v¯ − w)⌋ | w ∈ C
n(n−1)
2
gen
}
.
Remark 4.3. The elements in S are as close as possible to v¯ in the following sense.
If v¯[w] := w + ⌊Re(v¯ − w)⌋, then ⌊Re(v¯rs − v¯[w]rs)⌋ = 0 for any r, s. Actually, if
u ∈ w + Z
n(n−1)
2 , and ⌊Re(vrs − urs)⌋ = 0 for any r, s, then we have u = v¯[w].
Now define the generic family of modules Vgen :=
⊕
v∈S V (T (v)).
Denote by F the space of rational functions on vℓm, 1 ≤ m ≤ ℓ ≤ n, with poles
on the hyperplanes vrs − vrt = 0, and by Fij the subspace of F consisting of all
functions that are smooth on H. Then F ⊗ Vgen is a gl(n)-module with the trivial
action on F .
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4.2. The space of derivative tableaux. From now on by τ we denote the element
in Sn−1× · · · ×S1 such that τ [k] is the transposition (i, j) and all other τ [t] are Id.
In particular w ∈ H if and only if τ(w) = w.
Since v¯ is a 1-singular vector, the generators of Γ acts in the same way on
T (v¯ + z) and T (v¯ + τ(z)), with some abuse of notation we will write T (v¯ + z) −
T (v¯ + τ(z)) = 0. We first introduce formally new tableaux DijT (v¯ + z) for every
z ∈ Z
n(n−1)
2 subject to the relationsDijT (v¯+z)+DijT (v¯+τ(z)) = 0 or, equivalently,
DijT (u) + DijT (τ(u)) = 0 for all u in v¯ + Z
n(n−1)
2 . We call DijT (u) the derivative
Gelfand-Tsetlin tableau associated with u.
Now, define V (T (v¯)) to be the space spanned by {T (v¯ + z), DijT (v¯ + z) | z ∈
Z
n(n−1)
2 }. Note that this set is not a basis since T (v¯ + z) − T (v¯ + τ(z)) = 0,
DijT (v¯ + z) +DijT (v¯ + τ(z)) = 0. A basis of V (T (v¯)) is for example the set
{T (v¯ + z),DijT (v¯ + w) | zki ≤ zkj , wki > wkj}.
Set V ′ = V (T (v¯))⊕Vgen. Define the evaluation map ev(v¯) : Fij⊗V ′ → V ′, which
is linear and
fT (v + z) 7→ f(v¯)T (v¯ + z), fDijT (v¯ + z) 7→ f(v¯)DijT (v¯ + z),
for z ∈ Z
n(n−1)
2 , f ∈ Fij and v ∈ S.
Finally, let Dv¯ij : Fij ⊗ V (T (v))→ V (T (v¯)) be the linear map defined by
Dv¯ij(fT (v + z)) = D
v¯
ij(f)T (v¯ + z) + f(v¯)DijT (v¯ + z),
where Dv¯ij(f) =
1
2
(
∂f
∂vki
− ∂f
∂vkj
)
(v¯). In other words, this is the map Dv¯ij ⊗ ev(v¯) +
ev(v¯) ⊗ Dv¯ij . This map certainly extends to a linear map Fij ⊗ Vgen → V (T (v¯))
which we will also denote by Dv¯ij . In particular, D
v¯
ij(T (v + z)) = Dij(T (v¯ + z)).
Remark 4.4. The operator Dv¯ij : Vgen → V (T (v¯)) can be considered as a formal
derivation. Namely, for v ∈ C
n(n+1)
2 and z ∈ Z
n(n−1)
2 , Dv¯ijT (v + z) is the formal
limit of T (v+z)−T (v+τ(z))
vki−vkj
when v → v¯.
4.3. Module structure on V (T (v¯)). From now on we set for convenience Dv¯ =
Dv¯ij, DT (v¯ + z) = D
v¯
ij(T (v + z)) = DijT (v¯ + z) , x = vki, and y = vkj .
We define the action of gl(n) on the generators of V (T (v¯)) as follows:
Ers(T (v¯ + z)) = D
v¯((x− y)Ers(T (v + z)))
Ers(DT (v¯ + w))) = D
v¯(Ers(T (v + w))),
where v is a generic vector, z, w ∈ Z
n(n−1)
2 with w 6= τ(w). One should note that
(x− y)Emn(T (v + z)) and Emn(T (v +w)) are in Fij ⊗ V (T (v)), so the right hand
sides in the above formulas are well defined.
The following proposition is proved in §8.2.
Proposition 4.5. Let v be generic and z ∈ Z
n(n−1)
2 .
(i) Dv¯((x − y)ErsT (v + z)) = Dv¯((x − y)ErsT (v + τ(z))) for all z.
(ii) Dv(ErsT (v + z)) = −Dv¯(ErsT (v + τ(z))) for all z such that τ(z) 6= z.
Now, with the aid of Proposition 4.5 we define ErsF for any F ∈ Fij ⊗V (T (v¯)).
Then, using linearity we define gF for any g ∈ gl(n) and F ∈ Fij ⊗ V ′. It remains
to prove that this well-defined action endows V (T (v¯)), and hence Fij ⊗ V ′, with a
gl(n)-module structure.
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Lemma 4.6. Let g ∈ gl(n).
(i) g(T (v + z)) = ev(v)g(T (v + z)) whenever τ(z) 6= z.
(ii) Dvg(F ) = gDv(F ) if F and g(F ) are in Fij ⊗ Vgen.
(iii) Dv((x − y)g(F )) = g(ev(v)F ) if F ∈ Fij ⊗ Vgen.
Proof. Since Dv is linear, it is enough to show each of the statements for g = Ers
and F = fT (v + z) with generic v and f ∈ Fij .
(i) Since τ(z) 6= z, ers(σ(v + z)) ∈ Fij for all σ ∈ Φrs. Thus
Ers(T (v + z)) = D
v¯((x− y)Ers(T (v + z)))
= Dv¯
( ∑
σ∈Φrs
(x− y)ers(σ(v + z))T (v + z + σ(εrs))
)
=
∑
σ∈Φrs
ev(v¯) (ers(σ(v + z))T (v + z + σ(εrs)))
= ev(v)Ers(T (v + z)).
(ii) Using (i) and the facts that Ers(T (v+z)) is in Fij⊗V and Ers(DT (v¯+w)) =
Dv(Ers(T (v + w))) we have
DvErs(fT (v+z))−ErsD
v(fT (v+z)) = Dv(f) (ev(v)Ers(T (v + z))− Ers(T (v + z))) = 0.
(iii) Taking into consideration that ev(v) ((x − y)Ers(T (v + z))) = 0, we have
Dv ((x− y)Ers(fT (v + z))) = f(v)D
v ((x− y)Ers(T (v + z)))
= Ers(ev(v)fT (v + z)).

Proposition 4.7. Let g1, g2 ∈ gl(n). Then
[g1, g2](T (v + z)) = g1(g2(T (v + z)))− g2(g1(T (v + z))).
Proof. We have that gtT (v + z) = Dv(Gt) where Gt = (x − y)gt(T (v + z)) is in
Fij ⊗ V (T (v)) for t = 1, 2. Hence
g1(g2(T (v + z)))− g2(g1(T (v + z))) = g1D
v(G2)− g2D
v(G1)
= Dv(g1G2)−D
v(g2G1)
= Dv ((x− y)(g1g2 − g2g1)T (v + z))
= (g1g2 − g2g1)T (v + z)
by Lemma 4.6(i) and definitions. 
The following proposition is proved in §8.3.
Proposition 4.8. Let g1, g2 ∈ gl(n) and τ(z) 6= z. Then
(4) [g1, g2](DT (v¯ + z)) = g1(g2(DT (v¯ + z)))− g2(g1(DT (v¯ + z))).
Combining Propositions 4.7 and 4.8 we obtain the following.
Theorem 4.9. If v¯ is an 1-singular vector in C
n(n−1)
2 , then V (T (v¯)) is a gl(n)-
module.
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5. Action of the Gelfand-Tsetlin subalgebra of gl(n) on the module
V (T (v¯))
Recall that γrs(w) =
∑r
i=1(wri + r − 1)
s
∏
j 6=i
(
1− 1
wri−wrj
)
is a symmetric
polynomial in wr1, . . . , wrr of degree s, and that {γr1, . . . , γrr} generate the algebra
of symmetric polynomials in wr1, . . . , wrr.
Also, recall that for a generic vector v and z ∈ Z
n(n−1)
2 , we have
crs(T (v + z)) = γrs(v + z)T (v + z),
where crs are the generators of Γ defined in (1). Recall the fixed set of representa-
tives S from Definition 4.2.
Lemma 5.1. Let v be any nonzero generic vector in S such that vki = x and
vkj = y.
(i) If z ∈ Z
n(n−1)
2 is such that |zki − zkj | ≥ n −m for some 0 ≤ m ≤ n, then
for each 1 ≤ r ≤ s ≤ n−m we have:
(a) crs(T (v¯ + z)) = Dv((x − y)crs(T (v + z))),
(b) crs(DT (v¯ + z))) = Dv(crs(T (v + z))) if z 6= τ(z),
(ii) If 1 ≤ s ≤ r ≤ k and z ∈ Z
n(n−1)
2 then the action of crs on T (v¯ + z) and
DT (v¯ + z)) is defined by the formulas in (i).
Proof. (i) By the hypothesis |zki − zkj | ≥ n − m, the coefficients that appear
in the decompositions of the vectors (x− y)Eis,i1(T (v + z)), Eis,i1(T (v + z))
(z 6= τ(z)), (x − y)Eit,it+1 . . . Eis,i1(T (v + z)) and Eit,it+1 . . . Eis,i1(T (v + z))
(z 6= τ(z)) for 1 ≤ t ≤ s− 1 are all in Fij .
(a) For each (i1, . . . , is) ∈ {1, . . . , r}s we have (x− y)Eis,i1(T (v+ z)) ∈ Fij ⊗
Vgen and for each 1 ≤ t ≤ s−1, we have (x−y)Eit,it+1 . . . Eis,i1(T (v+z)) ∈
Fij ⊗ Vgen. Then the statement follows from Lemma 4.6(ii).
(b) If z 6= τ(z) then for each (i1, . . . , is) ∈ {1, . . . , r}
s, Eisi1(T (v + z)) ∈
Fij⊗Vgen and for each 1 ≤ t ≤ s−1, Eitit+1 . . . Eisi1(T (v+z)) ∈ Fij⊗Vgen.
Hence we can use Lemma 4.6(ii).
(ii) As 1 ≤ s ≤ r ≤ k then every tableau that appears in the decomposition of
(x−y)Eisi1(T (v+z)), Eisi1(T (v+z)) (z 6= τ(z)), (x−y)Eitit+1 . . . Eisi1(T (v+
z)) and Eitit+1 . . . Eisi1(T (v + z)) (z 6= τ(z)) for 1 ≤ t ≤ s − 1 has the same
(k, i)th and (k, j)th entries. So, all of the listed vectors are in Fij ⊗ Vgen and
using Lemma 4.6(ii) we complete the proof.

Lemma 5.2. If τ(z) 6= z then we have the following identities.
(i) ck2(T (v¯ + z)) = γk2(v¯ + z)T (v¯ + z)
(ii) (ck2 − γk2(v¯ + z))DT (v¯ + z) 6= 0.
(iii) (ck2 − γk2(v¯ + z))2DT (v¯ + z) = 0.
Proof. If w is a generic vector then ck2T (w) = γk2(w)T (w) where γk2(w) is a
quadratic symmetric polynomial in variables wk1, . . . , wkk.
(i) By Lemma 5.1(ii), we have
ck2(T (v¯ + z)) =D
v((x− y)ck2(T (v + z)))
=Dv((x− y)γk2(v + z)T (v + z))
=γk2(v¯ + z)T (v¯ + z)).
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(ii) Also by Lemma 5.1(ii) we have:
ck2(DT (v¯ + z))) =D
v(ck2(T (v + z)))
=Dv(γk2(v + z)T (v + z))
=Dv(γk2(v + z))T (v¯ + z)) + γk2(v¯ + z)DT (v¯ + z))
With Dv(γk2(v+z)) = 2a(zki−zkj) 6= 0 where a is the coefficient of (vki+zki)2
in γk2(v + z).
(iii) This part follows from (i) and (ii).

Lemma 5.3. Let Γk−1 be the subalgebra of Γ generated by {crs : 1 ≤ s ≤ r ≤ k−1}.
If z, z′ ∈ Z
n(n−1)
2 are such that zrs 6= z′rs for some 1 ≤ s ≤ r ≤ k − 1. Then, Γk−1
separates the tableaux T (v¯+z) and T (v¯+z′), that is, there exis c ∈ Γk−1 and γ ∈ C
such that (c− γ)T (v¯ + z) = 0 but (c− γ)T (v¯ + z′) 6= 0.
Proof. By Lemma 5.1(ii), we know that the action of the generators of Γk−1 on
T (v¯ + z) and T (v¯ + z′) is given by symmetric polynomials in the entries of rows
k − 1, . . . , 1. Assume the contrary, i.e. that T (v¯ + z) and T (v¯ + z′) have the same
character associated with the generators of Γk−1. Like in the generic case, the
latter implies that one of the tableaux is obtained from the other by the action
of an element in Sk−1 × · · · × S1. But the difference of the entries on the rows
k − 1, . . . , 1 of T (v¯ + z) and T (v¯ + z′) are integers. Hence, the tableaux must have
different characters which leads to a contradiction. 
For any m ∈ Z≥0 let Rm be the set of z ∈ Z
n(n−1)
2 such that |zki − zkj | = m.
Lemma 5.4. If z ∈ Rm then there exists z¯ ∈ Rm+1 such that T (v¯ + z) appears
with non-zero coefficient in the decomposition of Ek+1,k−tT (v¯ + z¯) for some t ∈
{0, 1, . . . , k − 1}.
Proof. If v¯ki = v¯kj = x and w = v¯+z then there exist l ∈ Z such that wki = x+m−l
and wkj = x− l. Let t be such that
wki + 1 = wk−1,sk−1 for some 1 ≤ sk−1 ≤ k − 1
wk−1,sk−1 + 1 = wk−2,sk−2 for some 1 ≤ sk−2 ≤ k − 2
...
...
wk−t+1,sk−t+1 + 1 = wk−t,sk−t for some 1 ≤ sk−t ≤ k − t
wk−t + 1 6= wk−t−1,s for any 1 ≤ s ≤ k − t− 1.
Then the coefficient of T (v¯ + z) in the decomposition of Ek+1,k−tT (v¯ + z¯) is not
zero, where z¯ = z + δki + δk−1,sk−1 + . . .+ δk−t,sk−t ∈ Rm+1. 
Remark 5.5. All tableaux that appear in the decomposition of Ek+1,k−tT (v¯ + z¯)
are of the form T (v¯ + z¯ + σ(εk+1,k−t)) for σ ∈ Φk+1,k−t. Furthermore, we have:
z¯ + σ(εk+1,k−t) ∈ Rm+2 if σ[k] = (1, j)
z¯ + σ(εk+1,k−t) ∈ Rm if σ[k] = (1, i)
z¯ + σ(εk+1,k−t) ∈ Rm+1 if σ[k] /∈ {(1, i), (1, j)}
In particular, all tableaux T (v¯+ z¯+σ(εk+1,k−t)) with z¯+σ(εk+1,k−t) ∈ Rm have the
same entries in rows k, . . . , n and two of these tableaux have at least one different
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entry in rows 1, . . . , k − 1. Therefore, by Lemma 5.3 all the tableaux T (v¯ + z¯ +
σ(εk+1,k−t)) with z¯ + σ(εk+1,k−t) ∈ Rm have different Gelfand-Tsetlin characters.
Theorem 5.6. The module V (T (v¯)) is an 1-singular Gelfand-Tsetlin module. More-
over for any z ∈ Z
n(n−1)
2 and any 1 ≤ r ≤ s ≤ n the following identities hold.
(i) crs(T (v¯ + z)) = Dv((x− y)crs(T (v + z)))
(ii) crs(DT (v¯ + z))) = Dv(crs(T (v + z))) if z 6= τ(z).
Proof. Let R≥n := ∪m≥nRm. For any z ∈ R≥n consider the submodule Wz of
V (T (v¯)) generated by T (v¯+ z). By Lemma 5.1(i)(a), T (v¯+ z) is a common eigen-
vector of all generators of Γ and thus Wz is a Gelfand-Tsetlin module by Lemma
3.4. Then W =
∑
z∈R≥n
Wz is also a Gelfand-Tsetlin module. We first show
that W contains all tableau T (v¯ + z) for any z ∈ Z
n(n−1)
2 . Indeed, assume that
|zki− zkj | = n− 1 and consider T (v¯+ z). Then, by Lemma 5.4 there exists z′ ∈ Rn
and a nonzero x ∈ glk+1 such that xT (v¯ + z
′) =
∑N
t=0 atT (v¯ + z
(t)), where at ∈ C,
z(0) = z and, |ztki − z
(t)
kj | ≥ n− 1.
Following Remark 5.5, we assume that N = 1 and z(0), z(1) ∈ Rn−1 without loss
of generality since z(m) in R≥n implies T (v¯+z
(m)) ∈ W . The action of all generators
{crs}1≤r≤s≤n−1 of Γ, except for the center of U , on T (v¯ + z) and T (v¯ + z(1)) is
determined by Lemma 5.1. Let c ∈ Γ be a central element and (c− γ)T (v¯+ z′) = 0
for some complex γ. Then (c−γ)xT (v¯+z′) = 0 = (c−γ)(a0T (v¯+z)+a1T (v¯+z
(1))).
Recall that by Lemma 5.3, there exists C ∈ Γk−1 which acts with different scalars
on T (v¯ + z) and T (v¯ + z(1)). Since C commutes with (c − γ), both T (v¯ + z) and
T (v¯ + z(1)) are in W . Moreover, (c− γ)T (v¯ + z) = (c− γ)T (v¯ + z(1)) = 0. Hence,
the action of Γ on any T (v¯ + z) with z ∈ Rn−1 is as in Lemma 5.1. Moreover,
T (v¯ + z) ∈ W for any z ∈ Rn−1. Next we consider a tableau T (v¯ + z) with
z ∈ Rn−2. Again by Lemma 5.4 one finds a nonzero y ∈ glk+1 and z
′ ∈ Rn−1 such
that yT (v¯+ z′) contains T (v¯+ z) and at most one other tableau. For all generators
of centers of U(glm)), m ≤ n − 2 the statement follows from Lemma 5.1. If c is
in the center of U or in the center of U(gln−1) then it commutes with y. Choose
C ∈ Γk−1 which separates the tableaux in the image yT (v¯ + z′) and which acts by
a scalar on the tableau T (v¯ + z′). Applying the argument above we conclude that
the action of Γ on any T (v¯ + z) with z ∈ Rn−2 is determined by Lemma 5.1 and
T (v¯+z) ∈ W for any z ∈ Rn−2. Continuing analogously with the sets Rn−3, . . . , R0
we show that any tableau T (v¯+z) belongs toW . Note that when z ∈ R0, τ(z) = z.
In this case it will be the unique such tableau coming from some T (v¯ + z′) with
z′ ∈ R1 and “separation” is not needed.
Consider the quotient W = V (T (v¯))/W . The vector DT (v¯ + z)) +W of W is a
common eigenvector of Γ by Lemma 5.1(i)(b) for any z ∈ Rn. We can repeat now
the argument above substituting everywhere the tableaux T (v¯+ z) by DT (v¯+ z)).
Hence, W =
∑
z∈Rn
W z, where W z denotes the submodule of W generated by
DT (v¯+ z)) +W . By Lemma 3.4 we conclude that W is a Gelfand-Tsetlin module.
Therefore, V (T (v¯)) is a Gelfand-Tsetlin module with the required action of the
generators of Γ. 
The above theorem implies the following.
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Corollary 5.7. For any z, w ∈ Z
n(n−1)
2 with w 6= τ(w), the action of the generators
of Γ on V (T (v¯)) is given by:
crs(T (v¯ + z) = γrs(v¯ + z)T (v¯ + z)
crs(DT (v¯ + w))) = γrs(v¯ + w)DT (v¯ + w)) +D
v(γrs(v + w))T (v¯ + w).
Moreover, dimV (T (v¯))(m) ≤ 2 for any m ∈ SpecmΓ.
5.1. Example. Let n = 3, a any complex number, v¯ = (a, a, a|a, a|a) and z =
(m,n, k) ∈ Z3. In this case the module V (T (v¯)) has length 10. To describe the
irreducible subquotients of V (T (v¯)) we use the notation
L(D) = span{P (z) : z ∈ D}
for a set of inequalities D, where
P (z) :=
{
T (v¯ + z) if m ≤ n
DT (v¯ + z) if m > n
The irreducible subquotients of V (T (v¯)) can be separated into two groups:
(i) Eight irreducible Verma modules.
L1 = L




m ≤ n
n ≤ 0
k ≤ n
⋃


m > n
m ≤ 0
k ≤ n

 ;L3 = L




m ≤ n
n ≤ 0
k > n
⋃


m > n
m ≤ 0
k > n

 ;
L5 = L


m ≤ n
m ≤ 0
n > 0
k ≤ m


∼= L


m > n
n ≤ 0
m > 0
k ≤ n

 = L
′
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L2 = L




m ≤ n
m > 0
k > n
⋃


m > n
n > 0
k > n

 ; L4 = L




m ≤ n
m > 0
k ≤ n
⋃


m > n
n > 0
k ≤ n

 ;
L6 = L


m ≤ n
m ≤ 0
n > 0
k > n


∼= L


m > n
n ≤ 0
m > 0
k > m

 = L
′
6
(ii) Two isomorphic modules with infinite dimensional weight spaces:
L7 = L


m ≤ n
m ≤ 0
n > 0
m < k ≤ n


∼= L


m > n
n ≤ 0
m > 0
n < k ≤ m

 = L
′
7
The Loewy decomposition of V (T (v¯)) has successive components:
L1, L3 ⊕ L5, L7, L
′
5 ⊕ L6, L
′
7, L4 ⊕ L
′
6, L2
where L1 is the socle of V (T (v¯)).
Remark 5.8. An interesting observation is that the module L7 (and hence L
′
7) can
be described in terms of the localization functor D21 with respect to the Ore subset
{Ek21 | k ∈ Z≥0} of U (we refer the reader to [1] for a definition and properties of
the functor D21). More precisely we have the following exact sequence
0→ L7 → (D21L5)/L5 → L6 → 0.
In fact, as we prove in [10], every irreducible Gelfand-Tsetlin gl(3)-module can be
obtained as a subquotient of a localized Verma module.
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6. Irreducibility of V (T (v¯))
We introduce the following notation which will be used in this section only.
L := {T (v¯ + z) : z 6= τ(z)},
S := {T (v¯ + z) : z = τ(z)},
D := {DT (v¯ + z) : z 6= τ(z)}.
Lemma 6.1. Let z ∈ Z
n(n−1)
2 such that z 6= τ(z) and w = v¯+ z. If wrs −wr−1,t /∈
Z≥0 for any r, s, t, then the module V (T (v¯)) is generated by the two tableau T (v¯+z)
and DT (v¯ + z)).
Proof. The action of gl(n) on the elements from L is given by the classical Gelfand-
Tsetlin formulas (see Proposition 3.15), and the conditions wrs − wr−1,t /∈ Z≥0
imply that Ω+(T (v¯ + z)) = ∅ (see Definition 3.9). Hence, by Theorem 3.10(i), the
submodule generated by T (v¯ + z) contains L
⋃
S. Now, given any w 6= τ(w) and
DT (v¯ + w) ∈ D, we have Ers(DT (v¯ + w)) =
∑
σ∈Φrs
Dv(ers(σ(v + w))T (v¯ + w +
σ(εrs))+
∑
σ∈Φrs
(ers(σ(v¯+w))DT (v¯+w+σ(εrs)). The condition wrs−wr−1,t /∈ Z≥0
for any r, s, t implies again that Ω+(DT (v¯ + z)) = ∅. Thus, by Theorem 3.10, the
submodule generated by the tableau DT (v¯ + z) contains D. 
Lemma 6.2. Let z ∈ Z
n(n−1)
2 such that z 6= τ(z) and w = v¯+ z. If wrs −wr−1,t /∈
Z≥−1 for any r, s, t, then V (T (v¯)) is generated by DT (v¯ + z)).
Proof. By Lemma 6.1 the module V (T (v¯)) is generated by DT (v¯ + z)) and any
tableau of the form T (w¯) such that w¯rs − w¯r−1,t /∈ Z≥0 for any r, s, t. Thus, it is
enough to prove that we can generate one such T (w¯) from DT (v¯+z)). To prove this
recall Ek−1,k(DT (v¯ + z)) =
∑
σ∈Φk−1,k
Dv(ek−1,k(σ(v + z))T (v¯ + z + σ(εk−1,k)) +∑
σ∈Φk−1,k
ev(v¯)(ek−1,k(σ(v + z)))DT (v¯ + z + σ(εk−1,k)). But since
Dv(ek−1,k(v + z)) = −
1
2
(
(zkj − zki)
∏k
t6=i,j((v¯ + z)k−1,1 − (v¯ + z)k,t)∏k−1
t6=1 ((v¯ + z)k−1,1 − (v¯ + z)k−1,t)
)
6= 0,
the tableau T (v¯ + z + εk−1,k) satisfies the desired conditions. 
Lemma 6.3. If z 6= τ(z) and v¯rs − v¯r−1,t /∈ Z for any 1 ≤ t < r ≤ n, 1 ≤ s ≤ r
then T (v¯ + z) generates V (T (v¯)).
Proof. As V (T (v¯)) is a Gelfand-Tsetlin module, the elements of the basis of V (T (v¯))
can be separated by characters of Γ and by Lemma 5.2 we can separate different
tableaux with the same Gelfand-Tsetlin character by the action of ck2. And since a
submodule of a Gelfand-Tsetlin module is a Gelfand-Tsetlin module, to prove the
lemma it is sufficient to show that any tableau of V (T (v¯)) appears with a nonzero
coefficient in the decomposition of gT (v¯ + z) for some g ∈ U .
We prove the lemma in three steps: first from T (v¯+z) we generate the set L
⋃
S,
then from S we generate one tableau in D, and last, from this one tableau in D we
generate the whole set D.
Step 1: All tableaux of L∪S are in U(T (v¯+ z)). The set L
⋃
S can be obtain in
this way because the action of gl(n) on L is given by the classical Gelfand-Tsetlin
formulas, so the coefficients in the formulas have numerators which are products of
nonzero monomials of the form v¯rs + wrs − v¯r−1,t − wr−1,t.
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Step 2: One tableau of D is in U(T (v¯ + z)). If z = τ(z) then, the coefficient
of DT (v¯ + z + σ(εk+1,k)) on Ek+1,k(T (v¯ + z)) is ev(v¯)((x − y)ek+1,k(σ(v + z))),
so in order to obtain an element of D from S we have to find some σ such that
ev(v¯)((x−y)ek+1,k(σ(v+z))) 6= 0. Take σ with σ[k] = (1, i) and all other σ[t] = Id.
Then the numerator of ev(v¯)((x − y)ek+1,k(σ(v + z))) is
k−1∏
j=1
(v¯ki + zki − v¯k−1,j − zk−1,j) 6= 0.
Step 3: All tableaux of D are in U(T (v¯+z)). Given any w 6= τ(w) and DT (v¯+w) ∈
D, the coefficient of DT (v¯+w+σ(εrs))) on Ers(DT (v¯+w)) is ers(σ(v¯+w)). Now,
using the lemma hypothesis, we see that ers(σ(v¯+w)) 6= 0 for any σ implying that
DT (v¯ + w) generates D. 
Lemmas 6.3 and 6.2 together with Lemma 5.2 imply the following.
Theorem 6.4. The module V (T (v¯)) is irreducible whenever v¯rs − v¯r−1,t /∈ Z for
any 1 ≤ t < r ≤ n, 1 ≤ s ≤ r.
Remark 6.5. We conjecture that the condition v¯rs − v¯r−1,t /∈ Z is also necessary
for the irreducibility of V (T (v¯)). The conjecture is true for n = 3 as proved in [10].
7. Number of non-isomorphic irreducible modules associated with a
singular character
Let m ∈ SpecmΓ and ℓm ∈ SpecmΛ be such that π(ℓm) = m. Then ℓm defines
a tableau v = vm. Assume that vm is 1-singular, that is vki − vkj ∈ Z for the fixed
k, i, j, and all other differences of vtr are non integer.
Consider the module M = U/Um. Since U is free as a left and as a right Γ-
module ([24]) then, M 6= 0. Also M is a Gelfand-Tsetlin module by Lemma 3.4.
Let n ∈ SpecmΓ. Recall that by Theorem 3.2 we have
dimM(n) ≤ |{φ ∈ M | π(φℓm) = n}|.
It is easy to see that the right hand side of the inequality above equals 2. Hence
we proved the following.
Corollary 7.1. All Gelfand-Tsetlin multiplicities of M = U/Um are at most 2.
Moreover, if w = wm and wki = wkj , then dimM(m) = 1.
Now we are ready to present irreducible 1-singular Gelfand-Tsetlin modules as
subquotients of universal 1-singular modules.
Theorem 7.2. Let n ∈ SpecmΓ be such that w = ℓn is 1-singular and w = v¯ + z.
(i) There exist at most two non isomorphic irreducible Gelfand-Tsetlin modules
N1 and N2 such that N1(n) 6= 0 and N2(n) 6= 0.
(ii) If wki = wkj then there exists a unique irreducible Gelfand-Tsetlin module
N with N(n) 6= 0. This module appears as a subquotient of V (T (v¯)).
(iii) If wrs − wr−1,t /∈ Z for any 1 ≤ t < r ≤ n, 1 ≤ s ≤ r then V (T (v¯)) is the
unique irreducible Gelfand-Tsetlin module N with such that N(n) 6= 0.
Proof. Let Xn = U/Un. We know that Xn = U/Un is a Gelfand-Tsetlin module by
Lemma 3.4. Furthermore, any irreducible Gelfand-Tsetlin module M with M(n) 6=
0 is a homomorphic image of Xn, and Xn(n) maps onto M(n). Since both spaces
Xn(n) and M(n) have additional structure as modules over certain algebra (see
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Corollary 5.3, [9]) then the projection Xn(n) → M(n) is in fact a homomorphism
of modules. Taking into account that dimXn(n) ≤ 2 by Corollary 7.1, we conclude
that there exist at most two non isomorphic irreducible N with N(n) 6= 0. This
proves part (i) of the theorem.
Recall that the Gelfand-Tsetlin multiplicities of V (T (v¯)) are bounded by 2 by
Corollary 5.7. Assume now that wki = wkj . Then dimV (T (w))(n) = 1. But this is
possible if and only if dimXn(n) = 1 by Theorem 3.2. Hence, there exists a unique
irreducible quotient N of Xn (and of V (T (v¯))) with N(n) 6= 0 which implies part
(ii). Finally, part (iii) follows from Theorem 6.4. 
Remark 7.3. In order to complete the classification of irreducible 1-singular Gelfand-
Tsetlin modules we need to find a presentation for two non-isomorphic irreducible
modules N1 and N2 be with Ni(n) 6= 0, i = 1, 2, and some 1-singular n. We con-
jecture that both N1 and N2 appear as subquotients of V (T (v¯)) for wn = v¯ + z. By
Theorem 7.2(i) this is true if V (T (v¯)) has two non-isomorphic irreducible subquo-
tients with n in their support. On the other hand, if V (T (v¯)) has two isomorphic
irreducible subquotients, the conjecture remains open. Such irreducible modules have
all Gelfand-Tsetlin multiplicities 1 (the case considered in [18], [19]). The existence
of isomorphic subquotients of V (T (v¯)) is present already in the case n = 3, a case
in which the conjecture holds, as shown in [10].
8. Appendix
Like in Section 4, in this appendix we assume that all tableaux T (v) have fixed
first row, hence the corresponding vectors v are in C
n(n−1)
2 . The goal of this appen-
dix is to prove Propositions 4.5 and 4.8.
8.1. Useful identities. For a function f = f(v) by f τ we denote the function
f τ (v) = f(τ(v)).
The following lemma can be easily verified.
Lemma 8.1. Suppose f ∈ Fij and h :=
f−fτ
x−y .
(i) If f = f τ , then Dv¯(f) = 0.
(ii) If h ∈ Fij, then ev(v¯)(h) = 2Dv¯(f).
(iii) ev(v¯)(f) = Dv¯((x− y)f).
Lemma 8.2. Let fm, gm, m = 1, . . . , t, be functions such that fm, (x − y)gm, and∑t
m=1 fmgm are in Fij and gm /∈ Fij . Assume also that
∑t
m=1 fmg
τ
m = 0. Then
the following identities hold.
(i) 2
∑t
m=1D
v¯(fm)Dv¯((x − y)gm) = Dv¯
(∑t
m=1 fmgm
)
.
(ii) 2
∑t
m=1D
v¯(fm)ev(v¯)((x− y)gm) = ev(v¯)
(∑t
m=1 fmgm
)
.
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Proof. Set for simplicity g¯m = (x− y)gm. For (i) we use Lemma 8.1 and obtain
Dv¯
(
t∑
k=1
fmgm
)
= Dv¯
(
t∑
m=1
fmgm +
t∑
m=1
fmg
τ
m
)
= Dv¯
(
t∑
m=1
fm
g¯m − (g¯m)τ
x− y
)
=
t∑
m=1
Dv¯(fm)ev(v¯)
(
gm − (gm)
τ
x− y
)
+
t∑
m=1
ev(v¯)(fm)D
v¯
(
gm − (gm)
τ
x− y
)
= 2
t∑
m=1
Dv¯(fm)D
v¯(gm).
For (ii) we use similar arguments. 
Given z ∈ Z
n(n−1)
2 , we define the following set:
Φrs = {σ ∈ Φrs | τ(z + σ(εrs)) = z + σ(εrs)}.
Also for any (σ′1, σ
′
2) ∈ Φ¯rs × Φ¯ℓm define
Φ(σ′1,σ′2) = {(σ1, σ2) ∈ Φrs × Φℓm | σ1(εrs) + σ2(εℓm) = σ
′
1(εrs) + σ
′
2(εℓm)}.
Remark 8.3. We have that (σ1, σ2) ∈ Φ¯rs × Φ¯ℓm. Indeed, if (σ′1, σ
′
2) ∈ Φ¯rs ×
Φ¯ℓm then Φ(σ′1,σ′2) ⊆ Φ¯rs × Φ¯ℓm. But, if (σ1, σ2) ∈ Φ(σ′1,σ′2) then {σ1[k], σ2[k]} =
{σ′1[k], σ
′
2[k]} and the elements of Φ¯rs or Φ¯ℓm satisfy conditions that involve row k
only.
Lemma 8.4. Let v be generic, ℓ 6= m, r 6= s and let z ∈ Z
n(n−1)
2 be such that
σ′1 ∈ Φrs, σ
′
2 ∈ Φℓm. Then∑(
eℓm(σ2(v+z))ers(σ1(v+z+σ2(εℓm)))−ers(σ1(v+z))eℓm(σ2(v+z+σ1(εrs)))
)
= 0.
where the sum above is over (σ1, σ2) ∈ Φ(σ′1,σ′2).
Proof. The identity in the lemma follows by comparing the coefficient of T (v+ z+
σ′1(εrs) + σ
′
2(εℓm)) on both sides of
(5) Ers(EℓmT (v + z))− Eℓm(ErsT (v + z)) = [Ers, Eℓm]T (v + z)
Note that if w = σ′1(εrs) + σ
′
2(εℓm) then
(wki, wkj) ∈ {(1,−1), (−1, 1), (2, 0), (−2, 0), (0, 2), (0,−2)}
and in each of these six cases we have that the coefficient of T (v + z + σ′1(εrs) +
σ′2(εℓm)) in the right hand side of (5) is zero. 
For min(ℓ,m) ≤ k ≤ max(ℓ,m)− 1 and 1 ≤ t ≤ k we set
Φℓm(k, t) = {σ ∈ Φℓm | σ[k] = (1, t)}.
In most of the considerations in this section we will need Φℓm(k, t) for t = i and
t = j only. We set for convenience Φℓm(i) = Φℓm(k, i) and Φℓm(j) = Φℓm(k, j).
The following lemma will be useful to prove that V (T (v¯)) is a gl(n)-module.
Lemma 8.5. Let z ∈ H (equivalently, τ(z) = z), σ ∈ Φrs and w = v + z. The
function ers(σ(w)) of v has a simple pole on H if min(r, s) ≤ k ≤ max(r, s)− 1 and
σ ∈ Φrs(i) ∪ Φrs(j). In all other cases ers(σ(w)) is in Fij, i.e. it is smooth on H.
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Proof. The case r = s is trivial, since err(σ(w)) ∈ Fij for any σ. Suppose now that
r < s. Then the denominator of ers(σ(w)) is
s−1∏
t=r
 t∏
j 6=1
(wt,σ[t](1) − wt,σ[t](j))
 ,
which implies the lemma. The case r > s is analogous. 
Definition 8.6. In the case when σ ∈ Φℓm(i) ∪ Φℓm(j) we define:
τ ⋆ σ :=
{
τστ = στσ if 1 /∈ {i, j}
τσ = στ if 1 ∈ {i, j}
One easily shows that τ ⋆ σ is well defined and that τ ⋆ σ ∈ Φℓm(i) ∪ Φℓm(j).
Lemma 8.7. Let v be generic, z ∈ Z
n(n−1)
2 , and σ ∈ Φℓm, ℓ 6= m.
(i) If σ /∈ Φℓm(i) ∪ Φℓm(j) then we have:
(a) ev(v¯)eℓm(σ(v+τ(z))) = ev(v¯)eℓm(σ(v+z)) and Dv¯eℓm(σ(v+τ(z))) =
−Dv¯eℓm(σ(v + z)). In particular, D
v¯eℓm(σ(v + z)) = 0 if τ(z) = z.
(b) ev(v¯)((x − y)eℓm(σ(v + τ(z))) = ev(v¯)((x − y)eℓm(σ(v + z))) = 0 and
Dv¯((x − y)eℓm(σ(v + τ(z)))) = Dv¯((x− y)eℓm(σ(v + z))).
(ii) If σ ∈ Φℓm(i)∪Φℓm(j) then eℓm(τ⋆σ(v+z)) = eℓm(στ(v+z)). In particular.
(a) If τ(z) 6= z, ev(v¯)eℓm(τ ⋆ σ(v + τ(z))) = ev(v¯)eℓm(σ(v + z)) and
Dv¯eℓm(τ ⋆ σ(v + τ(z))) = −Dv¯eℓm(σ(v + z)).
(b) ev(v¯)((x− y)eℓm(τ ⋆ σ(v+ τ(z)))) = −ev(v¯)((x− y)eℓm(σ(v+ z))) and
Dv¯((x − y)eℓm(τ ⋆ σ(v + τ(z)))) = Dv¯((x − y)eℓm(σ(v + z))).
Proof. The statements follow by direct verification using Definition 3.14. 
8.2. Proof of Proposition 4.5. For part (i) we use
Dv¯((x− y)ErsT (v + z)) =
∑
σ∈Φrs
Dv¯((x− y)e(σ(v + z)))ev(v)T (v + z + σ(εrs))
+
∑
σ∈Φrs
ev(v)((x − y)e(σ(v + z)))DT (v¯ + z + σ(εrs)).
The same formula holds for Dv¯((x−y)ErsT (v+τ(z))) after replacing z with τ(z)
on the right hand side. If σ /∈ Φrs(i) ∪ Φrs(j) then, τ(z + σ(εrs)) = τ(z) + σ(εrs)
which implies that DT (v¯+z+σ(εrs)) = −DT (v¯+τ(z)+σ(εrs)) and ev(v)T (v+z+
σ(εrs)) = ev(v)T (v+ τ(z)+σ(εrs)). Thanks to Lemma 8.7(i)(b) the corresponding
coefficients in the identity of part (i) are the same. In the case σ ∈ Φrs(i) ∪Φrs(j)
we have τ(z+ τ ⋆ σ(εrs)) = τ(z)+σ(εrs), so DT (v¯+ τ(z)+σ(εrs)) = −DT (v¯+ z+
τ ⋆ σ(εrs)) and ev(v)T (v+ τ(z) + σ(εrs)) = ev(v)T (v+ z+ τ ⋆ σ(εrs)) and, now by
Lemma 8.7(ii)(b) the coefficients are the same.
The proof of part (ii) is similar.
8.3. Proof of Proposition 4.8. First, we assume that g1 = Ers and g2 = Eℓm.
The case r = s or ℓ = m follows by straightforward computations. For example, if
r = s, due to the hypothesis τ(z) 6= z, the functions err(v+ z), err(v+ z+ σ(εℓm))
and eℓm(σ(v + z)) are in Fij . Hence we can apply Dv and ev(v) to these functions
in order to show that the corresponding coefficients in (4) coincide. Note that we
need to use Lemma 8.1(iii).
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Assume now that r 6= s and ℓ 6= m. Since τ(z) 6= z, we have Φrs ⊂ Φrs(i)∪Φrs(j)
and Φℓm ⊂ Φℓm(i) ∪ Φℓm(j). For convenience we will use the following convention
for σ1 ∈ Φrs and σ2 ∈ Φℓm:
ers(σ1) = ers(σ1(v + z)), ers(σ1, σ2) = ers(σ1(v + z + σ2(εℓm))),
eℓm(σ2) = eℓm(σ2(v + z)), eℓm(σ1, σ2) = eℓm(σ2(v + z + σ1(εrs))).
We also set e¯ℓm = (x − y)eℓm, e¯rs = (x − y)ers and similarly introduce e¯rs(σ1, σ2)
and e¯ℓm(σ1, σ2). Furthermore, we set
T (σ1 + σ2) = T (v + z + σ1(εrs) + σ2(εℓm)),
and
DT (σ1 + σ2) = DT (v¯ + z + σ1(εrs) + σ2(εℓm)).
Finally, for σ1 ∈ Φrs and σ2 ∈ Φℓm we set:
L1(σ1, σ2) =
{
Dv(eℓm(σ2)ers(σ1, σ2)T (σ1 + σ2)), if σ2 /∈ Φℓm
Dv(eℓm(σ2))Dv(e¯rs(σ1, σ2)T (σ1 + σ2)), if σ2 ∈ Φℓm,
L2(σ1, σ2) =
{
Dv(ers(σ1)eℓm(σ1, σ2)T (σ1 + σ2)), if σ1 /∈ Φrs
Dv(ers(σ1))Dv(e¯ℓm(σ1, σ2)T (σ1 + σ2)), if σ1 ∈ Φrs,
R1(σ1, σ2) = eℓm(σ2)ers(σ1, σ2)T (σ1 + σ2),
R2(σ1, σ2) = ers(σ1)eℓm(σ1, σ2)T (σ1 + σ2).
Applying Lemma 4.6 we obtain
(6) Ers(Eℓm(DT (v¯+ z)))−Eℓm(Ers(DT (v¯+ z))) =
∑
σ1,σ2
(L1(σ1, σ2)−L2(σ1, σ2))
and
(7) [Ers, Eℓm](DT (v¯ + z)) = D
v([Ers, Eℓm]T (v + z)) =
= Dv
(∑
σ1,σ2
(R1(σ1, σ2)−R2(σ1, σ2))
)
.
The sums in (6) and (7) run over (σ1, σ2) ∈ Φrs×Φℓm. Our goal is to show that the
right hand sides of (6) and (7) coincide. By the definitions of Li and Ri we have that
L1(σ1, σ2) = Dv¯(R1(σ1, σ2)) if σ2 /∈ Φℓm and L2(σ1, σ2) = Dv¯(R2(σ1, σ2)) if σ1 /∈
Φrs. Next we show that L1(σ1, σ
′
2) = D
v¯(R1(σ1, σ
′
2)) if σ1 /∈ Φrs(i) ∪ Φrs(j) and
σ′2 ∈ Φℓm. In this case we have τ(v¯+z+σ1(εrs)+σ
′
2(εℓm)) = v¯+z+σ1(εrs)+σ
′
2(εℓm)
and, hence, DT (σ1 + σ′2) = 0. Therefore,
L1(σ1, σ
′
2) = D
v(eℓm(σ
′
2))D
v(e¯rs(σ1, σ
′
2)T (σ1 + σ
′
2))
= Dv(eℓm(σ
′
2))D
v(e¯rs(σ1, σ
′
2))ev(v¯)T (σ1 + σ
′
2)
= Dv(eℓm(σ
′
2))ev(v)(ers(σ1, σ
′
2))ev(v¯)T (σ1 + σ
′
2)
= Dv(eℓm(σ
′
2)ers(σ1, σ
′
2))ev(v¯)T (σ1 + σ
′
2)
= Dv¯(R1(σ1, σ
′
2)).
The first equality follows from the definition of L1, while the second follows from
DT (σ1+σ
′
2) = 0. The third equality follows from the fact that e¯rs(σ1, σ
′
2) is in Fij
by Lemma 8.5. The forth one is a consequence of Dvers(σ1, σ′2) = 0 (by Lemma
8.7(i)(a)), and finally for the last equality we use DT (σ1 + σ
′
2) = 0. Similarly one
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can show that L1(σ
′
1, σ2) = D
v¯(R1(σ
′
1, σ2)) if σ
′
1 ∈ Φrs and σ2 /∈ Φℓm(i) ∪ Φℓm(j).
We next note that if σ′2 ∈ Φℓm and σ1 ∈ Φrs(i) ∪ Φrs(j) then either σ1 ∈ Φrs or
τ ⋆ σ1 ∈ Φrs; and if σ′1 ∈ Φrs and σ2 ∈ Φℓm(i) ∪ Φℓm(j) then either σ2 ∈ Φℓm or
τ ⋆ σ2 ∈ Φℓm. To complete the proof it is sufficient to prove that for σ′1 ∈ Φrs and
σ′2 ∈ Φℓm we have L = D
v(R), where
L =
∑
(σ1,σ2)∈Φ(σ′
1
,σ′
2
)
(L1(σ1, σ2) + L1(τ ⋆ σ1, σ2)− L2(σ1, σ2)− L2(σ1, τ ⋆ σ2)) ,
R =
∑
(σ1,σ2)∈Φ(σ′1,σ
′
2)
(R1(σ1, σ2) +R1(τ ⋆ σ1, σ2)−R2(σ1, σ2)−R2(σ1, τ ⋆ σ2)) .
We then note that
∑
Φ(σ′1,σ
′
2)
(R1(σ1, σ2)−R2(σ1, σ2)) = 0 thanks to Lemma 8.4.
We can simplify the expansion of L using various identities. We use first that
z + τ ⋆ σ1(εrs) + σ2(εℓm) = z + σ1(εrs) + τ ⋆ σ2(εℓm), which implies T (τ ⋆ σ1 +
σ2) = T (σ1 + τ ⋆ σ2) and, in particular, ev(v¯)T (τ ⋆ σ1 + σ2) = ev(v¯)T (σ1 + τ ⋆
σ2) and DT (τ ⋆ σ1 + σ2) = DT (σ1 + τ ⋆ σ2). We also use that DT (σ1 + σ2) =
−DT (τ ⋆ σ1 + σ2) and ev(v¯)T (σ1 + σ2) = ev(v¯)T (τ ⋆ σ1 + σ2). On the other
hand, by Lemma 8.7(ii)(b) we have that Dv(e¯rs(σ1, σ2)) = D
v(e¯rs(τ ⋆ σ1, σ2)),
Dv(e¯ℓm(σ1, σ2)) = Dv(e¯ℓm(σ1, τ ⋆ σ2)), ev(v¯)(e¯rs(σ1, σ2)) = −ev(v¯)(e¯rs(τ ⋆ σ1, σ2)),
and ev(v¯)(e¯ℓm(σ1, σ2)) = −ev(v¯)(e¯ℓm(σ1, τ ⋆ σ2)). All these identities reduce L to
twice the sum of
Dv(eℓm(σ2))D
v(e¯rs(τ ⋆ σ1, σ2))−D
v(ers(σ1))D
v(e¯ℓm(σ1, τ ⋆ σ2))ev(v¯)T (σ1 + σ2)
Dv(eℓm(σ2))ev(v¯)(e¯rs(τ ⋆ σ1, σ2))−D
v(ers(σ1))ev(v¯)(e¯ℓm(σ1, τ ⋆ σ2))DT (σ1 + σ2).
over all (σ1, σ2) ∈ Φ(σ′1,σ′2).
Let {(σ
(p)
1 , σ
(p)
2 )}
t
p=1 be the set of all distinct pairs of permutations in Φ(σ1,σ2).
For each p = 1, . . . , t define the following functions:
f2p = eℓm(σ
(p)
2 ), f2p−1 = ers(σ
(p)
1 ),
g2p−1 = ers(τσ
(p)
1 , σ
(p)
2 ), g2p = −eℓm(σ
(p)
1 , τσ
(p)
2 ).
Note that ers(τσ
(p)
1 , σ
(p)
2 ) = ers(σ
(p)
1 , σ
(p)
2 )
τ and eℓm(σ
(p)
1 , τσ
(p)
2 ) = eℓm(σ
(p)
1 , σ
(p)
2 )
τ
thanks to Lemma 8.7(ii). We finally apply Lemma 8.2 to the set of functions fp, gp,
p = 1, . . . , 2t, and obtain L = Dv(R). Note that the hypothesis
∑2t
p=1 fpg
τ
p = 0 of
Lemma 8.2 holds by Lemma 8.4.
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