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The bound state solutions of two fermions interacting by a scalar exchange are obtained in the
framework of the explicitly covariant light-front dynamics. The stability with respect to cutoff
of the Jpi=0+ and Jpi=1+ states is studied. The solutions for Jpi=0+ are found to be stable for
coupling constants α = g
2
4pi
below the critical value αc ≈ 3.72 and unstable above it. The asymptotic
behavior of the wave functions is found to follow a 1
k2+β
law. The coefficient β and the critical
coupling constant αc are calculated from an eigenvalue equation. The binding energies for the
Jpi=1+ solutions diverge logarithmically with the cutoff for any value of the coupling constant. For
a wide range of cutoff, the states with different angular momentum projections are weakly split.
PACS numbers: 11.80.Et,11.10.St,11.15.Tk
I. INTRODUCTION
One of the most difficult problems in field theory is the calculation of bound states due to the fact that they
necessarily involve an infinite number of diagrams. A promising approach to deal with this problem is Light-Front
Dynamics (LFD). In its standard version [1], the state vector is defined on the surface t+ z = 0. The bound states in
the Yukawa model (two fermions interacting by scalar exchange) were studied in references [2, 3] using Tamm-Dancoff
method (see, e.g., [4, 5]). It was found in particular that, because the dominating kernel at large momenta tends
to a constant, the binding energy of the J = 0+ state is cutoff dependent, what requires the renormalization of the
Hamiltonian.
The two-fermion wave functions were also considered in the explicitly covariant version of LFD (CLFD) [6]. In
this formalism, proposed in [7], the state vector is defined on the plane given by the invariant equation ω·x = 0 with
ω2 = 0. This approach keeps all along explicitly the dependence of the amplitudes on the light-front normal ~ω and
presents some advantages, in particular when calculating form factors [8] and when constructing non zero angular
momentum states [9]. A first attempt to deal with CLFD wave functions was done in [10, 11] where deuteron and pn
scattering Jpi = 0+ state were calculated perturbatively and successfully applied to deuteron e.m. form factors [12]
measured at TJNAF [13].
The CLFD equations have now been solved exactly for a two-fermion system in the ladder approximation with
different boson exchange couplings [14, 15]. The first results for the Yukawa model have been reported in [16]. We
investigated with special interest the stability of the bound state solutions relative to the cutoff, disregarding the
self energy contribution and renormalization. We have found a critical phenomenon for the cutoff dependence of the
binding energy. The J = 0+ solutions were found to be stable – i.e. with finite limit when the cutoff tends to infinity
– for coupling constant α below a critical value αc. On the contrary, for values exceeding αc, the system collapses.
This fact manifests itself either as an infinite number of bound states with unbounded energies going to −∞ for a
finite value of the coupling constant or as a zero value of the coupling constant for a fixed value of the binding energy.
The present paper is a detailed version of our work [16], includes new findings concerning the calculation of the
critical coupling constant and the asymptotical behavior of the wave functions and the full treatment of the J = 1+
state. Our results are compared to those obtained in [2].
In section II we remind the general properties of the two-fermion equations and wave functions in CLFD, already
presented in [6]. In sections III and IV the system of equations for the Jpi = 0+ and Jpi = 1+ wave function
components are derived. We show in section V that, after a linear transformation of these components and a change
of variables, the CLFD equations are identical to the ones considered in [2]. In section VI we analyze analytically the
asymptotical properties of the kernels and wave functions and their relation with the existence of a critical coupling
constant. Numerical results are presented in section VII and section VIII contains the concluding remarks.
2II. COVARIANT WAVE FUNCTION AND EQUATION
We briefly describe here the main properties of the CLFD wave functions and equations. A detailed derivation can
be found in [6, 14, 15].
In the covariant version of LFD the wave functions are the Fock components of the state vector defined on the
light-front plane ω·x = 0. The standard LFD approach is recovered as a particular case with ω = (1, 0, 0,−1).
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FIG. 1: Graphical representation of the two-body wave function.
The wave function Φσ2σ1 of a two-fermion bound state is shown graphically in figure 1. It depends on four four-
momenta
Φσ2σ1 = Φσ2σ1(k1, k2, p, ωτ) (1)
which are all on the corresponding mass shells (k21 = k
2
2 = m
2, p2 =M2, (ωτ)2 = 0) and satisfy the conservation law:
k1 + k2 = p+ ωτ. (2)
In the standard approach the + and ⊥ components are conserved, whereas the minus-component is not. These
properties are reproduced by equation (2), since in this case the only nonzero component is ω− = 2. Equation (2) is
thus a covariant generalization of the usual conservation law.
The general form of the wave function (1) depends on the particular quantum number of the state and is obtained
by constructing all possible spin structures.
It is convenient to introduce variables (~k, nˆ), constructed from the initial four-momenta as follows:
~k = L−1(P)~k1 = ~k1 −
~P√
P2 [k10 −
~k1·~P√
P2 + P0
]
nˆ =
L−1(P)~ω
|L−1(P)~ω| (3)
where P = p+ ωτ , and L−1(P) is the Lorentz boost into the reference system where ~P = 0. In these variables, the
wave function (1) is represented as:
Φσ2σ1 = Φσ2σ1(~k, nˆ). (4)
Under Lorentz transformations of the four-momenta k1, k2, p, ωτ the variables ~k, ~n are only rotated [6], so that
parametrization (4), though being three-dimensional, is also explicitly covariant. In practice, instead of dealing
with transformations (3), it is enough to write the wave functions and dynamical equations in the center of mass
reference system, i.e. the one for which ~P = ~k1 + ~k2 = 0 and in which ~k1 ≡ ~k, ~k2 ≡ −~k, ~ω ≡ nˆ|~ω|.
The equation for the wave function in terms of variables (3) reads:
[
M2 − 4(~k 2 +m2)
]
Φσ2σ1(
~k, ~n) =
m2
2π3
∫ ∑
σ′
1
σ′
2
K
σ′2σ
′
1
σ2σ1 (~k,~k
′, nˆ,M2)Φσ′
2
σ′
1
(~k ′, nˆ)
d3k′
εk′
(5)
where K(~k,~k ′, nˆ,M2) is the interaction kernel. It depends on the scalar products of the vectors ~k ′, ~k, ~n and also on
the scalar products ~k·~σ, ~k ′·~σ and nˆ·~σ. For the Yukawa model it will be precised in next section.
3In CLFD, the construction of states with definite angular momentum has some peculiarities which are explained
in [6, 15]. These peculiarities are related to the fact that the angular momentum operator ~J is not kinematical,
but contains the interaction. However, we can overcome this difficulty by taking into account the so-called angular
condition, derived from the transformation properties of the wave function under rotations of the light-front plane.
Assuming that the state vector satisfies this condition, the problem results in finding the eigenfunctions of a purely
kinematical operator ~M
~M = −i ~k × ∂
∂~k
− i ~n× ∂
∂~n
+ ~s1 + ~s2 (6)
where ~si are the fermion spin operators. The operators ( ~M
2, Mz) have the same eigenvalues J(J +1) and λ than the
full angular momentum operators ( ~J 2, Jz).
As already mentioned, in any Lorentz transformation of the state vector, ~k and nˆ undergo only rotations, with
the same rotation operator than the one acting on spinor indices σ1, σ2. In this respect, the eigenstates of ~M
2,Mz
are constructed as in the non relativistic quantum mechanics. The only difference is that we have at our disposal
two three-dimensional vectors (~k, nˆ) which enter in this construction on equal ground, instead of the only relative
momentum ~k in the non relativistic case.
Since the interaction kernel in (5) depends on the scalar products of all the three-vectors, including spin operator,
~M commutes with it. The solutions of the equation (5) are eigenfunctions of the operators ~M2,Mz with eigenvalues
J(J + 1) and λ.
Although the operator ~M contains the derivatives both over ∂/∂~k and ∂/∂nˆ, its projection on nˆ-axis does not
involve any derivative with respect to variable nˆ. Furthermore this latter enters in equation (5) as a vector parameter
only and not as a dynamical variable. Therefore, there exists another operator which commutes with the kernel,
namely:
A2 = (nˆ· ~M)2. (7)
Since A2 is a scalar, it commutes also with ~M . Therefore, in addition to J, Jz, the solutions are labeled by a:
A2 ~ψa(~k, nˆ) = a2 ~ψa(~k, nˆ). (8)
The operator A2 has J + 1 eigenvalues, a2 = 0, 1, . . . , J2, and 2J + 1 eigenfunctions which are split in two families
of J and J + 1 states with opposite parities. For J = 0, there is only one value a = 0. For Jpi = 1+, there are two
values a = 0 and a = 1. The wave function with definite J is determined by NJ =
1
2 (2J + 1) × 2 × 2 = 2(2J + 1)
spin components (the 12 factor comes from parity conservation). The system of equations for these 2(2J + 1) spin
components is split in different subsystems each of them with definite value of a. For example, the wave function for
J = 1 is determined by NJ = 6 components [10] and the equation system is split in two subsystems corresponding to
a = 0 and a = 1 and containing respectively 2 and 4 equations (see section IV).
The calculation technique of the CLFD is given by special graph rules which are a covariant generalization of
the old fashioned perturbation theory. It was developed by Kadyshevsky [17] and adapted to CLFD in [6, 7]. The
equation for the wave function is shown graphically in figure 2 and the corresponding analytical form (5) is obtained
by applying the rules of the graph techniques to the diagram displayed in this figure.
All along this paper we will consider the one boson exchange kernel with scalar coupling only. The interaction
Lagrangian is Lint = g ψ¯ψφ(s). The corresponding amplitude – represented graphically in figure 3 has the form:
K
σ′2σ
′
1
σ2σ1 = −
g2
4m2
[
u¯σ2(k2)u
σ′2(k′2)
] [
u¯σ1(k1)u
σ′1(k′1)
]
(9)
×
{
θ (ω·(k′1 − k1))
µ2 − (k′1 − k1)2 + 2τ ′ω·(k′1 − k1)
+
θ (ω·(k1 − k′1))
µ2 − (k1 − k′1)2 + 2τω·(k1 − k′1)
}
.
Like the wave function, the kernel is off energy shell for τ, τ ′ 6= 0. The two terms can be simplified into:
K(k1, k2, ωτ ; k
′
1, k
′
2, ωτ
′) = − g
2
4m2(Q2 + µ2)
[
u¯σ2(k2)uσ′2(k
′
2)
] [
u¯σ1(k1)uσ′1(k
′
1)
]
, (10)
Q2 is given in variables ~k, nˆ by
Q2 = k2 + k′2 − 2kk′
(
1 +
(εk − εk′)2
2εkεk′
)
cos θ cos θ′ − 2kk′ sin θ sin θ′ cosϕ′
+
(
ε2k + ε
2
k′ −
1
2
M2
) ∣∣∣∣k cos θεk −
k′ cos θ′
εk′
∣∣∣∣ (11)
4p p
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FIG. 2: Equation for the two-body wave function.
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FIG. 3: One boson exchange kernel.
where k cos θ = nˆ·~k, k′ cos θ′ = nˆ·~k′ and ϕ′ is the azimuthal angle between ~k and ~k ′ in the plane orthogonal to nˆ.
III. THE J = 0+ STATE
The wave function of a two fermion system in the state J = 0+ has the form [11]:
Φσ2σ1(k1, k2, p, ωτ) =
√
muσ2(k2)φUcuσ1(k1), (12)
with
φ = f1S1 + f2S2, (13)
fi are scalar functions depending on (k, θ) and Si are spin structures given by
S1 =
1
2
√
2εk
γ5, S2 =
εk
2
√
2mk sin θ
(
2mωˆ
ω·p −
m2
ε2k
)
γ5 (14)
in which ωˆ = ωµγ
µ and εk =
√
k2 +m2. Uc = γ
2γ0 is the charge conjugation matrix, u the usual spinor normalized
as u¯σuσ′ = 2mδσσ′ :
uσ(k) =
√
εk +m

 1~σ·~k
(εk +m)

wσ, (15)
and wσ the two-component spinor normalized to w
†
σwσ′ = δσσ′ .
5Because of the spin structure ωˆ, the relativistic wave function (12) is determined by two scalar functions, in the
agreement with the counting rule mentioned above. In section V we will show that this state corresponds in the
standard approach to the (1+, 2−) state discussed in [2] and described by the two components Φ1+,Φ2−.
In the reference system where ~k1 + ~k2 = 0, the wave function (12) can be represented as follows:
Φσ2σ1 =
√
mw†σ2ψ(
~k, ~n)w†σ1
with
ψ(~k, nˆ) =
1√
2
(
f1 +
i~σ·[~k × nˆ]
k sin θ
f2
)
σy (16)
The normalization condition has the form:
∑
σ2σ1
|Φσ2σ1 |2 =
m
(2π)3
∫
Tr{φ¯(kˆ2 +m)φ(kˆ1 −m)}d
3k
εk
=
m
(2π)3
∫
Tr{ψ†(~k, ~n)ψ(~k, ~n)}d
3k
εk
=
m
(2π)3
∫
(f21 + f
2
2 )
d3k
εk
= 1, (17)
where we denote kˆi = k
µ
i γµ and φ¯ = γ0φ
†γ0.
The spin structures Si in (14) are constructed in order to reproduce equation (16) without any additional coefficient
and they are orthonormalized relative to the trace operation in (17):
Tr{S¯i(kˆ2 +m)Sj(kˆ1 −m)} = δij , (18)
where S¯i = γ0S
†
i γ0, that is:
S¯1 = − 1
2
√
2εk
γ5, S¯2 = − εk
2
√
2mk sin θ
γ5
(
2mωˆ
ω·p −
m2
ε2k
)
. (19)
We insert expression (12) for the wave function in equation (5) and multiply it on left by u(k2) and on right by
u(k1). Using the relation
∑
σ u
σ(k)u¯σ(k) = kˆ +m, we get:[
M2 − 4(~k 2 +m2)
]
(kˆ2 +m)φ(kˆ1 −m) (20)
=
m2
2π3
∫
g2
4m2(Q2 + µ2)
(kˆ2 +m)(kˆ
′
2 +m)φ
′(kˆ′1 −m)(kˆ1 −m)
d3k′
εk′
.
Substituting φ in the form (13), multiplying equation (20) by S¯i from (19) and using the orthogonality relation (18),
we obtain the system of two-dimensional integral equations for the components fi:[
M2 − 4(~k 2 +m2)
]
f1(k, θ) =
m2
2π3
∫
[K11(k, θ; k
′, θ′)f1(k′, θ′) +K12(k, θ; k′, θ′)f2(k′, θ′)]
d3k′
εk′[
M2 − 4(~k 2 +m2)
]
f2(k, θ) =
m2
2π3
∫
[K21(k, θ; k
′, θ′)f1(k′, θ′) +K22(k, θ; k′, θ′)f2(k′, θ′)]
d3k′
εk′
(21)
The kernels Kij result from a first integration over the azimuthal angle ϕ
′ of more elementary quantities:
Kij =
1
m2εkεk′
∫ 2pi
0
κij
Q2 + µ2
dϕ′
2π
(22)
with
κij =
g2
4
εkε
′
kTr
[
S¯i(kˆ2 +m)(kˆ′2 +m)S′j(kˆ′1 −m)(kˆ1 −m)
]
(23)
However, for notation convenience, we keep in (21) the three dimensional volume element though the kernels (22)
are ϕ′ independent. The traces (23) are expressed through the scalar products of the available four-vectors. The
analytical expressions for these scalar products and for κij in the variables k, k
′, θ, θ′, ϕ′ are given in appendix A.
6IV. THE J = 1+ STATE
As mentioned in section II, the two-fermion wave function with J = 1+ is determined by six components associated
to each of the six spin structures one can construct [18]:
S1µ =
(k1 − k2)µ
2m2
, S2µ =
1
m
γµ, S3µ =
ωµ
ω·p, S4µ =
(k1 − k2)µωˆ
2mω·p ,
S5µ = − i
m2ω·pγ5ǫ
µνργk1νk2ρωγ , S6µ =
mωµωˆ
(ω·p)2 . (24)
The system of equations satisfying by these components can be split in two subsystems corresponding respectively
to the eigenvalues a = 0, 1 of the operator A2 (7). The subsystem a = 0 is – like in the J = 0 case – determined by
two components whereas the four remaining components are related to a = 1. The total number of components as
well as the dimensions of the subsystems (2+4) coincides with the results obtained in the standard approach [2].
A. The case a = 0
In this section we consider the state with a = 0. We represent the wave function in a form similar to (12)
Φλσ2σ1(k1, k2, p, ωτ) =
√
meµ(p, λ)u¯σ2 (k2)φ
(0)
µ Ucu¯
σ1(k1) , (25)
eµ(p, λ) is the spin-1 polarization vector and functions φ
(0)
µ are represented as:
φ(0)µ = g
(0)
1 S
(0)
1µ + g
(0)
2 S
(0)
2µ . (26)
where g
(0)
i are scalar functions and the spin structures S
(0)
iµ will be expressed in terms of structures (24).
In the reference system where ~k1 + ~k2 = 0 this wave function can be represented in the form:
Φλσ2σ1(
~k, nˆ) =
√
mw†σ2ψ
(0)
λ (
~k, nˆ)σyw
†
σ1 . (27)
One can easily check that the function ~ψ0(~k, nˆ) – satisfying equation (8) with a = 0 – is proportional to nˆ, i.e. it
satisfies the condition ~ψ0 = nˆ(nˆ·~ψ0). Since we are dealing with a Jpi = 1+ pseudovector state, it has the following
general decomposition:
~ψ0(~k, ~n) =
√
3
2
{
g
(0)
1 ~σ·kˆ + g(0)2
~σ·(kˆ cos θ − nˆ)
sin θ
}
nˆ (28)
in which the vector nˆ is multiplied by the two only pseudoscalar structures one can construct ~σ·~k and ~σ·nˆ.
The four-dimensional structures S
(0)
1,2µ are built in terms of Siµ defined in (24) in a way to obtain equation (28)
from (25) written in the c.m.-system. One finds
S
(0)
1µ =
√
3M
2
√
2k
S3µ S
(0)
2µ =
√
3M
m
√
2 sin θ
(
m2 cos θ
2εkk
S3µ + S6µ
)
, (29)
The normalization condition for the wave function reads:
1
3
∑
λσ2σ1
∣∣Φλσ2σ1 ∣∣2 = m(2π)3
∫
ΠµνTr{φ(0)µ (kˆ2 +m)φ(0)ν (kˆ1 −m)}
d3k
εk
(30)
=
m
3(2π)3
∫
Tr{~ψ(0)†(~k, ~n)~ψ(0)(~k, ~n)}d
3k
εk
=
m
(2π)3
∫ [
(g
(0)
1 )
2 + (g
(0)
2 )
2
] d3k
εk
= 1.
where we have introduced the tensor
Πµν =
1
3
∑
λ
eµ∗(p, λ)eν(p, λ) =
1
3
(
pµpν
M2
− gµν
)
. (31)
7The structures S
(0)
i are orthonormalized relative to the trace operation:
ΠµνTr{S¯(0)iµ (kˆ2 +m)S(0)jν (kˆ1 −m)} = δij (32)
with S¯
(0)
iµ = γ0S
(0)†
iµ γ0 = S
(0)
iµ . The same relation and the orthogonality condition (32) hold for the structures S
(1)
iµ
corresponding to a = 1 and constructed in the next section.
We finally obtain for the components g
(0)
i a system of two equations having the same form than for J=0 – (21) and
(22) – with kernels κij given by:
κij =
g2
4
εkε
′
kΠ
µνTr
[
S¯
(0)
iµ (kˆ2 +m)(kˆ
′
2 +m)S
′(0)
jν (kˆ
′
1 −m)(kˆ1 −m)
]
. (33)
Their explicit analytical expressions are given in appendix A.
B. The case a = 1
The solution ~ψ1(~k, nˆ) corresponding to a = 1 is orthogonal to nˆ, i.e. it satisfies nˆ·~ψ1 = 0. To fulfill this condition,
it is convenient to introduce the vectors kˆ⊥ and ~σ⊥ orthogonal to nˆ:
kˆ⊥ =
~k − k cos θnˆ
k sin θ
~σ⊥ = ~σ − (nˆ·~σ)nˆ
and to write down ~ψ1 in the form:
~ψ1(~k, ~n) =
√
3
2
{
g
(1)
1 ~σ⊥ + g
(1)
2
(
2~ˆk⊥(~ˆk⊥·~σ⊥)− ~σ⊥
)
+ g
(1)
3
~ˆk⊥(~σ·~n) + g(1)4 i[~ˆk × ~n]
}
(34)
The four-dimensional representation Φλσ2σ1 analogous to (25), is written in terms of φ
(1)
µ :
φ(1)µ = g
(1)
1 S
(1)
1µ + g
(1)
2 S
(1)
2µ + g
(1)
3 S
(1)
3µ + g
(1)
4 S
(1)
4µ . (35)
The four spin structures S
(1)
jµ are orthonormalized according to (32) and read:
S
(1)
iµ =
∑
j
ηijSjµ, i = 1, . . . , 4; j = 1, . . . , 6, (36)
with Sjµ defined in (24) and the coefficients ηij given in appendix B.
The normalization condition in terms of φ
(1)
µ and ~ψ(1) exactly coincides with (30) and in terms of the components
g
(1)
i is rewritten as:
m
(2π)3
∫ [
(g
(1)
1 )
2 + (g
(1)
2 )
2 + (g
(1)
3 )
2 + (g
(1)
4 )
2
] d3k
εk
= 1. (37)
The system of equations for the four scalar functions g
(1)
i has also the same form than (21)
[
M2 − 4(~k 2 +m2)
]
g
(1)
i (
~k, nˆ) =
m2
2π3
∫ 4∑
j=1
K
(1)
ij (
~k,~k ′, nˆ)g(1)j (~k
′, nˆ)
d3k′
εk′
(38)
The kernels K
(1)
ij are obtained from (33) by substituting S
(1) instead of S(0). Their analytical expressions are given
in appendix A. The details of calculation can be found in [14].
We are interested here in calculating the mass M of a J=1 state. The physical solution satisfying the angular
condition mentioned above is given by the superposition of the solutions (ψa,Ma) with definite a [9, 15]:
~ψ = c0 ~ψ
0 + c1 ~ψ
1.
The corresponding mass is
M2 = c20M
2
0 + c
2
1M
2
1
8V. RELATION WITH THE STANDARD APPROACH
In reference [2], the system of equations solved for the Jz = 0 helicity sector had the form:(
M2 −M20
)
Φ1(R⊥, x)
=
α
4π2
∫
[V11(R⊥, x;R′⊥, x
′)Φ1(R′⊥, x
′) + V12(R⊥, x;R′⊥, x
′)Φ2(R′⊥, x
′)]R′⊥dR
′
⊥dx
′,(
M2 −M20
)
Φ2(R⊥, x) (39)
=
α
4π2
∫
[V21(R⊥, x;R′⊥, x
′)Φ1(R′⊥, x
′) + V22(R⊥, x;R′⊥, x
′)Φ2(R′⊥, x
′)]R′⊥dR
′
⊥dx
′,
with M20 =
R2
⊥
+m2
x(1−x) . They correspond to equations (3.1a), (3.1b) from [2] with the notations k ≡ R⊥, q ≡ R′⊥, y ≡ x′.
The coupled wave functions (Φ1,Φ2) should be identified either to (Φ
1+,Φ2−) or to (Φ1−,Φ2+) sets. The kernels Vij ,
given by eqs. C1-C4 in [2], are for the case (Φ1+,Φ2−):
Vij =
∫ 2pi
0
vijdϕ
′
x(1 − x)x′(1− x′)(Q2 + µ2) ,
v11 = R⊥R′⊥(2xx
′ − x− x′)
+
[
R2⊥x
′(1− x′) + R′2⊥x(1− x)−m2(x+ x′)(2− x− x′)
]
cosϕ′,
v12 = m
[
R⊥(x + 3x′ − 2xx′ − 2x′2)−R′⊥(x′ + 3x− 2x′x− 2x2) cosϕ′
]
,
v21 = m
[
R′⊥(x
′ + 3x− 2x′x− 2x2)−R⊥(x + 3x′ − 2xx′ − 2x′2) cosϕ′
]
,
v22 = R⊥R′⊥(2xx
′ − x− x′) cosϕ′ (40)
+
[
R2⊥x
′(1− x′) + R′2⊥x(1− x)−m2(x+ x′)(2− x− x′)
]
.
The momentum transfer Q2 reads:
Q2 = m2
x′
x
(
1− x
x′
)2
+
x′
x
R2⊥ − 2R⊥R′⊥ cosϕ′ +
x
x′
R′2⊥ + (x
′ − x)
(
m2 +R′2⊥
x′(1− x′) −M
2
)
(41)
for x ≤ x′ and with the replacements x↔ x′ R⊥ ↔ R′⊥ for x ≥ x′.
The functions Φi are normalized as:∫ (|Φ1(R⊥, x)|2 + |Φ2(R⊥, x)|2)R⊥ dR⊥ dx = 1. (42)
We will show that the equations (21) with kernels (A1) corresponding to our J = 0 state are identical to equations
(39) with kernels (40) for (Φ1+,Φ2−). They transform into each other by a linear combination of the wave functions
and by a change of variable. The relation between the wave functions can be written in the form:
fj = N(x)
∑
i
Φi cij(R⊥) (43)
with a normalization factor ensuring the equivalence between the conditions (17) and (42)
N(x) = 23/2πm−1/2
√
x(1 − x)
and a unitary matrix cˆ:
cˆ =
1√
R2⊥ +m2
(−R⊥ m
m R⊥
)
(44)
Variables (R⊥, x) used in (39) are related to (k, θ) from (21) by:
R⊥ = k sin θ, x =
1
2
(
1− k cos θ
εk
)
(45)
9and their reversed relations:
k2 =
R2⊥ +m
2
4x(1 − x) −m
2, cos θ =
(1− 2x)
√
R2⊥ +m2√
R2⊥ +m2(1− 2x)2
. (46)
Variables (~R⊥, x) can be directly constructed from the initial four-momenta as follows. We introduce the four-
vector R = k1 − xp with x = ω·k1/(ω·p) and represent its spatial part as ~R = ~R‖ + ~R⊥, where ~R‖ is parallel to ~ω and
~R⊥·~ω = 0. Since by definition of R, R·ω = R0ω0 − ~R‖·~ω = 0, it follows that |R0| = |~R‖|, and hence ~R2⊥ = −R2 is
invariant.
For J = 1, a = 0 quantum numbers, corresponding to the state (1−, 2+) from [2], the relation between the g(0)j
components and Φi is the same than (43)
g
(0)
j = N(x)
∑
i
cij(R⊥)Φi (47)
with a cˆ matrix
cˆ =
1
k
√
R2⊥ +m2
(
R⊥εk −kzm
−kzm −R⊥εk
)
(48)
Note that in [2] kz = −k cos θ with a minus sign due to nˆ = −zˆ).
Inserting (43) into equations (21), we reproduce equations (39) with kernels Vij which are linear combinations of
Kij :
Vij =
N(x′)
N(x)N1(x′)
∑
i′j′
ci′i(R⊥)Ki′j′cj′j(R′⊥), N1(x
′) =
απ
m2
x′(1− x′). (49)
Substituting here the kernels Kij from (22) for J = 0, we get the expressions for Vij given by (40). A similar identity
is obtained for the kernels Kij of J = 1, a = 0 state (A2) and the kernels Vij for the corresponding (1
−, 2+) state
considered in [2]. Hence, both systems of equations are strictly equivalent.
It is useful to explain the origin of the linear transformations (43) and (47). They result from using different
representations of the spinors and different normalizations of the wave functions. Namely, instead of eq. (15) the
following spinor is defined in [2]:
uLFσ (k) =
√
2
k0 + k3
[
mΛ− + (k0 + k3 + γ0~γ⊥·~k⊥)Λ+
](
wσ
0
)
(50)
where
Λ± =
1
4
γ∓γ±, γ± = γ0 ± γ3, ~k⊥ = (k1, k2).
It can be transformed to the form:
uLFσ (k) =
√
1
2(k0 + k3)
(
m+ k0 + ~σ·~k σ3
(k0 −m)σ3 + ~σ·~k
)
wσ (51)
In order to relate the two wave functions, one may express the spinors uLF in terms of u:
uLFσ (k) =
∑
σ′=± 1
2
βσσ′ (k)uσ′(k). (52)
With the explicit formulas (15) and (51) we find:
βσσ′ (k) =
1
2m
u¯σ′(k)u
LF
σ (k) =
√
k0 +m
2(k0 + k3)
w†σ′
(
1 +
~σ·~k σ3
k0 +m
)
wσ (53)
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Note the opposite order of indices in both sides of (53). Below we give explicitly these matrix elements in the
c.m.-system ~k1 + ~k2 = 0:
β 1
2
1
2
(k1) = β− 1
2
− 1
2
(k1) =
(k+ +m)√
2k+(k0 +m)
, β 1
2
− 1
2
(k1) = −β∗− 1
2
1
2
(k1) =
k⊥eiφ√
2k+(k0 +m)
,
β 1
2
1
2
(k2) = β− 1
2
− 1
2
(k2) =
(k− +m)√
2k−(k0 +m)
, β 1
2
− 1
2
(k2) = −β∗− 1
2
1
2
(k2) =
−k⊥eiφ√
2k−(k0 +m)
,
(54)
with k1 + ik2 = k⊥eiφ. Coefficients β(k1) relate the spinors of particle 1 with momentum ~k1 = ~k, whereas coefficients
β(k2) relate the spinors of particle 2 with momentum ~k2 = −~k). For the conjugated spinors u¯ we get:
u¯LFσ1 (k1) =
∑
σ′
1
=± 1
2
β∗σ1σ′1(k1)u¯σ′1(k1), u¯
LF
σ2 (k2) =
∑
σ′
2
=± 1
2
β∗σ2σ′2(k2)u¯σ′2(k2), (55)
The matrix β is unitary:
∑
σ′ β
†
σσ′βσ′σ′′ =
∑
σ′ β
∗
σ′σβσ′σ′′ = δσσ′′ . Substituting the spinors (55) into the wave function
Ψ defined by means of the spinors u¯LF , we get the relation:
Ψσ1σ2 =
∑
σ′
1
σ′
2
β∗σ1σ′1(k1)β
∗
σ2σ′2
(k2)ψσ′
2
σ′
1
(56)
Note the opposite order of indices at Ψσ1σ2 and ψσ′
2
σ′
1
, in accordance with the above definitions. The matrix elements
of the wave function ψ(~k, ~n) for J = 0, eq. (16), are the following:
ψ 1
2
1
2
= ψ∗− 1
2
− 1
2
=
i√
2
f2e
−iφ, ψ 1
2
− 1
2
= −ψ 1
2
− 1
2
= − i√
2
f1. (57)
We substitute in (56) the coefficients (54) and the wave function (57), following the paper [2], separate the phase
factor:
Ψσ1σ2(~R⊥, x) =
∑
m
eimφ√
2π
Φσ1σ2(R, x,m)
and introduce the following linear combinations:
Φ1±(R, x) =
1√
2
[Φ
1
2
1
2 (R, x;−1)± Φ− 12− 12 (R, x; 1)],
Φ2±(R, x) =
1√
2
[Φ
1
2
− 1
2 (R, x; 0)± Φ− 12 12 (R, x; 0)] (58)
normalized according to (42). In this way we reproduce for Φ1+,Φ2− the relation (43) with coefficients (44). For the
other pair of components we get Φ1− = Φ2+ = 0.
Similarly, taking the matrix elements of the wave function ~ψ(0)(~k, nˆ) for J = 1, a = 0, equation (28), projected on
the direction nˆ (we remind that in the standard approach nˆ|| − z), we find:
~n·~ψ(0)1
2
1
2
= ~n·~ψ(0)∗− 1
2
− 1
2
=
i√
2k
(g
(0)
1 R⊥ − g(0)2 k3)e−iφ,
~n·~ψ(0)1
2
− 1
2
= ~n·~ψ(0)1
2
− 1
2
= − i√
2k
(g
(0)
1 k3 + g
(0)
2 R⊥).
In this way we reproduce for (Φ1−,Φ2+) the relation (47) with coefficients (48), whereas we get Φ1+ = Φ2− = 0.
VI. ASYMPTOTICAL PROPERTIES AND CRITICAL COUPLING CONSTANT
The stability of solutions is determined by the asymptotical behavior of kernels Kij . This can be considered either
for a fixed k(k′) in the limit k′(k)→ ∞ or in the limit of both k, k′ → ∞ with a fixed ratio γ = k′k . We illustrate in
11
what follows the analyzing method for the J = 0 state. The relevant results for J = 1 are summarized at the end of
the section.
For a fixed value of k(k′) we get:
K11(k, θ, k
′, θ′) ∼


c11
k if k→∞, k′ fixed
c′11
k′ if k
′ →∞, k fixed
K12(k, θ, k
′, θ′) ∼


c12
k if k→∞, k′ fixed
c′12 if k
′ →∞, k fixed
K21(k, θ, k
′, θ′) ∼


c21 if k→∞, k′ fixed
c′21
k′ if k
′ →∞, k fixed
K22(k, θ, k
′, θ′) ∼


c22 if k→∞, k′ fixed
c′22 if k
′ →∞, k fixed
(59)
with coefficients c11, c12, c21, c22 depending on k
′, θ, θ′ and c′11, c
′
12, c
′
21, c
′
22 depending on k, θ, θ
′.
One has for instance
c22 =
απk′ sin θ sin θ′
m2(εk′ − k′ cos θ cos θ′ + |εk′ cos θ − k′ cos θ′|) > 0 (60)
and c′22 obtained form c22 by the replacement k
′ → k, θ ↔ θ′. Note that these behaviors are obtained once the
integration over ϕ′ in (22) is performed.
It follows from (59) that the second iteration of K11 converges at k
′ →∞:
∫
K11G0K11
d3k′
εk′
∼
∫
1
k′
1
k′2
1
k′
k′2dk′
k′
=
∫ L dk′
k′3
∝ const.
where G0 ∼ 1/k′2 is the intermediate propagator. The integrals
∫
K21G0K11
d3k′
εk′
,
∫
K11G0K12
d3k′
εk′
and∫
K21G0K12
d3k′
εk′
also converge whereas the second iteration of K22 is logarithmically divergent:
∫
K22G0K22
d3k′
εk′
∼
∫ L
const
1
k′2
k′2dk′
k′
=
∫ L dk′
k′
∼ log(L).
The integral
∫
K12G0K22
d3k′
εk′
,
∫
K22G0K21
d3k′
εk′
and
∫
K12G0K21
d3k′
εk′
are also logarithmically divergent, as a man-
ifestation of the logarithmic divergence in the LFD box fermion diagram.
In the domain where both k, k′ tend to infinity with a fixed ratio k
′
k = γ, it is useful to introduce the functions
Kii = −πα
m2
{ √
γ Aii(θ, θ
′, γ) if γ ≤ 1
1√
γ Aii(θ, θ
′, 1/γ) if γ ≥ 1 (61)
where we have extracted for convenience the factor
√
γ. We find for A11:
A11(θ, θ
′, γ) =
1√
γ
∫ 2pi
0
dϕ′
2π
2γ(1− cos θ cos θ′)− (1 + γ2) sin θ sin θ′ cosϕ′
(1 + γ2)(1 + | cos θ − cos θ′| − cos θ cos θ′)− 2γ sin θ sin θ′ cosϕ′ , (62)
and for A22:
A22(θ, θ
′, γ) = − 1√
γ
∫ 2pi
0
dϕ′
2π
(1 + γ2) sin θ sin θ′ − 2γ(1− cos θ cos θ′) cosϕ′
(1 + γ2)(1 + | cos θ − cos θ′| − cos θ cos θ′)− 2γ sin θ sin θ′ cosϕ′ . (63)
with A11(θ, θ
′, γ) ∼ +√γ and A22(θ, θ′, γ) ∼ −1/√γ for γ → 0.
Comparing the above formulas, we see that the dominating kernel is K22. It does not decrease in any direction of
the (k, k′) plane, whereas in the domain k → ∞, k′ fixed (and vice versa) K11 decreases. However, in the domain
12
k′
k = γ fixed, none of the diagonal kernels decreases. The positive function (62) corresponds to an attractive kernel
K11 whereas the unbounded function (63) correspond to a repulsive K22 (note that the relation (61) between Kii and
Aii contains the sign minus).
The preceding results will be used to find the critical value of the coupling constant, above which the solutions are
not stable as a function of the cut-off value kmax. Since K22 is repulsive it cannot generate a collapse. The formalism
is therefore developed in the one channel problem, e.g. the f1 component with the kernel K11 satisfying the equation
[
M2 − 4(k2 +m2)] f(k, z) = m2
2π3
∫
K(k, z; k′, z′)f(k′, z′)
d3k′
εk′
. (64)
where z = cos θ and the channel indices are hereafter omitted.
Our further analysis leans on a method developed by Smirnov [19] and uses the fact that at k → ∞ the integral
in r.h.-side of (64) is dominated by k′ ∝ k. Indeed, when k′ = fixed, k → ∞, the kernel K = K11 in (64) decreases
like 1/k (see (59)), that results in the 1/k3 asymptotics for f . We will see below that when k′ ∝ k, the wave function
decreases more slowly than 1/k3:
f(k, z) ∼ h(z)
k2+β
, 0 ≤ β < 1. (65)
Therefore, the integration domain k′ ∝ k gives dominating contribution. Hence, in the integrand of eq. (64) one can
replace the kernel by its asymptotics (61) and substitute the asymptotical form of the wave function (65).
Let us put k′ = γk and consider the limit k →∞ in which equation tends to
−4f(k, z) = m
2
π2
∫ ∞
0
γdγ
∫ +1
−1
dz′K(k, z; γk, z′)f(γk, z′)
where we have neglected the binding energy, supposing that it is finite.
The integral over γ can be split in two terms in order to use the limiting values of the kernel in its form (61)
4f(k, z) =
α
π
∫ 1
−1
dz′
{∫ 1
0
γdγ
√
γ A(θ, θ′, γ)f(γk, z′) +
∫ ∞
1
γdγ
1√
γ
A(θ, θ′, 1/γ)f(γk, z′)
}
Both terms can be gathered by putting γ′ = 1γ in the second one
4f(k, z) =
α
π
∫ 1
−1
dz′
∫ 1
0
dγ A(θ, θ′, γ)
{
γ3/2f(γk, z′) + γ−5/2f(
k
γ
, z′)
}
(66)
Inserting in (66) the wave function in the asymptotical form (65) leads to the eigenvalue equation
h(z) = α
∫ +1
−1
dz′Hβ(z, z′) h(z′) (67)
with
Hβ(z, z
′) =
∫ 1
0
1
2π
√
γ
dγ A(z, z′, γ) cosh (β log γ) (68)
The relation between the coupling constant α and the coefficient β, determining the power law of the asymptotic
wave function, can be found in practice by solving the eigenvalue equation (69) for a fixed value of β
λβ h(z) =
∫ +1
−1
dz′Hβ(z, z′) h(z′) (69)
and taking
α(β) =
1
λβ
(70)
One should notice that the contribution γ → 0 in the first term of integral (66) introduces corrections of higher order
than 1
k2+β
and does not modify the asymptotics of the solution f .
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The kernel A(z, z′, γ) in eq. (68) is positive (see eq. (62)). The function cosh (β log γ) and, hence, the kernel
Hβ(z, z
′) have minimum at β = 0. This value of beta corresponds to maximal – critical – value of α (αc).
It is worth noticing that if A does not depend on z, z′, A(γ, z, z′) = A(γ), one gets [19]:
1
αc
=
∫ 1
0
dγ
A(γ)
π
√
γ
(71)
Applying this condition to the non relativistic Schro¨dinger equation with potential
V (r) = −α
′
r2
= − α
2mπ
1
r2
,
that corresponds to A(γ) = 1, one gets the critical coupling constant αc =
pi
2 , that is α
′
c =
1
4m in agreement with
[20]. For the LFD Yukawa model, A11 is majorated by
√
γ. Inserting this value in (71), we conclude that αc > π, in
coincidence with estimation given in [16].
Let us now examine the asymptotics of component f2. We consider equation (21) on a finite interval 0 ≤ k ≤ kmax
and investigate the behavior of f2 at k ≫ m. Since kernel K22, in contrast to K11, tends to a constant at k →∞ its
contribution leads to the 1/k2 asymptotics for f2:
f2(k, z) ∝ h2(kmax, z)
k2
. (72)
It seems at first glance that with 1/k2 asymptotics one gets a logarithmic divergence of the integral in the r.h.s. of
equation (21) for f2: ∫
K22f2
d3k′
εk′
∼
∫ kmax
0
1
k′2
k′2dk′
k′
∼ log(kmax)
. However from the asymptotics of equation (21) it follows that the asymptotical coefficient h2(kmax, z) decreases as
h2(kmax, z) =
a
1 + b log(kmax)
thus ensuring the convergence of the r.h.s. integral in (21).
For J = 1, a = 0 state, the A22 function behaves as ∼ + 1√γ when γ → 0, what corresponds to a singular attractive
K22 kernel and generates a collapse.
A similar situation occurs for J = 1, a = 1. Inspection of the four diagonal kernels shows that at γ → 0, function
A22 behaves also as A22 ∼ + 1√γ , namely:
A
(j=1,a=1)
22 (θ, θ
′, γ → 0) = 1√
γ
sin2 θ sin2 θ′
4(1 + | cos θ − cos θ′| − cos θ cos θ′) .
This singular attraction is responsible for the J = 1, a = 1 instability.
VII. RESULTS
Let us first present the results given by the single equation for f1 with kernel K11 in the J = 0 case. In all the
calculations, the constituent masses were taken equal to m=1 and the mass of the exchanged scalar is µ=0.25.
The numerical solution of equation (69) with the function A11(γ, z, z
′) given by (61) is plotted in Figure 4.
The critical coupling constant is obtained for β = 0 for which the eigenvalue is λc = 0.269. It corresponds, according
to (70), to αc = 3.72, in agreement with our numerical estimations αc > π [16].
We have plotted in Figure 5 the mass square M2 of the two fermion system as a function of the cutoff kmax for
two fixed values of the coupling constant below and above the critical value αc = 3.72. In our calculations the
cutoff appears directly as the maximum value kmax up to which the integrals in (21) are performed. One can see
two dramatically different behaviors depending on the value of the coupling constant α. For α = 3, the result is
convergent. On the contrary, for α = 4, i.e. α > αc, the result is clearly divergent: M
2 decreases logarithmically as a
function of kmax and becomes even negative. This divergence is due only to the large k behavior of K11. Though the
negative values of M2 are physically meaningless, they are formally allowed by the equations (21) and (39). The first
degree of M does not enter neither in the equation nor in the kernel, and M2 crosses zero without any singularity.
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FIG. 4: Function α(β) for LFD Yukawa K11.
The value of the critical α does not depend on the exchange mass µ. For µ ≪ m, e.g. µ ≈ 0.25, its existence is not
relevant in describing physical states since any solution with positive M2, stable relative to cutoff, corresponds to
α < αc. For µ ∼ m one can reach the critical α for positive, though small values of M2.
Let us consider now the two-channel problem. The kernel dominating in asymptotics is K22. In the case J = 0
it is positive and corresponds to repulsion. Because of that, this kernel does not generate by itself any instability
but cannot prevent from the collapse in the first channel (for enough large α), since due to coupling between the
two channels the singular potential in channel 1 ”pumps out” the wave function from channel 2. We would like to
emphasize that the divergence in the J = 0 case, when it happens, is not associated with the non decreasing behavior
of the K22 kernel but with the existence of a critical value of the coupling constant separating two dynamical regimes.
This property is due only to the attraction and large k behavior of K11.
In the coupled equations system (21) the situation with the cutoff dependence is thus the same as for one channel.
In Figure 6 is displayed the variation of M2 for J = 0 – or (1+, 2−) and J = 1, a = 0 – or (1−, 2+) states as a
function of the cutoff kmax. The value of the coupling constant is α = 1.184, the same that in Figure 2 of [2], below
the critical value. Our numerical results are in agreement with those presented in this figure for a cutoff Λ ≤ 100, but
our calculation at larger kmax leads to different conclusion for the J = 0 state. One remarks a qualitatively different
behavior of the two states. In what concerns J = 0, the numerical results become flatter when kmax increases, with less
than a 0.5% variation inM2 when changing kmax between kmax=10 and 300. The same kind of behavior is manifested
when studying the cutoff dependence of the coupling constant for a fixed value of the binding energy. Figures 7 and 8
show the α(kmax) variation for B=0.05 and B=0.5. The J=0 state is very well fitted by a law α(kmax) = α∞ + α0kνmax
with parameters α∞ = 1.140, α0 = 0.0639 and ν = 0.210 for B=0.05 and α∞ = 2.648, α0 = 0.809 and ν = 0.514 for
B=0.50. We thus conclude to the stability of the state with J = 0, as expected from our analysis in section VI.
We have examined the asymptotic behavior of the wave function and found that it accurately follows the power
law (65) with a coefficient β(α) given in Figure 4. For instance for a binding energy B=0.05 (α = 1.096) a direct
measurement in the numerical solution plotted in Figure 9 gives β = 0.820± 0.002 whereas the solution of equation
(69) for the corresponding α gives β = 0.819. The same kind of agreement was found for B=0.5 (α = 2.480): the
asymptotic wave function – displayed in Figure 10 – gives β = 0.548 ± 0.002 and equation (69) provides the value
β = 0.547. This agreement shows in particular that the critical value of the coupling constant is the same for the
one- and the two-channel problem. The influence of the second channel seems to have no any effect in the asymptotic
behavior of f1. This channel behaves asymptotically as 1/k
2 i.e. β = 0 for any value of the binding energy, as
indicated in sect. VI. One can see that the component f2 changes the sign.
It is worth noticing that – at least in the framework of this model – one could measure the coupling constant from
the asymptotic behavior of the bound state wave function. We would like to point out however that the extraction of
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FIG. 5: Cutoff dependence of the binding energy in the J = 0 or (1+, 2−) state, in the one-channel problem (f1), for two fixed
values of the coupling constant below and above the critical value.
coefficient β is numerically delicate when solving the equation with finite values of the cutoff kmax. A way to overcome
this difficulty consists in mapping the interval k ∈ [0,∞] into a compact interval. The mapping k → x = kk+m was
used.
Let us now consider the J = 1 case. For J = 1, a = 0 or (1−, 2+) state, contrary to the J = 0, the value of
M2(kmax) – displayed in Figure 6 – decreases faster than logarithmically and indicates a collapse. The asymptotics
of the kernel K
(J=1)
22 is the same than −K(J=0)22 , it is negative and corresponds to attraction. The integral (68) for
the kernel H(z, z′) with the function A22 given by (63) diverges. Therefore it results in a collapse for any value of
the coupling constant, as pointed out in [2]. The same result was found when solving the J = 0 equations with the
opposite sign of K
(J=0)
22 . The case J = 1, a = 1 state requires a four channel calculations. The results displayed in
Figure 11 show a logarithmic divergence.
One can see from Figures 7 and 11 that the binding energies for the J = 1 states with different values of projection
a are different but almost degenerate for a wide range of cutoff variation. For instance, with kmax = 10 one has
αa=0=1.17 αa=1=1.18 and with kmax = 90, αa=0=1.14 αa=1=1.16. These differences are less than 1% for a system
with not so small binding energies (B=0.05) and we expect them to be negligible for weakly bound systems like
deuteron. This quasi-degeneracy is much smaller in comparison to the results previously found with the scalar
particles [9, 21, 22]. In this latter case, a bound state with the same energy presents a splitting of ≈ 20% in α, what
correspond to a energy difference ∆B ≈ B. It is worth noticing that even for the sizeable cutoff kmax = 90, the value
of the coupling constant is still ≈ 10% far from the converged one obtained by a mapping.
The 2+4 components of the J = 1+ state are displayed in Figures 12 and 13 as functions of the momentum k .
Solutions g1 and g2 coming from the a = 0 sector are comparable. They both depend on the angle θ between the
direction of the light-front plane and the momentum ~k: when ~k ⊥ nˆ, the first component vanishes and the second one
reaches its maximal value as a function of θ: it dominates even over g1(k, θ = 0) and in the whole range of momentum.
In the J = 1, a = 0 state, only one solution is sizeable and dominates the three others for all values of θ. We would
like to notice that the displayed components are related to the physical wave functions considered in [10] by some
specific linear combinations ensuring the correct transformation properties of the wave function, as well as an easy
link with the non relativistic solutions. The peculiarities of these functions and their relations will be discussed in a
forthcoming paper [15].
16
10 100 1000
kmax
3.70
3.71
3.72
3.73
3.74
3.75
3.76
3.77
3.78
3.79
3.80
3.81
M2
 J=0+ 
 J=1+, a=0
FIG. 6: Cutoff dependence of M2 for J = 0 (1+, 2−) and J = 1, a = 0 (1−, 2+) states, in full (two-channel) problem, for
α = 1.184.
VIII. CONCLUSION
The Light-Front solutions of the two fermion system interacting via a scalar exchange have been obtained. We have
found that the J = 0 – or (1+, 2−) – state is stable (i.e. convergent relative to the cutoff kmax → ∞) for coupling
constant below some critical value, in a way similar to what is known in non relativistic quantum mechanics for the
−α′/r2 potential. In this point, our conclusion differs from the one settled in [2], where it was stated that the integrals
in eqs. (39) diverge logarithmically with cutoff. Above the critical value the system collapses. This fact manifests as
an unbounded value of M2 when the cutoff tends to infinity.
We have shown analytically that the asymptotic behavior of the wave function has the form 1k2+β and that the
relation between coefficient β and the coupling constant can be obtained as a solution of an eigenvalue equation
suggested by [19]. This relation provides in particular the critical value of the coupling constant, which corresponds
to β = 0. These results are in agreement with the numerical solutions of the LFD equations.
In the J = 1, a = 0 – or (1−, 2+) – state the system is found to be always unstable, as it was pointed out in [2].
The instability is related to the dominating K22 kernel which is attractive. The origin of the collapse is thus different
from J = 0 state, for which the K
(J=0)
22 kernel is repulsive and the instability is due to the asymptotic behavior of
attractive K11 and depends on the value of α relative to αc.
The solutions for the four channel problem J = 1, a = 1 state have been obtained. They show also a logarithmic
divergence of M2(kmax) and are thus unstable without regularization.
These results should be taken into account when carrying out the renormalization procedure. The explicitly
covariant version of Light-Front Dynamics (CLFD) seems very promising for handling this problem [23], like it has
proved to be fruitful in the Yukawa model.
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APPENDIX A: EXPLICIT EXPRESSIONS FOR LFD KERNELS
The kernels are obtained through the traces (23). To calculate them, we express the scalar products between the
different four-vectors in terms of variables k, k′, θ, θ′, ϕ′. The following results are useful:
ω2 = 0
k21 = k
2
2 = k
′2
1 = k
′2
2 = m
2,
ω·k1 = x ω·p,
ω·k2 = (1− x)ω·p,
ω·k′1 = x′ω·p,
ω·k′2 = (1− x′)ω·p,
k1·k2 = 2ε2k −m2,
k′1·k′2 = 2ε2k′ −m2,
k1·p = 2ε2k(1− x) +M2x/2,
k2·p = 2ε2kx+M2(1 − x)/2
k′1·p = 2ε2k′(1− x′) +M2x′/2,
k′2·p = 2ε2k′x′ +M2(1− x′)/2,
k1·k′1 = −kk′ sin θ sin θ′ cosϕ′ + 2ε2k′x+ 2ε2kx′ − 2ε2kxx′ − 2ε2k′xx′,
k2·k′2 = −kk′ sin θ sin θ′ cosϕ′ + 2ε2kx+ 2ε2k′x′ − 2ε2kxx′ − 2ε2k′xx′,
k1·k′2 = kk′ sin θ sin θ′ cosϕ′ + 2ε2k(1 − x)(1 − x′) + 2ε2k′xx′,
k2·k′1 = kk′ sin θ sin θ′ cosϕ′ + 2ε2k′(1− x)(1 − x′) + 2ε2kxx′,
where 2x =
(
1− k cos θεk
)
and similarly for x′.
The analytical expressions for the κij kernels (23) in the J = 0 case are:
κ11 = −απ
[
2k2k′2 + 3k2m2 + 3k′2m2 + 4m4 − 2kk′εkεk′ cos θ cos θ′ − kk′(ε2k + ε2k′ ) sin θ sin θ′ cosϕ′
]
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κ12 = −απm(k2 − k′2) (k′ sin θ′ + k sin θ cosϕ′)
κ21 = −απm(k′2 − k2) (k sin θ + k′ sin θ′ cosϕ′) (A1)
κ22 = −απ
[(
2k2k′2 + 3k2m2 + 3k′2m2 + 4m4 − 2kk′εkεk′ cos θ cos θ′
)
cosϕ′ − kk′(ε2k + ε2k′) sin θ sin θ′
]
where we have used α = g
2
4pi .
The analytical expressions for the κij kernels (33) in the J = 1
+, a = 0 case are:
κ11 = −απ
{[−2kk′εkεk′ + (2k2k′2 + 3m2k2 + 3m2k′2 + 4m4) cos θ cos θ′]+ εkεk′(k2 + k′2 + 4m2) sin θ sin θ′ cosϕ′}
κ12 = −απm
[−εk′(3k2 + k′2 + 4m2) cos θ sin θ′ + εk(k2 + 3k′2 + 4m2) sin θ cos θ′ cosϕ′]
κ21 = −απm
[−εk(k2 + 3k′2 + 4m2) sin θ cos θ′ + εk′(3k2 + k′2 + 4m2) cos θ sin θ′ cosϕ′] (A2)
κ22 = −απ
{
εkεk′ (k
2 + k′2 + 4m2) sin θ sin θ′ +
[−2kk′εkεk′ + (2k2k′2 + 3m2k2 + 3m2k′2 + 4m4) cos θ cos θ′] cosϕ′}
The analytical expressions for the κij , determining by eq. (22) the kernels Kij in the J = 1
+, a = 1 case are:
2κ11
απ
= −m[εk sin2 θ(ε2k + 3ε2k′) + εk′ sin2 θ′(3ε2k + ε2k′)]− (cos2 θ + cos2 θ′)[m2(ε2k + ε2k′) + 2ε2kε2k′ ] + 4εkεk′kk′ cos θ cos θ′
− (εk + εk′)2 sin θ sin θ′ cosϕ′ {(εk −m)(εk′ −m)[cos θ cos θ′ + sin θ sin θ′ cosϕ′]− kk′}
2κ12
απ
= mεk(ε
2
k + 3ε
2
k′) sin
2 θ −mεk′(3ε2k + ε2k′ ) sin2 θ′ + (cos2 θ − cos2 θ′)[m2ε2k +m2ε2k′ + 2ε2kε2k′ ]
− sin θ sin θ′ {kk′(εk − εk′)2 + (εk + εk′)2(εk′ −m)(εk′ −m) cos θ cos θ} cosϕ′
+ sin2 θ(εk −m)
{−(εk′ +m)(εk − εk′)2 + (εk′ −m)(εk + εk′)2 cos2 θ′} cos2 ϕ′
2κ13√
2απ
= − sin θ′ [2εkεk′kk′ cos θ + (εk′ −m)[m(ε2k′ + ε2k)− 2ε2kεk′ ] cos θ′]
+ sin θ
{
2εkεk′kk
′ cos θ′ + (εk −m) cos θ
[
εk′(ε
2
k + ε
2
k′ − 2mεk)− (εk′ −m)(εk + εk′)2 cos2 θ′
]}
cosϕ′
− (εk + εk′)2(εk −m)(εk′ −m) sin2 θ sin θ′ cos θ′ cos2 ϕ′
2κ14
απ
=
√
2(k2 − k′2){(εk sin2 θ +m cos2 θ)k′ sin θ′ +mk sin θ cosϕ′ − k′(εk −m) sin2 θ sin θ′ cos2 ϕ′}
2κ21
απ
= −mεk sin2 θ(3ε2k′ + ε2k) +mεk′ sin2 θ′(ε2k′ + 3ε2k)− (cos2 θ − cos2 θ′)
(
m2(ε2k′ + ε
2
k) + 2ε
2
k′ε
2
k
)
− sin θ sin θ′ {kk′(εk − εk′)2 + (εk + εk′)2(εk′ −m)(εk −m) cos θ cos θ′} cosϕ′
+ sin2 θ′(εk′ −m)
{−(εk′ − εk)2(εk +m) + cos2 θ(εk′ + εk)2(εk −m)} cos2 ϕ′
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2κ22
απ
= m(εk + εk′)
3 − (εk −m)(m(ε2k + ε2k′)− 2εkε2k′) cos2 θ − (εk′ −m)(m(ε2k + ε2k′)− 2ε2kεk′) cos2 θ′
− 4kk′εkεk′ cos θ cos θ′ − (εk + εk′)2 {(εk −m)(εk′ −m)− kk′ cos θ cos θ′} sin θ sin θ′ cosϕ′
− {sin2 θ′ (sin2 θεkεk′(ε2k + ε2k′ + 2m2) +mεk′(cos2 θ + 1)(3ε2k + ε2k′))+ (cos2 θ′ + 1)
× (mεk sin2 θ(ε2k + 3ε2k′) + (cos2 θ + 1)(m2(ε2k + ε2k′) + 2ε2kε2k′))− 8kk′εkεk′ cos θ cos θ′} cos2 ϕ′
2κ23√
2απ
=
{
2εkεk′k
′k cos θ + (εk′ −m) cos θ′(ε2k′m+ ε2k(m− 2εk′))
}
sin θ′ − sin θ
× {(εk −m) cos θ ((εk + εk′)2(εk′ −m) cos2 θ′ − εk′(ε2k + ε2k′ − 2mεk))− 2kk′εkεk′ cos θ′} cosϕ′
− sin θ′ {(εk′ −m) cos θ′ ((εk − εk′)2(εk +m)− (εk + εk′)2(εk −m) cos2 θ)+ 4kk′εkεk′ cos θ} cos2 ϕ′
2κ24
απ
=
√
2(ε2k′ − ε2k)
{
mk sin θ cosϕ′ − k′ sin θ′ [(εk sin2 θ +m cos2 θ)− [(εk +m)− (εk −m) cos2 θ] cos2 ϕ′]}
2κ31√
2απ
= − sin θ [(εk −m)(mε2k +mε2k′ − 2εkε2k′) + 2εkεk′kk′ cos θ′]
+ sin θ′
{
(εk −m) cos θ′
[
(mε2k +mε
2
k′ − 2ε2kεk′) cos2 θ + εk(ε2k + ε2k′ − 2mεk′) sin2 θ
]
+ 2εkεk′kk
′ cos θ′
}
cosϕ′
− (εk + εk′)2(εk −m)(εk′ −m) sin θ cos θ sin2 θ′ cos2 ϕ′
2κ32√
2απ
= sin θ
[
2εkεk′kk
′ cos θ′ + (e−m)[m(ε2k + ε2k′)− 2εkε2k′ ] cos θ
]
+ sin θ′ cosϕ′
{
(εk′ −m) cos θ′
[
cos2 θ(mε2k +mε
2
k′ − 2ε2kε2k′) + εk sin2 θ[ε2k + ε2k′ − 2mεk′
]
+ 2εkεk′kk
′ cos θ
}
+ sin θ cos2 ϕ′
{
(εk −m) cos θ
[
εk′(2εkm− ε2k − ε2k′) sin2 θ′ + (2εkε2k′ −mε2k −mε2k′)(1 + cos2 θ′)
]− 4εkεk′kk′ cos θ′}
κ33
απ
=
{
εk(εk′ −m)
(
ε2k + εk′(εk′ − 2m)
)
cos2 θ′ − εk′m(3ε2k + ε2k′) cos2 θ − εkεk′(ε2k + ε2k′ + 2m2) sin2 θ
− ((εk + εk′)2(εk −m)(εk′ −m) cos θ cos θ′ − 2kk′εkεk′) (cos θ cos θ′ + sin θ sin θ′ cosϕ′)} cosϕ′
κ34
απ
= (ε2k − ε2k′)(εk −m) cos θ sin θk′ sin θ′ sin2 ϕ′
2κ41
απ
=
√
2(ε2k′ − ε2k)
{
mk′ sin θ′ cosϕ′ + k sin θ
[
(εk′ sin
2 θ′ +m cos2 θ′)− (εk′ −m) sin2 θ′ sin2 ϕ′
]}
2κ42
απ
=
√
2(ε2k − ε2k′)
{
mk′ sin θ′ cosϕ′ + k sin θ
[
[(m+ εk′) + (m− εk′) cos2 θ′] cos2 ϕ′ − (εk′ sin2 θ′ +m cos2 θ′)
]}
κ43
απ
= −k(ε2k − ε2k′)(εk′ −m) cos θ′ sin θ sin θ′ sin2 ϕ′
κ44
απ
=
{
(ε2k + ε
2
k′)(kk
′ sin θ sin θ′ cosϕ′ −m2) + 2εkεk′(kk′ cos θ cos θ′ − εkεk′)
}
cosϕ′
APPENDIX B: COEFFICIENTS ηij DETERMINING THE ORTHONORMALIZED SPIN STRUCTURES
The construction method of the four orthonormalized spin structures S
(1)
iµ (36) determining the wave function φ
(1)
µ
(35), is explained in [14]. These structures are expressed in terms of six structures Sjµ, in the form (36). The non
zero coefficients ηij (i = 1, . . . , 4; j = 1, . . . , 6) are given below (z = cos θ):
η11 =
√
3m2
4εk(εk +m)
, η12 =
√
3m
4εk
, η13 = −
√
3(εk −m)(4ε2k +M2)z
16ε2kk
,
η16 =
√
3(4ε2k +M
2)
8εkm
,
η21 =
√
3m2[εk(1 − z2) +m(1 + z2)]
4εkk2(1− z2) , η22 = −
√
3m
4εk
,
η23 = −
√
3(4ε2k +M
2)[εk(1− z2) +m(1 + z2)]z
16ε2kk(1− z2)
, η24 =
√
3mz
k(1− z2) ,
η26 = −
√
3(4ε2k +M
2)(1 + z2)
8εkm(1− z2)
21
η31 =
√
3m2z
2εk(εk +m)
√
2(1− z2) , η33 = −
√
3(εk −m)(4ε2k +M2)z2
8ε2kk
√
2(1− z2) ,
η34 = −
√
3m
k
√
2(1− z2) , η36 =
√
3(4ε2k +M
2)z
4εkm
√
2(1− z2)
η45 =
√
3m2
2εkk
√
2(1− z2) (B1)
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