Abstract. We investigate in this paper the existence of a metric which maximizes the first eigenvalue of the Laplacian on Riemannian surfaces. We first prove that, in a given conformal class, there always exists such a maximizing metric which is smooth except at a finite set of conical singularities. This result is similar to the beautiful result concerning Steklov eigenvalues recently obtained by Fraser and Schoen [16]. Then we get existence results among all metrics on surfaces of a given genus, leading to the existence of minimal isometric immersions of smooth compact Riemannian manifold (M, g) of dimension 2 into some k-sphere by first eigenfunctions. At last, we also answer a conjecture of Friedlander and Nadirashvili [17] which asserts that the supremum of the first eigenvalue of the Laplacian on a conformal class can be taken as close as we want of its value on the sphere on any orientable surface.
Let (Σ, g) be a smooth compact Riemannian surface without boundary. The eigenvalues of the Laplacian ∆ g = −div g (∇) form a discrete sequence 0 = λ 0 < λ 1 (Σ, g) ≤ λ 2 (Σ, g) ≤ . . .
Getting bounds on these eigenvalues depending on the metric or the topology of Σ has been the subject of intensive studies in the past decades. In this paper, we shall focus on the first eigenvalue λ 1 . One can for instance consider the first conformal eigenvalue of (Σ, g) defined by
(0.1)
If one looks at the infimum of the first eigenvalue in a given conformal class, it is always 0. Now one can also study invariants which depend only on the topology of the surface. For orientable surfaces, one can define for any genus γ ≥ 0
where Σ is a compact orientable surface of genus γ. One can also look at
Natural questions about these quantities are to get explicit values or explicit bounds on it, and whether or not the supremum (or infimum) in their definition is achieved by some metric and, if yes, how regular these extremal metrics are. Yang and Yau [43] (see also [31] ) obtained an upper-bound for the first eigenvalue of the Laplacian on a surface, depending only on the genus γ of the surface. In case of orientable surfaces, this reads as
Colbois and El Soufi [9] gave an explicit lower bound of Λ 1 (Σ, [g]) on any closed Riemannian surface and proved that
and by the work of Hersch [22] , we know that Λ 1 S 2 , [can] = 8π. A lower bound for Λ 1 (γ) can be obtained from [3] and [5] (see [15] ) :
Exact values of these quantities were obtained for small genus and for specific conformal classes. Let us mention the sphere (Hersch [22] ), the projective plane (Li-Yau [31] ), the torus (Girouard [18] and Nadirashvili [36] ), the Klein bottle (El Soufi-Giacomini-Jazar [13] and Jakobson-Nadirashvili-Polterovitch [25] ), the genus 2 surfaces (Jakobson-Levitin-Nadirashvili-Nigam-Polterovitch [24] , Karpukhin [26] ).
Concerning Λ 1 (Σ, [g]), we prove the following theorem : Theorem 1. Let (Σ, g) be a compact Riemannian surface without boundary. Then
if Σ is not diffeomorphic to S 2 . Moreover, there is an extremal metricg ∈ [g], smooth except maybe at a finite number of points corresponding to conical singularities, such that Λ 1 (Σ, [g]) = λ 1 (g) V olg (Σ).
This theorem contains a rigidity result which states that the sphere is characterized by having the minimal first conformal eigenvalue. It also contains an existence result of "smooth" maximal metrics. Note that, on the sphere, we know since the work of Hersch [22] that maximal metrics exist and are all smooth since they consist in all metrics isometric to the standard one. As observed in [28] , conical singularities naturally appear for extremal metrics. Indeed, the conformal factor relatingg to g is |∇Φ| 2 g where Φ is some smooth harmonic map from M into some sphere S k . The zeros of |∇Φ| 2 g are isolated and correspond to branch points of the harmonic map Φ as proved in Salamon [40] . The case of genus 2 surface treated in [26] show that extremal metrics indeed possess sometimes conical singularities. In this respect, our existence result seems completely optimal. In [28] , Kokarev proved that any maximizing sequence of metrics, provided that our rigidity result was true, converges to a Radon measure without atoms. He then got some partial regularity results on this measure. Note that, here, we do not prove that any maximizing sequence converges to a "smooth" maximizer, which may not be true. We select carefully a maximizing sequence which converges to a "smooth" maximizer. In [37] , assuming that Λ 1 (Σ, [g]) > 8π, which is by now a consequence of our result, the authors announced the existence of a maximizer with a rather different proof we do not fully understand.
Note also that, by Kokarev [27] , and thanks to the rigidity part of our theorem, we know that the set of "smooth" maximizers given by our theorem is compact as soon as M is not diffeomorphic to the sphere S 2 . On the sphere S 2 , this compactness result is of course false.
Capitalizing on this first existence result, we are also able to obtain the following : Theorem 2. Let Σ be a compact orientable Riemannian surface without boundary of genus γ ≥ 1. If Λ 1 (γ) > Λ 1 (γ − 1), then Λ 1 (γ) is achieved by a metric which is smooth except at a finite set of conical singularities.
Note that the case of the sphere is already treated in Hersch [22] . Note also that the case of the torus (γ = 1) is already known : we have Λ 1 (1) = and the maximal metric is given by the flat equilateral torus (see [36] ). At last, the genus 2 case was recently obtained : we have Λ 1 (2) = 16π and there is a family of maximal metrics (see [26] ).
The spectral gap Λ 1 (γ) > Λ 1 (γ − 1) necessarily holds for an infinite number of γ thanks to the lower bound (0.4). It is believed to hold for all genuses. The extremal metric in the theorem is the pull-back of the induced metric of a minimal immersion (with branched points) of Σ into some sphere S k . As a classical corollary of the above theorem, we obtain the following :
, which is the case at least for an infinite number of γ, there exists a minimal immersion (possibly with branch points) of a compact surface Σ of genus γ into some sphere S k by first eigenfunctions.
There have been lot of works about minimal immersions of surfaces into spheres. In particular, they are necessarily given by eigenfunctions (not only first eigenfunctions) thanks to Takahashi [41] . For existence results of such immersions, we refer to two classical papers by Lawson [29] and Bryant [4] . Concerning minimal embeddings in S 3 , it is conjectured by Yau [44] that they all come from first eigenfunctions (see [2] and [8] for recent surveys on this subject). However, minimal immersions by first eigenfunctions are not so numerous. For instance, it has been proved by Montiel and Ros [33] that there is at most one minimal immersion by first eigenfunctions in any given conformal class. In the case of genus 1, it was also proved by El Soufi and Ilias [14] that the only minimal immersions by first eigenfunctions of the torus are the Clifford torus (in S 3 ) and the flat equilateral torus (in S 5 ). So our corollary is interesting because it provides an infinite number of new minimal immersions into spheres by first eigenfunctions.
At last, we prove a conjecture stated in [17] about the infimum of the first conformal eigenvalue on any orientable surface : Theorem 3. Let Σ be a smooth compact orientable surface. Then
and this infimum is never attained except on the sphere. This result had already been proved in [18] in genus 1 but was left open in higher genuses up to now.
The paper is organized as follows :
We first prove in section 1 the rigidity part of theorem 1. The idea of the proof goes back to Ledoux [30] and Druet [12] in higher dimensions. We start from some Moser-Trudinger type inequality (see [7, 11, 34] ) which possesses extremal functions. These extremal functions are excellent candidates to provide conformal factors for which the new metric has a large λ 1 . However, we have to deal with some degeneracy problems which could occur.
Then, we prove the existence of a "smooth" extremal metric for Λ 1 (M, [g]). In section 2.1, we prove some fine non-concentration estimates for sequences of unit volume metrics in a given conformal class with large first eigenvalue. This non-concentration phenomenon was first observed by Girouard [18] and Kokarev [28] . Section 2.2 is devoted to the construction of our specific maximizing sequence, following ideas of Fraser and Schoen [16] when dealing with the Steklov eigenvalue problem. It is obtained by solving a regularized maximization problem. We derive a fine Euler-Lagrange characterization for this new variational problem. This leads to a maximizing sequence of smooth metrics for which the first eigenspace possesses nice properties. Section 2.3 makes an intensive use of the non-concentration estimates of section 2.1 to get finer and finer estimates on these first eigenfunctions. This permits then to pass to the limit and to prove theorem 1.
Section 3 is devoted to the proof of theorem 2. Since we already have the existence of a maximizing metric in any given conformal class thanks to theorem 1, it remains to prove that the supremum among all conformal classes is achieved. For that purpose, we pick up a sequence of maximizing conformal classes and prove that this sequence does not degenerate. We follow ideas of Zhu [45] who made a careful study of sequence of harmonic maps into spheres on hyperbolic surfaces which degenerate.
The last section is devoted to the proof of theorem 3. It is in some sense similar to the proof of theorem 2, except that we just have to construct a sequence of fully degenerating conformal classes (c α ) on some hyperbolic surface Σ for which we prove that Λ 1 (Σ, c α ) → 8π.
We claim that there exists v 0 ∈ B δ (0) ⊂ C 2 (M ) such that 8π is not in the spectrum of ∆ e 2v 0 g . It is completely obvious since the spectrum is discrete and it scales like the volume to the power −1. Thus there exists an open set V ⊂ C 2 (M ) such that, for any v ∈ V , K e 2v g < 4π (1.3) and 8π is not in the spectrum of ∆ e 2v g .
(1.4)
Let us now define the following map :
It is well defined because of the Sobolev embedding
By a result of [11] and thanks to (1.3), for any v ∈ V , the functional J e 2v g attains its minimum. Let u ∈ H 2 1 (M ) be such that J e 2v g (u) = −α e 2v g normalized by M e 2u e 2v dv g = 1. Then u ∈ C 3 (M ) and satisfies the Euler-Lagrange equation
Moreover, we have that
we have λ 1 e 2(u+v) g > 8π as soon as D u F (u, v) (ϕ) is invertible. Thus, in order to prove the rigidity part of the theorem, we just need to find v ∈ V such that D u F (u, v) is invertible for all solutions u of F (u, v) = 0.
For that purpose, we shall apply the following theorem of Fredholm theory (see for instance [21] , Theorem 5.4, page 63) to our function F :
Then, there exists a countable intersection of open dense sets (a residual set) Σ ⊂ V such that for all v ∈ Σ, and for all u ∈ F (., v)
Since the image of DF (u, v) contains a finite codimensional closed space, it is a closed space. Moreover, the L 2 norms induced by the metrics g and e 2v g are equivalent. Then, it suffices to prove that the orthogonal of the image is 0 in L 2 (e 2v g). Assume on the contrary that there exists φ ∈ L 2 (M ), φ ≡ 0, such that
The first condition implies that φ is an eigenfunction forg with eigenvalue 8π. We deduce from the second condition knowing that e −2v ∆ g u + 4π = 4πe 2u that φ e 2u − 1 = 0 .
Since φ is non-zero on a dense set of points by the maximum principle, e 2u ≡ 1. This implies thatg = e 2v g has a 8π eigenvalue, which contradicts (1.4).
Thus we can apply the above theorem to our function F to get the existence of some v ∈ V such that D u F (u, v) is surjective for all u ∈ W 2,2 (M ) such that F (u, v) = 0. As already said, this ends the proof of the rigidity part of theorem 1. For such a v and for a minimal function u for J e 2v g , we get that λ 1 e 2(u+v) g > 8π.
Existence of maximal metrics in a conformal class
Let (M, g) be a smooth compact unit volume Riemannian surface without boundary. We choose for all the proof some δ > 0, some C 0 > 1, a family (x i ) i=1,...,N of points in M and smooth functions v i : M → R such that
• for any i ∈ {1, . . . , N }, the Gauss curvature of g i = e 2vi g is 0 in the ball B gi (x i , 2δ) = Ω i so that, in the exponential chart for the metric g i at x i , the metric g i is the Euclidean metric.
•
• for any i ∈ {1, . . . , N }, C
in Ω i . Note that, for any i ∈ {1, . . . , N },
During all this section, in order to get uniform estimates, we may assume, without loss of generality that every sequence {x } of points of M lies in some ω i where i is fixed. Indeed, every subsequence of {x } has a subsequence which satisfies this property.
2.1. Non-concentration estimates of metrics with high first eigenvalue. In this subsection, we let {e 2u g} be a sequence of unit volume metrics such that
Note that we also know that λ 1 e 2u g ≤ Λ 1 (M, [g]). By Kokarev [28] , lemma 2.1 and lemma 3.1, the following non-concentration result follows from (2.2) :
Claim 1 (Kokarev [28] ). Assume that (u ) is a sequence of smooth functions on M such that (2.2) holds. Then
We set for Ω an open subset of M and µ ∈ M(M ), the set of Radon measures on M ,
; F ⊂ Ω is a compact set where, for a compact set F ⊂ Ω, Cap 2 (F, Ω) is the variational capacity of (F, Ω) defined by
Isocapacitary inequalities proved in [32] , section 2.3.3, corollary of theorem 2.3.2, give that 1
.
Thanks to these capacity estimates, we can refine the non-concentration result of Kokarev and obtain a quantitative one :
Claim 2. Assume that (u ) is a sequence of smooth functions on M such that (2.2) holds. Then there exists C 1 > 0 such that
for all > 0 and all r > 0.
Proof. We first prove that there exists r 0 > 0 such that for any 0 < r ≤ r 0 , 
) .
By
Hölder's inequality, we deduce that
By claim 1, there exists r 0 > 0 such that
and (2.4) follows for this r 0 .
Let's fix
Then, for any i ∈ {1, . . . , N }, any x ∈ ω i , by (2.1) and (2.4), we have that
Writing thanks to (2.3) that
for all 0 < r < r 1 and thanks to the fact that g i is isometric to the Euclidean metric that
we get that
2 ln r1 r for all 0 < r < r 1 . This clearly leads to the conclusion of the claim. ♦
We now focus on the eigenfunctions associated to the first non-zero eigenvalue of such a sequence of metrics. We will prove that the nodal sets of such eigenfunctions can not concentrate to a point : Claim 3. There exists δ 1 > 0 such that for any > 0, any f ∈ E 1 e 2u g and any
Proof. Assume by contradiction that for any j ∈ N, there exist j > 0, x j ∈ M and f j ∈ E 1 e 2u j g such that
Then, by the maximum principle, f j changes sign in B g x j , 2 −j . By the Courant nodal theorem (see [10] ), there are two connected nodal domains D 
with Dirichlet boundary conditions.
Since
Up to a subsequence, Since Cap 2 ({x}, B) = 0, we can find
We write then that
which contradicts (2.2). This ends the proof of the claim. ♦ At last, the non-concentration estimates just obtained gives the W 1,2 (M )-boundedness of a sequence of normalized eigenfunctions :
Proof. We already know that
Let us consider a finite covering of M by balls B g (y j , r 0 ), j = 1, . . . , L where r 0 > 0 is given by (2.4) and let (ψ j ) be a partition of unity associated to this covering. For ψ ∈ W 1,2 (M ), we have that
Bg(yj ,r0)
where D 0 is independent of ψ and . Then {e 2u dv g } is a bounded sequence in W −1,2 (M ) and we get the following Poincaré inequality (see [46] , lemma 4.1.3) : there exists D 2 > 0 such that
We apply this inequality to ψ = f which has zero mean value with respect to e 2u dv g since f is a first eigenfunction with respect to e 2u g. We get that
which gives the desired conclusion. ♦ 2.2. Construction of a maximizing sequence. For > 0 and x, y ∈ M , we denote by p (x, y) the heat kernel of (M, g) at time . We let M(M ) be the set of positive Radon measures provided with the weak* topology and M 1 (M ) be the subset of probability measures.
) and > 0, we set
so that
Let us now define the maximizing sequence we will consider. For > 0, we set
We claim that lim
We already know that
We let in the following
and we have that
Let us exploit the fact that ν solves the maximization problem (2.6) :
• M e 2u |Φ | 2 dv g = 1.
• K |Φ | 2 = 1 on supp (ν ).
Proof. Since is fixed, up to the end of the proof of this claim, we omit the indices of λ , ν and e 2u . Let µ ∈ M(M ) and t > 0. We let
Note that λ = λ t=0 . By continuity, λ t → λ as t → 0 + . We first prove that
We let φ ∈ E 1 (K [ν]g) = E 1 e 2u g and we write that
, we easily get that
So far we have proved that lim sup
) and L 2 (e 2u g) are the same sets and define equivalent norms and the constants in the equivalence are independent of t, by the regularity properties of the heat equation. Then, up to the extraction of a subsequence, by standard elliptic regularity, there exists φ ∈ E 1 e 2u g such that φ t → φ in C m as t → 0 + and φ L 2 (e 2u g) = 1. We denote by Π the orthogonal projection on E 1 e 2u g with respect to the L 2 (e 2u g)-norm. Then we rewrite (2.10) as
where
. Then, up to the extraction of a subsequence we have that
By standard elliptic theory, up to the extraction of a subsequence,
where R 0 ∈ E 1 (e 2u g) ⊥ . Passing to the limit in equation (2.11), we get that
(2.14) Testing (2.13) againt φ and using the fact that R 0 ∈ E 1 (e 2u g) ⊥ give that
If t 0 = 0, then δ 0 = 0 and then R 0 ≡ 0 thanks to (2.13) and the fact that R 0 ∈ E 1 (e 2u g) ⊥ . This is absurd thanks to (2.14). Thus t 0 = 0 and
This together with (2.9) gives (2.8).
Now, with a renormalization, (1 + t M dµ)λ t ≤ λ for all t ≥ 0 and we deduce from (2.8) that
(2.15) Let us define the following subsets of C 0 (M ) :
The set F is closed and convex. The set K is clearly convex since it is the translation of the convex hull of
Since E 1 is finite-dimensional, the vector space spanned by C is finite-dimensional and C is compact. Caratheodory's theorem gives that K is also compact.
Then, µ is a non-zero (by (2.17)) positive (by (2.16)) measure and for this measure, (2.17) contradicts (2.15). Thus F ∩ K = ∅ and there exists
where Φ = φ 1 , . . . , φ k . Moreover, we can write that
Therefore, K |Φ| 2 = 1 ν-a.e. and since K |Φ| 2 is continuous, K |Φ| 2 = 1 on supp(ν). This ends the proof of the claim. ♦ Note that the number of eigenfunctions k( ) depends on but since the multiplicity of eigenvalues is bounded by a constant which only depends on the topology of the surface (see [6] ), up to the extraction of a subsequence, we assume in the following that k is fixed.
Estimates on eigenfunctions.
We assume now that (M, g) is not diffeomorphic to the sphere. Then, by the rigidity result proved in section 1, Λ 1 (M, [g]) > 8π and we can use the non-concentration estimates of the specific maximizing sequence e 2u g of the previous sections. We denote by ν the weak * limit of {e 2u dv g } >0 . Then ν is also the weak * limit of {dν }. Indeed, for ζ ∈ C 0 (M ),
We aim at proving that ν is absolutely continuous with respect to dv g with a smooth density.
Up the end of the proof, we get finer and finer estimates on the sequence of eigenfunctions given by claim 5. For that purpose, we shall use the uniform estimates of the heat kernel p on M as → 0 (see [1] ) :
Claim 6. For all i ∈ {1, · · · , k}, the sequence {φ i } is uniformly bounded.
Proof. Let i ∈ {1, · · · , k}. Let (x ) be a sequence of points in M such that φ i (x ) = sup M φ i . Up to change φ i into −φ i , such a x does exist. We set
Up to the extraction of a subsequence, we can assume that x ∈ ω l for some l fixed. We set thenφ
. We also let in the followingx = exp
We divide the proof into three cases.
Then, by the convergence properties of the heat kernel, e 2u is uniformly bounded in B g x , δ 2 (see (2.18)) and by the claim 4, φ i is bounded in L 2 (M ). By standard elliptic theory, φ i (x ) is bounded.
. Then
. By (2.18), ( p ) is uniformly bounded so that e 2ũ ( √ x+x ) is uniformly bounded. Now, thanks to the assumption made in this case and to claim 5, there exists y ∈ M such that d g (x , y ) = O ( √ ) and such that K |Φ | 2 (y ) = 1. Let us write then thanks to (2.18) that
We letỹ =
(y ) −x so that, up to a subsequence,ỹ → y 0 as → 0 and we deduce from the previous inequality that, for any R > 0, there exists C R > 0 such that
Thus, by standard elliptic theory, it is clear that φ is uniformly bounded in any compact subset of R 2 . This gives in this second case that φ i (x ) is bounded.
Case 3 -We assume that δ → 0 and
We letφ (x) =φ (δ x +x ) for x ∈ B 0 δδ −1 . Then
after passing to a subsequence and set R = |ỹ 0 |. Thanks to the study of case 2, we know thatφ
Thanks to the estimate (2.18) on the heat kernel, we also know that there exist D 1 > 0 and r > 0 such that
Assume first thatφ does not vanish in D 3R (0). Then we can apply Harnack's inequality thanks to (2.21) to get the existence of some D 2 > 0 such thať
for all > 0 and all x ∈ D r 2 (0). Note here thatφ is maximal at 0 thanks to the choice of x we made. Sinceφ is super-harmonic on D |ỹ | (ỹ ) ⊂ D 3R (0), we can also write thatφ
Keeping only the part of the integral which lies in D r 2 (0) and using (2.22), we clearly get the existence of some D 3 > 0 such thať
Here we used the assumption thatφ > 0 in D 3R (0). Thanks to (2.20), we conclude in this situation thatφ (0) = φ (x ) = O(1).
Assume now thatφ vanishes in D 3R (0). By the claim 3, since δ → 0 as → 0, φ also vanishes on ∂D 4R (0). By Cheng results on the nodal set of eigenfunctions ( [6] ) and the Courant nodal theorem ( [10] ), the first eigenfunctionφ vanishes on a piecewise smooth curve which connects two points a ∈ ∂D 3R (0) and b ∈ ∂D 4R (0).
By [46] , corollary 4.5.3, there is a Poincaré inequality which bounds the L 2 -norm of a function ψ by the L 2 norm of its gradient with a multiplicative constant bounded by B 1,2 ({ψ = 0}) − 1 2 where B 1,2 is the Bessel capacity. The Bessel capacity is equivalent to the variational capacity (see [42] Theorem 3.5.2) and we know that the variational capacity of a continuous curve which connects two uniformly distant points is uniformly bounded from below (see [20] , pages 95-97).
Therefore, there is a constant C independent of such that
By the conformal invariance, the L 2 -norm of the gradient is uniformly bounded. Thus φ is bounded in L 2 D r 2 (0) . By standard elliptic theory, thanks to (2.21), we get also in this second situation that {φ (x )} is bounded. This ends the proof of the claim. ♦
We get now a quantitative non-concentration estimate on the L 2 -norm of the gradient of φ i , i = 1, . . . , k.
Claim 7.
There exists C 2 > 0 such that
for all > 0 and all r > 0. Here
Proof. It is clearly sufficient to prove the result for any r small enough and any x ∈ ω l , l fixed. Thus, setting as abovẽ
, we need to prove that, for r ≤ δ and x ∈ D δ (0),
for some C 2 > 0. In the following, we shall assume without loss of generality that δ < 1. Let us set
Using the equation satisfied byΦ , namely
Using now claims 2 and 6, we can write that
We can write then that
for some D 3 > 0 independent of x, and s. Integrating this inequality from r to δ leads to 
Proof. We first prove that there exists β → 0 as → 0 such that
For that purpose, let us set
Using claim 2 and (2.18), it is easily seen that γ → 0 as → 0. Indeed, for any r > 0,
We also have that γ √ → +∞ as → 0
Up to the extraction of a subsequence, x ∈ ω l for some l fixed. Let us set as beforẽ
We setΦ
where x = exp g l ,x l (x ). We let α be the mean value ofΦ in D 2 (0). By classical Sobolev and Poincaré inequalities, we know that there exists D > 1 such that
thanks to claim 7. Setting
we then get that |Φ (x ) − Φ (y )| ≤ β , which clearly proves (2.25).
We prove now that for all sequence {f } of uniformly bounded functions which satisfy
then, up to increase β , we have that
and by the property (2.26) and estimates on the heat kernel,
Up to increase β , we get (2.27).
Up to increase β , we get (2.27) for f = |Φ | 2 , thanks to (2.25). Then, by claim 5, we easily get (2.23). By claim 5, we also have that
Again, up to increase β , we get (2.27) for f = |Φ | thanks to (2.25) . Then, by (2.28), we easily get (2.24) . This ends the proof of the claim. ♦
Thanks to claim 8, we can define Ψ =
Claim 9. There exists C 3 > 0 such that
for all x, y ∈ M and all > 0 where δ(M ) is the diameter of M . In particular, the sequence {Ψ } is uniformly equicontinuous in C 0 (M, S k−1 ).
Proof. We first claim that there exists
for all r small enough and all > 0. For x ∈ M and v ∈ Ψ (x) ⊥ ∩ S k−1 , the eigenfunction Φ .v vanishes at x. Using claim 3, we can argue as in the proof of claim 6 to get the existence of some
Bg(x,r)
for all r small enough. We deduce thanks to claim 7 that 1
for all r small enough and (2.29) follows.
Assume now by contradiction that the conclusion of the claim is false, that is there exists n → 0 as n → +∞, x n and y n in M such that
where r n = d g (x n , y n ) → 0 as n → +∞. Thanks to (2.23) of claim 8, up to the extraction of a subsequence, there exists a fixed v ∈ S k−1 such that
Thanks to (2.30) , it is easy to find X n ∈ Ψ n (x n ) ⊥ and Y n ∈ Ψ n (y n ) ⊥ such that
We then write that
using (2.29) and (2.31) . This is clearly a contradiction and proves the claim. ♦ Up to the extraction of a subsequence, one gets functions
where Ψ and Φ satisfy |Φ| 2 ≥ a.e. 1 and Ψ = Φ |Φ| .
Claim 10. For i ∈ {1, · · · , k},
And, in a weak sense, we have that
The first term converges to 0 since {φ i } is uniformly bounded thanks to claim 6. The second term converges to 0 since (|Φ |) is uniformly bounded thanks to claim 6 and {ψ i } is uniformly equicontinuous thanks to claim 9. The third term converges to 0 thanks to (2.24) (see claim 8). The last term also converges to 0 thanks to the C 0 -convergence of ψ i to ψ i (see (2.33) ) and the weak * -convergence of dν to dν. The first part of the claim follows. The second part of the claim is obtained by passing to the weak limit in the equations satisfied by the eigenfunctions thanks to (2.7), (2.32) and (2.34) . ♦
We are now in position to end the proof of theorem 1. We test the equation (2.35) against ψ i and sum over i to obtain that
we deduce that
and |Φ| ≥ a.e. 1, we have the sequence of inequalities
Thus all the inequalities are in fact equalities and we deduce that |Φ| ≡ 1 so that Ψ = Φ and that Φ → Φ in W 1,2 (M, R k ) as → 0. We write that 
Then Φ is weakly harmonic and by the regularity theory of harmonic functions by Hélein (see [19] ), we can complete the proof of the theorem.
Existence of maximal metrics for the first eigenvalue
In this section, we prove theorem 2. Since it has already been proved in genus 0 (Hersch [22] ) and in genus 1 (Nadirashvili [36] ), we prove it for γ ≥ 2. However, our proof clearly works in genus 1 with light modifications (in the description of degeneracy of conformal classes) and this together with the result of El Soufi and Ilias [14] give a new proof of the fact that the flat equilateral torus is maximizing the first eigenvalue of the Laplacian among the tori.
We let M be a smooth compact orientable surface of genus γ ≥ 2 and we let (c α ) be a sequence of conformal classes on M such that
Let h α be the hyperbolic metric of curvature −1 in the conformal class c α . By theorem 1, we know that there exists g α ∈ c α , smooth except at a finite set of conical singularities, such that
Moreover there exists a smooth harmonic map Φ α : (M, h α ) → S kα for some k α ≥ 2 such that
Since the multiplicity of eigenvalues is bounded by a constant which depends only on the genus γ (see [6] ), the sequence (k α ) is uniformly bounded. Up to the extraction of a subsequence, we can assume in the following that k α is fixed, k α ≡ k for all α.
The aim is to prove that the sequence (h α ) of hyperbolic metrics does converge smoothly to some hyperbolic metric as α → +∞. In other words, we want to prove that the sequence of conformal classes (c α ) does not degenerate. For that purpose, we need to prove that the injectivity radius of h α does not converge to 0. Indeed, by Mumford's compactness theorem, a sequence of hyperbolic metrics with injectivity radius bounded from below does converge after passing to a subsequence (see [35] ) and the sequence of harmonic maps converges up to the formation of bubbles which correspond to points of concentration of the measure dv gα (see [38] , [39] or [45] , theorem 2.2). It is clear that claim 1 applies when the conformal class stays in a compact set so that such a concentration can not occur. And theorem 2 would follow.
We proceed by contradiction and assume from now on that 
Note that we identify {θ = 0} with {θ = 2π} and that the closed geodesic γ i α corresponds to {t = 0}.
Let us denote by
and this is a disjoint union.
after identification with C (a) There exists i ∈ {1, . . . , s} such that
for all sequences a α → +∞ with
(b) There exists j ∈ {1, . . . , r} such that
Proof. We first construct test-functions for λ α = λ 1 (g α ) compactly supported in the hyperbolic cylinders and in the M 
We clearly have that
and that
Test functions in the connected components M 
Otherwise, we let ψ
We proceed in the same way to define ψ j α on the other side of the hyperbolic cylinder P i α . We clearly have that
for 1 ≤ j ≤ r where m j is the number of connected components of ∂M j α . Note that m j ≤ 2 (3γ − 3).
For any two smooth functions ϕ and ψ on M with disjoint compact supports, we have that
Applying this to any pair of the above test functions, which all have disjopint compact supports, we get thanks to (3.11), (3.12), (3.13) and (3.14) that Let D > 0 that we shall fix later and let us assume that the conclusion of the claim does not hold. Let (a α ) be a sequence of positive real numbers with a α → +∞ and
Assume by contradiction that for any i ∈ {1, . . . , s}, 3.18) and that, for any j ∈ {1, . . . , r},
Let i ∈ {1, . . . , s}. Assume that
Noting that P i α (3a α ) ⊂ P j α (a α ), using (3.15) with 3b α = a α , we get that
Using (3.17) with b α = a α , we also get that
Since V ol gα (M ) = 1, we deduce from (3.21) and (3.22) that
If we choose D > C (r + 3s − 3), this contradicts (3.18) and thus proves that (3.20) can not hold. Thus, up to choose D large enough, we have proved that
Let now j ∈ {1, . . . , r} and assume that
, we can use (3.16) with b α = 9a α to write that
Using (3.17) with b α = 3a α , we can also write that
Combining (3.25) and (3.26) to the fact that V ol gα (M ) = 1, we deduce that
Up to choose D >
, this contradicts (3.19) and thus proves that (3.24) can not hold. So we have proved that, up to choose D large enough,
Now equations (3.23) and (3.27) together with the fact that V ol gα (M ) = 1 and that a α → +∞ as α → +∞ lead to a contradiction. Thus we have proved that (3.18) and (3.19) can not hold together, up to fix D large enough. This clearly permits to end the proof of the claim. ♦
We shall now prove successively that both situations in claim 11 lead to a contradiction. Proof. We follow ideas of Girouard [18] . Let a α → +∞ with
Thus all the volume of g α concentrates in the hyperbolic cylinder P i α . We shall omit the subscript i in the following and we shall identify P α with C α , a subset of S 1 × R. We let 0 ≤ η α ≤ 1 be a smooth cut-off function defined on M such that η α ≡ 1 on P i α (a α ) and η α ≡ 0 on M \ P α . Moreover, we may choose it in such a way that M |∇η α | 2 gα dv gα → 0 as α → +∞ thanks to the fact that a α → +∞ as α → +∞. We let Φ : P α → S 2 be defined by
This map Φ is conformal. Thanks to Hersch ([22] , lemma 1.1), there exists a conformal diffeomorphism θ α of S 2 such that
We let i α ∈ {1, 2, 3} be such that
and we set
Such a i α does obviously exist thanks to (3.28) . It is then easily checked that
Then we have that
This ends the proof of the claim.
Proof. If (b) holds, there exists 1 ≤ j ≤ r such that
Thus all the volume of g α concentrates in the connected component M 
Up to a subsequence, there exist a decreasing sequence δ α → 0 and an increasing sequence a α → +∞ such that
We let c = [h]. We denote by Σ ,ĉ the compactification of the cusps of (Σ, c) (see Hummel [23] sections I.5, IV.2, IV.5 and V.1) : Σ \ {p 1 , . . . , p t } ,ĉ is conformal to (Σ, c). Note thatΣ has genus less than or equal to γ − 1. We also setΦ
We shall study the asymptotic behaviour of the harmonic mapΦ α : Σ,h α → S k . By theorem 2.2 of Zhu [45] , there exist x 1 , . . . , x N ∈ Σ and a harmonic map Φ : (Σ, h) → S k such that
where the E i 's correspond to the energies lost at the blow up points x i . Since λ α is uniformly bounded from below by 8π + 0 (because Λ 1 (γ) > 8π, see theorem 1), we can adapt claim 1 to prove that all the E i 's are 0. Now, thanks to theorem 3.6 of Sacks-Uhlenbeck [39] , the harmonic map Φ can be extended toΣ bŷ
Choosing g 0 ∈ĉ a regular metric, we have by conformal invariance of the L 2 -norm of the gradient, (3.33), (3.32 ) and what we just said that
Passing to the limit as α → +∞, we get that
Passing to the limit as → 0, it is easily checked that this leads to
This ends the proof of the claim. ♦ Thus we have proved that, if Λ 1 (γ) > Λ 1 (γ − 1), then Λ 1 (γ) is achieved by a smooth metric, up to a finite set of conical singularities. This ends the proof of theorem 2.
The infimum of Λ 1 (M, [g]) over all conformal classes
In this section, we prove theorem 3. Fix γ ≥ 2 since the result is already known in genuses 0 ( [22] ) and 1 ([18] ). We consider a sequence M n of hyperbolic surfaces (with metric h n ) obtained by gluing 2γ − 2 pairs of pants T j n : these are surfaces containing 3γ − 3 closed geodesics γ 1 n , . . . , γ 3γ−3 n of length n → 0 as n → +∞ (see figure 1) .
Each geodesic γ i n has a neighbourhood P n i isometric to the truncated cylinder C n = (−ν n , ν n ) × (0, 2π) with
endowed with the conformally flat metric
We choose that the negative part of P n i , that is t ≤ 0, is in T k while the positive part is in T k+1 .
We let a n → +∞ with an νn → 0 as n → +∞. We let ψ, ϕ l , ϕ r , θ l , θ r be defined on C n as follows (depending on n but we drop the subscript n) :
for − ν n < t ≤ −ν n + a n t + ν n − a n a n for − ν n + a n < t ≤ −ν n + 2a n 1 for − ν n + 2a n < t < ν n − 2a n ν n − a n − t a n for ν n − 2a n ≤ t < ν n − a n 0 for ν n − a n ≤ t < ν n
t + ν n a n for − ν n ≤ t ≤ −ν n + a n 1 for − ν n + a n ≤ t ≤ −ν n + 3a n 4a n − ν n − t a n for − ν n + 3a n ≤ t ≤ −ν n + 4a n 0 for − ν n + 4a n ≤ t ≤ ν n and θ r (t) = θ l (−t), ψ r (t) = ψ l (−t).
We can now define the following test functions on M n : for 1 ≤ i ≤ 3γ − 3, We let now g n ∈ [h n ] with volume 1 be such that
Such a g n does exist thanks to theorem 1. We denote by E the set of all the above functions defined on M n . Note that all these functions have a L 2 -norm (with respect to g n ) of their gradient converging to 0 as n → +∞ (using the conformal invariance of this norm). Then, if u and v are two functions in E with disjoint compact supports, we have that
Thanks to this remark, we will prove that one of the following situations must occur :
a) Up to a subsequence, there exists 1 ≤ i ≤ 3γ − 3 such that η 2k+1 = max {ϕ 2k+1 ; θ r,3k ; θr, 3k + 1; θ l,3k+2 } η 2k = max {ϕ 2k ; θ r,3k−1 ; θr, 3k; θ l,3k+1 } η 1 = max {ϕ 1 ; θ l,1 ; θr, 1; θ l,2 } η 2γ−2 = max {ϕ 2γ−2 ; θ r,3γ−2 ; θ l,3γ−3 ; θr, 3γ − 3; } .
Indeed, we set F = {u ∈ E; M u 2 → 0 as n → +∞} .
Since we have Then F = ∅ and we distinguish two cases :
(i) There exists 1 ≤ j ≤ 2γ − 2 such that ϕ j ∈ F. Then, up to a subsequence, M n ϕ 2 j dv gn is uniformly bounded below and thanks to (4.1), we get that F contains at most two functions, with non-disjoint supports. Taking the maximum of these two functions, we easily obtain b) from (4.2).
(ii) For all 1 ≤ j ≤ 2γ − 2, ϕ j ∈ E \ F. Since F = ∅, there exists 1 ≤ i ≤ 3γ − 3 such that {ψ i ; θ l,i ; θ r,i } ∩ F = ∅ .
Then up to a subsequence, M n τ 2 i dv gn is uniformly bounded below and thanks to (4.1), we get that F ⊂ {ψ i ; θ l,i ; θ r,i }, and with (4.2), we obtain a).
In both cases a) and b), we are in the situation of the lemma below and we deduce from it that λ n ≤ 8π + o(1). This concludes the proof of theorem 3.
♦ It remains to prove the following lemma we used during the previous proof :
Lemma. Let Σ be a compact orientable surface of genus 0 with a boundary of k connected components endowed with a sequence g n of metrics. Assume that there exists a sequence of functions η n : Σ → R in H 1 ∩ C 0 such that :
ii) η n is compactly supported in Proof. We first build a conformal diffeomorphism Ψ n : (
2 and h is the round metric of S 2 . Let U 1 , · · · , U k some disjoint neighbourhoods of each connected component of the boundary which are diffeomorphic to annulus and such that, by the uniformization theorem for annuli (see [23] , I.5), we get some conformal diffeomorphisms 
