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Framing and Language of Ethics: Technology,
Persuasion, and Cultural Context
Jasmine E. McNealy*
Abstract: What are the consequences of the language we use for technology, and, how we describe the
frameworks regarding technology and its creation, use, and deployment? The language used to describe
technology has the possibility to deceive and be abusive. How language is used demonstrates what can occur
when one party is able to assert linguistic power over another. The way in which organizations frame their
relationships with technology is one such power asymmetry. This article examines the complications of the
imagery used for ethics in technology. Then, the author offers a brief overview of how language influences our
perceptions. The frames used to describe phenomena, including ethical frameworks and technology, allow for
the creation of heuristics, or shortcuts that are “good enough” for understanding what is being described and
for decision-making. Therefore, descriptions matter for relaying meaning and constructing narratives related
to ethical uses of technical systems. After this, the author investigates what we mean by ethics and the codes
that corporate, governmental, and other organizations use to depict how they understand their relationship to
the technology they create and deploy. The author explores three examples of frames of ethics and descriptions
of technology, which though appearing progressive, once understood holistically, fail to adequately describe
technology and its possible impact. The author ends this article with a discussion of the complexity of describing
and communicating ethical uses of technology.
Key words: language; framing; ethics; technology; culture

“…metaphors give rise to technical models, which
inform design processes, which in turn shape
knowledges and politics…”
– Shannon Mattern[1]

1

Introduction

In her piece, “The City is not a Computer”, is noted by
scholar of media and spaces Shannon Mattern[1].
She described the error in analogizing a city to a
computational device. Theorists and technologists used
this analogy in discussions of emerging smart cities and
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the implementation of civic technology. Mattern argued
that the representation of a city as a computer was
inaccurate; cities were neither programmable nor
rational. The description of a city as a computer was also
inadequate — life in cities did not always follow specific
aims and plans, and urban environments were not
simply “apparati for record-keeping and information
management”[1]. More happens in cities than simple
information processing and storage. And the image does
more than fail to correctly describe the environment, it
sets the stage for the implementation of policy and the
reification of structural issues that can be harmful. It also
ignores the complexity of describing urban society.
Viewing data as the fuel upon which a city runs
disregards other kinds of information flowing
throughout a city that cannot be reduced to 1 s and 0 s;
it overlooks the voices of people and history.
The repeated use of certain language to describe
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something informs how we construct, or imagine, that
thing. Therefore, if we view urban spaces as simply parts
of an information processor, we may ignore or miss the
vital social, political, and cultural activities that need to
be considered in designing things like parks, social
services, and policy.
The same can be said for the kind of language and
descriptions used in talking about ethics in technology.
Considerations of what it means for technology, and the
firms that create and implement it, to be ethical are
critically important in a world in which the fruit of failing
to consider the implications of technology is manifesting
in amplified ways. This includes how we discuss
technology in general, as how we describe something
influences how we understand its purpose and what it
can do.
Take, for instance, the controversy over DeepNudes,
an app that uses machine learning to make photos appear
as though the women in them were naked. The app is an
example of the deepfakes phenomenon, in which images,
videos, and sound can be altered by using cheap artificial
intelligence to produce products that look and sound
real[2]. The creators of DeepNudes, who pulled down the
service after receiving widespread negative attention,
claimed they created it for entertainment purposes[3].
This framing of such a potent technology as for mere
amusement, like framing a city as a computer, ignores
the ramifications of creating a system that targets women
for abuse. What’s more, the “entertainment” designation
makes it appear as though legitimate uses of the app exist.
What, then, are the consequences of the language
we use for technology, and, how we describe the
frameworks regarding technology and its creation,
use, and deployment? This article examines the
complications of the imagery used for ethics in
technology. In Section 2, the author offers a brief
overview of how language influences our perceptions.
The frames used to describe phenomena, including
ethical frameworks and technology, allow for the
creation of heuristics, or shortcuts, that are “good
enough” for understanding what is being described and
for decision-making[4, 5]. Therefore, descriptions matter
for relaying meaning and constructing narratives related
to ethical uses of technical systems. This section, though
acknowledging that framing theory has been used in
several different fields, focuses on framing from the
perspective of mass communication scholars. In Section 3,
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the author investigates what we mean by ethics and the
codes that corporate, governmental, and other
organizations use to depict how they understand their
relationship to the technology they create and deploy.
Section 4 explores three examples of frames of ethics
and descriptions of technology, which though appearing
progressive, once understood holistically, fail to
adequately describe technology and its possible impact.
The author ends this article with a discussion of the
complexity of describing and communicating ethical
uses of technology in Section 5.

2

Constructing Descriptions

In June 2019, Google announced the construction of its
third subsea cable stretching from Portugal to South
Africa[6, 7]. The cable would connect Africa to Europe and
increase Google’s cloud infrastructure. The significance
of a new, private, and international telecommunications
cable project from the mega-corporation was appreciable
alone. But what garnered noteworthy attention was
Google’s choice in name for the project, “Equiano”. This
name, chosen by the large global tech company, may
have appeared benign to some, but others noted the
historical context.
Equiano was the surname of Olaudah Equiano, also
known as Gustavas Vassa, a formerly enslaved man who
became a writer and abolitionist in the late 18th century.
According to his own memoir, Equiano was kidnapped
as a child from his home in what is now Nigeria and sold
into slavery[8]. As an adult Equiano was able to purchase
his freedom and then moved to London where he
was instrumental in founding the Sons of Africa, an
abolitionist group composed of formerly enslaved
Africans. He spent the rest of his life advocating for poor
Black people in London. Therefore, when Google chose
to use Equiano as the name for its underwater cable, it
evoked connections to colonialism, imperialism, and
human subjugation.
Equiano, like all words, has meaning. How we define
words is linked to social and cultural context[9]. And
meanings change, and words may have multiple
meanings that are created and adapted for specific
situations. Meanings are situated, or assembled out of
many different features, while at the same time, being
created from what linguistics and literacy scholar James
Paul Gee calls cultural models[9]. Cultural models, also
called explanatory theories, help to clarify patterns that
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emerge in sense-making, or interpreting everyday life[10].
These theories are based in sociocultural practices that
include beliefs about the meanings. What, then, is the
sociocultural context of Equiano and how is meaning
assembled for this word in relation to the construction
of an underwater cable connecting Europe to Africa?
Within context, it is possible to view Google’s
name choice as a mirror image of the extractive
historical relationship that Europe, representing
Western or Global North countries, have had with
Africa and other Global South countries. Countries of the
Global South offer raw material and resources — food,
minerals, oil, and people — of use for firms and
governments in the North, and these resources have
historically been exploited. In a more modern sense,
the data from Internet users who will be connected to this
cable are the raw material awaiting exploitation —
Google is not the only organization creating data
infrastructure in an attempt to connect with Africa;
Facebook, too, has plans for an underwater cable to be
named “Simba”[11] and Microsoft and Amazon are
opening data centers on the continent[12]. The data flows
embody all five dimensions of anthropologist of media
and communication Arjun Appadurai’s global cultural
flows — ethnoscapes, mediascapes, technoscapes,
financescapes, and ideoscapes — which explain the
complexity of the global economy as being the result
of “fundamental disjunctures between economy,
culture, and politics”[13].
Google’s choice in name, of course, could be viewed
as an ode to Equiano; the company has another private
subsea cable off the coast of Brazil named “Curie” and
a third that runs from Virginia Beach in the United States
to France called “Dunant”. All three cables would be
regarded as being named in recognition of an individual
of significant achievement. But this view would be based
in cultural context that ignores the history of extraction
and exploitation. A cable named after Marie or Pierre
Curie, both French scientists, off the coast of South
America, a continent to which they may only have
traveled is not the same as using the name of a man for
cable laid off the coast from which he was stolen.
How people interpret the use of the name, or any word
or idea, is based on the frames used. Culture — along
with the communicator, the text, and the receiver — is a
location of frames in the process of communication[14, 15].
Frames are created when a communicator chooses to
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make certain aspects of an idea more salient than
others[14, 15]. According to mass communication scholar
Vreese[13], framing involves a source of information
presenting and defining an issue. Frames may also
identify the origin of an issue, evaluate the causes and
possible impacts, and offer remedies[15, 16]. Frames are,
by definition, selective descriptions — highlighting
certain information and downplaying or omitting
others[17, 18]. Frames offer a construction of reality to the
audience and, therefore, exert power[15]. Put another way,
frames communicated to an audience can affect how that
audience understands the subject[19, 20].
Framing theory has a long history and has been
examined in related several different academic fields,
the author focuses on framing theory as it has been
explored in mass communication or media studies
research. Mass communication is relevant as it is the
communications of a message to a large audience[21].
Scholarship has identified two kinds of frames:
equivalency frames and emphasis frames[22−24]. While
equivalency frames tend to be associated most with
media effect because they “involve manipulating the
presentation of logically equivalent information”,
emphasis frames involve the manipulation of content[22].
According to Cacciatore et al.[22], emphasis framing is
sociologically oriented — it focuses on the messages the
audience receives, and emphasizes one set of
considerations over another.
It is appropriate, then, to reexamine Google’s own
announcement of the cable Equiano, then, with emphasis
framing analysis in mind. The blog post mentions that
the cable is named for the abolitionist and notes that he
had been enslaved as a child. The announcement further
references that all three of its subsea cables have been
named for “historical luminaries”[6]. Yet, the blog post
omits the history European exploitation and extraction.
It offers no further explanation of slavery, Africa, or
Equiano’s life. What is made salient — highlighted as
most important — is that the company was creating
private infrastructure connecting Europe to Africa, and
that the cable is named after an important historical
person. The power in this construction of reality is that
the use of the name is promoted as a tribute, while
the historical context—connection, infrastructure,
colonialism, and subjugation — is omitted or ignored.
Google may have done a great thing in honoring Equiano,
but the company also fails to note the larger picture, and
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the reality constructed for the audience is one that omits
important background issues. In doing this, the megacorporation creates an assemblage of frames that center
the honorific while ignoring the extraction.
Likewise, how we communicate about ethics and
technology may omit or ignore important sociocultural
and historical contexts, offering a construction of reality
that is both inaccurate and inadequate for assessing our
relationship to technology. In Section 3, the author
considers what it is we mean by ethics, and how
organizations and individuals are framing the discussion
of ethics and technology.

3

Communicating Ethics

Discussions about the ethics of the creation and use of
certain technology have proliferated[25]. Yet, we are
often confronted with a lack of a definitive or unified
definition. Studies of business ethics have found several
different descriptions of ethics in the textbooks used to
teach business majors at universities[26], and ethics are
at times conflated with social responsibility[27]. It is
important, then, to define what it is we mean when we
say ethics.
Ethics have been defined as a system for determining
what is right and proscribing what is wrong[28]. This
system is based in rationality and must be applied in a
consistent manner to be valuable. Further, the decision
of whether an act is right or wrong is situational, based
on the context of the action or policy. But even this
definition does not provide us with a universal
description of the kinds of behaviors or actions that will
be considered ethical. This may be because there are
many different ethical systems, some of which conflict.
Deontological ethics, for instance, frame certain
standards of conduct as being right based on normative
ideas of duty and morality[29]. It is a view that no matter
how good the effects of a choice are, some choices are
wrong based on specific values. Therefore, if a choice is
considered wrong, an individual should not make it, even
if the outcome of that choice is positive. As an
illustration, imagine a society in which the normative
belief system says that the destruction of forestland, for
any reason, is morally wrong. Say then, a particular
forest is between one town and another larger city where
a large trauma medicine center is located. Ambulances
and others must navigate around the forest, spending
more time than if a road were to be cut directly through
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the trees. Under a system of deontological ethics,
although a consequence of destroying part of nature in
this case would mean achieving the good of being able
to reach emergency and other health services faster, the
act of clearing the land would still be considered
wrongful.
Contrast deontological ideas of ethics with a
consequential ethical system like utilitarianism.
Consequential ethics, as it sounds, looks at the effects of
an action or policy[30]. In a consequential ethics system
like act-based utilitarianism, the ethics of an action are
judged based on the consequences as they relate to
outcomes like happiness or welfare. In rule-based
utilitarian systems, rules are only created if they result in
overwhelming benefits[31]. In the forest scenario above,
under a consequentialist ethical system, we would first
examine the effects of clearing a path in the forest for a
road, a significant one of which would be the decrease in
time for emergency health services, among other things,
between the two towns. These outcomes would be
considered a benefit to society, most-likely outweighing
the costs of losing some of the forested area.
So far only two kinds of ethical systems have been
identified, both of which come from a Western-centric
philosophy. Many other systems of ethics and morality
exist across the globe[32]. The various indigenous
systems, for example, have dramatically different ideas
about what should be considered right or wrong and how
society should deal with non-conformance. How, then,
can we know what we mean when we talk about ethics,
particularly ethics as applied to technology and the
organizations that create technology? According to
Ellwood[33], how a society functions — the purview of
the social sciences — furnishes the “raw material” for
the creation and study of ethics. Social sciences
investigate humans and their relationships. Therefore,
the author defines ethics here as describing the
relationship that individuals and organizations have with
the “thing” at issue, in this case technology, in making
determinations about right and wrong.
The explicit language of an organization’s code of
ethics or how it talks about its relationship to its
technology, in theory, tells us about how an organization
perceives certain products and behaviors. Codes of ethics
and ethical statements are public-facing expressions
of organizational standards[34]. Codes express to others
how an organization views its product or service within

230

the context of societal ideas of what is right or wrong.
And these codes can also be a way for organizations to
appear ethical to the public[35]. Codes, though expressing
statements of how an organization perceives behavior,
are not self-enforcing, nor do all codes even consider or
express the consequences of noncompliance. According
to Wood and Rimmer[35], a code by itself is only a façade
for an organization to behave ethically and could be
considered deceptive.
But codes are the steps that tech companies and
organizations employing technology are being used
to express their understanding of the relationship
between their use or creation of a product or service
and the greater society. Three kinds of ethics codes
exist: regulatory, aspirational, and educational[36, 37].
Regulatory codes use language that express imperatives.
Behaviors and activities are expressly prescribed
according to the specified rules of the organization. An
organization enforces these codes through monitoring
and bad actors can be sanctioned for failure to comply.
An example of a regulatory code of ethics is that like the
professional responsibility rules that lawyers admitted to
a bar in the United States must follow. Failure to follow
the rules of professional responsibility could mean
suspension from practicing law, and sometimes, loss of
law license.
Aspirational codes are those expressing an
organization’s ideals. These are statements of levels to
which an organization would like to reach, but behaviors
are not mandated. Therefore, an aspirational code for a
tech-related organization could contain a clause stating
that the company will “strive to recognize the humanity
of all people”. This certainly reads like an important way
for an organization to behave. Language centering
humanity would persuade some that the organization is
doing something with respect to how it will treat people
in relation to its use or creation of technology. But the
statement does not offer an articulation of what
“recognize the humanity of all people” means, nor does
it include a description or inference as to the kind of
actions that do not meet this standard. It certainly does
not provide any indication of what will happen when it
fails to meet this code, if that ever could happen under
such a vague standard.
Lastly, educational codes are those that may offer
proscriptions, but also provide commentary, with the
goal of offering the reader an understanding of its
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interpretation of the language used. The rules of
professional responsibility mentioned above, those to
which attorneys in the US must adhere, are often
annotated to provide commentary and example
scenarios by which readers can judge the ethics of their
actions.
Many organizational, professional, and societal
ethical codes for tech organizations are aspirational.
Organizations may provide vague statements and are
allowed to self-police. According to Stark and
Hoffmann[38], these codes “elide granular attention” to
actual actions. And these ethical codes are also represented
in the pronouncements organizations make about
themselves and their products. Google, for instance, for
a long time used the assertion “Do not be evil”. Certainly,
staying away from building and using technology for bad
acts was a laudable goal, but the mega-corporation
offered no definition of what it considered evil, nor did
it provide a way for the public to hold it accountable for
failing to meet this standard. Significantly, Google
removed “Do not be evil” from its code of conduct in
2018[39, 40]. Section 4 considers some of the other
aspirational language used not only by organizations, but
by others in considering ethics in technology.

4

Framing Ethics and Technology

How an organization or individual describes its
relationship, its ethics, to technology has implications
for how that technology — its creation, use, and
deployment — is understood by society. Several
different ways of expressing this relationship exist. This
section explores three common frames of emphasis for
describing this relationship to technology and the
implications of how these frames construct reality
surrounding technology. To do this, the author
investigates how organizations communicate messages
about technology to the public and by examining how
they define and identify important ideas and issues and
by evaluating which descriptions are made salient
or omitted. These frames are neutrality, property,
and user-centeredness.
4.1

Neutrality

An enduring frame of technology is that a tool, system,
or structure is neutral, or not programmed with biases or
values. A popular topic in philosophy of science and
technology studies, this framing of the relationship with
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technology, value neutrality in technology, can be
interpreted in three ways: that the technology is neutral
because it has many different purposes, that the
technology is neutral before it is used, and that the
technology is only an application of “a scientific,
mathematized, and value-free view of nature”[41]. The
first and second value-neutrality interpretations align as
they focus on the use and purposes of technology and
lead to the principal question of whether a “thing” can
be created without having any inherent values or biases.
Though this interpretation of value-neutrality is still
popular, the evidence, both empirical and otherwise,
demonstrates that the answer is “no”. Recent scholarship
by Safiya Umoja Noble[42] and Virginia Eubanks[43] has
illustrated the danger in believing in, and relying on, the
neutrality of algorithms used for search and to
implement civic policy. Technology, broadly defined,
has been shown to be endowed with the “politics”, or the
viewpoints, of its creator in both its use and the impact[44].
The third interpretation of value-neutrality in
technology, too, is popular in that it denies the existence
of politics in technology by pointing to laws of nature,
science, and math. This imagining of value-neutrality
constructs technology as reflecting only what occurs
naturally and outside of human or social control. This
reflects technological determinism, a theory that
technology evolves by itself and has the power to shape
society[42, 43]. Of course, the dispute between social
constructivists — who believe that humans shape
technology — and determinists has been ongoing[45].
But to ignore that our understanding of science
and technology, itself, is grounded in societal context
is to ignore that what we think of as scientific
and technological laws are based on interpretation
by humans.
Facial recognition technology (FRT) provides an
emergent technology for the exploration of frames of
value-neutrality. FRT, which scans the human face for
supposedly unique characteristics to create a map akin to
a fingerprint, has been framed as a neutral technology by
some technologists[46, 47]. FRT systems have been touted
as systems for good in law enforcement, anti-terrorism,
and finding missing persons[48]. Amazon has created its
own FRT, Rekognition, which it frames as a system that
allows the user to “detect, analyze, and compare faces for
a wide variety of user verification, people counting, and
public safety use cases”[49]. In promoting its system, the
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company focuses on the capability of the product, calling
it fast and accurate. Beyond simply facial recognition,
Amazon promotes Rekognition as useful for six other
services, including facial analysis, celebrity recognition,
and unsafe content detection. Rekognition is also
described as offering benefits to the user like low costs,
and real-time analysis. Lastly, Amazon employs images
as part of its description of the technology. These photos
are used to demonstrate how the system works.
As with Google’s use of Equiano for its subsea cable,
Amazon’s framing of its FRT fails to provide context for
its technology. In fact, the description provided for the
Rekognition makes it appear as though the technology is
neutral when evidence has proven that FRT is anything
but. Research published by computer scientists Joy
Buolamwini and Timnit Gebru found that because FRT
is trained on biased datasets, in this case datasets in
which the majority of faces in the training data were of
lighter skin, the systems could not provide accurate
results, especially for women with darker skin[50].
Inaccurate results from FRT disparately impact
individuals from already marginalized communities,
particularly Black people[51].
In describing its relationship, then, with this
technology, Amazon omits the significant consequences
of the uses of FRT. Of course, negative impacts are not
often selling-points for any product. But in failing to
provide any explanation of how the system is trained,
and the ramifications of that training, the organization
presents FRT as though the technology were devoid of
any inherent values.
4.2

Property

Another common emphasis frame used in discussing our
relationship with technology is that of property.
Property-centered language is used to describe our
data and the rights we may assert over another individual
or organization attempting to access, use, or control
personal information. Examples of property-based
language can be found in the discussion of privacy, and
legal scholars have found that “the right of privacy
originates in property-based ideas, whereas one of the
functions of property law is to protect private interests”[52].
But property is a creation of society. This allows the
ownership of a “thing”, be it land or intangible
information[53]. Therefore property, and the rights
associated with the ownership of property, can be
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restrained. What is often used in relation to property is
the metaphor of a “bundle or rights”, signifying the
constraints on the property owner[52, 53]. The bundle of
rights has been interpreted as conceptualizing property
as the relationships between people and not between
people and a thing[54, 55]. Within this bundle is the ability
to possess, use, and sell the property. But these rights can
be overcome for reasons of public policy. For example,
although we technically own our own bodies, it is illegal
in the US to sell your organs.
But property ownership has never, historically, been
a right allowed to all people, nor has everyone been
allowed to have the “sticks” in the bundle of rights
respected. In the US, for instance, property rights have
been found to be “rooted in racial domination”[56].
Native Americans had their rights to land stripped
by US Supreme Court decision[57]; African Americans
were deemed property and denied rights related to
self-fulfillment[58]. Other groups, too, have been denied
rights in property or possession in both land and self.
And the language of property conflicts with that of
humanity. To look upon a human as property allows
individuals and organizations to behave toward that
person in ways that would not be sanctioned in relation
to others. The same can be said for property language in
connection to personal data. Discussions of data, broadly
defined, use property language and the rhetoric of
ownership, control, and access in relation to personal
data, thereby creating a definition of data divorced from
the individual and ignoring the very real harms of
personal data aggregation. When it is just data being
collected, the consequences of that collection can be
ignored; when those data are more closely attached to
humans, the possible harms become more tangible.
Detroit’s Project Greenlight provides a case for
exploration. The City’s own website describes the
project as partnership between the Detroit Police
Department and businesses with the aim of fighting
crime[59]. Businesses and other organizations involved
in the partnership must install surveillance cameras and
high-speed internet. The videos, the data, from the
cameras are streamed to the DPD for analysis. Instead
of using officers to watch the stream, the DPD employs
“civilian crime analysts” tasked with identifying and
finding crime suspects[60]. The DPD page fails to provide
any mention that the department uses FRT to analyze the
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video[61].
Viewing the people who may appear in the video
streams as points of data used to solve crime has
ramifications. Although city officials have denied it, it is
possible that FRT may be used to identify people who are
not necessarily suspected of any crime[62, 63]. Video
surveillance provides more than just points of data; it can
offer a construction of the life of a private individual who
is not breaking any law. Points of data, then, are more
than simple places for analysis; these observations are
what makes individuals unique and identifiable[64].
Therefore, the DPD framing of its Project Greenlight
omits the possible consequences of the technology to
personal privacy.
4.3

User-centeredness

Lastly, a common emphasis frame used by organizations
explaining their relationship to technology is that of
being “user-centered”. The user-centered approach to
design calls for involving the user in the process of
design[65]. The process focuses on ensuring usability by
understanding how users may interact with a product or
service[66]. Users participate with designers throughout
the development of the item and the system evolves in
iterations. Throughout the development, designers are
supposed to make “explicit and conscious design”
choices[66].
From the outset, there are various reasons why the
framing of product design as “user-centered” is fraught.
To make their process truly user-centered, the designers
and researcher would have to be able to consider all the
possible kinds of users, their abilities, and the social and
cultural systems in which they will interact with
a product. User-centered language, as currently
implemented, may ignore that there are many kinds of
users, each with their own needs, wants, and desires. It
may further ignore that different users have different
abilities and experiences that are important for
consideration in design. For the most part, creators
design for what is considered the default — white and
male[67, 68] — thereby, ignoring the diverse sets of
individuals that may use, come in contact, or be impacted
by the products they create[69].
User-centered framing also ignores that a product or
service may impact non-users. For the most part, then,
user-centered design is a customer-centered approach[70].
User experience researchers create personas that
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imagine how someone adopting a product may use it and
what their needs may be. These are usually constructed
out of the imaginary of the prototypical product
user[71]. But there may be several reasons that someone
may not adopt technology, including lack of access and
complete rejection.
The City of Boston’s neighborhood resources site
provides an example of a technology for analysis. In
April 2019, the City announced that it was working to
port over its old “My Neighborhood Resource” tool to its
new Boston.gov website[72]. The My Neighborhood
page provides access to information on properties within
the City including city services and resources, landmarks,
information on voting, and political representation.
In describing the revisions to the site, the City’s
announcement states that the team tasked with the
makeover “wanted to make sure they were creating a
user focused application”, and that it wanted “to make
sure we always keep our users’ needs in focus”[72]. The
announcement goes on to describe the various tests
conducted in revising the app and provides interview
data from some of the users.
This framing of a user-centered civic technology, on
the surface, appears to be a great approach for a
municipality attempting to provide the services that its
constituents need. Certainly, a city providing ways for its
residents to access information and services efficiently
is laudable and conducting research to ensure that it was
best serving the people who may use the technology
should also be commended. This framing of the tool as
user-friendly, however, ignores the residents and others
who may not have access to the information available on
the app.
Civic technology aimed at connecting city residents to
information and services has proliferated[73]. But not all
possible users can take advantage of these systems. At
the very least using these resources requires a phone, in
the case of 311 numbers — which allow residents to
report issues to government departments — or an
internet connection for those who want to access online
services. The users that a city focuses on, then, are
those who can afford these connections. Further, some
residents may consciously choose to reject a civic
service for fear of surveillance. Therefore, although a
user-centered approach to civic technology, like Boston’s
My Neighborhood, appears to target all users, it ignores
the impediments to adoption of the technology.
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Reframing Relationship with Technology

In her 1992 book, Talking Power, linguist Robin
Tolmach Lakoff asserted, “Language is powerful;
language is power. Language is a change-creating force
and therefore to be feared and used, if at all, with great
care, not unlike fire”[74]. Like Mattern, who argued that
how we imagine a city had the power to influence design
and policy, Lakoff, too, focused on how language was
used to seek power and was, therefore, always political.
For Lakoff, language was always used to persuade, but
of particular interest was the possibility of deception and
abuse that can occur when one party is able to assert
linguistic power over another.
The ways in which organizations frame their
relationships with technology is one such power
asymmetry. Emphasis frames like neutrality, property,
and user-centeredness offer surface-level interpretations
of technology that appear benign. Sometimes, as in the
case of user-centered, the language used constructs an
imaginary of a progressive way of thinking about how
we should create, use, and implement technology.
Organizations prioritize to the public narratives that
appear advanced or enlightened, like naming a
telecommunication cable after a formerly enslaved
abolitionist. But these frames, and many others, fall short
of offering express and complete descriptions and
explanations of the technology and the organization’s
relationship with it. They are reductive, oversimplified
ways of viewing impactful systems and relationships.
At most, these frames provide aspirational goals for
organizations to reach. More realistically, these frames
offer vague and inaccurate views of the possible
implications of the technology for which an organization
is responsible. Like the story told about the choice of
Equiano as a name for the subsea cable, these
explanations hinder progress by obstructing true
examinations of power dynamics through framing.
Frames can be composed of four possible elements: a
definition, an identified origin, an evaluation, and
remediation. The three frames explored — neutrality,
property, and user-centered — were missing elements of
the frames that might produce alternative
understandings, thereby demonstrating the creation of
salience relevant to one aspect of a discussion. In the
neutrality frame, both the evaluation of causes and
possible impacts and the remedies were lacking. For
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neutrality, omitted in the promotion of facial recognition
technology was an explanation of the underlying bias in
how the technology is trained, as well as the possible
impacts to already marginalized populations. For
property, omitted was an evaluation of the consequences
of not viewing data collected as representative of people.
Finally, for user-centered, omitted was an evaluation of
the impediments to use and how this might affect who
an organization includes when designing a technology.
The influence of these emphasis frames on public
understanding of the implications of various technology
is significant. As both Lakoff and Mattern assert,
language has the power to shape our perspectives[1, 74].
These frames, along with others used by organizations
and individuals to explain relationships with technology,
shape our interpretations of how or whether technology
should be designed and used. DeepNudes, the service
that used AI to allow users to alter photos to make it
appear as though the women in them were naked, offers
an example for consideration. In their attempt at
explaining their relationship with the app, the creators
framed it as being created for entertainment[75]. As a
frame, the label entertainment colored how people
initially understood the service. Entertainment, usually,
supposes amusement and light-hearted fun. But this
frame ignores the consequences of virtually disrobing
unsuspecting women without their consent.
The example technology and the language used in
connection identified throughout this article offer some
inferences. Perhaps the primary conclusion is that
talking is hard[76]. Language is constructed of words and
descriptions situated in culture, that helps us form
explanations for ideas and phenomena. Consequently, it
is important for organizations to understand the various
cultural models that may arise with the descriptions of
technology. Although Google’s Equiano announcement
did note that the abolitionist had been a slave, it did not
consider the context of extraction and imperialism that
could change the tenor of the statement for some.
Context matters. The audiences for these statements
will have divergent views based on their understandings
and experience with both the organization and the
subject technology. How a Black Detroiter understands
the police department’s Project Greenlight may be very
different than how a white business owner interprets the
initiative. They arrive at their understandings of the
project based in their experiences and histories. It is
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important, then, for government, corporate, and other
organizations to reckon with the context of the
technology they create and deploy.
No simple solution exists ensuring that organizations
use adequate and accurate descriptions for their
relationships with technology. This is not to say that
there is one, definitive depiction or phrasing that would
cover the entirety of the history and implications of
technology. But current portrayals are woefully
insufficient. And these representations are political and
persuasive[77]. It would be beneficial, then, for
organizations to reconsider how they approach creation
and use of these systems. This may require changing
codes of ethics from aspirational to more educational as
well as reexamining the frames used in public statements.
More importantly, it requires a rethinking of the power
that certain organizations are allowed to amass with
respect to technology. This power is partially derived
from how firms are able to persuade the public[78]. A way
to shift power, perhaps, may be in modifying how
organizations promote their product or service to the
public. It will also take continued vigilance in ensuring
that counternarratives revealing the risks of technology
are exposed to the public through advocacy. In the end,
language matters.
At the same time, expecting organizations, including
government organizations, to agree with shifts in
burdens and power seems too simplistic of a resolution
to a complex issue. Further, under this idea the onus
would remain on individuals and communities to protect
themselves from manipulative message tactics used by
organizations. It is important, then, for regulators to
bring reforms to how these messages are communicated
to audiences.
Organizational messages are commercial messages
made to persuade individuals into believing ideas that
benefit the firm. In the United States regulations related
to the kinds of claims made in organizational ethics
codes already exist, especially as these claims are publicfacing and material to whether individuals choose to
adopt software or services. When companies fail to
measure up to their claims, or an individual acting
rationally could be deceived, regulators can step in to
punish organizations for these deceptive or unfair
practices. The author leaves the specifics to future
research, but regulators have the power to prohibit
and punish commercial messages that are otherwise
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deceptive. This could be necessary step in having
organizations rethink the language they use in
connection with ethics and impacts.
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