where x is the horizontal position of a point in the grating, t is time, f T is temporal frequency, f S is 122 spatial frequency, β is the grating's phase and C is contrast. Following the schematics in Figure 1 , both models 123 integrate this stimulus over space and then pass the results through temporal filters to generate the separable 124 time responses: 125 A(t) = CG S1 G T 1 sin 2πf T t + β + φ S1 + φ T 1 (2)
where G T 1 , G T 2 , φ T 1 , φ T 2 are the gains and phase responses of temporal filters at the stimulus temporal 126 frequency f T and G S1 , G S2 , φ S1 , φ S2 are likewise for the spatial filters. In the energy model ( Figure 1B) , these 127 signals are combined into distinct rightward and leftward terms: 
that are subtracted to produce the model output: opponent energy. The Reichardt detector combines the 129 separable responses differently ( Figure 1A ) but produces the same output (up to a scaling factor of 4): 130 Opponent Energy(t) = C 2 (AB − BA ) (5) Figure 2 illustrates the Fourier spectrum of rightward, leftward and opponent energy for typical human 131 and insect filters. The red and blue lines in Figure 2AB mark the passband of rightward and leftward energies 132 respectively (Equations 3 and 4). Figure 2A does this for filters designed to model human vision, while Figure 2B 133 is for filters designed to model insect vision; see Methods for details. Figure 2CD shows the opponent energy 134 (defined as rightward minus leftward energy, Equation 5), which is the output of the motion detector. 135 For mammals, early spatiotemporal filters are typically relatively narrow-band, with little response to DC 136 (Anderson and Burr, 1989) . The rightward and leftward energies are therefore also bandpass and clearly 137 separated in Fourier space (Figure 2A) , very similar to those of the input filters. The regions of Fourier space 138 where the opponent energy is positive (bounded by solid contours in Figure 2C ) are simply the same regions 139 where there is rightward energy (bounded by red in Figure 2A ), and similarly for negative/leftward (dotted in 140 C, blue in A). Thus, there are no frequencies that elicit a strong response from the individual filters and not 141 from the opponent model as a whole.
142
For insects, the situation is different. The two spatial inputs to a Reichardt detector are usually taken to 143 be a pair of adjacent ommatidia (Buchner, 1976; Pick and Buchner, 1979) , so the spatial filter is simply the 144 angular sensitivity function of an ommatidium, which is lowpass, roughly Gaussian (Rossel, 1979; Van Santen 145 and Sperling, 1984) . Accordingly, as shown in Figure 2B , insects have substantial leftward and rightward 146 energy responses at zero spatial frequency. Crucially, these are canceled out in the opponency step, meaning 147 that the Reichardt detector as a whole does not respond to whole-field changes in brightness to which individual 148 photoreceptors do respond. Thus the opponent energy terms are bandpass ( Figure 2D ). This means that, for 149 insects, the spatiotemporal filters and the model itself as a unit may have different spatiotemporal tuning.
150
Mathematically, after substituting for the filter outputs in Equation 5 and simplifying, the output of the motion detector can be expressed as
where G is the product of the filter gains, G = G S1 G S2 G T 1 G T 2 , and the φ are the phases of the filter responses, 151 defined above in Equation 2. Since G is spacetime separable, it is not direction-selective. The direction-152 selectivity is created by the phase-difference terms. Since the filters are real, the filter phase is an odd function 153 of frequency. This means that the energy is positive in the first and third Fourier quadrants and negative in 154 the second and fourth, as shown in Figure 2CD .
155
The important point for our purposes is that the frequency tuning of the motion detector as a whole reflects 156 both that of the filter gains G, and that of the phase-difference terms. For the Reichardt detector, the phase-the Reichardt detector, the spatial filters are identical but offset in position by a distance ∆x, so the spatial 159 phase-difference term in Equation 6 is sin(2πf S ∆x). This term removes the response to the lowest frequencies, 160 as we saw in Figure 2D .
161
In the energy model, the spatial filters are usually taken to be bandpass functions like Gabors or derivatives 162 of Gaussians, differing in their phase but not position. For such functions, the phase difference is independent 163 of frequency, so the phase-difference terms in Equation 6 just contribute an overall scaling and the frequency 164 tuning of the motion detector is determined solely by the filter gains G. This remains approximately true even 165 for filters which differ in position as well as phase, provided they are bandpass. We shall show that this difference 166 in the bandwidth of their spatial filters means that the energy model and Reichardt detector are affected very 167 differently by motion noise, despite the fact that the model architecture is mathematically identical. We now work through what happens when noise is added to a motion signal. We consider the response of an 170 opponent model to an arbitrary stimulus composed of a sum of N drifting gratings:
Since the filters in an energy opponent motion detector are linear, the separable responses A, A , B and B 172 can be expressed as a sum of the independent responses to the components present in a stimulus. The model's 173 overall response to the compound grating in Equation 7 can therefore be written as:
where the subscripts denote responses to the components. To simplify, we extract the terms where i = j 175 and re-write the expression as:
terms) are simply the summed responses to grating components when presented each on its own (Equation 5).
178
Obviously, frequencies which do not elicit a response when presented in isolation do not contribute to this term.
179
The remaining terms within the second sum operator represent crosstalk or interactions between component 180 pairs at different spatial and/or temporal frequencies. These show more subtle behaviour.
181
Interactions differ from independent terms in a number of ways. First, if two components have different 182 temporal frequencies then their interaction is a sinusoidal function of time, so has no net contribution to the 183 response when integrated over time (Van Santen and Sperling, 1984, 1985) . When two components i and j have 184 the same temporal frequency, however, their interaction results in the DC response:
where at the temporal frequency f T i . This response has a similar form to Equation 6 but differs in an important way: 189 its spatial phase-difference term depends on the spatial filter phase responses to different stimulus components.
190
Suppose there is a spatial frequency f Sj for which both spatial filters have substantial gains G S1j , G S2j and 191 equal phases: φ S1j = φ S2j . Due to opponency, this component will not elicit any response when presented in 192 isolation, because of the term sin(φ S1j − φ S2j ) in Equation 6; it will appear invisible to the detector. Yet its 193 interaction with a visible component f Si will nevertheless add a constant offset to the model's output, provided 194 only that sin(β i − β j + φ S1i − φ S2j ) = 0. This means that invisible noise at f Sj can mask a signal at f Si . constant phase for all frequencies of a given sign. The two spatial filters are generally modelled as having the 199 same position but different phase, which means that there are no components for which φ S1j = φ S2j . If the 200 filters had different positions as well as phases, such components could exist, but this would imply some strange 201 properties of the motion detector (tuning to different directions for different frequency components) which have 202 not been reported. For realistic mammalian filters, therefore, it is not possible for components to be invisible 203 when presented in isolation and yet to affect the response to visible components.
204
However, for insect motion detectors, the spatial filters are believed to resemble Gaussians with a spatial 205 offset ∆x. For a component with spatial frequency f Sj , the phase difference between the two filters is 2π∆xf Sj .
206
As the spatial frequency tends to zero, so does the phase difference and thus the response of the opponent energy 207 motion detector (Equation 6). The opponent energy detector as a whole is therefore bandpass in its spatial 208 frequency tuning, as has been confirmed many times for insects (Borst, 2014; Dvorak et al., 1980; Nityananda 209 et al., 2015; OCarroll et al., 1997; OCarroll, DC and Bidwell, NJ and Laughlin, SB and Warrant, EJ, 1996) .
210
Yet since the Gaussian filters are low-pass, the gain G S2j remains high. This means that there can be a large 211 interaction term between this frequency and visible frequencies f Si (Equation 10).
212
This analysis suggests that the interaction terms produced by the nonlinearity of the motion energy model 213 can indeed be safely ignored for mammals, so long as the relevant spatial filters are bandpass. However, humans, but our analysis suggests that this reflects the same motion computation in both species, computed after 292 different initial filters are applied. This highlights the fact that simple nonlinearities can have complex effects.
293
In human studies, it is commonly assumed that nonlinear interactions take place only within the sensitivity 294 band of a given channel within a system (Anderson and Burr, 1989; Daugman, 1984) , where a "channel" is a 295 pool of neurons with similar tuning (Blakemore and Campbell, 1969; Campbell and Robson, 1968; De Valois 296 and Tootell, 1983; Graham and Nachmias, 1971; Sachs et al., 1971 ). This turns out to be a good approximation 297 only if the sensitivity band is set by the inputs to the channel, rather than by subsequent nonlinearities. This 298 is true for humans, but not in insects.
299
Here, we have analysed the standard model of motion detection. This is mathematically equivalent to both 300 the Reichardt Detector and to the Motion Energy Model, the standard accounts of motion detection in insects 301 and mammals respectively (Anderson and Burr, 1989; Hassenstein and Reichardt, 1956 , 1985; Borst and Helmstaedter, 2015; Lu and Sperling, 1995; Van Santen and Sperling, 1984) . 304 We derived equations 9 and 10 showing how such motion detectors can be affected by frequency components 305 outside their sensitivity band (Chen et al., 1993) . In these models, interaction terms with different temporal 306 frequencies average to zero over time, producing "pseudo-linearity" (Van Santen and Sperling, 1984 Rossel, 1979; Snyder et al., 1977) . Our analysis predicted that this would make insect motion detectors subject 317 to interference from "invisible" low-frequency noise. We have confirmed this behaviourally in an insect model, 318 the praying mantis.
319
Given the differences between humans and mantises, it is remarkable that the experimental data in both 320 species is so well described by a model of exactly the same structure (Figure 4, Figure 5 ). This model employs The stimulus consisted of superimposed "signal" and "noise" vertical sinusoidal gratings. The signal grating 377 had one of the spatial frequencies 0.0185, 0.0376, 0.0885 or 0.177 cpd, a temporal frequency of 8 Hz and was 378 drifting coherently to either left or right in each trial. Signal temporal frequency was chosen to maximize the 379 optomotor response rate based on the mantis contrast sensitivity function (Nityananda et al., 2015) . Noise had 380 a spatial frequency in the range 0.0012 to 0.5 cpd and its phase was randomly updated on each frame to make 381 it temporally broadband (with a Nyquist frequency of 42.5 Hz) without net coherent motion in any direction.
382
Each presentation lasted for 5 seconds.
383
Since mantises were placed very close to the screen (7 cm away), any gratings that are uniform in cycles/px 384 would have appeared significantly distorted in cycles/deg (Anderson and Burr, 1985) . To correct for this we 385 applied a nonlinear horizontal transformation so that grating periods subtend the same visual angle irrespective 386 of their position on the screen. This was achieved by calculating the visual degree corresponding to each screen 387 pixel using the function:
where x is the horizontal pixel position relative to the center of the screen, θ(x) is its visual angle, R is the 389 horizontal screen resolution in pixels/cm and D is the viewing distance. To an observer standing more than D 390 cm away from the screen, a grating rendered with this transformation looked more compressed at the center of 
Where x is the horizontal pixel position relative the middle of the screen, S w is the window's Full Width at spatial frequency at the mantis retina due to imperfections in our correction formula described by Equation 11. 401 We have previously shown that the mantis optomotor response is largely driven by the central visual field, such 402 that a stimulus covering the central 85 • should elicit around 84% of the response which would have been elicited 403 by a stimulus covering the entire visual field (Nityananda et al., 2017) .
404
With the above manipulations the presented stimulus was: 
The model was simulated numerically in Matlab. The spatial resolution of simulations was 0.01 deg, time 418 step was 1/85 seconds and each simulated presentation was 1 second long.
419
The spatial and temporal sensitivity of energy model filters were adjusted to approximate the sensitivities 420 of insects and mammals in different simulations. For mammals ( Figure 2AC and Figure 4) , spatial filters were 421 second and third derivatives of Gaussians (σ = 0.08 • ) and temporal filters were T F (t; n) = (kt) n exp(−kt) 1/n! − (kt) 2 /(n + 2)! (15) where n = 3 for T F 1 , n = 5 for T F 2 and k = 105 for both filters. These filter functions and parameters 423 were taken from the published literature on human motion perception and spatiotemporal tuning (Adelson and 424 Bergen, 1985; Robson, 1966) . For insects ( Figure 2BD and Figure 5 ), we used Gaussian spatial filters and 425 first-order low/high pass temporal filters:
where τ L = 13 ms, τ H = 40 ms, ∆x = 4 • , σ = 2.56 • . Insect filter functions and parameters were again 427 taken from the published literature (Borst, 2014 ) (Rossel, 1979 ) (Nityananda et al., 2015 . The models were 428 normalized such that all gave a mean response of 1 to a drifting grating at the optimal spatial and temporal 429 frequency.
430
In each simulated trial, the model was presented with a 1D version of the grating used in the experiments.
431
Energy model outputs were summed and averaged over the duration of each presentation then passed through 432 thresh(x) to produce a direction judgment similar to the one made by human observers in our experiment and 433 the psychophysics experiments of Anderson and Burr (1985) . When simulating the model with noisy gratings, 434 up to 500 presentations were repeated per noise frequency point.
435
In simulations of insect motion detectors, response rates were calculated as the proportion of presentations 436 in which the direction of motion computed by the model was the same as the signal component in the stimulus.
437
In simulations of mammalian motion detectors, we calculated detection threshold as the threshold T of the 438 function thresh(x) that resulted in the model judging motion direction correctly in 90% of the presentations. AB' BA' The Reichardt Detector (RD) and the Energy Model (EM) are two prominent opponent models in the literature of insect and mammalian motion detection. The two models are formally equivalent when the spatial and temporal filters are separable (as shown) and so their outputs and response properties are identical even though their structures are different. Both models use the outputs of several linear spatial and temporal filters (SF 1 , SF 2 , T F 1 and T F 2 ) to calculate two opponent terms and then subtract them to obtain a direction-sensitive measure of motion (opponent energy). Nonlinear processing is a fundamental ingredient of calculating motion energy and so both models include nonlinear operators before the opponency stage (multiplication in the RD and squaring in the EM). (Reproduction of Fig. 18 from Adelson and Bergen (1985) .) Fig. 1b from Anderson and Burr (1985) ). The colored plots show responses to different signal frequencies (marked by arrows). Noise is most effective at masking the signal when its frequency is the same and less effective as its frequency changes in either direction. Signal frequency is marked on the plot with an arrow. Signal and noise had √ 2 and 20 √ 2 RMS contrast respectively. Adding noise did change the mean of opponent output but had a significant effect on its spread. Output variance was highest when noise frequency was 3 cpd and lower as noise frequency changed in either direction, closely resembling the shape of the opponent model's sensitivity function. (D) The masking function (red) was calculated based on these simulated results as T (f n )/T 0 where T (f n ) is the threshold corresponding to a 90% detection rate at each noise frequency and T 0 is the detection threshold of an unmasked grating. The sensitivity function from (A) is reproduced, scaled, for comparison (blue dotted line). The masking function is a good approximation to the sensitivity. Circles are masking rate M defined as M = (R 0 − R)/R 0 where R is the response rate (proportion of trials in which mantids responded optomotorally in the same direction as the signal grating) and R 0 is the baseline (no-noise) response rate. Error bars are 95% confidence intervals calculated using simple binomial statistics. Signal frequency (0.0185 cpd) is marked on the plot with an arrow. The response rate measured at 0.03 cpd was slightly below baseline and so the calculated masking rate was negative. (C) Normalized sensitivity function of a motion energy model tuned to 0.03 cpd (18). (D) Simulated masking function (red) with the simulated sensitivity function reproduced for comparison (blue dotted line, scaled to same peak). Masking and sensitivity functions in the mantis are qualitatively different: noise below the lower end of the sensitivity function (∼ 0.01 cpd) continues to mask the signal. Measurements of masking rate versus noise frequency in the mantis (for the signal frequencies 0.037, 0.088 and 0.177 cpd) showing the same masking trends as Figure 5A (signal frequency 0.0185 cpd): noise continues to mask the signal significantly even if its frequency is below the spatial sensitivity passband of mantis motion detectors (∼ 0.01 to 0.1 cpd). Circles are masking rate M defined as M = (R 0 − R)/R 0 where R is the response rate (proportion of trials in which mantids responded optomotorally in the same direction as the signal grating) and R 0 is the baseline (no-noise) response rate. Error bars are 95% confidence intervals calculated using simple binomial statistics. Signal frequency is marked on each plot by an arrow. a no-noise condition: the stimulus is a moving grating at 0.0185 cpd and 8 Hz with no added noise. Panels D,E,F represent a masked condition: the stimulus consists of the same signal grating but with non-coherent temporally-broadband noise added at 0.05 cpd. There were in total 44 conditions in the experiment (4 unmasked and 40 masked gratings). Noise was always temporally broadband and its spatial frequency varied across conditions (in the range 0.0012 to 0.5 cpd).
